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Abstract
The Mo¨bius energy is one of the knot energies, and is named after
its Mo¨bius invariant property. It is known to have several different ex-
pressions. One is in terms of the cosine of conformal angle, and is called
the cosine formula. Another is the decomposition into Mo¨bius invariant
parts, called the decomposed Mo¨bius energies. Hence the cosine formula
is the sum of the decomposed energies. This raises a question. Can each
of the decomposed energies be estimated by the cosine formula ? Here we
give an affirmative answer: the upper and lower bounds, and modulus of
continuity of decomposed parts can be evaluated in terms of the cosine
formula. In addition, we provide estimates of the difference in decomposed
energies between the two curves in terms of Mo¨bius invariant quantities.
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1 Introduction
Let f : R/LZ → Rn be an arch-length parametrization of a closed curve with
the total length L embedded in Rn. There are two distances between f(s1) and
f(s2); one is the extrinsic distance ‖∆f‖ = ‖f(s1) − f(s2)‖Rn , and the other
is the intrinsic distance |∆s| = distR/LZ(s1, s2), i.e., the shortest distance along
the curve. The Mo¨bius energy E of f is defined as
E(f) =
∫∫
(R/LZ)2
M (f) ds1ds2,
where
M (f) =
1
‖∆f‖2 −
1
|∆s|2 .
The energy E is one of O’Hara’s energies ([7]), and is named after the invariance
under Mo¨bius transformation, which was proved by Freedman-He-Wang [2]. It
has other expressions. We can find
E(f) = E0(f) + 4 (1)
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with
E0(f) =
∫∫
(R/LZ)2
M0(f) ds1ds2, M0(f) =
1− cosϕ
‖∆f‖2
in [6]. Here ϕ is the conformal angle defined as follows. Let C12 be the circle
contacting a knot Imf at f(s1) and passing through f(s2). We define the circle
C21 similarly. The angle ϕ(s1, s2) is that between these two circles at f(s1)
(and also at f(s2)). Since it is Mo¨bius invariant, the Mo¨bius invariant property
of E can be easily read from the cosine formula (1). Another expression of E
was shown by the authors in [4]:
E(f) = E1(f) + E2(f) + 4 (2)
with
Ei(f) =
∫∫
(R/LZ)2
Mi(f) ds1ds2 (i = 1, 2),
M1(f) =
‖∆τ‖2
2‖∆f‖2 , M2(f) =
2
‖∆f‖2
〈
τ (s1) ∧ ∆f‖∆f‖ , τ (s2) ∧
∆f
‖∆f‖
〉
.
Both E1 and E2 are Mo¨bius invariant energies. It holds not only that
E0(f) = E1(f) + E2(f) (3)
but also that
M0(f) =M1(f) +M2(f). (4)
See Lemma 2.1 for (4). Hence E0(f) can be evaluated from the decomposed
energies E1(f) and E2(f). Since E2(f) is not necessarily non-negative, the con-
verse estimate is not so obvious. In this paper, we consider this and related
problems.
It is known that if E0(f) <∞, then f is bi-Lipschitz, that is, sup
(s1,s2)∈(R/LZ)2
s1 6=s2
|∆s|
‖∆f‖
is bounded; see [1]. This quantity is called the distortion; see [3, 8]. In this paper
we use
X(s1, s2) = log
|∆s|2
‖∆f‖2
instead of the distortion. Since ‖∆f‖ 5 |∆s|, the function X is non-negative.
We will give upper and lower bounds (Theorem 2.1), and the modulus of conti-
nuity (Theorem 3.1) of the decomposed energies by use of E0(f) and X in §§ 2
and 3 respectively.
Let f and f˜ be the parametrizations of two closed curves embedded in
Rn. Taking the Mo¨bius invariance of E1 and E2 into consideration, we should
use difference between certain Mo¨bius invariances when we estimate the energy
difference Ei(f)− Ei(f˜). Here we shall use
C (f) =
‖f˙(θ1)‖‖f˙(θ2)‖
‖∆f‖2
in Theorem 4.1, which is shown in § 4. The Mo¨bius invariance of C follows from
that of the cross ratio. Note that the conformal angle ϕ can be written by C
and its second derivative.
2
2 Upper and lower bounds
Firstly, we observe that M (f), M1(f) and M2(f) can be written by use of
M0(f) and derivatives of X for 0 < |s1 − s2| < L
2
.
Remark 2.1 It follows from E(f) < ∞ that f ∈ W 12 ,2(R/LZ); see [1]. Con-
sequently f ′ = τ exists a.e. s ∈ R/LZ. Hence ∂
2
∂s1∂s2
‖f(s1)− f(s2)‖2 can be
defined for a.e. (s1, s2) ∈ (R/LZ)2. However ∂
2
∂s1∂s2
|∆s|2 cannot be defined
at |s1 − s2| = L
2
as a Sobolev function. Furthermore, X is not defined when
s1 = s2. Thus, we consider derivatives for 0 < |s1 − s2| < L
2
.
Lemma 2.1 For 0 < |s1 − s2| < L
2
, we can set ∆s = s1 − s2. Then, it holds
that
2M (f) = 2M0(f)− ∂
2X
∂s1∂s2
, (5)
2M1(f) = 2M0(f)− 2 ∂
2X
∂s1∂s2
+
∂X
∂s1
∂X
∂s2
+
2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
, (6)
2M2(f) = 2
∂2X
∂s1∂s2
− ∂X
∂s1
∂X
∂s2
− 2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
. (7)
Proof. By the elemental calculation, we can see that the cosine of the conformal
angle is
cosϕ(s1, s2) =
1
2
‖∆f‖2 ∂
2
∂s1∂s2
log ‖∆f‖2.
In addition,
∂
∂s1
log |∆s|2 = 2
∆s
,
∂
∂s2
log |∆s|2 = − 2
∆s
,
∂2
∂s1∂s2
log |∆s|2 = 2|∆s|2 (8)
are also elementary. Hence we have
∂2X
∂s1∂s2
=
∂2
∂s1∂s2
(
log |∆s|2 − log ‖∆f‖2)
= − 2
(
1
‖∆f‖2 −
1
|∆s|2 −
1− cosϕ
‖∆f‖2
)
= − 2 (M (f)−M0(f)) .
It holds that
1
‖∆f‖2
∂2
∂s1∂s2
‖∆f‖2
=
∂2
∂s1∂s2
log ‖∆f‖2 +
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
. (9)
3
Using these, we obtain
2M1(f) =
‖∆τ‖2
‖∆f‖2 =
2− 2τ (s1) · τ (s2)
‖∆f‖2
=
1
‖∆f‖2
(
2 +
∂2
∂s1∂s2
‖∆f‖2
)
=
2
‖∆f‖2 +
∂2
∂s1∂s2
log ‖∆f‖2 +
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
=
2
‖∆f‖2 +
∂2
∂s1∂s2
log
‖∆f‖2
|∆s|2 +
∂2
∂s1∂s2
log |∆s|2
+
(
∂
∂s1
log
‖∆f‖2
|∆s|2 +
∂
∂s1
log |∆s|2
)(
∂
∂s2
log
‖∆f‖2
|∆s|2 +
∂
∂s2
log |∆s|2
)
=
2
‖∆f‖2 −
∂2X
∂s1∂s2
+
2
|∆s|2 +
(
−∂X
∂s1
+
2
∆s
)(
−∂X
∂s2
− 2
∆s
)
= 2
(
1
‖∆f‖2 −
1
|∆s|2
)
− ∂
2X
∂s1∂s2
+
∂X
∂s1
∂X
∂s2
+
2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
= 2M (f) +
∂2X
∂s1∂s2
− 2 ∂
2X
∂s1∂s2
+
∂X
∂s1
∂X
∂s2
+
2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
= 2M0(f)− 2 ∂
2X
∂s1∂s2
+
∂X
∂s1
∂X
∂s2
+
2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
.
By the definition of the inner product of 2-vectors, we have〈
τ (s1) ∧ ∆f‖∆f‖ , τ (s2) ∧
∆f
‖∆f‖
〉
= τ (s1) · τ (s2)−
(
τ (s1) · ∆f‖∆f‖
)(
τ (s2) · ∆f‖∆f‖
)
= −
(
∂
∂s1
∆f
)
·
(
∂
∂s2
∆f
)
+
(
∂
∂s1
‖∆f‖
)(
∂
∂s2
‖∆f‖
)
= −1
2
∂2
∂s1∂s2
‖∆f‖2 +
(
∂
∂s1
‖∆f‖
)(
∂
∂s2
‖∆f‖
)
.
Combining (9), (8) with
1
‖∆f‖2
(
∂
∂s1
‖∆f‖
)(
∂
∂s2
‖∆f‖
)
=
1
4
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
,
4
we have
2M2(f) =
4
‖∆f‖2
〈
τ (s1) ∧ ∆f‖∆f‖ , τ (s2) ∧
∆f
‖∆f‖
〉
= − 2 ∂
2
∂s1∂s2
log ‖∆f‖2 −
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
= − 2
(
∂2
∂s1∂s2
log
‖∆f‖2
|∆s|2 +
2
|∆s|2
)
−
(
∂
∂s1
log
‖∆f‖2
|∆s|2 +
2
∆s
)(
∂
∂s2
log
‖∆f‖2
|∆s|2 −
2
∆s
)
= 2
∂2X
∂s1∂s2
− ∂X
∂s1
∂X
∂s2
− 2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
.

Proposition 2.1 If E0(f) <∞, then XM (f), XM0(f), X|∆s|2 ∈ L
1((R/LZ)2),
X
(·+ L2 , ·) ∈ L1(R/LZ), and it holds that
E1(f) = E0(f) +
∫∫
(R/LZ)2
X
(
M (f)−M0(f) + 2|∆s|2
)
ds1ds2
− 4L
∫
R/LZ
X
(
s+
L
2
, s
)
ds+ 8, (10)
E2(f) = −
∫∫
(R/LZ)2
X
(
M (f)−M0(f) + 2|∆s|2
)
ds1ds2
+
4
L
∫
R/LZ
X
(
s+
L
2
, s
)
ds− 8. (11)
Proof. In [4], the authors showed that E0(f) <∞ implies the absolute integra-
bility of M1(f) and M2(f). Hence
Ei(f) = lim
ε→+0
δ→+0
∫∫
ε5|s1−s2|5L2 −δ
Mi(f) ds1ds2.
Set
I1(ε, δ) =
∫∫
ε5|s1−s2|5L2 −δ
∂2X
∂s1∂s2
ds1ds2,
I2(ε, δ) =
∫∫
ε5|s1−s2|5L2 −δ
∂X
∂s1
∂X
∂s2
ds1ds2,
I3(ε, δ) =
∫∫
ε5|s1−s2|5L2 −δ
2
∆s
(
∂X
∂s1
− ∂X
∂s2
)
ds1ds2.
5
By Lemma 2.1, it is enough for the proof to show
lim
ε→+0
δ→+0
I1(ε, δ) = −8, (12)
lim
ε→+0
δ→+0
(I2(ε, δ) + I3(ε, δ))
= 2
∫∫
(R/LZ)2
X
(
M (f)−M0(f) + 2|∆s|2
)
ds1ds2 − 8L
∫
R/LZ
X
(
s+
L
2
, s
)
ds.
(13)
We assume the boundedness of E(f) and E0(f). SinceM (f) andM0(f) are
non-negative, these are absolutely integrable. Consequently, (5) and (3) implies
lim
ε→+0
δ→+0
I1(ε, δ) = − 2
∫∫
(R/LZ)2
(M (f)−M0(f)) ds1ds2
= − 2 (E(f)− E0(f)) = −8.
We have
I2(ε, δ) =
∫
R/LZ
(∫ s2−ε
s2−L2 +δ
+
∫ s2+L2 −δ
s2+ε
)
∂X
∂s1
∂X
∂s2
ds1ds2
=
∫
R/LZ
([
X
∂X
∂s2
]s1=s2−ε
s1=s2−L2 +δ
+
[
X
∂X
∂s2
]s1=s2+L2 −δ
s1=s2+ε
)
ds2
−
∫
R/LZ
(∫ s2−ε
s2−L2 +δ
+
∫ s2+L2 −δ
s2+ε
)
X
∂2X
∂s1∂s2
ds1ds2
= −
∫
R/LZ
([
X
∂X
∂s2
]s1=s2+ε
s1=s2−ε
−
[
X
∂X
∂s2
]s1=s2+L2 −δ
s1=s2−L2 +δ
)
ds2
−
∫∫
ε5|s1−s2|5L2 −δ
X
∂2X
∂s1∂s2
ds1ds2
by the integration by parts. From the symmetry and integration by parts again,
we obtain
I3(ε, δ) = 4
∫∫
ε5|s1−s2|5L2 −δ
1
∆s
∂X
∂s1
ds1ds2
= 4
∫
(R/LZ
([
X
∆s
]s1=s2−ε
s1=s2−L2 +δ
+
[
X
∆s
]s1=s2+L2 −δ
s1=s2+ε
)
ds2
+ 4
∫∫
ε5|s1−s2|5L2 −δ
X
|∆s|2 ds1ds2
= − 4
∫
(R/LZ
([
X
∆s
]s1=s2+ε
s1=s2−ε
−
[
X
∆s
]s1=s2+L2 −δ
s1=s2−L2 +δ
)
ds2
+ 4
∫∫
ε5|s1−s2|5L2 −δ
X
|∆s|2 ds1ds2.
6
Setting
Y =
∂X
∂s2
+
4
∆s
,
we have
I2(ε, δ) + I3(ε, δ)
= −
∫
R/L(Z)
([
X
(
∂X
∂s2
+
4
∆s
)]s1=s2+ε
s1=s2−ε
−
[
X
(
∂X
∂s2
+
4
∆s
)]s1=s2+L2 −δ
s1=s2−L2 +δ
)
ds2
−
∫∫
ε5|s1−s2|5L2 −δ
X
(
∂2X
∂s1∂s2
− 4|∆s|2
)
ds1ds2
= −
∫
R/L(Z)
(
[XY ]s1=s2+εs1=s2−ε − [XY ]
s1=s2+
L
2 −δ
s1=s2−L2 +δ
)
ds2
+ 2
∫∫
ε5|s1−s2|5L2 −δ
X
(
M (f)−M0(f) + 2|∆s|2
)
ds1ds2.
For the last equality, we have used (5). Setting
Z = XY
and
J(a) =
∫
R/LZ
[Z]s1=s2+as1=s2−ads2,
we have
J(a) =
∫
R/LZ
(Z(s2 + a, s2)− Z(s2 − a, s2)) ds2
=
∫
R/LZ
(Z(s2 + a, s2)− Z(s2, s2 + a)) ds2.
Because X(s1, s2) = X(s2, s1), we have
Z(s2 + a, s2)− Z(s2, s2 + a)
= X(s2 + a, s2)Y (s2 + a, s2)−X(s2, s2 + a)Y (s2, s2 + a)
= X(s2 + a, s2)(Y (s2 + a, s2)− Y (s2, s2 + a)).
Since
Y =
∂X
∂s2
+
4
∆s
=
2τ (s2) ·∆f
‖∆f‖2 +
2
∆s
,
7
it holds that
Y (s2 + a, s2)− Y (s2, s2 + a)
=
2τ (s2 + a) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
2
s2 + a− s2
− 2τ (s2) · (f(s2)− f(s2 + a))‖f(s2)− f(s2 + a)‖2 −
2
s2 − (s2 + a)
=
2(τ (s2 + a) + τ (s2)) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4
a
=
2(τ (s2 + a)− τ (s2)) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4
a
= 2
d
ds2
log ‖f(s2 + a)− f‖2 + 4τ (s2) · (f(s2 + a)− f(s2))‖f(s2 + a)− f(s2)‖2 +
4
a
= −2 d
ds2
X(s2 + a, s2) +
4τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4
a
.
Hence, we obtain
J(a) = J1(a) + J2(a) + J3(a),
J1(a) = −
∫
R/LZ
d
ds2
X(s2 + a, s2)
2ds2,
J2(a) =
∫
R/LZ
4X(s2 + a, s2)τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 ds2,
J3(a) =
4
a
∫
R/LZ
X(s2 + a, s2) ds2.
By the periodicity of f , we have J1(a) = 0.
We can show
lim
ε→+0
J2(ε) = lim
δ→+0
J2
(
a+
L
2
− δ
)
= 0;
however, the proof is different for the cases of ε→ +0 and δ → +0.
Set a = ε, and take the limit as ε→ +0. It follows from log x 5 x− 1 that
0 5 X(s1, s2) 5
|∆s|2
‖∆f‖2 − 1.
Therefore we have
|J2(ε)| 5
∫
R/LZ
4X(s2 + ε, s2)
‖f(s2 + ε)− f(s2)‖ ds2
5
∫
R/LZ
4
‖f(s2 + ε)− f(s2)‖
(
ε2
‖f(s2 + ε)− f(s2)‖2 − 1
)
=
∫
R/LZ
2
‖f(s2 + ε)− f(s2)‖3
∫ s2+ε
s2
∫ s2+ε
s2
‖τ (s3)− τ (s4)‖2ds3ds4.
8
From E0(f) <∞, the function f satisfies the bi-Lipschitz estimate. Combining
this and the argument in the proof of [4, Theorem 2.1], we obtain
|J2(ε)| 5
∫
R/LZ
C
ε3
∫ s2+ε
s2
∫ s2+ε
s2
‖τ (s3)− τ (s4)‖2ds3ds4
5 C
∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2
(s3 − s4)2 ds3ds4.
E0(f) < ∞ also implies f ∈ W 12 ,2(R/LZ). The absolute continuity of the
integral gives us
lim
ε→+0
|J2(ε)| = 0.
Next, set a = L2 − δ and let take the limit as δ → +0. When δ > 0 is small,
the integrand of J2
(L
2 − δ
)
is uniformly bounded in both δ and s2. Therefore
we can apply Lebesgue’s convergence theorem to see that
lim
δ→+0
J2
(L
2
− δ
)
= J2
(L
2
)
.
Using the periodicity of f , an appropriate change of variables, and X(s1, s2) =
X(s2, s1), we have
J2
(L
2
)
=
∫
R/LZ
4X
(
s2 +
L
2 , s2
)
τ (s2) ·
(
f
(
s2 +
L
2
)− f(s2))∥∥f (s2 + L2 )− f(s2)∥∥2 ds2 (14)
=
∫
R/LZ
4X
(
s2 − L2 , s2
)
τ (s2) ·
(
f
(
s2 − L2
)− f(s2))∥∥f (s2 − L2 )− f(s2)∥∥2 ds2
=
∫
R/LZ
4X
(
s2, s2 +
L
2
)
τ
(
s2 +
L
2
) · (f(s2)− f (s2 + L2 ))∥∥f(s2)− f (s2 + L2 )∥∥2 ds2
=
∫
R/LZ
4X
(
s2 +
L
2 , s2
)
τ
(
s2 +
L
2
) · (f(s2)− f (s2 + L2 ))∥∥f(s2)− f (s2 + L2 )∥∥2 ds2. (15)
Hence, taking the average of (14) and (15), we obtain
J2
(L
2
)
= −
∫
R/LZ
2X
(
s2 +
L
2 , s2
) (
τ
(
s2 +
L
2
)− τ (s2)) · (f (s2 + L2 )− f(s2))∥∥f (s2 + L2 )− f(s2)∥∥2 ds2
= −
∫
R/LZ
X
(
s2 +
L
2
, s2
)
d
ds2
log
∥∥∥∥f (s2 + L2
)
− f(s2)
∥∥∥∥2 ds2
=
1
2
∫
R/LZ
d
ds2
X
(
s2 +
L
2
, s2
)2
ds2
= 0.
Set a = ε. It follows from log x 5 x− 1 that
4
ε
X(s2 + ε, s2) 5
4
ε
(
ε2
‖f(s2 + ε)− f(s2)‖2 − 1
)
=
2
ε‖f(s2 + ε)− f(s2)‖2
∫ s2+ε
s2
∫ s2+ε
s2
‖τ (s3)− τ (s4)‖2ds3ds4.
9
Hence, we have
|J3(ε)| 5 C
∫
R/LZ
∫ s4+ε
s4−ε
‖τ (s3)− τ (s4)‖2
(s3 − s4)2 ds3ds4 → 0 (ε→ +0).
When δ → +0, we apply the Lebesgue convergence theorem and have
J3
(L
2
− δ
)
→ J3
(L
2
)
=
8
L
∫
R/LZ
X
(
s+
L
2
, s
)
ds.
This integration is absolutely convergent by 0 5 X 5 ‖X‖L∞ <∞. Similarly,∫∫
(R/LZ)2
XM (f) ds1ds2,
∫∫
(R/LZ)2
XM0(f) ds1ds2
is also absolutely convergent. Moreover, since
0 5 X|∆s|2 5
1
|∆s|2
{ |∆s|2
‖∆f‖2 − 1
}
=
1
‖∆f‖2 −
1
|∆s|2 =M (f),
we find that ∫∫
(R/LZ)2
X
|∆s|2 ds1ds2
is also absolutely convergent. 
Theorem 2.1 If E0(f) <∞, then it holds that
0 5 E1(f) 5 (3 + ‖X‖L∞) E0(f) + 4 (4 + ‖X‖L∞) ,
− (2 + ‖X‖L∞) E0(f)− 4 (4 + ‖X‖L∞)
5 E2(f) 5 min {‖X‖L∞ (E0(f) + 4)− 8, E0(f)} .
Proof. Noticing X = 0, we estimate E2(f) from above and below by splitting
the integrand of (11) into positive and negative parts. Also, we use
X
|∆s|2 5M (f), E(f) = E0(f) + 4.
As results, we obtain
E2(f) 5
∫∫
(R/LZ)2
XM0(f) ds1ds2 +
4
L
∫
R/LZ
X
(
s+
L
2
, s
)
ds− 8
5 ‖X‖L∞ (E0(f) + 4)− 8,
E2(f) = −
∫∫
(R/LZ)2
X
(
M (f) +
2
|∆s|2
)
ds1ds2 − 8
= − ‖X‖L∞E(f)− 2E(f)− 8
= − (2 + ‖X‖L∞) E0(f)− 4 (4 + ‖X‖L∞) .
Combining this, (3) and the non-negativity of E1(f), we have
E1(f) = E0(f)− E2(f) 5 (3 + ‖X‖L∞) E0(f) + 4 (4 + ‖X‖L∞) ,
E2(f) 5 E0(f).

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Remark 2.2 In [5], a non-trivial lower bound
E1(f) = 2pi2
was given under the asssumption f ∈ C1,1(R/LZ).
3 Modulus of continuity
Let Imf˜ be an embedded closed curve other than Imf . In this section, we
estimate
∣∣∣Ei(f)− Ei(f˜)∣∣∣ (i = 1, 2) in terms of certain quantities which vanish
when f = f˜ . Since the energy E is scaling invariant, we may assume that the
total length of Imf˜ is the same as that of Imf . Set
τ˜ = f˜ ′, X˜ = log
|∆s|2
‖∆f˜‖2
.
Proposition 3.1 Assume that f and f˜ satisfy E0(f) < ∞, E0(f˜) < ∞, and
that they have the same total length L. Then it holds that
E1(f)− E1(f˜)
= E0(f)− E0(f˜)
+
∫∫
(R/LZ)2
(X − X˜)
(
M (f)−M0(f) +M (f˜)−M0(f˜) + 2|∆s|2
)
ds1ds2,
E2(f)− E2(f˜)
= −
∫∫
(R/LZ)2
(X − X˜)
(
M (f)−M0(f) +M (f˜)−M0(f˜) + 2|∆s|2
)
ds1ds2.
Proof. By (3), it is enough to show the assertion on E2. We have already seen
M2(f) = −2 ∂
2
∂s1∂s2
log ‖∆f‖2 −
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
11
for 0 < |s1 − s2| < L
2
in the proof of Lemma 2.1. Therefore it holds that
2
(
M2(f)−M2(f˜)
)
= −2 ∂
2
∂s1∂s2
log ‖∆f‖2 −
(
∂
∂s1
log ‖∆f‖2
)(
∂
∂s2
log ‖∆f‖2
)
+ 2
∂2
∂s1∂s2
log ‖∆f˜‖2 +
(
∂
∂s1
log ‖∆f˜‖2
)(
∂
∂s2
log ‖∆f˜‖2
)
= 2
∂2
∂s1∂s2
log
‖∆f˜‖2
‖∆f‖2
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}
= 2
∂2
∂s1∂s2
(X − X˜)− 1
2
{
∂
∂s1
(X − X˜)
}{
∂
∂s2
(
X + X˜ − 2 log |∆s|2
)}
− 1
2
{
∂
∂s1
(
X + X˜ − 2 log |∆s|2
}}{ ∂
∂s2
(X − X˜)
}
.
In a manner similar to that used for the proof of (12), we can derive
lim
ε→+0
δ→+0
∫∫
ε5|s1−s2|5L2 −δ
2
∂2
∂s1∂s2
(X − X˜) ds1ds2 = −8 + 8 = 0.
By using the symmetry of the integrand with respect to s1 and s2, we have∫∫
ε5|s1−s2|5L2 −δ
[
−1
2
{
∂
∂s1
(X − X˜)
}{
∂
∂s2
(
X + X˜ − 2 log |∆s|2
)}
− 1
2
{
∂
∂s1
(
X + X˜ − 2 log |∆s|2
)}{ ∂
∂s2
(X − X˜)
}]
ds1ds2
= −
∫∫
ε5|s1−s2|5L2 −δ
{
∂
∂s1
(X − X˜)
}{
∂
∂s2
(
X + X˜ − 2 log |∆s|2
)}
ds1ds2.
Consequently we obtain
2
(
E2(f)− E2(f˜)
)
= − lim
ε→+0
δ→+0
∫∫
ε5|s1−s2|5L2 −δ
{
∂
∂s1
(X − X˜)
}{
∂
∂s2
(
X + X˜ − 2 log |∆s|2
)}
ds1ds2.
Setting
K(a) =
∫
R/LZ
[
(X − X˜) ∂
∂s2
(
X + X˜ − 2 log |∆s|2
)]s1=s1+a
s1=s2−a
ds2,
12
we have
−
∫∫
ε5|s1−s2|5L2 −δ
{
∂
∂s1
(X − X˜)
}{
∂
∂s2
(
X + X˜ − 2 log |∆s|2
)}
ds1ds2
= K(ε)−K
(L
2
− δ
)
+
∫∫
ε5|s1−s2|5L2 −δ
(X − X˜) ∂
2
∂s1∂s2
(
X + X˜ − 2 log |∆s|2
)
ds1ds2.
Now, we set
X¯ = X − X˜, Y¯ = ∂
∂s2
(
X + X˜ − 2 log |∆s|2
)
.
Since X¯(s1, s2) = X¯(s2, s1), it holds that
K(a) =
∫
R/LZ
X¯(s2 + a, s2)(Y¯ (s2 + a, s2)− Y¯ (s2, s2 + a)) ds2.
Set
Y¯ =
2τ (s2) ·∆f
‖∆f‖2 +
2τ˜ (s2) ·∆f˜
‖∆f˜‖2
,
and then we have
Y¯ (s2 + a, s2)− Y¯ (s2, s2 + a)
=
2τ (s2 + a) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
2τ˜ (s2 + a) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
− 2τ (s2) · (f(s2)− f(s2 + a))‖f(s2)− f(s2 + a)‖2 −
2τ˜ (s2) · (f˜(s2)− f˜(s2 + a))
‖f˜(s2)− f˜(s2 + a)‖2
=
2(τ (s2 + a) + τ (s2)) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2
+
2(τ˜ (s2 + a) + τ˜ (s2)) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
=
2(τ (s2 + a)− τ (s2)) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2
− 2(τ˜ (s2 + a)− τ˜ (s2)) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
+
4τ˜ (s2 + a) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
=
d
ds2
log ‖f(s2 + a)− f(s2)‖2 + 4τ (s2) · (f(s2 + a)− f(s2))‖f(s2 + a)− f(s2)‖2
− d
ds2
log ‖f˜(s2 + a)− f˜(s2)‖2 + 4τ˜ (s2 + a) · (f˜(s2 + a)− f˜(s2))‖f˜(s2 + a)− f˜(s2)‖2
=
d
ds2
X¯ +
4τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 +
4τ˜ (s2 + a) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
.
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Therefore K(a) is written as
K(a) = K1(a) +K2(a),
K1(a) =
∫
R/LZ
4X¯(s2 + a, s2)τ (s2) · (f(s2 + a)− f(s2))
‖f(s2 + a)− f(s2)‖2 ds1ds2,
K2(a) =
∫
R/LZ
4X¯(s2 + a, s2)τ˜ (s2 + a) · (f˜(s2 + a)− f˜(s2))
‖f˜(s2 + a)− f˜(s2)‖2
ds1ds2.
In a similar manner as for the estimate of J2(ε), we can show
K1(ε)→ 0, K2(ε)→ 0 (ε→ +0).
Set a = L2 − δ, and take the limit as δ → +0. Lebesgue’s convergence
theorem gives us
K1
(L
2
− δ
)
→ K1
(L
2
)
, K2
(L
2
− δ
)
→ K2
(L
2
)
(δ → +0).
In the same way as for the calculation of J2
(L
2
)
, we obtain
K1
(L
2
)
=
∫
R/LZ
X¯
(
s2 +
L
2
, s2
)
d
ds2
X
(
s2 +
L
2
, s2
)
ds2.
Similarly we have
K2
(L
2
)
=
∫
R/LZ
4X¯
(
s2 +
L
2 , s2
)
τ˜
(
s2 +
L
2
) · (f˜ (s2 + L2 )− f˜(s2))∥∥∥f˜ (s2 + L2 )− f˜(s2)∥∥∥2 ds1ds2
=
∫
R/LZ
4X¯
(
s2 − L2 , s2
)
τ˜
(
s2 − L2
) · (f˜ (s2 − L2 )− f˜(s2))∥∥∥f˜ (s2 − L2 )− f˜(s2)∥∥∥2 ds1ds2
=
∫
R/LZ
4X¯
(
s2, s2 +
L
2
)
τ˜ (s2) ·
(
f˜(s2)− f˜
(
s2 +
L
2
))
∥∥∥f˜(s2)− f˜ (s2 + L2 )∥∥∥2 ds1ds2
=
∫
R/LZ
4X¯
(
s2 +
L
2 , s2
)
τ˜ (s2) ·
(
f˜(s2)− f˜
(
s2 +
L
2
))
∥∥∥f˜(s2)− f˜ (s2 + L2 )∥∥∥2 ds1ds2.
Consequently we obtain
K2
(L
2
)
=
∫
R/LZ
2X¯
(
s2 +
L
2 , s2
) (
τ˜
(
s2 +
L
2
)− τ˜ (s2)) · (f˜ (s2 + L2 )− f˜(s2))∥∥∥f˜ (s2 + L2 )− f˜(s2)∥∥∥2 ds1ds2
=
∫
R/LZ
X¯
(
s2 +
L
2
, s2
)
d
ds2
log
∥∥∥∥f˜ (s2 + L2
)
− f˜(s2)
∥∥∥∥2
= −
∫
R/LZ
X¯
(
s2 +
L
2
, s2
)
d
ds2
X˜
(
s2 +
L
2
, s2
)
ds2.
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Combining these, we have
K1
(L
2
)
+K2
(L
2
)
=
1
2
∫
R/LZ
d
ds2
X¯
(
s2 +
L
2
, s2
)2
ds2 = 0.
It follows from (5) and (8) that
lim
ε→+0
δ→+0
∫∫
ε5|s1−s2|5L2 −δ
(X − X˜) ∂
2
∂s1∂s2
(
X + X˜ − 2 log |∆s|2
)
ds1ds2
= −2
∫∫
(R/LZ)2
(X − X˜)
(
M (f)−M0(f) +M (f˜)−M0(f˜) + 2|∆s|2
)
ds1ds2.

Theorem 3.1 Let f and f˜ represent two embedded close curve with the same
total length satisfying E0(f) < ∞, E0(f˜) < ∞. For a ∈ R/LZ, set f˜a(·) =
f˜(·+ a), X˜a = log |∆s|
2
‖∆f˜a‖2
. Then, it holds that
∣∣∣E1(f)− E1(f˜)∣∣∣
5
∣∣∣E0(f)− E0(f˜)∣∣∣
+ 2 inf
a∈R/LZ
{
‖X − X˜a‖L∞
(
E0(f) + E0(f˜) + 4
)
+
∣∣∣∣∣
∫∫
(R/LZ)2
X − X˜a
|∆s|2 ds1ds2
∣∣∣∣∣
}
,
|E2(f)− E2(f0)|
5 2 inf
a∈R/LZ
{
‖X − X˜a‖L∞
(
E0(f) + E0(f˜) + 4
)
+
∣∣∣∣∣
∫∫
(R/LZ)2
X − X˜a
|∆s|2 ds1ds2
∣∣∣∣∣
}
.
Proof. From Proposition 3.1, we know∣∣∣E1(f)− E1(f˜)∣∣∣
5
∣∣∣E0(f)− E0(f˜)∣∣∣
+ 2‖X − X˜‖L∞
(
E0(f) + E0(f˜) + 4
)
+ 2
∣∣∣∣∣
∫∫
(R/LZ)2
X − X˜
|∆s|2 ds1ds2
∣∣∣∣∣ .
This estimate holds if f˜ is replaced by f˜a. Clearly Ei(f˜) = Ei(f˜a) holds.
Hence, taking the infimum with respect to a, we obtain the assertion on E1.
The assertion on E2 can be proved in a similar way. 
Corollary 3.1 Let f circ represent a round circle with the same total length as
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that of f , and let us set Xcirc = log
|∆s|2
‖∆f circ‖2
. If E0(f) <∞, then
|E1(f)− E1(f circ)|
5 E0(f) + 2‖X −Xcirc‖L∞ (E0(f) + 4) + 2
∣∣∣∣∣
∫∫
(R/LZ)2
X −Xcirc
|∆s|2 ds1ds2
∣∣∣∣∣ ,
|E2(f)− E2(f circ)|
5 2‖X −Xcirc‖L∞ (E0(f) + 4) + 2
∣∣∣∣∣
∫∫
(R/LZ)2
X −Xcirc
|∆s|2 ds1ds2
∣∣∣∣∣ .
Proof. We apply Theorem 3.1 with f˜ = f circ. Set
f circ,a(·) = f circ(·+ a), Xcirc,a = log
|∆s|2
‖∆f circ,a‖2
.
Then, Xcirc,a is independent of a. And E0(f circ) = 0. Hence we obtain the
conclusion. 
Remark 3.1 If f ∈ C1,1(R/LZ), then
E1(f) = E1(f circ),
see [5]B
Remark 3.2 Even if E0(f) = E0(f˜), it does not necessarily hold that X− X˜ ≡
0. For example, if f is an image of f˜ under some Mo¨bius transformation,
then the energy for the curves is the same, but X − X˜ is not necessarily 0.
Consequently, it is impossible to estimate X − X˜ by
∣∣∣E0(f)− E0(f˜)∣∣∣.
4 Difference estimates of energy by Mo¨bius in-
variance
If there exists a Mo¨bius transformation T such that f = T f˜ , then the left-hand
side of the estimates in Theorem 3.1 vanishes, but the right-hand side does
not necessarily vanish. In this section, we estimate the energy difference by
use of certain quantities which vanish when two curves are transformed under
some Mo¨bius transformation. To do this, we would like to write the difference
of energy density by an integration of Mo¨bius invariance. Since the energy is
scaling invariant, we may assume that the total lengths of Imf and Imf˜ are the
same. As we saw before, the difference of M2 is
2
(
M2(f)−M2(f˜)
)
= 2
∂2
∂s1∂s2
log
‖∆f˜‖2
‖∆f‖2
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}
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for 0 < |s1 − s2| < L
2
. This formula is in the form from which the singularity
at |s1 − s2| = L
2
is removed, and is absolutely integrable. We write curves by
a general parameter θ ∈ R/Z, not the arch-length parameter. The reason is as
follows. Let T be a Mo¨bius transformation. In general it does not hold that
T (f(s)) = (Tf)(s), and therefore the arch-length parameter is not suitable
when we compare f with Tf . Strictly speaking, as functions of θ, we must use
letters other than f , f˜ . However, for the sake of simplicity, we use the same
ones. Since∫∫
(R/LZ)2
∂2
∂s1∂s2
(· · · ) ds1ds2 =
∫∫
(R/Z)2
∂2
∂θ1∂θ2
(· · · ) dθ1dθ2,∫∫
(R/LZ)2
{
∂
∂s1
(· · · )
}{
∂
∂s2
(· · · )
}
ds1ds2 =
∫∫
(R/Z)2
{
∂
∂θ1
(· · · )
}{
∂
∂θ2
(· · · )
}
dθ1dθ2,
we have
2
(
E2(f)− E2(f˜)
)
=
∫∫
(R/LZ)2
[
2
∂2
∂s1∂s2
log
‖∆f˜‖2
‖∆f‖2
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
− 1
2
{
∂
∂s1
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}{ ∂
∂s2
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}]
ds1ds2
=
∫∫
(R/Z)2
[
2
∂2
∂θ1∂θ2
log
‖∆f˜‖2
‖∆f‖2
− 1
2
{
∂
∂θ1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
− 1
2
{
∂
∂θ1
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}]
dθ1dθ2
= lim
ε→+0
∫∫
|θ1−θ2|=ε
[
2
∂2
∂θ1∂θ2
log
‖∆f˜‖2
‖∆f‖2
− 1
2
{
∂
∂θ1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
− 1
2
{
∂
∂θ1
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}]
dθ1dθ2
= lim
ε→+0
∫∫
|θ1−θ2|=ε
[
2
∂2
∂θ1∂θ2
log
‖∆f˜‖2
‖∆f‖2
−
{
∂
∂θ1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}]
dθ1dθ2.
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In a similar way as (12), we have
lim
ε→+0
∫∫
|θ1−θ2|=ε
2
∂2
∂θ1∂θ2
log
‖∆f˜‖2
‖∆f‖2 dθ1dθ2 = −8 + 8 = 0.
From this, we indirectly find that
lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
dθ1dθ2
converges. Now we assume that ‖f˙‖ ∈ C0,1, ‖ ˙˜f‖ ∈ C0,1. Then,∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖∆f‖2
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ1dθ2
=
∫
R/Z
{∫ θ2+1−ε
θ2+ε
(
∂
∂θ1
log ‖∆f‖2
)
dθ1
}(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ2
=
∫
R/Z
(
log
‖f(θ2 − ε)− f(θ2)‖2
‖f(θ2 + ε)− f(θ2)‖2
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ2.
It follows from the bi-Lipschitz property of f that
log
‖f(θ2 − ε)− f(θ2)‖2
‖f(θ2 + ε)− f(θ2)‖2 = log
‖f(θ2 − ε)− f(θ2)‖2/ε2
‖f(θ2 + ε)− f(θ2)‖2/ε2
is uniformly bounded with respect to ε and θ for small ε > 0. Moreover, we
have
log
‖f(θ2 − ε)− f(θ2)‖2/ε2
‖f(θ2 + ε)− f(θ2)‖2/ε2 → log
‖f˙(θ2)‖2
‖f˙(θ2)‖2
= 0
as ε → +0 for a.e. θ2 ∈ R/Z. Consequently, applying Lebesgue’s convergence
theorem, we obtain
lim
ε→+0
∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖∆f‖2
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ1dθ2
= lim
ε→+0
∫
R/Z
(
log
‖f(θ2 − ε)− f(θ2)‖2
‖f(θ2 + ε)− f(θ2)‖2
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ2 = 0.
Similarly, we can show
lim
ε→+0
∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖∆f‖2
)(
∂
∂θ2
log ‖ ˙˜f(θ2)‖
)
dθ1dθ2 = 0,
lim
ε→+0
∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖∆f˜‖2
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ1dθ2 = 0,
lim
ε→+0
∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖∆f˜‖2
)(
∂
∂θ2
log ‖ ˙˜f(θ2)‖
)
dθ1dθ2 = 0,
and the corresponding result for the limit in which we swap θ1 and θ2. Clearly
it holds that∫∫
|θ1−θ2|=ε
(
∂
∂θ1
log ‖f˙(θ1)‖
)(
∂
∂θ2
log ‖f˙(θ2)‖
)
dθ1dθ2 = 0.
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Moreover, the same result holds for the limit in which one or both of f˙(θi) in
the above are replaced by
˙˜
f(θi). Consequently, setting
C (f) =
‖f˙(θ1)‖‖f˙(θ2)‖
‖∆f‖2 ,
we obtain
− lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
log ‖∆f‖2 − log ‖∆f˜‖2
)}{ ∂
∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
dθ1dθ2
= − lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2.
This argument implies the following theorem.
Theorem 4.1 Let f and f˜ satisfy E(f) < ∞, E(f˜) < ∞, ‖f˙‖ ∈ C0,1, ‖ ˙˜f‖ ∈
C0,1. Then, it holds that
E1(f)− E1(f˜)
=
∫∫
(R/Z)2
{
C (f)− C (f˜) + 1
2
∂2
∂θ1∂θ2
(
logC (f)− logC (f˜)
)}
dθ1dθ2
+
1
2
lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2
E2(f)− E2(f˜)
= −1
2
lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2.
Proof. We have already shown the assertion on E2. For E1, using (3), we have
E1(f)− E1(f˜) =
(
E0(f)− E0(f˜)
)
−
(
E2(f)− E2(f˜)
)
.
Now, we write the first term on the right-hand side by C . The cosine of the
conformal angle ϕ of f is
cosϕ =
‖∆f‖2
2‖f˙(θ1)‖‖f˙(θ2)‖
∂2
∂θ1∂θ2
log ‖∆f‖2.
Noting
∂2
∂θ1∂θ2
log
(
‖f˙(θ1)‖‖f˙(θ2)‖
)
=
∂2
∂θ1∂θ2
(
log ‖f˙(θ1)‖+ log ‖f˙(θ2)‖
)
= 0,
we have
cosϕ = − 1
2C (f)
∂2
∂θ1∂θ2
logC (f).
Hence, it holds that
E0(f) =
∫∫
(R/Z)2
1− cosϕ
‖∆f‖2 ‖f˙(θ1)‖‖f˙(θ2)‖dθ1dθ2
=
∫∫
(R/Z)2
(
C (f) +
1
2
∂2
∂θ1∂θ2
logC (f)
)
dθ1dθ2.
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Since we have the corresponding expression for E0(f˜), we obtain the assertion
of the Theorem. 
The Mo¨bius invariance of the cross ratio implies that of C . Consequently, we
can read the Mo¨bius invariance of E1, E2 from Theorem 4.1. Moreover, even if
f cannot be transformed to f˜ by any Mo¨bius transformations, we can estimate
the energy difference by C and its derivatives.
Remark 4.1 A sufficient condition for the assumption of Theorem 4.1 is, for
example, f ∈ C1,1, f˜ ∈ C1,1.
Remark 4.2 At this moment, the absolute integrability of the integration in
principal value in Theorem 4.1 is not certain. At a glance, the integration in
the principal value seems asymmetric with respect to θ1 and θ2. And in fact, it
is symmetric:
lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2
= lim
ε→+0
1
2
[∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
+
{
∂
∂θ1
(
logC (f) + logC (f˜)
)}{ ∂
∂θ2
(
logC (f)− logC (f˜)
)}]
dθ1dθ2
= lim
ε→+0
∫∫
|θ1−θ2|=ε
{(
∂
∂θ1
logC (f)
)(
∂
∂θ2
logC (f)
)
−
(
∂
∂θ1
logC (f˜)
)(
∂
∂θ2
logC (f˜)
)}
dθ1dθ2.
5 Open problems
Integration by parts shows that the integral in the principal value in Theorem
4.1 is
lim
ε→+0
∫∫
|θ1−θ2|=ε
{
∂
∂θ1
(
logC (f)− logC (f˜)
)}{ ∂
∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2
= lim
ε→+0
[∫
R/Z
[(
logC (f)− logC (f˜)
){ ∂
∂θ2
(
logC (f) + logC (f˜)
)}]s1=s2+1−ε
s1=s2+ε
ds2
−
∫∫
|θ1−θ2|=ε
(
logC (f)− logC (f˜)
){ ∂2
∂θ1∂θ2
(
logC (f) + logC (f˜)
)}
dθ1dθ2
]
= lim
ε→+0
[∫
R/Z
[(
logC (f)− logC (f˜)
){ ∂
∂θ2
(
logC (f) + logC (f˜)
)}]s1=s2+1−ε
s1=s2+ε
ds2
+
∫∫
|θ1−θ2|=ε
(
logC (f)− logC (f˜)
){ ∂2
∂θ1∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
dθ1dθ2
]
.
The last expression does not contain derivatives of ‖f˙‖ or ‖ ˙˜f‖. If we assume
the finiteness of energy on f , f˜ only, Theorem 4.1 seems to be improved so that
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the integral in the principal value in the theorem is replaced with the above
expression. However, neither of
lim
ε→+0
∫
R/Z
[(
logC (f)− logC (f˜)
){ ∂
∂θ2
(
logC (f) + logC (f˜)
)}]s1=s2+1−ε
s1=s2+ε
dθ2,
lim
ε→+0
∫∫
|θ1−θ2|=ε
(
logC (f)− logC (f˜)
){ ∂2
∂θ1∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
dθ1dθ2
seem to converge. It would be interesting to determine whether compensating
terms exist. That is, are there functions A , Bε satisfying the following ? We
want these functions to be∫∫
|θ1−θ2|=ε
A (θ1, θ2) ds1ds2 +
∫
R/Z
Bε(θ2) dθ2 = 0
and
lim
ε→+0
∫
R/Z
([(
logC (f)− logC (f˜)
){ ∂
∂θ2
(
logC (f) + logC (f˜)
)}]s1=s2+1−ε
s1=s2+ε
−Bε
)
dθ2,
lim
ε→+0
∫∫
|θ1−θ2|=ε
[(
logC (f)− logC (f˜)
){ ∂2
∂θ1∂θ2
(
log ‖∆f‖2 + log ‖∆f˜‖2
)}
−A
]
dθ1dθ2
converge.
References
[1] S. Blatt, Boundedness and regularizing effects of O’Hara’s knot energies,
J. Knot Theory Ramifications 21 (2012), 1250010, 9 pp.
[2] M. H. Freedman, Z.-X. He & Z. Wang, Mo¨bius energy of knots and unknots,
Ann. of Math. (2) 139 (1) (1994), 1–50.
[3] M. Gromov, Filling Riemannian manifolds J. Differential Geom. 18 (1)
(1983), 1–147.
[4] A. Ishizeki & T. Nagasawa, A decomposition theorem of the Mo¨bius energy
I: Decomposition and Mo¨bius invariance, Kodai Math. J. 37 (3) (2014),
737–754.
[5] A. Ishizeki & T. Nagasawa, The invariance of decomposed Mo¨bius energies
under the inversions with center on curves, J. Knot Theory Ramifications
26 (2016), 1650009, 22 pp.
[6] R. Kusner & J. M. Sullivan, On distortion and thickness of knots, in “Ideal
Knots” (Ed.: A. Stasiak, V. Katrich, L. H. Kauffman), World Scientific,
Singapore, 1998, pp. 315–352.
[7] J. O’Hara, Energy of a knot, Topology 30 (2) (1991), 241–247.
[8] J. O’Hara, Family of energy functionals of knots, Topology Appl. 48 (2)
(1992), 147–161.
21
