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Abstract
We give numerical estimates of various unstable stationary solutions of the Gross–Pitaevskii
equation in an axially symmetric set up with a linear trapping potential along the symmetry
axis, and a quadratic trapping along the radial direction. These represent topological coher-
ent modes of Bose–Einstein condensates in a gravito optical surface trap (GOST). Despite
their instability, we find that many of these solutions decay sufficiently slow, so that they
could be realized experimentally.
1 Introduction
One way to study the behaviour of quantum matter in a gravitational field is the use of interfer-
ometry with neutrons, thermal atoms, or Bose-Einstein condensates. Another possibility is the
study of eigenstates of matter, which has already been conducted with ultra cold neutrons falling
down from different initial heights. The experiment in [1, 2] has confirmed that the probability
to find a neutron at a specific height is non classical and corresponds to the eigenfunctions of the
Hamilton operator with a linear potential, which are the Airy functions. However, experiments
with ultra cold neutrons are challenging due to a high loss rate.
Here we propose to use Bose-Einstein condensates trapped in a gravito optical trap (GOST),
composed of a reflecting surface realized by evanescent mirrors [3], and a dipole trap for the radial
confinement.
The most challenging part is to prepare initial states, which are not necessarily ground states.
We think of states which possess more structure. These coherent topological modes could be
realized with quantum control techniques [4, 5, 6]. These techniques may consist of shaking
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or moving the trap, or using magnetic fields to modulate the interaction strength via Feshbach
resonances.
In this article we present numerically obtained stationary solutions of the Gross–Pitaevskii
(GP) equation in the above described axially symmetric GOST environment. We also numerically
estimate the life time of these solutions.
The GP equation describes a system of N particles with local self interaction at zero temper-
ature. This equation can be obtained via the functional derivative i~∂tΨ =
δE [Ψ]
δΨ∗
≡ HΨ with
respect to the complex conjugate order parameter Ψ∗ of the energy functional
E [Ψ] =
∫
Ω
(
~2
2m
|∇Ψ|2 + Vext|Ψ|
2 +
gS
2
|Ψ|4
)
dV, (1)
where Ω ⊂ R3. In our model the BEC is subject to a gravito-optical surface trap (GOST) which
consists of a harmonic radial potential and the Newtonian gravitational potential together with a
infinite high wall at z = 0. Hence the external potential reads
Vext(ρ, z) =
{
1
2
mω2ρ2 +mgz if z > 0
∞ if z = 0
(2)
where ω is the trapping frequency of the harmonic trap, g is the normal gravitational acceleration
on earth’s surface. We use cylinder coordinates (ρ, ϕ, z) where ρ is the radial coordinate, and
z = 0 describes the reflecting surface of the trap. This surface can be realized experimentally by
means of an evanescent laser wave, whereas the harmonic potential may be realized with magnetic
or optical traps. The latter confines the BEC in the radial direction ρ, while the gravitational
acceleration serves as a trap in the vertical z-direction. Thus, Ω = R2 × R+ with the boundary
condition Ψ|z=0 = 0, and the GP equation becomes
i~∂tΨ = −
~2
2m
∆Ψ + VextΨ+ gS|Ψ|
2Ψ. (3)
The first contribution is the kinetic energy, the second comes from coupling to the external
potential Vext, and the last term is due to local self interaction. gS = 4π~
2aS/m is the coupling
strength and is determined by the s-wave scattering length aS. For gS > 0 (gS < 0) the interaction
is repulsive (attractive). In this work we are interested in the first case, so gS is always positive.
Critical points of E [Φ] are solutions of the stationary Gross–Pitaevskii equation, which are all
degenerate due to U(1) symmetry. The ground state is a minimum of E [Φ], whereas all other
critical points are min-max saddle points [7].
The energy E and the particle number N :=
∫
Ω
|Ψ|2dV = ‖Ψ‖2L2 are conserved quantities. The
separation ansatz Ψ = Φ(ρ, ϕ, z) exp(−iεt/~) in (3) leads to the stationary GP equation
εΦ(ρ, ϕ, z) =
(
−
~
2
2m
∆+ V (ρ, z) + gS|Φ(ρ, ϕ, z)|
2
)
Φ(ρ, ϕ, z). (4)
In cylindrical coordinates we have ∆ :=
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂ϕ2
+
∂2
∂z2
.
For a fixed particle number N this equation possesses infinitely many different solutions or,
equivalently, infinitely many critical points [7]. On unbounded domains Ω and for potentials
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which are bounded from below and diverging at infinity, this means that the spectrum consists
of discrete eigenvalues εi (i ∈ N), for a fixed particle number. The solution corresponding to the
smallest chemical potential ε is the ground state. Other solutions we will denote as ”topological
coherent modes” [8]. For all solutions the expectation value of the momentum operator is zero,
but only for the ground state the momentum distribution is concentrated around zero. In general,
topological coherent modes have also momentum components different from zero. Note that (2)
is bounded by zero, i.e. V (ρ, z) ≥ 0 for z ≥ 0, and that the chemical potential ε can only attain
positive values for this potential, otherwise no solutions exist.
In order to make (4) dimensionless we introduce a length scale L and the particle number N .
Replacing
ρ→ Lρ, z → Lz, Φ→ Φ/L3/2. (5)
we obtain the dimensionless stationary GP equation(
−∆+ ν2ρ2 + βz + γ|Φ|2
)
Φ = µΦ (6)
with the dimensionless parameters
trapping frequency ν :=
mω
~
L2, (7)
gravitational acceleration β :=
2m2g
~2
L3, (8)
interaction strength γ :=
2mgS
~2L
= 8πaS/L, (9)
chemical potential µ :=
2mε
~2
L2, (10)
which are dependent on the physical parameters and the length scale L. Henceforth we use
dimensionless quantities and equations until stated otherwise.
In the following we restrict to pure harmonics in angular direction, i.e., we make the ansatz
Φ(ρ, ϕ, z) = ψL(ρ, z) exp (±isϕ) , ψL(ρ, z) ∈ C, s = 0, 1, . . . , (11)
where L is used to label different solutions of (6). This leads to a simplified Gross-Piatevskii
equation
(
H0 + γ|ψL|
2
)
ψL = µψL, H0 := −
∂2
∂ρ2
−
1
ρ
∂
∂ρ
−
∂2
∂z2
+ Veff(ρ, z), (12)
with the effective potential
Veff(ρ, z) := ν
2ρ2 +
s2
ρ2
+ βz, (13)
which contains the centrifugal potential s2/ρ2, which diverges at ρ = 0, so that we can expect for
s > 0 vortices at ρ = 0. The reader may note that ψL is not normalized to one.
Thus, our aim is to discuss solutions of (12) with respect to their stability, and to give estimates
of their life time in case of instability. In particular we find that many of the unstable solutions
decay sufficiently slow, so that they might be experimentally observable.
3
2 Stability and life time estimates
An overview of techniques to discuss stability in Schro¨dinger type problems can be found in
[9, 10, 11, 12, 13, 14].
The pertinent notion is orbital stability, defined as follows: A time harmonic solution ψL is
called orbitally stable if for all ε > 0 there exists a δ > 0 such that for all Ψ0 with
inf
ϑ
‖Ψ0 − ψL exp(iϑ)‖X < δ, (14)
in some norm ‖ · ‖X , we have
inf
ϑ
‖Ψ(t, ·)− ψL exp(iϑ)‖X < ǫ (15)
for all times t > 0, where Ψ(·, ·) is the solution to the initial condition Ψ0. Thus, if the initial norm
of the difference is small, then it remains small for all times, and the solution Ψ(t, ·) stays close to
the “group orbit” {ψL exp(iϑ) : ϑ ∈ [0, 2π)}.
Essentially, there are four types of (numerical) approaches to study the stability resp. life times
of solutions ψL (in a discretized setting).
1. Real time propagation [15, 16].
2. Numerical computation of eigenvalues for the linearization of (6) around ψL.
3. Complex scaling methods to compute the spectrum [17, 18]. This is also related to the
so called quantum mechanical virial theorem, which can be used as an alternative stability
check.
4. Search for complex eigenvalues via the imaginary time evolution methods [19, 20].
Our results in §3 will be based on methods 1 and 2, including a qualitative comparison, but we
also use the virial theorem for independent checks.
2.1 The linearized operator
The spectrum of a Schro¨dinger operator can be divided into two parts, σess(H) and σd(H). σess(H)
is the essential part, also known as the continuous part, determined by the spectrum of the Hamil-
tonian H0 = i(−∆ + V0), where V0 ∈ R denotes a (possible non-zero) limit for |x| → ∞ of a
bounded potential, which gives σess(H0) = {iµ : µ ≥ V0}. σd(H) denotes the set of discrete iso-
lated eigenvalues of H . For compact perturbations (e.g., changes of the external potential) σd(H)
is finite, and the essential spectrum is not altered, due to Weyl’s essential spectrum theorem.
Embedded eigenvalues can exist inside the essential spectrum which belong to σess(H) as well.
The solutions belonging to such eigenvalues are meta stable and posses an anomalous slow decay,
with quantum mechanical tunnelling as the main mechanism for the associated decay of the wave
function.
In order to study the time evolution of a perturbation h : Ω×R→ C we choose the ansatz
ψL → (ψL + ǫh) exp(−iµt), (16)
where 0 < ǫ < 1. This leads to a time dependent GP equation for h
i∂th =
(
H0 − µ+ 2γ|ψL|
2
)
h+ γψ2
L
h∗ + 2ǫγψL|h|
2 + ǫγψ∗
L
h2 + γǫ2|h|2h (17)
which describes a non unitary time evolution of the perturbation. Due to the non-linearity, an-
alytical solutions are hard to obtain, and therefore only the linearized version ǫ0 is analysed. To
4
order ǫ0 we obtain by decomposition of h = hr+ ihi and ψL = ψL,r+ iψL,i into real and imaginary
parts the linear system
∂t
(
hr
hi
)
=
(
2γψL,rψL,i L
−
−L+ −2γψL,rψL,i
)(
hr
hi
)
=: M
(
hr
hi
)
, (18)
where
L± = H0 − µ+ 2γ|ψL|
2 ± γ
(
ψ2
L,r − ψ
2
L,i
)
. (19)
The operator M is not hermitian. Its spectrum consists of σess = (−i∞,−iµ] ∪ [iµ, i∞) and
discrete eigenvalues, which lie in a strip around the real axis. We define a resonance µ as an
eigenvalue of M with Imµ 6= 0. If resonances occur, the life time of ψL is defined as
τ :=
ln 2
maxRe{−iσd(M)}
, (20)
i.e., τ is the time required to double the norm ‖h‖2L2 in the linear evolution. However, linear
stability (for which formally τ =∞) does not imply non-linear stability in general, see, e.g., [21],
and a full answer can only be given by studying the full non-linear problem, e.g., using method 1.
2.2 The virial theorem
The quantum mechanical variant of the virial theorem is obtained from the Ehrenfest theorem
applied to the von Neumann equation
d
dt
〈aˆ〉 =
i
~
〈Ψ(·, t)|
[
Hˆ, aˆ
]
|Ψ(·, t)〉+ 〈Ψ(·, t)|
∂
∂t
aˆ|Ψ(·, t)〉 , (21)
where aˆ := 1
2
(xˆpˆ+ pˆxˆ) is given in terms of the momentum and position operator pˆ and xˆ, re-
spectively. Neither the position operator nor the momentum operator depend explicitly on time,
therefore ∂
∂t
aˆ = 0. Using the commutator relations of the operators in the dimensionless Hamilto-
nian Hˆ := pˆ2+V (x)+γ|ψL(x)|
2 for the GP equation, i.e.,
i
[
pˆ2j , xˆi
]
= −2pˆjδij , [pˆi, pˆj] = 0, [V (xi), xˆi] = 0,
i
[
|Ψ(xi, t)|
2, xˆi
]
= 0, i[V (xi), pˆj ] = −
∂
∂xi
V (xi)δij
i
[
|Ψ(xi, t)|
2, pˆj
]
= iΨ∗(xi, t)[Ψ(xi, t), pˆj ] + i[Ψ
∗(xi, t), pˆj]Ψ(xi, t)
= −Ψ∗(xi, t)
∂
∂xi, t
Ψ(xi, t)δij −Ψ(xi, t)
∂
∂xi
Ψ∗(xi, t)δij,
the Ehrenfest Theorem gives
d
dt
〈aˆ〉 = −2 〈Ψ|pˆ2|Ψ〉 − 〈Ψ|x · ∇V (x)|Ψ〉 − γ 〈Ψ|x · ∇|Ψ|2|Ψ〉 ,which
we write as
d
dt
〈aˆ〉 = 2(T − V ) + 3W =: vir(t), (22)
where
T := 2π
∫
Ω
|∇ψ(x, t)|2 ρ dρ dz , V := 2π
∫
Ω
(
ω2ρ2 − s2ρ−2 + βz/2
)
|ψ(x, t)|2 ρ dρ dz ,
W := πγ
∫
Ω
|ψ(x, t)|4 ρ dρ dz
5
are the kinetic, potential, and the self interaction energy, respectively. Despite the fact that the
term |ψ|2ψ is not analytic in ψ, the contributions of the virial theorem can be formally computed.
This is justified by the fact that the absolute square of the wave function can be interpreted as a
real potential. If we consider γ|ψL|
2 in the GP as a fixed potential, then the virial theorem states
that T (t), V (t) and W (t) approach constant values as t → ∞. For our real time propagation
we also compute the quantities T, V and W and in case of stable solutions (where γ‖ψL‖
2 stays
(approximately) fixed) these become constant, whereas for unstable ψL they oscillate.
3 Results
We study the stability of ground states and more generally the life times of topological coherent
modes by solving numerically the Cauchy problem for the time dependent GP equation (3) with
potential (2), and by computing the eigenvalues of the operator M in (18). This has been done
several times for different grids, domain sizes, and different time-step lengths. The numerical
simulations were conducted with our own code [22] based on the FEM open source library deal.II
[23]. The code is written in C++ an can be found at https://github.com/zeli86/atus-pro. For
the stationary solutions we used our own Newton method [22], and for the time evolution the
fully implicit Crank–Nicolson method [24], which means solving a non-linear set of equations with
the standard Newton method. The Crank–Nicolson method is unconditionally stable, and N and
E are conserved up to 10−8 in our simulations, but we obtain a propagating phase error. We
use Lagrange finite elements of degree 2 for each spatial direction. First we used non uniform
refined grids with 44071 cells and 354856 degrees of freedom with domain sizes [0, 20]× [0, 40] and
[0, 15]× [0, 30]. The area of the latter domain corresponds to [≈ 3.6,≈ 7.3]µm2. The second grid
was a regular grid with 65536 cells and 526338 degrees of freedom with the same domain size.
We use the error
κ(t) := ‖Ψ(ρ, z, t)− ψL(ρ, z) exp(−iµt)‖
2
L2
(23)
with the L2 norm via the difference of the numerically propagated wave function Ψ(ρ, z, t) and
the solutions ψL(ρ, z) of the time independent GP equation (4). This is equivalent to solving
the initial value problem (17). The initial error κ(0) is the difference between the numerically
computed solution and the true one. This evolution of κ(t) is affected by an numerical phase error,
however the exponential decay takes place on much shorter time scales than the evolution of the
numerical error. Therefore, it is negligible.
As a second criterion we use the first order correlation function
vis(t) :=
∣∣∣∣
∫
Ω
Ψ(ρ, z, t)∗ψL(ρ, z)ρ dρdz
∣∣∣∣ /‖ψL‖2L2 (24)
known as visibility. If there is no visible change in the density of the propagated wave function
compared to the density of the initial wave function, then this quantity is equal to one. If the
structure of the density starts to dissolve then this function will decrease. Ideally it would drop to
zero if all energy is radiated away to infinity, but due to the finite domain and conservation of N
this is not possible.
For the physical setup we use 87Rb with the scattering length aS = 90a0 in units of Bohr radii
[25], which is widely used, e.g., in atom interferometer experiments. For the gravitational trapping
we use the earth gravitational acceleration g = 9.8m s−2, and for the radial trapping we use ω = 2π
6
kHz. For a given length scale of L = 2.4 · 10−7 m, which is one order of magnitude bigger than aS,
the dimensionless parameter (7)-(9) then read
ν = 0.5, β = 0.5, γ = 0.5. (25)
The natural time scale is given by T = 2mL2/~ ≈ 0.156 ms, which defines the elementary time
unit for our figures. The particle number for Rubidium can be computed through
Nphys =
γL
8πaS
‖ψL‖
2
L2 = 2γ‖ψL‖
2
L2 , (26)
and thus Nphys = ‖ψL‖
2
L2
in our scaling.
3.1 Stationary solutions
Stationary wave functions are obtained numerically via a Newton method [22] constrained to a
special manifold, which allows finding solutions belonging to min-max critical points of the GP
functional E − µN . Alternatively these solutions can be found numerically via pseudo-arclength
continuation, and bifurcation, [26, 27, 28], see also [29] for a recent work displaying a multitude of
stationary solutions of a GP equation with a parabolic potential.
Information about the local structure around a solution is provided through the eigenvalues of
the second variational derivative of the GP functional (1). If there is a finite number of negative
eigenvalues then there is the same finite number of linearly independent descent directions at a
critical point. As a consequence, there might be critical points with lower energy so that a part of
the energy can decay into these topological coherent modes.
However if µ is constant, then the number of solutions is finite. The residual of the L2 gradient
of our numerically obtained solutions is in the range of O(10−9) to O(10−10). This initial residual
is considered to be the perturbation for the real time propagation.
We have investigated eight solution branches in total, two ground states (showing no resonances,
i.e., with purely imaginary spectrum), and six topological coherent modes (for which we find
resonances), see Fig.1. These eight branches are divided into two different types according to
the value of s in (13). The solutions labelled with AM (M ∈ N) have s = 0 and zero angular
momentum; solutions labelled with BM have s = 1 and non-zero angular momentum. For AM
we have zero Neumann boundary conditions for ρ = 0 and zero Dirichlet boundary conditions
elsewhere. Concerning BM we have zero Dirichlet boundary conditions on the whole boundary.
3.2 Time Evolution
Figure 2(a) shows the time evolution of the error κ(t) (23) (left y axis) and the visibility vis(t)
(24) (right y axis) for the ground state A0 with a large particle number. Although the error κ(t)
grows due to the propagating phase error, the visibility remains constant which means that there
is no change in the structure. The origin of the (unavoidable) phase error is the discretisation in
space and time. We have fitted the error with κ(t) = 1.5 · 10−4 t2. Similar results are obtained for
the ground state B0. In summary we find that these two ground states are orbitally stable.
In Fig. 2(b) a similar plot is depicted for the topological coherent mode A1 with a high particle
number, with the difference |1− vis(t)| on the right x axis. The time evolution can be separated
into three phases. In the time range from t = 0 to t ≈ 4 the phase error is dominant, from t ≈ 4
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(a) Eight solution branches for (12) in the µ–N plane.
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Figure 1: Depicted density plots of the eight branches (b)–(i). (b) A0, µ = 11.9, N ≈ 13058,
s = 0. (c) B0, µ = 13.1, N ≈ 16659, s = 1. (d) A1: µ = 13, N ≈ 14776. (e) A2:
µ = 13.9, N ≈ 16891. (f) A3: µ = 14.4, N ≈ 18381. (g) B1: µ = 14.2, N ≈ 19298. (h)
B2: µ =, N ≈ 21333. (i) B3: µ = 15.6, N ≈ 21892.
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Figure 2: Examples of κ(t) (23) and vis(t) (24) for A0 (µ = 11.9,N = 12675) (a), and A1
(µ = 13,N = 14776) (b).
to t ≈ 5.5 the non-linearity causes exponential decay, and after t ≈ 5.5 the structural pattern is
fluctuating. In the latter regime the bulk of the density is still confined in the same spatial region
due to the trapping potential. In the first phase κ(t) grows like 2.62 · 10−4 t2.17, and in the second
phase like exp(5.24 t− 25.67). In order to detect the onset of exponential decay the visibility is
analysed. It turns out that exponential decay starts when |1 − vis(t)| > 10−4. For our analysis
this defines the lower limit of the time interval with 500 data points over which we carried out a
numerical fit.
In Fig. 3 an exemplary series of density snapshots of A3 at different times is depicted. Although
in (a) the onset of the exponential decay has already been passed by our definition |1− vis(t)| >
10−4, the initial structure is still recognizable. The decay starts with a small deformation of the
surface of the inner bulk region, which starts to oscillate in time with increasing amplitude until
it connects to the right part of the lower bulk of the density, which is visible in (b) and (c). In (d)
the structure is strongly dissolved. Finally, Fig. 4 gives τ for the six unstable solutions which lie
within a range of 10−5 to 10−4 seconds.
3.3 Validation of the results
For γ = 0 the GP equation (6) reduces to a linear Schro¨dinger equation and the solutions are given
by [30]
Φ(ρ, ϕ, z)s,k,l =
√
νs!
π(s+ k)!
exp
(
−
νρ2
2
)
νs/2ρsLsk
(
νρ2
)
exp (±isϕ)AlAi
(
β1/3z + zl
)
, (27)
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(a) t = 8.5, vis≈ 0.993 (b) t = 9.7, vis≈ 0.878 (c) t = 11, vis≈ 0.779 (d) t = 20, vis≈ 0.446
Figure 3: Snapshots from time evolution of the density |Ψ(ρ, z, t)|2 at different times for the
topological coherent mode A3, µ = 10.4, N ≈ 5598.2.
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Figure 4: Half-life estimates for various solutions, depending on N .
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where s = 0, 1, 2, . . . and k = 0, 1, 2, . . . are the angular and radial momentum quantum numbers,
respectively, Lsk are the Laguerre polynomials L
s
k(x) :=
k∑
i=0
(−1)i
(s+ k)!
(k − i)!(s+ i)!i!
xi, and l = 0, 1, . . .
is the quantum number belonging to the gravitational trapping, with the zl given by the zeroes of
the Airy Ai function, which is normalized by Al :=
(∫
∞
0
Ai
(
β1/3z − |zl|
)2
dz
)−1/2
. The spectrum
is given by
εs,k,l = ν (s+ 2k + 1) + β
2/3|zl| (28)
where the eigenstates Ψs,k,l are (s + 2k + 1) fold degenerated. The eigenfunctions (27) span a
complete orthonormal basis of L2(Ω), Ω = R2 × R+, with respect to the inner product∫
∞
0
∫ 2pi
0
∫
∞
0
Φ(ρ, ϕ, z)∗s,k,lΦ(ρ, ϕ, z)s′,k′,l′ ρ dρ dϕ dz = δs,s′δk,k′δl,l′. (29)
In order to check the quality of the half life time estimates obtained via the real time propagation
we compared them to the eigenvalues of M in (18), obtained from expanding M in the basis (27).
The eigenvalue with the largest real part is then used for the estimate. The operator L− (see (19))
expanded in the basis (27) reads
MN2+j+iN,k+lN =
∫
∇Φs,i,j∇Φs,k,l + (Vext − µ+ γψ
2
L
)Φs,i,jΦs,k,l ρ dρdϕdz
=
(
ν (s+ 2k + 1) + β2/3|zl| − µ
)
δi,kδj,l +
∫
γψ2
L
Φs,i,jΦs,k,l ρ dρdϕdz, (30)
where N is the highest quantum number for i and j, respectively, k and l, and s is fixed. The
dimension of the basis is thus N2, where we used N=400. This corresponds to the upper right
block of M .
The lower left block is expanded analogously. The remaining entries of M are zero because
Im{ψL}=0. Expansions of this type are often much more efficient than computing eigenvalues
directly from the (large) Jacobian matrix of the numerical solution in the FEM setting [31].
In Fig. 5(a) an exemplary section of the spectral portrait ofM is depicted. The spectral portrait
spp(z) := log10
(
‖ (zI −M)−1 ‖2‖M‖2
)
, (31)
where ‖ · ‖2 is the usual matrix norm, is a useful tool to check how trustworthy numerically
computed eigenvalues are. This is important for studying the stability of certain numerical
schemes, see for example [32]. The idea behind this is that for a given eigenvalue z0 we have
limz→z0 ‖ (z0I −M)
−1 ‖ =∞. Thus, if the matrix M is perturbed or known by a relative error up
to ǫ, then the numerically computed eigenvalue has an uncertainty enclosed by the region where
spp(z) > ǫ−1. In Fig. 5(b) a cross section of (a) along the real axes through the marked eigenvalue
(arrow) is shown.
Figure 6 displays the comparison between both methods. The error bars are computed from
the spectral portrait for ǫ−1 = 10−5, which is the smallest ǫ with no significant change in the size
of the error bars.
As a third method to assess the stability of stationary states we may use (22), implying that
vir(t) := 2(T (t) − V (t)) + 3W (t) ≈ 0 as long as we stay close to a (time-harmonic) ψL. In the
numerics we find that indeed vir(t) stays very close to 0 for stable states, while vir(t) starts to
oscillate once the instability of an unstable state begins to manifest.
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Figure 5: Spectral portrait of solution A3 with µ = 10.4 and N ≈ 5405. (a) Section in the
complex plane, where z = x+ iy. The black dots shows the position of the eigenvalues.
The arrow indicates the eigenvalue used for the estimate. (b) Cross section along the
real axis through the marked eigenvalue (right peak).
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Figure 6: The error bars indicates the size of the region where spp(z) > 105.
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4 Summary and Outlook
We presented numerical life time estimates for a selection of stationary solutions for the GP
equation with cylindrical symmetry for a gravito optical surface trap (GOST). For all coherent
topological states the numerical life time estimates lie in the range of 10−4 to 10−5 seconds. This
would be accessible by experiments, if realizable. One way for assisting experimental realization
could be to compute translations and deformations of a time dependent external potential by
quantum optimal control techniques [4, 5]. By means of this transitions from ground states to
desired topological coherent states can be achieved. After preparing a topological coherent state
in a GOST, the life time could by determined through experiments and compared to our numerical
estimates. The next step could be to release such states from the trap and to try to capture their
structure during a free propagation, for example under weightlessness conditions.
Another application could be a test of the equivalence principle. Here, no difference between
gravitational and inertial mass has been made. Therefore, if the ratio of inertial and gravita-
tional mass should differ for different atomic species this could lead to a deviation of solution
branches compared to the solution branches presented in this work. This could also help to detect
inconsistencies.
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