Abstract-Encoding of reward valence has been shown in various brain regions, including deep structures such as the substantia nigra as well as cortical structures such as the orbitofrontal cortex. While the correlation between these signals and reward valence have been shown in aggregated data comprised of many trials, little work has been done investigating the feasibility of decoding reward valence on a single trial basis. Towards this goal, one non-human primate (macaca radiata) was trained to grip and hold a target level of force in order to earn zero, one, two, or three juice rewards. The animal was informed of the impending result before reward delivery by means of a visual cue. Neural data was recorded from primary somatosensory cortex (S1) during these experiments and firing rate histograms were created following the appearance of the visual cue and used as input to a variety of classifiers. Reward valence was decoded with high levels of accuracy from S1 both in the post-cue and post-reward periods. Additionally, the proportion of units showing significant changes in their firing rates was influenced in a predictable way based on reward valence. The existence of a signal within S1 cortex that encodes reward valence could have utility for implementing reinforcement learning algorithms for brain machine interfaces. The ability to decode this reward signal in real time with limited data is paramount to the usability of such a signal in practical applications.
I. INTRODUCTION
A neural representation of reward has long been known to exist within 'reward neurons' in deep structures of the brain such as the substantia nigra [1] . The effects of reward delivery in the form of liquid or food items was shown to increase the firing rate of these reward neurons immediately following the delivery of reward [1] . Further, this elevation in firing rate was found to shift its activity temporally to the presentation of a conditioned stimulus in a manner predictive of impending reward delivery [1] . This signal is modulated by progressively higher levels of reward in the orbitofrontal cortex [2] . These variants of reward-associated signals have the potential to augment the control of brain machine interfaces (BMI) via reinforcement learning algorithms capable of updating the BMI's behavior based on the intent of the user [3, 9] . Because most BMI implementations utilize signals recorded from the cortex, the use of substantia nigra for reward decoding and cortical structures for kinematic decoding is less attractive than using a single implant to decode both [3] . A reward-associated signal has been found to exist in several cortical structures, including orbitofrontal cortex, premotor cortices, and the primary motor cortex [2, 3, 4] . Further, a neural representation of reward valence, the positive or negative feelings associated with an outcome, has been shown in orbitofrontal cortex [4] . These signals in cortical structures, especially those found in premotor and primary motor cortices, could be especially useful in a BMI utilizing reinforcement learning algorithms to dynamically update its parameters [3] . The additional ability to decode reward magnitude and valence could be useful in deciding between multiple potential targets during BMI operation, one of which may be of a higher value to the user than others.
II. METHODS

A. Description of Psychophysical Task
All animal manipulations described in this work were approved by the State University of New York, Downstate Medical Center's Institutional Animal Care and Use Committee (IACUC). One non-human primate (macaca radiata) was trained to match and hold its applied grip force within a target force zone displayed on a screen in order to receive either 0, 1, 2, or 3 juice rewards (0 sec, 0.5 sec, 1.0 sec, or 1.5 sec of juice delivery delivered in discrete 0.5 second bursts of solenoid valve on time) for correctly completing a trial. Two variations of this task were used in these experiments. In the first, the animal was informed at the beginning of the trial of the level of reward to be delivered upon successful completion of that trial via a visual cue. In the second variation, the animal was not informed of a trial's outcome before successful trial completion, and the level of reward delivered for successful trial completion was a surprise. In both trial types the probability of all reward levels was equal, and randomly selected to prevent the animal from predicting reward level before trial initiation (when a visual cue was present) or trial completion (when no visual cue was present). In both trial types described in this work, all aspects of the task from initiation to completion were identical with the exception of the presentation of the visual cue. If the animal attempted to touch the grip force sensor at any time before the target zone appeared, the trial would be aborted and no juice would be delivered. Additionally, once the animal's grip force entered the target zone, the trial would be considered a failure and restart if the applied force exceeded or dropped out of the acceptable bounds before trial completion. To further prevent the animal from purposely failing in an attempt to quickly skip low reward value trials, 
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B. Data Acquisition
Following successful training the animal was implanted in primary somatosensory (S1) cortex with a microelectrode array (96-channel Utah array, 1.0mm length, Blackrock Microsystems) [5, 6] . Following a healing period of two weeks, neural activity was recorded using a multi-acquisition processor system (MAP, Plexon Inc., Dallas, TX) controlled by a Windows PC. The task logic including all visual representations of the task, control of reward delivery, and coordination between force sensors built into the manipulandum and the visual representation of applied grip force were controlled via a PC running Ubuntu Linux using the Robot Operating System (ROS). Both systems were synchronized via a continuous 2kHz signal and all relevant task-related variables were sent to the MAP system from the ROS system via a data acquisition card (National Instruments). Neural spike waveforms were sorted offline (Offline Sorter, Plexon Inc, Dallax, TX).
C. Neural Data Analytic Methods
Firing rate histograms were generated for each successful trial in a 500ms time windows using 50ms bins immediately following the presentation of the final visual cue or delivery of the final reward for both tasks. In the non-cued task, the equivalent period of time in the task was used as a post-cue period for comparison to the cued version of the task. The combined rate histograms for all units were scaled and combined for all trials performed by the animal and subsequently reduced in dimension by transforming the data via principal component analysis (PCA) and retaining the first 25 components. The data was subsequently transformed further via linear discriminant analysis (LDA) and all 3 possible components were retained. As the LDA method can generate a maximum number of dimensions one fewer than the number of categories in a given dataset, and the number of reward states in this work was 4 (0,1,2, and 3), the maximum number of dimensions returned by LDA in this case was 3. Detailed descriptions of these methods can be found in [7, 8] . The resulting final projected data were then used as features for classification. A Naive Bayes classifier was implemented to establish classification accuracy of the impending level of reward delivery in the post-cue period or the level of reward that was delivered in the post-reward period [10] . To compare accuracy of classification in terms of the number of true positives (tp), true negatives (tn) the number of false positives (fp), and the number of false negatives (fn), the true positive rate and true negative rate were computed as
True Positive Rate = tp/(tp + fn), True Negative Rate = tn/(tn + fp).
In order to determine the percentage of units modulated by the reward state, comparisons were made for each unit between all possible reward combinations using a paired ttest. This comparison allowed the calculation of the percentage of units that were depressed or excited by higher levels of reward in each possible reward scenario combination.
III. RESULTS
A. S1 Cortex Encodes Reward Valence
In general, as the difference between compared reward levels became greater, a higher percentage of units showed significantly altered firing rates following presentation of a visual cue informing the animal of potential reward delivery level for successful task completion. The same effect was found to exist in the post-reward delivery period, but was strongest when comparing zero reward trials to some other level of reward (1, 2, or 3) in both post cue and post reward delivery periods. Additionally, the percentage of units showing a depressed firing rate for higher levels of reward as a percentage of all significant units increased in the post-cue but not the post-reward period as the difference between reward conditions increased. These effects are shown in Fig.  2 . The number of neural units sorted from each experimental paradigm as well as the number of successful trials completed by the animal are presented in table 1 below. 
B. Reward Valence Can be Decoded Following Presentation of an Informative Visual Cue
In the post-visual cue period, decoding accuracy was excellent in the task containing a visual cue and approached chance levels in the task lacking a visual cue for the same period. As a control, classification was repeated using randomly shuffled target values assigned to the neural data taken from the task containing a visual cue. In this case decoding accuracy also approached chance. A summary of these results including the false positive rate (1 -true negative rate) and false negative rate (1 -true positive rate) is shown in Table 2 and a spatial representation of the data in its final projected dimensions is presented in Fig. 3 . The distribution of the trials in the final projected space shown in in Fig. 3 confirms the patterns shown in Fig. 2 , namely that the separability between zero-reward trials and one-reward trials in the post-cue period is low and are further are very similar both in terms of the number of significant units as well as the percentage of those units increasing or decreasing their firing rates. 
C. Reward Valence Can be Decoded Following Delivery of Reward
In the post-reward delivery period decoding accuracy was excellent in both cued and non-cued tasks. Decoding accuracy using randomly shuffled targets produced classification accuracy above chance, however, this is most likely due to either a low number of trials or higher variance in the neural data during this time window. These results are summarized in Table 3 and Fig. 4 below. Although the percentage of significant units found in the post-reward period was found to be variable as compared to the clear patterns found in the post-cue period the classification accuracy remains roughly the same. Further, the presence or absence of a visual cue in these experiments seems to have no bearing on the decoding accuracy obtainable from this post-reward analytic window. The data in its final projected space also confirms the results shown in Fig. 2 ; specifically, that the greatest differentiability in the post reward period is between the zero reward trials and trials delivering either one, two, or three rewards. Similar to the case in the post cue period, the spatial separation of two-reward trials and threereward trials is low and the number of units significantly modulated by these different levels of reward are very similar to each other. 
IV. CONCLUSION
Much recent effort in the BMI field has been towards "closing the loop" -the provision of somatosensory feedback via electrical microstimulation along the sensory pathway during operation [11] [12] [13] [14] . We have shown that S1 can also be used to decode reward state information. Utilizing this signal has potential application in the implementation of a reinforcement learning BMI (RL-BMI) [3] . Further, it has been shown that decoder accuracy for such a system to function can be as low as 70% [3] . Such a system would utilize reward state as critic in an RL-BMI; this technique has been described using reward state as decoded from M1 [3] . The work presented here raises the possibility of alternative implementations of this generic framework modified to include S1 cortex as another possible source of reward state information to be used either as an adjunct to decoding the signal from M1 or as a means of boosting reward state decoder accuracy. Ultimately this schema could be combined to both provide dynamic somatosensory feedback via microstimulation in S1 while simultaneously using both S1 and M1 for extraction of reward related information. Towards improving the characterization of reward representation within a broader area of the brain, this work shows an interesting effect of a drop in classifier performance in the post reward delivery period in experiments that made explicit the outcome of a given trial via a visual cue. This effect is suggestive of an effect characterized by Schultz in dopamine neurons in which a conditioned stimuli predictive of reward delivery attenuated the previously robust response of these units to reward delivery and shifted the response to the period immediately following presentation of the conditioned stimuli [1] .
