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Het aantal toepassingen dat vertrouwt op digitale beeldvorming blijft jaar na
jaar toenemen. Bijvoorbeeld, het waarneembare licht is verworven voor digi-
tale fotografie; röntgenstralen laten het gebruik van digitale beeldvorming toe
voor medische toepassingen, zoals fluoroscopie. De meeste toepassingen re-
sulteren in beelden en video’s bestemd om te worden bekeken door mensen.
Daarom is de beoordeling van beeldgetrouwheid belangrijk: het objectief beo-
ordelen van waargenomen verschillen tussen een referentiebeeld, en één of meer
overeenkomstige testbeelden.
Historisch gezien worden de termen beeldgetrouwheid en beeldkwaliteit door
elkaar gebruikt, maar ze betekenen niet helemaal hetzelfde: De beoordeling
van beeldgetrouwheid verwijst naar het meten van waarneembare verschillen
tussen twee beelden: een referentiebeeld en een testbeeld. De beoordeling
van beeldkwaliteit daarentegen verwijst naar het beoordelen door middel van
subjectieve voorkeur voor een beeld. Bijvoorbeeld: wanneer men in het kader
van beeldverbetering twee testbeelden naast mekaar houdt, is het mogelijk dat
menselijke waarnemers in een van deze twee beelden minder verschillen met
het referentiebeeld detecteren, en desondanks het testbeeld verkiezen met de
meeste verschillen.
Tegenwoordig probeert de meerderheid van de state-of-the-art meth-
odes beeldgetrouwheid te voorspellen volgens “one-size-fits-all”- oplossingen,
gebaseerd op de laatste inzichten op vlak van het menselijk visueel systeem. Die
aanpak resulteert doorgaans in ingewikkelde computeralgoritmes. Bijgevolg
zijn deze algoritmes niet wenselijk voor gebruik in real-time beeldverwerkingsal-
goritmes of systemen. Daarbovenop is het voor vele toepassingen net wenselijk
gebruik te maken van toepassings-specifieke perceptuele kenmerken. Wanneer
we bijvoorbeeld verschillen in het uitzicht van textielweefsels bepalen, is het
van bijzonder belang de structuurkenmerken te vergelijken van de te analy-
seren oppervlakken.
In deze thesis onderzoeken we getrouwheidsbeoordeling voor verschillende
toepassingen zoals videocompressie, contrastwijziging van digitale beelden,
evaluatie van uiterlijke veranderingen van textuur, en het vaststellen van
kleurverschillen bij natuurlijke beelden.
Allereerst bestuderen we de meest gekende taak in getrouwheidsbeoordeling:
vaststellen in welke mate een gecomprimeerde video of beeld beantwoordt aan
een bepaalde referentie (een “perfecte” video, vrij van ruis); met andere woor-
den: de objectieve kwalitatieve evaluatie van gecomprimeerde videosequenties.
Deze thesis stelt een methodologie voor om bestaande kwaliteitsmeetmeth-
vi
odes voor video te verbeteren, door videoinhoudsgerelateerde indexen aan hun
berekeningswijze toe te voegen. De voorgestelde methode is minder complex
dan conventionele methodes, en komt zelfs tegemoet aan de vereisten van real-
time toepassingen. Toch is de nauwkeurigheid ervan vergelijkbaar met die van
conventionele methodes. Daarmee hebben we Python-software ontwikkeld die
in staat is waargenomen videokwaliteit te berekenen bij 12, 25 en 75 frames
per seconde voor respectivelijk 1920×1080, 1280×720 en 720×380 pixels.
Ten tweede onderzoekt deze thesis de evaluatie van contrastverhoudingen
in beelden. We bestuderen in het bijzonder de evaluatie van veranderingen
in contrastverhouding tussen twee beelden: een referentiebeeld (het standaard
staal) en een testbeeld (het beeld na aanpassingen in contrast). We stellen
een nieuwe methode voor om contrastverhoudingen van beelden te berekenen
door stukken beeld te kenmerken door middel van hun bimodale histogram-
men. We gebruiken Weber en Michelson-formules voor contrastverhouding op
de vlakken, om een situatie te simuleren waarbij respectievelijk een kleine,
interessante structuur aanwezig is op een uniforme achtergrond, of een square-
wave grating van een cyclus. De voorgestelde methode voorspelt accuraat, en
beter dan andere state-of-the-art algoritmes, verschillen in beeld ten gevolge
van contrastverhoudingen (afnames en toenames). We testen onze method-
ologie in een realistisch scenario waarbij contrastwijziging op interventionele
röntgenfoto’s verkregen ten gevolge van variërende stralingsdosis dient gede-
tecteerd te worden. De voorgestelde meting voor beeldcontrastverhouding bli-
jkt goed overeen te stemmen met de subjectieve evaluatie door experts in de
interventieradiologie.
Als derde geeft deze thesis een overzicht van methodes om veranderingen in
het uitzicht van texturen te evalueren. We bespreken en evalueren veertien de-
scriptoren voor textuuranalyse die worden gebruikt voor automatische evaluatie
van verandering in het voorkomen van textiel. De besproken technieken eval-
ueren we bij automatische evaluatie van degradatie aan het oppervlak van vlo-
erbekledingen. We bestuderen vier categorieën van textuurbeschrijving: statis-
tische kenmerken, structurele kenmerken, kenmerken gebaseerd op signaalver-
werking en modelgebaseerde kenmerken. Ook is de impact van de param-
eterselectie voor de geëvalueerde textuuranalytische descriptoren bestudeerd.
Hieruit blijkt dat de methodes gebaseerd op signaalverwerking de beste uitvo-
ering geven. Deze vertonen een sterke correlatie met de expertenbeoordeling
voor twee standaardtypes van oppervlakteconstructie.
Ten vierde bestuderen we methodes om waargenomen kleurverschillen te
evalueren bij beelden van natuurlijke omgevingen. We evalueren achttien algo-
ritmes voor kleurverschillen, ontworpen voor beelden van natuurlijke omgevin-
gen. Ook stellen we een volledig nieuwe methode voor om kleurverschillen
te bepalen op stukken met plaatselijk homogene textuur, dit zijn reeksen van
geconnecteerde pixels met hetzelfde textuurpatroon. De basis van onze meet-
techniek ligt in het gegeven dat mensen kleurverschillen beoordelen door het
vergelijken van reeksen geconnecteerde pixels, of van vlakken die doorgaans als
homogeen aanzien worden. Bijgevolg gebruiken we beeldsegmentatie gebaseerd
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op textuur, om de kleurverschillen in de resulterende segmenten te berekenen.
We testen de algoritmes voor kleurverschilbepaling op drie vervormde beelden
met kleurverwantschap: kwantisatieruis, gemiddelde verschuiving (verschuiv-
ing intensiteit), en verandering in kleurverzadiging. De onderzoeksresultaten
tonen aan dat de voorgestelde methode beter en accurater is in het voorspellen
van waargenomen veranderingen in kleur (kleurverschillen) dan de state-of-the-
art algoritmes.
Bovendien hebben we gedurende deze thesis een softwaretool ontwikkeld
om getrouwheidsbeoordelings meettechnieken van beelden te berekenen, ter
assistentie van beeldgetrouwheidsonderzoekers. De tool biedt makkelijke
toegang tot een brede waaier aan state-of-the-art meettechnieken: achttien
meettechnieken voor kleurverschillen in digitale beelden, veertien algoritmes
voor textuuranalyse, zes beeldcontrastverhoudingstechnieken en zes beeld-
kwaliteitsmeettechnieken (piek signaal-ruisverhouding, structurele gelijkenis in-
dex, blocking maatstaf, schatting ruis, blurring maatstaf en edge piek signaal-
ruisverhouding). Deze state-of-the-art technieken kunnen toegepast worden
op een enkel paar beelden en/of op een volledige database. Als extra onder-
steuning voor data analyse laat de tool ook inuÃŕtieve visualisatie toe, zoals
spreidingsdiagrammen en de resultaten van de correlatieanalyse.
Het werk dat in deze thesis werd ontwikkeld, is voorgesteld en besproken




The number of applications that rely on digital imaging as means of repre-
senting information continues to increase over the years. For instance, the
visible light is acquired for digital photography; x-rays allows the use of digital
imaging for medical applications (e.g., fluoroscopy). Since images and videos
are typically intended to be viewed by humans, a considerable attention has
been paid to image fidelity assessment: the objective assessment of the per-
ceived differences between a reference image and one or more corresponding
test images.
Historically, the terms fidelity and quality have been used interchangeable
in the image and video processing field, but they are often not the same. On the
one hand, image fidelity assessment refers to quantifying perceptual differences
between two images: a reference and test image. On the other hand, image
quality assessment refers to assessing the subjective preference for one image
over another. For instance, in image enhancement when comparing two test
images, human observers may detect smaller differences in one of the two test
images compared to the reference image and still prefer the test image with the
highest difference.
Nowadays, the majority of image fidelity models in the state-of-the-art try
to predict image fidelity using one-size-fits-all solutions based on the last ad-
vances in human visual system models which in general results in complex
computer algorithms. Thus, those fidelity measures are cumbersome for inclu-
sion in any real-time image processing algorithm or system. Alternatively, it
is more convenient to take advantage of the individual characteristics of the
perceptual differences depending on the application at hand, e.g., when mea-
suring appearance retention of textiles, it is of particular interest to compare
the texture features of the textile surfaces under analysis.
In this thesis we investigate application-tailored fidelity assessment tasks
such as, quality estimation of compressed video sequences, evaluation of con-
trast changes in digital images, evaluation of appearance changes in texture,
and color difference assessment of natural scene color images.
First, we study the most well-known fidelity assessment task: to determine
how close a compressed image/video is to a given reference (distortion free or
“perfect” video), i.e., the objective estimation of quality of compressed video se-
quences. This thesis proposes a methodology to advance existing video quality
measures by introducing video content related indexes in their computation.
The complexity of the proposed method is low compared to other conventional
methods and it satisfies the requirements of real-time applications. At the same
xtime, the accuracy of the proposed method is comparable with the conventional
methods. Additionally, we have implemented a Python script able to compute
perceived video quality at 12, 25 and 75 frames per second for 1920×1080,
1280×720 and 720×380 pixels, respectively.
Second, this thesis investigates the evaluation of contrast ratio in images.
Particularly, we study the assessment of contrast ratio changes between two
images: a reference image (standard sample) and a test image (after contrast
adjustment). We propose a novel methodology to compute contrast ratio in
images by characterizing image patches through bimodal histograms. We use
Weber and Michelson contrast ratio formulas on the patches to simulate the
cases where a small structure of interest is present on a uniform background or
a square-wave grating of one cycle, respectively. The proposed measure accu-
rately predicts image differences due to contrast changes (decrements and incre-
ments) better than other state-of-the-art algorithms. We test our methodology
for a real case scenario of the detection of contrast changes in interventional
x-ray images acquired with varying dose. The results show that the proposed
image contrast ratio measure agrees with the subjective evaluation of expert
x-ray interventionalists.
Third, this dissertation surveys the methods for evaluation of appearance
changes in texture. We review and evaluate fourteen texture analysis descrip-
tors for the automatic evaluation of appearance changes in textiles. To evaluate
the reviewed techniques, we consider the degradation appearing on the surface
of textile floor coverings. We have studied the four texture descriptor cate-
gories: statistical features, structural features, signal processing based features
and model based features. Also, the impact of the parameter selection for the
evaluated texture analysis descriptors is discussed. The experimental results
show that the signal processing based methods are the best performing meth-
ods, achieving a strong correlation with the textile specialists’ assessment in
two standard surface type constructions.
Fourth, this thesis studies the methods for evaluation of perceived color dif-
ferences in natural scene color images. We evaluate eighteen color difference
algorithms designed for natural scene color images. Also, we propose a novel
method to compute color differences on local homogeneous textured patches,
i.e., set of connected pixels with the same texture pattern. We base our measure
on the fact that humans assess color differences in natural scene color images
by comparing sets of connected pixels or small patches typically characterized
for being homogeneous. Therefore, we use image segmentation based on tex-
ture to compute the color differences in the resulting segments. We test the
color difference algorithms on three color related distortions from one publicly
available database: quantization noise, mean shift (intensity shift), and change
of color saturation. The results show that the proposed method is able to ac-
curately predict perceived changes of color (color differences) better than the
state-of-the-art algorithms.
Additionally, during this thesis we have developed a software tool to com-
pute fidelity assessment measures in images designed to assist image fidelity
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researchers. The developed tool provides easy access to a range of state-of-the-
art measures: eighteen color difference measures for digital images, fourteen
texture analysis algorithms, six image contrast ratio measures and six image
quality measures (peak signal to noise ratio, structural similarity index mea-
sure, blocking measure, noise estimation, blurring measurement and edge peak
signal to noise ratio). The state-of-the-art measures can be applied on a single
pair of images and/or in a full database, as well as enables intuitive visualiza-
tions that aid data analysis, e.g., scatter plots and the results of the correlation
analysis.
The work developed in this thesis has been presented and discussed in six







List of Abbreviations xvii
1 Introduction 1
1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Contributions of this dissertation . . . . . . . . . . . . . . . . . 4
1.2.1 Quality estimation of compressed video sequences . . . . 4
1.2.2 Evaluation of contrast ratio changes in images . . . . . 6
1.2.3 Assessment of appearance changes in texture . . . . . . 7
1.2.4 Evaluation of color differences in natural scene images . 8
1.3 List of publications . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Organization of this dissertation . . . . . . . . . . . . . . . . . 10
2 Image fidelity assessment 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Subjective fidelity assessment . . . . . . . . . . . . . . . . . . . 15
2.2.1 Subjective assessment of images . . . . . . . . . . . . . . 16
2.2.2 Subjective assessment of videos . . . . . . . . . . . . . . 18
2.2.3 Subjective assessment of surface appearance . . . . . . . 19
2.3 Evaluation of objective fidelity assessment measures . . . . . . 22
2.3.1 Benchmarking of numerical fidelity assessment measures 23
2.3.2 Multiple statistical comparisons . . . . . . . . . . . . . . 25
2.4 Image fidelity assessment software . . . . . . . . . . . . . . . . 28
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Objective quality estimation of compressed video sequences 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Objective video quality measures . . . . . . . . . . . . . 34
3.2.2 Effects of video content on video quality measures . . . 38
3.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Off-line training for the proposed method . . . . . . . . 41
xiv CONTENTS
3.3.2 Implementation details . . . . . . . . . . . . . . . . . . . 42
3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Evaluation of the proposed method . . . . . . . . . . . . 47
3.4.2 Selecting test sequences for subjective experiments . . . 53
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4 Evaluation of contrast ratio changes in images 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.1 Classic definitions of contrast . . . . . . . . . . . . . . . 59
4.2.2 Contrast ratio measures in images . . . . . . . . . . . . 60
4.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.1 Local content analysis . . . . . . . . . . . . . . . . . . . 62
4.3.2 Content-aware contrast ratio . . . . . . . . . . . . . . . 64
4.3.3 Implementation details . . . . . . . . . . . . . . . . . . . 66
4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Test images . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.2 Performance comparison . . . . . . . . . . . . . . . . . . 71
4.4.3 Measuring contrast ratio changes in interventional x-ray 76
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 Assessment of appearance changes in texture 81
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Image texture analysis . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.1 Statistical features . . . . . . . . . . . . . . . . . . . . . 84
5.2.2 Model based features . . . . . . . . . . . . . . . . . . . . 86
5.2.3 Structural features . . . . . . . . . . . . . . . . . . . . . 88
5.2.4 Signal processing based features . . . . . . . . . . . . . 88
5.2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1 Test images . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.2 Implementation details . . . . . . . . . . . . . . . . . . . 98
5.3.3 Impact of the parameters . . . . . . . . . . . . . . . . . 100
5.3.4 Performance comparison . . . . . . . . . . . . . . . . . . 105
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6 Evaluation of color differences in natural scene images 115
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2.1 Color difference measures in images . . . . . . . . . . . 117
6.2.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 134
6.4.1 Test data . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.4.2 Overall performance of the tested measures . . . . . . . 136
6.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 137
CONTENTS xv
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7 Concluding remarks 141
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Appendices 145
A Databases 147
A.1 Tampere Image Database (TID2013) . . . . . . . . . . . . . . . 147
A.2 Computational and Subjective Image Quality database (CSIQ) 149
A.3 Anthropomorphic chest phantom . . . . . . . . . . . . . . . . . 150
A.4 Carpet reference standards . . . . . . . . . . . . . . . . . . . . 151
A.5 Video quality databases . . . . . . . . . . . . . . . . . . . . . . 153
B Image Fidelity Assessment software 159
B.1 How do I use iFAS? . . . . . . . . . . . . . . . . . . . . . . . . 161
B.1.1 Application 1: evaluating appearance changes in textiles 161
B.1.2 Application 2: evaluating color correction in mutliview
imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
C Real-time estimation of perceived video quality 167




2AFC Two Alternative Forced Choice
AC AutoCorrelation function
AR AutoRegressive models
CAM Color Appearance Model
CCD Coefficient of Corralation of Distances
CD Color Difference
CIE Commission Internationale de l’Eclairage
CM Co-occurrence Matrix
CRI Carpet and Rug Institute
DMOS Difference Mean Opinion Score
DWT Discrete Wavelet transform
Eig Eigenfilter
fps frames per second
FFT Fast Fourier Transform
Gb Gabor filters
GLCM Gray Level Co-occurrence Matrix
GM Granulometry Moments
GMRF Gaussian Markov random field
HVS Human Visual System
ISO International Organization for Standardization
ITU International Telecommunication Union
LBP Local Binary Patterns
LP Laplacian pyramid
MAE Mean Absolute Error
MME Michelson’s contrast Measure of Enhancement
MOS Mean Opinion Score
PCC Pearson Coefficient of Correlation
PSNR Peak Signal to Noise Ratio
PVQ user-Perceived Video Quality
PWC Peli’s Wavelet Contrast measure
PWD Pseudo-Wigner distribution
RMSC Root Mean-Squared Contrast
RMSE Root Mean-Squared Error
SA Spatial Activity
SE Structuring Element
SME Simple contrast Measure of Enhancement
SOVQM Standard Objective Video Quality Metric
xviii CONTENTS
SP Steerable Pyramid
SSIM Structural Similarity Index Measure
SROCC Spearman Rank Order Coefficient of Correlation
TA Temporal Activity
TEM Texture Energy Measures
VQEG Video Quality Expert Group
VQM Video Quality Metric





The number of applications that rely on digital imaging as means of repre-
senting information continues to increase over the years. Since images and
videos are typically intended to be viewed by humans, a considerable atten-
tion has been paid to image fidelity assessment: the objective assessment of
the perceived differences between a reference (source) image and one or more
corresponding test image samples.
Historically, the terms fidelity and quality have been used interchangeable
in the image and video processing field, but they are often not the same. On
the one hand, image fidelity assessment refers to quantifying perceptual differ-
ences between two samples (a reference and test sample). On the other hand,
image quality assessment refers to assessing the subjective preference for one
image over another. For example, Figure 1.1 shows an example were image
fidelity assessment disagrees with image quality assessment. In Figure 1.1(a)
the human subjects are asked to select from the two images the image that they
prefer. In this case, the preference for the left side image is 54% from a pool of
15 human subjects, i.e., there is a mix-feeling between the observers of which
image is the “better” image. In Figure 1.1(b) the human subjects are asked
to select from the two images in the bottom, the image that is more similar
to the top one. In this case; the image similarity between the top image and
the left side image is 100% from the same pool of 15 human subjects. That is,
the 15 human subjects selected the left side image as the more similar to the
reference. Therefore, human observers may detect the differences between a
reference image and its distorted (test image) version but this may not provide
information about the human preference or quality. Additionally, fidelity and
quality assessment are only equivalent when a reference or distortion free image
is available in the assessment, e.g., the quality estimation of compressed video
sequences is a task that is both fidelity and quality assessment because there
is a reference video assumed to be distortion free or “perfect”.
This dissertation researches the problem of measuring digital image fidelity,
i.e., visual differences in images that an average human subject (observer) will
perceive and report. The following four application areas and corresponding
fidelity principles have been investigated:
2 Introduction
(a) (b)
Figure 1.1: Comparison between image fidelity and image quality. (a) Image quality
assessment vs (b) Image fidelity assessment.
• in the streaming of video sequences often is necessary to tune (de)coder
and/or transmission parameters for their content for a target perceived
video quality at the end-user device. In this area, this thesis proposes a
real-time perceptual video quality measure for compressed sequences;
• in medical imaging (e.g. cardiac interventional x-ray), an image useful
for the interventionalists is the one that has the perceived contrast ratio
between the foreground and the background comparable (very similar)
to that of the reference image. The reference image is an image where,
according to the interventionalists, the diagnostically relevant details are
presented under “ideal” detectability conditions. This thesis studies and
develops contrast ratio measures for measuring perceived contrast changes
in images;
• in the textile industry (e.g., assessment of appearance changes in textile
floor coverings), texture of the textile materials is characterized to de-
termine lifetime of textile products. This is typically done using digital
imaging and texture analysis as a tool. This dissertation studies and eval-
uates texture analysis algorithms and the influence of their parameters
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in the evaluation of appearance changes in texture;
• in multi-view imaging (e.g. live broadcasting), color correction is used
to diminish color inconsistencies between views. There, the assessment
of color differences is used to select the color correction algorithm that
will produce the smallest perceived color difference between views. This
dissertation proposes a novel color difference measure for natural scene
color images.
1.1 Problem statement
As stated earlier, a considerable attention has been pay to the objective as-
sessment of the perceived differences between a reference (source) and one or
more test image samples, termed image fidelity assessment. In this area, the
individual characteristics of the visual difference may vary from application to
application. For instance, in image/video quality assessment of compressed se-
quences, the goal is to determine the global perceived differences between two
images/videos. Typically one is a “perfect” image/video and the other has been
subject to certain amount of distortion due to some process such as compres-
sion, transmission (Daly, 1992; Pappas et al., 2010). In cardiac interventional
x-ray, image fidelity assessment often needs to quantify the visibility between a
structure of interest such a vessel and its surrounding anatomical background,
termed contrast ratio. In this case, the feature of interest is image contrast
ratio and thus the image with the highest fidelity is the one with the smallest
contrast ratio difference relative to a reference/standard sample (Kumcu et al.,
2015a). In the textile industry, the evaluation of fidelity is based on the life-
time which is closely related to the surface appearance of the textile material.
For example, appearance retention of textile materials is based on measuring
changes in color and texture between the reference (new textile sample) and
the test sample (“used” textile sample) (Aibara et al., 1999). Color differences
(Fezza et al., 2014; Ly et al., 2015) are important in applications dealing with
color quantization (Brun and Tremeau, 2002), color mapping (Morovic, 2008),
among others.
Many of the image fidelity models in the state-of-the-art try to predict im-
age fidelity using one-size-fits-all solutions based on sophisticated human visual
system models which in general results in complex implementations. For in-
stance, image fidelity measures often compute structural similarity between the
reference and distorted images such as SSIM (Wang and Bovik, 2006) and its
many alternatives improved from different perspectives (Gu et al., 2017, 2018;
Ahar et al., 2018). Other approaches try to model the human visual system
(HVS) using filter banks simulating attributes of perception such as contrast,
graininess, sharpness and/or visual saliency (Zhang et al., 2014; Lissner et al.,
2013; Larson and Chandler, 2010). Usually, the filter banks are fixed image fil-
ters inspired by human visual system models. However, more recent approaches
have considered to learn the filter banks directly from the not distorted images
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(reference images) (Guha et al., 2014).
More recently, many image fidelity measures rely on the computation of low
level features (e.g., gradient statistics (Gao et al., 2018), statistics in the DCT
domain (Li et al., 2017), among others) and their combination using machine
learning algorithms (e.g., support vector machines (Yang et al., 2017), neural
networks (Lukin et al., 2015), among others) to estimate the image fidelity
scores (Gao et al., 2018; Ahar et al., 2018). Typically, the performance of these
methods depends highly on the variety of image content included during the
training phase. In other words, the main drawback of these methods is that
an off-line training with enough samples representing the wide range of fidelity
levels, extent of image details, color range and motion (for video sequences) is
needed.
These fidelity measures are typically cumbersome for inclusion in any image
processing algorithm or system (Wang and Bovik, 2006; Pappas et al., 2010).
Also, it is typically more desirable to take advantage of the context or the in-
dividual characteristics of the visual differences depending on the application
for achieving higher correlation with the differences perceived by the human
observers. That is, to design application-specific fidelity assessment measures
rather than a one-size-fits-all solution which in general are computationally
complex to be included in any real time system and the gain in performance
is usually not major compared with the application-specific models (Wang and
Bovik, 2006; Pappas et al., 2010). In this thesis we focus on studying the
application-specific fidelity assessment models and we demonstrate their advan-
tages in applications intending to measure the visual differences that a human
subject (observer) will perceive and report.
1.2 Contributions of this dissertation
We describe in the following paragraphs the contribution of this thesis to each
of the aforementioned four image fidelity assessment tasks: (1) video quality es-
timation of compressed sequences, (2) evaluation of perceived contrast changes
in digital images, (3) assessment of the appearance changes in texture, and (4)
color difference estimation of natural scene color images.
Additionally, we have developed a software tool to compute fidelity assess-
ment in images designed to assist image fidelity researchers providing easy
access to a range of state-of-the-art measures which can be applied on a sin-
gle pair of images and/or in a full database, as well as intuitive visualizations
that aid data analysis, e.g., images and histograms of pixel-wise image differ-
ences, scatter plots and correlation analysis. This software tool is described in
Appendix B.
1.2.1 Quality estimation of compressed video sequences
Quality estimation of compressed images/videos intends to measure the per-
ceived image/video degradation of the compressed sample compared to the
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Figure 1.2: Image fidelity assessment examples: (a) quality evaluation of compressed
images (Reference - uncompressed image, Test 1, 2 - images compressed with JPEG
at two different bit rates); (b) contrast ratio changes estimation (Reference - image
acquired at “optimal” radiation dose, Test 1, 2 - images acquired at two different
lower radiation doses); (c) appearance changes assessment of global texture (Refer-
ence - unused textile floor covering, Test 1, 2 - textile floor coverings were subjected
to physical degradation before digitizing); and (d) evaluation of color differences of
natural scene color images (Reference - image acquired under “correct” illumination,
Test 1, 2 - acquired under different illumination conditions).
ideal or perfect image/video. In general, the quality estimation of compressed
video sequences is very useful for measuring distortions produced by compres-
sion and transmission errors where multiple artifacts are introduced like in the
Figure 1.2(a). The test images are the result of compressing the reference im-
age using different quantization parameter in JPEG compression. Image/Video
quality rating is potentially applicable in digital TV or video streaming appli-
cations to tune (de)coder and/or transmission parameters for their content
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for a target video quality at the end-user device. Image/Video quality rating
can be used also for monitoring video quality at the end user device, e.g., for
compliance reporting and quality control, among others (ITU, 1998; Video-
Quality-Experts-Group, 2003).
This dissertation studies quality evaluation of compressed video sequences.
We evaluate four of the most well-known state-of-the-art video quality mea-
sures on five different public video quality databases. Additionally, we pro-
pose a methodology to advance existing video quality measures by introducing
video content related indexes in their computation. The performance of the
proposed method is compared against their state-of-the-art counterparts. Our
results show that unlike other conventional methods, the proposed method is
of low complexity and satisfies the requirements of real-time applications (e.g.,
the proposed method runs at 75 fps for 720x380 pixels while the National
Telecommunications and Information Administration General Model (Pinson
and Wolf, 2004a) runs at 1 fps). At the same time, accuracy of the proposed
method predictions is comparable with the conventional methods. This thesis
studies quality evaluation of compressed video sequences in Chapter 3.
This research has been conducted within the framework of the “Telesurgery
project - Digital operating room with live video feeds & real-time information
at remote location” supported by “iMinds”. The project involved the collabora-
tion with academic as well as industrial partners including the research group
for Media, Innovation and Communication Technologies (Ghent University),
imec-MICT-UGent, the Department of Electronics and Informatics (Vrije Uni-
versiteit Brussel), imec-ETRO-VUB, and Barco. Part of this research has also
been conducted within the framework of the “Panorama project - Ultra Wide
Context Aware Imaging” of the ENIAC Joint Undertaking co-funded by grants
from Belgium, Italy, France, the Netherlands, and the United Kingdom. The
project involved the collaboration with industrial partners including Grass Val-
ley Nederland B.V. and Bosch Security Systems.
We have proposed a video quality measure that is computational simple
enough to be able to run in real time even without CPU/GPU optimization.
Particularly, we have implemented a Python script able to compute perceived
video quality at 12, 25 and 75 frames per second for 1920×1080, 1280×720 and
720×380 pixels, respectively. This software tool is described in Appendix C.
1.2.2 Evaluation of contrast ratio changes in images
Figure 1.2(b) shows an example of fidelity assessment where it is necessary to
evaluate the contrast ratio changes. In the example from the Figure, image
fidelity assessment needs to quantify the difference of the visibility of the coro-
nary tree in the test image compared to the one in a standard reference image.
Therefore, the differences are accounted by contrast ratio changes between the
images. Fidelity assessment based on contrast ratio changes can be potentially
used in image acquisition during interventional X-ray where specified areas of
the acquired image are analyzed to determine the perceived contrast ratio dif-
ference between the test and a reference image. The reference image is an
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image where the diagnostically relevant details (e.g., the coronary tree) are
presented under “ideal” detectability conditions (Kumcu et al., 2015a). In mul-
tiview imaging, color correction (Fezza et al., 2014) and contrast enhancement
techniques (Palma-Amestoy et al., 2009; Bertalmio et al., 2009) are often used
to adjust the contrast, brightness and/or color settings of the cameras and/or
displays. In these techniques, it is crucial to have an accurate measure of con-
trast ratio to produce images with the minimum perceived differences with
respect to the reference, e.g., in a multi-camera system the contrast changes
are measured with respect to the image acquired with the camera defined as
the reference camera (Zhao et al., 2013).
This thesis investigates the evaluation of contrast ratio changes in images.
We perform an extensive experimental evaluation based on a total of 6 im-
age contrast ratio measures, each evaluated and tested on two image quality
assessment databases. Also, we propose a novel methodology to compute con-
trast ratio in images by using local content analysis. The performance of the
proposed method is compared against their state-of-the-art counterparts. The
results show that the proposed method is able to accurately predict contrast
decrements and increments better than the other state-of-the-art algorithms.
Additionally, we test our methodology on a real case scenario (detection of
changes in contrast level in interventional x-ray images acquired with vary-
ing dose). The results show that the proposed contrast ratio measure agrees
with the subjective evaluation of interventionalists in interventional x-ray im-
ages. This thesis discusses the evaluation of contrast ratio changes in images
in Chapter 4.
This research has been conducted within the framework of the “Panorama
project - Ultra Wide Context Aware Imaging” of the ENIAC Joint Undertaking
co-funded by grants from Belgium, Italy, France, the Netherlands, and the
United Kingdom. The project involved the collaboration with academic as well
as industrial partners including Philips Healthcare, the University of Leeds and
the Ghent University Hospital.
1.2.3 Assessment of appearance changes in texture
Figure 1.2(c) shows an example of the evaluation of surface appearance changes
in textile floor coverings. The most important visual parameter for this applica-
tion is texture and therefore the images are compared in terms of global texture
changes. Here, the texture pattern in the texture floor covering surface of the
photograph of the image Test 1 is more similar to the reference than the texture
pattern of the image Test 2. Some examples of fidelity assessment based on
texture are wrinkling assessment (Na and Pourdeyhimi, 1995; Zhifeng et al.,
2003), pilling assessment (Mendes et al., 2010) and assessment of appearance
changes in textile floor coverings (Orjuela-Vargas, 2012), among others.
This thesis reviews and evaluates fourteen texture analysis descriptors for
automated digital image-based evaluation of appearance changes in texture and
discusses the impact of the parameter selection of the evaluated texture analysis
techniques. We have studied the four texture descriptor categories: statistical
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features, structural features, signal processing based features and model based
features (Tuceryan and Jain, 1998; Zhang and Tan, 2002; Xie, 2008). The
experimental evaluation is based on a total of three set of image databases. Our
results show that the signal processing methods are the best performing with
a strong correlation between the texture descriptors and human assessment in
texture surfaces without complex patterns. The evaluation of global texture
changes is studied in Chapter 5.
This research has been conducted within the framework of the “WEARTEX
project - comparison of texture analysis techniques to assess WEAR labeling
of TEXtile floor coverings” supported by “Ghent University” (WBS-element
B/00565/01). The project involved the collaboration with academic as well as
industrial partners including the vakgroep Textielkund (Ghent University) and
the textile floor covering company LANO.
1.2.4 Evaluation of color differences in natural scene im-
ages
In color difference assessment of digital images, images are compared against
a reference to determine if there are color inconsistencies between a test image
and the reference. Figure 1.2(d) shows and example where the image refer-
ence was acquired under a “correct” light exposure and the two test images
were acquired by using under and over exposure (image Test 1 and Test 2,
respectively). The evaluation of color differences in images is used in color
correction (Fezza et al., 2014; Ly et al., 2015), color quantization (Brun and
Tremeau, 2002), color mapping (Morovic, 2008), among others.
This dissertation studies the evaluation of perceived color differences in nat-
ural scene color images. We review and evaluate eighteen state-of-the-art color
difference measures as well as discusses their performances. The measures are
tested in a total 25 different source images and three different color-related dis-
tortions. Additionally, we propose a novel method to compute color differences
in natural scene color images based on the findings of the review. We base our
measure on the fact that humans assess color difference in natural scene color
images by comparing small patches. These patches are typically characterized
for being homogeneous or for possessing an unique texture pattern. Our results
show that the proposed color difference measure is able to predict changes of
color more accurately than the other state-of-the-art algorithms. This thesis
further discusses color difference assessment in Chapter 6.
This research has been conducted within the framework of the “Panorama
project - Ultra Wide Context Aware Imaging” of the ENIAC Joint Undertak-
ing co-funded by grants from Belgium, Italy, France, the Netherlands, and
the United Kingdom. The project involved the collaboration with industrial
partners including Grass Valley Nederland B.V. and Bosch Security Systems.
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1.3 List of publications
The work developed in this thesis has been presented and discussed in six inter-
national conferences, four peer-reviewed journal papers and one international
forum.
• The research in quality estimation of compressed video sequences has
been published in one peer-reviewed journal paper (Ortiz-Jaramillo et al.,
2016b) and two conference proceedings (Ortiz-Jaramillo et al., 2014a,
2015c):
– B. Ortiz-Jaramillo, J.O. Nino-Castaneda, L. Platisa and W. Philips,
“Content-aware objective video quality assessment,” Journal of Elec-
tronic Imaging, vol. 25, pp. 013011 1 - 16, 2016.
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “Content-
aware video quality assessment: predicting human perception of
quality using peak signal to noise ratio and spatial/temporal activ-
ity,” Proc. SPIE 9399, Image Processing: Algorithms and Systems
XIII, pp. 939917 1 - 12, 2015.
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “A Full
Reference Video Quality Measure based on Motion Differences and
Saliency Maps Evaluation,” Proc. VISAPP, PANORAMA special
session, vol. 2, pp. 714 - 722, 2014.
Additionally, this research has been demonstrated at the Imec Technol-
ogy Forum 2017 (cf. Appendix C) and it led to the ongoing collaboration
discussion with two renowned industry players such as Telenet and Sam-
sung.
• The studies performed on the evaluation of contrast ratio changes in
images have been discussed in one peer-reviewed journal paper (Ortiz-
Jaramillo et al., 2018a) and two conference proceedings (Ortiz-Jaramillo
et al., 2015b,a):
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “Content-
aware contrast ratio measure for images,” Journal of Signal Process-
ing: Image Communication, vol. 62, pp. 51 - 63, 2018.
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “Comput-
ing contrast ratio in images using local content information,” Proc.
of the Symposium on Signal Processing, Images and Computer Vi-
sion, pp. 1 - 6, 2015.
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “Comput-
ing contrast ratio in medical images using local content information,”
Proc. of the Medical Image Perception Conference, pp. 34 - 34, 2015
(abstract).
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• The research realized in the area of assessment of appearance changes
in texture has been presented in one peer-reviewed journal paper (Ortiz-
Jaramillo et al., 2014b) and one conference proceedings (Ortiz-Jaramillo
et al., 2017)
– B. Ortiz-Jaramillo, S.A. Orjuela-Vargas, L. Van-Langenhove, C.G.
Castellanos-Dominguez and W. Philips, “Reviewing, selecting and
evaluating features in distinguishing fine changes of global texture,”
Pattern Analysis and Applications, vol. 17, pp. 1 - 15, 2014.
– B. Ortiz-Jaramillo, L. Platisa and W. Philips, “iFAS: Image Fi-
delity Assessment,” Proc. International Workshop on Computa-
tional Color Imaging, pp. 83 - 94, 2017.
• The work proposed in the evaluation of color differences in natural scene
color images has been reported in one peer-reviewed journal paper (Ortiz-
Jaramillo et al., 2018b) and one conference proceedings (Ortiz-Jaramillo
et al., 2016a):
– B. Ortiz-Jaramillo, A. Kumcu, L. Platisa and W. Philips, “Evalu-
ation of color differences in natural scene color images,” Journal of
Signal Processing: Image Communication, Submitted 2018.
– B. Ortiz-Jaramillo, A. Kumcu and W. Philips, “Evaluating color
difference measures in images,” Proc. of international Conference
on Quality of Multimedia Experience, pp. 1 - 6, 2016.
1.4 Organization of this dissertation
The remaining of this dissertation is organized as follows. In Chapter 2 we in-
troduce the background theory about image fidelity assessment including sub-
jective and objective evaluation. Also, we revise the methodology to evaluate
numerical fidelity assessment measures. Additionally, we propose a software
tool designed for easy experimentation with the studied state-of-the-art im-
age fidelity methods, including elaborate data analysis and evaluation of image
fidelity measures.
In Chapter 3 we study the quality evaluation of compressed video sequences.
We study and evaluate four of the most well-known state-of-the-art video qual-
ity algorithms on five different public video quality databases. Additionally,
we propose a method to advance existing numerical video quality measures by
introducing content related indexes in their computation.
This thesis reviews in Chapter 4 the methods for computing the contrast
ratio in images. In the same Chapter, we propose a measure to compute con-
trast ratio in local image patches. Also, we perform an extensive experimental
evaluation based on a total of six image contrast ratio measures, each tested
on two image databases and we test our methodology on predicting subjective
evaluation of interventionalists in interventional X-ray fidelity assessment.
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We survey in Chapter 5 the evaluation of texture in images. We review
and evaluate features in the evaluation of appearance changes in texture. We
evaluate fourteen texture descriptors for characterizing changes in texture due
to degradation. We include descriptors based on statistics, filtering, structural
and models. Also, we discuss the impact of the parameter selection of the
evaluated texture analysis techniques.
We investigate the color related aspect of image fidelity assessment in Chap-
ter 6. We study eighteen state-of-the-art color difference measures and we
discuss their performances. The measures are tested on one public available
database and three different types of color-related distortions. Additionally,
we propose a novel method to compute color differences in natural scene color
images based on the findings of the review.
This thesis concludes in Chapter 7 where conclusions over the related areas





Historically the terms fidelity and quality have been used interchangeable in the
image and video processing field, but they are often not the same (Silverstein
and Farrell, 1996; Wang and Bovik, 2006; Pappas et al., 2010). On the one
hand, image/video fidelity assessment refers to the ability to quantify visual
differences between two samples (a reference and test sample), in other words
how close an image/video is to a given reference (Pappas et al., 2010). On
the other hand, image/video quality assessment refers to the preference for one
image/video over another (Silverstein and Farrell, 1996).
For example, Figure 2.1 shows the comparison of two color images to a ref-
erence sample. This comparison could be performed by asking two different
questions to a human observer: in the case of quality assessment, the observer
would need to answer the question which image do you prefer the right side or
the left side image? (Figure 2.1(a)) while in the fidelity assessment case the
observer would need to answer the question which image is more similar to the
reference one (top image)? (Figure 2.1(b)). Note that the similarity score is
very high for the left side image (80% of the observers find this image more
similar). However, the human observers overall prefer the right side image
(85% of the observers prefer this image) over the left side image (overall pref-
erence equal to 15%). Therefore, human observers may detect the differences
(fidelity) between a reference image and its processed (test image) version but
this may not provide information about the human preference (quality) be-
tween the images. In general, although fidelity and quality are closely linked
for many tasks these two measures highly disagree on the context and/or task
at hand (Silverstein and Farrell, 1996; Pappas et al., 2010).
In this thesis, we study computer algorithms to quantify the visual dif-
ferences typically perceived and reported by human observers. We deal with
application-tailored fidelity assessment tasks such as, quality estimation of com-
pressed video sequences (Chapter 3), contrast difference evaluation of digital
images (Chapter 4), assessment of appearance changes in texture (Chapter 5)
and color difference assessment of natural scene color images (Chapter 6). In
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(a) (b)
Figure 2.1: Example of a paired comparison setup for a natural scene color image.
(a) Image preference score based on 15 observers for the left side image is 15% and
for the right side image is 85%. (b) Image similarity score based on 15 observers for
the left side image is 80% and for the right side image is 20%.
general, we differentiate between the terms fidelity and quality assessment, ex-
cept for Chapter 3 where the quality estimation of compressed video sequences
is designed to assess the perceived/perceptual difference between the test video
and its reference (“perfect”). That same problem is modeled by many exist-
ing algorithms typically referred to as “full reference perceived video quality
measures”, which corresponds to the paradigm of image fidelity assessment; ac-
cordingly, in order to comply with the common terminology, we will refer to this
particular model as quality assessment. Since the goal is to predict what a hu-
man observer would perceive and report, the simplest solution is to subjectively
evaluate using human observers according to certain well-defined criteria (See
Section 2.2 for details). However, subjective evaluation is in general complex,
expensive, time consuming and therefore unpractical for real time image/video
processing. Thus, many researchers have proposed numerical methods for pre-
dicting fidelity from the image/video data. In any case, subjective evaluation
is currently considered the benchmark for any given image fidelity assessment
task.
The purpose of this Chapter is to introduce the background theory concern-
ing image/video fidelity assessment and to define the methodology to evaluate
objective fidelity assessment measures. The rest of this Chapter is organized as
follows. In Section 2.2 we describe subjective fidelity assessment. Section 2.3
studies the performance evaluation of numerical fidelity assessment measures.
Later, we propose a software tool designed to assist numerical image fidelity
evaluation in Section 2.4. Finally, we summarize in Section 2.5.


















Figure 2.2: General framework for image/video fidelity assessment. (a) observer-
based fidelity assessment, (b) feature-based image fidelity assessment.
2.2 Subjective fidelity assessment
Since the end goal is to measure the visual differences typically perceived and
reported by human observers, subjective evaluation represents the benchmark
for image/video fidelity assessment (ISO-10361:2000, 2005; ITU, 1998). In
subjective fidelity assessment, image/video samples are compared to their re-
spective reference (source images/videos) by human observers. The result of
such an evaluation is a subjective score per evaluated test image/video sam-
ple. The subjective assessment is the most well-known and most widely used
technique for measuring fidelity. Fidelity assessment can be done by assessing
observer-based fidelity or feature-based fidelity where the features of interest
are typically determined by the use case/application. Therefore, different ap-
plications require different testing procedures.
Figure 2.2(a) shows the framework for observer-based fidelity assessment
where the observers are asked to assess how similar the test sample is to the
reference without indicating the individual characteristics of the visual differ-
ences. Additionally, the test images could exhibit multiple perceived distor-
tions/artifacts. Figure 2.2(b) shows the framework for feature-based image
fidelity assessment. In this case, the observers know the nature of the differ-
ences. That is, the observer has to evaluate the visual differences in terms of
certain well defined feature, e.g. color, texture, contrast.
Subjective scores are typically collected by means of psycho-physics because
psycho-physics provides the tools for quantifying visual differences/similarities.
In psycho-physics there are two main types of tasks to collect subjective scores,
namely adjustment and judgment (Winkler, 2005; Kingdom and Prins, 2010a).
The former includes tasks such as setting the threshold amplitude of a stimulus,
canceling an image difference, or matching a stimulus to a given reference. The
latter includes forced choices between alternatives and magnitude estimation
on a rating scale (Winkler, 2005). We do not intend to fully study psycho-
physics but instead describe the methodologies that are commonly used in
the subjective fidelity assessment field. Note that the adjustment methods are
more easily treated in a signal detection framework than for an image similarity
framework. Since we are interested in measuring visual differences (similarities)
typically perceived and reported by human observers, all the methods discussed
in this thesis are judgment based methodologies.
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In general, the standard way of measuring perceived differences is based on
subjective testing performed by appropriately chosen human observers. The
human observers can be expert or “naive” observers depending of the task at
hand. For instance, the contrast difference assessment between x-ray images
requires expert observers evaluation while the quality evaluation of compressed
video sequences can be performed by “naive” observers. Afterwards, a set of
well selected images/videos samples is shown to the human observers following
well-defined rules, for example, the ITU-R BT.500-11 (ITU, 1998) for multi-
media applications and ISO 10361 standard for textile floor coverings (ISO-
10361:2000, 2005).
Although subjective assessment is the most well-known and most widely
used technique for assessing fidelity of image/video-based systems (ITU, 1998;
ISO-10361:2000, 2005), such a technique is in general complex, expensive, and
time consuming. Therefore, it is unpractical for real time image/video process-
ing and hard to incorporate into a system design process. For this reason,
many researchers have proposed objective (numerical) methods for predicting
fidelity directly from the image/video data. However, annotated image/video
databases with subjective fidelity ratings are essential ground truth for de-
veloping, training, testing, and benchmarking algorithms for objective fidelity
assessment. Thus, we describe the most well know and widely used procedures
to collect subjective scores in the rest of this Chapter. Objective fidelity assess-
ment and related contributions of this thesis are discussed in detail for quality
estimation of compressed video sequences, evaluation of contrast changes in dig-
ital images, assessment of appearance changes in texture and color difference
estimation of natural scene color images in Chapters 3, 4, 5 and 6, respectively.
2.2.1 Subjective assessment of images
In still image fidelity assessment, two or three images are displayed simul-
taneously to be assessed (compared) by human observers. The observers are
typically asked to assess the similarity of the test images to the reference. Then,
the subject score is expressed with a grading scale system (Ponomarenko et al.,
2015). For instance, observers might be asked to rate the amount of differ-
ence between two images, like in Figure 2.3(a), using a given scale, e.g., a five
levels rating scale: “Imperceptible”, “Small”, “Medium”, “Obvious” and “Very
Obvious” difference. When presenting three images (the reference and two
test images) to the observer, e.g., see Figure 2.3(b), the task of the observer
is to select the image with the lowest perceived difference compared to the
reference (Ponomarenko et al., 2015).
In image fidelity assessment, subjective evaluation is typically performed as
follows:
• A set of source images is collected with the purpose of covering various
image content (extent of texture, color content). Figure 2.4 shows 4
images from the Kodak set which is a typical example of distortion-free
(source) images (Kodak, 2013).

































Select the amount of difference 
between two images
Select the image with the lowest 
difference compared to top image
Figure 2.3: Presentation of the test images based on the rating method, (a) judg-
ment is expressed with a grading scale, (b) judgment is based in pair comparison.
Figure 2.4: Images from the Kodak set.
• Each source image is processed/manipulated depending on the feature
of interest. For instance, the images could be compressed using JPEG,
color mapped, transmitted over a noisy channel, among others; all of them
producing visual differences. Figures 2.5(a), (b) and (c) show examples
of processed images to be used in a fidelity assessment database (JPEG
compression, contrast change and mean shift, respectively) (TID2013,
2013).
• Human observers evaluate the visual differences between the source im-
ages and their respective processed images (Figure 2.6). Each observer
assigns a fidelity score to the given test image or select the image with
the lowest difference. Note that this set of techniques also apply for med-
ical applications. However, for medical applications the human observers
should be medical experts (e.g., x-ray interventionalists).
• One score per sample is computed from human observers representing
the average fidelity of the test image. The final score is computed by
averaging the scores of all the scores collected or by summing-up the
number of times each test image was selected as the most similar to the




Reference Test 1 Test 2 Test 3
Figure 2.5: Images processed using (a) JPEG compression, (b) contrast change and
(c) mean shift.
Figure 2.6: Human observers for multimedia applications.
reference. Often the average is accompanied by the standard deviation
of the observers’ scores. The result is a set of images with an assigned
fidelity subjective score (see Figure 2.7).
This type of databases, termed image fidelity/quality databases, are in-
tended for the evaluation of numerical image fidelity assessment measures. The
databases tested in this thesis are described in Appendix A.
2.2.2 Subjective assessment of videos
The subjective fidelity (quality) assessment of image sequences (videos) has
been described in the ITU recommendations (Winkler, 2005). For video se-
quences two types of approaches are adopted for the displaying of the test
sequences. The first one uses parallel displaying where the human observers
are watching two sequences at the same time: one is the reference, the other
2.2 Subjective fidelity assessment 19
Reference (a) (b) (c)
Figure 2.7: Example of mean opinion scores assigned to JPEG distorted images.
Mean opinion score (ranging 0-1) (a) 0.72, (b) 0.63 and (c) 0.30.
one is the distorted sequence (ITU, 2012). The other methodology involves dis-
playing each video sequence independently. That is, the source sequence is first
shown to the observer followed by the distorted version and/or vice versa (Li
et al., 2014; Van-Wallendael et al., 2016). Some methodologies use what it is
defined by ITU as hidden reference where the observer judges each sequence
individually and the reference sequence is often mixed within the processed
video sequences.
• Analogous to image fidelity assessment, a set of source video sequences
(distortion free or “perfect”) is collected with the purpose of covering
various video content characteristics (extent of texture and motion, color
content).
• Afterwards each source video sequence is processed for the purpose of
creating the test video samples. In video quality databases, the “perfect”
video sequences are usually compressed, e.g., using H.264, MPEG2, or
corrupted by introducing artificial transmission or network errors.
• Human observers evaluate the visual differences. This evaluation can be
performed by using one of the following displaying methodologies: (a)
double stimulus where the reference is independently presented before
or after the distorted sequence and (b) single stimulus where only the
distorted sequence is presented to the observer or the source sequence is
first shown to the observer followed by the distorted version and/or vice
versa. The observers separately rate the two sequences (if necessary) on
a continuous or discrete quality scale (Figure 2.8 shows these scales).
• The average from all the observers is collected as the overall fidelity (qual-
ity) of the processed sequence. Often the average is accompanied by the
standard deviation of the observers’ scores.
This type of databases, termed video quality databases, are intended for the
evaluation of numerical video quality measures.
2.2.3 Subjective assessment of surface appearance
In the textile industry, the evaluation of appearance consists in visually iden-
tifying deviations from a reference sample. Standards for evaluating the ap-














Figure 2.8: Rating scale. (a) Continuous rating from “bad” to “excellent” (typically
scaled in a range 0-5 or 0-100), (b) discrete rating scales for absolute category rating
and degradation category rating (left and right, respectively).
(a) (b) (c)
Figure 2.9: The most common devices for introducing degradation in textile floor
coverings. (a) castor chair, (b) Vetterman and (c) Hexpod.
pearance retention of textiles are designed using a set of samples exhibiting
transitional degrees of degradation due to daily use. The evaluation is typically
performed by a panel of certified experts (ISO-10361:2000, 2005). In general,
the evaluation is independent of the textile material type and performed as
follows:
• A set of textile samples is built simulating daily exposure by using me-
chanical devices, e.g., the castor chair, Vetterman and Hexpod are the
most well-known devices for introducing degradation to the textile sur-
face of textile floor coverings (ISO 4918:2016, 2016; ISO-10361:2000,
2005) (Figures 2.9(a), (b) and (c), respectively).
• A panel of certified experts evaluate the different visual characteristics
of the textile (see Figure 2.10). A score ranging from 1 to 5 is assigned
to the textiles, where a severe change is evaluated with the score 1 and
no perceived difference is evaluated with the score 5 (ISO-10361:2000,
2005).
• The average rate (or score) is collected from the panel of observers repre-
senting the overall appearance of the textile material. The result is a set
of textile samples with an assigned appearance change, termed, reference
scales (see Figure 2.11).
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Figure 2.10: Panel of certified experts evaluating different textile materials.
original 4 3 2 1
Figure 2.11: Changes due to degradation in a textile floor covering. Here the full
set of wear levels in steps of 1.
This type of databases are typically certified by international standards and
composed of physical samples used to assess new textile floor coverings and/or
to train human inspectors (ISO 9405:2015, 2015). Currently, the evaluation
of new degraded textile samples is done by comparing the texture character-
istics of the degraded sample to the characteristics of the certified physical
reference scales. However, a major drawback is that the physical characteris-
tics of the certified reference scales can change over time while being exposed
to involuntary damage (Orjuela-Vargas, 2012). Therefore, an alternative has
been proposed based on photographs of the certified physical reference scales.
These digital reference scales are proposed by the Carpet and Rug Institute
(CRI) (CRI Test Method 103, 2015) while the physical reference scales are
proposed by the International Organization for Standardization (ISO) (ISO
9405:2015, 2015). Additionally, the use of photographs of the physical ref-
erence scales allows the use of computational technologies for the objective
assessment of appearance changes in textiles and therefore they can be used as
well for the evaluation of numerical fidelity measures. We devote Chapter 5 to
study this topic from the image processing point of view.
In practice, the assigned appearance change is used for validating the textiles
under inspection. For instance, for commercial application in the Vetterman
and Hexapod tests, the visual inspectors give scores from 1 to 5 for samples
exposed to 5000 and 22000 rotations in the drums. The final score is a combi-
nation of the two evaluations according to the formula
score = 0.75× score5000 + 0.25× score22000,
where scorex is the appearance change assigned to the textile floor covering after
being exposed to x rotations using the Vetterman or Hexapod tests. A score of
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Figure 2.12: Examples of source and distorted images from TID2013 database.
2 or more is a pass and a result of 2.4 or more is a pass for intensive use (ISO-
10361:2000, 2005). The current reference samples used by the standards and
some of the construction details are listed in Appendix A.4.
2.3 Evaluation of objective fidelity assessment
measures
Section 2.2 showed that image/video fidelity databases are intended for eval-
uating the performance of numerical fidelity measures. These databases are
normally composed of a number of source images (references) and a number of
test (distorted or processed) images/videos. Each source image/video has its
corresponding test images/videos.
Figure 2.12 shows an example of typical images from an image quality
database (the reader can find details about this database in Section A.1). A
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subjective image/video quality databases is a set of M × (N + 1) images where
M is the number of source images and N is the number of distorted/test images
per source sample. Additionally, each distorted image has associated a subjec-
tive score assigned by subjective evaluation. This set of data is intended for
the evaluation of numerical video/image fidelity measures. In general, the nu-
merical fidelity measures use the image data to estimate the visual differences
perceived and reported by the human observers.
2.3.1 Benchmarking of numerical fidelity assessment
measures
The performance of fidelity assessment measures is estimated by comparing
the predicted numerical fidelity values with the reported human scores, i.e.,
various indices are evaluated between subjective scores and the numerical esti-
mations. A common and well accepted way of benchmarking numerical fidelity
assessment measures is to evaluate the following indices:
• Pearson Coefficient of Correlation (PCC) (Chen and Popovich, 2002a)
is used to measure the accuracy of the tested fidelity measure using a
linear model. The PCC between two discrete feature vectors x and y of
n elements is defined as
PCC =
∑n







where, xi and yi are the ith element of x and y, respectively. µx and µy
are the average of x and y.
• Spearman Rank Order Coefficient of Correlation (SROCC) (Chen and
Popovich, 2002b) is a measure of the monotonicity of the tested fidelity
measure. The SROCC is defined as
SROCC = 1− 6
∑n
i (Rxi − Ryi)2
n3 − n ,
where Rxi and Ryi are the ranks of the ith element of x and y, respec-
tively.
• Coefficient of Correlation of Distances (CCD) (Székely et al., 2007) mea-









where Aij = aij − ai· − a·j + a·· and Bij = bij − bi· − b·j + b·· are the
distance matrices of the data. Each element of the distance matrices is
defined as aij = ‖xi − xj‖ and bij = ‖yi − yj‖. Here, ai· and bi· are the
24 Image fidelity assessment
ith row average of the distance matrices; a·j and b·j are the jth column
average of the distance matrices; and a·· and b·· are the grand average of
the distance matrices.
In these measures, accuracy refers to the ability to predict the subjective
fidelity scores with low error. This aspect is measured by using the PCC for
linear models and CCD for non-linear models. The monotonicity is the degree
to which predictions of the model agree with the magnitudes of subjective
quality scores (Video-Quality-Experts-Group, 2003). This aspect is measured
with the SROCC.
We use the rule of the thumb for interpreting the size of a correlation coef-
ficient (Mukaka, 2012), i.e., we use the following descriptive scale:
Size of Correlation Interpretation
0.90 to 1.00 Very strong correlation
0.70 to 0.90 Strong correlation
0.50 to 0.70 Moderate correlation
0.30 to 0.50 Weak correlation
0.00 to 0.30 Very weak correlation
We use only correlations to compare the rankings encoded in the scores given
by the human observers and the numerical fidelity measures. Additionally, we
use the Fisher’s z transform defined as






with the purpose of comparing correlation coefficients on a linear scale (Boren-
stein et al., 2009). The percentage increase of a method A compared to a





Some applications require predicting the expected error (see Chapter 3),
i.e., the expected difference between the subjective scores and the numerical
estimations. To do so the root mean-squared error (RMSE) and the Mean
Absolute Error (MAE) are used. The RMSE and MAE are defined as follows
RMSE =
√∑n





i |xi − yi|
n
,
respectively. While RMSE is the degree to which the model maintains predic-
tion accuracy over a range of different test samples, the MAE is a measure of
the expected error of a new sample, i.e., the expected difference between the
subjective and objective assessment.
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Previous indexes have two major disadvantages: (1) they do not consider
the variability of the reported human scores and (2) these indexes assign uni-
form weights to all fidelity levels albeit in many applications high-fidelity im-
ages are usually more important than the images displaying big fidelity differ-
ences (Sheikh et al., 2006; Winkler, 2009; Hobfeld et al., 2011; Wu et al., 2018).
To solve these issues more advanced statistical techniques have been proposed.
In this manuscript we outline the main principles of these techniques as we
believe they will bring valuable insights in the continuation of our work but we
do not include them in our experiments.
In (Sheikh et al., 2006), in addition to the classical SROCC and PCC in-
dexes, two statistical hypothesis tests are used for the benchmarking of image
quality measures. The first one assumes Gaussianity of the residual differences
between the quality predictions and subjective scores and uses the F-statistic
for comparing the variance of two different image quality measures. The goal of
the test is to determine whether the residuals of the two image quality measures
are statistically indistinguishable, that is, if there are statistical differences be-
tween the two measures.
The second hypothesis test used in (Sheikh et al., 2006) considers the vari-
ability of the reported human scores. This hypothesis test is based on the
individual quality scores. This method proposed in (Video-Quality-Experts-
Group, 2003) compares image quality measures against the individual subjec-
tive human scores. The residuals of the individual models are used to indicate
if two image quality measures are statistically different. This method typically
discriminates between image quality performances better than when compar-
ing correlation coefficients because it considers the variability of the reported
human scores by using the raw data.
More recently in (Wu et al., 2018), the authors study the problem of assign-
ing uniform weights to all fidelity levels in the benchmarking of image quality
algorithms. They explore a weighted rank correlation index which weights
higher correctly ranked high-quality images and weights lower insensitive rank
mistakes (two perceptually similar images). That is, this measure assigns its
weights by both the quality level and the variability of the reported human
scores.
2.3.2 Multiple statistical comparisons
Statistical tests for multiple comparisons are numerical methods for statistical
inferences. The objective of this type of tests is to determine if there exist
statistically significant differences in performance between the compared nu-
merical fidelity measures. Here, the data (performance) is given in terms of
correlations. Particularly, we use the test based on Friedman ranks (Garcia
et al., 2010b). We explain this test by using an example. We compare the
performance of four video quality assessment algorithms in terms of PCC in
six video quality databases (see Chapter 3 and Appendix A.5 for details about
the test data and the compared algorithms).
Table 2.1 shows the individual performance of the compared video quality
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Table 2.1: Performance comparison of four different methods (PSNR, CPSNR,
SOVQM and VQAD) for six public video quality databases. Performance is given in
terms of PCC. The ranks in the parentheses are used in the computation of the test.
Database PSNR CPSNR SOVQM VQAD
IRCCyN 0.57 (4) 0.81 (2) 0.85 (1) 0.79 (3)
IVP 0.69 (4) 0.91 (1) 0.90 (2) 0.86 (3)
IRCCyN ic 0.83 (4) 0.89 (3) 0.94 (1) 0.92 (2)
CIF EPFL-PoliM 0.60 (4) 0.86 (3) 0.93 (1) 0.91 (2)
4CIF EPFL-PoliM 0.67 (4) 0.89 (2.5) 0.89 (2.5) 0.95 (1)
LIVE 0.56 (4) 0.81 (1.5) 0.73 (3) 0.81 (1.5)
Average rank (R) 0.65 (4) 0.85 (2.1) 0.87 (1.7) 0.87 (2.1)
measures. The test statistic for the multiple statistical comparisons based on
Friedman test is computed as





where k = 4 is the number of algorithms and n = 6 is the number of databases.
Ri and Rj are the average rankings over all databases for algorithms i and j, re-
spectively. Afterwards, the z value is used to find the corresponding probability
(p-value) from the Normal distribution table (Garcia et al., 2010b). Thereafter,
the p-values are adjusted using Bonferroni - Dunn correction with the purpose
of taking into account that multiple test comparisons are conducted (Dinno,
2015). The Bonferroni - Dunn correction is defined as min(1, (k − 1)p) where
p is the p-value. The obtained p-value is a number between 0 and 1 and used
to determine if an algorithm performs statistically better than another. The
p-values are interpreted in the following way:
• a small p-value (typically ≤ 0.05) indicates strong evidence against the
hypothesis that the compared algorithms perform equally well in terms
of correlation;
• a large p-value (> 0.05) indicates weak evidence against such a hypothesis
therefore the compared algorithms are likely to perform equally well in
terms of correlation.
Table 2.2 shows the adjusted p-vales for the performance comparison of Ta-
ble 2.1. Note that this example only includes six databases. However, many
studies include multiple statistical comparisons with n  6. In such a case,
displaying the data as a table is difficult to read and interpret. Therefore,
we use an intuitive visualization of the data. We use the box plot which is
a graphical representation of the data through their quartiles (Massart et al.,
2005). Box plots also have lines, termed whiskers, indicating the variability
outside the upper and lower quartiles. Outliers are typically plotted as indi-
vidual points. Note that the box plots and the multiple statistical comparisons
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Table 2.2: Multiple statistical comparisons based on Friedman test. For the entries
above the main diagonal, the direction of the arrow indicates which of the two video
quality measure (row or column) performs better. The equal sign stands for a tie.
Elements below the main diagonal are p-values. If the p-value is higher than 0.05,
there were no significant differences between the video quality measures.
Model PSNR CPSNR SOVQM VQAD
PSNR – ↑ ↑ ↑
CPSNR 0.041 – = =
SOVQM 0.007 1 – =
VQAD 0.030 1 1 –
PSNR CPSNR SOVQM VQAD
PCC
Figure 2.13: Performance comparison of the considered video quality measures.
The box plot was created using the six correlation coefficients in Table 2.1.
based on Friedman test are non-parametric, i.e., they display and test variation
in samples without making any assumptions of the statistical distribution of
the data.
Figure 2.13 shows the box plot representation of the data in Table 2.1.
That is, the box plot shows the variability in performance across different
databases, i.e., how well the tested measures perform across different data
type. This graphical representation is used together with the multiple statistical
comparisons based on Friedman test to draw conclusions over the test data. In
our example, from the multiple statistical comparisons and the box plots we
found that there are no statistical significant differences in terms of performance
between CPSNR, SOVQM and VQAD. Also, we found that CPSNR, SOVQM
and VQAD outperform PSNR.
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Figure 2.14: Simplified iFAS structure.
2.4 Image fidelity assessment software
Clearly there is a need for application-tailored fidelity assessment measures
rather than a one-size-fits-all solution. While many candidate numerical fi-
delity measures already exist, testing them and identifying the best ones for a
given use case is far from easy. Thus, it often takes a considerable amount of
time and effort to even prepare the test environment for benchmarking, valida-
tion and/or developing. To the best of our knowledge, only few related software
packages are available and they have limited features/functionality and/or are
not freely available. For instance, Krasula et. al. proposed one Matlab based
interface for testing 8 well-known image quality measures (Krasula et al., 2011).
However, the interface is not easy to extend for new fidelity measures and it has
no mechanism of benchmarking, correlation analysis or model analysis. Murthy
and Karam developed IVQUEST which is the most complete open source user
interface for subjective and objective image quality evaluation as well as corre-
lation analysis (Murthy and Karam, 2010). Additionally, the interface allows
easy extensions by writing pieces of Matlab code. However, the benchmark-
ing and correlation analysis are limited to linear correlation analysis. Also,
the interface is limited to 15 general image quality measures. Therefore, even
though these platforms are very useful to test image quality measures, they
are very limited in scope and available methods. Furthermore, they have been
implemented in Matlab, which is a non-free platform.
In this thesis, we seek to alleviate such problems. We have developed a
software tool “iFAS: (image Fidelity Assessment)” and made it freely available
for non-commercial use. Figure 2.14 shows the simplified iFAS structure. iFAS
structure is based on Python (Python, 2016) and depends on GTK+3 (GLib,
2016) as well as third party libraries for the implementation of the user inter-
face, the mathematical models and plugins. Plugins are Python modules for
extending the functionality of iFAS. The third party libraries are Scipy 0.17.0
together with its core packages, particularly, NumPy 1.11.0, Matplotlib 1.5.1,
pandas 0.17.1, nose 1.3.7, Cython 0.25.1 and Scikits 0.12.3 (SciPy, 2016);
PIL 1.1.7 (PIL, 2016); PyGObject (aka PyGI) 3.20.0 (GLib, 2016); Pycairo
1.10.0 (Pycairo, 2016); PyWavelets 0.5.0 (PyWavelets, 2016). iFAS pro-
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vides the following image fidelity assessment tools:
• Single Source - Single Sample: this type of analysis computes a set of
numerical fidelity measures between one reference image and one corre-
sponding test image.
• Single Source - Multiple Sample: this type of analysis computes a set of
numerical fidelity measures between one reference image and a number
of corresponding test images.
• Multiple Source - Multiple Sample: this type of analysis computes a set
of numerical fidelity measures between a number of reference images and
a number of test images.
iFAS includes a set of 44 state-of-the-art fidelity measures including 18 color
difference measures for digital images (see Chapter 6), 14 texture analysis algo-
rithms (see Chapter 5), 6 image contrast ratio measures (see Chapter 4) and 6
image quality measures (peak signal to noise ratio, structural similarity index
measure (Zhou et al., 2014), blocking (Muijs and Kirenko, 2005), noise estima-
tion (Goossens, 2006), blurring (Platisa et al., 2011) and edge peak signal to
noise ratio (Lee et al., 2009)).
iFAS allows visualization of scatter plots between two fidelity measures or
a fidelity measure and corresponding subjective scores. Additionally, iFAS
computes the following correlation indexes typically used as performance indi-
cators of fidelity measures: PCC (Chen and Popovich, 2002a), SROCC (Chen
and Popovich, 2002b) and CCD (Székely et al., 2007) (defined in Section 2.3.1).
iFAS also displays pixel-wise image differences with the purpose of providing
local information about the fidelity measure behavior. The pixel-wise image
difference has associated a histogram. This histogram can be considered to
select the appropriated statistics for computing the global fidelity index dur-
ing a fidelity measure design process. iFAS possesses box plots and multiple
statistical comparisons between a set of fidelity assessment measures with the
purpose of identifying if there are statistically significant differences in terms of
the performance between them. iFAS also simulates model building by using
regression analysis using training and test subsets. In Appendix B we describe
in detail this software tool as well as we show how to use it in the fidelity
assessment tasks from Chapters 5 and 6.
2.5 Conclusions
In this Chapter, we have studied the background information concerning image
fidelity assessment. We have differentiated between image fidelity assessment
and image quality assessment. Image fidelity assessment refers to the ability to
quantify visual differences between a reference and test sample. Image quality
assessment refers to the preference for one image over another. Afterwards, we
have studied the subjective evaluation of visual differences typically perceived
and reported by human observers.
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In general, the standard way of measuring visual differences is based on
subjective testing performed by human observers. In subjective testing, a set
of well selected images/videos samples is shown to human observers with the
purpose of collecting their opinion over the test samples following well-defined
rules. The result of subjective tests is typically a database, termed image
fidelity/quality database, intended for evaluating the performance of numerical
fidelity measures. The performance of fidelity assessment measures is evaluated
by comparing the numerical fidelity values with the scores reported by the
human observers. Particularly, the following indices are typically reported in
fidelity assessment reports and scientific papers PCC, SROCC, CCD, RMSE
and MAE.
We developed an open source software tool designed to assist researchers,
engineers and other users in the process of image fidelity assessment, named
image Fidelity Assessment (iFAS). iFAS provides the following basic image fi-
delity assessment tools: computation of fidelity measures on a single pair of
images and/or in a full database, visualization of pixel-wise image differences
and histogram of the image differences, scatter plots and correlation analy-
sis between human scores and objective measures. The correlation analysis
is performed based on the most recent tools for the process of image fidelity
assessment evaluation such as global correlation comparison, pairwise compar-
isons of correlations per reference, regression analysis and model building.
The contributions reported in this Chapter resulted in one international
conference proceedings (Ortiz-Jaramillo et al., 2017) and one image fidelity






The most well-known fidelity assessment task is to determine how close a com-
pressed image/video is to a given reference (distortion free or “perfect” video),
i.e., the objective estimation of quality of compressed image/video sequences.
In this Chapter we use the term quality instead of fidelity solely for the purpose
of agreeing with the state-of-the-art terminology. However, in the rest of this
thesis we clearly differentiate between both terms.
Today, due to the massive amounts of video produced, transmitted and
stored in surveillance, broadcasting and other applications, video compression
has become essential. Unfortunately, video compression tends to go hand in
hand with reduced video quality. Therefore, quality assessment (quantifica-
tion/measuring) and quality control (maintaining required quality levels) are
very important tasks for increasing the user satisfaction. Since the end-user is
often a human observer, quality control should include measures that mimic
the user-perceived video quality (PVQ) (ITU, 1996). Thus, quality assessment
of compressed videos has an important role in evaluating and improving the
performance of today’s video systems.
Methods for video quality assessment can be grouped into two categories:
subjective and objective assessment (Liu et al., 2013b). Subjective assessment
is typically performed by a group of humans, who evaluate videos according to
certain well-defined criteria (see Chapter 2 for details) such as those defined in
the related ITU standards (ITU, 1998). Often, the result of such an assessment
is a Mean Opinion Score (MOS) or a Difference-MOS (DMOS) per assessed
video sequence. Although MOS and DMOS do not fully characterize the re-
sponse of human subjects (e.g. no information about the rating scale, about
the variability of the human ratings (Winkler, 2009; Hobfeld et al., 2011)),
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these measures are considered the most important parameters in characterizing
subjective rating of video-based systems (ITU, 1998; Video-Quality-Experts-
Group, 2003; Winkler, 2009). Additionally, when a sufficiently large group of
human subjects is available, this method is the most well-known and most
widely used technique for measuring PVQ of video-based systems (ITU, 1998;
Video-Quality-Experts-Group, 2003). However, such a technique is in general
complex, expensive, and time consuming. Therefore, it is unpractical for real
time video processing and hard to incorporate into a system design process (Liu
et al., 2013b). For this reason many researchers have proposed objective (nu-
merical) methods for predicting PVQ directly from the video data, termed video
quality metrics (VQMs). Currently, there exists a large variety of objective
methods, ranging from simple ones employing local spatio-temporal statistics,
loss of detail, and additive impairments, to more complex ones, such as those
based on the results of physiological and/or psychovisual experiments (Pinson
and Wolf, 2004a; Wang and Li, 2007; Seshadrinathan and Bovik, 2010; Li et al.,
2011b; Liu et al., 2013b; Ortiz-Jaramillo et al., 2014a).
However, these objective methods are computationally too complex and/or
not generic enough for a wide variety of video content scenes. The latter
problem is mainly due to the strong dependency of VQMs on the video con-
tent (Feghali et al., 2007; Le-Callet et al., 2007; Khan et al., 2009; Huynh-Thu
and Ghanbari, 2008; Korhonen and You, 2010; Garcia et al., 2010a; Pitrey
et al., 2012; Ou et al., 2014). Despite this dependency being well-known, only
few existing quality measures directly account for the effects of content. For in-
stance, (Feghali et al., 2007; Garcia et al., 2010a; Korhonen and You, 2010; Ou
et al., 2014) proposed models that combine content related indices, peak signal
to noise ratio (PSNR), bit rate, spatial and temporal resolution for estimating
the quality of compressed video sequences. Although those methodologies were
tested only on few typical test videos showing no generalization power, they
have shown that incorporating content in the VQM computation considerably
improves the correlation between subjective and objective quality assessment.
More important, these type of VQMs have shown to be of low computational
complexity (Feghali et al., 2007; Khan et al., 2009; Korhonen and You, 2010;
Garcia et al., 2010a; Ou et al., 2014).
Another major issue concerning objective video quality assessment of com-
pressed sequences is the limited evaluation of the state-of-the-art VQMs. Typi-
cally, the methods are tested on databases including few testing samples (source
video sequences), exhibiting little variation in the scene content (e.g. (Winkler,
2010) has concluded that, overall, a public video quality database covers about
10− 20% of the possible range in the spatial and temporal information axes),
spatial/temporal resolution, and/or not being publicly available. For instance,
Table 3.1 summarizes the number of source video sequences used to evaluate
VQMs. Note that the maximum number of source sequences used for evalu-
ating video quality algorithms is 59 which is one of biggest subjective video
quality tests performed in the field (VQEG, 2010). In the most recent review
concerning objective video quality assessment presented in (Chikkerur et al.,
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Table 3.1: Number of source video sequences (N) used to evaluate VQMs
Reference N Database name
(Li et al., 2011b) 10 LIVE (Seshadrinathan et al., 2010)
(Pinson and Wolf, 2004a) 20 VQEG-FR (vqe, 2000)
(Wang and Li, 2007) 20 VQEG-FR (vqe, 2000)
(Seshadrinathan and Bovik, 2010) 20 VQEG-FR (vqe, 2000)
(Ortiz-Jaramillo et al., 2014a) 20 (10) LIVE (Seshadrinathan et al., 2010)
and (10) IVP (Zhang et al., 2011)
(Moorthy and Bovik, 2010) 30 (10) LIVE (Seshadrinathan et al., 2010)
and (20) VQEG-FR (vqe, 2000)
(Chikkerur et al., 2011) 30 (10) LIVE (Seshadrinathan et al., 2010)
and (20) VQEG-FR (vqe, 2000)
(VQEG, 2010) 59 (59) VQEGHD (VQEG, 2010)
2011), only two public databases have been used for comparing performance of
the considered VQMs. In general, this is too little data for drawing conclusions
about the VQMs.
In this thesis, we aim to substantially improve on this issue by performing
the evaluation on a total of 696 distorted sequences (corresponding to a total
of 102 source sequences covering about 50 − 60% of the possible range in the
spatial and temporal information axes, cf. Figure A.10), differing in content as
well as in temporal and spatial resolution.
Another important contribution of this thesis is the proposition of a novel
method for objective video quality assessment of compressed sequences. The
proposed method involves off-line training of the mapping functions’ param-
eters and their relationship to video content characteristics. First, the off-
line training of parameters is done by computing a VQM between a reference
(source) sequence and several compressed versions of that sequence. Next, as-
suming the (D)MOS values are known for multiple levels of distortion, we tune
a mapping function to predict (D)MOS from the VQM, i.e., the parameters
of the mapping function are tuned specifically to each source content. Finally,
we model the relationship between the parameters of the mapping function
and the video content characteristics (extent of image details and motion of
the video sequence). Also, we perform an extensive experimental evaluation
based on a total of four VQMs (the structural similarity index measure (Wang
et al., 2004), the standardized method for objectively measuring video qual-
ity (Pinson and Wolf, 2004a), the video quality measure based on decoupling
detail losses and additive impairments (Li et al., 2011b) and the peak signal
to noise ratio [PSNR]), each tested on 696 distorted video sequences. For the
considered VQMs, we explore 105 content related indices to model the relation-
ship between the VQM and the DMOS. The 696 test video samples (102 source
video sequences) were taken from five public databases (IRCCyN IVC Influence
Content (Pitrey et al., 2012), CIF as well as 4CIF EPFL-PoliMI (De-Simone
et al., 2009), IRCCyN IVC 1080i (Pechard et al., 2011) and IVP (Zhang et al.,
2011)). Additionally, we provide guidelines for using the proposed approach to
select an appropriate set of video distortion levels for the purpose of subjective
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Figure 3.1: General framework for video or image quality assessment depending on
the reference availability. (a) Full-reference, (b) reduced-reference and (c) no-reference
framework.
quality assessment studies of compressed video sequences.
Our experimental results suggest that when adequately combined with con-
tent related indices, even very simple distortion measures (such as PSNR) are
able to achieve high performance, i.e., high correlation between the VQM and
the PVQ. Specifically, we have found that by incorporating video content fea-
tures, it is possible to increase the performance of a VQM by up to 20% relative
to its non-content-aware baseline.
This Chapter is organized as follows. In Section 3.2, current approaches
dealing with objective evaluation of quality of compressed video sequences are
discussed. Afterwards, we explore multiple factors affecting the relationship
between VQMs and PVQ under different source sequence. Later, Section 3.3
discusses the proposed method and its implementation details. Thereafter, in
Section 3.4, we present and discuss the results obtained in our tested data.
Finally, in Section 3.5, we draw conclusions and propose future work.
3.2 Background
In the following, we provide a summary of the state-of-the-art of objective
VQMs and describe the effects of video content on some of the most well-known
and most widely used objective VQMs.
3.2.1 Objective video quality measures
Objective VQMs use computer algorithms for computing numerical scores on
corrupted video sequences that should agree with the subjective assessment
provided by human evaluators. In general, VQMs are categorized as full-
reference, reduced-reference or no-reference, depending on the availability of
a reference (Chikkerur et al., 2011). In Figure 3.1, YR and YC are the reference
and corrupted video sequences, respectively. In either case, the final predicted
quality value, termed predicted (D)MOS [p(D)MOS], is typically obtained by
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applying a predefined mapping to the quality measure (Video-Quality-Experts-
Group, 2003). Note that fidelity assessment covers only the cases shown in
Figures 3.1 (a) and (b) because in fidelity assessment, the reference or some of
its features are known (see Chapter 2). Therefore, we do not further explore
algorithms following the framework of Figure 3.1 (c).
Algorithms following the approach of Figures 3.1 (a) and (b) can be fur-
ther classified into traditional point-based methods, image characteristics based
methods or perceptual oriented methods, depending on the set of techniques
used to compute the quality measure (Chikkerur et al., 2011). Traditional
point-based methods (TPB) use pixel-wise operations for computing differences
between images and/or video sequences. For instance, PSNR is the most simple
but still widely used traditional point-based method (Liu et al., 2013b). Image
characteristics based methods use statistical measures (mean, variance, his-
tograms) in local neighbourhoods and/or visual features (blur estimates, block
distortion measures, texture characteristics) for computing numerical scores.
For example, the standardized method for objectively measuring video qual-
ity (SOVQM) (Pinson and Wolf, 2004a) is computed by using local spatio-
temporal statistics which are computed on blocks of a fixed size. Afterwards,
the extracted features from reference and corrupted sequences are thresholded,
compared and pooled to obtain an unique numerical quality measure.
Another example from this category is the well-known structural similarity
index (SSIM) (Wang et al., 2004) which uses statistics (mean and standard devi-
ation) of neighbouring pixels to characterize luminance, contrast and structure
of the reference and corrupted sequences. Thereafter, features of the refer-
ence and corrupted sequences are compared and pooled obtaining a numerical
quality measure. Another technique using image characteristics is the video
quality measure based on decoupling detail losses and additive impairments
(VQAD) (Li et al., 2011b) which subtracts a restored version of the corrupted
sequence from the reference sequence. This subtraction is made to differentiate
between distortions due to detail losses (edges, high textured regions and/or
small objects) and distortions due to introduced impairments such as blocking
artifacts, noise and/or false edges. Afterwards, the detail losses and introduced
impairments higher than a threshold are individually pooled and linearly com-
bined to predict the quality of the corrupted sequence.
Perceptual oriented methods have been designed based on the results of
physiological and/or psychovisual experiments. This approach includes among
others, modelling human visual attention and modelling human speed percep-
tion (Wang and Li, 2007; Seshadrinathan and Bovik, 2010; Ortiz-Jaramillo
et al., 2014a). For instance, the weighted structural similarity index (wS-
SIM) (Wang and Li, 2007) uses the structural similarity index for measur-
ing local image similarities, termed quality maps. For computing a unique
quality score from those quality maps, a spatiotemporal weighted mean based
on saliency maps is used. The saliency map is computed based on a statis-
tical model of speed perception derived from psychovisual experiments con-
ducted in (Stocker and Simoncelli, 2006). The weighted temporal quality met-
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ric (wTQM) (Ortiz-Jaramillo et al., 2014a) computes temporal distortions di-
rectly from optical flows and models the human visual attention using saliency
maps on the pooling strategy. Such saliency maps were computed based on the
results of psychovisual experiments conducted by the authors (Ortiz-Jaramillo
et al., 2014a). The motion-based video integrity evaluation index (MOVIE) (Se-
shadrinathan and Bovik, 2010) uses a Gabor filter bank specifically designed
based on physiological findings for mimicking the visual system response. The
video quality evaluation is carried out using two components (spatial and tem-
poral distortions). The spatial distortions are computed as squared differences
between Gabor coefficients and the temporal distortions are obtained from the
mean squared error between reference and corrupted sequences along motion
trajectories (Seshadrinathan and Bovik, 2010). Thereafter, both distortions
are combined to predict the quality of the corrupted sequence. Noteworthy is
that the above methods do not account directly for content information and
instead use mechanisms to mimic the visual system under certain conditions.
Additionally, these methods are often computational complex (Seshadrinathan
and Bovik, 2010; Ortiz-Jaramillo et al., 2014a).
More recent studies in the video quality assessment field include saliency
map estimation and machine learning algorithms. The saliency maps are
typically used as weights to compute a weighted average of pixel wise dif-
ferences (Zhang and Liu, 2017; Radun et al., 2017; Garcia-Freitas et al., 2018).
Machine learning algorithms are normally used to combine a set of prede-
fined features with the purpose of estimating quality differences. For instance,
in (Menor et al., 2016) the following parameters where estimated and combined
using a neural network to estimate video quality of compressed video sequences:
jerkiness, blur, blockiness, luminance distortion, chrominance distortions and
temporal distortions. In (Torres-Vega et al., 2017), deep learning has been used
for the quality assessment of live video streaming. A machine learning tech-
nique called extreme learning machine is employed in (Wang et al., 2016) in
the pooling strategy. In (Kim and Lee, 2017), a convolutional neural network
is used to predict the visual weight of each pixel based on the error map.
To the best of our knowledge, only few methods in the literature explicitly
use content information for video quality assessment. For instance, (Feghali
et al., 2007) use PSNR, frame rate and average motion magnitude to estimate
quality of low resolution video sequences. In contrast to our proposed method,
(Feghali et al., 2007) do not take into account the saturation effect of human
vision which is better modeled by using a S-shape function (Huynh-Thu and
Ghanbari, 2008; Ou et al., 2011). Another disadvantage of their approach
is that PVQ is affected by both spatial and temporal characteristics of the
video sequence (Le-Callet et al., 2007) and the average motion magnitude is
not enough for accounting video content characteristics. (Khan et al., 2009)
acknowledged the importance of content related indices as they investigated
the impact of packet loss on video by identifying minimum quality require-
ments of the system under specific video content. However, that work does not
specifically propose a VQM. (Garcia et al., 2010a) used content related indices
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extracted from the encoded data (block based motion vectors, discrete cosine
transform coefficients, number of macro blocks per frame) and the bit-rate for
modeling the quality of high definition compressed video sequences but, unlike
the proposed method, the method proposed in (Garcia et al., 2010a) needs
prior information about the testing data which in general is not available.
(Rodriguez et al., 2014) investigated the impact of video content preference
in measuring the quality of video streaming applications. The method uses a
non-linear combination of the following technical parameters as quality index:
number, duration and temporal location of pauses that occur during a video
streaming transmission. Additionally, a so-called content preference function is
used to adjust the quality index value. Unlike the proposed method, the scheme
of (Rodriguez et al., 2014) needs to store video content preferences and classify
beforehand each source sequence into one of the content-type categories defined
by the authors (sports, news, or documentary) which in general is unpractical in
the design of VQMs (Garcia et al., 2010a). Recently, (Ou et al., 2014) proposed
a measure for estimating the quality of compressed video sequences by using
quantization step of the coder, normalized motion activity, standard deviation
of frame differences, Gabor features, spatial and temporal resolution. The
measure estimates 3 different mapping function parameters using the linear
combination of content related indices. Although their measure is similar to
the method considered in our work, it has several comparative drawbacks. For
instance, the measure of (Ou et al., 2014) uses what the authors call normalized
MOS which depends on the perceived quality of the video sequence under
maximum spatial resolution, maximum frame rate and minimum quantization
level, which in general are not available for typical video-based applications.
Also, the measure of (Ou et al., 2014) is highly dependent on the range of
spatial resolutions and frame rates used during the training phase.
Our method is based on the work of (Korhonen and You, 2010) who propose
a measure that combines the standard deviation of Sobel filtered images, the
standard deviation of frame differences and PSNR for estimating the quality of
three source sequences from the CIF EPFL-PoliMI Video Quality Assessment
Database (De-Simone et al., 2009). In that work an exponential function was
used as mapping function which, unlike our proposed method, does not take
into account the saturation effect of the human vision. In addition, (Korhonen
and You, 2010) test linear models of one independent variable from a set of
four content related indices. By contrast, we test linear combinations of two
independent variables from a set of 105 selected content related indices includ-
ing both spatial and temporal information axes in the parameter estimation
agreeing with the fact that PVQ is affected by both types of content related
indices (Le-Callet et al., 2007). Finally, compared to the measure of (Korhonen
and You, 2010) which used only three source sequences for testing, our study
presents a stronger statistical analysis based on the results obtained on five
different video quality databases (102 source sequences).
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3.2.2 Effects of video content on video quality measures
In this thesis, we explore the relationship between PVQ and VQMs
(SSIM (Wang et al., 2004), SOVQM (Pinson and Wolf, 2004a), VQAD (Li
et al., 2011b) and PSNR) under varying content (different source sequence).
First we explore the most appropriated mapping function VQM→DMOS by
considering the following twelve linear and nonlinear monotonically decreas-
ing/increasing functions: (a) linear, (b) quadratic, (c) cubic, (d) exponential,
(e) logistic, (f) hyperbolic, (g) cosine, (h) logarithmic, (i) rational, (j) comple-
mentary error, (k) complementary cumulative raised cosine, (l) complementary
cumulative log-laplace. Previous listed functions were selected based on inspec-
tion of the experimental data computed on the IRCCyN IVC 1080i video quality
database (Pechard et al., 2011). We select from the set of listed functions, the
function with the best fit to the data by means of statistical analysis. Specifi-
cally, the selection was performed by using multiple statistical comparisons as
discussed in (Garcia et al., 2010b) and Section 2.3. The objective of this test
is to determine if we may conclude from the data that there are differences in
terms of performance among the tested functions. The performance is mea-
sured using the correlation indices described in Chapter 2. From the multiple
statistical comparisons we found that the best performing functions are:
• for PSNR: (b) quadratic, (c) cubic, (i) rational, (j) complementary error
and (k) complementary cumulative raised cosine (correlations higher than
92%);
• for SSIM: (b) quadratic, (c) cubic, (j) complementary error and (k) com-
plementary cumulative raised cosine (correlations higher than 90%);
• for SOVQM: (b) quadratic, (c) cubic, (e) logistic, (j) complementary error
and (k) complementary cumulative raised cosine (correlations higher than
93%);
• for VQAD: (a) linear, (b) quadratic, (c) cubic, (e) rational, (j) comple-
mentary error and (k) complementary cumulative raised cosine (correla-
tions higher than 90%).
The listed functions above are the best performing functions tested in the
different VQMs, i.e., there are no significant differences between them (p-values
higher than 0.1) but they perform significant better than the other tested func-
tions (p-values lower than 0.05). Although (a) linear, (b) quadratic, (c) cubic
and (i) rational perform well, they do not account for the saturation effect
of the human vision which is a very important effect when measuring PVQ.
That is, the human vision has little sensitivity to small changes in quality in
the ranges of very low or very high levels of image quality (Haakma et al.,
2005). Therefore, a S-shape function is more desirable, e.g., (e) logistic, (j)
complementary error or (k) complementary cumulative raised cosine, to take
into account the saturation effect of human vision. Note that some public
video quality databases includes only 4 distortion levels per scene (e.g., IRCCyN
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IVC Influence Content (Pitrey et al., 2012)), which greatly limits the num-
ber of data points available in the training process. That is, due to limita-
tions in the current available data, it is inconvenient to model the relationship
VQM→DMOS with more than 2 parameters. Therefore, it is important to
keep the number of parameters limited for avoiding over fitting and poor gen-
eralization power of the trained models.
Therefore, following the above multiple statistical comparisons and taking
into account the saturation effect of the PVQ as well as the limitations due to
number of data points, we choose the complementary error function for the 4
tested VQMs. The complementary error function is defined as











where a = [a1, a2]T is a vector of parameters with the best fit to the data. a1









The parameters of this function can be related to the saturation effect of hu-
man vision and the rate of change between the VQM and the PVQ which
are the most affected parameters under different source video (Korhonen and
You, 2010). On the one hand, the rate of change controls how fast the VQM
should drop or rise depending on the content, i.e., it controls the rate between
DMOS/VQM. From the PVQ point of view, it is the minimum change in the
VQM to get a perceived quality difference. For instance, for a high textured
sequence (natural scenes) the rate of change should be smaller than for a low
textured sequence (cartoon scenes) because distortions are easier to perceive in
the former type of scene. On the other hand, the saturation effect of human
vision is controlled by using the called halfway point of the S-shape curve. That
is, the VQM value in which (D)MOS equals to 0.5 (in a 0-1 (D)MOS range, see
Figure 3.2). From the PVQ point of view, it controls the saturation point of
quality, i.e., it controls where, in the VQM axis, the human vision has higher
sensitivity to small changes in quality.
(Huynh-Thu and Ghanbari, 2008) have studied experimentally the reach of
PSNR as VQM. The authors found that PSNR is a good indicator of quality
when the content and distortion type are fixed. For instance, Figure 3.2 shows
the plot of DMOS in function of PSNR for the six cases of source sequences from
the CIF EPFL-PoliMI Video Quality Assessment Database (see Appendix A.5
for detailed description of the tested sequences) (De-Simone et al., 2009). The
solid lines represent curves with the best fit to the data, i.e., pDMOS correlates
well with the DMOS. Each regression line (mapping function) was obtained by
using only the test sequences corresponding to the same source sequence. That
is, the points marked with the same symbol. The black line represents a curve
with the best fit to the whole set of data points. The PCC between the DMOS
and the data represented by the black line is 0.74, which is low for such a





















Figure 3.2: DMOS in function of PSNR. Each marker symbol represents a different
source sequence. The solid lines represent curves with the best fit to the data. The
















Figure 3.3: Framework of the proposed method. d and aˆ denote, respectively, the
numerical value of the quality measure and the estimated parameters for the mapping
function. aˆ is estimated by using the matrix A (obtained during the off-line training)
and SA (s) as well as TA (t).
small database (Keimel et al., 2009). If the regression line or mapping function
parameters are adapted to the current source sequence (non-black lines), the
PCC increases by 30%, i.e., PCC = 0.96. These results suggest that there
is a unique mapping function PSNR→DMOS when the reference content is
fixed, i.e., the parameters of the mapping function depend mostly on the video
content (Keimel et al., 2009). Also, (Keimel et al., 2009) stated that “even
simple measures can perform well when tuned to a specific source sequence”.
However in practical applications the parameters of the mapping function are
unknown a-priori. The challenge is therefore to find a method to adjust such
parameters automatically to the current spatio-temporal video content at hand,
i.e., the spatial activity and temporal activity of the source sequence.
3.3 Proposed method
Figure 3.3 shows the proposed framework for video quality assessment of com-
pressed sequences including content information. In the quality measure step,
a numerical VQM is computed on the reference (Y R) and compressed (Y C)
video sequences obtaining a numerical value d. We extract the content related
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indices from the reference sequence. Elements of vectors s and t are content re-
lated indices representing the spatial activity (SA) and temporal activity (TA)
of the video sequence, respectively. The SA and TA are used as input to the
parameter estimation block which is a simple linear model trained off-line using
a set of training samples (see Section 3.3.2 for implementation details). After-
wards, the estimated parameters and the VQM value are used as input to the
mapping function to estimate the quality of the corrupted sequence.
3.3.1 Off-line training for the proposed method
The purpose of the off-line training process is to estimate the coefficients of a
matrix A which is a parameter of the mapping function f (see Figure 3.3). The
training is performed using I source sequences and their J corrupted (distorted)
versions, thus a total of I × (J + 1) video sequences, for which the perceived
quality scores ((D)MOSi,j) are known. There, the matrix A describes the
relationship between the following three components: (1) the values of the
selected VQM computed for the training sequences, (2) the content-related
indices of the training sequences, and (3) the perceived quality of the training
video sequences ((D)MOS).
The off-line training starts by computing VQM values (di,j) between a ref-
erence sequence Y Ri and its corrupted versions Y Ci,j ∀j = 1, . . . , J, where J is
the total number of available corrupted sequences of the ith source sequence.
Thereafter, a non-linear regression method (in our case, the least absolute
residual method (Bloomfield and Steiger, 1980)) is applied between VQM val-
ues and the corresponding available set of (D)MOS values for the ith source
sequence. The result of the non-linear regression is the set of parameters (ai)
for the mapping functions tuned specifically on the ith source sequences (see
Figure 3.4(a)). si and ti are computed for the ith source sequence with the
purpose of characterizing the content information of the sequence (see Sec-
tion 3.3.2 for details about the content related indices si and ti). Afterwards,
the content related indices and the mapping function parameters (ai) are used
to find a function Θ(·) such that
I∑
i=1
‖ai −Θ(si, ti)‖ ≈ 0. (3.2)
Therefore, the problem is to select such a function that models the relationship
between the content related indices (si, ti) and the mapping function param-
eters ai. In this thesis, we use a linear model for simplicity and we leave the
model selection to future research. We will see later in Section 3.4 that higher
order models or different model estimation methodologies (e.g., support vector
regression) could lead to better results.
By assuming a linear model in Equation (3.2), we have the following simpli-
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Figure 3.4: Flow chart of the off-line training for the proposed method. (a) Off-
line training of the mapping function parameters ai for the ith training source se-
quence using J corrupted sequences of the same source and their (D)MOS values (set
(D)MOSi). (b) Off-line identification of the model to estimate A by using content
related indices si and ti using I different training source sequences.






∥∥∥∥∥∥ ≈ 0, (3.3)
where I is the number of available training source sequences (see Figure 3.4(b)).
Note that the performance of the method depends highly in the variety of
video content included during the training phase. For instance, if we train our
methodology using only high textured sequences (wild nature documentaries),
we expect that the unknown incoming sequences possess similar content related
characteristics to guarantee a similar performance compared with the training
phase. That is, we anticipate in this example a lower performance for low
textured sequences (cartoon sequences) than for high textured sequences.
In any case, after finding the matrix A during the off-line training, the model
is ready for evaluating an arbitrary unknown incoming sequence by applying the
following steps: (i) compute d value, s and t, (ii) compute aˆ = A[1, s, t]T , and,
(iii) predict the (D)MOS by mapping the obtained d value using the mapping
function and the estimated aˆ parameters, i.e., f(d; aˆ).
3.3.2 Implementation details
The implementation of the VQMs used in this work were obtained from the
web pages of the authors (SSIM (Zhou et al., 2014), VQM (Pinson and Wolf,
2004b), VQAD (Li et al., 2011a)), except for the PSNR which was computed
as






3.3 Proposed method 43







Y R(n,m, k)− Y C(n,m, k))2
for K frames of size N×M. L is the maximum intensity value of Y R. Note that
for PSNR as well as for SSIM the quality increases when the VQM increases
while for SOVQM as well as for VQAD the quality decreases when the VQM
increases. Therefore, we use f(x;a) for PSNR and SSIM and 1 − f(x;a) for
SOVQM and VQAD.
Currently we have explored content related indices extracted from
• pixel-wise differences (magnitude of spatial and temporal gradients),
• spatial dependencies of pixel values (Gray level co-occurrence matrix
GLCM (Randen and Husoy, 1999)),
• magnitude of optical flows (Lucas-Kanade algorithm (Barron et al.,
1992)),
• the magnitude of spatial Sobel filtered images and
• the magnitude of SI13 filtered images (SI13 filter is a spatial filter designed
specifically to measure perceptually significant edges by using a 13 pixels
filter (Pinson and Wolf, 2004a)).
In particular, the following statistics were extracted as content related indices:
energy, entropy, contrast, homogeneity as well as correlation per frame com-
puted from the GLCM (Randen and Husoy, 1999), descriptive statistics per
frame computed from
• the pixel-wise differences,
• the magnitude of optical flows,
• the magnitude of Sobel filtered images and
• the magnitude of SI13 filtered images.
The descriptive statistics are mean, median, standard deviation, skewness, kur-
tosis and total variation (sum of absolute values). Thereafter, the mean, the
standard deviation and the maximum of those descriptive statistics per frame
are computed as global content related indices.
That is, 15 content related indices on GLCM ({energy, entropy, contrast,
homogeneity, correlation}× {mean, standard deviation, maximum} = 15) and
18 content related indices on 5 spatial and temporal features ({mean, median,
standard deviation, skewness, kurtosis, total variation} × {mean, standard de-
viation, maximum}×{spatial pixel-wise differences, temporal pixel-wise differ-
ences, the magnitude of optical flows, the magnitude of Sobel filtered images,
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the magnitude of SI13 filtered images} = 18 × 5 = 90), resulting in a total of
15 + 90 = 105 content related indices.
Before showing the best performing linear models, we describe the individual
used content related indices:







where |SI13{Y R}(n,m, k)| is the magnitude of Y R filtered by using the
SI13 filter in the (m,n)th pixel of the kth frame (Pinson and Wolf, 2004a).
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)3/2 .









C(x, y, k) log (C(x, y, k)) ,
with C(x, y, k) representing a count of the number of times that
Y R(n,m, k) = x and Y R(n + ∆n,m + ∆m, k) = y in the kth frame,
where (∆n,∆m) ∈ {(0, 1), (−1, 1), (−1, 0), (−1,−1)} (Randen and Hu-
soy, 1999).






∣∣Y R(n,m, k)− Y R(n,m, k − 1)∣∣ .






∣∣Y R(n,m, k)− Y R(n,m, k − 1)∣∣ .
After introducing the individual content related indices, the best performing
linear models are described in the following paragraphs. For the VQAD case,
none of the tested linear combinations of content related indices performed well
in modeling the parameters of the mapping functions VQAD→DMOS.

































Figure 3.5: Scatter plot of (a) a1 in function of aˆ1 and (b) a2 in function of aˆ2 for
VQAD to DMOS mapping functions. The dots are the confidence interval for aˆ1 and
aˆ2. Note that the parameters in the plots were estimated using the databases IRCCyN
IVC 1080i and IVP described in Appendix A.5
For instance, Figure 3.5(a) and (b) show the plot of the parameters of
the mapping functions of VQAD measure (a1 and a2) versus the estimated





C(x, y, k) log (C(x, y, k))
and f2 is the mean across the time of the skewness computed on the tempo-
ral pixel-wise differences. Each circle represents the plot of ai optimized for
the ith source sequence versus the parameters estimated using the spatial and
temporal content related indices. The model in the Figure is the best perform-
ing linear combination of content related indices. However, this model show
a weak correlation between the estimated parameters and the tested indices
(PCC <0.6). This may be due to the complexity of the VQAD measure which
includes two different masking mechanisms (spatial and temporal masking) (Li
et al., 2011b). This kind of mechanism to mimic the visual system makes it
more difficult to identify the relationship between the VQM and DMOS under
varying source sequence.
For the remaining VQMs, we have proposed the following model that com-
bines spatial and temporal content related indices for computing the parameters
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Figure 3.6: Scatter plot of (a) a1 in function of aˆ1 and (b) a2 in function of aˆ2 for
PSNR to DMOS mapping functions. The dots are the confidence interval for aˆ1 and
aˆ2. Note that the parameters in the plots were estimated using the databases IRCCyN
IVC 1080i and IVP described in Appendix A.5
where αp,q∀ p, q are estimated off-line for each VQM as explained in Sec-
tion 3.3.1. Some of the parameters are set to zero depending on the VQM.
For instance, based on experimental results, we found that among the content
related indices tested in this thesis, the following are good predictors for the
parameters of the mapping function PSNR→DMOS (Figure 3.6):
aˆ1 = α1,0 + α1,1s1 + α1,4t1
aˆ2 = α2,0 + α2,2s2 + α2,3s3.
For SSIM and SOVQM we have also explored different linear combination of
content related indices and we found that the models in Figures 3.7 and 3.8
are the best performing models for the parameters of the mapping functions
SSIM→DMOS and SOVQM→DMOS, respectively. The dots in Figures 3.5,
3.6, 3.7 and 3.8 are the confidence intervals computed for aˆ1 and aˆ2. That is, it
is very likely that aˆ1 and aˆ2 lie within the confidence interval for an incoming
test sample. This can be used as an indication of stability of the model. For
instance, the model in Figure 3.6 is more stable and accurate than the models
in Figures 3.5, 3.7 and 3.8 because the interval that contains the true value
for aˆ is smaller for PSNR model than for SSIM, SOVQM and VQAD. That is,
the prediction error between a and aˆ is smaller in PSNR model than SSIM,
SOVQM and VQAD models. This can be shown as well with the respective
PCC values also shown in the plots.
From the confidence intervals we can conclude that the proposed method is
going to perform well using PSNR but not using the other tested VQMs. That
is, the model using PSNR is the only one able to predict proper parameters for
the mapping function in the tested samples. The other models are expected to










































Figure 3.7: Scatter plot of (a) a1 in function of aˆ1 and (b) a2 in function of aˆ2 for
SSIM to DMOS mapping functions. The dots are the confidence interval for aˆ1 and
aˆ2. Note that the parameters in the plots were estimated using the databases IRCCyN
IVC 1080i and IVP described in Appendix A.5
perform poorly because they predict parameters with very large errors degrad-
ing even the performance of the VQM as the results will show later. The poor
stability of VQAD, SSIM and SOVQM models show a potential disadvantage
of the proposed method because it means that there is not guarantee of find-
ing a relationship VQM→DMOS under different source reference for particular
measures (at least not with the content related indices tested in this work).
Additionally, the trend of the data points for the parameter aˆ2 shows that this
parameter is better modeled by using an exponential like function than by a
linear model. Nevertheless, we will show later in Section 3.4 that the proposed
method has also major advantages when the VQM is a TPB method such as
the PSNR.
3.4 Results and Discussion
In this Section, we present and discuss the obtained results. After that, in
Section 3.4.2 we introduce a novel method for selecting the distorted videos
for a subjective test of video quality such that their perceived quality is uni-
formly distributed over the whole quality range (e.g. measured DMOS values
uniformly sample the range of 1 to 100).
3.4.1 Evaluation of the proposed method
We add the prefix letter C (standing for content-aware) to every VQM acronym
with the purpose of differentiating between the performance of the original
VQM and the same measure using our proposed method, e.g., PSNR is the
original VQM and CPSNR is the quality prediction by using the VQM and the
proposed method.






































Figure 3.8: Scatter plot of (a) a1 in function of aˆ1 and (b) a2 in function of aˆ2 for
SOVQM to DMOS mapping functions. The dots are the confidence interval for aˆ1
and aˆ2. Note that the parameters in the plots were estimated using the databases
IRCCyN IVC 1080i and IVP explained in Appendix A.5
Figure 3.9 shows the performance of the considered VQMs discussed in Sec-
tion 3.3.2. Databases IRCCyN, IVP are used for appraising the performance
indices (PCC, SROCC, RMSE and MAE, see Section 2.3). Note that the
performance for PSNR, SSIM, SOVQM and VQAD were computed after fit-
ting the selected mapping function without using any content information, i.e.,
αi,j = 0 for i = 1, 2 and j = 1, . . . , 5. For comparing the performance between
the VQMs, we use cross validation with a repeated random sub-sampling pro-
cedure using 100 iterations as discussed in (Witten et al., 2011). At every
iteration, the total number of 30 source contents on IRCCyN and IVP databases
is randomly split into two mutually exclusive sets, termed training and vali-
dation sets. The coefficients of the matrix A are estimated with the training
set (18 sequences) and the accuracy is assessed by using the validation set (12
sequences). The partition is made such that the training phase has always
6 source sequences from IVP database and 12 source sequences from IRCCyN
database with the purpose of producing equal proportions of each database.
Scatter plots (a), (b) and (c) in Figure 3.9 show the PCC and the SROCC
as well as their confidence intervals computed for the considered sets of the test
sequences where the value of 1 indicates high correlation and 0 is no correla-
tion between the tested quality measure and the DMOS. In the scatter plots,
the closer the data points to the top right corner, the better the VQM perfor-
mance. For instance, the best performing methods according to the plots are
SOVQM followed by CPSNR (PSNR using the proposed method), CSOVQM
and VQAD. Noteworthy is that the performance of PSNR increases from 0.68
to 0.80, i.e., about 17% (30% in linear Fisher’s Z) by the proposed method,
confirming the power of the proposed approach in TPB methods (the increase
was computed as explained in Chapter 2).
There is an increase from 0.67 to 0.72 in the correlation between DMOS
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Figure 3.9: Performance of the considered video quality measures appraised on
IRCCyN and IVP databases. The proposed method is named CPSNR, CSSIM,
CSOVQM and CVQAD (we add the prefix letter C to every VQM acronym). Scatter
plots of PCC and SROCC for (a) All data, (b) IRCCyN and (c) IVP. Scatter plot of
MAE and RMSE for (d) All data, (e) IRCCyN and (f) IVP.
and CSSIM compared to SSIM, i.e., about 7% (12% in linear Fisher’s Z). Even
though the model in Figure 3.7(b) does not predict accurately the a2 parameter,
the proposed method is still able to increase the performance. This increase is
due to the fact that changes in the x-axis bias are more significant than those
due to the rate of change because changes in the x-axis bias normally result in
larger errors. Also, since the model to estimate the x-axis bias (Figure 3.7(a))
fits better the parameter, the model is able to compensate for those large
errors increasing the performance of the metric. However, this increase is not
significant compared with the performance of the other tested VQMs.
Figure 3.9(d), (e) and (f) shows the scatter plot of RMSE and MAE com-
puted for the considered test sequences where the value of 0 means no dif-
ference between the tested quality measures and the DMOS. Here, the closer
the data points to the bottom left corner, the better the VQM performance.
For instance, the best performing methods according to the plots are SOVQM
followed by VQAD and CPSNR. Comparing the MAE of the best performing
measure using the proposed method (CPSNR) and the other considered qual-
ity measures, we found that the proposed method is competitive with SOVQM
as well as VQAD. The MAE between DMOS and the pDMOS obtained using
CPSNR, SOVQM as well as for VQAD is lower than 0.1. That is, the predicted
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DMOS computed with one of those quality measures is expected to be deviated
±10% from its real value. Therefore, the results show that we can perform as
well as the state-of-the-art methods to predict quality of corrupted sequences
by using a very simple measure.
As expected, the performance of the SOVQM and VQAD metrics is higher
than the performance of the CSOVQM and CVQAD because the estimated
model does not accurately express the relationship between VQM and DMOS
under different source sequence (cf. confidence intervals Figure 3.5 and 3.8).
The decrease in performance of CSOVQM and CVQAD with respect to their
non-content-aware counterparts is mainly due to the poor generalization power
of the selected models for these measures. For instance, by exploring the PCC
in the training phase, we have PCC = 0.85 for the SOVQM and PCC = 0.86 for
the CSOVQM. That is, there is an increase in performance by using content
information in the training samples. However, in the testing phase we have
PCC = 0.85 for the SOVQM and PCC = 0.82 for the CSOVQM. This shows
that there is an increase in performance by adding degrees of freedom (from two
parameters for SOVQM to six for CSOVQM) to the fitting function (training
results) but it also suggests a poor generalization power of the model due to the
mechanisms to mimic the visual system used by these VQMs (testing results).
The results of the proposed methodology on SOVQM and VQAD show
that it is difficult to find a model for predicting the parameters of the mapping
function to compensate for content information. This is mainly because those
metrics use complex mechanisms to mimic the visual system increasing the
complexity of the relationship VQM→DMOS under different source sequence,
thereby increasing also the complexity of the modeling procedure. This can be
a disadvantage because there is no guarantee of finding a model for every VQM.
Therefore, the study of different strategies to address this content dependency
is proposed as future work. For example, the parameter estimation can be
improved by using higher order models or different model estimation method-
ologies (e.g., support vector regression). Additionally, it would be of interest
to minimize the errors between p(D)MOS and (D)MOS during the parameter
estimation instead of solving the problem of Equation (3.2).
In summary, for PSNR is easy to model its relationship with DMOS under
different source sequence but it is more difficult to model such a relationship
for the other VQMs. The results suggest that TPB methods are more suitable
for the proposed method than for the other tested VQMs. Since the IRCCyN
and IVP databases were used during the content related indices selection, we
use other three sets of data to validate our method with the purpose of avoid-
ing cross-validation errors. In particular, we use the IRCCyN IVC Influence
Content database (Pitrey et al., 2012) as well as the CIF and 4CIF EPFL-PoliMI
Video Quality Assessment Database (De-Simone et al., 2009). Note that,
these databases were not used in the entire process of model training, con-
tent related indices and/or mapping functions selection, i.e., we use a training,
validation and test sets to measure the performance of the proposed method.
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Table 3.2: Performance of considered video quality metrics appraised on IRCCyN IVC
Influence Content as well as CIF and 4CIF EPFL-PoliMI Video Quality Assessment
Database.
IRCCyN IVC Influence Content
Method RMSE MAE PCC SROCC
PSNR 0.118 0.091 0.833 0.837
SSIM 0.190 0.161 0.462 0.508
SOVQM 0.082 0.062 0.941 0.916
VQAD 0.073 0.056 0.924 0.942
CPSNR 0.095 0.072 0.896 0.891
CIF EPFL-PoliMI
RMSE MAE PCC SROCC
0.254 0.208 0.601 0.692
0.325 0.279 0.697 0.722
0.139 0.115 0.933 0.927
0.149 0.125 0.913 0.918
0.162 0.123 0.865 0.854
4CIF EPFL-PoliMI
RMSE MAE PCC SROCC
0.218 0.176 0.676 0.764
0.293 0.255 0.731 0.750
0.230 0.203 0.895 0.928
0.110 0.094 0.951 0.967
0.150 0.121 0.879 0.892
Since we have shown that the proposed method has major advantages in
TPB methods, we further validate only the proposed method in PSNR and
we compare with the other tested VQMs. That is, we compare between the
following methods PSNR, SSIM, SOVQM, VQAD and CPSNR on the IRCCyN
IVC Influence Content database (Pitrey et al., 2012) as well as on the CIF and
4CIF EPFL-PoliMI Video Quality Assessment Database (De-Simone et al.,
2009). The results of this test are shown in Table 3.2. The performance ap-
praised on the IRCCyN IVC Influence Content database is high for most of
the tested VQMs except the SSIM. This can be due to the fact that SSIM
is computed frame by frame and the global quality measure is given by the
average over all frames which can lead to big estimation errors because it is
well-known that the average is highly affected by the distribution of the data
which may not take into account the PVQ distribution across time (Keimel
et al., 2010). We attribute the good performance of the other quality measures
(even PSNR with PCC equal to 0.833) to the fact that the motion distribution
of the sequences is not very diverse. In fact, most of the sequences are located
within a small interval of TA (TA lower than 15, cf. Figure A.10) compared
with the other databases. This makes computing the predicted quality mea-
sures easier because the more similar the content related indices between the
sequences the more similar the parameters of the mapping function. That is,
only one mapping function would be necessary to fit the data points. However,
by using the proposed method (the same model as estimated using IRCCyN and
IVP databases, cf. Section 3.3.2), we can still achieve higher performance than
PSNR with an increase of 7.5% (21% in linear Fisher’s Z) in PCC as well as in
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Table 3.3: Time ratio with PSNR. The time ratio is computed for algorithms running










SROCC and a decrease of 20% in RMSE as well as in MAE.
We can draw a similar conclusion by exploring the results on the CIF and
4CIF EPFL-PoliMI databases (cf. Table 3.2). PSNR and SSIM are still the
worst performing quality measures because their results are highly variable
from database to database, i.e., there is little generalization power on these
two VQMs. We also found that CPSNR performs better than PSNR increasing
the PCC as well as SROCC in 16% (42% in linear Fisher’s Z) and a decrease
higher than 30% in RMSE as well as in MAE. These results agree with the
results shown in Figure 3.9. Furthermore, since these databases (IRCCyN IVC
Influence Content, CIF and 4CIF EPFL-PoliMI) contain video sequences with
spatial as well as temporal resolutions different from the ones used to train the
CPSNR model, and the distortion types are different compared with the IRCCyN
and IVP databases (see the database descriptions in Appendix A.5), we can
conclude that the proposed method and the parameters obtained during the
training phase work under different scenarios. This indicates that the proposed
method can be used over different range of spatial and temporal resolution as
well as distortions types. However, the effect of changing the type of distortion
requires further study because in the CIF and 4CIF EPFL-PoliMI databases
only a simulation of packet loss over the sequences compressed using H.264
codec is added compared with the compressed sequences using the same codec
in the training data. That is, there is a strong relationship between the two
types of distortion in these databases. Therefore, more research is necessary to
determine if the proposed method is able to handle different distortions types.
Table 3.3 shows the computational time measured in Matlab using a Laptop
with CPU intel core i3 2.27GHz and 4GB ram for 250 frames of size 768× 432.
Even though the proposed method does not have the highest performance
among the tested methods, the CPSNR computational time is only 2 times
higher than the PSNR (being the PSNR the fastest method [see Table 3.3]).
This is a low computational time compared with the other state-of-the-art
VQMs which use 8 times (or more) the computational time of the PSNR. That
is, the computational time used for the content related indices is comparable
with the computational time used for PSNR. We further study the computa-
tional time of CPSNR in Appendix C. Thus, the proposed method (CPSNR)
has lower computational complexity compared to SOVQM, VQAD and other





































Figure 3.10: DMOS in function of PSNR. Each marker symbol represents a different
reference source sequence (a) hall (De-Simone et al., 2009), (b) concert (Pechard et al.,
2011), (c) stockholm-travel (Pechard et al., 2011). The solid lines represent curves
with the best fit to the data. (a) Example of well distributed subjective quality scores,
(b) and (c) examples of subjective quality scores distributed over small perceived
quality region.
more sophisticated methods such as MOVIE, wTQM, wSSIM (Li et al., 2011b;
Ortiz-Jaramillo et al., 2014a). This is a major computational advantage be-
cause the method is based on very simple operations which are used to char-
acterize the content of the video sequence instead of computing more complex
features in local blocks (SSIM and SOVQM) or trying to mimic the human
visual system (MOVIE, wTQM and wSSIM) which in general is computation-
ally more complex (Li et al., 2011b; Ortiz-Jaramillo et al., 2014a). The results
show that the proposed method (CPSNR) is competitive with current state-of-
the-art VQMs as far as prediction accuracy is concerned. However, this good
performance is achieved with a significantly reduced computational time.
The main drawback of the proposed method is that an off-line training with
enough samples representing the wide range of quality levels, extent of details
and motion is needed. That is, the performance of the method depends highly
on the variety of video content included during the training phase. This issue is
currently difficult to address due to the lack of public databases fulfilling such
requirements (Winkler, 2010).
3.4.2 Selecting test sequences for subjective experiments
When designing a subjective study for video quality assessment, preparation
of corrupted video sequences (test stimuli) to be rated by human subjects is a
challenging task because they affect the usefulness of the collected human data.
This usefulness is reflected by whether or not the resulting (D)MOS scores are
uniformly distributed over its entire range, which depends completely on the
selected acquisition, processing and technical parameters (Kumcu et al., 2015b).
It is known that such parameters (e.g., noise, blur, compression rate, PSNR
value, among others) are often non-linearly related to PVQ and the model of
the relationship may be unknown a-priori.
Figure 3.10 shows plots of DMOS in function of PSNR for different cases of





































Figure 3.11: DMOS in function of PSNR. Each marker symbol represents a dif-
ferent reference source sequence (a) duck-fly, (b) stockholm-travel, (c) fountain-man
sequences (Pechard et al., 2011). The solid lines represent curves with the best fit to
the data. The dotted lines represent curves estimated by using the proposed method.
The crosses are projections of PSNR values selected by using the estimated curve on
to the mapping function specifically tuned to the source sequence. Horizontal dashed
lines divide the DMOS axis equally in steps of 0.1.
source sequences, taken from IRCCyN and CIF EPFL-PoliMI databases. These
examples illustrate the drawbacks of current selection of distortion levels for
subjective studies, which are mainly due to the lack of standard procedures
for this selection. For instance, Figure 3.10(a) shows an example of subjec-
tive quality scores distributed over the (quasi)linear range of the relationship
DMOS-PSNR. Note that this is not yet an optimal selection of test sequences
because there are corrupted sequences with almost the same DMOS for the
same source sequence and it would be more desirable to have DMOS values
in the saturation range as well (Winkler, 2010; Kumcu et al., 2015b) (e.g.
DMOS> 0.9). In Figure 3.10(b) and (c) quality levels are almost exclusively
located in the low saturation range, i.e., the data has too little variety in DMOS.
To address the problem of adequate parameter selection for the test stimuli,
(Kumcu et al., 2015b) have proposed a method for modeling the relationship be-
tween parameter levels and PVQ using a paired comparison procedure in which
subjects judge the perceived similarity in quality (Kumcu et al., 2015b). Their
results indicate that the obtained subjective scores were well distributed over
the entire DMOS range. Nevertheless, that method requires a small subjective
pre-study (pilot study) for modelling the relationship between parameter levels
and PVQ. This can be a disadvantage because, although it is a small experi-
ment, it is still time consuming and highly subjective for the initial selection
of the distortion levels. Instead, we propose to use CPSNR for the selection
of the distortion levels because a pilot study is not necessary. In the following
paragraphs we give a detailed description of our proposed method of parameter
selection for the test stimuli by using some test samples and PSNR as technical
measure.
For a given source sequence, it is possible to select a uniformly sampled
DMOS domain by applying the following steps: (i) compute s and t, (ii) com-
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pute aˆ = A[1, s, t]T , (iii) divide the DMOS axis equally using the desired step
size, and (iv) use the estimated parameters aˆ as well as the divided DMOS axis
to obtain the corresponding PSNR values, i.e., the appropriate set of distortion
levels. Thereafter, distorted sequences are generated to correspond to these
PSNR values.
To illustrate the method, we use three source video sequences taken from
IRCCyN database together with their distorted versions. Figure 3.11 shows ex-
amples of DMOS in function of PSNR for the different reference source sequence
(a) duck-fly, (b) stockholm-travel, (c) fountain-man sequences. The markers
(squares, triangles and diamonds) are the scatter plots of DMOS scores from
the IRCCyN database and the corresponding PSNR values computed between
the source (reference) and the distorted sequences. The solid lines represent
curves with the best fit to the data points, i.e., the “true” model between
PSNR→DMOS. We call it “true” model because the mapping function was
specifically tuned to the source content using the DMOS obtained through sub-
jective evaluation. The dotted lines represent curves estimated by using the
proposed method, i.e., we use the model shown in Figure 3.6 and the content re-
lated indices extracted from the example sequences to compute the parameters
of the mapping function PSNR→DMOS. To obtain a roughly equally sampled
DMOS space, we divide the DMOS axis equally in steps of 0.1 (see horizontal
dashed lines in Figure 3.11). Then, we use the curves represented by the dotted
lines to obtain the preferred PSNR values that should be obtained between a
distorted sequence and the given reference sequence.
Figure 3.11(a) and (b) show two examples where the proposed method was
able to recommend PSNR values that divide the DMOS domain equally as it is
desirable (Winkler, 2010; Kumcu et al., 2015b). Figure 3.11(c) shows an exam-
ple in which the proposed method does not divide the DMOS domain equally,
i.e., the points are not equally distributed over the whole perceived quality
range. In any case, the plots show that the selected values using the proposed
method (crosses) are more uniformly distributed in the DMOS axis than the
ones selected in the original database (squares, triangles and diamonds).
To illustrate the potential of this method, we use the experimental CPSNR
data shown in Table 3.2 MAE columns, i.e., the MAE value achieved by using
the CPSNR tested on the IRCCyN IVC Influence Content as well as the CIF
and 4CIF EPFL-PoliMI databases. Even though the MAE is estimated by
using the model trained with IRCCyN and IVP databases, the CPSNR has MAE
value of 0.072 when the distortion type is the same as in the training phase
(IRCCyN IVC Influence Content [compression with H.264 codec]) and 0.12
when the distortion type is different (CIF and 4CIF EPFL-PoliMI [compression
with H.264 codec + packet loss]). This suggests that the expected error between
the obtained DMOS using the recommended PSNR and the DMOS that is
going to be obtained through the subjective evaluation is ±7.2% and ±12%
from its real value when the distortion type is the same as the training and the
distortion type is different from the training, respectively.
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3.5 Conclusions
In this Chapter we proposed a method to advance existing VQMs by intro-
ducing content related indices in their computation. The proposed method is
based on observations made from the changes of VQMs in function of (D)MOS
under varying content. In this work PSNR, SSIM, SOVQM, as well as VQAD
and statistics of images filtered with SI13 filter, temporal gradients as well as
spatial dependencies of pixel values were used as VQMs and content related
indices, respectively, with the purpose of illustrating the potential of the pro-
posed method. In particular, our method involves the off-line training of the
parameters of the complementary error function. We have found that the linear
combinations of spatial and temporal activity (SA, TA) are good predictors of
such parameters. However, we have also found that when the VQM includes
some mechanisms to mimic the human visual system, it is more difficult to
model the changes in predicted quality.
The results show that our method performs well over multiple types of
video content, spatial and temporal resolutions. Experiments over five differ-
ent public video quality databases demonstrate that the proposed method is
competitive with current state-of-the-art methods. Also, since the proposed
method is based on simple operations, it has shown to be faster and simpler
than current state-of-the-art methods. Moreover, since many video-related
systems today already rely on PSNR to perform video quality estimation, the
proposed PSNR-based method is easy to incorporate into those systems. Ad-
ditionally, the proposed method has been shown to be generic for including
different nonlinear functions, video quality measures, and/or video content re-
lated indices. Also, CPSNR has shown to be of particular interest because it
is possible to estimate PSNR→DMOS curves that can be used to preselect the
levels of video distortion in the preparation of subjective studies.
Another contribution of this chapter is the evaluation of four of the most
well-known state-of-the-art VQMs (PSNR, SSIM, SOVQM and VQAD) on five
different public video quality databases. This is a major contribution because
even though these VQMs are the most well-known and widely used, the VQMs
are often tested on databases with only a small variety in content, few test-
ing samples and/or data which is not publicly available. Here, we have in-
cluded databases with notably more testing samples than other work currently
presented in the state-of-the-art: 696 distorted sequences from 102 source se-
quences under different temporal and spatial resolutions. That considered, the
results presented in this work can be used as a reference when evaluating newly
developed VQMs.
The contributions reported in this Chapter resulted in two international
conference proceedings (Ortiz-Jaramillo et al., 2014a, 2015c), and one peer-
reviewed journal paper (Ortiz-Jaramillo et al., 2016b). Additionally, this work
has been successfully demonstrated in the Imec Technology Forum 2017 (cf.
Appendix C) attracting interest from several companies and in relation to sev-
eral use cases; the follow-up discussions are ongoing.
4
Evaluation of contrast ratio
changes in images
4.1 Introduction
In this Chapter image differences are accounted in terms of perceived con-
trast ratio changes between the test image and the reference image (standard
sample). Contrast is a concept that has an intuitive meaning but that has
been defined in different ways depending of the context. Particularly, in the
image fidelity assessment field contrast is defined as the visual property that
makes a structure of interest distinguishable from the background. This is
a very important characteristic of many image based systems. For instance,
during interventional X-ray image acquisition, specific areas (regions of inter-
est) of the acquired/current image are analyzed to determine the detectabil-
ity/visibility of the diagnostically relevant details (foreground). Afterwards,
the perceived (subjective) visual fidelity of the current image is estimated by
comparing the detectability values of the current image to those of the standard
(reference) image samples where, according to the interventionalists, the diag-
nostically relevant details are presented under “ideal” detectability conditions.
Here, the contrast ratio is used to compute the visibility of the foreground
given the background. Another example is in multiview imaging where color
correction (Fezza et al., 2014) and contrast enhancement techniques (Palma-
Amestoy et al., 2009; Bertalmio et al., 2009) are often used to adjust the con-
trast, brightness and/or color settings of the cameras and/or displays. It is well-
known that the behavior of these techniques highly depends on the accuracy
of the computation of image features such as contrast ratio (Palma-Amestoy
et al., 2009). Therefore, it is crucial to have an accurate measure of contrast
ratio for improving and evaluating color correction and contrast enhancement
techniques. In this case, contrast ratio values are used to compare selected
areas of a test image with respect to the contrast values of certain defined ref-
erence image, e.g., an image acquired under “ideal” conditions. For example,
the contrast ratio values of every view in a multi-camera system are typically
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compared and adjusted with respect to the contrast ratio values of the image
acquired with the camera defined as the reference camera (Zhao et al., 2013).
There is no standard procedure to measure contrast ratio in images (Panetta
et al., 2013). Hence, several measures have been proposed (Panetta et al., 2013;
Pedersen et al., 2008). For example, in (Agaian et al., 2000), (Agaian et al.,
2007) and (Panetta et al., 2013) measures based on conventional contrast ratio
formulas were proposed. Those measures use Simple, Weber’s and Michelson’s
contrast ratio formulas on non-overlapping image patches to compute the con-
trast ratio index for a given image, termed Simple contrast based Measure of
Enhancement (SME) (Panetta et al., 2013), Weber contrast based Measure of
Enhancement (WME) (Agaian et al., 2000) and Michelson contrast based Mea-
sure of Enhancement (MME) (Agaian et al., 2007). Another methodology is
to decompose the image into a pyramidal structure by filtering. Thereafter, the
contrast ratio is estimated by dividing each pixel value of the filtered images
by the average intensity of the current decomposition level (Peli, 1997), termed
Peli’s contrast. A very popular and efficient implementation of Peli’s contrast
is the Wavelet implementation presented in (Provenzi and Caselles, 2014), here
termed Peli’s wavelet contrast measure (PWC).
In general, the state-of-the-art measures are based on measuring the relative
difference between dark and light intensity points of local image patches and/or
image sub-bands (Pedersen et al., 2008). However, such techniques fail to accu-
rately compute the contrast ratio when complex backgrounds are present (e.g.
highly textured images) because it is known that the detectability/visibility of
a human observer is influenced by the surrounding local content (Pedersen
et al., 2008; Panetta et al., 2013). That is, the contrast ratio is influenced by
the local distribution of pixel values (Provenzi and Caselles, 2014). In gen-
eral, the local content of an image patch is classified either as flat, textured or
edge. Flat areas are of not interesting because there are no changes in intensity.
Also, human observers detect more easy contrast changes in patches with local
intensity discontinuities (edges) than in other image patches, e.g., textured or
flat patches (Provenzi and Caselles, 2014).
Therefore, we propose to estimate the contrast ratio in local image patches
by taking into account the local changes around the edges. We use Weber and
Michelson contrast ratio formulas on each patch to simulate the cases where
a small structure of interest (edge) is present on a uniform background or a
square-wave grating of one cycle, respectively (Zuffi et al., 2007). Although in
practice the background is typically not uniform, we have found that the edges
in local image patches can be characterized by bimodal histograms representing
a set of pixels likely to be inside the foreground (edge pixels) and another set
likely to be in the background. Then, the local contrast ratio can be estimated
using the ratio between mean intensity values of each mode of the histogram.
This process is performed over the entire image with a sliding window resulting
in a contrast ratio per pixel, termed contrast ratio map. Thereafter, statistics
of the contrast ratio map are used as a overall contrast ratio index.





Figure 4.1: Images used in standard definitions of contrast ratio. (a) Weber’s and
Simple, (b) Michelson’s and (c) root mean squared contrast ratio formulas.
(TID2013 (Ponomarenko et al., 2015) and CSIQ (Larson and Chandler, 2010))
to demonstrate that the proposed measure is able to accurately predict image
changes due to contrast decrements and increments typically reported by a
human observer. Our experimental results show that the proposed method
agrees with human judgment (correlation between the subjective scores and the
proposed measure exceeds 90%). Additionally, we have tested our methodology
on a real case scenario (detection of changes in contrast level in interventional x-
ray images acquired at varying radiation dose) (Ortiz-Jaramillo et al., 2015b,a).
Particularly, we used two static anthropomorphic chest phantoms scanned at
six dose levels simulating a small and a large chest. The results show that
the proposed contrast ratio measure agrees well with the subjective differences
reported by the interventionalists (cardiologist/radiologist).
The rest of the Chapter is organized as follows. Section 4.2 introduces
background information and Section 4.3 describes the proposed methodology.
The experimental setup and results are presented in Section 4.4. Finally, in
Section 4.5 conclusions are outlined.
4.2 Background
The visual property that makes a structure of interest distinguishable from
the background is typically quantified by the contrast ratio, i.e., the visibility
of the foreground given its surrounding background. Therefore, many formu-
las of contrast ratio have been proposed, e.g., Simple, Weber’s, Michelson’s,
root-mean-squared contrast ratio formulas, among others (Zuffi et al., 2007;
Pedersen et al., 2008; Panetta et al., 2013).
4.2.1 Classic definitions of contrast
In the following paragraphs we describe the classic definitions of contrast ratio.
Weber’s contrast ratio formula is applied in cases where a small structure
of interest is present in a uniform background such as in Figure 4.1(a) and it






Simple contrast ratio formula is a simplification of Weber’s contrast ratio for-






Michelson’s contrast ratio formula is commonly used for patterns where both
bright and dark take up similar fractions of the area under inspection (e.g. the





where Imax and Imin denote the maximum and minimum intensity of the area
under inspection, respectively (Zuffi et al., 2007; Panetta et al., 2013). The
root-mean-squared contrast (RMSC) is computed using the mean squared error









Another RMSC measure uses the ratio between the difference and addition of









In either case, the RMSC is a measure of variability of the pixel values with
respect to the central pixel proposed for random patterns like in Figure 4.1(c).
Therefore, RMSC is not a true contrast ratio measure but rather it is an ap-
proximation based on the deviation of the pixel values.
4.2.2 Contrast ratio measures in images
Traditionally, contrast ratio in images is determined based on measuring the
contrast ratio of local image patches by using one of the previously defined
formulas. Thereafter, the obtained values are averaged to obtain an overall
contrast ratio index. Some of the most popular contrast ratio measures used in
images in the state-of-the-art are listed in Table 4.1. In the following paragraphs
we describe the computation of these measures.
SME, WME, MME and RMS compute, respectively, Single, Weber’s,
Michelson’s and RMSC2 contrast ratio formulas on non-overlapping blocks.
These measures also compute the logarithm of each estimated contrast ratio
value to simulate the logarithmic sensation of the human eye (Panetta et al.,
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Table 4.1: List of the tested contrast ratio measures in images
Name Acronym
Simple contrast measure of enhancement SME (Panetta et al., 2013)
Weber’s contrast measure of enhancement WME (Agaian et al., 2000)
Michelson’s contrast measure of enhancement MME (Agaian et al., 2007)
Root mean squared measure of enhancement RMS (Panetta et al., 2013)
Multi-scale RMS MSRMS (Rizzi et al., 2004)
Peli’s wavelet contrast measure PWC (Provenzi and Caselles, 2014)
2013). MSRMS applies the same methodology as RMS but uses a multi-scale
approach and the RMSC1 formula. That is, the image is decomposed in a pyra-
mid by subsampling. The image is decomposed in three levels and thereafter
the RMSC1 formula is computed block-wise independently on each band. PWC
decomposes the image into a pyramidal structure by filtering (Peli, 1997). First
the image is decomposed using a set of filters. A very efficient way to do so is
by using the discrete wavelet transform (DWT) (Provenzi and Caselles, 2014).
Afterwards, the approximation coefficients from each decomposition level of the
DWT are divided by their corresponding detail coefficients obtaining a local
contrast measure at each level. The global contrast ratio index in all these
methods is computed as the average of the resulting local values.
The traditional contrast ratio measures either assume background unifor-
mity (SME, MME and WME) or compute contrast ratio using the local pixel
values deviations (RMS and MSRMS). In general, these techniques fail in com-
puting the contrast ratio under complex backgrounds. On the one hand, the
background uniformity often cannot be assumed because natural scene images
possess a wide range of different texture features and the inherent noise in
images used in medical applications, for example interventional x-ray (Kumcu
et al., 2015a,b; Ortiz-Jaramillo et al., 2015b,a), cannot be avoided. On the
other hand, the pixel value deviations often provide more information about
texture or noise level than contrast ratio. Note that none of the contrast ratio
measures take into account the fact that human observers perceive easily con-
trast ratio changes around the local intensity discontinuities or edges (Agaian
et al., 2000; Panetta et al., 2013; Provenzi and Caselles, 2014). Therefore, we
propose to compute contrast ratio around the edges while considering the local
distribution of pixel values.
4.3 Proposed method
In this section, we first study image content characteristics for describing the
local distribution of pixel values, i.e., the distribution of pixel values around
image edges. Afterwards, we provide our local contrast ratio definition based
on these characteristics.
In general, image content is studied from two perspectives: globally (Pinson
and Wolf, 2004a) or locally (Thung et al., 2012). On the one hand, the global
perspective computes features globally to represent the whole image content,
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Figure 4.2: Random patches of 13 × 13 pixels from the “miscellaneous” set of the
USC-SIPI Image Database and their corresponding histogram. From top to bottom
edges, flat and textured patches.
e.g., descriptive statistics of the magnitude of the image gradient. On the other
hand, the local perspective classifies a small image region or patch either as
flat, textured or edge (Thung et al., 2012). Figure 4.2 shows examples of flat,
textured and edge patches. Note that the local perspective of content analysis
will be used for computing contrast ratio around the edges. We recommend the
work of (Pinson and Wolf, 2004a) as well as Chapter 3 to the readers interested
further in the global perspective.
4.3.1 Local content analysis
We have investigated multiple small local patches with the purpose of charac-
terizing the local distribution of pixel values using histograms. Particularly, we
have extracted 250 random patches of 13× 13 pixels from the “miscellaneous”
set from the USC-SIPI Image Database (airplane, baboon, boat, bridge, cam-
eraman, house, lake, lena, man, peppers [25 per image]) (USC Viterbi, 2016).
We use a 13 × 13 pixels window because significant edges are accurately de-
tected by using a 13 pixels high pass filter (Pinson and Wolf, 2004a) meaning
that this size is an appropriated selection for studying edges. The 250 image






Figure 4.3: Scatter plot of the BC thresholds and the distance to the perfect classifier
(dP).
patches were manually labeled by a human observer as edge (structure of in-
terest) or textured/flat. Figure 4.2 shows examples of the used patches. Here,
the bimodality coefficient (BC) is computed to assist in the modeling of the
histograms (Pfister et al., 2013). The BC is a measure to distinguish between
unimodality and bimodality. The BC is based on an empirical relationship be-
tween bimodality and the third and fourth statistical moments of a distribution
with the underlying logic that a bimodal distribution will have either a very
low fourth statistical moment, or a very high third statistical moment, or both








where skew, kurt and n are the skewness, kurtosis and number of pixels in the
image patch, respectively. The BC value ranges between 0 and 1. We use the
BC to automatically classify each patch as edge or textured/flat by thresholding
it in the range of 0.4 - 0.8. This specific range is selected empirically because the
values outside this interval lead to poor classification rates as the trend shows
in Figure 4.3. Thereafter, we compute the distance to the perfect classifier (dP)
for each threshold as:
dP =
√
(1− TPR)2 + FPR2,
where TPR and FPR are true positive and false positive rates, respectively.
Figure 4.3 shows the scatter plot of the thresholds (BC values) and the dP.
The plot shows that the highest performance (lowest dP) is achieved using a
threshold BC belonging to the interval [0.55, 0.60] with an accuracy ranging be-
tween 80 and 90%. The obtained BC interval is of particular interest because
the threshold value to expect a uniform distribution is BC= 59 ≈ 0.555. In
practice, higher values of BC point toward multimodality whereas lower values






Figure 4.4: Types of local content in small image patches (top row) and their
histograms (bottom row). (a) Flat, (b) textured and (c) edge patch. F, B and τ
represent the foreground pixel intensities, the background pixels intensities and the
mid-point between the two modes of a histogram, respectively.
point toward unimodality (Pfister et al., 2013). This analysis shows that the
local histogram of a structure of interest (edge) is, unlike textured and flat
areas, multimodal distributed. In general, the experiments reveal that while
textured/flat patches can be characterized by unimodal histograms (see Fig-
ures 4.2 (middle-bottom) and 4.4(a)-(b)), edges are characterized by bimodal
histograms representing the background and foreground (see Figures 4.2 (top)
and 4.4(c)).
4.3.2 Content-aware contrast ratio
We propose to estimate the contrast ratio by using Weber’s and Michelson’s
formulas in local image patches taking into account the bimodal property of the
histograms of edges as explained in Section 4.3.1. We have used Weber’s and
Michelson’s contrast ratio formulas because they can be used in cases where a
small structure of interest is present on a uniform background and a square-
wave grating of one cycle, respectively (Zuffi et al., 2007). Although in practice
the background is non-uniform, we have shown that an edge is characterized by
bimodal histograms where each mode of the histogram represents a distribution
likely to be in the edge (foreground) and another distribution likely to be in
the background. Then, the local contrast ratio is estimated using the ratio
between average intensity values of each distribution, i.e.,
c = 1− fb and
c = |b−f |b+f
(4.1)
for Weber’s and Michelson’s formulas, respectively. Here c, f and b are the
contrast ratio, the average foreground intensity and the average background
intensity, respectively. f and b are computed after identifying the edge (fore-











Figure 4.5: Block diagram of the proposed contrast ratio measure.
ground) and background in the image patch by computing the mid-value be-
tween the modes of the histogram using the ISODATA algorithm (Dianat and
Kasaei, 2008). The ISODATA algorithm is described in Appendix D.
After obtaining the threshold τ , the corresponding background and fore-
ground intensities (f and b) are computed as the average of each set of pixels.
Finally, the contrast ratio is computed by using one of the formulas in Equa-
tion (4.1).
Figure 4.5 shows the block diagram of the proposed local contrast ratio
measure for images. The computation is performed block-wise over the entire
image using a sliding window (Local contrast computation block). For each
image patch visited by the sliding window, the ISODATA algorithm returns a
threshold (τ) used next to compute the average values of the foreground and
background (average below- and over the threshold) to later estimate the local
contrast ratio by using one of the formulas in Equation (4.1). In this thesis
we test independently Michelson’s and Weber’s formulas into our methodology.
The result is a contrast ratio value per pixel or per block (for non-overlapping
sliding windows), termed contrast ratio map. Finally, the local contrast values
are aggregated into a single global contrast estimate for the whole image by
percentile pooling, as detailed in Section 4.3.3.
Note that the contrast ratio values are computed over the entire image with-
out discriminating if the patch is a structure of interest (edge) or just back-
ground (textured or flat) with the purpose of keeping a low computational time.
That is, we do not find the structure of interest deterministically but locate a
set of pixels which are likely to be inside the foreground and another set likely
to be in the background. This can lead to potential estimation errors mainly
due to the used contrast ratio formula. Future work should explore potential
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Figure 4.6: Performance of the considered percentile pooling using different thresh-
old levels on the contrast ratio maps appraised on the CSIQ database.
benefits of computing with a different formula the local contrast ratio values
in the background patches. For instance, it is more accurate to use RMSC2
for random patterns like in Figure 4.1(c). Also, it is more accurate to use the
Michelson’s formula for square-wave gratings (edges) like in Figure 4.1(b). One
way to handle this is by computing contrast ratio using Michelson’s formula
in patches with bimodal distribution and using RMSC2 in those local patches
where no bimodal distribution is found.
4.3.3 Implementation details
After computing the contrast ratio in local patches, it is necessary to estimate
the global measure of contrast for the whole image. For this purpose, we
use the harmonic mean as a global measure of image contrast ratio because
it has been identified as an appropriate measure when the average of ratios
is desired (Zar, 2009). Since the human visual system is more affected by
changes in the extreme values of contrast, we will consider only the extremes
of the computed local contrast ratios (percentile pooling) (Moorthy and Bovik,
2009a,b). The nth percentile of an ordered set is the highest 100−n% values of
that set. Thus, the percentile pooling used in our method first sorts the values
in the set in ascending order of the magnitude and then takes the harmonic
mean of the highest 100− n% of these values to obtain an overall measure for
the image. Particularly, we use the 75% threshold level of the highest values
because it has shown very good results in psychophysics (Kingdom and Prins,
2010b). Although this is a theoretically good choice, we explore the impact
of percentile pooling of the harmonic mean using different threshold levels in
the range 5 to 95% in steps of 5%. Note that the experiments in this Section
are performed only on CSIQ database and the same parameters are used for
the evaluation on the rest of the tested data. We explore as well the impact of
using Weber’s and Michelson’s formulas.
Figure 4.6 shows the performance (PCC, SROCC and CCD) of the consid-
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Figure 4.7: Performance of considered patch sizes (M×M) to compute the contrast
ratio maps appraised on CSIQ database.
ered threshold levels computed on the contrast ratio maps using Weber’s and
Michelson’s formulas for the CSIQ database. The graph shows that contrast
ratio values lower than the 50% level are irrelevant for the overall contrast ratio
difference value, i.e., very low correlation between subjective scores and the nu-
merical contrast ratio differences. Indeed, it is well-known that human subjects
are more sensible to changes in regions containing the extreme values (Moorthy
and Bovik, 2009b). Also note that the theoretical value (75% threshold level)
is the value where the proposed method achieves its highest performance, as
expected. Additionally, the results in Figure 4.6 do not show any significant
difference in terms of performance between Weber’s and Michelson’s formulas,
at least not around the selected threshold level.
We show as well the impact of the patch size (M×M) in the proposed
methodology using Weber’s and Michelson’s formulas and the 75% threshold
level as discussed previously, i.e., we gradually increase the size of the image
patches in steps of 2 from 5 × 5 to 19 × 19 using the previously selected pa-
rameters. When selecting the value of the local patch size parameter of our
method, it is important to take into consideration the texture content of the
images: the patch size should be chosen large enough to include an edge (i.e.
both background and foreground pixels) but not too large to infringe the bi-
modality assumption. In general, it is important that the patch size is chosen
to approximately satisfy the assumption of bi-modal histograms of the im-
age patches but the method does not require bi-modality of the global image
histogram. Accordingly, the proposed method can be used for various types
of image content, including natural scene images (as in TID2013 and CSIQ
databases) which may have variable and complex global histograms.
Figure 4.7 shows the performance (PCC, SROCC and CCD) of the con-
sidered patch sizes (M×M) on the contrast ratio maps using Weber’s and
Michelson’s formulas for the CSIQ database. The graph shows that the We-
ber’s formula is more sensitive to changes of the patch size parameter than
the Michelson’s formula. This is because while the Weber’s formula was de-
signed for foregrounds like the one in Figure 4.1(a), which in general needs
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Figure 4.8: Performance of the considered overlap parameters on computing the
contrast ratio maps using Michelson’s formula appraised on the CSIQ database.
bigger window sizes to be obtained, the Michelson’s formula was designed for
patterns where both bright and dark take up similar fractions like the edges
characterized in Section 4.3.1. In any case, the plot shows that M = 15 is
a good selection for both formulas because the method achieves its highest
performance.
Lastly, we explore the overlap parameter, i.e., the number of overlapped
pixels during the sliding window process. We explore overlap parameters rang-
ing from 1 (pixel-wise sliding windows) to 15 (block-wise sliding windows or no
overlap).
Figure 4.8 shows the performance (PCC, SROCC and CCD) in function
of the considered overlap parameters to compute the contrast ratio maps us-
ing Michelson’s formula for the CSIQ database. The results show that in-
creasing the value of this parameter reduces considerably the computational
time. The computational time was measured on functions implemented using
Cython (Cython, 2016) on a standard laptop with CPU intel core i7 - 5500U
and 12 GB ram running Ubuntu 16.04 LTS. The computational time is the
average time in seconds after 20 runs of the algorithm (the average time has
a variation of ±5%) on an image of 512×384 pixels in size. In the rest of the
experiments we use an overlap parameter equal to 3 because it reduces consid-
erably the computational time while maintaining a good performance. Note
that each contrast ratio value is computed independently by using a sliding win-
dow. Therefore, the result of the computed contrast ratio values depends only
on the pixel values of the image patch visited by the sliding window. Thus, the
proposed algorithm can be optimized by using parallel computations, i.e. by
processing each image patch simultaneously which could lead to big speedups
(10 - 50 times compared to single-threaded CPU execution) (Goossens et al.,
2014).
Due to the content awareness of the proposed method, we refer to the mea-
sures as CWMC and CMMC for content-aware Weber’s and Michelson’s mea-
sure of contrast, respectively.











Extent of local variations Spatial activity
(a) (b)
Figure 4.9: Histogram distribution of the (a) extent of local image variation and
(b) spatial activity of the reference images in TID2013 and CSIQ databases.
4.4 Results and Discussion
In this Section we describe the used test images, the implementation details of
the proposed methodology and the performance comparison with the state-of-
the-art measures.
4.4.1 Test images
We test our measure on two image quality assessment databases
(TID2013 (Ponomarenko et al., 2015) and CSIQ (Larson and Chandler, 2010))
to demonstrate that the proposed measure agrees with human judgment of
perceived contrast changes. We also test our method on interventional x-ray
images to evaluate the advantages of the proposed methodology under non-
uniform background (textured anatomical and/or noisy background) (Kumcu
et al., 2015a,b). These databases are described in more detail in Appendix A.
Here we concentrate only on the contrast subset of these databases and their
particularities.
Figure 4.9 shows the histogram distribution of (a) the extent of local image
variation and (b) the spatial activity computed on the reference images of the
considered databases. Each bin of the histogram represents the number of
images within a range of extent of local image variation and spatial activity,
respectively.
The spatial activity refers to the perceptually significant edges present in
the image. For computing the spatial activity of the images we use the average
of the magnitude of SI13 (the spatial information SI13 filter is a spatial filter
designed specifically to measure the perceptually significant edges by using a 13
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(a)
(b)
Figure 4.10: Examples of images with contrast decrements: (a) TID2013 (also
increments) and (b) CSIQ.
where |SI13{L∗}(n,m)| is the magnitude of the intensity of the image filtered
by using the SI13 filter in the (m,n)th pixel. This is a measure of the spatial
activity of the perceived details within the image under analysis.
The extent of local image variation is a measure of complexity of the image
scene or the amount of texture in the image. The extent of local image variation




C(x, y) log (C(x, y)) ,
with C(x, y) representing a count of the number of times that I(n,m) = x and
I(n+ ∆n,m+ ∆m) = y, where (∆n,∆m) ∈ {(0, 1), (−1, 1), (−1, 0), (−1,−1)},
cf. (Randen and Husoy, 1999).
These histograms are an indication of the extent of texture and spatial
activity contained in both databases. Overall, the TID2013 subset has fewer
images with highly textured areas and/or spatial activity. On the one hand,
TID2013 reference images possess little spatial activity suggested by almost half
of the SA values located in the lower value range of the histogram. Figure 4.9(b)
shows that 18 out of 25 reference images (72%) have SA<80, that is low spatial
activity, of which 12 (48%) images are located in the narrow SA range of 60-80.
This could lead to overestimation of the performance in some of the tested
contrast ratio measures as the results will suggest later. On the other hand,
the CSIQ images are more spread across the different SA ranges. This is
an indication that CSIQ database is more challenging for evaluating contrast
compared to the TID2013 database. The two histograms show that TID2013
subset has fewer images with highly textured areas and/or spatial activity.
Figure 4.10 shows examples of the contrast changes available in TID2013
(this database possesses both contrast increments and decrements) and CSIQ,
top and bottom rows, respectively. In particular, TID2013 and CSIQ each
have a subset of images altered in contrast (contrast decrements); respectively,
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a total of 125 and 116 distorted images. The TID2013 and CSIQ databases
contain, respectively, 25 and 30 reference images. These databases use a func-
tional lookup table in the intensity component for decreasing or increasing (only
TID2013) the contrast in the images. The TID2013 database uses 5 different
distortion levels per reference (25 references × 5 distortion levels = 125 dis-
torted images) and the CSIQ database has available 4 distortion levels for 26
reference images and 3 distortion levels for 4 reference images (26 references
× 4 distortion levels + 4 references × 3 distortion levels = 116). Each dis-
torted image has a subjective score for comparing the performance between
fidelity measures. The subjective scores are expressed in terms of Differential
Mean Opinion Scores (DMOS) for CSIQ and Mean Opinion Scores (MOS) for
TID2013.
The MOS values from TID2013 were collected using a methodology known
in psychophysics as two alternative forced choice (2AFC) match to sam-
ple (Ponomarenko et al., 2015). In 2AFC three images are displayed (the
reference and two distorted images) and an observer selects one of the two
distorted images which they judge as more similar to the reference. That is,
human observers are asked to select among two images the image that percep-
tually differs less from a reference (Kingdom and Prins, 2010b). Thus, the
evaluation is made in terms of the presented current stimuli. Since the 2AFC
was made within the contrast subset of the TID2013, the MOS scores desig-
nated to that subset are a measure of the contrast difference with respect to
the reference image perceived by the observers.
The DMOS values from CSIQ database were collected based on a linear
displacement of the images. That is, all of the distorted versions of an original
image were viewed simultaneously on a monitor array and placed in relation to
one another according to the perceived quality difference (Larson and Chandler,
2010). The images were sorted by the observers according to the perceived
differences with respect to the reference. Analogous to TID2013, since the
rating was made within the contrast subset of the CSIQ, the DMOS scores
designated to that subset are a measure of the contrast difference with respect
to the reference image perceived by the observers.
The aforementioned test data descriptions show that TID2013 and CSIQ
provide measurements of the perceived image differences and by isolating the
contrast subset of each database, the (D)MOS scores become the measure-
ments of the perceived contrast changes between the reference and the test
samples. Therefore, the databases are appropriate to test the performance of
the image contrast ratio measures in predicting the perceived contrast changes
typically perceived and reported by a human observer. For further information
about TID2013 and CSIQ databases, cf. (Ponomarenko et al., 2015; Larson and
Chandler, 2010).
4.4.2 Performance comparison
We compare our proposed measure to the state-of-the-art measures listed in
Table 4.1. Each of these methods is also evaluated by using the evaluation




































































Figure 4.11: Scatter plots of the considered image contrast ratio measures and the
subjective scores of TID2013 and CSIQ, in each box left and right, respectively.
methodology explained in Section 2.3.
Figure 4.11 shows the scatter plots of the considered image contrast ratio
measures and the subjective scores of TID2013 and CSIQ. Note that, TID2013
data has negative contrast ratio differences (left scatter plot in each box). This
is because as mentioned in the data set description, TID2013 includes not only
contrast decrements but also increments. In the case of contrast increments,
the contrast ratio in the reference image is lower than in the test image. The
scatter plot for SME on CSIQ data shows the poor performance of this method
in data with diverse image content, i.e., reference images covering a wide range
of SA values as in CSIQ data (see Figure 4.9). MSRMS achieves a better
performance than SME by using multi-scale and RMSC1 formula. However, as
we said earlier the RMSC1 formula approximates contrast ratio by measuring
the variability of the pixel values with respect to the central pixel which is
unreliable on images with high spatial activity. Additionally, the scatter plots
for SME and MSRMS on TID2013 show the poor performance of these contrast
ratio measures in predicting image differences due to contrast increments.
WME and MME produce better results on CSIQ data. However, they also
show a lower performance in predicting the image differences due to contrast in-
crements of the TID2013 database. RMS (note that RMSC2 takes into account
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Figure 4.12: Performance of the considered image contrast ratio measures appraised
on the (top) TID2013 and (bottom) CSIQ test sets.
the local average for the local ratio computation), CWMC and CMMC achieve
the highest performance of the considered contrast ratio measures. We believe
that this good performance is due to the fact that these measures are based on
the local image content. However, RMS assumes that the central pixel is the
foreground and the average intensity is the background which is not the case
for edges making this measure undesirable for images with many perceptually
significant edges as in CSIQ data. The PWC shows a very poor performance in
CSIQ database. We attribute this low performance to the filter and parameter
selection in the DWT (in this work the Haar wavelet and 4 decomposition lev-
els [maximum allowed by the tested image sizes]) because it is known that the
DWT provides different information about the edges depending on the filter
and parameter selection (Provenzi and Caselles, 2014). That is, different filters
and parameters could lead to different performances because the image content
is characterized differently for each filter and/or selected parameter. However,
that study is out of the scope of this thesis.
Figure 4.12 shows the performance of the considered image contrast ratio
measures. Note the poor performance of SME measure in CSIQ database
compared with TID2013. We attribute this low performance (correlation with
human scores lower than 45% in CSIQ subset) to the fact TID2013 images
possess little texture and spatial information compared with CSIQ. Thus, the
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Table 4.2: Percentage increase of the performance appraised on TID2013 and CSIQ
test sets of the proposed contrast ratio measure (CMMC and CWMC) compared with
the state-of-the-art techniques (SME, WME, MME, RMS, MSRMS and PWC). The
negative sign stands for a percentage decrease.
TID2013
MME MSRM PWC RMS SME WME
PCC 1 5 15 -3 81 12
CMMC SROCC 0 4 10 1 13 6
CCD 0 0 5 -3 30 1
PCC 3 8 18 -4 86 15
CWMC SROCC 0 4 10 1 13 5
CCD -3 2 10 -3 35 5
CSIQ
MME MSRM PWC RMS SME WME
7 56 122 9 311 14
12 37 75 1 265 18
9 36 74 2 248 15
0 44 104 1 278 5
16 41 81 3 277 22
8 34 71 1 243 13
SMEmeasure is more suitable for TID2013 images. However, in highly textured
images like CSIQ this method fails which is a big disadvantage given that
natural images possess inherent texture features. WME and MME measures
achieve overall a better performance than SME by using the difference between
maximum and minimum pixel intensities. Although these measures outperform
SME in terms of correlations with subjective scores, they still can be improved
because these measures do not take into account the local image content. By
computing contrast using the algorithm of Section 4.3, CWMC and CMMC
outperform SME, WME and MME in both databases. Table 4.2 shows the
percentage increase of the proposed method compared with the other state-
of-the-art measures based on the correlation coefficients shown in Figure 4.12
after applying the Fisher’s z transform.
As we stated earlier, the MSRMS is a measure of pixel variability and not
a direct measure of contrast ratio. Therefore, the MSRMS fails in images with
high texture like in CSIQ subset. Finally, CWMC and CMMC perform equally
well as RMS in TID2013 but they perform better in the CSIQ subset. The
results suggest that the wider the range of content available in the image set
(extent of image details and texture), the more difficult the contrast change
evaluation. Additionally, the results show that unlike the other tested meth-
ods, CWMC and CMMC are able to handle a wide range of image content
(variety of texture and spatial activity). This is because CWMC and CMMC
are based on image content relevant for perceived contrast ratio computation
(see Section 4.3.1). Our experimental results also show that our method per-
forms better than the current state-of-the-art methods (PCC, SROCC and
CCD >90%).
Figure 4.13 shows the performance of the considered contrast ratio measure
appraised on (top) TID2013 and (bottom) CSIQ per individual reference. That
is, for each individual reference image, we assess the correlation between the
contrast ratio measures and the subjective scores over all distortion levels. Par-
ticularly, the Figure shows a box plot which is a graphical representation of the
25 and 30 PCC, SROCC and CCD of each subset of data corresponding to the
25 and 30 reference images for the TID2013 and CSIQ databases, respectively.
This method is very useful to detect if the tested measures are able to estimate
the perceived differences across the range of distortion levels under the same























Figure 4.13: Performance of the considered image contrast ratio measures appraised
on the (top) TID2013 and (bottom) CSIQ per individual reference image. The box
plot was created using the (top) 25 and (bottom) 30 PCC, SROCC and CCD (one
for each reference image) between a given contrast ratio difference measure and the
corresponding subjective scores, respectively.
image content.
For instance, in the CSQI database all the methods perform with a CCD
>95% (see Figure 4.13[bottom]) when the correlation is assessed between the
contrast ratio measures and the subjective scores over all distortion levels for
each individual reference image. This indicates that the contrast ratio measures
are able to handle well the levels of distortions in CSQI database. However,
SME, WME, MME, and MSRMS have a global performance with CCD <90%
in the same subset (see Figure 4.12[bottom]). Thus, these contrast ratio mea-
sures can handle the levels of distortion included in the CSIQ data but they
are not able to handle the wide range of different content included in the CSQI
database (correlation assessed between the contrast ratio measures and the
subjective scores over all distortion levels and reference images).
Figure 4.13(top) shows wider boxes than in Figure 4.13(bottom). This
indicates that the contrast ratio measures are not able to handle the range
of distortions for specific types of content (reference image) in the TID2013
database. We attribute this to the wider range of distortion levels included
in TID2013 data (contrast increments and decrements) resulting in lower per-
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Table 4.3: Table of dose levels, global contrast ratio measure values and subjective
scores of the two static anthropomorphic chest phantoms.
Dose [µGy/s] 2613 1973 1302 978 643 308
MOS 77 73 72 74 52 33
RMS 0.02339 0.02592 0.03030 0.03340 0.03815 0.04556
CWMC 0.78702 0.76258 0.77196 0.77515 0.73204 0.69093
CMMC 0.72808 0.68138 0.68828 0.70416 0.64906 0.61174
Dose [µGy/s] 9330 6700 4980 4140 3320 2475
MOS 75 69 66 63 52 46
RMS 0.03382 0.03749 0.04074 0.04263 0.04475 0.04778
CWMC 0.72545 0.74521 0.74417 0.74974 0.75063 0.73490
CMMC 0.63531 0.68218 0.67944 0.69205 0.69871 0.68358
formances when the correlation is assessed in each individual reference image.
Nevertheless, the global performance achieved by the contrast ratio measures
in TID2013 is higher compared to their global performance in the CSIQ data.
This confirms the fact that the content in the CSIQ is more challenging for
computing contrast ratio than the content presented in TID2013 images. In
any case, this does not apply for CWMC, CMMC and RMS where the global
performance is consistent both within the database and between databases.
We attribute the good performance of the proposed contrast ratio measure
to the fact that the proposed measure characterizes the local distribution of
pixel values before the computation of the (local) contrast ratio. Therefore, the
proposed method can predict the perceived differences due to contrast decre-
ments/increments reported by human observers better than the other state-
of-the-art methods tested in this work. Additionally, since there is no notable
differences in the performance achieved by the proposed contrast ratio measure
in the two databases, we can conclude that the proposed measure is able to
handle successfully low and high textured images (a wide variety of content).
4.4.3 Measuring contrast ratio changes in interventional
x-ray
Interventional X-ray refers to a range of techniques which rely on the use of
radiological image guidance to precisely target therapy (BSIR, 2016). For in-
stance, contrast-based fluoroscopy is one of the most frequently used diagnos-
tic/interventional techniques in cardiology, e.g., dynamic x-ray imaging used
to diagnose/treat cardiac conditions (Gislason et al., 2010). Thus, the number
of x-ray fluoroscopies has increased over the past years increasing the radiation
dose on patients and radiation-induced problems, for example, transient and
permanent skin damage. Therefore, this kind of procedures has set a maximum
limit on fluoroscopy patient exposure rates (measured as Entrance Skin Dose
rate [ESD] ≈ 1500 microgray per second [µGy/s]) (US-FDA, 2005).
Thus, in this specific medical use case the goal is to identify the minimum





Figure 4.14: From left to right chest phantom scanned at 2613 µGy/s, 1973 µGy/s,
1302 µGy/s, 978 µGy/s, 643 µGy/s, 308 µGy/s, respectively. From top to bottom
(a) input image, (b) contrast ratio maps of RMS, (c) CWMC and (d) CMMC.
radiation dose that results in the clinically relevant image contrast ratio and to
acquire the images at that exact radiation dose (Gislason et al., 2010; Kumcu
et al., 2015a). Here, the contrast ratio measure is used to quantify the contrast
difference between the current and the reference image (image where the diag-
nostically relevant details [e.g., the coronary tree] are presented under “ideal”
detectability conditions) and then from this contrast ratio difference we can
predict the difference in visibility of the clinically relevant structures in the
image.
In this Section, we evaluate the performance of the proposed methodology
in mimicking the subjective ratings reported by cardiologist/radiologist in in-
terventional X-ray images. We use a static anthropomorphic chest phantom
scanned with and without a 10 cm polymethyl methacrylate plate to simulate
standard and large chest thickness, respectively, at six dose levels. The dose
levels, global contrast measure values and subjective scores of the two static
anthropomorphic chest phantoms are shown in Table 4.3. The images were
evaluated by 4 interventionalists (cardiologist/radiologist) from Ghent Univer-
sity Hospital in Belgium resulting in a Mean Opinion Score per image (Kumcu
et al., 2015b). The interventionalists rated the similarity of each pair of im-
ages using a continuous scale from 0 (completely different) to 100 (exactly the
same). See Ref (Kumcu et al., 2015b) and Section A.3 for further details about
this database.
In the following paragraphs we compare the best performing contrast ra-
tio measures from the experiments reported in Section 4.4.2: the root mean





Figure 4.15: From left to right chest phantom with 10 cm polymethyl methacrylate
scanned at 9330 µGy/s, 6700 µGy/s, 4980 µGy/s, 4140 µGy/s, 3320 µGy/s, 2475
µGy/s, respectively. From top to bottom (a) input image, contrast ratio maps of (b)
RMS, (c) CWMC and (d) CMMC.
squared measure of enhancement (RMS) (Panetta et al., 2013), content-aware
Weber’s and Michelson’s measure of contrast (CWMC and CMMC, respec-
tively). Figures 4.14 and 4.15 show the contrast ratio maps of the block-wise
computations of RMS, CWMC and CMMC on the two static anthropomorphic
chest phantoms. By comparing the contrast ratio values around the edges of
the contrast ratio maps on CWMC and CMMC (Figures 4.14 and 4.15), we
can see that these values come closer to the contrast ratio values of the noise
(noise visibility) with the dose reduction. This is an indication of losing the
relevant details (edges) due to low contrast. Unlike CWMC and CMMC, the
RMS contrast ratio map does not show such a behavior, making it a less at-
tractive method for applications where local content needs to be analyzed such
as in medical imaging.
Figure 4.16 shows the scatter plots of the considered image contrast ratio
measures and dose level (left) and the subjective scores with its standard devi-
ation (right) for the two static anthropomorphic chest phantoms. The scatter
plot for RMS shows that in the large chest there are no statistically significant
differences between dose levels in terms of MOS, i.e., there are no perceived
differences between the images. However, the RMS displays a wide range of
values for the same MOS level. Thus, we confirm once more that RMS is not
a direct measure of contrast ratio and therefore an increase or decrease of its
value may not necessarily reflect a significant change in perceived contrast.
This is important because it implies that increasing the dose level does not
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(a) (b)
Figure 4.16: Scatter plots of the considered image contrast ratio measures and (left)
dose level and (right) the subjective scores of the two static anthropomorphic chest
phantoms.
necessarily result in contrast changes, i.e., in perceivable differences between
the images.
For example, the first dose level for the large phantom is 2475 µGy/s which
is 1.65 times higher than the recommended maximum 1500 µGy/s. Therefore,
the first dose level should have enough visibility for the interventionalists and
increasing the dose level would not improve the visibility around the structures
of interest (edges). For the small phantom, the dose levels are below the rec-
ommended maximum dose value. In such a case, it is possible to see that there
are statistical significant differences between dose levels in terms of MOS. That
is, the interventionalists perceived image differences between the dose levels.
Therefore, from the lowest dose level there is still room for increasing the con-
trast (induce image differences). In either case, CWMC and CMMC are able
to predict these changes in contrast (perceived image differences) except at the
highest dose level in the large phantom which is in general a non-practical or
unrealistic situation due to the excessive radiation dose (6.22 times the recom-
mended maximum dose level). This is a good starting point for designing an
automatic dose control system based on the contrast ratio. For example, to
select the appropriate dose levels by considering the size of the patient and the
desired contrast level with respect to previously recorded standard image sam-
ples (reference) where the diagnostically relevant details are presented under
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“ideal” detectability conditions.
4.5 Conclusions
We proposed a measure to compute contrast ratio in local image patches. The
main novelty is in the use of bimodal histograms to compute the local contrast
ratio. Next, we performed an extensive experimental evaluation based on a
total of 6 image contrast ratio measures, each tested on 241 distorted images
(references altered for contrast). We have tested Weber’s and Michelson’s con-
trast ratio formulas in the proposed local contrast estimation to simulate the
case where a small structure of interest is present on an uniform background
or a square-wave grating of one cycle, respectively. Moreover, we have tested
our methodology on predicting the perceived differences reported by medical
experts for interventional X-ray images. To stimulate further experimentation,
we made all the tested methods freely available as a plugin on the iFAS software
tool.
The results show that our method is able to accurately predict the per-
ceived image differences due to contrast decrements/increments. This could be
due to the fact that the proposed method uses the local distribution of pixel
values for computing the contrast ratio instead of the maximum and minimum
pixel intensities which in general leads to errors in highly textured areas. Addi-
tionally, we have shown the major advantages of our method in interventional
X-ray fidelity assessment.
Percentile pooling over the computed contrast ratio maps was tested. We
found that the 75% threshold level of the harmonic mean is the best performing
threshold for predicting fidelity changes due to contrast increments/decrements
based on humans scores in TID2013 and CSIQ databases. Additionally, the
impact of the patch size and overlap parameter in the proposed methodology
were demonstrated. The results suggest that the patch size does not have a big
impact on the performance of the proposed measure. Overall, given the test
images in our work, we found that a patch size of 15 × 15 produces slightly
better predicted contrast ratio values than the other patch sizes tested in this
work. The patch size can be further investigated for those applications where
it is required to use multiple image resolutions, e.g., if the measure needs to be
computed on 1080p images or 4K images. This problem could be potentially
solved by using a multi-resolution approach. That is, by analyzing the contrast
ratio values on different image resolutions using image sub-sampling. Addition-
ally, we found that decreasing the overlap parameter does not have a major
impact on the performance but it reduces considerably the computational time.
The contributions reported in this Chapter resulted in two international
conference proceedings (Ortiz-Jaramillo et al., 2015b,a), and one peer-reviewed





The evaluation of appearance parameters to determine lifetime of textile prod-
ucts (appearance retention) is one of the main concerns for manufacturers.
Appearance retention refers to the capability of the materials in retaining the
original appearance under common conditions of daily use (Orjuela-Vargas,
2012). The evaluation of appearance parameters is typically conducted by vi-
sual inspection of parameters such as pilling resistance, abrasion resistance,
shrinkage, wrinkles, drape, and color, according to the product under inspec-
tion. The visual inspection is typically carried out by human experts (Hu,
2008). In general, the visual inspection covers identification of defective areas
and the evaluation of appearance changes in the surface of the textile material.
However, visual inspection has shown to be unreliable and costly (Waegem-
ana et al., 2008). Therefore, computerized automatic visual inspection, mostly
using texture analysis algorithms, has been used to alleviate those problems.
In the evaluation of surface appearance in textile materials, the most impor-
tant visual parameters are texture and color (Smeulders et al., 2000; Hiremath
and Pujari, 2007; Aptoula and Lefevre, 2011). Figure 5.1 shows examples of
standard grading level sets of transitional appearance changes of textile mate-
rial surfaces. Wrinkling assessment (Figure 5.1(a)) is used to determine the
ability of the product of retaining or recovering a smooth surface appearance
after repeated use (Na and Pourdeyhimi, 1995; Zhifeng et al., 2003). In pilling
assessment, the surface area of entangled fibers that remain attached to the
original surface is estimated (Mendes et al., 2010). In pile surface assessment,
the surface structure of the used material is compared to the corresponding
original surface (Orjuela-Vargas, 2012). Overall, the evaluation of appearance
changes consists in visually identifying categorized deviations from a reference
sample. Therefore, fidelity assessment plays an important role in the develop-
ment of automatic visual inspection systems for measuring appearance changes.




Figure 5.1: Examples of standard grade level sets of transitional appearance changes











Figure 5.2: General procedure for fidelity assessment of textiles (evaluation of ap-
pearance changes in texture).
In this field, fidelity assessment is used to evaluate visual deviations of tex-
ture and color between a textile sample and a reference (new textile). As stated
in previous paragraphs, the fidelity assessment process is still carried out by
human visual inspection, which is laborious, repetitive, exhausting, insufficient
and costly. Also, the human assessment lacks reproducibility and results in in-
consistencies between judges (Waegemana et al., 2008). Therefore, researchers
have proposed to automate the fidelity assessment of textile surfaces using tex-
ture analysis approaches (Siew et al., 1988; Davies and Hall, 1999; Kang et al.,
2005; Xie, 2008; Orjuela-Vargas et al., 2010; Xin et al., 2011), i.e., by evalu-
ating appearance changes in texture. Automatic fidelity assessment of textiles
includes applications like roughness measurement, wrinkling evaluation, seam
puckering assessment, pilling assessment and evaluation of appearance changes
in floor coverings. Additionally, texture analysis approaches have been success-
fully applied in other tasks such as image segmentation, texture classification,
defect detection, texture synthesis and estimation of image deformations (Mao
and Jain, 1992; Joshi et al., 2009; Abbadeni, 2010; Elunai et al., 2010).
Figure 5.2 shows a general procedure for the evaluation of appearance
changes in texture using image processing (Siew et al., 1988; Waegemana et al.,
2008; Orjuela-Vargas et al., 2008, 2010). Features are extracted independently
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from the picture of the reference (IR) and the test (IT ) texture samples, termed
fR (vector of features extracted from the reference sample) and fT (vector of
features extracted from the test sample), respectively. Afterwards, a dissimi-
larity measure between the extracted features is computed, i.e., d(fR, fT ) where
the function d(·) is an appropriate distance measure. Finally, according to the
value given by the distance measure, a label c representing the wear degree of
the physical sample is established (Orjuela-Vargas et al., 2010).
Among the most common used techniques (extracted features) in evalu-
ating appearance changes of texture are the following: co–occurrence matri-
ces (Siew et al., 1988; Mori and Komiyama, 2002; Mak and Li, 2008), fil-
ter bank decomposition (Saint-Marc et al., 1991; Wood, 1993; Palmer et al.,
2009), granulometry (Aibara et al., 1999; Davies and Hall, 1999; Xin et al.,
2011), grey level differences (Pourdeyhimi et al., 1994a), grey value histogram
analysis (Jose et al., 1986), power spectrum (Wang and Wood, 1994; Xu, 1997;
Jensen and Carstensen, 2002; Choi et al., 2009), the Radon transform (Mohri
et al., 2005), spatial grey level dependences (Pourdeyhimi et al., 1994b), wavelet
analysis (Militký and Bleša, 2008; Kang et al., 2005; Sun et al., 2011), Gaussian
models (Abril et al., 1998), local binary patterns (Orjuela-Vargas, 2012) and
the Wigner distribution (Cristobal and Hormigo, 1999).
The aim of this chapter is to review and evaluate texture analysis descriptors
for automatic evaluation of appearance changes in texture. Additionally, we
discuss the impact of the parameter selection in the evaluated texture analysis
techniques. To evaluate the reviewed techniques, we consider the degradation
appearing on the surface of textile floor coverings. Our findings show that
DWT, Eig, FFT and Gb provide good descriptors for assessing degradation
in textile floor coverings exhibiting strong correlations with the assessment of
human experts. Particularly, in the evaluation of floor coverings with cut-pile
and loop-pile types, i.e., texture surfaces without complex patterns. Therefore,
these features can be used as starting point in applications involving the assess-
ment of appearance changes in texture, as well as a basis for the development
of new methods.
This Chapter is organized as follows: in Section 5.2, current texture ap-
proaches commonly used in the evaluation of surface changes in industrial web
materials are reviewed. Thereafter, in Section 5.3, we discuss the results ob-
tained in our particular case of study. Finally, in Section 5.4 conclusions and
future work are drawn.
5.2 Image texture analysis
Most of natural and artificial surfaces exhibit texture. The characterization of
such surfaces like plants, fabrics, minerals, skin is performed by using texture
analysis. Texture analysis is one of the main concerns in computer vision due
to its wide range of applications such as remote sensing, medical diagnosis,
fidelity assessment and quality control (Chen, 1995; Tuceryan and Jain, 1998;
Zhang and Tan, 2002).
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Numerous methods have been proposed to deal with different visual texture
inspection tasks (Haralick, 1979; Ojala et al., 1996; Tuceryan and Jain, 1998;
Randen and Husoy, 1999; Zhang and Tan, 2002; Singh and Singh, 2002; Popescu
et al., 2007; Xie, 2008; Mazher and Ali, 2011; Orjuela-Vargas, 2012). Within
those tasks it is possible to find a wide range of definitions concerning to the
question what is texture? For instance,
(Tamura et al., 1978) write that “we may regard texture as what constitutes
a macroscopic region. Its structure is simply attributed to the repetitive patterns
in which elements or primitives are arranged according to a placement rule”.
(Cambridge dictionary, 2016) defines texture as “the quality of some-
thing that can be decided by touch; the degree to which something is rough or
smooth, or soft or hard”.
(Zhang et al., 2010b) refer to texture as a “measure of the variation of the
intensity of a surface, quantifying properties such as smoothness, coarseness
and regularity”.
According to (Nixon and Aguado, 2002): “texture is actually a very neb-
ulous concept, often attributed to human perception, as either the feel or the
appearance of (woven) fabric”.
The above definitions show that texture is easily perceived by humans but
definitions are given according to the application and there is not a unique
definition for the word texture. Particularly, in image processing, texture is
defined as a “function of the spatial variation in pixel intensities” (Tuceryan
and Jain, 1998), i.e., texture analysis attempts to provide information about the
spatial arrangement of intensities in an image. Thus, the purpose of texture
description is to derive some measurements that can be used for identifying
certain useful characteristics for a texture classification task.
According to (Tuceryan and Jain, 1998; Zhang and Tan, 2002; Xie, 2008)
texture descriptors can be grouped into four categories: statistical features,
structural features, signal processing based features and model based features.
In the rest of this Chapter the most commonly used techniques for texture
analysis using image processing are explained and evaluated in the assessment
of appearance changes in textiles. Note that the texture analysis techniques
discussed in this Chapter use gray scale images to compute the texture descrip-
tors.
5.2.1 Statistical features
These techniques are used to measure the spatial distribution of pixel values
at specific positions (Xie, 2008) and are applied in tasks such as texture anal-
ysis, image segmentation, texture classification, defect detection, wear evalu-
ation (Haralick, 1979; Swain and Ballard, 1990; Orjuela-Vargas et al., 2010).
The most popular techniques in this category are described in the following
paragraphs.
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Autocorrelation function
Two different textures can be distinguished by evaluating differences in their
regularity or fineness presented in the image. One way of measuring this kind of
differences is by computing separately the autocorrelation function in both tex-
tures (Petrou and Sevilla, 2006). Next the resulting autocorrelation functions
are described using a parametric model. Afterwards, the model parameters are
compared to obtain the texture differences. The autocorrelation function has
been used in several applications including fabric analysis, macro-texture anal-
ysis, estimation of deformation (Heilbronner, 1992; Torabi et al., 2008; Elunai
et al., 2010). The autocorrelation function of a given image I of M ×N pixels
is defined as:
ρ (I) =








2(i, j) is the energy of I, I∗ is the complex conjugate
of I, F {·} and F−1 {·} are the direct and inverse discrete Fourier transform,
respectively. Practical algorithms use ρ (I) to characterize the texture under
analysis (Petrou and Sevilla, 2006).
Co-occurrence matrix
This method is one of the most well-known texture analysis techniques, es-
pecially, in surface flaw detection (Siew et al., 1988; Orjuela-Vargas et al.,
2008). The co-occurrence matrix is a matrix of frequencies P (g1, g2|(x, y)),
where g1 and g2 are pixel values of two disjoint pixels separated by a displace-
ment (x, y). The number of occurrences of g1 and g2, separated by (x, y), con-
tributes to the (g1, g2)th entry in the matrix of frequencies P . Those matrices
characterize the distribution of co-occurring pixel values giving the displace-
ment (x, y) (Tuceryan and Jain, 1998; Randen and Husoy, 1999).
Local Binary Patterns (LBP)
This method computes relative intensity relations between the pixels in a small
neighborhood compared to the central pixel (gc). The LBP is a widely used
texture descriptor including a wide range of its extensions (Maenpaa, 2003).









0, if x < 
1, if x ≥  ,
for a given small value . gc is the central pixel and gk for k = 0, . . . , 7 are
the corresponding neighboring pixels of Figure 5.3(a). After computing texture
codes per pixel, these codes are grouped into a histogram to characterize the
texture of an image.
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Figure 5.3: (a) Pixel set distributed within a circularly symmetric neighborhood.
Here, an eight pixel circularly symmetric neighborhood. (b) Third order Markov
neighborhood within a 5× 5 window.
5.2.2 Model based features
Generally, this type of features approximates the texture under analysis using
parametric models. Then, the estimated model parameters are used as texture
features (Zhang and Tan, 2002). Also, those parameters are used very often to
synthesize textures (Tuceryan and Jain, 1998). The most popular features in
this category are described in the following paragraphs.
Autoregressive models
The autoregressive (AR) models use linear models to describe the relationship
between neighboring image pixels (Randen and Husoy, 1999; Zhang and Tan,
2002; Xie, 2008; Joshi et al., 2009). The AR models have been successfully ap-
plied in several tasks such as texture synthesis (Mao and Jain, 1992), texture
segmentation (Joshi et al., 2009) and texture classification (Abbadeni, 2010).
A two-dimensional AR model is defined as the linear combination of the sur-
rounding neighbors of a central point (Deguchi, 1986). The AR model for the





where ak for k = 0, . . . , 7 are the parameters of the linear model to be es-
timated and gk for k = 0, . . . , 7 are the corresponding neighboring pixels of
the central pixel gc. Particularly, this method is called circular autoregressive
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model (Kashyap and Chellappa, 1983). Equation (5.2) can be generalized for






a(x, y)I(i+ x, j + y).
The set of parameters a(x, y) is estimated by means of linear regression and
used to characterize the texture.
Gaussian Markov random field (GMRF)
Markov random fields (MRFs) are a probabilistic representation of all interac-
tions between pixels values within a local neighborhood. In other words, it de-
scribes the global distribution of pixels values in terms of local neighborhood in-
teractions (Cross and Jain, 1983; Krishnamachari and Chellappa, 1997). MRFs
have been very popular for modeling images and applied in several tasks such
as texture synthesis (Paget and Longstaff, 1995) and classification (Chen and
Huang, 1993), image segmentation (Yang and Jiang, 2003), restoration (Baba-
can et al., 2008) and compression (Krishnamoorthi and Seetharaman, 2007).
In (Cross and Jain, 1983) the binomial model is used to produce blurry, sharp,
line-like, and blob-like textures. The results showed that the synthetic textures
closely resembled their real counterparts (Cross and Jain, 1983). The GMRF
have been shown to be accurate in applications involving texture segmenta-
tion (Krishnamachari and Chellappa, 1997). Additionally, the parameters of a
GMRF, unlike to other MRF extensions, can be computed efficiently (Grath,
2003). Note that these type of models can be also categorized as well as a sta-
tistical based feature because of its use of statistics for describing local patches.
However, they are mostly categorized within the model based features in the
texture analysis field. The GMRF model for the set of pixels in Figure 5.3(b)
is defined by the following formula:












where Si,j,l for l = 1, . . . , 6 are defined as follows:
Si,j,1 = I(i− 1, j) + I(i+ 1, j)
Si,j,2 = I(i, j − 1) + I(i, j + 1)
Si,j,3 = I(i− 2, j) + I(i+ 2, j)
Si,j,4 = I(i, j − 2) + I(i, j + 2)
Si,j,5 = I(i− 1, j − 1) + I(i+ 1, j + 1)
Si,j,6 = I(i+ 1, j − 1) + I(i− 1, j + 1)
(5.3)
The seven parameters {α1, . . . , α6, σ} are used to characterize the texture under
analysis.
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5.2.3 Structural features
From a structural point of view, texture is characterized by texture primitives
and the spatial arrangement of those primitives (Tuceryan and Jain, 1998;
Zhang and Tan, 2002; Xie, 2008). Thus, texture primitives consider spatial ba-
sic structures and their placement as well as orientation features to characterize
texture (Aptoula and Lefevre, 2011).
Granulometry
Mathematical morphology is the most well-known and used tool for extracting
structural texture primitives (Aptoula and Lefevre, 2011). Those primitives
are normally computed by using a pattern called structuring element (SE).
The majority of morphological texture features depend on a set of morpho-
logical transformations, i.e., on applying successively morphological operations
while increasing the SE size. This results in a set of images with less and
less details characterizing structures through the scales. Particularly, when a
set of morphological openings are applied, the resulting set of images is called
granulometry. Similarly, anti-granulometry can be measured using a set of mor-
phological closings instead of openings. The morphological opening operation
is the dilation of the erosion of a set by a SE and the morphological closing is
the erosion of the dilation of the same set using the same SE, where erosion
and dilation are the two fundamental operations of mathematical morphol-
ogy (Aptoula and Lefevre, 2011). While granulometry captures bright details
on dark background, anti-granulometry focuses on dark details on bright back-
ground (Aptoula and Lefevre, 2011). Both sets characterize the granularity of
the texture.
5.2.4 Signal processing based features
These approaches use spatial-frequency analysis to extract features. Most of
the signal processing features are extracted by applying linear transforma-
tions, filtering or filter bank decomposition, followed by some energy compu-
tation (Tuceryan and Jain, 1998; Randen and Husoy, 1999; Xie, 2008). These
features are derived from spatial, spatial-frequency and joint spatial/spatial-
frequency domain. In this Section, we describe the most popular signal decom-
position techniques used in texture analysis.
Power spectrum
The Fourier transform (FT) is a mathematical operation that decomposes a
function into its constituent frequencies, also known as a frequency spectrum.
The FT is used in a wide range of applications, such as image analysis, image
filtering, image reconstruction and image compression (Lee and Chen, 2002;
Petrou and Sevilla, 2006; Park et al., 2010; Kaur et al., 2011). The FT is useful
when it is necessary to access to the geometric characteristics of the spatial





Figure 5.4: Set of ring and wedge filters in a dyadic configuration.
domain (Nixon and Aguado, 2002). The two-dimensional Fourier transform is
defined as
















where u and v are the spatial frequencies across the rows and columns of the
image. A set of wedge and ring filters have been suggested to discriminate
texture in spatial-frequency and orientation (Weszka et al., 1976; Randen and
Husoy, 1999).
The filters proposed by (Weszka et al., 1976) have shown to be accurate for










|F {I} (u, v)|2 (5.5)
where hr1,r2 , hθ1,θ2 are ring and wedge filters, respectively. ri and θi are the
bounds of the filters. The filters are used to decompose the image in frequency
sub-bands and descriptive statistics are computed on each sub-band to charac-
terize the texture.
Eigenfilter
The ability to incorporate various spatial and spatial-frequency constraints
make eigenfilters a useful tool for signal analysis and synthesis (Ade, 1983), as
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well as in a variety of tasks such as image classification, image segmentation,
defect detection (Ade, 1983; Tkacenko and Vaidyanathan, 2003; Monadjemi
et al., 2004). The eigenfilters are computed as follows: first the image pixels
are arranged into row entries of a matrix E of size d × W 2, where d is the
number of overlapping windows used to visit every pixel in the image using a
window of sizeW×W (usually window size is 3×3). Afterwards, the covariance
matrix is computed from the matrix E as B = ETE. Then, after applying a
singular value decomposition over the covariance matrix B, the obtained W 2
eigenvectors of such a decomposition are used as filters to perform a filter bank
decomposition that results into a set of images. Usually, descriptive statistics
are computed on this set of filtered images to characterize the texture.
Gabor filters
Gabor filtering allows the representation of images with optimal joint local-
ization in the spatial-spatial/frequency domains (Jain and Farrokhnia, 1990;
Manjunath and Ma, 1996; Randen and Husoy, 1999; Liu and Wang, 2003)
characterizing the human vision system (Jain and Farrokhnia, 1990; Manjunath
and Ma, 1996; Ortiz-Jaramillo et al., 2012). This makes this filtering approach
very successful for the estimation of quality of compressed images/videos (Se-
shadrinathan and Bovik, 2010; Ortiz-Jaramillo et al., 2012). A two-dimensional
Gabor function g(x, y) and its Fourier transform G(u, v) are defined as (Man-
junath and Ma, 1996),






















where σu = (2piσx)−1 and σv = (2piσy)−1. Here, σu and σv characterize
the band width of the Gabor filter centered at the point (u0, 0) in the spa-
tial/frequency domain (u, v). From Equation (5.6), it is possible to generate a
set of Gabor functions by appropriate dilations and rotations, i.e.,
gm,n = a
−mg(x′, y′), a > 1, m, n ∈ Z with
x′ = a−m(x cos(θ) + y sin(θ)), and
y′ = a−m(−x sin(θ) + y cos(θ)),
where θ = npi/K, with n = 0, . . . ,K − 1, and K is the total number of orien-
tations. Here a−m, with m = 0, . . . , S − 1, is the scale parameter, where S is
the number of scales.
Particularly, (Manjunath and Ma, 1996) proposed a strategy to reduce the
redundancy presented in this filter bank decomposition. The strategy ensures
that the responses of the filters in the spatial/frequency domain are tangent to
each other (see Figure 5.5). Let Ul and Uh denote the lower and upper center













Figure 5.5: Set of Gabor filters in the spatial-frequency domain. The elliptical



















where u0 = Uh. As shown in Figure 5.5, the filters are rotated versions of
the Equation (5.6), where σu and σv are related to a. This set of filters is
used to decompose the image into frequency sub-bands. In general, descriptive
statistics are computed on the resulting filtered images to characterize the
texture.
Laplacian pyramid
The Laplacian pyramid is a multi-scale technique that has been used in ap-
plications such as image restoration (Xingmei et al., 2010), contrast enhance-
ment (Dippel et al., 2002) and texture analysis (Chan et al., 2003; Vo et al.,
2006; Yong et al., 2010). This technique is often used to characterize the image
details at different image scales. The Laplacian pyramid consists of a sequence
of differences between two consecutive levels of the Gaussian pyramid (Burt
and Adelson, 1983), i.e., Ik+1 = Ik − I˜k, where Ik is the image I at the kth
level and I˜k is the image I at the kth level after Gaussian filtering (see Fig-
ure 5.6). Descriptive statistics are computed on the resulting filtered images to
characterize the texture.















































Figure 5.7: Steerable pyramid of 1 decomposition levels using θ as direction.
Steerable pyramid
The steerable pyramid allows to analyze texture at different orientation angles.
Note that the steerable pyramid is a direct extension of the Laplacian pyramid
in which image details are characterized at different image scales and orien-
tations. Particularly, the steerable pyramid divides an image into a collection
of levels localized in both scale and orientation (Freeman and Adelson, 1991;
Simoncelli and Freeman, 1995). Thus, an image is decomposed in several scales
and each scale is decomposed in a set of directions, which makes this technique
suitable for several tasks such as texture analysis/synthesis (Heeger and Bergen,
1995), image enhancement (Wu et al., 1998), image retrieval (Areepongsa et al.,
2000), image segmentation (Benjelil et al., 2009), face recognition (Aroussi
et al., 2009).
Figure 5.7 shows the block diagram of the steerable pyramid using 1 level in θ
direction, where, h, hx and hy are a Gaussian filter and its derivatives in x and y
direction, respectively. In general, this pyramid is obtained by using Gaussian
filters, downsampled images and first derivatives of those images. Thus, an
image at the kth scale in the direction θ is defined as Ik,θ = cos(θ)Ik,x +
sin(θ)Ik,y where k = {0, . . . ,K − 1} (Lindeberg and Eklundh, 1992) for K
levels. Usually, descriptive statistics are computed on the filtered images to
characterize the texture.
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Laws filters
Laws filters are considered as one of the first filtering approaches in texture
analysis, presented by Laws (Laws, 1980). This filtering approach has been
used very often as reference for comparing texture analysis techniques. Also,
the Laws filters have been used in several texture analysis tasks such as seg-
mentation (Eckstein, 1996), object recognition (Baik and Pachowicz, 2002),
image retrieval (Suzuki et al., 2009) and film colorization (Lavvafi et al., 2010).
In the following paragraphs a procedure to obtain features using Laws filters is
presented. First we introduce the set of filters proposed by Laws. These filters
can be constructed using the following one-dimensional kernels:
L5 = [ 1 4 6 4 1 ]
E5 = [ −1 −2 0 2 1 ]
S5 = [ −1 0 2 0 −1 ]
W5 = [ −1 2 0 −2 1 ]
R5 = [ 1 −4 6 −4 1 ]
. (5.7)
These kernels stand for Level, Edge, Spot, Wave, and Ripple, respectively.
From those one-dimensional kernels, 25 different two-dimensional filters are
generated, e.g., the L5E5 filter is obtained by multiplying a vertical kernel L5
and a horizontal kernel E5. The filters are used to decompose the image into
sub-bands. Those sub-bands are the result of the convolution of the original
image and the 25 set of filters. Here, the set of 25 images (one per sub-band)
are termed Ik,l for k = {1, . . . , 5} and l = {1, . . . , 5}. These images are used to







I2k,l(i+ x, j + y). (5.8)
Then, the features are normalized using the formula ‖Ik,l‖ = ‖Ik,l‖‖I1,1‖ . Descriptive
statistics are computed on the resulting TEM to characterize the texture.
Discrete Wavelet transform (DWT)
The wavelet transform has been widely used in texture analysis tasks
such as image annotation (Ma and Manjunath, 1995), texture characteriza-
tion/classification (Mojsilovic et al., 2000; Busch and Boles, 2002; Lam, 2008;
Wang and Yong, 2008; Dong and Ma, 2011), defect detection (Han and Shi,
2007), obtaining satisfactory results. Note the close relationship between the
steerable pyramid, the Laplacian pyramid and the DWT. This is because they
make part of a family of signal processing based techniques where image de-
tails are characterized in multiple scales and orientations by using typically
intentionally crafted filters (Mallat, 2009). More advanced signal decomposi-
tion methods include shearlets (Goossens et al., 2009), contourlets (Do and
Vetterli, 2005), ridgelets (Do and Vetterli, 2003), wedgelets (Donoho, 1999).























































Figure 5.8: Two-dimensional discrete wavelet transform of K decomposition levels.
The wavelet transform has been described as a multi-resolution analysis
of a finite energy signal (Mallat, 2009). Particularly, the discrete wavelet
transform is a filter bank decomposition of a signal using a low pass and high
pass filters (Lam, 2008; Mallat, 2009). Figure 5.8 shows this representation of
the DWT of K decomposition levels, where hL and hH are low and high pass
filters, respectively. Typically, descriptive statistics are computed on every
decomposition level to characterize the texture.
Wigner distribution (WD)
The WD is a popular technique to describe the local joint distribution of pixel
values in image processing tasks such as image enhancement, image fusion, im-
age segmentation (Homigo and Cristobal, 1998; Cristobal and Hormigo, 1999;
Dragoman, 2005; Redondo et al., 2008; Vaidya and Padole, 2008). The discrete
approximation is termed the pseudo-Wigner distribution (PWD). The PWD is
performed by using two smoothing windows: a spatial averaging window (hs)
and a spatial-frequency averaging window (hf ) (Cristobal and Hormigo, 1999).
The PWD of a two-dimensional discrete function is defined as follows











I(i+ k + x, j + l + y)I∗(i+ k − x, j + l − y)
exp(−2√−1(xu+ yv)),
where W × W is the size of the smoothing window and I∗ is the complex
conjugate of I. By employing Equation (5.9) in an image I, a set of W ×W
images representing the spatial/spatial-frequency distribution of the texture is
5.2 Image texture analysis 95
Table 5.1: List of texture analysis techniques reviewed in this work.
Approach Technique
Statistical features Autocorrelation function (AC)
Co-occurrence matrix (CM)
Local Binary Patterns (LBP)
Structural features Granulometry moments (GM)
Model based features Autoregressive models (AR)
Gaussian Markov random field (GMRF)






Discrete Wavelet transform (DWT)
Pseudo-Wigner distribution (PWD)
obtained. The texture is characterized by extracting histograms of the resulting
images.
5.2.5 Summary
In Table 5.1, a summary of the considered texture extraction techniques is pre-
sented. From the literature review, we conclude that the signal decomposition
methods are considered more often than the other approaches. This could be
due to the fact that texture is better characterized by means of signal decompo-
sition methods (Xie, 2008). The approaches included in this work were selected
by literature review according to their performance or popularity in the image
processing field. For instance, Eig, CM, TEM, AR, FFT and LBP are com-
monly used as benchmark techniques (Ojala et al., 1996; Randen and Husoy,
1999; Singh and Singh, 2002; Pico et al., 2001; Xie, 2008) when comparing tex-
ture analysis techniques. DWT and Gb have shown to be accurate for defect
detection (Xie, 2008). The other selected techniques were chosen according to
their performance in texture classification or retrieval. Particularly, AC is very
suitable for fabric inspection (Heilbronner, 1992). LP, SP, GMRF and PWD are
very suitable for texture image retrieval and classification (Randen and Husoy,
1999; Areepongsa et al., 2000; Vo et al., 2006). The techniques listed in Ta-
ble 5.1 are often considered for evaluation of appearance changes in texture in
pilling, wrinkling, seam puckering, fuzziness and pile surface assessment (Kang
et al., 2005; Hu, 2008; Xiaojun et al., 2009).
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CRI-1 CRI-3 CRI-4 CRI-6
Figure 5.9: (top) Example test textures from the CRI standard. (bottom) Cropping
procedure. Example cutouts used as samples.
5.3 Results and discussion
In this Section we describe the test images, the implementation details of the
tested methods and the performance comparison between texture descriptors.
5.3.1 Test images
For the interested readers, we provide a description of carpet construction in
Appendix A.4. For our experiments, we use three databases, two of them
composed of samples of wear with grades in steps of 0.5 from 1.0 to 4.5 and
one database which only possesses four samples of wear from 1.0 to 4.0 in steps
of 1.0.
The first set of images is composed of scanned printed images, using an
office scanner, from the CRI standard photo set. The CRI reference sets in-
clude texture types with level loop (CRI-3), cut Saxony (CRI-1 and CRI-4)
and tip-sheared loop (CRI-6) piles, see Figure 5.9(top). To keep the relevant
characteristics in the scanned images, a resolution of 7.8 pixels per millimeter
was used (Orjuela-Vargas et al., 2010). Each printed photograph contains tex-
tures corresponding to eight wear degrees from 1.0 to 4.5 in steps of 0.5. Also,
in the same image, the original texture of the floor covering is included. Each
printed photograph was digitized in a 2300×1100 pixels image (Orjuela-Vargas
et al., 2010).
We compute the texture features in cutouts. The cropping procedure is
performed by extracting random cutouts from either the part of the original or
the part with the appearance change with the purpose of having the reference
and test samples, see Figure 5.9(bottom). For this subset we extract 20 cutouts
from both reference and test surfaces, we term each pair of cutouts as sample.
Therefore, our CRI dataset is composed of 20 samples × 8 wear labels per
reference set× 4 CRI reference sets, adding up to 640 texture samples (reference
plus test surface) in total.
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EN-A EN-B EN-C EN-D EN-G EN-H
Figure 5.10: (top) Example test textures from the EN1471 standard. (bottom)
Cropping procedure. Example cutouts used as samples.
Ghent-6Ghent-3 Ghent-4Ghent-1 Ghent-2 Ghent-5
Figure 5.11: (top) Example test textures from the Ghent University Textile De-
partment. (bottom) Cropping procedure. Example cutouts used as samples.
The second set of images is composed of photographs of physical samples
from level loop (EN-A), cut Saxony (EN-B, EN-C and EN-D), cut/frisé (EN-G)
and woven velours (EN-H) piles from the EN1471 standard, see Figure 5.10(top).
In this set, wear degrees were photographed at 30cm with a progressive 3CCD
Sony camera model DXC-9100 P using a Sony macro lens model VCL-707BXM.
The database includes photographs of size of 576 × 720 pixels corresponding
to 14.5 × 18 cm2. This offers a resolution of 4 pixels per millimeter. Each
reference contains photographs corresponding to four wear degrees from 1.0 to
4.0 in steps of 1.0. Also, in the same photograph, the original texture of the
floor covering is included (Orjuela-Vargas et al., 2010).
Similarly to the CRI set, the cropping procedure is performed by extract-
ing random cutouts from either the part of the original or the part with the
appearance change, see Figure 5.10(bottom). For this subset we extract 20
cutouts from both reference and test surfaces. Therefore, our EN dataset is
composed of 20 samples × 4 wear labels per reference set × 6 EN reference
sets, adding up 480 texture samples (reference plus test surface) in total.
In the third database, the wear degrees were assessed by three inspectors of
the textile Department of Ghent University, in collaboration with the textile
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floor covering company LANO. The set is composed of one cut pile velours
(Ghent-1), one level loop pile (Ghent-2), one cut pile saxony (Ghent-3), two
cut pile shag (Ghent-4 and Ghent-6) and one cut/loop pile (Ghent-5), see
Figure 5.11(top). Each physical sample corresponds to the eight wear degrees
from 1.0 to 4.5 in steps of 0.5. Also, in the same sample, the original texture
of the floor covering is preserved. The physical samples were photographed at
30cm with a progressive 3CCD Sony camera model DXC-9100 P using a Sony
macro lens model VCL-707BXM. The database includes photographs of size of
720×576 pixels corresponding to 18×14.5 cm2. This offers a resolution of four
pixels per millimeter (Orjuela-Vargas, 2012).
The cropping procedure is done similarly to the CRI and the EN sets, see
Figure 5.11(bottom). For this subset we extract 20 cutouts from both reference
and test surfaces. Therefore, our Ghent dataset is composed of 20 samples × 8
wear labels per reference set × 6 Ghent reference sets, adding up 960 texture
samples (reference plus test surface) in total.
Note that we use the cropping procedure with the purpose of increasing
the number of samples in the experiment (we analyze many cropped regions
instead of one large image) and providing more general conclusions.
5.3.2 Implementation details
In this Section we explore the parameter selection for the techniques described
in Section 5.2.
First we select an appropriated measure to compute the dissimilarity or dif-
ference between the extracted features of a used textile sample and a reference
(new textile). In this work, we use the Euclidean distance and the symmetrized
adaptation of the Kullback-Leibler divergence (KLD). On the one hand, the Eu-
clidean distance was selected to measure differences in the following techniques:
AC, CM, AR, GMRF, GM, FFT, Eig, LP, SP, TEM and DWT. The Euclidean
distance was selected for measuring differences in those techniques because it
is probably the most common chosen type of distance due to its simplicity.
Also, the Euclidean distance can be used to model numerous natural facts of
the human-scale world and most of the powerful image recognition techniques
make use of it (Gan et al., 2007). On the other hand, we use the symmetrized
adaptation of the KLD in the following techniques: LBP, Gb and PWD. This
divergence is used to measure differences in the above techniques because those
generate a histogram and the symmetrized adaptation of the KLD has proved
to be very accurate in measuring differences between histograms. Also, it has
proved to be very suitable for texture analysis applications (Dong and Ma,
2011).
In the AC technique we use the parametric model described by (Petrou
and Sevilla, 2006). In such a model, texture descriptors are represented by the
coefficients of a two dimensional second order polynomial. The texture differ-
ence/dissimilarity is computed as the Euclidean distance between the obtained
coefficients of the textures under analysis.
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In the CM, we use the displacements (x, y) ∈
{(0, 1), (−1, 1), (−1, 0), (−1,−1)} suggested in (Randen and Husoy, 1999).
For each displacement in the set, a matrix of frequencies is obtained. The
four obtained matrices are averaged to obtain a single co-occurrence matrix.
The average is used because it has shown to be more accurate than using
the individual matrices (Popescu et al., 2007). The following measures are
computed on the average co-occurrence matrix to extract texture features:
energy, entropy, contrast, homogeneity and correlation (Tuceryan and Jain,
1998; Randen and Husoy, 1999). The texture difference is computed as the
Euclidean distance between the obtained features.
In the LBP technique, the texture units are grouped into a histogram to
extract texture descriptors (Maenpaa, 2003). The texture differences are com-
puted by using the symmetrized adaptation of the KLD. Note that in this
texture analysis method, there are 2 parameters that influence the output of
the LBP codes. The first one is the radius of the selected neighborhood and the
second is the threshold . These parameters are explored later in Section 5.3.3.
The estimated parameters of the AR model are used as texture descrip-
tors. Here the radius of the selected neighborhood is also a free parameter and
it is explored later in Section 5.3.3. Similarly, the parameters estimated in
the GMRF model are used as texture features. The texture difference is com-
puted as the Euclidean distance between the obtained features in these two
techniques.
We compute the following descriptive statistics known as the granulome-
try and anti-granulometry moments (GM and anti-GM) in the set of images
obtained by granulometry and anti-granulometry technique: the average, vari-
ance, skewness and kurtosis (Aptoula and Lefevre, 2011). In this technique
the number of successive morphological operations, termed λ, is kept as free
parameter and it will be explored later in Section 5.3.3. The texture difference
is computed as the Euclidean distance between the obtained granulometry and
anti-granulometry moments.
In the power spectrum technique, the set of wedge and ring filters pro-
posed by (Weszka et al., 1976) is used. Particularly, the following set
of parameters r1 = {2, 4, 8, 16, 32, 64}, r2 = {4, 8, 16, 32, 64, 128}, θ1 =
{112.5, 67.5, 22.5, 157.5}◦ and θ2 = {247.5, 247.5, 202.5, 292.5}◦. The energy
of the image in each frequency band generated by the filters is computed as
texture features. The texture difference is computed as the Euclidean distance
between the obtained features.
In the Eig method, the mean and standard deviation of the resulting sub-
bands are computed as feature vectors. Afterwards, the ED is computed as
texture difference. If a circular neighborhood is used, the radius of the selected
neighborhood is also a free parameter for this technique and it is explored as
well later in Section 5.3.3.
In the case of Gb technique, we use the configuration proposed by (Manju-
nath and Ma, 1996) with the purpose of reducing the redundancy presented in
the filter bank decomposition. Particularly, the following parameters are used:
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Uh = 0.7, Ul = 0.005, K = 6 and S = 4. Afterwards, the histogram of each
sub-band is used as texture descriptor. The symmetrized adaptation of the
KLD is computed as dissimilarity measure in this technique.
In the LP and SP techniques, the feature vectors are the mean and standard
deviation of the resulting image decomposition. We use the following set of
angles for the steerable pyramid: {0◦, 45◦, 90◦, 135◦}. Here the number of
scales remains as free parameter to be explored later in Section 5.3.3. In TEM
technique, the mean and standard deviation of the resulting filtered images
are computed as feature vectors. Also for the DWT technique, the mean and
standard deviation of the resulting decomposition are computed as texture
descriptors. Here the wavelet function and the number of scales remain as
free parameters to be explored later in Section 5.3.3. The texture difference
is computed as the Euclidean distance between the obtained features in these
four techniques.
For the PWD method, the histogram of each sub-band is used as texture
descriptor. The texture differences are computed using the symmetrized adap-
tation of the KLD between the histograms of the resulting PWD.
5.3.3 Impact of the parameters
In this Section we study the impact of the free parameters of the tested tech-
niques on the performance. That is, we compute independently the correlation
between the texture feature differences and wear labels for each technique and
selected parameter values. Particularly, we study the following parameters:
• In the AR model and Eig technique we study the radius r ∈ {1, 1.5, 2, 3}.
• In the LBP technique we study the radius r ∈ {1, 1.5, 2, 3} and the thresh-
old  ∈ [0, 0.05].
• In the LP and SP techniques, we study the number of scales K ∈
{1, 2, 3, 4, 5}.
• In GM technique, we study the number of successive morphological op-
erations λ ∈ {2, 3, . . . , 27, 28}.
• In the DWT technique, we study the wavelet filters, particularly the set
of Daubechies wavelet filters, and the number of scales K ∈ {1, 2, 3, 4, 5}.
We use the notation dbN to identify the Daubechies filter with N filter
coefficients (N∈ {1, 2, . . . , 19, 20}).
Figure 5.12 shows the performance (PCC, SROCC and CCD, see Sec-
tion 2.3) of the AR model in function of the radius r. The performance is
given in terms of correlation between the texture feature differences and the
textile specialists’ assessment (wear labels). The correlation is computed in-
dependently for each reference set. The Figure shows that the AR model
achieves the highest correlation with the textile specialists’ assessment for the
radius r = 1.5. However, the AR model exhibits a weak correlation (correlation




























Figure 5.12: Performance of the AR model in function of the radius r. The perfor-
mance is given in terms of correlation between the texture feature differences and the
textile specialists’ assessment (wear labels). From left to right: PCC, SROCC and
CCD.
between texture feature differences and wear labels lower than 0.5) in 14 out
of the 16 evaluated reference sets. Thus, the AR model does not provide good
texture features to evaluate appearance changes in texture.
Figure 5.13 shows the performance (correlation between the texture fea-
ture differences and the textile specialists’ assessment) of the Eig technique
in function of the radius r. The correlation is computed independently for
each reference set. The Figure shows that the Eig technique does not exhibit
significant differences in terms of performance between the different r values.
However, the radius r = 1.5 is a good choice for the 16 reference sets. The
Eig technique exhibits a strong correlation (correlation between texture fea-
ture differences and wear labels higher than 0.7) in 10 out of the 16 evaluated
reference sets (CRI-1, CRI-3, EN-A, EN-B, EN-C, EN-D, EN-G, EN-H, Ghent-
3 and Ghent-5). Particularly, the Eig technique performs well in the cut-pile
and loop-pile types of floor coverings for the three datasets.
Figure 5.14 shows the performance (correlation between the texture fea-
ture differences and the textile specialists’ assessment) of the GM technique
in function of the λ values. The correlation is computed independently for
each reference set. The method achieves the highest correlation (SROCC) for
λ = 14 in the EN set as well as in the Ghent set and for λ = 26 in the CRI
set. However, the GM technique exhibits a weak correlation (correlation be-
tween texture feature differences and wear labels lower than 0.5) in 12 out of
the 16 evaluated reference sets. Thus, this technique is not a good texture




























Figure 5.13: Performance of the Eig technique in function of the radius r. The
performance is given in terms of correlation between the texture feature differences
and the textile specialists’ assessment (wear labels). From left to right: PCC, SROCC
and CCD.
feature to evaluate appearance changes in texture. This could be because from
the structural point of view, texture is characterized by primitives and spatial
arrangement of those primitives (Tuceryan and Jain, 1998; Xie, 2008). Typi-
cally, any variation from the textural primitives of the reference (new textile)
is considered as a different texture but the magnitude of the variation does
not indicate how big or small is the difference of the used textile compared to
the new textile. Therefore, this kind of algorithms is limited in power to dis-
criminate between very similar textures, e.g., evaluation of appearance changes
in textile floor coverings due to degradation. This aspect makes techniques
based on structural primitives impractical for evaluating appearance changes
in texture (Tuceryan and Jain, 1998).
Figures 5.15 and 5.16 show the performance (correlation between the tex-
ture feature differences and the textile specialists’ assessment) of the LP and
SP techniques in function of the scale K. The correlation is computed indepen-
dently for each reference set. Both methods achieve the highest performance at
the highest decomposition levels (K > 4). The LP and SP techniques exhibit
a strong correlation (correlation between texture feature differences and wear
labels higher than 0.8) in the EN subset (EN-A, EN-B, EN-C, EN-D, EN-G
and EN-H). The correlation between the texture differences and the wear labels
is at most moderate (lower than 0.7) in the CRI and Ghent databases.
Figures 5.17, 5.18 and 5.19 show the performance (correlation map) of the





























Figure 5.14: Performance of the GM technique in function of the λ values. The
performance is given in terms of correlation between the texture feature differences
and the textile specialists’ assessment (wear labels). From left to right: PCC, SROCC
and CCD.
LBP technique in function of the radius r (y-axis) and threshold  (x-axis)
appraised on CRI, EN and Ghent subsets, respectively. The performance is
given in terms of correlation between the texture feature differences and the
textile specialists’ assessment (wear labels). The correlation is computed inde-
pendently for each reference set. The color bar represents the strength of the
correlation in the color map from 0 to 1. Note that the best performance (high-
est correlation between texture feature differences and wear labels) is achieved
for a threshold  = 0.01 and the radius does not have much impact for this
threshold level, i.e., there are not significant changes in terms of correlation for
this threshold level. However, for bigger  values, the LBP technique achieves
a higher correlation for r = 3. The LBP technique exhibits a strong correlation
(correlation between texture feature differences and wear labels higher than 0.8)
in 7 out of the 16 evaluated reference sets (CRI-1, CRI-3, CRI-6, EN-B, EN-C,
EN-D and Ghent-1). Particularly, the method shows a good performance in
the cut-pile types of floor coverings for all three datasets.
Figures 5.20, 5.21 and 5.22 show the performance (correlation map) of the
DWT technique in function of the scale K (y-axis) and number of filter coeffi-
cients N (x-axis) appraised on CRI, EN and Ghent subsets, respectively. The
performance is given in terms of correlation between the texture feature differ-
ences and the textile specialists’ assessment (wear labels). The correlation is
computed independently for each reference set. The color bar represents the




























Figure 5.15: Performance of the LP technique in function of the scale K. The
performance is given in terms of correlation between the texture feature differences
and the textile specialists’ assessment (wear labels). From left to right: PCC, SROCC
and CCD.
strength of the correlation in the color map from 0 to 1. The best performing
(highest correlation with wear labels) wavelet is the Haar wavelet (Daubechies
filter with 2 coefficients [db1]). The DWT technique achieves the highest corre-
lation between texture feature differences and wear labels for K = 4 decompo-
sition levels. Note that higher decomposition levels result in lower performance.
The DWT technique exhibits strong correlation (correlation between texture
feature differences and wear labels higher than 0.8) in 12 out of the 16 evalu-
ated reference sets (CRI-1, CRI-3, EN-A, EN-B, EN-C, EN-D, EN-G, EN-H,
Ghent-1, Ghent-2, Ghent-3 and Ghent-5). That is, the method shows a good
performance in the cut-pile and loop-pile types of the tested floor coverings.
Based on the previous results we select the following set of parameters:
• In the AR model and Eig techniques, we selected r = 1.5 as the radius of
the neighborhood.
• In the LBP technique, we selected the radius r = 1.5 and the threshold
 = 0.01.
• In the LP and SP techniques, we selected K = 4 as the number of scales.
• In GM technique, we select λ = 20 as the number of successive morpho-
logical operations.




























Figure 5.16: Performance of the SP technique in function of the scale K. The
performance is given in terms of correlation between the texture feature differences
and the textile specialists’ assessment (wear labels). From left to right: PCC, SROCC
and CCD.
• In the DWT technique, we selected the Haar wavelet with K = 4 decom-
position levels.
The rest of the selected parameters were discussed in Section 5.3.2
5.3.4 Performance comparison
In the following paragraphs we compare the performance between the studied
methods using the previously selected parameters.
Figure 5.23 shows the performance of the considered texture analysis tech-
niques appraised on (a) CRI, (b) EN and (c) Ghent databases. The performance
is given in terms of correlation between the texture feature differences and the
textile specialists’ assessment (wear labels). The correlation is computed for
all reference sets, i.e., we have included all the data samples for computing
the correlation between wear labels and texture feature differences. In the EN
database, DWT, LP and SP techniques provide good descriptors in assessing
changes of texture in textile floor coverings, when a labeling error of 1 between
consecutive wear labels is allowed, displaying a strong correlation (correlation
between texture feature differences and wear labels higher than 0.7). However,
when the allowed labeling error between consecutive wear labels is 0.5, CRI and
Ghent databases, the tested texture analysis techniques display a weak correla-
tion (correlation between texture feature differences and wear labels lower than
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Figure 5.17: Performance of the LBP technique in function of the radius r and
threshold  appraised on CRI subset. From top to bottom: CRI-1, CRI-3, CRI-4 and
CRI-6. The performance is given in terms of correlation between the texture feature
differences and the textile specialists’ assessment (wear labels). From left to right:
PCC, SROCC and CCD. The color bar represents the strength of the correlation from
0 to 1.
0.5) when evaluating all the reference sets at once.
Since the texture patterns for the floor coverings are standardized in the
textile industry (see Appendix A.4), it is also interesting to study the individual
correlation for each standard reference set (Orjuela-Vargas, 2012). Therefore,
box plot analysis is very useful for identifying how well the measures perform
if the image content remains the same (in this case the reference set).
Figure 5.24 shows the box plot for the considered texture analysis techniques
per reference set appraised on (a) CRI, (b) EN and (c) Ghent databases. The
box plot is a graphical representation of the 4, 6 and 6 PCCs, SROCCs and
CCDs of CRI, EN and Ghent databases computed between the texture fea-
ture differences and the wear labels for each reference set. The correlation is
computed independently for each reference set. That is, for each individual
reference set, we assess the correlation between the texture feature differences
and the textile specialists’ assessment over all wear labels. Thus, it shows the
variability of the agreement between the tested texture analysis techniques and
the wear labels under different reference set (texture content), i.e., it is an
indication of how well the technique performs for the different reference sets
(texture pattern).
We select from the set of texture analysis techniques, the techniques with the
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Figure 5.18: Performance of the LBP technique in function of the radius r and
threshold  appraised on EN subset. From top to bottom: EN-A, EN-B, EN-C, EN-
D, EN-G and EN-H. The performance is given in terms of correlation between the
texture feature differences and the textile specialists’ assessment (wear labels). From
left to right: PCC, SROCC and CCD. The color bar represents the strength of the
correlation from 0 to 1.
best performance by means of statistical analysis. Specifically, we use multiple
statistical comparisons as discussed in (Garcia et al., 2010b) (see Section 2.3).
The objective of this test is to determine if we may conclude from the corre-
lation values of each reference set that there are differences among the tested
texture analysis techniques for the three databases. From the multiple statis-
tical comparisons we found that the best performing functions are (p-values
<0.05):
• for EN: DWT is statistically significant better than: AC, AR, CM, FFT,
GAM, GMRF, GB, LBP and PWD;
• for CRI: DWT is statistically significant better than: AR, FFT, GAM,
LP, PWD and SP;
• for Ghent: DWT is statistically significant better than: AR, CM, GAM,
GMRF, LBP, LP, PWD and TEM.
Note once more that the highest overall performance of DWT, LP and SP
techniques is achieved on the EN database (see Figure 5.24(b)). The box plots
are characterized by strong median correlation, short boxes (box length <0.05
in the correlation scale) and short whiskers. This suggests once more that
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Figure 5.19: Performance of the LBP technique in function of the radius r and
threshold  appraised on Ghent subset. From top to bottom: Ghent-1, Ghent-2,
Ghent-3, Ghent-4, Ghent-5 and Ghent-6. The performance is given in terms of corre-
lation between the texture feature differences and the textile specialists’ assessment
(wear labels). From left to right: PCC, SROCC and CCD. The color bar represents
the strength of the correlation from 0 to 1.
DWT, LP and SP techniques are good candidates for assessing appearance
changes in textile floor coverings when labeling errors of 1 are allowed. That
is, these three techniques can be used for making a distinction between carpets
suitable for domestic end use (wear label between 2-3) and carpets suitable
for commercial end use (wear label between 3-5) (ISO-10361:2000, 2005).
However, after detecting the end use, domestic or commercial, these three
techniques cannot further differentiate between the subcategories: light use,
medium use or intensive use which in general needs wear samples in steps of
0.5 ([2, 2.5, 3] for domestic use and [3, 3.5, 4] for commercial use).
The box plots of CRI and Ghent databases (Figure 5.24(a) and (c)) are
characterized by large size boxes (box length greater than 0.2 in the correla-
tion scale) and large whiskers. This is an indication that the texture analy-
sis techniques do not perform well for all the different reference sets over the
whole range of wear levels (wear samples in steps of 0.5). That is, the tested
techniques perform well only in some of the reference sets of CRI and Ghent
databases. Particularly, the DWT has shown to be a good technique for as-
sessing changes of texture in the following reference sets: CRI-1, CRI-3, EN-A,
EN-B, EN-C, EN-D, EN-G, EN-H, Ghent-1, Ghent-2, Ghent-3 and Ghent-5.
That is, the DWT shows a good performance in the cut-pile and loop-pile
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Figure 5.20: Performance of the DWT technique in function of the scale K and
number of filter coefficients N appraised on CRI subset. From top to bottom CRI-1,
CRI-3, CRI-4 and CRI-6. The performance is given in terms of correlation between
the texture feature differences and the textile specialists’ assessment (wear labels).
From left to right: PCC, SROCC and CCD. The color bar represents the strength of
the correlation from 0 to 1.
types of the tested floor coverings and it can be used for making a distinction
between carpets suitable for domestic and commercial end use as well as for
differentiating between the subcategories: light use, medium use or intensive
use.
Note that overall the DWT technique is the best performing texture analysis
technique, i.e., it performs equally or significant better than the other tested
techniques. In general, DWT, Eig, FFT, Gb and LBP are the best performing
texture analysis techniques with strong correlations for 10 or more reference
sets (CRI-1, CRI-3, EN-A, EN-B, EN-C, EN-D, EN-G, EN-H, Ghent-3 and
Ghent-5). That is, these texture analysis techniques show good performance
in the cut-pile and loop-pile types of the tested floor covering databases.
The results show that the signal processing methods are the best perform-
ing for assessing appearance changes in texture. These methods perform well
with a strong correlation (correlation between the texture feature differences
and the textile specialists’ assessment higher than 0.8) in cut (excluding cut
pile shag carpets [Ghent 4 and 6]) and loop pile surface constructions. This
result is an important step toward the development of an automatic grading
system for cut and loop pile surface constructions, complying with international
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Figure 5.21: Performance of the DWT technique in function of the scale K and
number of filter coefficients N appraised on EN subset. From top to bottom EN-A,
EN-B, EN-C, EN-D, EN-G and EN-H. The performance is given in terms of corre-
lation between the texture feature differences and the textile specialists’ assessment
(wear labels). From left to right: PCC, SROCC and CCD. The color bar represents
the strength of the correlation from 0 to 1.
standardizations, for evaluating appearance changes in textile floor coverings.
Note that the signal processing based methods only show a weak correlation
(correlation between the texture feature differences and the wear labels lower
than 0.5) in the floor coverings with patterns created using combination of cut
and loop piles (CRI-6 and Ghent-5) and the shag pile surface constructions
(long piles [about 2.5 cm or higher]). On the one hand, carpets with cut pile
shag surface construction exhibit the changes due to wear in a characteristic
termed hairiness (Quinones-Lara et al., 2011), which is more related to the
edges than the texture. That is, carpets with cut pile shag surface construction
cannot be automatically assessed by means of texture image analysis. On the
other hand, carpets CRI-6 and Ghent-5 have patterns that are difficult to
characterize by means of texture analysis. Therefore, a technique to analyze
these patterns is necessary for improving the results in these reference sets,
e.g., a measure to compare geometric features of the pattern shapes. Another
way of improving the results presented in this Chapter, particularly for those
methods using the ED, is by exploring different dissimilarity measures or by
learning the distance by using distance learning techniques.
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Figure 5.22: Performance of the DWT technique in function of the scale K and
number of filter coefficients N appraised on EN subset. From top to bottom Ghent-
1, Ghent-2, Ghent-3, Ghent-4, Ghent-5 and Ghent-6. The performance is given in
terms of correlation between the texture feature differences and the textile specialists’
assessment (wear labels). From left to right: PCC, SROCC and CCD. The color bar
represents the strength of the correlation from 0 to 1.
5.4 Conclusions
This Chapter has reviewed and evaluated features in the assessment of ap-
pearance changes in texture. Particularly, we investigated the problem of ap-
pearance change in textile floor coverings due to degradation. We evaluated
fourteen texture descriptors for characterizing changes in texture due to wear.
We included descriptors based on statistics, filtering, structural and models.
Additionally, we have studied the impact on the performance of the free pa-
rameters on the tested techniques. To stimulate further experimentation, we
made all the tested methods freely available as a plugin on the iFAS software
tool. The wear degree was quantified by using descriptor differences between a
reference sample and a degraded specimen. The results showed that the DWT,
Eig, FFT and Gb techniques provide good descriptors in measuring appearance
changes in floor coverings. Particularly, the signal processing methods are the
best performing with a strong correlation (correlation between the texture fea-
ture differences and the textile specialists’ assessment higher than 0.8) in cut
and loop pile surface constructions. Therefore, we believe that future work in
the evaluation of appearance changes in texture should be developed by using
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signal processing methods. The results also showed that the tested texture
analysis techniques perform poorly in textile floor coverings with (shag) long
pile construction.
The study of other descriptors to texture for improving the process of mea-
suring appearance retention in floor coverings remains a future work. For in-
stance, it is necessary to explore descriptors as hairiness, pilling, change of
pattern definition, change in color, among others for improving the results pre-
sented in this Chapter. Additionally, since it is common to combine signal
processing approaches with other methods, e.g., model based approaches, the
study of the combination of different techniques remains as future work with the
purpose of potentially improving the process of measuring appearance retention
of textiles. For instance, it could be beneficial to model wavelet sub-bands by
using MRF (Fan and Xia, 2003) or autoregressive model (Yazdani and Andani,
2017) in order to improve the results presented in this thesis. Also, it is pos-
sible to use machine learning techniques to combine multiple texture feature
differences to estimate the degradation of the textile under analysis, e.g., linear
regression (Ortiz-Jaramillo et al., 2014b), neural networks (Song et al., 2016),
support vector machines (Wahba et al., 2017), among others.
In addition, since the methodology is quite generic, it can be applied in any
application which requires a comparison between global textures features (eval-
uation of appearance changes in texture). For instance, wrinkling assessment,
pilling assessment, seam puckering, fuzziness, among others.
The contributions reported in this Chapter resulted in one international
conference proceedings (Ortiz-Jaramillo et al., 2017) and one peer-reviewed
































Figure 5.23: Performance of the considered texture analysis techniques appraised on
(a) CRI, (b) EN and (c) Ghent databases. The performance is given in terms of cor-
relation between the texture feature differences and the textile specialists’ assessment
(wear labels).































Figure 5.24: Performance of the considered texture analysis techniques appraised
on (a) CRI, (b) EN and (c) Ghent databases per reference sets. The box plot was
created using the (a) 4, (b) 6 and (c) 6 PCCs, SROCCs and CCDs (one for each
reference set). The performance is given in terms of correlation between the texture
feature differences and the textile specialists’ assessment (wear labels).
6
Evaluation of color
differences in natural scene
images
6.1 Introduction
Nowadays, fidelity assessment of images in terms of color or simply assessment
of color differences (CDs) in images has become an active area in the research of
color science and imaging technology due to its wide range of applications such
as color correction (Fezza et al., 2014; Ly et al., 2015), color quantization (Brun
and Tremeau, 2002), color mapping (Morovic, 2008), color image similarity
and retrieval (Mojsilovic et al., 2002). For instance, in multiview imaging,
color correction is used to eliminate color inconsistencies between views. In
that application, the fidelity assessment of color corrected images relative to
the current view image can be used to select the color correction algorithm
that produces the smallest perceived color differences. In color mapping and
color quantization algorithms, pixel colors are replaced following certain criteria
while they ensure a good correspondence in terms of perceived color between
the original image and its reproduction. There, CD assessment can be used to
find the appropriate quantization step size and/or range of displayable colors
to obtain the reproduction with the minimum perceived CD. Another example
is color image similarity and retrieval where all images with color composition
similar to the query image are retrieved from a database. Thus, the assessment
of CDs between images is very important to identify the images with color
content similar to that of the query image.
While many CD measures for natural scene color images have been pro-
posed, there has not yet been any rigorous investigation into the performance
comparison of the existing measures (Hasler and Susstrunk, 2003; Hardeberg
et al., 2008; Rajashekar et al., 2009; Yang et al., 2012; Lee and Rogers, 2014).
The CD measures in the state-of-the-art are often tested on databases which:
(1) contain multiple distortions in combination with the color-related distor-
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tions, (2) include few test image samples, and/or (3) are not publicly available
but rather kept private. Additionally, the performance of the CD measures
is often reported as average performance over all distortion types of a given
database. Overall, to the best of our knowledge, there is little research ad-
dressing the problem of reviewing and especially testing CD measures and the
existing reports are very limited in test samples and/or CD measures.
In order to address the limitations of the current literature, we take into
account various types of CD measures and test those using a public image
database which addresses specifically color related image alterations. Specifi-
cally, our analysis includes 25 source images which leads to more generalizable
results compared to the 6 or 8 source images presented in the other related
works (Bando et al., 2005; Hardeberg et al., 2008; Kivinen et al., 2010; Xu
et al., 2013). Also, this work includes a list of eighteen CD measures. We
made these measures freely available as a plugin on the iFAS software tool (see
Appendix B). Firstly, we conduct a brief review in color science for evaluating
CDs. Thereafter, we evaluate the eighteen state-of-the-art CD measures and
discuss their performances as well as investigate the specific cases where the
CD measures fail in order to objectively assess the strengths and weaknesses
of the tested measures.
Additionally, we propose a novel method to compute color differences in
natural scene color images based on the findings of the review. We base our
measure on the fact that humans assess color differences in natural scene color
images by comparing sets of connected pixels or small patches. Those patches
are typically characterized for being homogeneous or for possessing an unique
texture pattern. Therefore, we use image segmentation based on texture to
compute the color differences in the resulting segments. Particularly, we use
the Local Binary Patterns as texture descriptor because of its simplicity while
being one of the most accurate texture analysis algorithms (Maenpaa, 2003).
To compute the color differences we use the statistics proposed in (Pinson and
Wolf, 2004a) because they are good measures of the change in the color distri-
bution spread and severe color differences. For computing the intensity differ-
ences, we use the well-known structural similarity index measure (SSIM) (Zhou
et al., 2014). Finally, the overall color difference is computed as the weighted
average of the local differences using as weights the ratio between the number
of pixels in the patch and the total number of pixels in the image.
We have tested our measure as well as the state-of-the-art measures on three
color related distortions (mean shift, change in color saturation and quanti-
zation noise) from one image quality assessment database (TID2013 (Pono-
marenko et al., 2015)). We found that the proposed measure is able to accu-
rately predict the color differences typically perceived and reported by a human
observer. Particularly, our experimental results show that the correlation be-
tween the subjective scores and the proposed measure exceeds 80% which is
better than the other eighteen CD measures tested in this work. For illustra-
tion the best performing state-of-the-art CD measures achieve correlation with
humans scores lower than 75%.
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This Chapter is organized as follows. In Section 6.2, current approaches
dealing with CD assessment in natural scene color images are discussed. The
novel methodology is described in Section 6.3. Thereafter, we present and
discuss the results obtained in our experimental study in Section 6.4. Finally,
we draw conclusions and propose future work in Section 6.5.
6.2 Background
The Commission Internationale de l’Eclairage (CIE) defines color as: “attribute
of visual perception consisting of any combination of chromatic and achromatic
content.” The definition implies that color is an attribute of visual perception,
i.e., the study of color is mostly about perception (color appearance) (Johnson
and Fairchild, 2002). The study of color appearance seeks to describe the
perceptual aspects of human color vision. For instance, the most successful
color appearance model (CAM) in the state-of-the-art is the CIELAB (Moroney
et al., 2002; Habekost, 2013). Therefore, most of the CD formulas use a certain
distance measure in the CIELAB color space (Sharma, 2002). Next to the
CIELAB, also other CAMs have been proposed in the state-of-the-art such
as YCBCR (ITU, 1995), HSI (Smith, 1978), `αβ (Ruderman et al., 1998),
CIELUV (CIE, 1976), OSA-UCS (Huertas et al., 2006). Further information
about CAMs can be found in (Sharma, 2002; Johnson and Fairchild, 2002;
Mandic et al., 2006; Habekost, 2013).
6.2.1 Color difference measures in images
The most well-known and widely used CD measures for natural scene color
images are listed in Table 6.1 and described in the following paragraphs.
Just noticeable CD measure
This is an extension of the CIE1976 formula defined as (CIE, 1976)
∆E76 =
√
(Lref − Ltest)2 + (aref − atest)2 + (bref − btest)2, (6.1)
where (Lref , aref , bref) and (Ltest, atest, btest) correspond to a given reference and
test colors in the CIELAB color space, respectively. L is the lightness scale, the
a axis corresponds to red-green opponent hues and the b axis corresponds to
the yellow-blue opponent hues (CIE, 1976). The extension considers differences
in chroma and the masking effect for computing CDs in images. Particularly,
(Chou and Liu, 2007) defined the visibility of a just noticeable CD (JNCD) as
V = 2.3α(υ)β(µY , |∇Y |)SC(a, b),
where SC(a, b) = 1 + 0.045
√
a2 + b2 is the weighting function to adjust the
dimension along the chroma axis, α(υ) = υ150 + 1 is a scale function that
models the increased tolerance of differences in non-uniform color patches. The
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uniformity of the region is defined as the average variance of the three color







/3. β(µY , |∇Y |) = ρ(µY )|∇Y | + 1 is a scaling function that
models the texture masking effect under different luminance levels, where
ρ(µY ) =

0.06 if µY ≤ 60
0.04 if 60 < µY ≤ 100
0.01 if 100 < µY ≤ 140
0.03 if 140 < µY ≤ 255
,
µY is the mean luminance value over a square area surrounding the pixel of
interest and |∇Y | is the magnitude of the spatial gradient. The overall CD




(|∆L| − V )2 δ(|∆L|)+
(|∆a| − V )2 δ(|∆a|) + (|∆b| − V )2 δ(|∆b|)
)1/2
, (6.2)
where δ(x) = 1 if x > 0 and δ(x) = 0 otherwise.
The CIEDE2000 formula
The CIEDE2000 formula is a procedure introduced with the purpose of measur-
ing just noticeable CDs between two given colors. Even though the CIEDE2000
formula was not specifically designed for computing CDs in natural scene color
images, it is one of the most well-known CD formulas to date and it has shown
better performance than other reported formulas for computing CDs in homo-
geneous color samples (Moroney et al., 2002; Habekost, 2013). The formula was
designed using the outcome of psychovisual studies with both trained and un-
trained observers who were asked to judge CDs in homogeneous color samples.






















The kL, kC , and kH are correction factors related to the observation environ-
ment in terms of lightness (L), chroma (C) and hue (H), respectively. These
weighting factors are usually set to the value of 1. For the rest of the terms
in the formula and further details, we refer the reader to (Sharma, 2002). In
general this measure is used pixel-wise resulting in a CD map. Then, the over-
all CD is computed by using the average value of such a map (Johnson and
Fairchild, 2003).
Spatial extensions of the CIEDE2000 formula
A spatial extension of the CIEDE2000 formula was first proposed by (Zhang
and Wandell, 1997) and further explored in other related works for measuring
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CDs in images (Johnson and Fairchild, 2003; Zhang et al., 2010a; He et al.,
2011). In (Zhang and Wandell, 1997) extension, image pairs are first con-
verted into an opponent-color space approximating white-black, red-green, and
yellow-blue color perceptions (Zhang and Wandell, 1997; Johnson et al., 2010).
Thereafter, the images are filtered with approximations of the contrast sen-
sitivity function to simulate the blur property of the human eyes. After the
filtering, the images are transformed to the CIELAB color space for computing
pixel-wise the CIDE2000 formula. In the following paragraph we briefly de-
scribe the spatial extension proposed by (Zhang et al., 2010a) with the purpose
of illustrating its computation.









where O1, O2 and O3 represent opponent color components of luminance (L),
red-green (R−G) and blue-yellow (B−Y), respectively. The purpose of such a
color transformation is to avoid mixing color components during the filtering
process (Zhang and Wandell, 1997; Zhang et al., 2010a; He et al., 2011). There-
after, each color component is independently filtered using a Gaussian function
in the spatial domain to approximate the blur property of the human eyes.
Afterwards, O1, O2 and O3 values are transformed into CIELAB color space.
Then, pixel-wise differences using the CIEDE2000 formula are computed for
obtaining a CD map. Finally, the average value of the CD map is computed as
overall image CD, termed, ∆ES00.
CD based on the Mahalanobis distance
(Imai et al., 2001) have proposed an alternative CD measure based on the
Mahalanobis distance and the CIELAB color space. This measure uses the
covariance between each color component as a weighting factor. These weight-
ing factors were introduced with the purpose of considering the correlation
between the CIELAB color components (Imai et al., 2001). In that work, the
Mahalanobis distance is computed between two color pairs as follows:
∆EM =
√√√√√[∆L ∆C ∆h]





where σpq = 1n−1
∑n
i=1 (pi − µp) (qi − µq) is the covariance between p and q.
µp and µq are the average values of p and q, respectively. Here, p and q belong
to the set {L,C, h}. L, C and h are the lightness, the chroma and the hue
values defined in the CIELAB color space. This formula is applied pixel-wise
and thereafter the average value is computed as the overall CD. Note that the
covariance matrix is computed by using the entire reference image.
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Colorfulness
Colorfulness is a color attribute first proposed by (Hasler and Susstrunk, 2003)
with the purpose of measuring the color intensity (chromatic level) of natural
scene color images. It is usually estimated using statistics of color components.
In the following paragraphs we introduce the most well-known colorfulness
measure. Given a set of values in RGB color space, colorfulness is computed by
first transforming the RGB color components into a very simple opponent color
space with two color components, i.e., α = R −G, β = 0.5(R +G)−B. (Gao
et al., 2013) proposed to introduce a logarithmic operation into the measure
for simulating the logarithm sensation of the human visual system resulting in
the following formula











where µα, µβ , σ2α and σ2β are the means and standard deviations of α and β
color components. Colorfulness values can be used to compute an overall CD
between two given images by computing the difference of the obtained colorful-
ness values (Hasler and Susstrunk, 2003). For instance, ∆CfG = CfGref −CfGtest
is a colorfulness difference where CfGref and Cf
G
test are the colorfulness measure
computed using Equation (6.5) on the reference and test images, respectively.
Color extension of the structural similarity index
A color extension of the structural similarity index (SSIM) has been proposed
by (Toet and Lucassen, 2003). The authors based their measure on the fact
that the human visual system processes images in three uncorrelated color com-
ponents: one luminance and two opponent color components. Thus, each color
component will contribute independently to perceived image differences, and
should therefore be calculated independently before combining them into an
overall difference (Toet and Lucassen, 2003; Hassan and Bhagvati, 2012). That
is, given two images in RGB color space, first both images are transformed into





















Second, the SSIM is independently computed on `, α and β color components












where SSIM`, SSIMα and SSIMβ are the structural similarity indices computed
on `, α and β color components between the reference and test images. The
weighting factors were found experimentally (w` = 3.05, wα = 1.1 and wβ =
0.85) (Toet and Lucassen, 2003).
Chroma spread and extreme
Chroma spread and chroma extreme are two CD indices proposed by (Pinson
and Wolf, 2004a) with the purpose of quantifying, respectively, changes in the
spread of the distribution of two-dimensional color samples and severe localized
color impairments. Given two image samples in YCBCR color space (cf. ITU-
R BT.601-5 recommendation (ITU, 1995)), the chroma spread and extreme
measures are computed as follows:
• Chroma spread (Chs):
1. Divide the CB and CR color components into separate regions of
8× 8 pixels.
2. Compute the mean of each region.
3. Compare the reference and processed means obtained in step 2 using
Euclidean distance.
4. Spatially collapse by computing the standard deviation of the re-
sulting differences.
• Chroma extreme (Che):
1. Perform steps 1 through 3 from chroma spread.
2. Spatially collapse by computing the average of the worst 1% and
subtract from it the 99% level.
Thereafter, the two measures are weighted summed to get an overall CD
Ch = ωsChs + ωeChe, (6.7)
where ωs = 0.0192 and ωe = 0.0076 were obtained empirically using training
samples from the VQEG FR-TV Phase II database (Pinson and Wolf, 2004a).
CDs based on histogram intersection
A technique known as histogram intersection has been widely studied and it is
considered to be effective for color-image indexing. The key issue of this algo-
rithm is the selection of an appropriate color space and an optimal quantization
of the selected color space. Particularly, (Lee et al., 2005) have studied the per-
formance of various color spaces and quantization steps in various images for
identifying those with higher agreement with human judgment of image sim-
ilarity measurement. The authors found, after exploring six color spaces and
twelve quantization levels, that the CIELAB color space generally performs
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better than the other color spaces in most conditions for most of the consid-
ered quantization levels (Lee et al., 2005). Additionally, the authors concluded
that a 512 bins histogram (8 bins per each of the CIELAB color components)
produces accurate results and further increase in the number of bins brings
negligible improvement. The CD measure is computed using the following two
steps. First, a 512 bins color histogram is computed on the reference and the
test images. Second, the intersection is computed between the color histograms







min (fref(i, j, k), ftest(i, j, k)) . (6.8)
Weighted CIEDE2000
This is an extension of the CIEDE2000 formula for evaluating CDs in images.
It has been derived based on observations over cases where CIEDE2000 for-
mula fails. The analysis revealed that the lightness, chroma and hue weighting
factors need to be modified for natural scene color images and could be im-
age dependent. The weighted CIEDE2000 is based on the fact that CDs in
larger areas of the same color should be weighted higher because human eyes
tend to be more tolerant towards CD in smaller areas (Hong and Luo, 2006).
Then, assuming the images in CIELAB color space, (Hong and Luo, 2006) have
proposed the following procedure:
1. Compute the CIEDE2000 formula pixel by pixel (cf. Equation (6.3)).
2. Extract from the hue angle of the reference sample a 180 bins histogram
(fh).
3. Sort the normalized histogram (
∑
fh = 1) in ascending order.
4. Assign the following weights to the sorted histogram
fhsorted(k) =

0.25 ∗ fhsorted(k) if 1 ≤ k < n25%
0.5 ∗ fhsorted(k) if n25% ≤ k < n50%
fhsorted(k) if n50% ≤ k < n75%
2.25 ∗ fhsorted(k) otherwise
,
where n25%, n50% and n75% are selected such that the sorted
histogram is divided into quartiles, i.e., it is divided in four
equal groups (
∑n25%









5. For each hue angle bin, compute the mean value of the CIEDE2000 CDs






where ∆E00(i, j) is the (i, j)th CD value computed between the two given
image samples. Here, ∆E00(i, j) ∈ Ωh if the assigned bin to h in the
(i, j)th pixel is equal to h., i.e., h(i, j) = h. |Ω| is the number of elements
in the set Ω.
6. Sort e by using the collection of indices that describes the arrangement
of the elements of fh into fhsorted (cf. step 3).







Image CD measure based on image appearance models
Image appearance models have been developed over the recent years as a tool
to predict perceived changes between different types of imaging systems, e.g.,
they can be used to generate a visual match between a hardcopy print and a
softcopy display. Unlike the color appearance models, the image appearance
models also includes attributes of perception of contrast, graininess and sharp-
ness (Johnson, 2006). For instance, the most well-known image appearance
model is the CIECAM02 developed by the CIE (CIE, 2004). This model was
generated as an alternative to the CIELAB color appearance model to include
mechanisms to account for changes in overall luminance, background lumi-
nance and surrounding viewing conditions (Johnson, 2006). Further details on
the evolution of image appearance models can be found in (Fairchild, 2013). In
this thesis, we describe the standard image appearance model recommended in
the CIE-159:2004 technical report (CIE, 2004) which is used in the so called
image color appearance model (iCAM) (Johnson, 2006; Fairchild, 2013).
First, the two images under consideration are filtered by using a 2D con-
trast sensitivity function in an opponent color space termed YC1C2 (Johnson,
2006). Thereafter, a chromatic adaptation is applied on both images by using
the method proposed in the CIECAM02 (CIE, 2004). Then, a local contrast
predictor based on a low-pass version of the luminance component is used
to estimate simultaneous contrast changes between the images (Fairchild and
Johnson, 2004). Afterwards, a transformation into a uniform color space (cf.
IPT color appearance model (Johnson et al., 2010)) is used for computing pixel-
wise CDs resulting in a CD map. Finally, the overall CD measure, termed ∆EI,
is computed as the average of the CD map.
CD based on OSA-UCS color appearance model
In this approach CDs are measured by using an Euclidean based formula for
small-medium CDs in the log-compressed OSA-UCS color space (Huertas et al.,
2006; Oleari et al., 2008). The space was built with the purpose of alleviat-
ing the inadequacy of uniform color spaces to account for large CDs (Huertas
et al., 2006). Given the reference and test images in the CIE xyY and XYZ
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color spaces (cf. Smith and Guild (Smith and Guild, 1931)), the OSA-UCS co-
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where kL, kC as well as kS are typically set to 1.
SL = 2.499 + 0.07L¯
OSA,
SC = 1.235 + 0.58C¯
OSA and
SH = 1.392 + 0.17H¯
OSA
where found experimentally such that ∆EO agrees with perceived CDs between


















are the average coordinates between reference and test samples. This measure
is applied pixel-wise resulting in a CD map which is later averaged to obtain
the overall CD between two images.
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Spatial extension of the OSA-UCS based CD
This CD measure proposed by (Simone et al., 2009) uses the same spatial
processing performed in the spatial extension of CIEDE2000 formula (∆ES00).
Thereafter, the OSA-UCS based CD measure is applied pixel by pixel to the
resulting images (cf. Equation (6.11)). The overall CD measure, termed ∆ESO,
is obtained by averaging all CDs.
CD measure based on local spatial differences
(Ouni et al., 2008) have proposed an extension of the CIEDE2000 formula
to take into account neighbour pixels in the CD computation. First the
CIEDE2000 formula is applied pixel by pixel between the two given images (cf.
Equation (6.3)). Afterwards, the obtained pixel-wise differences are filtered
by using the following kernel that takes into account the distance between the
central pixel and its neighbours
W =
0.5 1 0.51 0 1
0.5 1 0.5
 .
This results in an image that takes into account the spatial processing of the
visual system, termed ∆E¯00 (Ouni et al., 2008). Thereafter, the weighted pixel








Finally, the average over the pixel differences is computed as overall CD.
Image CD measure on Hue and Saturation
A reduce reference CD measure based on the HSI color space, cf. (Smith, 1978),
has been proposed by (Ming et al., 2009). The CD measure is obtained by the
linear combination of two values:
∆EHS = wH∆µH + wS∆µS , (6.13)
where ∆µH = |µHref − µHtest | and ∆µS = |µSref − µStest |. Here, µHref , µHtest ,
µSref and µStest are spatial averages of hue and saturation components for a
given pair of color images in HSI color space. The weights (ωH = 0.3 and
ωS = 0.1) were found experimentally such that ∆EHS correlates well with the
actual perceived CD (Ming et al., 2009).
Adaptive spatio-chromatic image difference
In this framework CDs are computed based on an adaptive signal decomposi-
tion method (Rajashekar et al., 2009, 2010). This method decomposes local
blocks of the differences between the reference and the test image using a set
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of basis functions adapted to the data of the reference. The adaptive functions
are chosen to capture differences in luminance, hue and saturation. The CD
measure is defined as
∆EA = (W 2M +M
TM)−1(M∆x), (6.14)
where



















(rref,j , gref,j , bref,j) and (rtest,j , gtest,j , btest,j) are the given pair of color values
for the jth pixel in a local block of n pixels. I6×6 is the identity matrix of size
6× 6. The adaptive basis is defined as M = [m1, . . . ,m6], where each column
vector account for one of the following attributes: changes on white balance
























































where lref,j = (rref,j + gref,j + bref,j)/3 and hj = lref,j [bref,j − gref,j , rref,j −
bref,j , gref,j − rref,j ]T . This procedure is repeated pixel by pixel by using a 3×3
sliding window resulting in a CD map. Thereafter, the overall CD measure is
computed as the average of the CD map.
Spatial hue angle metric (SHAME)
The SHAME measure has been proposed by (Pedersen and Hardeberg, 2009).
It combines the weighted CIEDE2000 formula proposed by (Hong and Luo,
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2006) with additional spatial processing which takes into account the spatial
properties of the human visual system. The weighted CIEDE2000 measure has
been selected as the basis because it corrects some of the drawbacks of the
CIEDE2000 formula, such as the uneven weights of the different hue angles in
the overall CD computation. The CD measure is computed as follows: first a
spatial processing on each color component is applied to the reference and the
test images by using the same filters and opponent color space as the spatial
extension of the CIEDE2000 formula (∆ES00). Afterwards, the resulting filtered
images are used as input to the weighted CIEDE2000 measure (∆Eω00) to obtain
the overall CD, termed ∆ESH.
Color image difference
The color image difference is a measure based on the hypothesis that the human
visual system is sensitive to lightness, chroma, and hue differences. In the
measure, three indices are computed by using local statistics of differences of
lightness, chroma and hue (Lissner et al., 2013; Preiss et al., 2014). The color
image difference is computed from two images in the CIELAB color space as
follows: let
∆L = Lref − Ltest, ∆C = Cref − Ctest and
∆H =
√
(aref − atest)2 + (bref − btest)2 −∆C2
be the lightness, chroma and hue differences computed pixel-wise after filtering
independently the three color components using a Gaussian filter, cf. (Liss-
ner et al., 2013). Then, the three overall indices, termed lL, lC and lH , are
computed as the average of ∆L−, ∆C− and ∆H−, respectively. Where
∆L− = 1− 1
0.002∆L2 + 1
, ∆C− = 1− 1
0.002∆C2 + 1
and
∆H− = 1− 1
0.008∆H2 + 1
.
Finally, the overall color image difference is compute as the product between
lL, lC and lH , i.e.,
∆ECI = 1− lLlC lH . (6.15)
Image CD measure based on circular hue
This measure quantifies the differences between local lightness, hue and chroma
information between two color samples. (Lee and Rogers, 2014) have proposed
to compare hue information based on the theory of circular statistics to take
into account the periodicity of the hue component. In particular, images are
spatially processed by using the same schema of the spatial extension of the
CIEDE2000 formula (∆ES00). Afterwards, the hue component of the given
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Chroma comparison is performed using arithmetic means (C¯) in the same set







Lightness comparison (∆L¯) is computed as the SSIM between the given images
on the lightness component. All indices are computed using a sliding window
to get a CD map per color component. Thereafter, the CD map is computed
as the product of the independent color component differences, i.e.,
∆ECH = 1−∆H¯∆C¯∆L¯. (6.16)
Finally, the overall CD is computed as the average of the CD map.
6.2.2 Summary
We have explored eighteen color difference measures listed in Table 6.1. The
symbol is the notation used in this work for referring to a specific CD measure.
Color space is the color space or appearance model used for computing the
CDs. SP (Spatial processing) is whether or not neighboring pixels are taken
into account in computing the CD measure. Overall CD describes the technique
for computing the overall CD measure using the pixel-wise differences.
In general, we have found: eight extensions of the CIEDE2000, four based
on statistics of color components, two extensions of the SSIM and four based on
other color appearance models. The explored measures use 8 CAMs: CIELAB
(used by 11 out of 18 measures), 2-component opponent color space (OCC)
(1), OSA-UCS (2), `αβ (1), YCBCR (1), HSI (1), IPT (1) and RGB (1). For
more information about these CAMs, the reader is referred to the original
publications listed in Table 6.1. Note that the CIELAB appearance model is
the most popular CAM for computing CDs in natural scene color images. 9
out of 18 measures do not consider any spatial processing. Finally, irrespective
of whether the measure has spatial processing or not, the overall difference in
11 out of the 18 CD measures is computed as the average of the pixel-wise
differences.
Traditionally, computing CDs in images has been accomplished by using
a CD formula on a pixel-by-pixel basis and then examining statistics such as
mean, median or maximum. However, subjective evaluation of perceived color
differences has shown that, when observing a color image, the observer makes
the color sensation from a number of pixels and not a single pixel color (Liu
et al., 2010). Also, the studies in color enhancement have shown that the per-
ceived color by a human depends on the amount of spatial variation and texture
6.2 Background 129
Table 6.1: State-of-the-art summary studied in this Chapter.
Measure name Symbol Color space SP Overall CD
CIEDE2000 formula (Luo
et al., 2001)
∆E00 CIELAB (CIE, 1976) No Average of
pixel-wise CDs
Spatial extension CIEDE2000
(Zhang and Wandell, 1997)
∆ES00 CIELAB (CIE, 1976) Yes Average of
pixel-wise CDs
CD based on Mahalanobis
distance (Imai et al., 2001)
∆EM CIELAB (CIE, 1976) No Average of
pixel-wise CDs
Colorfulness (Gao et al., 2013) ∆CfG 2-component
OCC (Hasler and
Susstrunk, 2003)
No Difference in global
descriptive statistics
of color components
Color extension of the SSIM





Chroma spread and extreme
(Pinson and Wolf, 2004a)
Ch YCBCR (ITU, 1995) Yes Statistics of lo-
cal differences be-
tween color features
CD based on histogram inter-
section (Lee et al., 2005)





∆Eω00 CIELAB (CIE, 1976) No Weighted average
of pixel-wise CDs
Image CD based on CAM
(Johnson, 2006)
∆EI IPT (Johnson, 2006) Yes Average of
pixel-wise CDs
CD based on OSA-UCS (Huer-













Just noticeable CD measure
(Chou and Liu, 2007)
∆EJ CIELAB (CIE, 1976) Yes Weighted Average
of pixel-wise CDs
CD based on local spatial dif-
ferences (Ouni et al., 2008)
∆ED CIELAB (CIE, 1976) Yes Average of
pixel-wise CDs
Image CD on Hue and Satura-
tion (Ming et al., 2009)






∆EA RGB (Sharma, 2002) Yes Average of
pixel-wise CDs
Spatial hue angle metric (Ped-
ersen and Hardeberg, 2009)
∆ESH CIELAB (CIE, 1976) Yes Weighted average
of pixel-wise CDs
Color image difference (Lissner
et al., 2013)
∆ECI CIELAB (CIE, 1976) Yes Average of
pixel-wise CDs
Image CD based on circular
hue (Lee and Rogers, 2014)
∆ECH CIELAB (CIE, 1976) Yes Average of
pixel-wise CDs
in the scene (Palma-Amestoy et al., 2009; Bertalmio et al., 2009). That is, two
image patches can be perceived by a human as the same color only under the
same spatial distribution of pixel color values. Additionally, the experiments
carried out in (Bando et al., 2005; Liu et al., 2010, 2013a) comparing color
image differences showed that the observers tend to focus on certain areas of
an image, usually, homogeneous areas or areas with the same texture pattern,
and give their judgments mainly based on the color difference of those areas.
These findings show that the pixel-wise CDs between two images do not
represent the CD sensation perceived by a human observer and human ob-
servers judge CD in natural scene color images based on the comparison of
image patches with similar texture pattern. Note that the state-of-the-art CD
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Figure 6.1: Texture primitives detected by the uLBP. Black points correspond to
the binary value 0 while white points to 1.
measures do not consider the texture of the image in the CD computation.
6.3 Proposed method
In search for an adequate solution of the problem of computing color differences
in natural scene color images, we propose a measure based on the fact that
humans assess the differences in image color by comparing small image patches
of similar texture. Therefore, we first look for an appropriate method to divide
the image in patches with unique texture patterns to later compute the CDs
on the obtained patches.
One common way of dividing an image into unique texture patterns is by
using the well-known texture descriptors: the Local Binary Patterns (LBP).
This method computes relative intensity relations between the pixels in a small
neighborhood. See (Maenpaa, 2003) and Chapter 5 for details about this tex-
ture analysis technique. In particular, experimental results over all possible
LBP patterns have shown that the subset called “uniform” LBP (uLBP), in-
troduced in (Topi et al., 2000), covers 90% of all patterns in natural scene
images (Topi et al., 2000; Fehr and Burkhardt, 2008). A LBP pattern is called
uniform if the pattern contains at most two 0−1 or 1−0 transitions. Figure 6.1
shows the texture primitives detected by the uLBP. The black points corre-
spond to the binary value 0 and the white points to 1. Note that any other
texture primitive can be obtained by rotating or complementing the binary
primitives shown in Figure 6.1.
Figure 6.2 shows examples of texture primitives computed using the uLBP.
In the top we show the sample images while in the middle their corresponding
uLBP primitives. In the bottom we show all the textured patches equal to
the first texture primitive from Figure 6.1. The encircled patches in Figure 6.2
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Homogeneous textured patch
Figure 6.2: Example of texture primitives detected using uLBP. (top) sample image,
(middle) uLBP primitives, (bottom) homogeneous patches for the first (top left cor-
ner) texture primitive from Figure 6.1. The encircled patches are examples of what
we call homogeneous textured patches, i.e., a connected set of pixels with unique
texture pattern.
are examples of what we call homogeneous textured patch, a set of connected
pixels with an unique uLBP texture pattern.
After dividing the image into a set of unique texture patches using the
uLBP descriptors, we are ready to perform the color comparison independently
in each homogeneous textured patch. In this case, we can use one of the
image CD indices explored in Section 6.2. Particularly, the statistics used
in chroma spread and chroma extreme CD indices proposed by Pinson and
Wolf (Pinson and Wolf, 2004a) have shown to be good measures of the change
of spread in the color distribution and severe color differences, respectively.
Accordingly, we propose to measure the CDs in the resulting homogeneous
textured patches using the linear combination of the chroma spread and chroma
extreme indices because they capture color distribution parameters relevant to
the humans (Pinson and Wolf, 2004a). For computing the differences in the
intensity channel, we use the well-known structural similarity index measure
(SSIM) (Zhou et al., 2014).
Figure 6.3 shows the block diagram of the proposed methodology for com-
puting color differences in natural scene color images. The computation of the
proposed CD measure is summarized as follows.
1. The Reference and Test images are compared using the Euclidean dis-
tance of their corresponding CB and CR color components as well as
using the SSIM between intensity components.
2. The uLBP is computed from the reference image to obtain the set of
homogeneous textured patches (uLBP segmentation in Figure 6.3).
























Figure 6.3: Block diagram of the proposed image CD measure.
3. In the Local dSSIM, chroma extreme and spread block, we compute for
each homogeneous textured patch the chroma spread as the standard
deviation of the resulting differences and the chroma extreme as the av-
erage of the worst 1% and subtract from it the 99% level (Pinson and
Wolf, 2004a). Both indices are combined as the chroma spread-extreme
index Chi = 0.0192Chs + 0.0076Che, for the ith homogeneous textured
patch (Pinson and Wolf, 2004a). The linear combination was obtained
empirically by (Pinson and Wolf, 2004a) using training samples from the
VQEG FR-TV Phase II database. Similarly, we compute for each homo-
geneous textured patch the average value of the SSIM after being trans-
formed to dissimilarity, i.e., Dsi = 1−SSIMi2 , where SSIMi is the average
SSIM of the ith homogeneous textured patch.
4. The number of pixels in each homogeneous textured patch is count to
be used as weights for the spatial pooling. The weights are computed as
follows wi = niNM where ni is the number of pixels in the ith homogeneous
textured patch, N and M are the number of rows and columns of the
image, respectively. This assumption agrees with the well-known fact
that human eyes tend to be more tolerant towards color difference of
smaller image areas (Bando et al., 2005).
5. The global image color difference is computed as the weighted average of
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Figure 6.4: Performance of the proposed CD measure appraised on the test data
of TID2013 database in function of the parameters α and β. Performance is given
in terms of the PCC, the SROCC and CCD between the resulting CD measure and
the corresponding subjective scores. The color bar represents the strength of the
correlation from 0 to 1.









where Chi, Dsi and wi are the chroma spread-extreme index, the aver-
age dissimilarity index and the weight of the ith homogeneous textured
patch for K patches, respectively. Note that the number of homogeneous
textured patches (K) depends on the image content at hand. For in-
stance, we have found (from left to right) 4458, 2788, 3658, 3828 and
3652 homogeneous textured patches in the images from Figure 6.2.
Finally, the global CD is computed as the weighted average of the two differ-
ences as follows
wCD = αwCh + βwDs, (6.17)
where α and β are weights that can be adjusted according to the application.
In this case, since we are interested in evaluating color differences we give more
importance to the color component, i.e., empirically we select the following
weights: α = 0.7 and β = 0.3.
Figure 6.4 shows the correlation between the humans scores in the test
data of TID2013 database (see Section 6.4.1) and the proposed methodology
in function of the parameters α and β. The highest correlation is achieved
around the region of the selected parameter values (α = 0.7 and β = 0.3). Also
note that the performance decreases when a higher weight is assigned to the
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differences computed in the intensity component of the image. Additionally,
this experiment shows that it is possible to further investigate and tune α and
β for different applications according to the importance of the differences in
individual color components.
6.4 Results and Discussion
In this Section we describe the used test images and the performance compar-
ison with the state-of-the-art measures. The performance comparison is made
in terms of correlation indices computed between the CD measures and the
subjective scores, which are considered as ground truth. The value of 1 indi-
cates high correlation and 0 is no correlation between the tested CD measure
and the subjective scores. Since the PCC, the SROCC and the CCD values
obtained in this Chapter lead to analogous conclusions, we only describe our
results in terms of the CCD but the analysis applies for all (PCC and SROCC)
unless we indicate the opposite. We use the rule of the thumb for interpreting
the size of a correlation coefficient (Mukaka, 2012) (see Section 2.3)
6.4.1 Test data
In order to carry out a meaningful performance analysis, in this Chapter the test
data was selected to include the types of color alterations relevant for the most
common applications considering CDs: color correction (Fezza et al., 2014; Ly
et al., 2015), color quantization (Brun and Tremeau, 2002), color mapping (Mo-
rovic, 2008), color image similarity and retrieval (Mojsilovic et al., 2002). The
output images in such tasks are typically affected by color distortions such as
quantization noise, intensity shift, contrast change, change in color saturation
and change in color balance (Sharma, 2002; Baranczuk et al., 2010; Wei and
Mulligan, 2010; Fezza et al., 2014). The considered dataset was obtained from
one publicly available image quality database named TID2013 described in the
following paragraphs (see (Ponomarenko et al., 2015) and Appendix A.1 for
details about this database).
For our experiments, the following distortion types were selected from the
TID2013: quantization noise, mean shift (intensity shift), and change of color
saturation. We selected this subset of distortions because they encompass
the most important color related distortions in current imaging technologies
for natural scene color images. For instance, quantization noise is closely re-
lated to color quantization. Intensity shift and change in color saturation are
well-known distortions produced by color matching algorithms, color mapping
algorithms and multiview imaging systems (Baranczuk et al., 2010; Wei and
Mulligan, 2010; Fezza et al., 2014). The remaining 21 distortions from TID2013
database were not used in the experiments of this Chapter not even those af-
fecting color because they incorporate also spatial distortions which typically
impact the quality of the image much more strongly than CDs. Therefore, the
human scores would be then more likely predominantly influenced by the spa-



























Figure 6.5: Performance of the considered 19 CD measures (18 existing and the
proposed wCD) appraised on the color subset of TID2013 database. Performance is
given in terms of the PCC, the SROCC and CCD between a given CD measure and
the corresponding subjective scores.
tial distortions and not the color ones. For instance, we do not use chromatic
aberrations and color quantization with dither because even though they have
a large influence on color noise, they also produce strong artifacts of spatial
nature such as blurring, false edges and/or rainbow edges which impact the
“spatial” quality of the image much more strongly than its CD. In the case of
contrast changes, we have shown in Chapter 4 that these image differences are
better modeled by using the ratio of intensity values.
As we discussed in Chapter 4, the MOS values from TID2013 were col-
lected using a methodology known in psychophysics as two alternative forced
choice (2AFC) match to sample (Ponomarenko et al., 2015). In 2AFC three
images are displayed (the reference and two distorted images) and an observer
selects one of the two distorted images which they judge as more similar to
the reference. That is, human observers are asked to select among two images
the image that perceptually differs less from a reference (Kingdom and Prins,
2010b). Thus, the evaluation is made in terms of the presented current stimuli.
Since the 2AFC was made within the “color” subset of the TID2013, the MOS
scores designated to that subset are a measure of the color difference with re-
spect to the reference image perceived by the observers. Therefore, TID2013
allows the individual analysis of certain distortion type or subset of distortion
types (Ponomarenko et al., 2015).
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Table 6.2: Percentage increase of the performance appraised on TID2013 of the
proposed color difference measure (wCD) compared with the state-of-the-art methods.
Percentage increase
Measure symbol PCC SROCC CCD
∆E00 52 72 67
∆ES00 48 69 64
∆EM 84 41 48
∆CfG 59 53 56
CSSIM 47 68 70
Ch 69 38 48
K⋂ 87 153 107
∆Eω00 42 50 47
∆EI 592 470 438
∆EO 19 26 24
∆ESO 25 33 31
∆EJ 34 51 49
∆ED 52 72 67
∆EHS 80 27 51
∆EA 633 411 478
∆ESH 98 66 77
∆ECI 33 58 47
∆ECH 13 9 10
6.4.2 Overall performance of the tested measures
Figure 6.5 shows the PCC, the SROCC and the CCD appraised on the color
subset of TID2013 database. The best performing CD measures from the state-
of-the-art are ∆ECH , ∆EO and ∆ESO displaying a strong correlation (corre-
lation between the CD measures and the subjective scores higher than 0.7).
However, note that the proposed image CD measure (wCD) outperforms those
CD image measures (correlation between the proposed CD measure and the
subjective scores higher than 0.8). Table 6.2 shows the percentage increase of
the proposed method compared with the other state-of-the-art measures based
on the correlation coefficients shown in Figure 6.5 after applying the Fisher’s
z transform. The percentage increase shows that the proposed methodology
outperforms all other 18 image CD measures tested in this Chapter.
The worst performance across the three color distortion types is achieved
by ∆EI, ∆EA, K⋂ displaying a weak correlation (correlation between the CD
measures and the subjective scores lower than 0.5). The poor performance
of ∆EI may be due to the fact that the measure focuses on complex spatial
interactions such as perception of contrast, graininess, and sharpness while
in fact it should focus on homogeneous textured areas (Deng et al., 1999).
Although ∆EA is an adaptive technique, the CD measure is computed using
the RGB color space which is well-known to disagree with human perception
of color. K⋂ performs better but still the correlation is weak compared with
the other tested methods.



























Figure 6.6: Performance of the considered CD measures appraised on TID2013 color
saturation subset. Performance is given in terms of the PCC, the SROCC and CCD
between a given CD measure and the corresponding subjective scores.
We also explore the performance of the tested CDmeasures on the individual
distortion types to assess the strengths and weaknesses of the tested measures.
Figures 6.6, 6.7 and 6.8 show the PCC, SROCC and CCD appraised on
TID2013 database per individual color distortion type, color saturation, mean
shift and quantization noise, respectively. In the quantization noise the best
performing is the Ch followed by ∆EJ and the proposed methodology wCD
(Figure 6.8). The proposed methodology shows to be the best performing in
the color saturation subset with a strong correlation (correlation between the
proposed CD measure and the subjective scores higher than 0.8), see Figure 6.6.
Also, wCD is one of the best performing methods together with ∆ECI in the
mean shift subset (Figure 6.7).
6.4.3 Discussion
Note that the good performance of Ch in the quantization noise subset is par-
tially due to the fact that Ch compares the color distribution on the YCbCr
color space (unlike any other of the considered methods) and TID2013 quan-
tization noise was processed on the same color space. This suggests that color
quantization noise can be evaluated by comparing the color distribution of the
images when the comparison is made on the same operational color space where
the distorted image was processed. Indeed, since color quantization modifies
considerably the distribution of the color histogram in the given color space, a
comparison of the distribution in the same space comes forward as an appro-
priate tool for this type of task. However, Ch performs poorly in the rest of the



























Figure 6.7: Performance of the considered CD measures appraised on TID2013
mean shift subset. Performance is given in terms of the PCC, the SROCC and CCD
between a given CD measure and the corresponding subjective scores.
tested data because the other color related distortions (mean shift and change
in color saturation) do not have a considerably impact in the color histogram
of the images making Ch measure ineffective for this type of distortions.
Also note that there are no significant differences between ∆E00, ∆ES00
and ∆ED, i.e., there is a negligible improvement in terms of PCC, SROCC
and CCD with subjective scores when a spatial filtering simulating the blur
property of the human eyes effect is applied before computation of pixel-wise
differences (cf. the spatial processing described by (Zhang and Wandell, 1997)).
We attribute this behavior to the fact that CDs are perceived easier in large ho-
mogeneous areas where there is no contrast masking while CDs in small texture
areas with color fluctuations are more difficult to perceive than in large homo-
geneous areas. Therefore, the spatial processing (band-pass filtering simulating
blur property of human eyes as proposed by (Zhang and Wandell, 1997)) is an
ineffective mechanism because the CD formulas are still applied pixel-wise in-
stead of computing region based differences which is more appropriate due to
the fact that humans perceive CDs easily in homogeneous textured areas. This
is also confirmed by the results shown in Figures 6.5, 6.6, 6.7 and 6.8 where the
proposed methodology (wCD) shows to be the best performing over all subsets
of data.
The results show that overall, among all three considered sources of image
color distortion, the best performing CD is the proposed methodology wCD
displaying a strong correlation (correlation between the proposed CD measure
and the subjective scores higher than 0.8) for all tested data. ∆EO, ∆ESO,




























Figure 6.8: Performance of the considered CD measures appraised on TID2013
quantization noise subset. Performance is given in terms of the PCC, the SROCC
and CCD between a given CD measure and the corresponding subjective scores.
(correlation between the CD measures and the subjective scores lower than
0.7) for all data. The worst performing methods are ∆EA and ∆EI displaying
a weak correlation (correlation between the CD measures and the subjective
scores lower than 0.5) for all tested data.
Revising individual color distortions, the previous experiments and results
reveal that ∆E00, ∆ES00, Ch, ∆EJ, ∆ED and wCD are the best candidates to
be used in color quantization application displaying a strong correlation with
subjective scores in the color quantization subset. Also, the results show that
the best candidates to assess images affected by black level shift are wCD and
∆ECI. Additionally, the following CD measures are the best candidates for
assessing CDs on images affected by change of color saturation: ∆E00, ∆ES00,
∆EO, ∆ECH , ∆ED and wCD displaying a strong correlation with subjective
scores (SROCC).
Finally, note that the weights of the proposed methodology (α and β) in
Equation (6.17) can be further investigated and tuned for different applications
according to the importance of the differences in each color component.
6.5 Conclusions
This Chapter has reviewed and evaluated CD measures in natural scene color
images. We tested eighteen state-of-the-art CD measures on selected data from
one public database. To stimulate further experimentation, we made all the
tested methods freely available as a plugin on the iFAS software tool. We se-
lected our test image data such that the following applications are included:
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color correction, color quantization, color mapping, color image similarity and
retrieval. The images in these applications are typically affected by CDs due to
quantization noise, intensity shift, contrast change, change in color saturation
and change in color balance. Moreover, we have proposed a novel methodol-
ogy for computing color difference in natural scene color images based on the
findings of the state-of-the-art review; the proposed method is named wCD.
Our experiments show that ∆E00, ∆ES00, ∆ED and wCD achieve a strong
correlation with subjective scores in the mean shift subset. In the quantiza-
tion noise the best performing are the Ch followed by ∆EJ and the proposed
methodology wCD. The following CD measures are the best candidates for
assessing CDs on images affected by change of color saturation: ∆E00, ∆ES00,
∆EO, ∆ECH , ∆ED and wCD showing a strong correlation with subjective
scores. Overall, the proposed methodology (wCD) is clearly the best perform-
ing CD measure tested in this work.
Additionally, we found that relying on descriptive statistics from pixel-wise
differences is unreliable for computing color differences typically perceived and
reported by human observers. The results suggest that there are not significant
differences in terms of correlation with subjective scores between ∆E00, ∆ES00
and ∆ED. This is important because it indicates that many CD measures for
images are designed using an ineffective mechanisms for computing CDs, i.e.,
the computation of pixel-wise differences after preprocessing based on filtering.
However, it is well-known that humans perceive CD better in flat areas than
in complex structures (Deng et al., 1999). Thus, it will be more desirable to
measure CDs in homogeneous patches (based on image segmentation) and then
combine them into an overall CD as the proposed methodology. This is con-
firmed as well by the good performance achieved by the proposed methodology
which is based on computation of local differences in homogeneous textured
patches.
The contributions reported in this Chapter resulted in one international
conference proceedings (Ortiz-Jaramillo et al., 2016a), and one peer-reviewed




In this thesis we have studied application-specific fidelity assessment models
with the purpose of predicting visual/perceived differences between the test
image and its corresponding reference (original/unaltered) image that typically
a human subject (observer) would report. Particularly, this thesis has studied
the following fidelity-related use cases: quality estimation of compressed video
sequences, evaluation of contrast ratio changes in images, assessment of appear-
ance changes in texture and evaluation of color differences in natural scene color
images. We have contributed to each of these areas by reviewing the existing
methodologies, proposing new numerical fidelity measures, and experimentally
evaluating performance of the different measures.
This dissertation has studied quality evaluation of compressed video se-
quences in Chapter 3. We have evaluated and tested four of the most well-
known state-of-the-art video quality measures on five different public video
quality databases. Additionally, this thesis has proposed a methodology to
advance existing video quality measures by introducing video content related
indexes in their computation. The accuracy of the proposed method is compa-
rable with the other state-of-the-art methods. Also, our experimental results
have shown that unlike other conventional methods, the proposed method is
of low complexity and satisfies the requirements of real-time applications. For
example, in this thesis we have implemented a Python script able to compute
perceived video quality at 12, 25 and 75 frames per second for 1920×1080,
1280×720 and 720×380 pixels, respectively. The main drawback of this pro-
posed video quality measure is that an off-line training is needed with enough
samples representing the wide range of quality levels, extent of details and
motion.
In Chapter 4, we have investigated the problem of the assessment of con-
trast changes in images. We have performed an extensive experimental eval-
uation based on a total of six image contrast ratio measures, each evaluated
and tested on two image quality assessment databases. We have proposed a
novel methodology to compute contrast ratio in images by using local content
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analysis. We have used Weber and Michelson contrast ratio formulas on small
patches to simulate the cases where a small structure of interest is present
on a uniform background or a square-wave grating of one cycle, respectively.
The proposed method is able to predict changes (decrements, increments) in
contrast more accurately than the other state-of-the-art algorithms. We have
tested our methodology on a real case scenario: detection of changes in con-
trast level in interventional x-ray images acquired with varying dose. The re-
sults show that the proposed contrast ratio measure agrees with the subjective
evaluation of interventionalists in interventional x-ray images.
In Chapter 5, this thesis has reviewed and evaluated fourteen texture anal-
ysis descriptors for automatic assessment of appearance changes in texture.
Additionally, this thesis has discussed the impact of the parameter selection
of the evaluated texture analysis descriptors. We have conducted an extensive
experimental evaluation based on a total of three image databases. The results
show that the signal processing methods are the best performing with a strong
correlation with human evaluation in cut and loop pile surface constructions.
Therefore, we believe that future work in the evaluation of appearance changes
in texture should be developed by using signal processing methods because
they provide the advantage of filter selection/design. The results also showed
that the considered texture analysis techniques perform poorly in textile floor
coverings with (shag) long pile construction.
In Chapter 6, this dissertation has studied the evaluation of perceived color
differences in natural scene color images. We have reviewed and evaluated
eighteen state-of-the-art color difference measures and we have discussed their
performances. The measures have been tested on a total of twenty five different
source images and three different color-related distortions. We have proposed a
novel method to compute color differences in natural scene color images based
on the findings of the review. We based our measure on the fact that humans
assess color differences in natural scene color images by comparing sets of con-
nected pixels or small patches. Those patches are typically characterized for
being homogeneous or for possessing a unique texture pattern. The results have
shown that the proposed method is able to predict color differences reported
by human observers with higher accuracy (higher correlation levels) than the
other state-of-the-art algorithms.
Finally, the majority of different methods studied in this thesis (existing
as well as those proposed in the thesis) have been made available for the re-
search community as an open source software toolset, named image Fidelity
Assessment (iFAS). iFAS is detailed in Appendix B. iFAS provides the fol-
lowing basic image fidelity assessment tools: computation of fidelity measures
on a single pair of images and/or in a full database, visualization of pixel-
wise image differences and histogram of the image differences, scatter plots
and correlation analysis between human scores and objective measures. The
correlation analysis is performed following the most recent recommendations
for the process of image fidelity assessment evaluation such as global correla-
tion comparison, pairwise comparisons of correlations per reference, regression
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analysis and model building. In this software toolset we have collected all the
image fidelity methods tested in this thesis. That is, there are available a set of
seven image contrast ratio measures, nineteen image color difference measures,
fourteen texture analysis algorithms and five general purpose image quality
measures. Since the existing methods are implemented by the author of this
thesis (not by their original authors), it is necessary to perform in the future
an evaluation of the methods included with iFAS to verify the same output as
proposed by the original authors. The primary motivation for opening iFAS to
the community is code sharing for image fidelity evaluation which is typically
not available for many of the state-of-the-art algorithms and only a very lim-
ited subset of conventional fidelity indexes are easily accessible, e.g., the PSNR,
CIEDE2000 (Luo et al., 2001), SSIM (Zhou et al., 2004).
7.2 Future work
Note that the evaluation methods tested in this thesis do not consider the
variability of the reported human scores and assign uniform weights to all
fidelity levels. Therefore, a study of more advanced statistical techniques for
benchmarking image fidelity algorithms is proposed as future work with the
purpose of validating the results presented in this thesis.
In the quality evaluation of compressed video sequences, the study of other
distortion types (type of artifacts) remains as future research with the pur-
pose of further validating the results presented in this work. Particularly, it
is very important to consider the type of artifacts under study because the
methodology can perform well only under specific conditions, e.g., a specific
codec. Therefore, it may be necessary to consider a specific mapping function
for different sources of distortion. In other words, the estimation of mapping
function parameters should include not only content related features but also
the distortion type. Additionally, since different spatial and temporal pooling
on PSNR may lead to different results, the study of different pooling strategies
remains as future work.
In the assessment of contrast changes in images, the main point for im-
provement of this proposed methodology is that the local content information
is used in the entire image without discriminating if the patch is a structure of
interest or just background with the purpose of keeping a low computational
time. One possible approach for overcoming this issue would be to explore
potential benefits of computing with a different formula the local contrast ratio
values in the background patches (local patches where no bimodal distribution
is found).
In the automatic assessment of appearance changes in texture, a study of
other descriptors of texture for improving the process of measuring appearance
retention in floor coverings remains as a future work. For instance, it is nec-
essary to explore descriptors as hairiness, pilling, change of pattern definition,
change in color, among others for improving the results presented in this work.
Combinations of texture features such as MRF in the wavelet domain have
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been commonly used in the texture analysis techniques. That motivates future
investigation into the combination of signal processing based techniques and
model based approaches.
In the assessment of color differences in natural scene color images, an inter-
esting topic for future work is to select better weights of the proposed method-
ology for different applications. Additionally, other statistics and color spaces
can be considered in the detected homogeneous textured patches. As an ex-
ample, according to the results presented in this thesis the Image CD based
on circular hue (Lee and Rogers, 2014) is a good candidate for improving the
proposed methodology. Future work should further extend the scope of evalua-
tion by including additional publicly available image databases as well as other
color related types of distortion (e.g. gamut mapping) with the purpose of vali-
dating the results and generalizing the findings of our work. Also, since there is
a considerable increase of computer-generated image content (Gu et al., 2018),
the evaluation of the proposed methodology in computer-generated images is
proposed as future work.
Future research should also consider the combination of multiple image fi-
delity measures to unify different methods for image fidelity assessment for any
given application. For instance, it would be desirable to build a multi-factor
approach for image fidelity assessment by combining different changes on image
characteristics, e.g., contrast changes, color differences, appearance changes in
texture. This unification can be performed by using modern machine learning
techniques such as support vector machines (Yang et al., 2017), neural net-
works (Lukin et al., 2015), convolutional neural networks (Kim and Lee, 2017),





In this Chapter we describe the used databases in this thesis. Note that, from
the following database descriptions, we show that they are designed for mea-
suring perceived image differences. Therefore, the databases are appropriated
to test the performance of the measures explored in this work.
A.1 Tampere Image Database (TID2013)
TID2013 (Ponomarenko et al., 2015) is a database intended for evaluating
image fidelity measures. This database contains 25 reference images and 3000
distorted images (25 reference images × 24 types of distortions × 5 levels of
distortions). Source images (displayed in Figure A.1) are obtained from the
Kodak Lossless True Color Image Suite (Kodak, 2013).
The distortions available in TID2013 are (distortions marked in bold pro-
duce changes in color) (Ponomarenko et al., 2015):
• additive Gaussian noise,
• additive noise in color components,
• spatially correlated noise,
• masked noise,








Figure A.1: The 30 reference images used in TID2013 database.
• JPEG transmission errors,
• JPEG2000 transmission errors,
• non eccentricity pattern noise,
• local block-wise distortions of different intensity,
• mean shift (intensity shift),
• contrast change,
• change of color saturation,
• multiplicative Gaussian noise,
• comfort noise,
• lossy compression of noisy images,
• image color quantization with dither,
• chromatic aberrations,
• sparse sampling and reconstruction.
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Each distorted image has a subjective score for comparing the performance
between fidelity measures. The subjective scores are expressed in terms of
Mean Opinion Scores (MOS). The MOS values from TID2013 were collected
using a methodology known in psychophysics as two alternative forced choice
(2AFC) match to sample (Ponomarenko et al., 2015). In 2AFC three images
are displayed and an observer selects a better image between two distorted
ones. That is, the human observers are asked to select among two images the
image that differs less from a reference (Kingdom and Prins, 2010b). Thus, the
evaluation is made in terms of the presented current stimuli. Since the 2AFC
was made in the TID2013, the MOS scores designated to the images are a
measure of the image differences with respect to the reference image perceived
by the human observers, i.e., the fidelity of the distorted images with respect
to the reference. Therefore, TID2013 allows the individual analysis of certain
distortion type or subset of distortion types (Ponomarenko et al., 2015).
A.2 Computational and Subjective Image Qual-
ity database (CSIQ)
The CSIQ database consists of 30 original images (see Figure A.2) and 720 dis-
torted images (6 different types of distortions at 4 different levels of distortion).
The reference images were obtained from the U.S. National Park Service. The
CSIQ database includes the following distortion types (distortions marked in
bold produce changes in color) (Larson and Chandler, 2010):
• JPEG compression,
• JPEG2000 compression,
• global contrast decrements,
• additive pink Gaussian noise, and
• Gaussian blurring.
Each distorted image has a subjective score for comparing the performance
between fidelity measures. The subjective scores are expressed in terms of
Differential Mean Opinion Scores (DMOS). The DMOS values from CSIQ
database were collected based on a linear displacement of the images. That
is, all of the distorted versions of an original image were viewed simultane-
ously on a monitor array and placed in relation to one another according to
the perceived quality difference (Larson and Chandler, 2010). The images were
sorted by the observers according to the perceived differences with respect to
the reference. Thus, the DMOS scores designated to the distorted images are
a measure of the perceived image differences with respect to the reference re-
ported by the human observers, i.e., the fidelity of the distorted images with
respect to the reference image.
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Figure A.2: The 30 reference images used in CSIQ database.
A.3 Anthropomorphic chest phantom
We use a static anthropomorphic chest phantom scanned with and without a 10
cm polymethyl methacrylate plate to simulate standard and large chest thick-
ness, respectively, at six dose levels. The static anthropomorphic chest phantom
contains contrast filled coronary arteries (Radiology Support Devices Alderson
Phantoms, Long Beach, USA) was scanned on an Allura interventional X-ray
system (Philips Healthcare, Best, The Netherlands). The dose levels and sub-
jective scores of the two static anthropomorphic chest phantoms are shown in
Table A.1. The images in Figure A.3 were evaluated by four interventionalists
(cardiologist/radiologist) from Ghent University Hospital resulting in a mean
opinion score per image (Kumcu et al., 2015b). The interventionalists rated
the the similarity of each pair of images using a continuous scale from 0 (com-
pletely different) to 100 (exactly the same). See (Kumcu et al., 2015b) for
further details about this database.
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Table A.1: Table of dose levels and subjective scores of the two static anthropomor-
phic chest phantoms.
Dose [µGy/s] 2613 1973 1302 978 643 308
MOS 77 73 72 74 52 33
Dose [µGy/s] 9330 6700 4980 4140 3320 2475
MOS 75 69 66 63 52 46
(b)
(a)
Figure A.3: Anthropomorphic chest phantom scanned (a) with [from left to right
chest phantom with 10 cm polymethyl methacrylate scanned at 9330 µGy/s, 6700
µGy/s, 4980 µGy/s, 4140 µGy/s, 3320 µGy/s, 2475 µGy/s: ] and (b) without [from
left to right chest phantom scanned at 2613 µGy/s, 1973 µGy/s, 1302 µGy/s, 978
µGy/s, 643 µGy/s, 308 µGy/s,] a 10 cm polymethyl methacrylate.
A.4 Carpet reference standards
The basic material used in fabrics is a fibre either natural or synthetic. Thus,
fibres are well know and used for carpet manufacturing. Usually, this fibres are
twisted together or only grouped together to made yarns. Often two or more
yarns are entwined to make a thicker yarn allowing manufacturers to obtain
technical or aesthetic special effects. With the purpose of constructing carpets,
tuft of yarns are stitched into a woven or non woven fabric to form the face
material (this process is called tufting). Thanks to the tufting process car-
pets are available in increasingly variety of styles, colors and aesthetics. This
variety of carpets is possible by changing the surface construction. Accord-
ing to (ASTM-D5684-10, 2010; ISO-2424:2007, 2007), there are three basic
surface constructions of tufted carpets (loop, cut and cut/loop pile).
The surface construction types are divided as follows:
• Cut pile is a type of carpet that involves a cut of the loops that are
created during the weaving process (See Figure A.4).
– Velours is a type of cut pile carpet with a close pile density giving
a very flat surface.
– Saxony refers to a cut pile carpet from which yarns are a little bit





Figure A.4: Standard surface construction of tufted carpets.
differentiate better the point effect of the yarn.
– Frisé is a type of cut pile carpet which is made from high twisted
fibers. After cut its yarns, the piles take different directions.
– Shag is a carpet with twisted yarns that have a special pile height
(about 2.5cm or higher). This high distance between the face mate-
rial and the tufts causes that the pile fall down.
• Loop pile is a design of carpet that it is created by using a series of
uncut loops (See Figure A.4).
– Level loop is a type of carpet that uses loops of the same size; creating
a smooth surface.
– High/low or patterned loop is a carpet that offers slightly different
variations in loop height creating a pattern in the carpet.
– Textured loop is a type of carpet that exhibits some pile height vari-
ation. Although the pile height differentiation is usually slight and
has little or no pattern definition.
• Cut/loop pile is created by tufting some loops higher than others.
When the carpet is sheared, the higher loop tufts are cut but the lower
ones are not (See Figure A.4). The resulting cut pile tufts looks darker
than the loops, creating a pattern which forms interesting designs.
– Cut and loop is a high/low construction where patterning is achieved
by high pile (cut pile) and low pile (loop pile).
– Tip sheared loop is made from two sets of loops of different heights.
After production, the higher loops are sheared to provide a soft
handle appearance.
– Level-sheared carpet is obtained by shearing off the protruding loops
to the same height as the non-cut pile yarns.
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CRI-1 CRI-3 CRI-4 CRI-6
EN-A EN-B EN-C EN-D EN-G EN-H
Ghent-6Ghent-3 Ghent-4Ghent-1 Ghent-2 Ghent-5
Figure A.5: The 16 reference sets of textile floor coverings used in this thesis.
– Level cut/loop is made by weaving even loops of yarn into carpet
backing at both ends.
The used reference sets of textile floor coverings are shown in Figure A.5.
The Figure shows textile floor coverings with construction types using level
loop (CRI-3, EN-A and Ghent-2), cut Saxony (CRI-1, CRI-4, EN-B, EN-C,
EN-D and Ghent-3), tip-sheared loop (CRI-6), cut/frisé (EN-G), woven velours
(EN-H and Ghent-1), cut pile shag (Ghent-4 and Ghent-6) and cut/loop pile
(Ghent-5). For more information about characteristics of carpet types and
construction types see for example (ISO-2424:2007, 2007; ASTM-D5684-10,
2010; Orjuela-Vargas, 2012).
A.5 Video quality databases
The video quality databases used in this thesis are composed of video quality
sequences compressed using H.264 codec (Pechard et al., 2011; Zhang et al.,
2011; Pitrey et al., 2012). Note that the CIF and 4CIF EPFL-PoliMI Video
Quality Assessment Database (De-Simone et al., 2009) have videos com-
pressed with H.264 followed by packet loss simulation. Particularly, the fol-
lowing databases are used to test the state-of-the-art numerical video quality
measures: the IRCCyN IVC 1080i: an HD video quality database (Pechard
et al., 2011), the IVP Subjective Video Quality Database (only the com-
pressed sequences using H.264 codec) (Zhang et al., 2011), the IRCCyN IVC
Influence Content (Pitrey et al., 2012), the CIF EPFL-PoliMI Video Quality
Assessment Database (De-Simone et al., 2009) and the 4CIF EPFL-PoliMI
Video Quality Assessment Database (De-Simone et al., 2009). The majority
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(1) (2) (3) (4) (5)
(6) (7) (8) (9) (10)
(11) (12) (13) (14) (15)
(16) (17) (18) (19) (20)
Figure A.6: The 20 reference sequences from the IRCCyN IVC 1080i database.
of the databases tested in this thesis are evaluated by using single-stimulus and
the absolute category rating scoring system (using a [1-5] scale). The CIF and
4CIF EPFL-PoliMI Video Quality Assessment Databases (De-Simone et al.,
2009) uses single-stimulus and the continues category rating scoring system
(using a [1-5] scale). The distorted sequences were subjectively evaluated for
at least 25 human subjects.
The following is the list of source sequences from the tested public video
quality databases:
• The IRCCyN IVC 1080i: an HD video quality database (Pechard et al.,
2011) contains 20 source video sequences of resolution 1920 × 1080 at
25 frames per second (see Figure A.6): (1) above marathon, (2) captain,
(3) concert, (4) credits, (5) dance in the woods, (6) duck fly, (7) foot, (8)
fountain man, (9) golf, (10) group disorder, (11) inside marathon, (12)
movie, (13) new parkrun, (14) rendezvous, (15) show, (16) standing, (17)
stockholm travel, (18) tree pan, (19) ulriksdals, and (20) voile.
• The IVP Subjective Video Quality Database (Zhang et al., 2011) con-
tains 10 source video sequences of resolution 1920 × 1088 at 25 frames
per second (see Figure A.7): (21) bus, (22) laser, (23) overbridge, (24)
robot, (25) shelf, (26) square, (27) toys calendar, (28) tractor, (29) train,
(30) tube.
• The IRCCyN IVC Influence Content (Pitrey et al., 2012) contains 60
source video sequences (see Figure A.8) of resolution 960 × 540 at 25
frames per second (this database is used only for testing, i.e., none of its
samples were used during training, inspection and/or selection of the con-
tent related indexes and/or mapping functions): (31) animation 1, (32)
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(21) (22) (23) (24) (25)
(26) (27) (28) (29) (30)
Figure A.7: The 10 reference sequences from the IVP database.
space shuttle, (33) kitesurfing 1, (34) ducks, (35) station, (36) kitesurf-
ing 2, (37) factory 1, (38) skateboarding 1, (39) crew, (40) intotree, (41)
touchdown, (42) kitesurfing 3, (43) aspen, (44) pedestrian area, (45) skate-
boarding 2, (46) city, (47) night traffic, (48) mother in the woods, (49)
skateboarding 3, (50) fire, (51) red kayak, (52) day traffic, (53) dinner 1,
(54) west wind easy, (55) rush hour, (56) big buck bunny, (57) kitesurfing
4, (58) RC cars, (59) old town cross, (60) hiking 1, (61) RC, (62) hiking
2, (63) halftime show 1, (64) bee, (65) boxing, (66) teaching, (67) half-
time show 2, (68) cruise, (69) animation 2, (70) river bed, (71) life, (72)
christmas, (73) waterfall, (74) dinner 2, (75) factory 2, (76) dinner 3, (77)
tractor, (78) rush field cuts, (79) mobile, (80) excavator, (81) basketball,
(82) sitting on the beach, (83) walking on the beach, (84) credits 1, (85)
bridge, (86) crowd wave, (87) park joy, (88) crowd run, (89) credits 2, and
(90) parade.
• The CIF EPFL-PoliMI Video Quality Assessment Database (De-Simone
et al., 2009) contains 6 source video sequences (see Figure A.9) of resolu-
tion 352×288 at 30 frames per second (this database is used only for test-
ing, i.e., none of its samples were used during training, inspection and/or
selection of the content related indexes and/or mapping functions): (91)
foreman, (92) hall, (93) mobile, (94) mother, (95) news, and (96) paris.
• The 4CIF EPFL-PoliMI Video Quality Assessment Database (De-
Simone et al., 2009) contains 6 source video sequences (see Figure A.9) of
resolution 704× 576 at 25 frames per second (this database is used only
for testing, i.e., none of its samples were used during training, inspection
and/or selection of the content related indexes and/or mapping func-
tions): (97) crowdrun, (98) duckstakeoff, (99) harbour, (100) ice, (101)
parkjoy, and (102) soccer.
Figure A.10 shows the scatter plot of SA and TA for the used databases.
SA and TA are the mean value of the magnitude of the SI13 image and the
mean total variation over all frames of the temporal gradient (cf. s1 and t1 in
Section 3.3.2), respectively. The scatter plot shows that the variety of spatial
and temporal activity levels in the video test sequences is high, i.e., a wide
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range of extent of image details and motion. The plot together with previous
database descriptions show that a wide range of video content is used. They
range from very low motion (news) to very high motion (sports) and from low
textured (cartoons) to high textured (natural scenes) sequences.
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Figure A.8: The 60 reference sequences from the IRCCyN IVC Influence Content
database.
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Figure A.9: The 12 reference sequences from the CIF and 4CIF EPFL-PoliMI Video
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Figure A.10: Scatter plot of SA and TA computed on all databases. SA and TA are
the mean value of the magnitude of the SI13 image and the mean total variation over





image Fidelity Assessment (iFAS) is a software tool designed to assist image
quality researchers providing easy access to a range of state-of-the-art measures
which can be applied on a single pair of images and/or in a full database, as well
as intuitive visualizations that aid data analysis, e.g., images and histograms
of pixel-wise image differences, scatter plots and correlation analysis. The
software is freely available for non-commercial use.
In this Chapter we describe iFAS software tool proposed in this thesis for
assisting researchers, engineers and other users in the process of image fidelity
assessment.
Figure B.1 shows a screenshot of iFAS user interface. The interface displays
seven main components: (1) the main menu, (2) the reference image, (3) the
test image, (4) the pixel-wise difference image, (5) the histogram of the pixel-
wise difference image, (6) the scatter plot of the MOS versus the measure values
for a given reference, and (7) the results pane. iFAS includes the following types
of analysis:
• Single Source - Single Sample: this type of analysis computes the selected
fidelity measures between one reference image and one corresponding test
image, i.e., the current images displayed on the user interface (images are
selected using a file chooser).
• Single Source - Multiple Sample: this type of analysis computes the fi-
delity measures selected by the user between one reference image and a
number of corresponding test images as specified by the user using a file
chooser.
• Multiple Source - Multiple Sample: this type of analysis computes the
fidelity measures selected by the user between a number of reference im-
ages and a number of test images. This is like executing a Single Source -
Multiple Sample several times using different reference images and their
corresponding test samples. Note that, the user has the responsibility
















































Figure B.1: iFAS main window screenshot.
to make sure that the test/distorted images correspond in scene to the
reference/source images.
iFAS includes a detailed help document (included with iFAS files) with all the
instructions for the recommended use of iFAS for maximum utility. Also, every
analysis can be saved and loaded for further analysis avoiding unnecessary mul-
tiple computations of the same data. iFAS also allows visualization of scatter
plots between two fidelity measures or a fidelity measure and subjective scores
for a given source image. That is, it is possible to visualize the relationship
between measures for a specific image content.
Additionally, iFAS computes and displays in the results pane the following
correlation indexes typically used as performance indicators of fidelity mea-
sures: PCC (Chen and Popovich, 2002a), SROCC (Chen and Popovich, 2002b),
KRCC (Chen and Popovich, 2002c) and CCD (Székely et al., 2007). Note that
these indexes are computed with the values currently displayed on the scatter
plot component (only for Single Source - Multiple Sample and Multiple Source
- Multiple Sample).
In general, many fidelity measures pre-compute pixel-wise differences and
later compute a global fidelity measure from descriptive statistics, termed spa-
tial pooling. Therefore, iFAS also displays this intermediate result with the
purpose of providing local information about the fidelity measure behavior. In
the cases where the fidelity measure is based on features, iFAS computes those
features on local windows and then displays the difference of the local com-
putations (pixel-wise image difference). The pixel-wise image difference has
associated a 255 bin histogram. This histogram can be considered to select the
appropriated statistics for computing the global fidelity index during a fidelity
measure design process.
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CRI-1 CRI-3 CRI-4 CRI-6
Figure B.2: Cutouts of textures evaluated from the CRI standard.
In the alpha version, we include 18 color difference measures for digital
images (see Chapter 6), 14 texture analysis algorithms (see Chapter 5), 6 image
contrast ratio measures (see Chapter 4) and six image quality measures for
objective fidelity assessment.
B.1 How do I use iFAS?
In this Section we describe and explore two use case scenarios with the purpose
of showing the advanced functionality of iFAS for the analysis of objective fi-
delity measures. The use cases are the benchmarking of 6 texture extraction
algorithms on a textile floor covering database and the evaluation of 3 color
correction algorithms for multiview imaging using 2 image color difference mea-
sures. The set of methods used for the analysis in this section were selected
from (Ortiz-Jaramillo et al., 2014b, 2016a).
B.1.1 Application 1: evaluating appearance changes in
textiles
iFAS can help in the evaluation of appearance changes in textiles in two ways.
First in the benchmarking of possible candidate methods for measuring fine
changes of global texture. The benchmarking consists of global correlation
comparison, correlation analysis per reference sample. And second by finding
an appropriated model using regression analysis for measuring the wear degree
of future samples.
As an use case, we use the set of images composed of scanned printed images
from the CRI standard photo set (CRI Test Method 103, 2015). The set of
references (see Figure B.2) include texture types with loop (CRI-3), cut (CRI-1
and CRI-4) and tip-sheared (CRI-6) (see Appendix A.4 for more details about
carpet construction). We use 32 different reference samples extracted using
random cutouts (8 per CRI reference). For instance, CRI-1 has 8 cutouts
representing the reference samples. Similarly, for each sample belonging to
a specific wear label, we extract 2 cutouts, i.e., 16 test samples per reference.
That is a total of 512 test [(16 cutout test samples per reference) × (32 reference
samples)] and 32 reference samples (8 cutouts × 4 CRI samples).
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Figure B.3: Image saved in eps format using iFAS. (top left) bar plot global corre-
lation, (bottom left) box plot of the performance per individual reference, (top right)
model for CRI-3 and (bottom right) model for CRI-6
Here, we benchmark 6 different texture analysis algorithms (see Chapter 5
for details on the algorithms and the parameter selection): power spectrum
(PS) (Weszka et al., 1976), Gabor filtering (GF) (Manjunath and Ma, 1996),
Pseudo Wigner distribution (PWD) (Cristobal and Hormigo, 1999), autoregres-
sive (AR) models (Joshi et al., 2009), Local Binary Patterns (LBP) (Maenpaa,
2003) and Gaussian Markov Random Fields (GMRF).
After computing the texture difference between samples using iFAS Multiple
Source - Multiple Sample analysis tool, the global correlation is computed
between the obtained data and the wear labels included with the CRI database.
The global correlation analysis is very useful to identify the performance of the
tested methods across different content, in this case CRI standard type, i.e.,
it helps to identify if only one model is necessary to perform the task. This
performance comparison is also performed by iFAS software by using the Global
correlation analysis tool.
The Figure B.3 (top left) shows the figure saved in eps format using iFAS
software corresponding to the bar plot for global correlation analysis. The
software also shows on the result pane the correlation values and the best
performing methods according those values, e.g.,
Best according to PCC is gabor_features_difference: 0.55339
Best according to SROCC is lbp_difference_gray: 0.64797
Best according to KRCC is lbp_difference_gray: 0.48265
Best according to CCD is lbp_difference: 0.48265
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These are not very high correlations to build a model. However, since the tex-
ture patterns for the carpets are standardized on the textile industry, it is also
valid to build a model per each CRI standard type. Therefore, box plot anal-
ysis is very useful for identifying how well the measures perform if the content
remains the same (in this case the CRI standard type). iFAS also possess this
kind of analysis. Figure B.3 (bottom left) shows the box plot for the consid-
ered texture features per reference sample resulting from iFAS. Additionally,
the software provides on the result pane a pairwise comparison between the
methods with the purpose of identifying if there are statistically significant
differences in terms of the performance between the tested methods. Also,
the software presents the best performing methods according to the pairwise
comparisons (here only the example for CCD):
Best method from pairwise comparison between Correlation
distance




This indicates that LBP technique is the best performing method and it is
statistically better than AR, GMRF and PS. Also, LBP performs equally or
better than GF and PWD. Therefore, further analysis is performed using LBP,
i.e., the modeling of each individual CRI standard type.
After selecting the best performing method, it is very useful to build a
model with the current data to be used on new samples. In iFAS, we sim-
ulate that process by building models using the current samples. The user
needs to select among the samples the training and test subsets. Here we
show on Figure B.3 (top-bottom right) the regression analysis for two CRI
standard types, CRI-3 and CRI-6, respectively. The dots are the actual data
and the line shows the fitted model using the training data. The parame-
ters of the model are shown in the result pane together with the correlation
coefficients for the model. This information comes handy for estimating the
performance of the model for external use of the built models. We show as
example the information displayed on the result pane for the CRI-6 type:
The optimal parameters for function CCD: 0.85311
a0 + exp(a1 * x + a2) Testing values:
a0: 0.87016 PCC: 0.89326
a1: -494.71609 SROCC: 0.90553
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In summary, the methods presented in this Section illustrate how using
iFAS in a very simple fashion could support a very complicated process such
as benchmarking. Additionally, the software provides enough information and
an internal decision making systems to suggest the best performing methods
according to each analysis, e.g., the pairwise comparisons and the global cor-
relation analysis.
B.1.2 Application 2: evaluating color correction in mut-
liview imaging
In multiview imaging, color correction is used to eliminate color inconsistencies
between views. Here, the color correction algorithm modifies the color of one
of the views (“color-processed” image) such that the color is visually equivalent
to the other view (“reference” image). To select this algorithm, the correlation
analysis does not provide the type of information we are looking for (the best
color correction algorithm). Therefore, iFAS can help us instead by plotting
in boxes and analyzing the color difference values between the images with the
purpose of examining if there are color corrections with lower color differences.
iFAS performs the analysis based on pairwise comparisons and on the assump-
tion that “higher is better.” Therefore, iFAS transforms to similarities (s) from
the original differences (d) with the formula s = 1 − d/maxd. Here, maxd is
the maximum over the whole set of computed/available differences.
As an use case, we use a database containing 144 images: 3 references ×
4 distortion types × 4 distortion levels × 3 color correction algorithms. The
3 reference images were selected from SRTMI database (Yeganeh and Wang,
2013). These images are color manipulated with the purpose of simulating the
multiview environment using the following types of color disparities: change of
the color contrast on one of the color channels and black level shift (4 differ-
ent distortion levels for each distortion type). Afterwards the following color
correction algorithms are independently applied on each color processed image:
color correction based on transferring statistical properties (CCstats) (Reinhard
et al., 2001) on CIELab color appearance model (CIE, 1976), color correction
based on point correspondences (CCpoint) (Ly et al., 2014) and color correction
based on region correspondences (CCregion) (Ly et al., 2015).
The 144 images are compared in terms of color by using the following color
difference measures: the CIEDE2000 formula (Luo et al., 2001) and the just
noticeable CD measure (Chou and Liu, 2007). These measures and all the
measures study in Chapter 6 are available in iFAS software tool.
iFAS computes the color differences in the database and performs the pair-
wise comparisons using the obtained differences per source content (reference
sample). Figures B.4 (top left-right and bottom left) show the result from
such an analysis performed by iFAS. Also, iFAS provides the best performing
methods according to the pairwise comparisons (we show as example the infor-
mation displayed on the result pane for one of the references comparing the 3
color correction algorithms):
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Figure B.4: Image saved in eps format using iFAS. (top left) bar plot color differ-
ences for SRTMI 3, (bottom left) bar plot color differences for SRTMI 6, (top right)
bar plot color differences for SRTMI 8, and (bottom right) the three SRTMI reference
samples from left to right SRTMI 3, 6 and 8, respectively.
Best method from pairwise comparison between cd00_deltaE2000
8_1_PointMatch_RGB.bmp and it is statistically better than:
Best method from pairwise comparison between
cd09_jncd_deltaE
8_1_PointMatch_RGB.bmp and it is statistically better than:
8_1_BlobMatch_RGB.bmp p_value: 0.01333
Best method from pairwise comparison between dmos
8_1_PointMatch_RGB.bmp and it is statistically better than:
8_1_AvgStdDev_Lab.bmp p_value: 0.00146
8_1_BlobMatch_RGB.bmp p_value: 0.00801
That is, according to the subjective scores (in the result pane named dmos)
the best performing color correction algorithm is the method CCpoint, named
PointMatch_RGB on the result pane. Note that the CIEDE2000 formula does
not find any statistical significant differences and the just noticeable CD mea-
sure finds only statistical differences between CCpoint and CCregion but not
between CCpoint and CCstats. However, humans find differences between CC-
point and CCstats as well as between CCpoint and CCregion. Therefore, the
best performing color correction algorithm is CCpoint because it produces the
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minimum perceived differences according to the subjective scores and the just
noticeable CD measure. To finally decide, it is possible to refine the selection





In this thesis we have implemented an algorithm for low complexity, real-time
and content-aware estimation of perceived video quality. The target audience
for this algorithm is described in the following paragraph.
• Video content providers and distributors (digital TV, video streaming
applications):
– to tune (de)coder and/or transmission parameters for their content
for a target video quality at the end-user device. Adequately se-
lected transmission parameters can bring up to 34% energy savings
in a streaming system (around 0.05% of global energy consump-
tion) (Ejembi and Bhatti, 2015);
– to monitor video quality at the end user device, e.g., for compliance
reporting and quality control.
• Video camera solution vendors as well as display technology vendors:
– during the development cycle, to shorten the process, to optimize the
design for desired/optimal performance of the products by using CP-
SNR to objectively guide design decisions, e.g., (de)coder settings,
system parameter settings for specific environment conditions.
– at runtime, as a building block of the control loop to adapt in real-
time the camera/display system parameters such as (de)coder set-
tings, based on the estimated video quality at a given moment and
under the given conditions (video content, individual user prefer-
ences, among others).
Currently, the CPSNR algorithm has been successfully tested on publicly
available benchmark databases (see Chapter 3). A non-optimized, yet already
real-time, Python implementation is available. CPSNR is competitive in per-
formance with conventional methods (correlation higher than 80% with human-
perceived video quality trained/tested on public benchmarking databases) but
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Figure C.1: Screenshot of the computer interface of the CPSNR implementation
for video quality reporting and the control panel description of the interface.
it is of notably lower complexity (e.g., in comparison to the standardized
method for objectively measuring video quality (SOVQM) (Pinson and Wolf,
2004a)). CPSNR runs at 12, 25 and 75 fps for 1920×1080, 1280×720 and
720×380 pixels, respectively, while the SOVQM runs at 1 fps for 720×380
pixels. The test data so far comprise the following:
• distortion introduced by H.264 compression and by packet loss;
• resolutions of 1920×1080, 960×540, 704×576 and 352×288 pixels;
• frame rates of 25 and 30 fps.
Unlike other conventional methods, CPSNR is of low complexity and sat-
isfies the requirements of real-time applications. At the same time, accuracy
of the CPSNR predictions is comparable with the state-of-the-art methods.
The current implementation is in Python 2.7 (Python, 2016) using third party
libraries (NumPy (SciPy, 2016), Python bindings to OpenCV (OpenCV,
2016)). No GPU or CPU acceleration is used yet, but it would be easy to
do so.
Figure C.1 shows the screenshot of the video quality reporting tool im-
plemented to demonstrate the power of CPSNR. This implementation has




In this chapter we describe the technique used in Chapter 4 for the computation
of the mid point of the histogram and thus select a set of pixels likely to be inside
the foreground (edge pixels) and another set likely to be in the background.
The ISODATA algorithm is an iterative technique for threshold selection. It
finds the minimum between two modes of a histogram. The algorithm finds
the threshold τ as follows:







where I(i, j), M and N are the (i, j)th pixel value, the number of rows
and the number of columns of an image patch, respectively.
2. Divide the image patch into two sets of the current foreground and back-
ground (ΩF and ΩB, respectively), where I(i, j) ∈ ΩF if I(i, j) < τprev
else I(i, j) ∈ ΩB.









where the image patch is composed of the union of the current foreground
and background. Here |Ω·| is the number of elements in the set Ω·.





5. If |τnext − τprev| > : τprev = τnext and go to 2, else return τ = τnext.
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Figure D.1: Example of the iterative process performed by ISODATA algorithm.
From left to right: input patch, first, second and third (last) iteration of ISODATA
algorithm, respectively.
The output of the ISODATA algorithm is the threshold τ indicating the mid-
point between foreground and background modes of the histogram. Figure D.1
shows an example of the ISODATA algorithm iteration process for an edge patch.
Note that in each iteration the image patch has been labeled by using the
average value of the F and B. We use this algorithm for computing the threshold
because of its simplicity and accuracy in computing the mid-value between the
modes of a histogram with bimodal distribution. Note that the pixel values are
assumed in the range of 0 to 1.
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