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Instructions
Interpolation between shapes is a common task in geometry processing, fundamentally involving non-trivial
geometric considerations. Aiming towards real-time, robust applications, we investigate how state-of-the-art
methods may be accelerated and made robust with the introduction of multi-level methods and modern
parallel and hybrid computer architectures.
1. Get familiar with the sub-field of shape interpolation within the field of geometry processing.
2. In C/C++, implement a variant of a shape-interpolation method from the literature and assess its
performance.
3. Produce a prototype interactive application relying on this implementation.
4. Implement a multi-level extension of the method and assess its performance in terms of
i) scalability of time to solution for a family of relevant interpolation problems,
ii) robustness to mesh complexity.
5. Implement one of the computational kernels for execution on a GPU.
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Abstrakt
Interpolace tvar˚u se zaby´va´ proble´mem, v neˇmzˇ se hleda´ sekvence tvar˚u, ktere´
aproximuj´ı v cˇase pravdeˇpodobny´ pohyb objektu. Jadna z neda´vny´ch metod je
v pra´ci analyzova´na, popsa´na a implementova´na v jazyce Matlab a s vyuzˇit´ım
numericky´ch knihoven i v jazyc´ıch C++ a CUDA za u´cˇelem vyuzˇit´ı vysoke´ho
vy´pocˇetn´ıho vy´konu GPU pro paraleln´ı vy´pocˇty
Kl´ıcˇova´ slova Tvar, optimizace, interpolace, paraleln´ı algoritmy, CUDA,
numericke´ metody
Abstract
The problem of shape interpolation is to find a sequence of meshes that ap-
proximates in time the likely movement of the represented object. A recent
method is analysed, described and implemented in Matlab and with the help
of numerical libraries in C++ and CUDA exploiting high performance of GPU
devices for parallel computations.
Keywords Shape, Mesh, Optimisation, Interpolation, Parallel Algorithms,
CUDA, Numerical Methods
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Introduction
With the rapid progress during last few decades in the area of computer hard-
ware, devices with high computational power has become widespread and hand
in hand with that goes an increased demand for visually appealing graphics,
including 3D graphics. In such area, objects are commonly represented as a
set of polygons, formed by a connected network of points, forming a mesh. De-
spite the exponential (as it has been predicted by Moore and his law) growth
of performance efficient algorithms are still required... With the increasing re-
quirements for high quality graphics ... Shape interpolation is a problem where
a sequence of shapes - represented as meshes - are given and intermediate ones
are desired to obtain.
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Chapter 1
Motivation
For a long time there has been an exponential growth of performance where
frequency increase has played a major role. However with the exponential
growth of frequency the power consumption grew in similar manner. The
unsuccessful NetBurst architecture of INTEL showed us that forever going
frequency increase is not an option and during the last decade we could observe
a stall in the frequencies of CPUs [1]. This phenomenon has lead to a paradigm
shift in the area of computing. The limitation set by the infeasible frequency
cap has been overcome by supplying multiple computational cores, allowing
multiple things to be computed at the same time. Intel reported that lowering
a frequency of a core by 20 percent saved about 50 percent of the energy. The
aspect of power consumption is empathised in HPC, where the power required
to run such computer can be over years higher than the computer itself [2]
and also in the area of mobile computing, where power supply is limited.
But having a different paradigm at the side of hardware requires a sim-
ilar change in the software that is run on such architecture. In last decade
GPGPU computing has become a popular option - using GPU as a highly
parallel SIMD device [3]. CPUs are designed in a way to have low latency
and for execution of various code due to which a significant area of the CPU
is designated for control flow (branch prediction) and caching. GPUs used for
GPGPU computing do not have sophisticated caching and branch prediction,
but rather high amount of computational units, due to which they provide
high throughput with higher delay, making them optimal for homogeneous
computation - where one instruction is applied on multiple data (also called
single instruction multiple data - SIMD). The different architecture requires
problems of interests to be formulated in different, parallel manner. Parallel
and scalable algorithms are of interest.
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Chapter 2
Problem description
Objects represented as meshes move, rotate and scale in time and even some
of its parts do. A shape interpolation is a problem where given two meshes
(or possibly more) we want to have intermediate shape with a parameter t
(1,0) specifying how where in between them (in terms of shape space) the in-
terpolated shape should be t ∗ s1 + (1− t) ∗ s2. In fact the shape interpolation
problem consist of 2 parts - vertex corespondence problem, where we need
mark which vertices correspond to each other between the two given meshes
(we can also interpolate between two same meshes), which can be done in a
user assisted manner or automatically. Second problem is vertex path prob-
lem - computing the location of the vertices of the intermediate shape. For
shapes that are under the effect of translation, scale or shear a simple linear
interpolation can be used, however such approach might lead to shape distor-
tion for rotation due to its non-Euclidian nature. A linear interpolation for
rotating object will result in shrinkage of the object, which is not desired. For
shape interpolation algorithms we are interested how well the algorithm inter-
polates - how an object is distorted, how a human would perceive such shapes
as natural - but also the computational speed. In the movie industry a high
quality solution is desired, but in the case of mobile computing a real-time
interpolation is desired despite its worse quality. There is a trade-off between
the quality and processing time/number of shapes interpolated per second.
For the purpose of shape interpolation it is useful to have a metric how
much the interpolated shape has been distorted. We can specify how much
energy would have been required to deform s shape into a position in different
ways - angle or edge length modification is an option. For the chosen metric
we are trying to find a shape that minimizes the energy.
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Chapter 3
Energy minimisation
Killian et el [4] proposed a metric, that gives and energy (an indicator how
much energy would be required to deform the mesh into such shapes) for a
mesh in a following way:
E(P ) :=
n∑
i=0
(〈〈Xi, Xi〉〉Pi + 〈〈Xi, Xi〉〉Pi+1) (3.1)
Given the following definitions of the riemannian metric,
〈〈X,Y 〉〉M,λ := 〈〈X,Y 〉〉M + λ〈〈X,Y 〉〉L2M (3.2)
the regularisation term,
〈〈X,Y 〉〉L2M :=
∑
p∈M
〈XP , YP 〉AP (3.3)
the semi Riemannian part of the metric (as isometric as possible),
〈〈X,Y 〉〉IM :=
∑
(p,q)∈M
〈Xp −Xq, p− q〉〈Yp − Yq, p− q〉 (3.4)
we got an equation:
E(P ) :=
n∑
i=0
(
∑
(p,q)∈Pi
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi
〈XP , XP 〉AP+
∑
(p,q)∈Pi+1
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi+1
〈Xp, Xp〉AP )
(3.5)
The purpose of creating a metric is not only to define how the meshes are
distorted in the interpolation problem, but also to be able to minimise it and
make the resulting interpolated shapes as least deformed as possible (and the
definition of ”distorted” is given by the metric).
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3. Energy minimisation
For the minimisation (optimisation) we will use an iterative method (im-
proving the solution with every step), which will operate with the derivative
of the metric.
The advantage of this metric is that it consist of a lot of summations,
for which can use the derivative sum rule - that a derivative of sum is sum
of derivatives. Meshes P0 and Pn are the input meshes and their positions
are fixed - we are looking only for the positions for the poses in between.
Therefore for the gradient calculation we can drop the gradient assigned to
these 2 meshes.
After expanding all sums in the equations it is possible to determine that
a gradient of a mesh is determined only by itself and its neighboring meshes.
To determine the derivative of mesh Pi we can drop all terms that do not
contain vertices from the mesh (as their derivative is zero). We get:
d?d? = (〈〈Xi−1, Xi−1〉〉Pi + 〈〈Xi, Xi〉〉Pi + 〈〈Xi, Xi〉〉Pi+1 + 〈〈Xi+1, Xi+1〉〉Pi+1)′
(3.6)
We can expand further to get:
E(x)
∂xi
=
∑
(v,q)∈Pi−1
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi−1
〈XP , XP 〉AP+
∑
(p,q)∈Pi
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi
〈XP , XP 〉AP+
∑
(p,q)∈Pi
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi
〈XP , XP 〉AP+
∑
(p,q)∈Pi+1
〈Xp −Xq, p− q〉2 + λ
∑
p∈Pi+1
〈Xp, Xp〉AP
(3.7)
sidenote-TODO equations above are trash and need to be rewritten, just
a placeholder now
3.0.1 Derivation validity
It is desired to verify that the equations (derivations) are correct, otherwise
we would not obtain a correct gradient and the minimisation could not work.
For such purpose we compare the derivation (analytic, explicit formula) with
an approximation via finite difference method.
E(x)
∂xi
= lim
h→0
E(x+ hvi)− E(x)
h
≈ E(x+ vi)− E(x)

In the equation above vi represents a vector of the same size as x, full of
zeros except the ith position, which is one.  can be set to square root of a
machine precision.
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All the equation used in the gradient generation procedure has been tested
by looking at the difference between analytic gradient and the one obtained
by finite difference method and its result has members smaller than 1e − 7
which lies below the numerical precision.
3.0.2 Minimisation method
We now have defined a metric - a function that that takes a series of meshes
and gives a real number that denotes a level of deformation. We also have a
way to compute the gradient (partial derivative for every vertex). Now wan
use these in an iterative method that, in steps, modify the mesh in a way
that its energy decreases. A simple iterative optimisation method is gradient
descent. It is simple and requires only the function and its gradient, but the
cost is slow rate of convergence. It works with an idea to take a direction in
which a function decreases the most and make a step in this way:
Xn+1 = Xn − γ∇f(x)
In this equation γ represents a step size. It can be set in advance (it is
guaranteed that there exist enoug small γ that the method converges) or we
can adjust it as we iterate - lower the step until Xn < Xn − gamma∇f(x).
More sophisticated method is Netwon’s method. It works with Hessian
matrix, which is a matrix of second-order partial derivatives. It has faster rate
of convergence but it requires more and it need more computation to apply
the Hessian matrix. For such purpose quasi-Newton’s method might come in
use. Such method do not use Hessian matrix directly but only approximate
it in some way. An example of a quasi-Newton’s method is BFGS [5].
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Conclusion
In the thesis I implemented a version of shape interpolation including a version
in Matlab, then with help of a numerical library (numerical solvers) [6] I
implemented the same interpolation in C++ and then provided a kernel for
GPGPU computation in CUDA with the usage of L-BFGS library [7]. With
that a graphical visualisation is included, allowing to view and examine a
sequence of mesh objects or to perform a linear interpolation for comparison.
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AppendixA
Acronyms
CUDA Compute Unified Device Architecture
CPU Central Processing Unit
GPU Graphics Processing Unit
GPGPU General-Purpose Computation on Graphics Processing Unit
SIMD Single instruction, multiple data
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AppendixB
Contents of enclosed DVD
Code........................................... the directory with code
Matlab ................................ the directory of source codes
*.m.........................................Matlab source codes
src.... the directory with mesh visualisation application source codes
*.h .................................................header files
*.cpp ................................................. .cpp files
meshinterpolation.cu...CUDA code - kernel for mesh interpolation
text...............................the directory with text of the thesis
BP Hrabec Simon 2017.pdf............ the PDF version of the thesis
BP Hrabec Simon 2017.tex..............the tex version of the thesis
csn690.bst..................................CSN citation standard
cvut-logo-bw.pdf.......................................CTU logo
FITthesis.cls.....................................Thesis template
literature.bib..................................Bibtex references
readme.txt ..................... the file with DVD contents description
Thesis assignment.pdf...........the assignment of the bachelor thesis
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