[1] This study investigates the possibility of hindcasting-observed decadal-scale morphologic change in San Pablo Bay, a subembayment of the San Francisco Estuary, California, USA, by means of a 3-D numerical model (Delft3D). The hindcast period, 1856-1887, is characterized by upstream hydraulic mining that resulted in a high sediment input to the estuary. The model includes wind waves, salt water and fresh water interactions, and graded sediment transport, among others. Simplified initial conditions and hydrodynamic forcing were necessary because detailed historic descriptions were lacking. Model results show significant skill. The river discharge and sediment concentration have a strong positive influence on deposition volumes. Waves decrease deposition rates and have, together with tidal movement, the greatest effect on sediment distribution within San Pablo Bay. The applied process-based (or reductionist) modeling approach is valuable once reasonable values for model parameters and hydrodynamic forcing are obtained. Sensitivity analysis reveals the dominant forcing of the system and suggests that the model planform plays a dominant role in the morphodynamic development. A detailed physical explanation of the model outcomes is difficult because of the high nonlinearity of the processes. Process formulation refinement, a more detailed description of the forcing, or further model parameter variations may lead to an enhanced model performance, albeit to a limited extent. The approach potentially provides a sound basis for prediction of future developments. Parallel use of highly schematized box models and a process-based approach as described in the present work is probably the most valuable method to assess decadal morphodynamic development.
1. Introduction
Need for Research
[2] Managing estuarine system requires understanding of the processes governing bathymetric evolution. Examples of relevant morphodynamic developments are the evolution of salt marshes [Allen, 2000; Temmerman et al., 2005] , the siltation of access channels to ports [Kirby, 2002] , and erosion exposing legacy contaminants [van Geen and Luoma, 1999; Higgins et al., 2007] .
[3] The estuarine morphodynamic system is characterized by coupled interactions acting at different spatial and time scales. This implies that bed level changes at a particular location and time are a function of the larger morphodynamic system and cannot be fully understood by analyzing local conditions only. Furthermore, significant morphodynamic developments take place that are not recognized or understood over relatively short time spans of years.
[4] Bathymetric surveys on the decadal time scale are invaluable for developing insight into the morphodynamic behavior of an estuarine system. Since these measurements are costly and require discipline in timing and coverage of the area of interest, detailed data are scarce and often even nonexistent in many places in the world, especially for longer time scales (>50 years).
[5] Analysis of bathymetric change by itself may not be able to identify forcing mechanisms and processes. Numerical modeling is a way to explore these forcings. In combination with data collection for calibration it is a useful tool to address morphodynamic behavior of estuarine systems over time.
Different Modeling Approaches
[6] Several modeling approaches may be followed to study, hindcast and forecast the morphological development of alluvial estuaries. Different definitions for the endmembers of the modeling approaches spectrum are suggested, namely "process-based" and "aggregated" [De Vriend et al., 1993] , "reductionism" versus "universality" [Werner, 2003] and "simulation models" versus "exploratory models" [Murray, 2003] . Although they differ in origin and qualification, the definitions of the end-members roughly range from a complex, detailed description of processes on the one side to a more simplified schematization on the other side. For example, originating from a river and coastal engineering background De Vriend et al. [1993] distinguish aggregated modeling (that focuses on empirical relations between geomorphic development and hydrodynamic parameters without describing the underlying physical processes) from processbased modeling which is based on a detailed description of the underlying physical processes. Further, Werner [2003] suggests the useful concept of hierarchical modeling which assumes a hierarchy in processes that depend on each other, but do not interact. Small-scale processes can thus act as parameterized input for modeling larger-scale and longerterm processes. Still, in practical applications one needs to determine what processes are considered "small" and how these should be parameterized in the model.
[7] The modeling approach applied in the current study is based on breaking physical phenomena down into their simplest components so that they can be understood at a fundamental "physical" level. As will become clear in section 3, we endeavor to reduce reality in such a way that no relevant processes are lost, but that, at the same time, not too many processes are included so that the model becomes so complicated that interpretation of the modeling results is equivocal at best and not possible at worse. Given the spectrum of related modeling efforts described in literature, the character of the current study can be categorized as process-based [De Vriend et al., 1993] , reductionist or hierarchical [Werner, 2003] or as simulation model [Murray, 2003] . In the current work we will refer to a process-based modeling approach.
Required Model Input Data
[8] Apart from a proper description of the forcing conditions, the value of process-based morphodynamic models depends to a high degree on empirically validated formulations, such as sediment transport formulae or roughness formulations. These empirical equations include constants associated with confidence intervals that are determined by laboratory tests or, more seldom, in nature itself. For example, for cohesive sediment the critical shear stress for the initiation of sediment motion depends on the character of the bed material, its compaction rate and on the (seasonally varying) presence of biomass. Thus it becomes a function of time. Furthermore, critical shear stress also will likely vary with depth below the bed surface and throughout the area of interest.
[9] One may argue that, for an accurate model prediction of sedimentation and erosion patterns, it is necessary to measure these bed characteristics across the whole model domain and over the entire time span of interest. This would be a demanding, if not impossible, task both in terms of time and cost and it may not really be necessary to do so for all applications. Parameter estimation can also be based on inverse data assimilation techniques. For example, Yang and Hamrick [2003] explored the possibility of deriving cohesive sediment transport parameter values by iteratively comparing model outcomes with adjusted parameter settings from an extensive data set. This methodology, however, would require extensive data for assimilation.
[10] Another approach, applied in the current research, is to simply assume "reasonable and averaged" values for model parameters. This method is particularly useful if data are limited or lacking, which is the case for historical hindcasts. Sensitivity analysis on parameter value variation would subsequently indicate the parameter space where model will likely perform well.
Earlier Modeling Studies
[11] Schuttelaars and De Swart [1999] , Seminara and Tubino [2001] , Schramkowski et al. [2002] , and Van Leeuwen and De Swart [2004] (among others) provide modeling efforts describing 2-D pattern formation characteristics. On an embayment length scale Van Dongeren and De Vriend [1994] , Hibma et al. [2003a] , Friedrichs and Aubrey [1996] , Schuttelaars and De Swart [2000] , and Lanzoni and Seminara [2002] (among others) adopt a schematized 1-D approach to investigate equilibrium conditions of a longitudinal embayment profile.
[12] Hibma et al. [2003b Hibma et al. [ , 2004 , van der Wegen and , and van der Wegen et al. [2008] show that a 2-D modeling approach leads to relatively stable patterns and bed profiles in ∼100 km long embayments under idealized conditions such as constant forcing conditions and uniform sand distribution over the model domain. These studies distinguish a time scale for pattern formation (approximate decades) and a time scale related to the development of the full embayment (approximate millennia). Others applied a similar methodology to describe decadal development and pattern formation in more realistic geometries related to Wadden Sea inlets, the Netherlands [Marciano et al., 2005; Dissanayake et al., 2009; Dastgheib et al., 2008] or the Western Scheldt, the Netherlands [van der Wegen and Roelvink, 2008] . Fortunato et al. [2009] assess uncertainty associated with morphodynamic process-based models for a Portuguese lagoon. The studies mentioned above are governed by tide-dominated sand transport. In studies closely related to this research Ganju et al. [2009] and Ganju and Schoellhamer [2010] focused on a mud-dominated estuary with large freshwater flow. They modeled decadal morphodynamic development in Suisun Bay, a subembayment of San Francisco Bay that is located adjacent to San Pablo Bay. Ganju et al. [2009] found an average error of 37% for bathymetric change over individual depth ranges and poor spatial amplitude correlation performance of the model on a cell-by-cell basis, though spatial phase correlation was better, with 61% of the domain correctly indicated as erosional or depositional.
Aim and Approach of the Study
[13] The objective of the current research is to investigate the processes governing morphodynamic evolution in a complex alluvial estuary using a process-based (or reductionist) morphodynamic model. The study focuses on a hindcast of morphodynamic development in a subembayment of San Francisco Estuary, San Pablo Bay, during the period from 1856 to 1887.
[14] The reason for selection of this location and period is that a rare bathymetric data set is available for model calibration. The full data set covers a relatively long period (∼150 years) with intervals of approximately 30 years . The data set reflects sedimentation and erosion patterns of a major sediment pulse caused by hydraulic mining in the mid-19th century. The 1856-1887 period is highly depositional and reflects the impact of a major forcing signal, that is, temporal and excessive sediment supply by two major rivers toward the bay. Future studies will focus on more erosional periods and forecasts for different scenarios of sea level rise.
[15] One of our modeling dilemmas is that we cannot determine beforehand which processes, parameter values and forcing conditions are essential and dominant. Even more, the set of processes may not be and probably is not complete. Only comparisons of model results with measurements will show to what extent dominant processes are covered by the model formulations. Because of the large number of processes and their mutual, often nonlinear, interactions, it will be difficult to assess in a detailed physical way the driving mechanisms behind the developments taking place. Therefore we carry out a thorough sensitivity analysis that includes or excludes different processes or forcing conditions and vary the coefficient values used in the process formulations. In this way we will be able to answer questions related to the importance of different processes and the required accuracy level of the process descriptions and model parameter values. Once properly calibrated and validated with measurements, the approach provides potentially a sound basis for detailed prediction of future developments.
[16] Apart from the focus area, the present study differs from the Ganju et al. [2009] and Ganju and Schoellhamer [2010] studies in three key ways: (1) the modeling of the initial bed composition, (2) a highly schematized riverine input, and (3) emphasis on an extensive sensitivity analysis investigating the impact of variations of model parameter settings and processes. Sections 2, 3, and 4 describe, in order, the historical context of the morphodynamic developments in San Pablo Bay, the model setup and the model parameter settings, model results in comparison to measured developments, and finally, model results in terms of an extensive sensitivity analysis.
Description of San Francisco Estuary
[17] Extensive literature is available on the San Francisco Estuary. The short introduction given below only aims at highlighting the most relevant aspects for the current research and is based on the review by Kimmerer [2004] , if not otherwise stated.
Geometry
[18] San Francisco Estuary is a drowned tectonically reshaped river valley. It consists of a number of interconnected subembayments (Figure 1) . Two main rivers, the Sacramento River and the San Joaquin River, meet in the area referred to as the Delta, which consists of a complex network of channels, sloughs and shallow lakes. The river flow discharges from the Delta to Suisun Bay, via the relatively narrow Carquinez Strait, to San Pablo Bay and Central Bay and, finally, through the narrow and deep Golden Gate into the sea. This area is referred to as the northern reach. Additionally, Central Bay connects to South Bay to the south. South Bay, however, receives considerably less river flow.
[19] In Suisun Bay the main channel from the Delta splits into two main channels, the Northern passage and Southern passage, of which the latter is the main shipping channel and has a depth of about 10-15 m. The channels are sandy and silty with occasional mud banks. The shallows (0-6 m below MSL) between the main channels and north of the Suisun Bay are mud covered and partly intertidal. Carquinez Strait has an alluvial bed with a maximum depth of about 35 m below MSL and is flanked by rock.
[20] The bathymetry of San Pablo Bay is characterized by a single main channel, about 20-30 m deep, that connects Carquinez Strait to San Pablo Strait. The latter has a maximum depth of about 40 m. The main channel has a silty bed with sandy and muddy patches [Locke, 1971] . Two other, much smaller and shallower, channels in the northern part of San Pablo Bay are dredge maintained. The extensive shallow areas both south and north of the main channel are muddy (with particles largely smaller than 4 mm) and cover about 80% of the Bay. About 90% of these shallows are less than 4 m deep, and silty intertidal flats are present at the coastline edges [Locke, 1971] .
[21] Central Bay is relatively deep and sandy and comprises a much lower percentage of shallow, mud-covered area than San Pablo Bay, Suisun Bay or South Bay. Central Bay is covered with a range of bed forms depending on the sand grain size and local tidal velocities [Rubin and Mc Culloch, 1979] .
Hydrodynamics
[22] The river discharge regime is characterized by a relatively dry season (summer/autumn) and a wet season (winter/spring). However, amounts and distribution of yearly discharge over time are highly variable. Peak discharges may amount to 17,800 m 3 s −1 , but can be 300 m 3 s −1 during dry years, whereas low discharges during autumn may not exceed 100 m 3 s −1
. The San Joaquin River is responsible for about 10-15% of the discharge and the Sacramento River for about 80%. The remaining discharge originates from minor tributaries. During high discharges the Yolo Bypass, a major managed floodplain of the Sacramento River, may convey up to 60% of the Sacramento River discharge. Values and timing of river discharges are subject to human interferences by means of managed reservoir releases in the watershed and water export from the Delta for the purpose of fresh water supply to Southern California.
[23] The tide near the Golden Gate is highly irregular with strong diurnal components [Smith, 1980] . It consists of a dominant semidiurnal M 2 component, a spring-neap tidal variation and even considerable longer period fluctuations. Median tidal range is about 1.8 m. In the estuary itself friction and reflection processes complicate the tidal behavior. Water levels and velocities in North Bay are in phase (i.e., a progressive wave) and water level amplitudes slowly decay, whereas in South Bay the tidal wave shows resonant behavior so that a time lag between water levels and velocities develops and the water level amplitude amplifies near the head. During high river discharge no tidal influence is present at Sacramento (155 km upstream from the Golden Gate), whereas minor tidal fluctuations are observed during low river discharges. Water levels at Golden Gate show a slight increase (approximate centimeters) in case of high river flows.
[24] The tidally averaged mean salt intrusion up the estuary depends primarily on fresh water flow and to a lesser extent on spring-neap tidal variations. The 2 psu isohaline is found most often in Suisun Bay and dam water release during dry periods is managed in such a way that that salt does not intrude farther landward. High river flows may cause salinities to decrease to less than 5 psu east of San Pablo Bay. Stratification and gravitational circulation occurs in particular during neap tides, when tidally driven mixing processes are weak. The location varies depending on the river discharge. Ganju et al. [2006] give an example of stratification measured near Benicia Bridge in Carquinez Strait. Low river flows allow for salinities of about 25 psu near Benicia Bridge and considerably reduce stratification. Stacey et al. [2008] further point to the importance of tidally periodic stratification also generating estuarine subtidal circulation.
Sediment Dynamics
[25] It is generally assumed that most sediment to the estuary is supplied by the two major rivers and that tributaries discharging directly into San Pablo Bay have a minor role in sediment supply [Porterfield, 1980; Krone, 1979] , although McKee et al. [2006] suggest that sediment supply by tributaries will become more important as sediment load from the two major rivers declines. On the basis of measurements, Wright and Schoellhamer [2004 and references therein] suggest that suspended load dominates bed load by approximately an order of magnitude. Import from the sea, if any, is considered hardly relevant to the sediment budget of San Pablo Bay, although no measurements confirmed this yet.
[26] Hydraulic mining from 1850 to 1884 caused an excess supply of sediments mainly to the Sacramento River [Gilbert, 1917] . Krone [1979] suggests that large volumes of this sediment settled in the Delta, Suisun Bay and San Pablo Bay during the period of hydraulic mining. Measurements and comparison of historical bathymetries confirm this process. After hydraulic mining stopped, Suisun Bay started to erode [Cappiella et al., 1999] . San Pablo Bay only became erosional in the mid-20th century [Jaffe et al., 1998 . Water projects like reservoir construction in the upstream watershed probably enhanced the erosion process by upstream trapping of sediments. Based on data from 1957 to 2001 in the Sacramento River, Wright and Schoellhamer [2004] indicate a decreasing trend in suspended sediment discharge for a given flow and attribute this to depletion of erodible sediments from hydraulic mining, trapping of sediment in reservoirs, altered land use and construction of protection works and levees.
[27] Porterfield [1980] reports a strong dependence of the sand transport (as percentage of the total transport) on the river discharge. For low river discharge of the Sacramento River at Sacramento sand transport may be limited to several percent of the total, but increases up to 70% for high discharges, partly transported as suspended load and partly as bed load. The yearly average percentage would be about 50%. The rest of the material being transported consists of clay and silt (with a particle diameter smaller than 63mm). Porterfield [1980] reports similar ratios for the mud to sand transport for the small tributaries (disregarded in the current study) near San Pablo Bay. Porterfield [1980] does not provide information on the ratio in San Pablo Bay itself.
Model Setup
[28] This study uses a 3-D, hydrostatic, numerical model (Delft3D), described in detail by Lesser et al. [2004] . Delft3D solves the Reynolds averaged Navier Stokes equations, including the k-" turbulence closure model, and applies a horizontal curvilinear grid with sigma layers for vertical grid resolution. It allows for salt water and fresh water density variations, separate formulae for mud transport and sand transport, and variations in bed composition and specification (for example, bed layers with different percentages of mud and sand and spatial variation of critical shear stress). The impact of wind and waves is added so that, for example, the effects of wind set up and increased shear stress due to waves in shallow water are taken into account. The applied wave model is SWAN, of which a detailed description and its application in Delft3D can be found at the SWAN homepage (http://vlm089.citg.tudelft.nl/swan/index.htm) and by Booij et al. [1999] and Lesser et al. [2004] .
[29] For every hydrodynamic time step (1 min in this case) the flow module calculates water levels and velocities from the shallow water equations. Based on these hydrodynamic conditions and the wind field, the wave module calculates a wavefield every hour and adds wave induced shear stresses to the shear stresses calculated from the flow module. The wavefield is considered to be constant during 1 h. Sediment transport is calculated from the resulting flow field and the bed is updated based on the divergence of the sediment transport field.
[30] The model parameter settings for the San Pablo Bay case study are described in detail in this section. The settings are simplified partly to reduce the computational time and partly because detailed data in time and space are simply not available.
Model Domain
[31] The model domain comprises the area from Rio Vista and Antioch in the Delta (in two separate branches for the Sacramento River and the San Joaquin River) to Richmond in Central Bay and thus includes San Pablo Bay as well as Carquinez Strait and Suisun Bay (Figures 1 and 2 ). This domain is large enough to have a negligible boundary definition effect on the area of interest and the domain is small enough to allow for relatively fast runs (∼36 h for about 4 hydrodynamically modeled months on a "heavy" PC (3.0 Ghz, 3.25 Gb RAM, quad core)).
[32] A curvilinear grid is applied on the domain and the condition for a stable and accurate computation (Courant number < 10) is met with a grid cell size of approximately 100 by 150 m and a time step of 2 min. Density currents and wave effects benefit from a 3-D approach. Fifteen Sigma layers describe the vertical grid distribution, which is somewhat finer near the bed and the water surface to adequately resolve velocity shear near the bed and wind and wave effects.
[33] The initial bathymetry is composed of measured bathymetries of Central Bay, San Pablo Bay, and Suisun Bay measured in the years 1855, 1856, and 1867, respectively. Model results are compared to the bathymetry measured in 1887 in San Pablo Bay. Spatial resolution of the measurements was much higher than the resolution of the model grid, so that a grid cell bed level was obtained by spatially averaging the measurements over a grid cell. The measured bathymetries were corrected for the fact that their datum is a spatially varying MLLW (mean lowest low water) and the models' datum is NAVD 88, which is constant over the modeling domain.
Hydrodynamic Boundary Conditions
[34] Historical data describing boundary conditions for the 1856-1887 period in detail are not available. An additional complication for a proper setting of the boundary definition is that the river discharge is characterized by considerable interannual and seasonal variations and that the tide is highly irregular. However, the current research aims at discriminating major forcing mechanisms in the system that may very well be covered by a high level of boundary condition schematization. Another reason for input schematization is the high computational effort that is involved in hindcasting 30 years of morphodynamic development. A "schematized" hydrodynamic year would capture the high variation of the system and reduce computation efforts. This section describes this input reduction.
[35] Peak sediment loads are dominant in the sediment supply to the San Francisco Estuary. For example, on the basis of more recent data McKee et al. [2006] suggest that the January 1997 flood transported about 11% of the total 9 year load, and that almost 10% of the yearly sediment load can be delivered in 1 day, and over 40% within 7 days for an extremely wet year. This suggests that the morphodynamic system is strongly characterized by a short wet period and a longer dry period.
[36] Ganju et al. [2008] describe a methodology to derive a "yearly morphological hydrograph" of the Sacramento River and San Joaquin River. The idea of their approach is to derive a discharge and sediment load distribution over a year that describes prevailing (decadal-averaged) river conditions. This morphological hydrograph can be used as schematized input for decadal predictions by other models. In an effort to further simplify the river boundary without losing relevance, we apply an approach that schematizes the discharge and sediment load distribution into a high river discharge "wet" season and a low river discharge "dry" season. This higher level of schematization reduced river inflow to three practical "tuning" parameters (i.e., duration of high discharge compared to low discharge and the magnitudes of the high and low river discharges). It further allows reduction of computational time by application of different morphological factors for high-and low-discharge conditions (see section 3.8 for further explanation of the morphological factor).
[37] The river boundary condition is represented by a block function of 1 month of high river discharge (5000 m 3 s −1 ) and 11 months of relatively low discharge (350 m 3 s −1 ), of which 80% is assigned to the Sacramento River branch and 20% to the San Joaquin branch. At first glance the wet season discharge might seem large, but it should reflect a discharge that is representative for the sediment pulse, which relates stronger than linearly to water discharge. These river boundary conditions are input for a 3-D hydrodynamic model (Delft3D) covering a model domain ranging from the Delta to 20 km offshore including all subembayments of San Francisco Estuary. The auxiliary material describes this large model and its comparison with current data in more detail.
1
[38] In order to generate boundary condition for the model of the current research we ran the large model on a historical bathymetry composed of bathymetries measured closest in time to 1856. The tidal forcing of this model consisted of a representative monthly tidal cycle of 10 constituents. Running this representative cycle for 12 months describes similar characteristics as a full year of tides including tidal constituents with time scale effects larger than a month.
[39] Discharge time series were derived from the large model at the location of the current model's landward boundary conditions and water levels were derived at the current model's seaward boundary. Only the signal of major tidal constituents leading to a long-term average transport, that is, M 2 , M 4 , O 1 and K 1 , at the boundary locations were selected. Of these, the combination of M 2 and M 4 clearly leads to a tidal asymmetry and associated net transport [Fry and Aubrey, 1990; Van de Kreeke and Robaczewska, 1993] . Less well known, the combination of M 2 , O 1 and K 1 has a similar effect, since the frequencies of O 1 and K 1 exactly add up to that of M 2 [e.g., Hoitink et al., 2003] . These latter constituents still describe a neap-spring tidal cycle, which would complicate the schematization of a wet month especially in combination with the morphodynamic updating technique described in section 3.8. For example, the sediment pulse starting from the landward boundary could always reach San Pablo Bay at a spring tide and yearly variations would thus be disregarded. A final step in input reduction was combining O 1 and K 1 into one artificial diurnal component C 1 with frequency half of that of M 2 , so that the neap-spring tidal cycle vanishes from the input. The leading principle in this reduction is that the sediment transport generated by the C 1 signal over a month is equal to the transport generated by the O 1 and K 1 components. Lesser [2009] describes the methodology in more detail. In this procedure the effects of N 2 and S 2 components have been neglected; these are expected to lead to variations within a spring-neap cycle but not to important long-term average effects. Nontidal forcings at the seaward boundary condition, such as El Niño effects, and storm surges are neglected as well. In accordance with general observations [Kimmerer, 2004] , salt concentration is set constant at zero at the landward boundary and at 31 psu at the seaward boundary.
Wind and Waves
[40] The wind climate in San Pablo Bay is determined by a local, short fetch, although waves may enter from Central Bay during southwesterly winds through Point San Pablo cross section. Schoellhamer et al. [2008] reported waves in San Pablo Bay that had a maximum height of 0.6 m with a period of 4 s from March to May 2006 when daily averaged wind speeds were 6 m s −1 and gusts were up to 10 m s −1 .
[41] Prevailing wind conditions are schematized by a diurnal sinusoidal signal varying from 0 at midnight to 7 m s −1 at noon uniformly distributed over the domain based on the wind climatology described by Hayes et al. [1984] and additional analysis of wind data from CIMIS (http://www. cimis.water.ca.gov/cimis/welcome.jsp). For the wet period and 6 months of dry period the wind comes from the west and for the remaining 5 months of dry period from the southeast mimicking the seasonal variations in wind field. Every hour the SWAN model uses wind and hydrodynamic data from the flow calculation to generate a wavefield and returns resulting adapted hydrodynamic parameters to the flow module.
Sediment Transport
[42] Sediment transport is modeled by a 3-D advectiondiffusion equation including expressions for erosion and deposition as source terms. Fall velocities and formulations for erosion rate and deposition rate depend on the sediment. The transport of cohesive mud is modeled by the Partheniades-Krone formulations [Krone, 1962 [Krone, , 1993 Ariathurai, 1974] :
in which 
For the transport of noncohesive sediment, van Rijn's [1993] approach is followed. Lesser et al. [2004] describe the implementation of the transport formulations in Delft3D. 1969 and 1970 (both measured in February) . Bottom sediments of San Pablo Bay are primarily clay and silt, except for the main channel, which is sand in places covered with mud banks. However, as specified by equations (1)- (3), the numerical model requires input in terms of erosion factor, critical erosion/deposition shear stress and sediment fall velocity.
[44] Preliminary model runs show that reasonable results can be obtained only by applying multiple sediment fractions (i.e., both sand in the channels and mud on the shoals). Also, applying different fractions allows studying the behavior of different fractions at the same time. The selection of the fractions is based on adding a range around limited data values and "best guesses."
[45] For the sandy fractions 1, 2 and 3, diameters of 500, 300 and 150 mm were chosen following characteristic values by Locke [1971] . Table 1 shows various mud transport parameters and their measured values and values applied to San Francisco Estuary in area models from literature. Values applied in the current research are given Table 2 . In addition, for all mud fractions, the erosion parameter (M) is 2.0 × 10 −4 kg m −2 s −1 , the bulk density is 1200 kg m −3 , the dry bed density is 500 kg m −3 and, following suggestions by Winterwerp and Van Kesteren [2004, pp. 144-148] , the critical shear stress for deposition (t d,cr ) is set at 1000 N m −2 . This implies that deposition is determined by concentration and fall velocity only and is not limited by a critical shear stress value above which no deposition takes place. The model does not take into account flocculation processes. An opportunistic reason for this was to not further complicate the model descriptions.
[46] In itself flocculation and the behavior of flocs over time is a complex processes that is not fully understood. Laboratory experiments show the importance of shear rate, organic matter, pH and salinity [Mietta et al., 2009] , SSC, diatoms and turbulence intensity [Verney et al., 2009] and sand/mud mixtures [Manning et al., 2010] . These parameters will fluctuate not only over a tidal cycle, but also over longer time scales of months or seasons.
[47] We are not aware of a flocculation model that encompasses all of these parameters. The mud fractions defined in our model may be considered (to a certain extent) as floc fractions, especially considering the fall velocity. Kineke and Sternberg [1989] found that flocs in San Pablo Bay commonly had a diameter of about 100 microns and had a settling velocity of 0.5-2 mm s −1 , which is an upper limit of the fall velocity of the mud fractions as defined in Table 2 . This still leaves the observation that processes related to floc development and deterioration are not included.
Initial Bed Composition
[48] Assuming a simple spatial distribution of bed composition with muddy shallows and sandy channels could be wrong and lead to significant errors in the model. van der Wegen et al. [2010] describe a methodology to generate a bed composition of different sediment fractions by using a process-based numerical modeling approach similar to the current research, but allowing for only bed composition adaptations and not for bed level updates. The initial bed composition of the current model is generated according to this methodology under low-discharge conditions. The final bed composition of the active layer (the upper 20 cm) from the "bed composition run" forms the initial bed composition of the current model, and it is assumed that this composition prevails over the entire 8 m of sediments available in the bed. As expected, the bed composition run results in sandy deeper seaward parts of the channel due to the large shear stresses. The coarser mud fractions are clearly present in the shallower and landward portions of the main channel, whereas the finer mud fractions are distributed more on the shallows. The finest mud fraction is hardly present, which means that this fraction was washed out since it could not withstand the prevailing hydraulic conditions. Fractions m2 and m3 dominate the mud presence.
Sediment Concentration Boundary Conditions
[49] For a specification of the sediment concentrations at the landward boundary we use the method suggested by Ganju et al. [2008] which was developed to estimate daily sediment loads after the start of hydraulic mining 150 years ago from average annual river discharge. The method uses historical rainfall data in Sacramento (from 1 October 1850 onward), unimpaired flow estimates (from 1906 onward) and current data as a proxy for the historical data. They predicted sediment loads based on the estimated historical discharges via the relationship suggested by Müller and Forstner [1968] :
in which Q s is annual sediment load (kg s −1 ), Q r is annual river discharge (m 3 s −1
), and a and b are calibration coefficients with units depending on each others values.
[50] Parameter b represents the erosive power of the stream, which is a function of stream/floodplain morphology. Parameter a is related to sediment availability. For the current watershed this parameter varies strongly with time, in accordance to hydraulic mining, urbanization, and retention of sediment behind dams. On the basis of a comparison to decadal sediment loads estimated by Gilbert [1917] for the period 1849 -1914 and Porterfield [1980 for the period 1909 -1966 suggest a constant value of b = 0.13 and a time varying value of a = 0.02 (before hydraulic mining) to 0.13 (when hydraulic mining stopped in 1884), with the parameter a slowly decreasing to approximately 0.03 for more recent decades. For the current research sediment concentrations at the landward boundary were based on b = 0.13 and a = 0.13 for the 1856-1887 period. For the case of a river discharge of 5000 m 3 s −1 , this leads to a concentration of about 390 mg L −1 . In the model each of the mud fraction concentrations is set at 300 mg L −1 . In the model formulation the different mud and sand fractions behave independently in the water column. Although the total sum of concentrations is considerably larger than the suggested value, it allows studying the individual behavior of the five fractions with a similar concentration as the one suggested by Ganju et al. [2008] . The sand fractions are assigned inflow concentrations of 10% of the mud fractions. Preliminary model results show that sand loads are at least an order of magnitude smaller than mud loads in San Pablo Bay. Although the defined SSC for sand at the landward boundary seems low, it is assumed that this does not significantly affect the morphodynamic model results in San Pablo Bay.
[51] At the seaward side the sediment concentration is initially set at zero. This implies that no sediment will enter the domain during flood tide initially, whereas sediment may leave the domain during ebb tide depending on conditions in the model domain. To prevent discontinuity in the concentrations at the turn of the flow, the model applies a so-called "Thatcher-Harleman" time lag at the boundaries of 120 min. This time lag is the return time for concentration from its value in the outflow relative to its value specified in the inflow. This implies that sediment concentration entering the model domain during flood is determined during the time lag by the concentration leaving the model domain during ebb by means of a temporary storage of concentration data [Thatcher and Harleman, 1972] .
Morphodynamic Updating
[52] For the model to run efficiently, a morphological factor (MF) multiplies every time step the bed level changes calculated from the divergence of the sediment transport field. This approach requires that (upscaled) bed level variations within a tidal cycle are small compared to the water depth, so that bed level changes have negligible influence on the hydrodynamics. Details on this methodology can be found in the works by Roelvink [2006] and van der Wegen and .
[53] During the wet period a MF of 30 is applied. Sensitivity analysis showed that during the dry season a MF value of 82.5 could be applied. The reason that a larger MF can be used for the dry period is that preliminary model runs showed that sediment transport during the dry period appeared typically up to 2 orders of magnitudes smaller than during the wet period (i.e., in the 1856-1887 deposition period). The sensitivity analysis in sections 4.2 and 4.3 will show the difference with smaller values of the MF. In summary, in order to reproduce 30 years of morphological development, the model calculates first 1 month of high river discharge with a MF of 30 with western wind, then 2 months of low river discharge with a MF of 82.5 and western wind and finally 2 months of low river discharge with a MF of 82.5 and southeastern wind.
[54] A problem initially encountered during the runs was unreasonably high sedimentation rates in the eastern portion of both river branches during the dry season. Under conditions of high sediment concentration inflow and small local shear stresses due to the absence of a high river discharge, m1 and m2 fractions deposited in the river branches even to such an extent that the branches were blocked and bed levels at the river boundaries became dry (above high water). Because the models' numerical algorithms do not allow a flow boundary condition at a dry point, no river discharge could enter the model domain anymore once cells at the river boundary became dry. The high sedimentation is attributed to the fact that the Delta is highly schematized in the model. In reality the Delta is a more complex network and would allow sediments to settle in areas not directly impacting the river flow. Besides, one of the reasons why gold mining was stopped in the 19th century was related to the increasing problem that people encountered in keeping the rivers navigable by dredging. The model would thus correctly reproduce, at least qualitatively, the observed historical sedimentation in the delta.
[55] To solve the problem of the boundary condition blocking we applied the "dredging" option, maintaining the river branches at a water depth of 2 m during the dry period. Any surplus material was removed from the model domain during the run. This did not significantly affect the model results in San Pablo Bay, since only little sediment reaches San Pablo Bay from the Delta area during the dry period.
Description of Sensitivity Analysis
[56] As described in sections 3.2-3.8, the model applies a number of simplifications in the parameter settings partly to reduce the model run times by input reduction techniques and partly because detailed data (both in time and in space) do not exist. In order to address the impact of likely model parameter variations an extensive sensitivity analysis is carried out by systematically varying these parameters (one by one) and comparing the outcomes to a "standard case." In addition to the standard run, 26 sensitivity runs were made. The variations can be roughly subdivided into "mud characteristics," "hydrodynamics," and "other processes or forcing" and are described in Table 3 . The alternative turbulence model is the k-L turbulence model, which is a so-called first-order turbulence closure scheme. It applies an analytical description of the turbulent length scale including a damping function depending on the gradient Richardson number [Simonin et al., 1989 ].This turbulence model was chosen since it is more simplified than the k-" model, whereas it still accounts for the impact of supposedly important vertical density gradients. The variation of the active layer refers to the size of the upper (active) bed level layer of the bed composition model that directly accounts for bed composition and bed level changes due to deposition and erosion. van der Wegen et al. [2010] give a detailed description of the bed composition model.
Results
[57] In order to address the main objective of the study, the modeled bathymetric evolution is compared to measured data using deposition volumes and a Brier Skill Score (BSS) (see Appendix A for a further specification of the BSS). In short, the model performs perfectly when BSS = 1 and model results are worse than maintaining the initial bathymetry when BSS < 0. The influence of variations in forcing model parameter settings and process inclusion on Figure 1 . Negative values indicate seaward transport. Transports and time are multiplied by the morphological factor. Black denotes m1 fraction, green denotes m2 fraction, red denotes m3 fraction, and blue denotes m4 fraction. Note that black and green lines (m1-PSB and m2-PSB transport) almost coincide with the origin. the model results is investigated by means of an extensive sensitivity analysis. Because the focus of the current study is on morphodynamic aspects, the discussion of results emphasizes sediment transport and morphology. If not otherwise stated, the presented results reflect the standard case. First, the model results are described generally.
Model Performance
[58] The standard case produced regular tidal variations in water level and velocity after a 1 day spin-up interval. During the wet month salt does not intrude farther than mid San Pablo Bay, whereas salt intrudes up to east Suisun Bay during the dry months, which is largely in accordance with general observations [Monismith et al., 2002] . Maximum waves by westerly winds occur in the southeastern part of San Pablo Bay near the entrance to Carquinez Strait and do not exceed 0.5 m in height and a period of 2.5 s.
Southeastern winds cause waves with a maximum height of 0.35 and a maximum period of 2 s on the northwestern shoals. These values are comparable to measurements described by Schoellhamer et al. [2008] .
[59] Mean water level is about 20 cm higher during the wet than during the dry period. During the wet month the high sediment transport causes a deposition pulse through the model domain, starting in Suisun Bay and arriving some days later in San Pablo Bay. This pulse can be observed in the development of cumulative mud transports (Figures 3a and  3b ; see Figure 1 for definition of locations). The m5 fraction is not shown in Figure 3 since it does not play a major role in the deposition patterns. Sand transports are not shown in Figure 4 because they are typically at least an order of magnitude smaller than the mud transport.
[60] During the wet period the inflow through cross section CS (import) exceeds the outflow through cross section PSB (export) for all mud fractions (Figures 3a, 3b, 4a, and  4b) . The finer the mud fraction, the faster the imported and exported amounts become (almost) equal. When this happens net deposition in San Pablo Bay does not take place anymore. The probable reason why this occurs is that the initial deposition leads to a bathymetry that enhances the process of sediment bypassing through San Pablo Bay. A shallower bathymetry or a more confined channel area lead to higher velocities so that more sediment is kept in suspension which is subsequently washed out seaward by tide residual flows (of which the river discharge will be the main component).
[61] The equilibrium between import and export is not reached for the coarser mud fractions in the modeled wet period (Figures 3a and 3b) , although it might be reached on longer time scales. Figure 4c shows that the deposit is primarily composed of the m3 fraction. The finer the mud fraction, the less is deposited as percentage of the inflow (Figure 4d ).
[62] During the dry period the pattern of transport is more complex. Cumulative transports are typically almost 1 order of magnitude smaller than during the wet period (Figures 3a-3d, 4a, and 4b) . Tidal fluctuations are clearly present, in particular for the finer fractions. Equilibrium between import and export develops faster for the coarser mud fractions. In contrast to the coarser mud fractions, the export of the finest fraction (m4) exceeds the import (Figures 3c, 3d, and 4c) . Furthermore, the eroded amount of the finest fractions exceeds the deposited amount of the other larger fractions, so that net erosion of San Pablo Bay occurs during the dry period. Without the fine fractions, however, San Pablo Bay would still be depositional during the dry period. For the larger mud fractions deposition as percentage of the inflow is lower during the dry period, which suggests that high river discharge during the wet creates conditions that favor deposition. Possible explanations for this behavior are that concentrations and transport gradients are higher during the wet season, that the larger mud fractions are able to reach other areas of SPB due to the river flow, or that tidal velocity fluctuations are more damped.
[63] Figures 5 and 6 show the bed sediment composition of the upper, active layer (20 cm below the bed surface) at the start and at the end of the standard model run. The main differences are that the extent of the sand decreases as the channel narrows, which was observed, and that the sides of the main channel and the NES shallows become muddier. The m1 fraction deposits along the sides of the channel and deposition of the finer fractions is concentrated in the shallows at the margins of San Pablo Bay. The finest fractions (m4 and m5) are almost entirely washed out.
[64] Figures 7a, 7c , and 7e show the measured 1856 bathymetry, the measured 1887 bathymetry, and the modeled 1887 bathymetry, respectively. Cumulative erosion and sedimentation patterns over the 1856-1887 period are given in Figures 7b and 7d for the measured and modeled bathymetries, respectively. Figure 7f shows the differences (modeled minus measured) of these cumulative patterns.
[65] Modeled patterns resemble roughly the distribution of those measured. Closer analysis of the model results indicates that major deposits near CS cross section and the edges along the main channel are mainly caused by the m1 fraction (Figure 6d) .
[66] The large quantity of deposition that occurred along the sides of the main channel (at least for the southern banks) is not reproduced well by the model (Figure 8 ). The presence of m1 and s3 fractions seems to play a crucial role (compare Figures 5c and 5d to Figures 6c and 6d) . Furthermore, it should be taken into account that this area is subject to considerable bed slope effects. Bed slope effects for mud are not included in the model and bed slope effects for sand are highly parameterized. Reducing the bed slope effect for sand improves the results in this region (see section 5.2). It also diminishes the modeled sand deposition in the center of the main channel near Pinole Point, which might be caused by sand sloping down from southern channel banks by bed slope effects. Minor modeled depositional patches in the northern part of San Pablo Bay are not present in the measurements, which is attributed to the fact that tidal exchange and discharges from Petulama River and Sonoma Creek (see Figure 1) are not included in the model schematization.
[67] Closer analysis of tidal (diurnal) residual sediment transports during the wet and dry periods reveals the dominant mechanisms in sediment redistribution. The analysis is made after the wet period when the characteristics are most pronounced (Figure 8 ). The wet period tidal residual transports (Figure 8a ) are typically an order of magnitude larger than the dry period tidal residual transports (Figure 8b ). During the wet period the largest gradients in the tidal residual transports are found in the main channel near Carquinez Strait and Point San Pablo; these are the locations where the most sediment deposits and erodes, respectively. Residual transports on the shallows are negligible.
[68] Figure 8b shows that a typical tide during the dry period resuspends the muddy sediments deposited in the channel during the wet period. The majority of the resuspended sediment is exported seaward, although there is also significant transport toward the shoals. There are wake flows from Carquinez Strait toward the northern and southern sides of the main channel and there is a clear transport from Point San Pablo toward the Northern shoals, probably originating from the flood entering San Pablo Bay. A probable reason why this flood transport is so strong is that the flood during a tide during the dry period is relatively strong, since it is no longer hampered by a large river discharge.
Comparing Deposition Volumes
[69] Figure 9a shows the results of the sensitivity analysis of modeled deposition volumes compared to measured volumes described by Jaffe et al. [2007] . The most important observation is that the modeled volumes for many runs are similar to the measured volume and that forcings having a dominant effect are easily recognized. Depositional volumes are higher for higher inflow concentrations, lower critical shear stresses, higher erosion coefficients, higher fall velocities, a lower diffusion coefficient, higher roughness, higher river discharge, lower tidal amplitude and lower wind velocities. Excluding salt water or a 2-D approach, application of the k-L turbulence model lead to lower deposition volumes, whereas only M 2 tidal forcing, a small active layer and the exclusion of tides lead to larger deposition volumes (the latter having the largest effect). The strong positive dependence of deposition volume on river discharge and concentration follows from the fact that nearly all of the mass of the m1, m2 and m3 sediment entering the Bay is trapped there. Since the amount of sediment in these classes entering the bay is roughly equal to river discharge times concentration, total deposition volume increases directly with both these parameters. Also, deposition is generally larger when more sediment is kept in suspension. A possible mechanism is that higher SSC will lead to larger amounts of sediment that are (slowly) moved to lower-energy areas (i.e., the northern shallows) where it can settle. Countering this tendency are wave effects, which will contribute to more suspension in the shallows but also leads to more erosion in the major deposition area. For sediments with higher fall velocities, increases in deposition in lower-energy areas could outweigh erosion from waves. The prescribed variations in concentration, erosion factor, river discharge, and wind velocity have most impact. Excluding wave effects, density differences and vertically averaging the domain leads to the worst fit to observed volumes, although these have an effect that is of the same order of magnitude as the other variations.
[70] An interesting observation is that minimum and maximum parameter values do not always lead to smaller or larger deposition volumes, respectively, compared to the standard case. The cases with a low and high sediment fall velocity, for example, both lead to smaller deposition volumes. This is attributed to San Pablo Bay geometry. Changing model parameters will not only change deposition and erosion processes as such, but also the locations where these processes take place. For example, in shallow areas the impact of a higher sediment fall velocity may be considerably different than in the deep channel.
[71] The impact of changing parameter settings on sediment redistribution within San Pablo Bay may be considerable. The absence of waves, for example, leads to approximately 35% increase in deposition volume. NES and SWS have considerably more deposition in the absence of waves, whereas NWS has less deposition. This suggests that waves erode NES and SWS and that the suspended sediment partly deposits at NWS and is partly removed seaward.
[72] About 47% of the measured deposition is in the channel, which is reproduced well by the standard case. Measured deposition volumes in NWS, NES, SWS and SES are about 21%, 25%, 1% and 6% of the total measured deposition. The modeled NWS volume is under predicted by about 40%, whereas the modeled NES volume is similar to the measured volume. Most cases predict erosion in the SWS area instead of the measured deposition. The modeled SES deposition slightly overestimates the measured volumes.
Brier Skill Score Comparison
[73] Appendix A explains the BSS and describes a decomposition of the BSS into different components that allow for a more detailed analysis of the quality of modeled patterns. Figure 10 ). This is a conservative estimate of the measurement error. Jaffe et al. [2007] suggest that bias errors (from inaccuracies in determining the relation of MLLW datums for different surveys and from grid representation differing from the sounding values) and random error (associated with sounding inaccuracy) may locally add up to (0.04 + 0.07 =) 0.11 m. [74] Most cases have a BSS around 0.2 (reasonable to good). High concentrations, high river discharge, high amplitude, excluding waves, the 2-D approach, a low MF, and excluding tidal movement lead to the worst results. NES has the highest BSS of 0.64 (excellent). NWS scores comparable to the total area. The channel area scores generally slightly lower values. Scores for SWS are generally bad and scores for SES are slightly lower than the full domain scores. By far the weakest BSS values are found for the case with no tides. Tides thus have a significant effect on sediment distribution in San Pablo Bay.
[75] These observations are also roughly reflected in the scores of a (measure of phase error) and b (measure of both the amplitude and phase error) (Figures 11a and 11b) . Best a and b scores are for NWS, NES, and the channel, whereas SWS and SES have the worst scores. Phasing of the prediction could be improved on the southern shoals. Including the amplitude performance with b shows much more variance in the different cases than considering phases only with a, which suggests that the phasing of the pattern is less sensitive to the changing parameter settings than the pattern amplitudes. Logically, g values, shown in Figure 11c , follow the deposition volume performance (Figure 10 ), although they do not discriminate between underprediction or overprediction. It is noted that volume underestimates result in relatively high g values compared to similar magnitude volume overestimates.
[76] The SWS area scores worst and the NES scores best both in terms of the deposition volume and the BSS. However, on a more detailed level volumetric (or g values) and BSS performances are not similar. A low sediment fall velocity, for example, leads to a similar deposition volume, but the BSS of this case is one of the weakest. Another example is that the low river discharge leads to a higher BSS than the case of the high river discharge, although it scores worse in terms of deposition volume.
[77] A low MF scores well in terms of volume, but leads to worst results in terms of BSS. This is attributed to a weak b value and, to a lesser extent, a weak a value, which implies a weak phase prediction and, probably with more influence on the overall BSS value, a weak amplitude prediction. A possible explanation is that the run with a low MF accounts for a larger dispersion of sediments due to subsequent wet and dry seasons. This mechanism is not covered by the runs with only one wet-dry period cycle which emphasize one-event peaks. Adjusting forcing conditions like river discharge or sediment concentrations would probably lead to better results for the low MF, but also to extensively more calculation time.
[78] Although the runs with M 2 tidal forcing only and the alternative k-L turbulence model score worse on depositional volume, they have a better BSS. This is remarkable since these runs have a more roughly schematized tidal forcing and a less advanced turbulence model, respectively. One could argue that model performance will increase with more simplicity and a higher level of process schematization. Still, the improved model performance is not significant compared to the improvements by the variations in the other model parameter values.
Model Improvement
[79] Adding processes (i.e., flocculation), a more detailed description of the forcing (i.e., a full tidal signal or a better wind field both including extreme conditions) and further model parameter adjustment would probably lead to an improvement of the model results.
[80] An example of extreme conditions impacting the model results would be the possible effects of El Nino on the water level variations at sea, the river discharge or local wind conditions. Another example is the river discharge schematization. A single high river discharges with high SSC event may transport sediment toward the western part of San Pablo Bay so that deposition increases at NWS and SWS. Multiple peak flows during a year would also move sediment more seaward. This is, however, considered outside the scope of the present study.
[81] With respect to model parameter adjustment, section 4.3 suggests that strategies to improve results by parameter adjustment are not easily deduced from the model results. Compared to the standard case the runs with M 2 tidal forcing only and the alternative k-L turbulence model score worse on depositional volume, but they have a better BSS. This is in contrast to expectations and the reason is not fully understood. Apparently, increasing model complexity does not necessarily leads to better model performance. This may hold especially for including and refining processes that are not dominant and of which the impact is relatively small compared to the variations of other model parameter values. A possible explanation is that the grid is still too coarse to do justice to the k-" turbulence model and that a less advanced turbulence model performs better in such a case. Model performance improvement thus becomes an iterative process, in which parameters are changed one at a time and sensitivity analyses are carried out for every model parameter variation.
[82] Despite these potential problems, an attempt is made to increase model performance by adapting model parameters according to their performance in the earlier analysis.
Five additional runs were made that are specified in Table 4 . The case with higher river discharge for the additional runs included a 10 day wet period (instead of 1 month) with a river discharge of 8000 m 3 s −1 . All cases excluded m4 and m5 fractions at the inflow boundary, because previous model runs indicated that these would wash out completely. Results are presented in Figure 12 and show that case 004 leads to best BSS results with an overall score of 0.43, although deposition volumes are underestimated by about 15%. Results of case 001 being worse than the standard case confirm that improving model outcomes is not automatically reached by combining best performing cases of previous runs, but that it would rather include a (time demanding) process of parameter optimization.
Discussion: The Value of the Approach
[83] The reason to hindcast morphodynamic behavior in San Pablo Bay is to understand the governing forcing of its (long-term) morphodynamic behavior so that, in the end, predictions can be made on morphodynamic development in future under different scenarios of climate change or anthropogenic intervention. The process-based modeling approach has its own advantages and disadvantages which make the approach suitable (or not) for describing morphodynamic evolution in an alluvial estuarine environment. This section aims to assess the value of this modeling approach by discussing experience gained during the work and elaborating further on its potential value compared to other methodologies.
Need for a Complex Model
[84] The results of the process-based approach are promising and maybe even surprising.
[85] 1. We apply a highly complex process-based model that includes highly nonlinear processes, not only by the hydrodynamic equations, but also by the sediment transports and the feedback between bed level changes, wind waves and tidal hydrodynamics.
[86] 2. There is a high degree of schematization of the forcing mechanisms (limited tidal constituents, subdivision in a constant river flow wet month and dry month, constant inflow sediment concentrations, simple wind field).
[87] 3. We need to estimate the value of a large number of unknown parameters. Each mud fraction needs a specification of the inflow concentration, the critical shear stress, the erosion coefficient, the fall velocity, the dry bulk density and the specific density (with a total of 35 unknowns for all 5 mud fractions). Each sand fraction needs the specification of a sediment mean diameter, porosity and bed slope parameter (9 unknowns for 3 sand fractions). The hydrodynamic model needs a specification of the eddy diffusivity, horizontal eddy viscosity and Manning roughness parameter. In addition, all parameters values may change in time and space. Already covering 47 unknowns, this list of parameters is not complete. The applied hydrodynamic equations (including the k-" turbulence model), the sediment transport formulae and bed slope effects are by themselves limited descriptions, partly even based on calibration factors, and may estimate transport values only by an order of magnitude [van Rijn, 1993] .
[88] 4. Processes of which one may assume that they are relevant to the morphodynamic process are not included. Examples are flocculation, consolidation, armoring, the presence of (seasonal variations in) vegetation or benthos fauna (like biofilms or bioengineers), or the presence of multiple fractions in the bed and their mutual impact on critical shear stress and erosion parameter values.
[89] On the other hand, the complex environment of San Pablo Bay requires this detailed process-based approach. The 3-D model applied in this study exhibits significant skill and excluding dominant processes like fresh water and salt water interactions or wind waves leads to worse results. Reasons why the model effort is successful include the following.
[90] (1) The period considered is a period of deposition. Data on bed consolidation and composition is probably less relevant than for a hindcast of a mainly eroding system.
[91] (2) The present study considers a long period of about 30 years. The model schematizes only 1 year. It does not explicitly take into account variability of high river flow or wind fields over the years, although extreme events may have considerable effect on the system.
[92] (3) It is possible that the large number of unknowns and roughly estimated parameter values obscure a correct representation of reality, because they may correct for each other's (wrongly assumed) values. For example, it is very well possible that the river flow schematization has a "representative" high river flow that is too low. This may be corrected by input sediment concentrations that are too high so that the total sediment volume entering San Pablo Bay is more or less correct.
[93] (4) The high level of schematization and the large number of estimated model parameters may cover or even compensate processes that are relevant but that are not explicitly formulated in the present model. In that case the large number of unknowns can be considered as an explanation of the significant model performance and not as contribution to the model uncertainty.
[94] These observations lead to the question of the level of complexity required for adequate predictions. First, we expect that model performance will increase with a better description of the processes. For example, including more processes and better estimates for model parameters, may increase model performance but also may increase complexity to a point where assessment and analysis of the contributions of each process is difficult, if not impossible. [95] Second, there seems to be a paradox when decreasing complexity. In some cases this leads to worse results (for example by including less processes such as wind waves or salt/fresh water differences), which suggests that these processes are needed for adequate prediction. Other cases show that less complexity leads to better results (runs with a more roughly schematized tidal boundary condition or less advanced turbulence model), although differences in model outcomes remain small as long as the impact of the processes involved is comparatively small. A possible explanation for increased model performance with less complexity is that the model setup (related for example to the grid size or the forcing) is still too coarse to exploit the potential added information gained using more advanced process descriptions.
[96] The level of complexity required will probably differ with the morphodynamic environment and the goals of the study. The optimal complexity can only be determined by a thorough sensitivity analysis. Still, our sensitivity analysis shows that the complex modeling approach is indeed able to differentiate between governing forcing and secondary processes.
Comparison to Alternative Modeling Approach
[97] The value of the process-based modeling approach can be best made clear by comparing the results to a more schematized approach considering morphodynamic development in the same area described by Jaffe et al. [2007] . Their sediment budget model was highly schematized and considered Central Bay, San Pablo Bay, Suisun Bay and the Delta merely as interconnected boxes. Based on an analysis of historical hydrographic surveys over 150 years they were able to quantify sedimentation and erosion volumes in the subbays for different (decadal) periods over the last 150 years and to estimate resulting transports between the subbays as well as exchange of sediment between the bays and their adjacent marshes. The advantage of the approach is that it provides a quick and comprehensive insight into bulk transports and deposition volumes under decadal periods of different forcing. However, the box model approach also has disadvantages compared to the process-based approach of the present work, including the following.
[98] 1. A box model heavily depends on an extensive data set of measured bathymetries. This data set is not unique, but where it is not available (as in most other parts of the world) there is a need for different approaches to investigate and understand the behavior of the system.
[99] 2. A box model lacks a physical explanation of the underlying processes. For example, it cannot explain the importance of wind wave generation for sediment distribution within San Pablo Bay (see, for example, Figure 10 ).
[100] 3. A box model disregards processes that are relevant to understand the dynamics of the system but that did not leave a record in the measured data. For example, it does not consider sediments that did not settle in the bays. This means that it probably underestimates the sediment load from the delta. Figure 3 indicates it is possible that fines are transported seaward without settling in the bay.
[101] 4. A box model covers only long-term trends and does not provide insight into short time scale processes such as different prevailing sediment transport during a month of low river flow compared to high river flow (shown in Figure 4 ) or extreme river flow events. The value a is a measure of phase error, (b) b is a measure of both the amplitude and phase error, and (c) g is a measure of the mean error.
[102] 5. A box model does not resolve a detailed spatial scale, whereas the process-based model provides insight into erosion and sedimentation patterns (see Figure 7) .
[103] It can be questioned whether a box model or a process-based approach is better suited to predict (future) morphological changes. The process-based model includes more processes (which may give more confidence in its outcomes) and has more capacity to explain developments in detail. For example, sea level rise may result in large parts of flooded marshland. The box model of Jaffe et al. [2007] does not include this process and its feedback on hydrodynamic behavior and sediment transport patterns, although these may have considerable impact on morphological development. The process-based approach is at least able to describe the process and to estimate the effects. At the same time the complexity is also the weakness, since it requires a more sophisticated model setup and analysis to understand and value the model results. Parallel use of box models and a process-based approach is probably the most valuable approach. The value of the box model is that it gives a quick and general insight into relevant forcing mechanisms, whereas the process-based model can explain, feed back into, and confirm estimates made in the box model.
Summary and Conclusions
[104] The current study investigated the processes governing the morphodynamic development of San Pablo Bay during the 1856-1887 period using a process-based modeling approach that is able to describe detailed hydrodynamic behavior as well as detailed erosion and deposition patterns. We schematized the initial conditions and hydrodynamic forcing and made assumptions on model parameter values and an extensive (but probably not complete) set of supposedly relevant processes.
[105] When compared to measured morphodynamic developments over 30 years, the present work showed that the model is capable of reproducing decadal deposition volumes and patterns with significant skill. This suggests that, at least for San Pablo Bay during the 1856-1887 depositional period, the model included the processes governing morphodynamic development. Model results showed that the river discharge and sediment concentration have a strong positive influence on deposition volumes. Together they control the amount of sediment entering San Pablo Bay.
Waves decrease deposition rates and, together with tidal movement, have the greatest effect on sediment redistribution within San Pablo Bay.
[106] The complex process-based modeling approach accounts for multiple nonlinear processes and interactions that are found in nature. A drawback to this approach is that it is difficult to assess to what extent the schematized and estimated model parameter settings compensate for modeling inadequacies. The extensive sensitivity analysis carried out addressed the value of our approach. Although all described processes, forcing conditions and model parameter values have an observed effect on the model outcome, the sensitivity analysis clearly distinguishes dominant processes from other processes. Variations in the values of the model parameters and forcing conditions within a reasonable range and inclusion or exclusion of some processes appear to be only relevant in second order. This suggests that the model geometry describing the planform and initial bathymetry plays an important role in the erosion and deposition patterns.
[107] Including more processes, optimizing values of the model parameters or a better description of the forcing conditions may lead to better model performance. It also is possible that increasing complexity leads to worse results, probably because a rough and coarse model setup does not have the resolution to exploit the added information gained using advanced process formulations. Similar to the sensitivity analysis that shows relatively small effect of variations in secondary processes, it is expected that the improvement of model performance will be comparatively small.
[108] At the other end of the spectrum of complexity in modeling approaches are box models. Box models provide a quick and comprehensive insight into bulk transports and deposition volumes under decadal periods of different forcing. However, the box model approach lacks a physical explanation of the underlying processes. For example, it cannot explain the importance of wind wave generation for sediment distribution within San Pablo Bay. Parallel use of box models and a process-based approach as described in the present work is probably the most valuable approach to asses and explain future morphodynamic development.
Appendix A Skill Score (BSS). For the current study the BSS is defined as follows:
in which Dvol is volumetric change compared to the initial bed (m 3 ), "mod" is modeled quantity, "meas" is measured quantity, and the angle brackets denote an arithmetic mean (a spatial average in this case). A BSS of 1 is a perfect model, whereas lower values indicate poorer model performance. Sutherland et al. [2004] note that the BSS is unbounded at the lower limit and that the BSS can be extremely sensitive to small changes when the denominator is low.
[110] The origin of a particular BSS value may be attributed to an amplitude error, a phase error, or a deviation from the average value. In the first case an error is made in the "height" of a particular morphological feature, in the second case the BSS is degraded by a shift in location of the morphologic feature, whereas in the latter case the error originates from a deviating mean bed level. In order to assess these errors separately, Murphy and Epstein [1989] suggest to decompose the BSS as follows:
in which
and r correlation coefficient, s standard deviation, X′ Dvol meas (m 3 ), Y′ Dvol mod (m 3 ).
[111] Following Sutherland et al. [2004] a is a measure of phase error. Perfect modeling of the phase gives a = 1. The value b is a measure of the phase and amplitude error. Perfect modeling of phase and amplitude gives b = 0. The variable g is a measure of the mean error when the predicted average bed level is different from the measured, and perfect modeling of the mean gives g = 0. The value " is a normalization term, which is only affected by measured changes from the baseline prediction.
[112] In order to account for the effect of measurement errors, van Rijn et al. [2003] suggest the following extended BSS:
in which d is the volumetric measurement error (m 3 ) and in which |Dvol mod − Dvol meas | − d is set to zero if |Dvol mod − Dvol meas | < d. van Rijn et al. [2003] proposed a classification of BSS and BSS vR values as presented in Table A1 . 
