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Introduction 1
GMM model based on the probability statistical methods has made great success in speaker recognition, especially in the closed set. However, when in open set speaker identification or speaker verification, the accuracy declines obviously because of instable threshold. There are two important score normalization methods: N-norm and T-norm. N-norm is based on universal background model (UBM) [1] . Due to the mass training data, UBM is time-consuming, on the other hand the UBM-score is non-adaptive to the actual speaker population, and therefore this normalization method needs to ameliorate. T-norm [2] is based on geometric average score of all speaker models and it is more flexible because the score is correlative to the specific training set and test utterance. However, the two methods are both based on probability statistical method, when the training data is not sufficient, the recognition accuracy will be highly decreased.
In order to recuperate the disadvantage of probability statistical models, non-parametric boundary prediction models are introduced, whose main principle is to give a clear description of the boundary between the target data and outliers. SVM(Support Vector Machines) [3, 4] is one of non-parametric boundary prediction models widely used in pattern recognition, however, when target data and outliers data are imbalance, SVM performance would be reduced greatly. For example, in the computer login system, only speech of registered people could be used to train, the outliers speech are difficult to determine and obtain, therefore single classifier is need to solve this problem.
SVDD is one of non-parametric models, which was originally suggested by Vapnik and interpreted as a novelty detector by Tax and Duin [5] . Usually, SVDD is used widely in pattern recognition, such as speech recognition, face recognition and so on; however, its application in speaker recognition need more research. The purpose of SVDD is to given a compact description of the target data with a hyper-spherical model, which is determined by a small portion of data called support vectors. SVDD has several benefits [6] : first, it can model arbitrarily distributions without the assumption that the data are Gaussian distributed; second, fewer training samples are needed to train the models in high-dimensional spaces; third, the SVDD model could be trained only by one class data if there is no outlier data. Furthermore, the boundary of each SVDD models could adjust easily by two important Supported by Natural Science Foundation of Jiangsu Province (BK2009059) end Pre-research Foundation of PLAUST (2009TX08) parameters: kernel parameter and penalty parameter, hence, the optimization verification threshold could be found conveniently.
In this paper, we propose a new text-independent speaker verification system based on a discriminatively trained support vector data description classifier, which changes the crisp characterization to fuzzy characterization [7] . The new fuzzy characterization, which is according to the target acceptant rate, obviously improves the accuracy and stability of speaker verification system. The TIMIT voice database is used, and experiment results show that the verification accuracy and running time of SVDD outperform GMM whether with enough training samples or not. In addition, the performance of SVDD can be improved by adding outlier samples if the number of target samples are limited. Experiments show that the recognition accuracy improved to varying degrees if trained with outlier samples, and in some cases, even outperform the best result of trained with target samples only.
The structure of this paper is organized as follows. In Section II, review the SVDD method in detail. Sections III propose a new speaker verification system based on SVDD, and introduce fuzzy characterization instead of crisp characterization to normalize threshold. In Section IV, firstly, compare SVDD with GMM in conditions of different number of training samples, and then test the system performance based on SVDD introducing different number of outlier samples in training process. Concluding remarks are presented in Section V.
Support vector data description
SVDD [8] was inspired by SVM, whose basic idea is to construct a hyper-sphere (a,R) with minimum volume containing most of the target data, where a is center, and R is radius of the minimum enclosing hyper-sphere, and the points in the sphere are the support vectors.
Suppose there is a class of bounded data set
, introducing slack variables i ξ to reduce noise and improve the robustness, a hyper-sphere will be obtained which included most of the data. The objective function is:
Where n is the total number of target data and the parameter C gives the tradeoff between volume of hyper-sphere and the number of errors. Constraint conditions:
Lagrangian function can be used to solve the above constrained minimization problem. When the input space of samples does not meet the spherical distribution, introducing the kernel method to map the origin space to high dimensional space, and then solving the function in the high dimensional space, so the inner product operation is transformed into the form of kernel function:
Where φ is non-linear mapping. For some kernel function φ can be calculated explicitly, while in the vast majority situations it is difficult to explicitly express.
After the introduction of kernel function, the Lagrangian functions changed into:
Constraint conditions:
Suppose z for the test samples, when meet (6), z is a target, otherwise an outlier.
SVDD belongs to single classification based on support vector technique, which uses the kernel method to enhance the ability of non-linear classification, and is good at solving the practical application problems of small samples or samples imbalance.
Speaker verification based on SVDD
Speaker verification system contains two parts: training and verification, the process shown in figure 1. 
Training phase
In the training phase, the utterance is divided into sub-frame, and then 13-dimensional MFCC and 16-dimensional LPC are calculated from each frame. Each frame is treated as a sample point, which means that one sample point is a 29-dimensional vector.
There are three main kernel functions used in SVDD [9] , include: polynomial function, Gaussian function and sigmoid function. In this paper, Gaussian function is selected [10] , because it has been proved versatile and well-performed in various applications, and only one parameter need adjust, therefore the work of parameter optimization can be reduced greatly.
The Gaussian kernel function is given by:
Using the Gaussian kernel the influence of the norms of the objects is avoided. The objects are mapped to unit norm vectors and only the angles between object vectors need count. For small values of s,
, and all training samples will become support vectors, so the boundary will be more compact to the samples; while for large values of s,
, and the solution is approximatively spherical shape, and the boundary will be more smooth, whereas the number of support vector will be less. Figure 2 shows the boundary changed with different Gaussian kernel widths which become wider from left to right. Another important parameter is the penalty parameter C, Figure 2 also shows the boundary changed with different C which becomes bigger from top to bottom.
As can be seen from Figure 2 , for small values of C, more training samples will be outside the boundary, and the volume of SVDD will be smaller, while for large values of C, most of training data will be inside the boundary, so the volume becomes larger.
In the actual training of SVDD model, one of the most important issue is to adjust penalty parameter C and the Gaussian kernel parameter s to get the best system performance [11] . In this paper, grid-search method is introduced to obtain the optimal (C, s). First fix the penalty parameter, and adjust the Gaussian kernel to obtain a suboptimal Gaussian kernel parameter. Second adjust the penalty parameter under the suboptimal Gaussian kernel parameter to obtain a suboptimal penalty factor. At last, search near the suboptimal (C, s) , and obtain the optimal (C, s). Table 1 shows the EER of different (C, s).
Verification phase
In the verification phase, the most important is the design of fuzzy characterization [12] . Despite the usefulness of SVDD, however, the conventional SVDD has limitations to deal with speech signal. The MFCC and LPC features extracted from speech contain many classes information, such as: speaker identity information, semantic information, personal emotional information and so on, which makes the distribution of sample points overlap in feature space, therefore the conventional SVDD doesn't work if only utilize R be crisp characterization. Actually, there is no sharp distinction between two different utterances, instead the similarity degree is proposed.
Suppose a test voice test S , whose total number of samples is N. Single sample is still using traditional methods, suppose the number of accepted samples is S, then the likelihood score of test S is defined: Threshold T can be set as the same in all models, or be determined by each model respectively. In contrast, the average EER is lower with the independent threshold, because the optimal threshold of each model is different.
Simulation
In this paper, the N-fold cross validation method is introduced to predict the average EER of each SVDD model, where N is 50. 50 speaker's voice data are selected and each time selecting one speaker's voice data as target sample and the remaining 49 as outlier samples. The final system evaluation result derives from the average EER of 50 experiments.
Voice database used in the experiments is the TIMIT. 50 people are selected from TIMIT; include 26 men and 24 women, 20 speeches for each person. The length of each speech is about 2 seconds. Training and recognizing are selected 10 different speeches respectively. Frame length and frame shift are both 16ms, and 13-dimensional MFCC and 16-dimensional LPC are calculated from each frame.
SVDD trained with target samples
First SVDD performance is test in the conditions of 2 to 20 seconds training speech, the EER of SVDD shown in table 2. Can be seen from above table, the EER decrease with the length of training speech whether the threshold setting unified or respectively.
GMM evaluation method is similar with SVDD, using cross-validation method, taking an average EER of 50 experiments. Mixture M is an important parameter of GMM, hence, in this paper, a series of M values are test, and the best result is obtained to compare with SVDD, as shown in table 3.
As listed in table 3, the performance of GMM showed an upward trend with the number of training samples increased. In figure 3 , white dots denote the EER of GMM, and black dots denote the EER of SVDD. It is displayed that SVDD overmatch GMM in all situations, especially in insufficiency training samples.
SVDD trained with target and outlier samples
Experiments in condition of training with outlier samples are also performed. In this experiment, training voice include 10 seconds target samples and 10s outlier samples for SVDD model. The result shows in table 4. Can be seen from table 4, because of training with outlier samples, although the target samples is half of GMM, SVDD outperform GMM all the same. Thus, when unable to obtain more target samples, increasing outlier samples in the training process can still improve SVDD system performance.
In this paper, a series of experiments are taken in order to test the performance of SVDD training with outlier samples. Outlier samples are selected according to target samples to make the total training samples 20 seconds. The experimental results are in table 5. From table 5, adding some outlier samples in training process, the EER of SVDD become low and keep stable when target speech is more than 8 seconds, especially when target speech is 16 or 18 seconds, the EER is lower than 4.5% which is the best result of SVDD training with target samples only. In figure 3 black squarenesses denote the EER of SVDD which trained with outlier samples. EER curve in figure 3 -a obtained from uniform threshold experiments, while figure 3-b independent threshold. Can be seen from the two figures, SVDD trained with portion target samples and portion outlier samples outperform GMM and SVDD trained with target samples only, especially in 18 seconds, the EER is 4.67% and 4.22%. Figure 4 shows the ROC curve of GMM and SVDD in different conditions, the best three results are based on SVDD.
Conclusions
In this paper, distinction model SVDD is introduced, and fuzzy characterization is proposed to enhance the robustness and accuracy of speaker verification system. Experiments showed that under the conditions of different number of training samples, SVDD outperform GMM in most conditions, particularly in the conditions of insufficient training samples, predominance of SVDD is more obvious. Experiments also show that when the target samples are not sufficient, introducing outlier samples in training process can further improve the performance. Figure4. Different ROC curve of GMM and SVDD
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