




The Mechanism of The Hybrid Dynamic Programming Algorithm
and Its Application to Optimal Control Problems


































































Lk(xk,uk) + ΦN (xN ) (1)
Subject to xk+1 = gk(xk,uk)(k = 0, . . . , N − 1) (2)
x0 = c0 (3)
xN ∈ ΩF (4)
xk ∈ Xk (k = 1, . . . , N − 1) (5)
uk ∈ U(xk) (k = 0, . . . , N − 1) (6)
ここで，xk と uk を，それぞれ，p次元状態ベクトルおよび q次元制御ベクトルとする．また，
kを段変数の添え字，gk を p次元ベクトル値関数とする．Lk(xk,uk)(k = 0, 1, . . . , N − 1)は
k段のコスト関数，ΦN (xN )は最終段のコスト関数である．また，Xk と U(xk)は，それぞれ
k段での許容状態集合と許容制御集合である．(3)と (4)式は，それぞれ，初期条件と終端条件


















項目 枚挙法 動的計画法 最大原理
必要計算機メモリー ×（爆発的） × ○
計算量・計算時間 ×（爆発的） × ○
コスト関数の内挿 ○（不要） ×（必要） ○（不要）
制御変数の内挿 ○（不要） ×（必要） ○（不要）
解の精度 ○（高い） ×（低い） ○（高い）
大域的最適解 ○　　 ○ ×（局所解）
計算実行の安定性 ○ ○ ×
制約条件の取扱い ○（容易） ○ （容易） △（複雑）















の計算は経路が最終段 N に到達するまで行う．図中，A, B, C, D, F, Gが代表点である．し
かし，D点と同じブロック内にある E点は初期点からのコストが f2 = 6であり，このブロッ
クには既により小さなコスト値 f2 = 3を持つ D点が代表点として取れれるため削除される．






















図 4 逐次近似によって計算領域が狭まっていく経路群（基本形複合アルゴリズム i = 1）
となり，削除条件式を満たすためD点およびD点の属するブロックは削除される（×印）．た
だし，Iは最適コストの上界値である．また，初期点から A点までのコスト値は f2 = 9であ
り，下界値M2の値に関わらず削除条件式を満たすため，A点および A点の属するブロックは
削除される（×印）．一方，初期点から B点までのコストは f2 = 3であり削除条件式を満たさ
ないから，この時点では最適経路の候補であり，この代表点とブロックは削除されない．
3 . 5 逐次近似の概念
























X◦0 = {x0}, X◦k+1 = {xk+1 | xk+1 = gk(xk,uk),xk ∈ X◦k ,uk ∈ U(xk)}(k = 0, . . . , N − 1)






4 . 1 代表点と前向き動的計画法
複合アルゴリズムでは，前向き動的計画法を適用するために，許容状態集合Xk を適当な部
分集合 Xk1, Xk2, . . . , Xknk に量子化する．ただし，Xk =
⋃nk






クの代表点 xki(∈ Xki) とそのコスト関数値を以下のように定義する．
fk(xki) = minxk
{τ(xk) | xk ∈ Xki}
(i = 1, . . . ,mk, k = 0, . . . , N) (7)
ただし，mk(mk ≤ nk)は，k段の代表点の数である．τ(xk)は，前段の代表点 xk−1i(xk−1i ∈
Xk−1i)に対して，量子化した各 uk−1 ∈ U(xk−1i)を適用し，以下の式を用い，押し出し計算
によって求めた値とする．
τ(x0) = 0
τ(xk) = fk−1(xk−1i) + Lk−1(xk−1i,uk−1)
xk = gk−1(xk−1i,uk−1)
　　　 (i = 1, . . . ,mk, k = 1, . . . , N) (8)
ここで，U(xk−1i)は許容制御であり，Lk は１段当りのコストである．ただし，最終段N での
コスト ΦN (xN )を，N − 1段でのコスト LN−1 に含めるものとする．この代表点 xki は，初
期点 x0(x0 = x01) から k段の各ブロック上での到達点までの経路の中で，最小のコスト関数
の値を与える点である．この点は初期点から再帰的に計算できる．以降では代表点におけるコ
スト関数を最小コスト関数と呼び，代表点 xk の関数として fk(xk)と書く．このとき，有限個




{fk(xki) + Lk(xki,uk) |
　　　　　xki ∈ X◦k ,uk ∈ U(xki)} (i = 1, . . . ,mk)
xk+1i = gk(xki,uk)　　　 (k = 0, . . . , N − 1) (9)
である．一方，代表点以外の各ブロック内の状態点の最小コスト関数値は，代表点の値で近似し，
もしxk ∈ Xkiならば, fk(xk) = fk(xki)
















{fN(xN ) | xN ∈ ΩF } (10)
と定義する．
4 . 3 限定操作とクリアランス
複合アルゴリズムでは，前向き動的計画法の計算量を削減するために，分枝限定法の限定操
作を応用する．
いま，後向き動的計画法1) の最小コスト関数 Jk(xk)の下界値をMk(xk)，原問題 (1)～(6)
式下での最適解を f∗0,N とする．また，最適値 f
∗










Li(xi,ui) + ΦN (xN )}　
　　　　　 (k = 0, . . . , N − 1) (11)
I ≥ f∗0,N (12)
である．ここで，Jk(xk)は後向き動的計画法での最小コスト関数の値である．もし，任意の状
態 xk を通る経路が





fk(xk) + Jk(xk) ≥ fk(xk) + Mk(xk) > I ≥ f∗0,N
なので，代表点 xk は最適経路の一部になれない．よって代表点 xk は代表点X◦k の中から削除
する．ただし，f0(x0)は，(8)式より f0(x0) = τ(x0) = 0である．また，ここでは，最終段N
でのコストΦN (xN )を，N−1段でのコストLN−1に含めているので，形式的に，JN (xN) = 0




Δa = I − f∗0,N , Δbk = Jk(xk)−Mk(xk) (14)
とおく．(14)式の I とMk(xk)を (13)式に代入すると




Δk = Δa +Δbk ≥ 0 (16)
を満足する代表点を求めればよい．ここで，複合アルゴリズムの計算量が最小となるのは，
Δk = Δa +Δbk = 0のときであることは明らかである．
4 . 4 基本形複合アルゴリズム
基本形複合アルゴリズムは，つぎの 10ステップに要約できる．
1.（境界条件設定）：初期条件 x0 = c0 と終端条件 xN ∈ ΩF を設定する．
2.（状態集合の量子化）：各段の状態集合Xk を，nk 個のブロックXk1, Xk2, . . . , Xknk に
分割する．ただし,Xk =
⋃nk
i=1 Xki, Xki ∩Xkj = ∅ (i = j)である．
3.（上界，下界の設定）：各 k = 0, . . . , N に対し，適当なxk ∈ Xkに対する下界値Mk(xk)
を計算する．ただし，有効な下界値を計算できないときは，Mk(xk) = 0 とし，I を
Δk ≥ 0となるように設定する．また，一つの上界値 I を設定する．







5.（停止）：もし， Ω = ∅ なら停止せよ．
6.（前向き動的計画法）：Ω の中から τ(x∗)の値が最小である x∗ を選び, Ω← Ω\{x∗} と
せよ．ただし \は差集合の演算子である．x∗が属する段の値を kにセットし，x∗k ← x∗
とせよ．
7.（終端テスト）：もし x∗k が終端条件 xN ∈ ΩF を満たすなら，停止せよ．この段階で最適
解が得られる．
8.（代表点テスト）：もし [x∗k] ∈ 
ならばステップ 5へ行け. それ以外は 
 ← 
 ∪ {[x∗k]}
とし，ステップ 9へ行け．ただし [y]は状態 yを含むブロックを示す．この段階で，x∗k




9.（分枝限定操作）：量子化した各 uk ∈ U(x∗k) に対して，次段の状態xk+1および最小コス





る．そして，もし各 xk+1に対し，τ(xk+1)+Mk+1(xk+1) ≤ I ならば，Ω← Ω∪{xk+1}
とせよ．
10. ステップ 5へ行け．
ステップ 6で x∗ を選択するとき，x をそれらに対応する最小コスト関数の候補値 τ(x∗)の
サイズの順序に整列しておくと，探索の手間を削減できる．また，ステップ 9 で τ(xk+1) +
Mk+1(xk+1) ≤ I の代わりに τ(xk+1) + Mk+1(xk+1) ≤ I かつ [xk+1] ∈ 
とすると，Ω に
格納する状態点の数を減らすことができ，データの記憶容量や探索の手間を削減できる．しか
し，この操作は [xk+1] ∈ 
であるかどうかの判定回数を増加させるため，実際には両者のト
レードオフとなる．






量子化した状態集合と許容制御の下で繰り返す．すなわち，i(i = 2, 3, . . .)回目の逐次計算で










k −Δuik, ul,ikmax = u∗l,i−1k +Δuik
(k = 0, 1, . . . , N − 1 , l = 1, . . .m , i = 1, 2, . . .)
によって計算する．ここで，u∗l,i−1k は i− 1回目の繰り返し計算で得た最適制御であり，lを制
御変数のベクトル成分の添え字とする．また，Δuik は，通常，Δu
i













界値M ik(xk)(xk ∈ Xk)を，それぞれ，前回 (i − 1)の繰り返し計算で得た，最終最適コスト
f∗i−10,N と最適経路上のコスト値を用い，それぞれ，
Ii = f ∗i−10,N (i = 2, 3, . . .) (18)










l ) + ΦN (x
∗i−1
N )




























(10x(t)2 + u(t)2)dt + 10x(0.5)2 (21)
Subject to x˙(t) = −0.2x(t) + 10 tanhu(t) t ∈ [0, 0.5] (22)
x(0) = 5 (23)
この問題に対し，基本形複合アルゴリズムであるイテレーション 0の最初の計算では状態変



















イテレーション 共役傾斜法 最急降下法 繰り返し複合
　　　　　　 　　　　 　　　　　 アルゴリズム
0 123.4413 123.44 42.1478
1 41.7625 53.02 42.8410
2 41.6066 52.48 41.8374
3 41.5960 51.96 41.7423
4 41.5954 51.96 41.7191
5 41.5953 50.98 41.6538
6 41.5953 ・　 41.6526
7 41.5953 ・　 41.6175
8 41.5953 ・　 41.6170
9 41.5953 ・　 41.6138
10 41.5953 ・　 41.6135
11 41.5953 ・　 41.6127




























Subject to x˙1(t) = x2(t) t ∈ [0, 1] (25)
x˙2(t) = u(t) (26)
x1(t) ≤ 0.2 (27)
x1(0) = x1(1) = 0 (28)







(x1(t)2 + x2(t)2 + u(t)2)dt (30)
Subject to x˙1(t) = x2(t) t ∈ [0, 5] (31)
x˙2(t) = −x1(t) + (1− x1(t)2)x2(t) + u(t) (32)
x1(0) = 1 (33)
x2(0) = 0 (34)
問題：連続-4[Brysonら, 1969]
Minimize J = tf (35)
Subject to x˙1(t) = (2gx2(t))0.5 cosu(t) t ∈ [0, tf ] (36)
x˙2(t) = (2gx2(t))0.5 sinu(t) (37)
x2(t) ≤ x1 tan θ + h (38)
x1(0) = 0 (39)
x2(0) = 0 (40)
x1(tf ) = 1 (41)

























Subject to x(k + 1) = 0.99x(k) + 0.5 tanu(k) k ∈ [0, 9] (44)
x(0) = 5 (45)
この問題に対して，基本形複合アルゴリズムのイテレーション 0 の計算では，状態変数 x
は 0 ≤ x ≤ 6 の範囲を 256 分割した．段変数 k は問題より 10 分割であり，制御変数 u は
−3 ≤ u ≤ 1の範囲を 17分割とした．以後のイテレーションでは量子化を徐々に細かくし，繰
り返し複合アルゴリズムの 11回目のイテレーションではxの定義域は 16,384まで細分化した．



























イテレーション 共役傾斜法 微分動的計画法 繰り返し複合
　　 (DDP) アルゴリズム
0 86.682 86.692 43.625
1 43.966 50.911 43.541
2 43.551 45.088 43.525
3 43.542 43.830 43.509
4 43.5426 43.670 43.509
5 43.5422 43.517 43.506
6 43.5422 43.506 43.503
7 43.4322 43.503 43.503
8 43.5421 43.502 43.5005
9 43.5421 43.501 43.5005
10 43.5421 43.501 43.5004
11 43.5421 43.501 43.5003











(x1(k)2 + u(k)2) + x1(10)2 (46)
Subject to x1(k + 1) = x1(k) + 0.1x2(k) k ∈ [0, 9] (47)
x2(k + 1) = 1.14x2(k) + 0.1(4u(k)− x1(k)− 0.14x2(k)3) (48)
x1 = 0 (49)





(x1(k)2 + x2(k)2 + u1(k)2) + u2(k)2) (51)




Subject to x1(k + 1) = x1(k) + x2(k) + u1(k) k ∈ [0, 4] (53)
x2(k + 1) = x2(k) + u2(k) (54)
x1(0) = 2 (55)
x2(0) = 1 (56)
0 ≤ x1(k) ≤ 2 (57)
−1 ≤ x2(k) ≤ 1 (58)
−1 ≤ u1(k) ≤ 1 (59)





(x1(k)2 + x2(k)2 + u1(k)2) + u2(k)2) + x1(10)2 (61)
Subject to x1(k + 1) = 0.625x1(k) + 0.25x2(k) + u1(k) k ∈ [0, 4] (62)
x2(k + 1) = −0.1875x1(k) + 0.125x2(k) + u2(k) (63)
x1(0) = 5 (64)
x2(0) = 5 (65)
−5 ≤ x1(k) ≤ 5 (66)
−5 ≤ x2(k) ≤ 5 (67)
−2 ≤ u1(k) ≤ 2 (68)
−2 ≤ u2(k) ≤ 2 (69)









5 . 3 状態制約最適制御問題への適用例
繰り返し並列複合アルゴリズムによる解の精度とその収束性を微分動的計画法 (Diﬀerential




((x1(t))2 + (x2(t))2 + 0.005u(t)2)dt (70)




x˙2(t) = −x2(t) + u(t) x2(0) = −1 (72)
x2(t) ≤ 8(t− 0.5)2 − 0.5 (73)
を取り上げる．全てのイテレーションを通じ，独立変数 tの定義域を 20分割し，段 kと段 kにお
ける tの値，すなわち tkを割り付ける．初期点からの実行可能経路を正確に計算するため，状態
遷移の計算とコスト関数の計算には，４次のルンゲクッタ法を単精度で用い，ステップサイズを
Δt = 0.01とした．また，各区間 tk ≤ t ≤ tk+1での制御入力を uk(t) = u(u∗k, uk+1, t)(uk+1 ∈
U)とし，この区間を直線近似した．ただし，u∗k を，代表点での最適制御の値とする．
繰り返し並列複合アルゴリズムでの初期値となる初回 (i = 1)の計算においては，初期解が
劣悪の場合を調べるために粗い量子化を採用し，状態変数の定義域を 8分割とした．一方，制
御変数の定義域を 17分割した．以後，イテレーションのたびに，量子化レベルを増加させ，最
終のイテレーション (i = 12)では，状態変数について 320分割した．また，i = 2回目以降の
制御変数のレンジを Δu = 2.0 (i = 2)から 0.03125 (i = 12)に徐々に狭めた．クリアランス
Δk は，全イテレーションを通じ，上界値，すなわち，粗い量子化の下での基本形複合アルゴ
リズムでの最適コストの1%とした．コストの収束の様子を図8示す．コスト関数値は，数回の
イテレーションで収束値付近に達し，0.2127 (i = 1)から 0.1707 (i = 12)へ収束した．i = 12
でのコストの変化は 1× 10−6以下となった．一方，経路 x2 と制御量 uの収束の様子を，それ
ぞれ，図 9と図 10に示す．計算時間は 20MIPSの計算機で 168 secであった．以後，計算時間
の「秒」を secで表す．











最適値は J = 0.06936となる．一方，繰り返し並列複合アルゴリズムでは，7 回のイテレー
ションで最適値は J=0.06945の実行可能解を得た．この値は解析解からの誤差が 0.13%であ
る．一方，制約条件付きの本数値例では，繰り返し並列複合アルゴリズムによる数値解のコス








































































最大原理 動的計画法 基本形 繰り返し
必要計算機メモリー ○ × △ △
計算量・計算時間 ○ × △ △
解の精度 ○ × △ ○
計算実行の安定性 △ ○ ○ ○
制約条件の取り扱い △ ○ ○ ○
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