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Abstract— In this work, a robust binaural beamforming 
algorithm for hearing aid applications is introduced. The robust 
binaural beamforming algorithm has two main components: a 
Robust Binaural Linearly Constrained Minimum Variance 
(BLCMV) based on imposing two constraints around the 
estimated direction of the target signal, and a post processor based 
on a complex coherence for classification, selection, and mixing of 
binaural signals at each time-frequency bin. The robust BLCMV 
provides a good level of noise reduction and low level of target 
distortion under realistic conditions. The post processor enhances 
the beamformer abilities to preserve the binaural cues for the 
diffuse-like background noise and the directional interferers, 
while keeping a good level of noise reduction. The algorithm 
introduced does not require knowledge of the interfering sources’ 
directions nor the second order statistics of the noise-only 
components. The introduced algorithm requires an estimate of the 
target speaker direction, but it is designed to be robust to some 
deviation from the estimated direction. Comparing with a recently 
proposed state of the art method, comprehensive evaluations have 
been performed under complex acoustic scenarios generated in 
both anechoic and reverberant environments, considering a 
mismatch between the estimated and the true direction of arrivals 
for the target speakers as well as for the interferers.  Mismatch 
between the anechoic propagation models used for the design and 
the reverberant propagation models used to generate the 
directional signals is also considered. The results illustrate the 
robustness of the proposed algorithm to mismatches generated 
from the direction of arrivals and from the reverberation.  
 
Index Terms— Robust binaural LCMV, hearing aids, binaural 
cues preservations, noise reduction, robustness to mismatch.  
 
I. INTRODUCTION 
 hearing aid is a common and effective solution to 
sensorineural hearing loss. Despite enormous advances in 
hearing aid technology, the degree of satisfaction from the use 
of hearing aids is still not very high, due to several technical 
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limitations such as the robustness of the performance in 
dynamic and complex acoustic environments.  
Hearing-impaired people face challenges in understanding 
and separating speech in complex noisy environments (e.g., 
dynamic interferers and background noise) [1]. Single channel 
processing algorithms, which rely on frequency and temporal 
information of the input signals, have been extensively 
researched [2,3]. However, single channel algorithms suffer 
from several limitations under acoustic scenarios with large 
non-stationary noise and low input signal to noise ratio. They 
also typically introduce distortion and do not provide true 
speech intelligibility improvement. As an alternative, 
microphone array processing (beamforming processing) has 
been widely used in modern hearing aids, including recently in 
binaural hearing aids, leading to directionally sensitive hearing 
aids. Binaural hearing aids have a hearing aid unit on each side 
of the head, each equipped with multiple microphones, and the 
units are capable to transmit some signals from one side to the 
other side through a “binaural wireless link”. Microphone 
arrays can provide good noise reduction with low distortion, 
and the use of additional microphones and different microphone 
geometry in binaural hearing aids can lead to further 
improvements in the directional response. However, even 
binaural hearing aids have still not achieved the required 
robustness in case of real-life dynamic complex environments 
[4], [5]. 
Under some assumptions (e.g., accurate direction of arrival 
estimates), binaural beamforming processing such as the work 
in [6] can provide directional noise reduction and preserve the 
binaural cues of the target signal, at the cost of changing the 
binaural cues for the diffuse-like background noise and the 
other directional sources (interferers). Several beamforming 
processing algorithms have been proposed in the literature in 
order to improve the trade-off between noise reduction and 
binaural cues preservations of the non-target sources in the 
acoustic scene.  
The Multichannel Wiener Filter (MWF) is the basis of 
several proposed solutions that aim to preserve the binaural 
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cues. Extensions of the MWF have been proposed in [7], [8] as 
attempts to preserve the spatial impression of the diffuse-like 
background as well as the target source components. Other 
MWF-based beamforming algorithms has been proposed  in 
[9], [10] to preserve the binaural cues for a single directional 
interferer, as well as for the target source. Preserving the 
binaural cues for a single interferer can be achieved by 
modifying the cost function of the MWF, to include the 
Interaural Level Difference (ILD) and the Interaural Phase 
Difference (IPD), or equivalently the Interaural Transfer 
Function (ITF). However, it can be difficult to estimate the 
required knowledge of ILD, IPD or ITF for directional 
interferers in a practical non-stationary environment, based on 
target voice activity detection or other means.  In order to 
preserve the binaural cues for both the directional interferers 
and the diffuse-like background noise, the work in [11] 
suggested to add a small portion of the original noise to the 
processed output. However, this also directly reduces the noise 
reduction effectiveness. Detailed information of the MWF and 
its extensions can be found in [12]. A disadvantage of the MWF 
and its extensions is the need for an accurate estimate of the 
second order statistics for the noise-only components, which 
can be difficult to achieve in complex acoustic environments, 
for example multiple talkers that are either moving or with 
time-varying activity patterns. 
The Binaural Linear Constrained Minimum Variance 
method (BLCMV) has been introduced in [13] and a 
comprehensive theoretical analysis has been provided in [14]. 
The BLCMV is capable to provide a good trade-off between 
noise reduction and cues preservations for a limited number of 
sources. As an attempt to enhance the noise reduction abilities 
of the BLCMV, an optimal BLCMV has been proposed in [15]. 
However, the optimal BLCMV is capable to preserve the 
binaural cues for just one directional interferer as well as the 
target source. The joint BLCMV has been introduced in [16] as 
another variation of the BLCMV, in order to enhance the 
binaural cues preservations abilities of the BLCMV. This has 
been achieved by jointly estimating the left and right 
beamformers of two hearing aids, thus, the joint BLCMV can 
preserve the binaural cues for more than one directional 
interferer. However, since a limited number of microphones are 
available in binaural hearing aids, the joint BLCMV can face a 
significant degradation in the performance when the number of 
sources increase. A relaxed version of the joint BLCMV has 
been proposed in [17]. In this relaxed BLCMV, tunable 
parameters have been used for each directional interferer, in 
order to separately control the trade-off between the binaural 
cues preservation and the noise reduction for each interferer. 
The BLCMV and all its extensions, i.e. [13]- [17], require a 
knowledge of the propagation models (directivity vectors, 
steering vectors, Relative Acoustic Transfer Functions 
(RATF)) for the directional interferers as well as for the target 
source. As will be demonstrated in this paper, this can limit the 
practical use of these approaches, as the methods suffer from 
the errors in the assumed propagation models. In addition, the 
BLCMV and its variations do not have the ability to preserve 
the binaural cues of the diffuse-like background noise. As an 
attempt to design a BLCMV beamformer that does not depend 
on the propagation models (or the directions of arrivals) of the 
directional sources, a set of pre-determined RATFs distributed 
around the head have been used for beamforming design in 
[18]. Each RATF is responsible for preserving the binaural cues 
of the directional sources coming from certain directions. 
Increasing the number of pre-determined RATFs decreases the 
effect of the mismatch between the true and the pre-determined 
RATFs, but it also requires a larger number of microphones in 
order to achieve a good performance. However, in hearing aids 
applications, only a small number of microphones are available 
for the binaural beamformer.   
In order to preserve the binaural cues for  noise components 
without a knowledge of the propagation model of the 
directional interferers, a binary decision algorithm common to 
the left and right beamformer outputs for each time-frequency 
(T-F) bin was proposed in [19], [20]. By using an input signal-
to-noise ratio (SNR) estimator to control the classification 
process, T-F bins are classified into two class: a noise-dominant 
class or a target-dominant class. Attenuated versions of the 
noisy signals at the reference microphone (on each side) are 
used as the resulting binaural outputs for the T-F bins classified 
as noise-dominant. For the T-F bins classified as target-
dominant, unmodified binaural beamformer outputs are used as 
the resulting binaural outputs. A challenge for this classification 
algorithm is its applicability in low input SNR environments, as 
most T-F bins can be classified as noise-dominant, resulting in 
low SNR improvement and an attenuated target output, as 
illustrated in [21]. As an attempt to enhance the performance of 
this method, the classification mechanism was modified to use 
the output SNR instead of the input SNR [22]. However, this 
method requires an estimation of the second order statistics of 
the noise and the target components, which, as already 
described, can be challenging in some real-life environments. 
In our previous work [23], an algorithm based on classification, 
selection, and mixing of binaural signals at each T-F bin was 
introduced. Three classification criteria were proposed, based 
on the power, power difference, and complex coherence 
computed from: 1) beamformer output signals and 2), original 
noisy signals (or alternatively other binaural signals with cues 
preserved). The complex coherence criterion provided better 
noise reduction over the other classification criteria. Using this 
criterion, at each T-F bin the complex coherence is computed 
on each side between 1) the output of a binaural beamformer 
[24] (with good level of noise reduction) and 2) a signal with 
good preservation of the binaural cues (either the original noisy 
signal or a signal with an intermediate level of noise reduction 
[25]). It is notable that this algorithm does not depend on the 
directivity vectors of the directional interferers. However, the 
binaural beamformer still requires knowledge of the target 
speaker directivity vector, so like other binaural beamforming 
methods this method can suffer from the mismatch between an 
assumed/measured target DOA and the actual target DOA.  
The contribution of this work is as follows. We introduce a 
robust BLCMV that is robust to a mismatch (or error) in the 
directivity vector assumed for the target signal, by designing a 
beamformer that has a wider beam around the estimated target 
direction. The binaural cues preservations are then achieved by 
using a modified version of the method for classification, 
selection and mixing of binaural signals in [23], as a post 
processor to the robust BLCMV. The proposed algorithm does 
not rely on any assumption for the propagation model of the 
interferer speakers (including their DOAs), and it will be shown 
to be robust to both target DOA mismatch and mismatch 
between the anechoic propagation models used for the 
beamformer designs and the reverberant propagation models 
used to generate the directional signals in the simulations. In 
addition, our proposed algorithm will also preserve the binaural 
cues for the diffuse-like background, in addition to those of the 
directional interferers. In order to study the robustness of the 
proposed algorithm to different types of mismatches, 
comprehensive validations are conducted through simulations 
using acoustic scenarios generated in reverberant environments 
and anechoic environments (i.e., with and without mismatch of 
directivity vector sets), and for scenarios with and without DOA 
mismatch. A comparison with a recently proposed state of the 
art BLCMV algorithm is also performed. 
This paper is organized as the following; Section II 
provides a detailed description of the system notations and the 
beamforming microphone configuration that are used 
throughout this paper. Section III provides a revision of the 
previously proposed BLCMV and some detailed information 
about the beamforming algorithm proposed in this work. 
Section IV explains the performance metrics used in this work. 
Section V provides the experimental setup and the simulation 
results of the algorithms under the two types of directivity 
vectors mismatches.  
II. SYSTEM NOTATIONS AND REFERENCE BEAMFORMING 
PROCESS 
A. System notations 
Binaural hearing aid units with two microphones arrays of M/2 
microphones at each ear, i.e., M microphones in total, and ideal 
binaural wireless links between the units (no jitter, delay, etc.) 
are considered. A Short Time Fourier Transform (STFT) is used 
in order to represent the input signals in the Time-Frequency 
(T-F) domain. The input noisy microphone signals in the T-F 
domain can be written as in (1), where the microphone signals 
are transmitted from one side to the other side through the 
binaural wireless links: 
 
( , ) ( , ) ( , ) ( , ), , ,y f t x f t v f t n f tm in m in m in m    (1) 
where m is the microphone index 
1,..., / 2, / 2 1,...,
left side right side
m M M M  . The front left (FL) microphone 
has index  m=1, and the front right (FR) microphone has index 
m= M/2+1. These microphones are the reference microphone 
for the left-side beamformer and the right-side beamformer, 
respectively. ,in mx , ,in mv , and ,in mn  at the mth microphone are the 
input target speaker, the sum of directional interferer speakers, 
and the diffuse-like background noise components, 
respectively.  f  is the frequency index and t is the time (frame) 
index. 
By stacking the input microphone signals in M dimensional 
vectors, the input signals for the left and right microphones can 
be written as in (2):    
  
( , ) ( , ) ( , ) ( , )f t f t f t f t  y x v n   (2). 
where, 1 2( , ) [ ( , ), ( , ),..., ( , )]
T
Mf t y f t y f t y f t y     
,1 ,2 ,( , ) [ ( , ), ( , ),..., ( , )]
T
in in in Mf t x f t x f t x f t x   
,1 ,2 ,( , ) [ ( , ), ( , ),..., ( , )]
T
in in in Mf t v f t v f t v f t v  
,1 ,2 ,( , ) [ ( , ), ( , ),..., ( , )]
T
in in in Mf t n f t n f t n f t n  
 
Assuming that xs  is a target source signal in the far field 
coming from angle xT ,  and vs  is an interferer source signal in 
the far field coming from angle vT , the target component and 
the sum of the directional interferer components at the 
microphones can be written in term of the directivity vectors 
( , )f Td  as in  (3) and  (4), respectively: 
 
( , ) ( , ) ( , )x xf t f s f tT x d    (3) 
1
( , ) ( , ) ( , )
i i
N
v v
i
f t f s f tT
 
 ¦v d    (4). 
The vector 1( , ) [ ( , ),..., ( , )]x x M xf d f d fT T T d  is the target 
directivity vector, which is the frequency response between the 
far field target source and each microphone. The vector 
1( , ) [ ( , ),..., ( , )]i i iv v M vf d f d fT T T d  is the interference 
directivity vector for source 
iv
s , which is the frequency 
response between the far field interference source 
iv
s  and each 
microphone. N is the number of the directional interferers in the 
acoustic scenario considered. In hearing aids, the directivity 
vectors include the head shadow effect and other head/ear 
related effects (e.g., pinnae filtering), therefore Head-Related 
Transfer Functions (HRTFs) will be used for the directivity 
vectors in the beamformer designs.   
The input target signal at the reference microphone can be 
defined as in (5): 
 
( , ) ( , ) ( , )ref ref x xx f t d f s f tT    (5) 
 
where ( , )refx f t  is the input target component at the reference 
microphone. If the reference microphone is the FL, then 
,1( , ) ( , )ref inx f t x f t . If the reference microphone is the FR, 
then , /2 1( , ) ( , )ref in Mx f t x f t . ( , )ref xd f T  is the target 
directivity vector (or HRTF) at the reference microphone. If the 
reference microphone is the FL, then ,( , ) ( , )ref x ref l xd f d fT T , 
and if the reference microphone is the FR, then 
,( , ) ( , )ref x ref r xd f d fT T . 
The correlation matrix for the target component can be 
defined as in (6): 
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The superscript H refers to “Hermitian” which is the 
complex conjugate transpose, and the superscript “*” refers to 
the complex conjugate.  Similarly, the correlation matrix of the 
sum of directional interferer components can be defined as in  
(7) and  (8). 
 
1 1
2
1
( ) { ( , ) ( , )}
{ ( , ) ( , ) ( , ) ( , ) }
( , ) ( , ) {| ( , ) | }
i i i i
i i i
H
v
HN N
v v v v
i i
N
H
v v v
i
f E f t f t
E f s f t f s f t
f f E s f t
T T
T T
  
 
 
§ · ¨ ¸© ¹
§ · ¨ ¸© ¹
¦ ¦
¦
R v v
d d
d d
  (7)  
 
Let
1
[ ( , ),...., ( , )]
Nv v
f fT T B d d , 2{| ( , ) | }
i iv v
P E s f t  , and  
1
([ ,..., ]
Nv v v
diag P P/  , we then have:  
 
( ) Hv vf  /R B B    (8). 
 
The correlation matrix of the diffuse-like background noise 
component is defined as in (9): 
 
( ) { ( , ) ( , )}Hn f E f t f t R n n   (9). 
 
Assuming that the target component, the sum of directional 
interferer components, and the diffuse-like background noise 
component are uncorrelated, the correlation matrix of the input 
noisy signals can be written as in (10): 
 
( ) ( ) ( ) ( )y x v nf f f f  R R R R                (10). 
B. Beamformer microphone configuration 
In this work, a binaural hearing aid with two microphones on 
each side of the head is used as illustrated in Fig. 1. We take 
advantage of the availability of two bidirectional binaural 
wireless links to transmit two microphone signals from each 
side to the other side. Thus, the beamformer on each side will 
have direct access to four microphone signals. We will refer to 
this design as the 2+2 microphone configuration. 
The binaural beamformers are used to process the input 
noisy signals as in (11) and (12) to generate the left and right 
beamformer outputs ( , )lz f t  and ( , )rz f t , respectively. The 
binaural beamformer on the left side aims to extract the target 
signal as received at the FL microphone (i.e., using the FL 
microphone as a reference). The binaural beamformer on the 
right side aims to extract the target signal as received at the FR 
microphone (i.e., using the FR microphone as a reference).
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Fig. 1: 2+2 microphone configuration (dotted lines represent signals 
transmitted through a wireless link)  
 
( , ) ( , ) ( , )Hl lz f t f t f t w y               (11) 
( , ) ( , ) ( , )Hr rz f t f t f t w y   (12) 
 
The left and right beamforming coefficients lw and rw are 
computed with the FL and FR reference microphone, 
respectively.  
III. BINAURAL BEAMFORMING ALGORITHM  
In this section, we first review the BLCMV. Then, we will 
provide a detailed description of our proposed algorithm. The 
main objective of our proposed beamformer is to design a 
binaural beamformer that is robust to the directivity vector 
mismatch (from an error in the estimated target direction of 
arrival and from reverberation), with a good trade-off between 
noise reduction, target distortion, and binaural cues 
preservation for all components in the acoustic scene, i.e., for 
the diffuse-like background noise as well as the directional 
interferers, in addition to the target speaker.   
 
A. Binaural LCMV (BLCMV) 
The BLCMV [13], [14]  is a general  form of the BMVDR [6], 
where both of these beamformers are based on the constrained 
minimization of the beamformer output power. However, the 
BLCMV is derived under multiple linear constraints including 
a unity constraint in the target signal direction, which is also 
used in the BMVDR. In the BLCMV, having multiple 
constraints means that small gains can be specified in directions 
corresponding to interferer sources. The left and right 
beamformer coefficients can be derived by the following 
constrained minimizations in (13) and (14), respectively. For 
simplicity, the f and t index are omitted here. 
 
min ( )     subject to   Cl
H H
y l l l w w R w w g  (13)
min ( )     subject to   Cr
H H
y r r r w w R w w g   (14) 
The constraint matrix C includes the directivity vectors 
(HRTFs) of each constraint direction, i.e., 
1
[ ( , ), ( , ),..., ( , )]
kx v vf f fT T T C d d d .  The left gain vector  
  
is 
1, , ,
[ ( , ), ( , ),..., ( , )]
kl ref l x ref l v ref l vd f d f d f9 T K T K T g  
and the right gain vector is 
1, , ,
[ ( , ), ( , ),..., ( , )]
kr ref r x ref r v ref r vd f d f d f9 T K T K T g . 
The scalars 9  and  K   should be in the range between 0 and 1. 
In order to guarantee the near distortionless response of the 
target,  9  should be close to 1. The value of  K  controls the 
trade-off between the noise reduction and the binaural cues 
preservation for the directional interferers. The number of 
constraints k available for the interferers depends on the number 
of available microphones, such that 1 1k M d   . In this 
work, as the 2+2 microphone configuration is used, 2k d  . In 
other words, the BLCMV [13], [14] can (partially) preserve the 
binaural cues for only two directional interferers when the 2+2 
microphone configuration is used. 
Using the complex Lagrangian multiplier to solve the 
constrained optimization problems in (13) and (14), the left and 
right binaural beamformer coefficients lw  and rw  are as in 
(15) and (16), respectively:  
 
1 1 1( )          Hl y y l
   w R C C R C g  (15) 
1 1 1( )Hr y y r
   w R C C R C g    (16). 
 
Note that some level of diagonal loading may be required 
in practice, to regularize the matrix inversions. Different 
alternatives have previously been introduced for the BLCMV 
[14]. In (15) and (16), the most practical alternative is to use the 
noisy microphone signals correlation matrix yR , thus, there is 
then no need for a target voice activity detector (VAD) to 
estimate the noise components correlation matrices vR  and nR
. The two other suggested alternatives in [14] are using either 
the directional interferers correlation matrix vR  or the 
background diffuse-like noise correlation matrix nR . Using 
vR  or nR  in the beamformer coefficients computation will 
increase the robustness to mismatch between the estimated 
target directivity vector and the actual target directivity vector. 
With such mismatch, the constraint equation for the target 
source is no longer exactly met, and the use of vR  or nR  would 
not lead to some distortion/attenuation of the target component 
power in the output signal which can occur if yR is used (since 
yR  includes the target component). However, estimating vR  
and nR is often a difficult task in non-stationary multiple talkers 
conditions, so it is not as realistic as using yR . 
B. The Proposed Beamforming Algorithm 
There is a need to develop a binaural beamforming algorithm 
robust to different sources of propagation model mismatch and 
providing a good tradeoff of noise reduction and preservation 
of the acoustic scene binaural cues. In order to achieve this goal, 
a robust BLCMV that does not require estimates of the 
interferer DOAs is introduced. The robust BLCMV requires an 
estimate of the target DOA but the true target DOA can be 
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Fig. 2: The robust BLCMV with CCMBB post processor (dotted lines 
represent signals transmitted through a wireless link) 
within +10 degrees of the estimated or assumed target DOA, 
which is a realistic condition. To preserve the binaural cues of 
the interferers and background diffuse noise, after the robust 
BLCMV a post processor that does not depend on additional 
directivity vectors information will be used. This post processor 
is a modified version of the Coherence based Classification and 
Mixing Binaural Beamforming (CCMBB) proposed in [21] .  
  
1) Robust BLCMV 
Aiming to design a binaural beamformer that provides no 
suppression for sources from angles within a small angular 
region around the estimated target direction, the Robust 
BLCMV is introduced. This beamformer provides a good level 
of noise suppression for the sources outside the small angular 
region around the target direction, and it shows robustness to 
small deviations from the expected target source DOA. In this 
design, we assume that the true target DOA will vary within 
+10 degrees of the estimated target DOA. The actual estimation 
of the target DOA is not considered in this paper. 
In order to design a binaural BLCMV that does not distort 
a target within +10 degrees from the estimated target direction, 
two constraints with unity gains in the middle of the target zone 
are used. For example, if the estimated target direction is at 0 
degrees, the beamformer assumes that the target can be 
anywhere between -10 to 10 degrees, and two unity constraints 
in the middle of each side of the estimated target zone are used 
(at +5 degrees). The constraints of the Robust BLCMV are as 
described in (17) and (18), with the beamformer coefficients 
computed as in (15) and (16): 
 
, ,
C      [ ( , ), ( , )]
                      [ ( , ), ( , )]
H
l l x x
l ref l x ref l x
f f
d f d f
T T
T T
  ' '
 ' '
w g C d d
g
 (17) 
, ,
C      [ ( , ), ( , )]
                      [ ( , ), ( , )]
H
r r x x
r ref r x ref r x
f f
d f d f
T T
T T
  ' '
 ' '
w g C d d
g
  (18) 
where, xT r '  are the unity constraints direction in the middle 
of the assumed target zone.  The gain values used in lg  and rg
ensure that the beamformer output for a source from DOA xT
will have the same level at the beamformer output as the level 
found at the input reference microphone, which we refer to as a 
“unit gain” (the gain is relative to the input reference 
microphone level).  
In terms of a beamforming beampattern, this robust 
beamformer is designed to have a slightly wider beam in the 
direction of the target, so that it does not depend on knowing 
exactly the direction of the target, i.e., it will be robust to target 
DOA mismatch. This design, moreover, will not be affected by 
interferers DOA mismatch, as it does not require any 
assumption of the interferers directions.  
 
2) Post processor using modified Coherence-based 
Classification and Mixing Binaural Beamforming (CCMBB)  
In order to have better binaural cues preservations of the 
Robust BLCMV for diffuse-like background noise and for 
directional interferers, a post processor based on classification, 
selection, and mixing of binaural signals at each time-frequency 
(T-F) bin is used as shown in Fig. 2. The complex coherence is 
used as classification criterion, as it gives the ability to exploit 
two classification decisions: one for  the magnitude and one for 
the phase [21], [23]. The complex coherence is computed using 
two pairs of binaural signals. The first pair of signals is the 
binaural beamformer outputs, ( , )lz f t  and ( , )rz f t , with a good 
level of noise reduction. However, this pair does not have good 
preservation of the binaural cues for the diffuse-like 
background noise and for the directional interferers. In this 
work, the second pair of signals is the front microphone noisy 
signals, ( , )ly f t  and ( , )ry f t , that fully preserve the binaural 
cues for all acoustic scene components. Alternatively, binaural 
signals with intermediate levels of noise reduction but with 
binaural cues preserved such as binaural outputs from the 
common gain approach in [25] could be used, at the cost of 
increased complexity. The left complex coherence , ( , )l ly zC f t  
and right complex coherence , ( , )r ry zC f t  are computed as in  
(19) and (20), respectively: 
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where, ,l ly y* , ,r ry y* , ,l lz z* and ,r rz z*  are local estimates of auto-
PSDs for the microphone noisy signal and the binaural 
beamformer output on the two sides, and ,l ly z*  and ,r ry z*  are 
local estimates of the cross-PSD between the front microphone 
noisy signal and the binaural beamformer output on the two 
sides. 
In this work, we modify the previously proposed 
classification, selection, and mixing of binaural signals based 
on the complex coherence [23], in order to have a simpler 
selection and mixing algorithm, while achieving as much SNR-
gain as possible with a good level of binaural cues preservation. 
We will refer to the post processing algorithm as the Coherence-
based Classification and Mixing for Binaural Beamforming 
(CCMBB).  
For the CCMBB in this work, at high frequency components 
above 1500 Hz, the phase of the beamformer output is 
considered as the final output phase (no mixing, no 
classification), since the phase information does not have a 
significant role in preserving the binaural cues for those 
frequency components, especially in terms of ILD. This choice 
allows to achieve better noise reduction. For the low frequency 
components below 1500 Hz, when the phase of the complex 
coherence is higher than a threshold value, this indicates that 
there is a significant error in the IPD if the beamformer output 
phase is used as the final output phase. Therefore, the phase of 
the signal with cues preserved (noisy signal at reference 
microphone) is used if the coherence phase is above a specific 
threshold value, and the phase of the beamformer output is used 
if the coherence phase is below a threshold, as shown in (21) 
and (22): 
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 (22). 
 
The threshold value is based on the maximum IPD error π 
and is a tunable parameter μ (0<μ<1). By using a small value 
of μ, more emphasis is put on the phase of the signal that 
preserves the cues, in other words, only a small error in the IPD 
is allowed. A value of μ = 0.1 has been found to provide good 
results in our simulations. 
Unlike in our previous work [23], in this work the 
magnitude of the complex coherence at each T-F bin is used as 
a classifier only for the high frequency components (>1500 Hz). 
For the low frequency components (< 1500 Hz), the magnitude 
of the beamformer output will be used as the final magnitude 
output (no mixing, no classification). This modification has 
been introduced since the magnitude at low frequencies does 
not play an important role in preserving the binaural cues, 
especially in terms of ILD. In addition, only using the 
magnitude of the beamformer output for the low frequency 
components helps maximizing the noise reduction abilities of 
the proposed algorithm.  
For the high frequency components, at each T-F bin a 
magnitude classification and mixing will be done as the 
following. If the magnitude of the complex coherence is higher 
than a threshold value, this normally indicates a relatively 
strong local similarity between the beamformer output and the 
signal with cues preserved. In other words, it often means that 
no significant noise reduction has been achieved by the 
beamformer output at this T-F bin. Therefore, mixing can then 
include a significant proportion of the signal with cues 
preserved, since the beamformer output often does not produce 
significantly more noise reduction, locally.  At the opposite, if 
the magnitude of the complex coherence is lower than a 
threshold value, this is an indication that the beamforming 
output likely often differs from the signal with cues preserved, 
locally. Thus, the beamforming output often includes more 
noise reduction, and mixing can then put more emphasis on the 
beamformer output to achieve better noise reduction. Equations 
(23) and (24) show the detailed classification and mixing 
method for the left and the right side, respectively, for the high 
frequencies (>1500 Hz) . In this work, α is tuned to 0.7.  
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The threshold values ( )lT f  and ( )rT f  are computed by 
taking the mean magnitude of the complex coherence over a 
time window of 200 ms at each frequency bin, as in (25) and 
(26), where t1 is the beginning of the time window and tn is the 
end of the time window: 
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By using the CCMBB algorithm as a post processor for the 
proposed robust BLCMV, a binaural output mixture with 
reduced noise and mostly preserved binaural cues can be 
produced. We will refer to this beamforming algorithm as 
“Robust BLCMV with CCMBB”. Since the Robust BLCMV 
with CCMBB does not depend on the directivity vectors 
(HRTFs) of the interferers, it will be robust to any kind of 
mismatches that are generated from the interferer directivity 
vectors, as will be shown in simulation results.  
IV. PERFORMANCE MEASUREMENT  
To evaluate the performance of the proposed algorithm and 
a benchmark state of the art BLCMV algorithm, several 
objective metrics are used. To measure the ability of the 
binaural beamformers to preserve the binaural cues, the 
interaural information between the left and right side signals is 
required. Formally, the Interaural Transfer Function (ITF) is 
defined as the ratio of a directional source component between 
the left and the right ear. For simplicity, the ITF, ILD and IPD 
metrics below are developed for the case of a single source, 
more specifically a single interferer source. In the case of 
several interferers, in this work we apply the same equations to 
an equivalent interferer signal which consists of the sum of all 
interferer signals. All the performance measurements in this 
section are frequency dependent metrics, however, the 
frequency index f is omitted for simplicity.  The input ITF for 
an interferer component can be computed at the frontal 
(reference) microphones as in (27), where 
, ,ref r ref lv v
*  and 
, ,ref l ref lv v
*  are respectively the cross-PSD between the front left 
and front right reference microphones and the auto-PSD of the 
interferer component at the front left reference microphone:  
 
,
,
, , , ,
, , , ,
,
,
,
,
,
( )
( )
( )
( )
ref r
ref l
ref l ref l ref r ref l
ref l ref l ref l ref l
ref r v
in v
ref l v
ref l r v v v v v
ref l r v
v v v v
v d
ITF E
v d
d
d
T
T
TT oo
­ ½° °  ® ¾° °¯ ¿
* *   * *
   (27). 
 
Since the components 
, ,ref r ref lv v
*  and 
, ,ref l ref lv v
*  are elements of 
vR , (27) can also be rewritten as in (28), where 
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Similarly, the ITF between the left and right beamformer 
outputs is described by (29):  
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The errors in the cues preservation measurements Interaural 
Level Difference (ILD) and  Interaural Phase Difference (IPD) 
are defined as in (30) to (35):  
 
2
, ,10 log10in v in vILD ITF    (30) 
2
, ,10 log10out v out vILD ITF   (31) 
, ,v out v in vILD ILD ILD'      (32) 
, ,in v in vIPD ITF     (33) 
, ,out v out vIPD ITF    (34) 
, ,v out v in vIPD IPD IPD'      (35). 
 
In order to preserve the spatial impression of the diffuse-like 
noise, the Magnitude Squared Coherence (MSC) of the binaural 
diffuse-like noise components also has to be preserved. The 
MSC between the reference microphones can be computed as 
in (36): 
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, , , ,
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n in
n n n v
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Equation (36) can also be written in terms of nR  as the 
following:  
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Similarly, the MSC between the left and right binaural 
outputs can be computed as in (38): 
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The MSC error is then as in (39): 
 
, ,n n out n inMSC MSC MSC'      (39). 
 
In this work, the ILD is computed for the frequency 
components above 1500 Hz, and the IPD is computed for the 
frequency components below 1500 Hz. 
To measure the noise reduction of the beamforming 
process, the well-known Signal to Noise Ratio gain (SNR-gain) 
measurement can be computed on each side, providing the 
difference in dB between the SNR at the beamformer output 
and the SNR at the input reference microphone. To measure the 
target distortion on each side after processing, two 
measurements can be used: the target Speech Distortion Ratio 
(SDR) and the Speech Distortion Magnitude-only distance 
(SDmag). We define a target distortion or error signal distortionx  
as the difference between the aligned target component at the 
output microphone outx (left or right) and the target component 
at the reference microphone signal refx ( left or right). The SDR 
is then computed by taking the ratio of the auto-PSD of the 
target component at the reference microphone ,ref refx x*  to the 
auto-PSD of the target distortion signal ,distortion distortionx x* , as in (40)
: 
,
,
10log( )ref ref
distortion distortion
x x
x x
SDR
* *    (40). 
The SDmag is computed by taking the absolute distance (in 
dB) between the auto-PSD ,ref refx x*  of the target component at 
reference microphone ,ref refx x*   and the auto-PSD of the target 
component in the beamforming output ,out outx x* , as in (41): 
 
, ,|10log 10log |ref ref out outx x x xSDmag  *  *   (41). 
The “phase inversion technique” [26] has been used to 
separate the individual components (target, directional noise, 
diffuse-like noise) from the output signals for the performance 
metrics computations.  
V. SYSTEM EVALUATION 
A. Experimental Setup 
Head Related Transfer Functions (HRTFs) measured from 
a KEMAR mannequin wearing two binaural Behind-The-Ear 
(BTE) hearing aids are used for the simulations. The HRTFs 
were provided by a hearing aid manufacturer. There were two 
sets of HRTFs: HRTFs from an anechoic environment, and 
HRTFs from a mildly reverberant environment. For our 
simulations, the reverberant directional signals (target, 
interferers) are generated using the reverberant HRTFs. 
Beamformer designs are always performed using the anechoic 
HRTFs, and these HRTFs are also used for the simulations with 
anechoic directional signals (target, interferers). The diffuse-
like background noise recordings were also provided by a 
hearing aid manufacturer, recorded from 2-microphones BTE 
hearing aid units on the same KEMAR mannequin. The audio 
signals are sampled at 24 kHz. A Short Time Fourier Transform 
(STFT) is used to decompose the signals in the time-frequency 
domain, with a FFT size of 256 using a Hann window with 50% 
overlap between consecutive windows. The generated noisy 
mixtures of signals have a length of 10 sec.    
 
B. Simulation results  
In this section, the performance of our proposed algorithm 
“Robust LCMV with CCMBB” is evaluated and compared with 
a benchmark BLCMV [13],[14].  The evaluation is based on 
four criteria. First, the noise reduction abilities over all 
frequencies (SNR-gain). Second, the target distortion-less 
response over all frequencies, with the SDR metric (a higher 
value represents a lower distortion) and the SDmag metric (a 
lower value represents a lower distortion). Third, the 
preservation abilities of the spatial impression of the diffuse-
like background noise, by using the MSC error metric over all 
frequencies. Fourth, the binaural cues preservations abilities of 
the directional interferers, by using the IPD error metric for 
frequency components lower than 1500 Hz and ILD error 
metric for frequency components higher than 1500 Hz.  
Two sources of propagation model mismatch are 
evaluated. The first source of mismatch is generated from the 
difference between the estimated and the true direction of 
arrivals for the directional sources, i.e., target and directional 
interferers. We will refer to this type of mismatch as DOA 
mismatch. DOA mismatch is generated in practice from 
inaccurate or non-ideal estimation of the source directions. The 
second type of mismatch is between the reverberant HRTFs 
used to generate reverberant signals at the microphones and the 
anechoic HRTFs used in all the beamformer designs. We will 
refer to this 2nd type of mismatch as HRTFs mismatch.  
 
+10 
degrees 
-10 
degrees 
+5 degrees -5 degrees 0 degree 
:Constraint with ƞ gain  
:Constraint with unity gain  
90 
degrees 
225 degrees 
(or -135 
degrees) 
(a) (b)
Target zone 
 
Fig. 3: The constraints directions for (a)  proposed Robust BLCMV, (b) 
benchmark BLCMV  
 
We consider the case where the estimated target DOA is at 
0 degrees (for both our proposed Robust BLCMV with 
CCMBB and for the benchmark BLMCV) and the estimated 
interferers DOAs are at 225 degrees and 90 degrees (estimates 
required for the benchmark BLMCV only). As our proposed 
beamformer design assumes that the true target DOA is within  
+ 10 degrees of the estimated target DOA, two unity constraints 
are positioned in the middle of the estimated target zone at + 5 
degrees, as Fig. 3 (a) illustrates. On the other hand, the 
benchmark BLMCV  will use three constraints: at 0 degree with 
gain ζ=1,  and at 225 and 90 degrees with a gain ƞ set to 0.2 (as 
recommended in [14] and shown in Fig. 3 (b)). For simulations 
with a non-frontal target, for example with a target speaker at 
90 degrees, two unity constraints are positioned in the middle 
of the estimated target zone, i.e., at  + 5 degrees deviation from 
the assumed target direction, while the benchmark BLMCV 
again uses a unity constraint in the estimated target direction, 
and two constraints of gain ƞ at the estimated interferer 
directions.  
 
1) Anechoic signals and DOA mismatch  
In this section, we study the effect of the DOA mismatch 
for the target speaker as well as for the directional interferers. 
We first evaluate the performance of the algorithms in an 
anechoic environment, using speech sources generated by 
anechoic HRTFs, in order to remove the other source of 
mismatch generated from the reverberation, i.e., HRTF 
mismatch.  
To begin, the case where the target is truly at 0 degrees and 
the interferers are truly at 90 and 225 degrees is considered. For 
the benchmark BLCMV, this is an ideal case with no DOA 
mismatch at all, while for the Robust BLCMV with CCMBB, 
there is some DOA mismatch between the constraints set at + 5 
degrees and the true target DOA. The target and the interferers 
all have the same level (i.e., rms value at a reference 
microphone), and the diffuse noise level is set to 5 dB below 
the directional sources level. The resulting SNR-gain 
performance metric in the first plot of Fig. 4 illustrates the better 
performance of the benchmark BLCMV under this scenario 
which is ideal for it. This is mostly because the proposed Robust  
 
 
Fig. 4: Performance in terms of SNR-gain, SDR, SDmag and MSC-
error, under acoustic scenario with no DOA mismatch and no HRTF 
mismatch  
BLCMV with CCMBB has one less degrees of freedom 
available to attenuate interferers and noise by positioning nulls 
in a beampattern, since it uses two constraints for the target 
beam instead of only one constraint. The proposed Robust 
BLCMV with CCMBB also does not have an exact unit 
constraint at 0 degrees (true target DOA), unlike the benchmark 
BLCMV. Nevertheless, both the benchmark BLCMV and our 
proposed algorithm generate an output with significant SNR 
gain and low target distortion, as shown by the SDR and SDmag 
plots of Fig. 4. The SNR-gain, SDR and SDmag plots in  Fig. 4  
are shown for the “better ear” (the side where the input SNR is 
higher), which is the left ear in this case. Fig. 4 also clearly 
illustrates the effect of adding the CCMBB to preserve the 
spatial impression of the diffuse-like background noise, as 
measured with the MSC error metric. The CCMBB post-
processing could also be added to the benchmark BLCMV 
method (not shown here). 
Assuming an exact prior knowledge of the true DOA of the 
target as well as true DOAs of the directional interferers is 
typically impractical. Therefore, cases with 5 and 10 degrees of 
DOA mismatch are tested, using two acoustic scenarios: the 
first scenario has a target at 5 degrees, interferers at 230 and 95 
degrees, and diffuse-like noise, and the second scenario has a 
target at 10 degrees, interferers at 235 and 100 degrees, and 
diffuse-like noise (with the same levels as earlier). The resulting 
measurements in terms of SNR-gain, SDR and SDmag in Fig. 
5 and Fig.6 illustrate that the Robust BLCMV with CCMBB 
provides significantly better results in this case, especially for 
high frequencies, i.e., above 1000 Hz in case of 10 degrees 
DOA mismatch and above 2000 Hz in case of 5 degrees DOA 
mismatch. The post-processing CCMBB method again 
provides significant improvements in terms of diffuse-noise 
MSC error. 
 
 
Fig. 5: Performance in terms of SNR-gain, SDR, SDmag and MSC-error  , 
under acoustic scenario with 5 degrees DOA mismatch and no HRTF mismatch 
 
Fig.6: Performance in terms of SNR-gain, SDR, SDmag and MSC-error, 
under acoustic scenario with 10 degrees DOA mismatch and no HRTF 
mismatch 
 
These results indicate the robustness of the proposed 
algorithm in the presence of target DOA mismatch. Since our 
proposed algorithm does not assume a prior knowledge of the 
directional interferers DOAs, its performance will not be 
affected with interferers DOA mismatch, unlike the benchmark 
BLCMV. Fig. 7 shows that with 10 degrees DOA mismatch in 
an anechoic environment, the abilities of the BLCMV to 
preserve the binaural cues of the directional interferers 
significantly decrease (i.e., increase in the IPD-error and ILD-
error metrics).  
  
 
Fig. 7: Performance of benchmark BLCMV in terms of IPD-error and ILD-
error under anechoic acoustic scenario, without and with 10 degrees DOA 
mismatch. 
 
Fig. 8: Performance of Robust BLCMV with CCMBB post processor 
under reverberant acoustic scenario (HRTF mismatch), with and without DOA 
mismatch. 
 
Fig. 9: Performance of benchmark BLCMV under reverberant acoustic 
scenario (HRTF mismatch), with and without DOA mismatch 
 
Fig. 10: Performance of benchmark BLCMV in terms of IPD-error and 
ILD-error with and without HRTF mismatch, without DOA mismatch. 
2) Reverberant signals and DOA Mismatch  
In this section, a more realistic evaluation is performed using 
speech signals generated in a reverberant environment. Three 
acoustic scenarios with a target at 0, 5, or 10 degrees, interferers 
at 225 and 90 degrees, 230 and 95 degrees, or 235 and 100 
degrees, and diffuse noise have been generated (with same 
levels as before). The directional signals were generated using 
reverberant HRTFs. The beamformer algorithms assume the 
same target DOA as before: 0 degree (for both algorithms), 90 
and 225 degrees (for benchmark BLCMV only). Therefore, 
these cases include HRTFs mismatch, with and without DOA 
mismatch.  The resulting performance metrics in Fig. 8 shows 
that the proposed Robust BLCMV with CCMBB is not 
sensitive to DOA mismatch (up + 10 degrees) in the reverberant  
 
Fig. 11:  Performance in terms of IPD error and ILD error under a 
reverberant  acoustic scenario (HRTF mismatch), for different levels of 
interferer DOA mismatch. 
 
Fig. 12: Performance in terms of SNR-gain, SDR, SDmag and MSC-error 
under a reverberant acoustic scenario (HRTF mismatch), without DOA  
mismatch 
 
environment. On the other hand, Fig. 9  illustrates the sensitivity 
of the benchmark BLCMV to the DOA mismatch (up + 10 
degrees) in the reverberant environment, i.e., with HRTF 
mismatch. In terms of MSC error, Fig. 9 also shows that the 
benchmark BLCMV is again not able to preserve the spatial 
impression of the diffuse-like background noise, with or 
without DOA mismatch.  
To evaluate the effect of the HRTF mismatch separately, i.e. 
without the effect of DOA mismatch, on the ability of the 
benchmark BLCMV to preserve the binaural cues in terms of 
IPD and ILD, an acoustic scenario is generated with a target at 
0 degree, interferers at 90 and 225 degrees, and diffuse noise 
(same levels as before). Fig. 10 shows that in reverberant 
environments, i.e., with HRTF mismatch, the ability of the 
BLCMV to preserve the binaural cues for the directional 
interferers significantly decreases. In order to evaluate the 
combined effect of the HRTF mismatch and DOA mismatch in 
the preservation of the binaural cues in terms of ILD and IPD, 
five acoustic scenarios are used: acoustic scenarios without 
DOA mismatch, and with 5, 10, 15 and 20 degrees of interferers 
DOA mismatch.  The resulting performance metrics in terms of 
IPD error and ILD error in Fig. 11 show the performance 
improvement of our proposed algorithm over the BLCMV for 
all the tested cases. The average IPD for the frequency 
components lower than 1500 Hz and the average ILD for the 
frequency components higher than 1500 Hz are shown in Fig. 
11. For the case without interferer DOA mismatch, our 
proposed algorithm still outperforms the BLCMV in terms of 
IPD and ILD, because of the use of CCMBB post-processing. 
Fig. 11 also shows that our proposed Robust BLCMV with 
CCMBB is not affected by the increase in the interferer DOA 
mismatch combined with HRTF mismatch.   
Further study of the HRTF mismatch effect is done under an 
acoustic scenario with a lateral target at 90 degrees, where the 
effect of the target HRTF mismatch is more significant than for 
a frontal target case. Interferers at 225 and 315 degrees as well 
as diffuse noise are used (with same levels as before). The 
directional signals are generated using reverberant HRTFs, 
  
creating HRTF mismatch. In this case the beamformer 
algorithms know the value of the exact target DOA at 90 degree 
(for both algorithms), and the exact value of the interferers 
DOAs at 225 and 315 degrees (for benchmark BLCMV only). 
Fig. 12 illustrates the improved performance of the proposed 
Robust BLCMV with CCMBB over the benchmark BLCMV in 
terms of noise reduction, speech distortion, and preservation of 
the spatial impression of the background noise for this scenario 
with HRTF mismatch. 
  
VI. CONCLUSION 
This work presented a robust binaural beamforming 
algorithm with a good trade-off between noise reduction and 
binaural cues preservation of all acoustic components. It is 
robust to errors of 10 degrees in the estimated target DOA and 
to other mismatches found in the propagation model of the 
target (HRTF mismatch). The proposed robust beamformer 
does not require prior knowledge of the propagation model for 
the directional interferers or second order statistics estimation 
of the noise-only or interferers-only components. Combined 
with CCMBB post-processing, the resulting proposed Robust 
BLCMV with CCMBB has the ability to preserve the binaural 
cues not only for the directional interfering sources, but also for 
the diffuse-like background noise (and of course for the target 
source as well, as with all algorithms producing low target 
distortion).  
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