This paper proposes a new approach and algorithm for the similarity measure of video clips. The similarity is mainly based on two bipartite graph matching algorithms: maximum matching (MM) and optimal matching (OM). MM is able to rapidly filter irrelevant video clips, while OM is capable of ranking the similarity of clips according to the visual and granularity factors. Based on MM and OM, a hierarchical video retrieval framework is constructed for the approximate matching of video clips. To allow the matching between a query and a long video, an online clip segmentation algorithm is also proposed to rapidly locate candidate clips for similarity measure. The validity of the retrieval framework is theoretically proved and empirically verified on a video database of 21 hours.
INTRODUCTION
Due to the drastic advances in multimedia and Internet applications, the effective techniques for video retrieval and summarization are increasingly demanded. One critical component in these techniques is the similarity measure of visual information. While the issues in shot-based similarity have been intensively addressed for retrieval, clustering and summarization, clip-based similarity remains a difficult problem that has not yet been fully exploited. In this paper, we propose a hierarchical framework based on the bipartite graph matching algorithms for the similarity filtering and ranking of video clips.
A shot is a series of frames with continuous camera motion, while a clip is a series of shots that are coherent from the narrative point of view. A clip usually conveys one meaningful event. Shot-based retrieval is useful for tasks like the detection of known objects and certain kinds of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. videos like sports. For most general videos, retrieval based on a single shot, may not be practical since a shot itself is only a part of an event and does not convey full story. For most casual users, query-by-clip is definitely more concise and convenient than query-by-shot.
Existing approaches in clip-based retrieval include [1-9, 12, 16, 17] . Some researches focus on the rapid identification of similar clips [2, 3, 5, 7, 12] , while the others focus on the similarity ranking of videos clips [1, 4, 6, 8, 9, 16, 17] . In [2, 3, 7] , fast algorithms are proposed by deriving signatures to represent the clip contents. The signatures are basically the summaries or global statistics of low-level features in clips. The similarity of clips depends on the distance between signatures. The global signatures are suitable for matching clips with almost identical content but little changes due to compression, formatting, minor editing in spatial or temporal domain. One successful example is the high accuracy and speed in retrieving commercial clips from large video databases [7] .
In [1, 4, 6, 8, 9, 17] , clip-based retrieval is built upon the shot-based retrieval. Besides relying on shot similarity, clip similarity is also dependent on the inter-relationship such as the temporal order, granularity and interference among shots. In [4, 6] , shots in two clips are matched by preserving their temporal order. These approaches may not be appropriate since shots in different clips tend to appear in various orders due to editing effects. Even a commercial video, several editions are normally available with various shot order and duration.
One sophisticated approach for clip retrieval is proposed in [9, 17] where different factors including temporal order, granularity and interference are taken into account. Granularity models the degree of one-to-one shot matching between two clips, while interference models the percentage of unmatched shots. A cluster-based algorithm is employed to match similar shots. The aim of clustering is to find a cut (or threshold) that can maximize the centroid distance of similar and dissimilar shots. The cut value is used to decide whether two shots should be matched. A slightly similar approach to [9, 17] is [8] . A threshold value is predefined to determine the matching of shots. Two measures, re-sequence and correspondence, are used to assess the similarity of clips. The correspondence measure can partially evaluate the degree of granularity.
Most approaches [2, 3, 4, 6, 8, 9, 16, 17] assume video clips are pre-segmented and always available for matching. As a result, the matching and ranking of multiple similar instances in a long recorded video is not supported. In addition, most algorithms [1, 2, 3, 4, 5, 6, 8, 9, 16, 17] does not incorporate the capability of filtering irrelevant clips prior to similarity ranking. The retrieval speed could be seriously affected particularly for large video database.
In this paper, we propose a hierarchical retrieval framework focusing mainly on the similarity ranking of video clips. Our proposed similarity measure is in line with [9, 17] , but with the capabilities of clip filtering and online segmentation. Instead of adopting cluster-based algorithm as in [9, 17] , we formulate the problem of shot matching as a bipartite graph matching in two stages. In the first stage, the candidate clips are located and segmented from videos while the irrelevant clips are rapidly filtered. In the second stage, the detailed similarity ranking is conducted by considering the quality of matching determined jointly by the granularity, temporal order and interference factors. The major contributions of our approach are as follows.
• Matching and filtering. We adopt two bipartite graph matching algorithms, namely maximum matching (MM) and optimal matching (OM), for the matching of shots in clips. Both algorithms are constrained under oneto-one mapping. MM, by computing the maximum cardinality of matching, is capable of rapidly filtering irrelevant clips. OM, by optimizing the total weight of matching, is able to rank relevant clips based on the similarity of visual and granularity. MM and OM can thus form a hierarchical framework for filtering and retrieval. By the definitions of MM and OM [10, 18] , the validity of the hierarchical framework can be justified by showing that MM will never filter clips that are considered similar by OM.
• Similarity ranking. The clip similarity is jointly determined by visual, granularity, order and interference factors. While visual and granularity are measured by OM, temporal order similarity is evaluated effectively by the dynamic programming. The measure of interference is based on the output of OM.
• Online segmentation. The segmentation of videos into clips is implicitly tailored to the content of a query clip. Given a query and a video, a bipartite graph is constructed by many-to-many mapping. The mapping usually results in the following properties: Some shots in the video are densely matched along the temporal dimension, while most shots are sparsely matched or unmatched. Our algorithm will automatically locate the dense regions as potential candidate clips.
The remaining of this paper is organized as follows. Section 2 describes the preprocessing steps including the shot boundary detection and shot similarity measure. Section 3 presents the proposed clip-based similarity measure by MM and OM. Section 4 justifies the validity of the hierarchical video retrieval framework formed by MM and OM. The algorithm for online video clip segmentation is also presented. Section 5 presents the experimental results.
VIDEO PREPROCESSING
The preprocessing includes shot boundary detection, keyframe representation and shot similarity measure. We adopt the detector in [13] for the partitioning of videos into shots.
Motion based analysis in [14] is then employed to select and construct keyframes for each shot. For instance, a sequence with pan is represented by a panoramic keyframe, while a sequence with zoom is represented by two frames before and after the zoom.
Let the keyframes of a shot si be {ri1, ri2, . . .}, the similarity between two shots is defined as 
CLIP-BASED SIMILARITY
The similarity is mainly based on maximum matching (MM) and optimal matching (OM). Both MM and OM are classical matching algorithms in graph theory [10, 18] . MM computes the maximum cardinality matching in an unweighted bipartite graph, while OM optimizes the maximum weight matching in a weighted bipartite graph.
Notation
For the ease of understanding, we use the following notations in the remaining paper:
• Let X = {x1, x2, . . . , xp} as a query clip with p shots and xi represents a shot in X.
• Let Y k = {y1, y2, . . . , yq} as the k th video clip with q shots in a video Y and yj is a shot in Y k .
•
For an unweighted graph, ωij = {0, 1} and 1 represents there is an edge (or a match) from shot xi to shot yj . For a weighted graph, ωij represents the shot similarity between xi and yj .
Video Clip Filtering by MM
Given X and Y k , an unweighted bipartite graph G k is formed by
The function Sim is based on Eqn(1). A threshold 1 T is set to determine whether there is an edge from xi to yj. Since a clip is composed of a series of shots with same semantic, the color content of shots are usually inter-correlated and similar. Because of this self-similarity property, one shot in X can usually match multiple shots in Y k . As a consequence, the mapping of shots in G k is usually the many-to-many relationship. To maximize the matching of shots between X and Y k under the one-to-one mapping constraint, MM is used due to its effectiveness and efficiency. The output of MM is a bipartite graph GMM with each xi matches with at most one yj and vice versa. Based on the number of edges in GMM , we can rapidly filter dissimilar video clips while retain only potentially relevant clips for the detailed similarity ranking. In general, if only few shots in X can match Y k , Y k should be considered as dissimilar to the query clip X. In our case, we define two clips as dissimilar if
, where |M | is the number of edges in GMM and |X| = p is the number of shots in a query clip.
We employ maximum cardinality matching algorithm (Kuhn algorithm) for the implementation of MM [18] . The details are given in Figure 1 . The computational complexity of MM is O(nm), where n = p + q is the number of vertices (shots) and m is the number of edges in G k . 
Video Clip Ranking

Optimal Matching (OM)
Based on a weighted bipartite graph G k formed by applying T as in Eqn (2), OM is employed to maximize the total weights of matching under the one-to-one mapping constraint. The output of OM is a weighted bipartite graph GOM where one shot in X can match with at most one shot in Y k and vice versa. The similarity of X and Y k is assessed based on the total weight in GOM as follows
where the similarity is normalized by the number of shots p in the query clip X. The implementation of OM is based on Kuhn-Munkres algorithm [18] . The details are given in Figure 2 . The running time of OM is O(n 4 ) where n = p + q is the total number of vertices in G k .
Dynamic Programming (DP)
Given a bipartite graph GOM computed by OM, the similarity of two clips based on the temporal order of shot matching can be formulated by DP. Denote C as a cost matrix indicating the number of shot pairs that are matched along 1. Start with the initial label of l(x i ) = max j {ω ij } and l(y j ) = 0, where i, j = 1, 2, . . . , t and t = max{p, q}. 
goto step 5. Otherwise, goto step 8. 8. There exists an augmenting path P from x i to y j .
Set M ← M ⊕ E(P ) and goto step 3. the temporal order, we have
where M is the optimal matching. The running time of Eqn (4) is O(pq), where p and q are respectively the number of shots in X and Y k . The similarity between two clips based on the temporal order is defined as
Interference Factor (IF)
Interference factor counts the number of unmatched shots in GOM , i.e., p + q − 2 × |M |. The similarity between two clips based on IF is
Since the values of |M |, p and q are known, SimIF (X, Y k ) can be computed in O(1) time.
Clip Similarity
Given X and Y k , the similarity is measured jointly by the degree of granularity (and visual similarity), temporal order of matching and interference factor as follows
where i αi = 1 are the weights of different similarity measures. The value of αi controls the ranking of similar video clips. In most video retrieval related tasks, the degree of granularity and visual similarity which reflect respectively the number and proximity of matching shots, should carry more weight than temporal order and interference factor.
Thus, we set αOM > αDP = αIF (αOM = 0.4, αDP = αIF = 0.3) in our experiments. These values can also be set based on user preference.
VIDEO RETRIEVAL
The retrieval of video clip can be conducted by the similarity measure based on OM, DP and IF. However, since the total complexity is O ((p + q) 4 ) + O(pq) + O(1) for each comparison, the algorithm is inefficient particularly in a large video database. The properties of MM and OM, nevertheless, allow us to effectively set up a hierarchical framework for efficient retrieval. Since the complexity of MM is O ((p + q)m) , it can be employed to rapidly filter irrelevant video clips. The combination of OM+DP+IF has higher time complexity but is more effective in similarity measure. They can serve to rank only a few clips retained by MM.
Hierarchical Framework
To construct the hierarchical framework, we need to show that MM will not filter any video clip that will not be filtered by OM as well. In other words, if R1 and R2 are the sets of similar clips retained by MM and OM respectively, then R2 ⊆ R1. If the claim is correct, the hierarchical framework is not only efficient but also as effective as using OM, DP and IF alone. The claim can be proved based on the definition of MM and OM in graph theory as follows. 
where
is the sum of similarity in M and ωij is the similarity between shot i and shot j.
Theorem 1. Let |MM| as the number of edges by maximum matching (MM) and |OM | as the number of edges by optimal matching (OM). Then
|MM| ≥ |OM | (10)
Proof. By Eqn (8) 2 In setting the hierarchical framework, λ is a parameter that controls the number of clips to be retained for OM. If the value of λ is large, the response time of a query will be slow. In our implementation, the λ is set to 2 as mentioned in Section 3.2.
Video Clip Segmentation
In a video database, clips are not always available for retrieval. While shots boundaries can be readily located and indexed, clips boundaries are relatively harder to be obtained since the detection of boundaries usually involves a certain degree of semantic understanding. The decomposition of videos into semantic clips is, in general, a hard problem. In this paper, instead of explicitly locating the boundaries of clips prior to video retrieval, we propose an implicit approach that exploits the inherent matching relationship between a given query and videos for online clip segmentation.
Given a query clip X and a video Y (usually |Y| |X|), a bipartite graph is constructed by matching the shots in X to the shots in Y by Eqn(2). The mapping is many-to-many relationship, i.e., a shot can map to multiple shots in Y as long as they are considered similar based on the definition in Eqn(2). Denote ζj = {0, 1} to indicate whether a shot j in Y is matched by a shot in X. The mapping usually forms a number of dense and sparse clusters (with ζj = 1 represents a match) along the one dimensional space of ζ. The dense clusters indicate the presence of potentially similar video clips in Y with the query clip, while the sparse clusters can probably mean the noisy matching.
One straightforward way of implicit clip segmentation is to extract the dense clusters directly from the 1D ζ space. To do this, we need two parameters (ρ, ϑ) where ρ specifies how to extract a cluster while ϑ specifies how to filter sparse clusters. The algorithm is formulated as follows. We check the distance d between all adjacent shots with ζj = 1. All the adjacent shots with d ≤ ρ are grouped in one cluster. In other words, the shot at the boundary of a cluster has at least ρ + 1 consecutive unmatched shots with other clusters. Once the clusters Y k={0,1,...} are extracted, we filter those clusters whose |Y k | < ϑ.
In the experiments, we set ρ = 2 and ϑ = |X| 2
. A large value of ρ can cause under-segmentation, while a small value of ρ can cause over-segmentation of video clips. The value of ρ is not easy to set, however, when ρ = {2, 3, 4, 5}, the setting mostly yield satisfactory results for our database of approximately 21 hours' videos and 20, 000 shots. The value of ϑ is set based on λ described in Theorem 2. Since λ = 2, any clip with |Y k | < |X| 2 can never satisfy |MM| ≥ p λ and thus should not be considered.
A major advantage of our approach is that the segmentation is always tailored to the content of a query clip. Only those clips related to query will be segmented for retrieval. However, an implicitly segmented video clip may not be a precise scene or story since its boundary may contain shots from other clips and, furthermore, the clip itself could probably be composed of more than one clip due to under- 
EXPERIMENTS
To evaluate the performance of the proposed hierarchical framework, we set up a database that consists of approximately 1, 272 minutes (more than 21 hours) of videos. The genres of videos include news, sports, commercials, movies and documentaries collected from different TV stations. In total, there are 19, 929 shots.
We compare our approach with Liu's approach in [9] . The major difference between these two approaches are summarized in Table 1 . In [9] , a clustering based algorithm is used to decide the matching of shots in two clips. The aim of the algorithm is to cluster the pairwise similarities of shots into two groups which correspond to the matched and unmatched shots. This is achieved by maximizing the centroid distance between two groups. Based on the matched shots, the temporal order, speed (duration difference), disturbance (number of unmatched shots) and congregation (number of one-to-one mapping) are computed for similarity measure. In our approach, the matching of shots and the degree of congregation are measured directly by OM. Dynamic programming is employed to measure the temporal order of two sequences. In [9] , this value is measured by calculating the percentage of matching shots that are in reverse order. Our interference factor is same as disturbance, and we do not use speed since duration is not a critical factor in reflecting similarity particularly when the unmatched shots are available.
Liu's approach [9] assumes that the video clips are presegmented and always available for retrieval. As a result, we manually segment the 21 hours' videos into clips, and in total, there are 1288 segmented video clips in our database. In the experiment, while the results of [9] is based on the retrieval of manually segmented video clips, our approach adopts the online automatic segmentation described in Section 4.2 for retrieval. All the relevant video clips in the database are manually judged and grouped by human subjects. We experiment various types of query for performance evaluation. These queries include clips from commercials, news and sports videos. We compare the performance of both approaches in term of clip filtering and clip ranking capabilities.
Video Clip Filtering
We use precision and recall to measure the performance. The recall and precision are defined as follows: Precision = Number of relevant clips being retained Number of clips being retained Recall = Number of relevant clips being retained Number of relevant clips
In [9] , no mechanism is proposed for the filtering of irrelevant clips. During the implementation, we set an optimized threshold for this purpose. We systematically try different threshold values and select the one which gives the best overall recall and precision in our database as the threshold. Table 2 shows the experimental results of both approaches. In total, 50 queries are used for testing. The average number of shots in each query is 15.5, while the average number of relevant clips is 4.4. The commercial retrieval is relatively easy since the visual content of the relevant commercial clips is usually similar and the major differences are in temporal order and duration due to different shot composition. Both approaches achieve high recall, but our approach gets better precision. Compared with commercial clips, the effective retrieval of news and sport video clips is harder because different newscasts tend to report a same event with different camera shootings and editions. In addition, more shots will generally be included for a clip reported in a news program of longer duration. The details of news and sport queries are listed in tables 3 and 4. Experimental results indicate that our proposed approach is, in overall, superior to Liu's approach in term of recall and precision, particularly in the retrieval of news and sports video clips collected from different TV channels. By manually investigating the retrieval results, we find that the superiority of our approach is mainly due to: 1) effectiveness of online clip segmentation in removing the sparse clusters of clips from graph matching; 2) capability of MM in filtering large amount of irrelevant clips; 3) capability of OM and DP in clip ranking. Figures 3 and 4 show the retrieval results of news query #2 and sport query #4 respectively (due to the limitation of space, we do not show all the shots). Compared with commercial clips, the effective retrieval of news and sport clips is difficult since a same event is usually reported in different profiles, editions and camera shooting as shown in figures 3 and 4. Despite the difficulties, the proposed retrieval framework is still able to filter, match and then rank the relevant clips with reasonably good accuracy.
Video Clip Ranking
In this experiment, because our aim is to compare the ranking capability of both approaches, the MM is excluded from testing. We use AR (average recall) and ANMRR (average normalized modified retrieval rank) [11] for performance evaluation. The values of AR and ANMRR range from [0, 1] . A high value of AR denotes the superior ability in retrieving relevant clips, while a low value of ANMRR indicates the high retrieval rate with relevant clips ranked at the top. Table 5 summarizes the experimental results while tables 6 and 7 shows the details of news and sport retrieval. We use same set of queries (in total 50) as in Table 2 for testing. For the retrieval of commercial clips, both approaches attain almost perfect AR and ANMRR. This implies that all relevant clips are retrieved and ranked at top. For the retrieval of news and sport events, our approach is constantly better than Liu's approach. By tracing the details of experimental results, we found that the cluster-based and temporal order algorithms used in Liu's approach can not always give satisfactory results. In contrast, the proposed clip-based similarity can rank at least half of the relevant clips at the top C(q) of the retrieved clips 2 . Even though the retrieved clips by our approach are online segmented, the boundaries of most clips are precisely located. Only very few over or under-segmentation of clips happen in our test queries. On a Pentium-M 1.5GHz machine with 512M memory, the average retrieval time for a query by using OM+DP+IF is approximately 1.639 seconds. If MM+OM+DP+IF is used, the average retrieval time is 0.971 seconds. Although the MM and OM are not linear time algorithm, they are still very efficient even in large database since the online segmentation (linear time algorithm) has removed large portions of video segments from consideration before MM and OM matching. 
CONCLUSIONS
We have presented the proposed algorithm for clip-based similarity measure. A hierarchical video retrieval framework have also been described and experimented. Encouraging results have been obtained through the performance evaluation in a databases with 21 hours of video. Experimental results suggest that the proposed MM is effective in filtering irrelevant clips, while OM is capable of effectively retrieving and clustering video clips of same event. The proposed retrieval matching mechanism is not only suitable for identical matching (e.g., commercial clips), but also approximate matching (e.g., news and sports). Although the current clipbased similarity measure considers only color features, other features such as motion and audio can also be incorporated. Currently, the implementation of MM and OM is based on Kuhn and Kuhn-Munkres algorithms which require O(nm) and O(n 4 ) respectively, where n and m are the number of shots and matching edges. Faster versions of MM and OM algorithms exists [15] , for instance, MM can run in O( √ nm)
and OM can run in O(n(m + n log n)). In future, both algorithms will be incorporated in our framework for more efficient retrieval. 
