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ABSTRACT 
This thesis describes the installation of a network for all of the 
final test stations at the Industrial Systems Division of Texas 
Instruments in Johnson City, Tennessee. Once the network was installed, 
the project focused on the automatic collection of the test parameters 
for a centrallized database. The database was used to generate statis­
tical data to determine if the manufacturing process were in control. 
I f  the process were not in control, then appropriate action was taken to 
prevent the particular unit from being tested. This provided a accurate 
and real-time analysis of how the manufacturing process was performing. 
Also, the automatic collection provided a means of studying how the 
manufacturing process performed over a period of time. 
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INTRODUCTION 
Previously, production test stations at the Industrial Systems 
Division (ISO) of Texas Instruments in Johnson City, TN used TI990 
microcomputers. These stations were satellite systems that had no capa­
bility of being connected. New test stations at ISO use the Texas 
Instruments Business System 674 (BS674) which enables the use of the 
Distributed Network Operating System. The BS674 also supports an EI990 
card which, coupled with the Distributed Network I/0 support software, 
provides interconnectivity among all the test stations and to the main 
development system. 
A database of the test results was built to aid in manufacturing 
efficiency. Before a database can be built, the pertinent data has to 
be determined. This helps to keep traffic down on the network and 
increase the efficiency of the network. The utilization of the database 
requires that the data from each test station be organized into a 
standard, logical format. The collection scheme for the data must be 
flexible enough to handle additional test stations and new products. 
There is a need to determine where the data is to be stored, on each 
test station (distributively) or on the main development 
(centrally). This one decision affects the performance of the 
due to the amount of traffic each scheme puts on the network. 
system 
network 
Database management is a key part to any database. A study must 
be conducted to determine how long the data is to be retained. This 
the length of time affects where the data is stored since storage on 
2 
main system is more costly. An effective plan must be developed to 
manage the database. 
The intent of this paper is to explain the steps that were neces-
sary to achieve the 
each major decision 
economic constraints 
goals stated above. An explanation is given for 
whether it be optimization of the network or 
placed on the project. The concluding remarks 
suggest alternative steps and the possible ramifications of those steps. 
The author of this thesis was solely responsible for the design and 
implementation of the collection and analysis of the test results. The 
different phases of the test stations has evolved over time with many 
different individuals, including the author, having input into the 
development. 
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CHAPTER I 
H I STORY OF TEST STATIONS AT JOHNSON C I TY 
A test station consists of the fixture and associated instrumenta­
tion used to test a particular product. The test station is controlled 
by a test computer. Test stations at ISO have evolved in four distinct 
phases. Each phase of the test stations represents an updating of tech­
nology in software and hardware. The first phase consisted of individ­
ual stations of dedicated hardware. The station was designed with 
specific hardware to meet the application at hand. Most of the stations 
were controlled by some sort of assembly language. These stations 
usually performed tests on a system level. This sometimes made it 
difficult to troubleshoot units under test (UUT). As the product base 
became more extensive, development and maintenance of these test 
stations became more expensive. 
Phase two of the test stations and computers came about when a new 
test strategy was developed for ISO. This test strategy meant that 
standardization of test stations could take place. The stations were to 
be flexible enough to handle different products with different require­
ments. These requirements led to the selection of the Texas Instruments 
990/10 as the test computer. This selection allowed a high level 
language to become the controlling language. Pascal was selected as the 
controlling language because of the structured nature of the language. 
The new test computer controlled two test stations at once as shown in 
Figure 1. 
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Figure 1. Phase Two Test Station Configuration 
This test station consisted of instrumentation to allow better testing 
of UUTs. This instrumentation was interfaced with the test station via 
an I EEE-488 bus. A software package was developed to allow easier 
interfacing of the test software to the instrumentation. This software 
package was nicknamed DXTEST. DXTEST consisted of I EEE-488 interface 
routines and device service routines written in a general format. The 
990/10 allowed for the test software to be broken up into distinct 
layers to enable only the pertinent routines to be in memory at any 
given time. This was necessary since the 990/10 had a maximum hardware 
address limitation of 64 kilobytes. DXTEST became layer one of a three 
layer link of test software. The second layer consisted of software 
5 
handlers that were overlaid into memory depending on what mode of oper­
ation was desired to execute the test software. For instance, if the 
user wanted to enter a debugging mode, then the debug manager was 
loaded. If  a final test mode were desired, then a final test manager 
was loaded. Each manager had differences that enabled or prevented the 
user from using the test in different ways. Each manager would then 
load into memory each test routine (layer three) that was desired in 
that particular mode as they were needed. As shown in Figure 1, the 
test computer had to have a way to interface with the UUT. A test 
fixture was made that could be connected to the test station. This 
fixture allowed direct access to the UUT by the test computer. Each 
test fixture was a unique piece of equipment that had to be modified or 
totally redone when a new UUT was to be added to the test station. 
From the above description, it is not to difficult to see that 
phase two of the test stations still was not optimum. First, having 
three overlays in memory meant that items were in memory at times when 
they were not needed. Since the 990/10 has a 64k address limitation, 
the total length of all three layers had to be no longer than 64 kilo­
bytes. The longest routine in each layer was used to set the length for 
that layer. This restriction also prevented long test routines from 
being written since layer one and two were always loaded in memory prior 
to the loading of layer three. Previously, the sequence of the test 
routines had to be coded into layer one. This problem was investigated 
and some new approaches were taken to help alleviate the problem. One 
solution was to make the calling sequence of the test routines table-
6 
driven and read from the disk when needed. This helped to eliminate the 
layer one managers and reduced the overlays from three to two, which 
helped to simplify linking of the test routines. 
The test fixtures were also determined to be an area where optimi­
zation could occur. The long cables for the fixtures easily became a 
problem when placed into a manufacturing environment. Routing of the 
cables around work areas to avoid becoming a safety hazard put strict 
requirements on the placement of the test fixtures and test stations. 
Also, these cables were subject to noise being injected from the other 
equipment that was being used around the station. The fixtures needed 
to be more flexible to enable easier installation of new products to the 
test station. 
handle all 
This was not only a desired feature, but was necessary to 
the new products that were being designed at I SO. The 
solution to all of these problems came when the test fixture was reduced 
to a test head built for each individual product as shown in Figure 2. 
Use of individual test heads eliminated the need for cabling away 
from the test station and allowed different products to use the same 
station by simply changing test heads. With this new flexibility, usage 
of each test station was optimized to help reduce the number of new 
computers that would have to be purchased in the future. This required 
that the instrumentation on each station be the same to allow each set 
of software to be placed on any station. 
the older stations to bring them up 
New equipment was installed on 
to the standards of the newer 
stations and to help to standardize all of the test stations at I SO. 
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Figure 2. Test Stations with Test Heads 
Phase four of the development of the test stations at I SO now was 
ready to be implemented. Phase four became necessary when Texas 
Instruments announced the elimination of the T I  990/10 computer from 
production. This meant that these computers would not only become hard 
to obtain but the maintenance cost on them would start to climb as T I 1 s 
support declined. A new search was taken on to determine what computer 
was to replace the T I  990/10. Several requirements were placed on this 
new computer. First, the computer had to be completely software compat­
ible with all the old test routines and DXTEST. This became the number 
one concern since many man-years had been spent producing this code and 
recoding was obviously too expensive. Since a new computer was being 
considered, upgrades to the old system were also considered. The new 
system had to have a faster disk drive to help speed up operation of the 
8 
test stations. Another feature that was desired was that of a network. 
Since I SO had already started installing an Ethernet network between 
development systems, Ethernet was the appropriate choice. This automat­
ically meant that the test stations would have access to the development 
systems when installed. With these requirements in place, the search 
resulted in the selection of the Texas Instruments Business System 674 
(BS674). 
The BS674 comes with a forty-three megabyte Winchester and an 
eighteen megabyte cartridge tape backup system. A card with one mega­
byte of RAM is installed in the system to help partitioned tasks run 
with less rolling in and out of memory, thereby decreasing the test 
time. The system can also be purchased with an Ethernet network 
interface card to allow hookup to the site network. This provides a 
means for software to be loaded into the system directly from the devel­
opment system instead of copying to a disk and transporting the software 
by hand. Having this available to the test engineers allows them to 
have more time to debug and make corrections to their test routines 
during the time a test station is available. Along with the network 
several software upgrades were made to the system when the BS674 was 
purchased. A Distributed Network Operating System (DNOS) was installed 
on the computer. This is the same operating system that the development 
systems use, which helps to reduce the amount of training of a new 
engineer. Also DNOS is a much more user-friendly operating system than 
used in the 990/10 and more capabilities are available. An upgrade in 
9 
the Pascal that was being executed on the test station was implemented. 
This upgrade resulted in the test station having all of the latest 
software. Another software package that was added to the test stations 
was the Distributed Network Input Output (DNIO). Again, this is the 
same package that the development system uses and minimizes the inter­
face of the test station to the development system by the network. This 
package is responsible for the data formatting layer that is necessary 
in an Ethernet network. 
10 
CHAPTER I I 
ETHERNET: NETWORK CHARACTER I ST I CS 
Local area network (LAN) has become more of a marketing buzzword 
than a defined technology. If  a computer does not have some kind of LAN 
available to the customer, then the system is considered out-of-date. 
The LAN market is almost overcrowded with companies offering their own 
type of network. Many companies have hidden their LAN in packages of 
office automation. Each LAN is in some way unique in the features that 
are offered, but there are basically three different types of networks. 
The first type is a processing network that provides execution of user 
tasks. This type of network is most familiar in a distributed process 
environment. The second type of network is a communication network 
which is intended to link random devices that are to be shared by 
different users or equipment. The third type of network is a 
11standardized 11 network. This type of network fully discloses the 
physical and data link layers to encourage freedom to attach to the 
1 
network. 
The different layers refer to the International Standards 
Organization (I SO) reference model for Open Systems I nterconnection 
(OSI) . This is an approach to standardize networks into manageable, 
self-contained, functional slices. The I SO OSI model contains seven 
1 
John M. Davidson, 11 Local Network Technologies for the Office, '1 
Ungerman-Bass, I nc. Net/One Technical Papers Series Paper Number 2 
Publication No. 830- 10639-A, April 1981, p. 2. 
layers that were set up on the following principles: 
1) 
2) 
3) 
4) 
5) 
Each layer should be created when a different 
layer of abstraction is needed. 
Each layer should perform a well defined 
function. 
The function of the layer is chosen toward 
designing international standardized protocols. 
Boundaries are chosen to minimize the 
information flow across the interface. 
The number of layers should be large enough so 
that distinct functions are not thrown together 
out of necessity and yet small enough to allow 
2 
easy handling. 
1 1  
Each system that is connected onto the network will have a corre­
sponding layer that is in use from the model. The first layer is called 
the physical layer and is concerned with physically transmitting raw 
data bits. The second layer, the data link layer, translates the raw 
data bits to a single line. The network or third layer controls subnets 
and formulates information for packets. The third layer also determines 
what route the packet will take and is concerned with end-to-end data 
integrity and quality of service. Connection between users is called a 
session, which is what the fifth layer provides. The sixth layer is the 
presentation layer that performs functions that are requested frequently 
enough to warrant finding a general solution. The seventh and final 
layer is the application layer and is up to the user to provide a 
3 
program that is specific to the problem that is being dealt with. 
Andrew S. Tanenbaum, Com uter Networks, (Englewood Cliffs, New 
Jersey: Prentice-Hall, Inc. , 1981 , p. 15. 
Tanenbaum, p. 15. 
12 
Ethernet conforms to the I SO OSI model that was just described. 
Ethernet is a specification that was jointly developed by Xerox 
Corporation, Intel Corporation, and Digital Equipment Corporation. 
Ethernet was named for the historical ether through which electro-
magnetic radiations were alleged to propagate. The Ethernet network, 
along with other networks, provides a means to establish a circuit 
between two end users. These circuits are known as virtual circuits and 
replace the physical circuit that would probably have existed prior to 
the network. Virtual circuits are a logical implementation of the 
physical circuit through software. There are several advantages of 
virtual circuits verses physical circuits. First, the virtual circuit 
allows several users to share common equipment that once had to be 
dedicated. Second and more important, the virtual circuit 11allow (s) 
for resolution of speed mismatch between the data-generating and data-
5 
consuming end points. 11 Virtual circuits are established by commands 
from interactive terminals or programs. This form of connection is 
session oriented and exists only as long as the session is active. 
Another type of connection is called a bound circuit which is created at 
system initialization. A bound circuit is permanent until the system is 
re-initialized and the circuit is removed. The final method of 
establishing a circuit is by the network administrator and is done as 
need arises. A virtual circuit can be disconnected voluntarily when 
Robert M. Metcalfe and David R. Boggs, "Ethernet: Distributed 
Packet Switching for Local Computer Networks," CACM, Vol. 19, No. 7, 
July 1976, p. 396. 
John M. Davidson, " Interconnection Services of Net/One, 11 Net/One 
Technical Papers Series Paper Number 1, Ungermann- Bass, Inc. Publication 
No. 8310638-A, p. 2. 
13 
either end decides to disconnect, involuntarily by the network adminis-
6 
trator, or involuntarily when the connection becomes inoperative. 
Network devices can be in any state but are basically considered 
free or available for connection, or in a connected state. Other states 
that the device may be in include active, or undefined for a number of 
reasons such as in a self-diagnostic state. A connection is defined by 
the following statement: 
(a) connection is considered established when 
both end points of the connection know each 
other 1 s complete address and some relevant 
demultiplexing information needed by the data 
carrying processes. This demultiplexing 
information includes 11socket numbers 11 which help 
7 
identify the participants in a connection. 
Connection-oriented protocols help to provide services of the transport 
layer of the I SO OSI model. 
Disconnection can be done on a per-session basis to allow different 
sequences from different devices. Disconnection can be by a command 
that has been set aside and can consist of one to four characters. When 
one end decides to disconnect, the device on the other end must be told 
that a disconnection is going to take place. Disconnection takes place 
when a network interface unit (NIU) on either end disappears. When both 
John M. Davidson, 11 Interconnection Services of Net/One Technical 
Papers Series Paper Number 1, Ungermann- Bass Inc. Publication No. 
83 1063-A, pp. 2-3. 
John M. Davidson, 11 Connection-Oriented Protocols of Net/One, 11 
Net/One Technical Papers Series Paper Number 3, Ungermann-Bass, Inc. 
Publication No. 830-10735-A, p. 6. 
14 
8 
NIUs are functional again, permanent circuits will be reestablished. A 
timeout of a message means that either there is no active NIU with the 
address specified, the message was lost in transit, or all subsequent 
responses were lost in transit. When a timeout occurs, the message is 
repeated some number of times to determine if the message has been 
9 
lost. 
An Ethernet network interface is a bit-serial protocol that is 
connected through an interface cable to a transceiver. Sharing of the 
network is controlled in such a way that it is not only possible but 
probable that two or more stations will attempt to transmit a packet at 
roughly the same time. Packets that overlay on the network are said to 
collide. When packets collide, they are retransmitted after some dynam-
ically chosen random time. As more stations are added and therefore 
more packets are transmitted, the rate of collisions will increase. 
Ethernet controllers are built to adjust the mean retransmission 
interval in proportion to the frequency of collisions. There are five 
10 
methods to help prevent the loss of a packet. First there is carrier 
detection. Packets are encoded to ensure that a transition will occur 
in each bit cell. Transceivers can hear the packets, which are known as 
carriers, as they pass. When a station is ready to transmit a packet, 
the transceiver listens for a carrier to ensure that another packet is 
8 
John M. Davidson, 11Interconnection Services of Net/One, 11 Net/One 
Technical Papers Series Paper Number 1, Ungermann-Bass Inc. Publication 
No. 830-10638-A, p. 4. 
9 
John M. Davidson, 11 Connection-Oriented Protocols of Net/One, 11 
Net/One Technical Paper Series Paper Number 3, Ungermann- Bass 
Publication No. 830- 10735-A, p. 3. 
10 
Robert M. Metcalfe and David R. Boggs, pp. 396-397. 
15 
not passing by the station. With carrier detection, collisions should 
only occur when two or more stations find no passing packet and begin to 
11 
transmit simultaneously. The encoding scheme used to ensure that a 
transition does occur is called Manchester-encoding and is shown in 
Figure 3. 
� l ftf IZLI. 4 l 11.T C&LL 4 l llf CUL 1 
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Source: "EI990 Ethernet Installation and Operation, " 
Texas Instruments Inc. , Part No. 2234392-9701, May 1984, 
p. A-3. 
Figure 3. Manchester-Encoded Data Format 
Manchester-encoding translates physically separate clock and data 
signals into a single serial bit stream. Each bit cell is 100 ns long. 
The first half of the bit cell is the complement of the value of the bit 
12 
while the second half is the true value of the bit. 
The second method to help prevent losing a packet is interference 
detection. Interference is determined when a station's transceiver 
notices a difference between the value of the bit it is receiving and 
the value of the bit it is transmitting. The transceiver is capable of 
11 
Robert M. Metcalfe and David R. Boggs, p. 398. 
12 
"EI990 Ethernet Ineterface Installation and Operation," Texas 
Instruments, Part No. 2234392-9701, May 1984, p. A-3. 
16 
listening to the network while it is transmitting, enabling interference 
detection to take place. There are three advantages of interference 
detection. First, a station detecting a collision knows that the packet 
it was transmitting has been damaged and can be retransmitted without 
waiting for a timeout. Second, the period of interference is limited to 
one round trip time of a packet. This is the time that it takes a 
packet to travel from one end of the network and back again. The third 
advantage is that the frequency of detected interferences can be used to 
estimate the amount of traffic on the network. This will allow the 
station to adjust the interval for retransmissions and help to optimize 
channel efficiency. 
The third method is that of packet error detection. The packet is 
transmitted with a checksum attached to the end to allow for detection 
of damaged packets. This checksum usually is in the form of a cyclic 
redundancy check or CRC. There are many different types of CRCs that 
can be generated. The CRC is the last two bytes before the ending flag 
13 
of the packet. 
The fourth method of detecting a lost packet is truncated packet 
filtering. Most collisions result in packets being truncated. This is 
the result of interference detection which stops transmitting the packet 
when the interference is detected. These packets are filtered out in 
14 
hardware to cut down on what the software has to process. 
The fifth method of packet loss prevention is collision consensus 
enforcement. Collision consensus enforcement occurs when the trans-
13 
Robert M. Metcalfe and David R. Boggs, p. 398. 
14 
Robert M. Metcalfe and David R. Boggs, p. 398. 
17 
ceiver detects interference. The transceiver will momentarily jam the 
network to ensure that everyone involved in the collision will detect 
15 
the collision. 
The Ethernet controller is the main part of the hardware section of 
an N I U. The controller is responsible for access control to the network 
for the device being connected to the network. The controller also 
performs serial to parallel conversions and vice versa. The controller 
is responsible for recognizing the station address on incoming messages 
and discarding those that are not meant for the station. It is also 
part of the network that is responsible for detecting collisions and 
calculating the back off time that is required when a collision is 
detected. The checksum or CRC is calculated when the data is in the 
serial format and then added or removed from the end of the packet. 
Since the controller checks the CRC, it is also responsible for 
reporting any errors that are detected. Reporting the status of the 
transmitting and receiving frames helps to determine the efficiency of 
16 
the network and is handled by the controller. The Ethernet controller 
and the encoder/decoder handle the data link and physical layers, which 
correspond to the first and second layer of the seven layers of the OSI 
model. Controllers use a carrier sense multiple access scheme using 
collision detection (CSMA/CD). The multiple access refers to the 
controller being able to transmit and receive simultaneously. 
15 
Robert M. Metcalfe and David R. Boggs, p. 398. 
16 
"E I99O Ethernet Interface Installation and Operation," p. 1-13. 
18 
The seven layer ISO model has two layers that are implemented by 
hardware and the other five layers implemented by software. The two 
layers that are implemented by hardware are the physical and data link 
layers. The software is either in system software or in user applica­
tion software. Each layer is a distinct entity and can be separated to 
17 
allow ease of user-specific applications. 
The BS674 has a plug-in card, which is called the Ethernet 
Interface 990 (EI990) card, to provide an Ethernet network connection to 
the computer. This card represents the controller of the network for 
the BS674. The E I990 operates along with Texas Instrument's Distributed 
Network Input/Output (DNIO) Release 2.0 or later and the Distributed 
Network Operating System (DNOS) Release 1.2.1 or later. This basically 
completes the ISO OSI model up to the seventh or application layer. 
DNIO provides the device service routine for the E I990. This allows 
communication to the Ethernet network and also allows communication in 
packet switching networks. The packet switching networks must conform 
to the Consultative Committee on International Telephone and Telegraph 
18 
(CC I TT) recommendation X.25. The functional block diagram in Figure 
4 shows the different sections of the controller that are needed to 
provide network access. 
17 
Cary D. Wyman, Arvind Agrawal, and John M. Davidson, "Placing 
User Code Inside Net/One, " Net/One Technical Papers Series Paper Number 
4, Ungermann- Bass Publication No. 830-11117-A, p. 2. 
18 
"E I990 Ethernet Interface Installation and Operation, " p. 1-11. 
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Figure 4. E I99O Functional Block Diagram 
One block shown in the diagram is a TI L I NE (Texas Instrument Line) for 
control access to and from the BS674. T I L I NE is a high-speed, bidirec­
tional, 16 bit data bus with associated address and control lines. 
TI L I NE is responsible for transferring data between high-speed system 
elements. T I L I NE is a chassis position priority scheme where the CPU 
usually has the lowest priority. This allows devices with a need for 
fast data transfers to acquire control of the bus when the need arises 
without having to wait for slow operations by the CPU to be completed. 
The E I99O connection to the network is made to a transceiver that hooks 
19 
onto the Ethernet coaxial cable. Figure 5 shows the format of an 
Ethernet message. 
19 
"E I99O Ethernet Interface Installation and Operation, " pp. 1-3 -
1-6. 
20 
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Figure 5. Ethernet Message Format 
The preamble is a 64-bit synchronizing pattern of alternating ones 
and zeros. The pattern begins with a one and ends with two consecutive 
ones. This is a 5 megahertz signal with center bit transition to ensure 
that the receiving station is synchronized with the incoming data. 
The next six bytes of the message are the destination address of 
the station to receive the message. If  the first bit of the destination 
address is a zero, the remaining bits define a unique address. If  the 
first bit is a one the address is a multicast address for a group of 
stations. I f  the address is all ones, then the message is a broadcast 
message intended for all stations on the network. The next section of 
the message is that of the transmitting station address. This allows 
the receiving station to know what station sent the message and allows 
easy response. 
The type field is the next field in the message and is two bytes 
long. 
field. 
I t  is used to define a high-level protocol used in the data 
This field could to used for different applications but one 
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use could be that of an encryption scheme to help in system security. 
The data field is the next field in the message format and can range 
from 46 to 1500 bytes. The ability to distinguish between good packets 
and collided packets is enhanced with a minimum of 46 bytes of data in 
the data field. The last field of the message format is that of the 
checksum. This is a four byte field that is used to verify that the 
message arrived without errors. The Ethernet packet has a minimum of 
72 bytes and a maximum of 1526 bytes (8 bits per byte). There is a 
minimum spacing between packets of 9. 6 microseconds to ensure all 
stations are ready to receive the next packet and to help prevent 
collisions on the network. The data rate for an Ethernet network is ten 
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million bits per second. 
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CHAPTER III 
DATA TO BE COLLECTED 
Increased productivity and convenience are the most common reasons 
for installing a network in a factory. Cost justification can be 
realized in two basic ways, real dollars and perceived savings. The 
increase in productivity takes place when there is a decrease in 
repetitive procedures, paperwork that is being generated, or time to 
perform a particular task. 
First, let us look at time reduction of tasks. One example of this 
is the connection of satellite stations around the facility to the main 
development system. This allows the development time of new programs to 
be cut drastically. In the case of TI Johnson City, the engineer 
formerly transferred data to a removable platter on the main system then 
carried and installed the platter onto the test station. This resulted 
in wasted time walking from the main system to the test station. Also, 
if the disk drive for the removable platter were in use, then time was 
wasted in waiting for it to become available. With the installation of 
the network, the time to transfer a new program to the test station was 
drastically reduced. Test station time for the engineer is minimal for 
debug since he has to work around production. When time is available 
When time is available the engineer must utilize the time to complete 
the development of new programs. With the network installed, the 
engineer now has the capability to access the main system quickly for 
information and to make corrections to programs when necessary. 
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The second thing we want to look into is that of repetitive tasks 
being cut out or simplified. Let us use as an example the task of 
accessing or transferring data from one system to another. Although one 
main development system has been talked about in this paper so far, 
there are actually five development systems at T I  Johnson City. Two of 
these systems are Digital Equipment Corporation's Vax 785 1 s and the 
other three systems are T I  990/12s. Different projects are developed 
using different development systems, depending on what type of service 
the particular project needs. Test engineers at T I  Johnson City are 
sometimes assigned to different projects at the same time. If  these 
projects are being developed under different development systems, then 
the need arises for the engineer to connect to different systems on a 
common basis. This required the engineer to have different terminals 
available to him or develop the programs and transfer the program to the 
correct system. This later task was time consuming and somewhat risky 
since the connection between systems was not always reliable. The cost 
of two terminals dedicated to one engineer did not prove to be justifi­
able and was not implemented. With the installation of the Ethernet 
network, an Ungermann-Bass Net/One network interface unit was installed. 
This unit enabled a RS-232 device to connect to the network and then to 
any development system that was also on the network. This one applica­
tion solved the problem of having ready access to different systems. 
The third productivity increase comes about because of a reduction 
in paperwork. An example of this would be the collection of test 
results of all the different units that are tested in the factory. 
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This collection of data was necessary to help determine how the factory 
was performing to standards. A method of determining this was by the 
calculation of yields (total units passed divided by the total units 
produced). This had to be generated for each model produced. These 
results were then compared to goals that were empirically established by 
the production engineers. The primary problem with this method was that 
the measurement was done on a lot basis and could not give any real-time 
feedback as to how the process was performing. The quality control 
department then implemented a program to statistically determine if the 
process was in control or not. This involved the test station operator 
keeping track as to whether each unit passed or failed, for each model 
that was tested on the test station. Also, the operator had to manually 
generate a chart on each model that was tested to determine if the unit 
was in statistical control. The chart generated is known as a process 
chart or P-chart. Western Electric Corporation performed a study and 
developed a list of criteria, which can be found in their Statistical 
Quality Control Handbook, for determining when a process is in statisti­
cal control. The result of this study is the P-chart with a set of 
rules to interpret the chart and therefore determine if the process is 
in control. While this did provide real-time feedback to the manufac­
turing process, the amount of paperwork actually increased. The network 
has enabled automatic collection of data necessary to calculate P­
charts. Hence, there has been less paperwork for the operator and more 
accurate charts being produced. 
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There are basically two types of data that can be recorded from a 
test station. First, there is variable data which is usually some type 
of measurement that is performed on the station. For example, an analog 
module has to go through a series of calibration steps. At each step a 
measurement is made of the parameter under question and repeated until 
the calibration process has brought the parameter within an acceptable 
range. This unit can be tracked through the different test sequences 
and a determination made as to whether the unit is capable of holding 
the parameter in question to within acceptable tolerances. Variable 
data is much harder to place inside a database unless the database is 
tailored to suit the specific nature of the data. An example of another 
type of variable data would be that of a status read from the UUT. This 
could take any value within the limits of the status range (ie. a 
sixteen bit word has a range of O to 65, 535). The other type of data 
that can be collected is that of attribute or discrete data. This type 
of data, although it cannot be predicted, exits only in certain defined 
states. The most obvious test parameter in this category is that of the 
pass/fail status of the unit being tested. This project has provided a 
way for variable data to be collected into the database. There will not 
be any immediate processing of this data since the software 
to be tailored to the particular application. The attribute 
would 
data 
need 
that 
has been dealt with is that of the pass/fail status of the unit being 
tested. 
The pass/fail status of the unit is not the only data that needs to 
be collected. The other data will be used to help keep track of the 
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unit that is being tested. With Figure 6 as a reference, we can see 
additional data is needed to determine which equipment is used. 
EXPANSION EXPANSION 
CHASSIS CHASSIS 
NO. l 
Dl5k 
NO. 2 
Dr-lVIIP 
990 
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Figure 6. Test Station Components 
First, the station number of the test computer will need to be 
recorded. This will help to establish the performance of the test 
station over a long period of time by analyzing all the products that 
have been run across the station during a specific time period. The 
next item to be identified is that of the expansion chassis number. At 
the present time, there is not a system that is capable of testing the 
same module on both expansion chassis. This is something that could 
change very rapidly depending upon what the market demand of a 
particular model does. If  the market demand rises to the point that 
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the test capacity is exceeded, then a new expansion chassis would be 
installed on-line. This means that the same unit would be tested on two 
expansion chassis. The ability to determine which expansion chassis 
performed the tests enables some determination into whether the test 
station is malfunctioning or if the process is actually statistically 
out of control. The third item to be collected is that of the family 
name and model number. Each product that is produced at TI  Johnson City 
is associated with a particular family or family of products. The model 
number is actually an extension to the family name. For example, one 
product line is known as 500 Input/Output modules. Each module in the 
family has a unique model number in the family to distinguish it from 
other modules (ie. 500-5101). Figure 7 shows the screen the operator 
uses to enter the model number. The task has been simplified by having 
the operator enter the letter that corresponds to the model desired. 
The model number is not sufficient to distinguish between all units that 
are manufactured since the same model number may be used in different 
family groups. The next item that is needed is that of the serial 
number of the unit being tested. Each unit that is produced has 
associated with it a serial number that is unique. 
Testing at TI  Johnson City occurs in very distinct stages. First, 
the individual boards are tested at a circuit board test. This is a 
test of opens, shorts, and functionality of the individual chips on the 
board. Next, the boards are assembled into systems which may consist 
of several different circuit boards. After being assembled, the boards 
are run across the test station in a mode that is known as pre-burnin 
A. 7 1 1 1  
B .  7 1 12 
C .  7 1 13 
D .  71 1 4  
CERT IF IED 
CERT IF IED  
CERT IF IED 
CERT IF IED  
MODEL LET TER :  
TYPE LETTER FOUND BESIDE DESIRED MODEL 
THEN PRESS RETUR� DR DROP OUT ON F2-CONFIG 
RUN C□NFIG ERROR OPTION RESTART HALT 
F1 F2  F3  F 4 F 5 F 6 
Figure 7. Model Selection Screen 
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which is designated with a 11P. 11 After pre-burnin, the unit is taken to 
burnin where the unit is power and temperature cycled. This is a 
process in electronic manufacturing to age the unit through the infant 
mortality that is experienced in electronics. During burnin, if the 
unit is a microprocessor based unit, self-diagnostics are performed on 
the unit to help catch soft or non-permanent failures. After burnin has 
been successfully completed, the unit is run across the test station in 
final mode designated by an 11F. 11 Pre-burnin and final test are actually 
the same test that is performed on the UUT. The need now arises to 
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distinguish between whether the data is from a pre-burnin test or a 
final test. The designated letters of 1 1 P 11 and 11F 11 respectively are 
stored to allow this designation. Figure 8 shows the screen that the 
operator uses to enter the test mode. The other options available are 
for selftest of the test station, debug of new test routines, repair and 
maintenance, and quality control certification of the test station. 
Except for certification, these modes are not used by the test operator. 
HOST ADAPTER I I / SECONDARY ADAPTERS TEST OPTIONS 
P 1 PRETEST /CAL IBRATE 
Ft  F INAL /CASE TEST  
D i  DEBUG 
S t  SELF TEST 
R: R&M OPT ION  
C ;  CERT IF I CAT ION MODE  
Q ,  QU IT  TEST ING 
TYPE IN OPTION LET TER, THEN PRESS RETURN 
TES T M□DE t  
Figure 8. Selection Screen for Test Mode 
When a unit is tested on a test station, an errorcode is generated 
when the unit fails. This errorcode is used to provide information as 
to what caused the failure . If  a unit passes the test, then this 
errorcode is set to zero. The errorcode is set to some distinguishable 
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code when variable data is being recorded. This allows identification 
of the variable data. Another field of one character is used to 
indicate whether the unit passed or failed. The last items to be stored 
in the database are the date and time that the information was 
recorded. 
A future enhancement of this project will be the collecting and 
analyzing of variable data. This feature has been planned into the 
existing database. A buffer field has been left to allow the collection 
of nonstandard data. Along with the errorcode, which will indicate what 
the data in the buffer indicates, the buffer stores information that can 
be gathered during testing of the unit. This buffer will take on more 
definition as the usage of it becomes more common. 
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CHAPTER I V  
DESI GN OF DATA COLLECTION SCHEME 
Pathname and File Structure 
The design of application software for the data collection has to 
first be performed on a systems level. This project has been defined in 
four phases. While this project is primarily concerned with the first 
phase, preparations have been made in phase one to allow easier imple­
mentation of the other three phases. 
The first phase consists of the development of the several 
different application routines. First, when a unit has been tested on 
the test station, data must be gathered into the correct format. Then 
the data is transmitted to the host and notification to the host takes 
place. The host must be ready to process the data at the moment that 
the data is received. This waiting process is part of the handshaking 
that takes place between the host and the test station. When the host 
has received new data into the database, determination must be made as 
to whether the P-chart should be generated. The criteria for the 
determination will be discussed later in sections where more detail of 
the software is given. I f  the P-chart is to be generated, then the data 
is read into the memory of the host computer. According to the correct 
formulas, the data is processed to determine if it is in statistical 
control. This determination is made based on set rules and is passed 
back to the test station. When generation of the P-chart has finished, 
the data from the P-chart is transmitted to the test station. Along 
with the P-chart that is sent to the test station, flags are sent to the 
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station to indicate whether the process is in control and whether the P­
chart has been generated. The host then informs the test station that 
the data has been sent. When the test station has determined that the 
data has been received , the first task is that of determining whether 
the P-chart has been generated. I f  no chart has been generated, then 
the test proceeds under normal conditions. I f  a chart has been gener­
ated , then the data is read into memory. A scaling routine is used to 
scale the data to fit onto the display screens used on the test 
stations. This data allows the test operator to determine if a trend is 
taking place. This may allow the correction of a problem before the 
process is out of control. I f  the process is out of control , the test 
station informs the operator and disables the testing of the particular 
unit that is being tested. This does not stop testing of other units 
that have not been determined to be out of control. When the unit is 
logged out of testing on the station, a procedure to ensure that a 
manager has determined that it is all right to continue testing has been 
established. This procedure is discussed in detail later in the thesis. 
Phase one primarily focuses on one test station on the manufacturing 
floor. This allows all of the routines to be proven prior to fan out to 
all other test stations. 
The second phase of the project deals with the fan out of the 
collection scheme developed in phase one. The significance of this 
should not be taken lightly. This allows for multiple stations to have 
access to the same database. This has to be accomplished without 
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significant degradation of the throughput efficiency of the network. 
Also included in phase two are some enhancements to the software 
packages. The first enhancement is the interfacing of the database to a 
device that will produce presentation quality graphs. This can be 
accomplished by interfacing the host computer to a Texas Instruments 
Professional Computer (TIPC) with a statistical control software 
package. The database will be formatted into the format that the TIPC 
is expecting. The data will be transmitted when requested via a RS-232 
connection. The request to send data to the TIPC comes from a input 
from a terminal that is hooked up to the host computer. This terminal 
will be polled periodically by the host software package to determine if 
a request has been received. Another enhancement that takes place in 
phase two is the development of a third task on the test stations. The 
test computer has two tasks that previously have been executed. These 
tasks are actually the test routines for each test station that is 
hooked up to the test computer. Under the two-task system, the 
interface to the network has to be included in each task. Under the 
three-task system, the interfacing to the network will be included in 
the third task only. As mentioned previously, the B5674 has a address 
limitation of 64 kilobytes. The development of the third task will help 
to ease this constraint on the two test routines. The third task will 
need be to synchronized with the test routine that calls it to enable 
the passing of information. Also, the synchronizing of the two tasks 
will allow the P-chart to be generated and returned to the test station 
prior to the test routine proceeding to the next step in normal 
operation. 
attribute 
measurement 
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Phase three of the project will be one that turns away from 
data to that of variable data. This will include any type of 
that will be taken on the test station. While the database 
has been structured to allow easy implementation of this phase, no anal­
ysis of this data will take place until phase three is implemented. 
Since each parameter that will be collected in phase three is potenti­
ally completely different, each type of parameter will need to have a 
special software package developed to analyze each specific parameter. 
Phase three will be developed over a period of time as need the arises. 
The most important parameter which needs to be collected will be the 
first to get implemented. 
Phase four is a long range project that will require additional 
funding before implementation can take place. 
in the process of developing a complete 
Presently, the project deals with just 
First, T I  Johnson City is 
factory automation plan. 
the front-end phase of the 
manufacturing process. With the implementation of factory automation, 
tracking of units being produced will be made down to the exact machine 
that the unit is currently on. Since it will be known what the exact 
manufacturing flow is, programs can be downloaded to the appropriate 
systems to allow the appropriate execution to take place. Phase four of 
the project will be to interface the host to the factory network. While 
downloading of programs to the test station will not be necessary, the 
tracking of units being produced could take place. This information 
helps the planners and schedulers to understand how the manufacturing 
process works. This will allow better flow of material on the factory 
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floor and allows purchasing more flexibility in scheduling parts 
deliveries. This phase of the project will involve the attachment of 
the host to the network that the front-end process 
that is planned is TIWAY I .  This is a TI proprietary 
to be installed in harsh environments and to be 
programmable controllers. 
uses. The network 
network designed 
connected to T I's 
The communication between the test station and the host computer 
must be coordinated. When a transmission takes place, the DNIO software 
package handles the interrupt generated by the hardware. This prevents 
the application software from knowing when the test station has passed 
information to the database. Figure 9 shows the handshaking that takes 
place between the host and the test station. 
In step one, the test station formulates the data in preparation 
to transmitting to the database. This occurs after a unit has either 
passed or failed and the test routine has called the network interface 
routine. This program will be known as DATA LOG. Once the data 
to be sent to the database has been packed into the correct format, 
the filename of the particular database will be constructed. The 
structure of this filename will be discussed later. DATA LOG transmits 
the test data to the database on the host. It then writes the pathname 
of the file that the data was stored into on the host to the temporary 
file that corresponds to the test station. The host is polling tempor­
ary files waiting for one to become non-empty. When the host program 
was started, an input file was read that contains a list of test 
stations on the network. The host then creates a temporary file for 
each test station (ie. . T. Tl, . T. T2, etc. ). This file is where the 
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Figure 9. Host-Test Station Handshaking 
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test station will write the pathname of the database that was updated. 
The host polls each of the temporary files that was created on startup 
of the program. When a file becomes non-empty, the host will read the 
pathname of the database from the temporary file and then empty the file 
in preparation for the next polling sequence. The host will use the 
pathname to process the data that was sent by the test station. The 
station starts preparing to receive the information from the host by 
emptying a temporary file on the test station. This file will have the 
pathname of . T. E# which represents a temporary file (. T) with an 
extension representing the expansion chassis of the particular station 
that the test was performed on. The expansion number will be included 
in the file pathname that the host receives from the station and will be 
used to extract the information to know where to write to on the test 
station. When the . T. E# file on the test station becomes non-empty, 
this means that the host has completed processing of the data and has 
transmitted the results to the . T. E#FAMI LY file on the test station. 
The FAM I LY extension indicates the particular family that the unit being 
tested is a member of. The reason that the first file is needed, is 
that when the data is transferred to the . T. E#FAMI LY, no guarantee can 
be made that the entire file has been transmitted before the test 
station reads the file. The host writes to the . T. E# file on the test 
station only when the data from processing has been completely transfer­
red. The station can then read the results of the data processing and 
proceed as directed. 
The file structure of the database is set up to provide maximum 
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information in the filename. The B5674 allows several subdirectories to 
be defined up to a total file pathname length of 45 characters. The key 
in devising the filename is to provide maximum information from non­
varying data. The database was chosen to be located entirely on the 
host computer to provide easy management of the database. Also, this 
will aid in the development of phase four of the project. The interface 
of the TIWAY I network could be interfaced directly to the host where 
the database resides. When a unit is being tested on the test station, 
a new database could be built indicating what units had been and were 
currently running across the test station. The file pathname will 
indicate the test station used and other relevant information. The file 
pathname will look like the following: 
HOST. T#. E#FAMILY. MDNUM 
Each of the components of the pathname has a connection to the unit that 
was tested . First, HOST is a requirement from the file structure of the 
B5674. This is the "station number" of the host computer. The second 
part of the pathname is that of the T# or station number (ie. T2 stands 
for station two) at which the testing occurred. The E# or expansion 
number is actually the test station used. This is the same chassis that 
hooks up to the test computer. This number is recorded in case both 
stations that are on the test computer are used to test the same units. 
This will allow some determination as to whether the station or the 
units are at fault if trouble arises. The next field in the pathname 
indicates the family of which the unit being tested is a member. The 
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next field in the pathname (MD) is that of the mode of testing. The 
recording of which test mode the data is from allows studies to be 
conducted on the units after they have been aged. The final field in 
the pathname is that of the model number of the unit being tested. The 
periods that are mingled through the pathname indicate separation of 
directories. For example, test station T2 may have more than one test 
station connected which will mean that there will be more than one 
directory under the T2 directory. Also for every different family group 
that is tested on a test station, a new directory will be established. 
These features are evident in the following examples. 
T9. T2. E 1500. F5018 
T9. T2. E 15TI. F310 1 
T9. T2. E2500. F50 18 
The final field in the pathname, like F50 18 from the above example, is 
not a directory but a sequential file. Anyone that desires to look at 
the data in the file can do so as long as they know the pathname of the 
particular data that they are looking for. 
The pathname for the database has now been established. The end 
result of the pathname is a sequential file where the data is actually 
stored. The structure of the data within the sequential file is 
arranged in set fields to allow easy and confident access to the data. 
The following is the format of the data in the sequential files. 
serial number errorcode pass/fail date time buffer 
The serial number will be an indication of how many units have been run 
across the test station. This number will change only when a new unit 
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is placed on the station. For stations that do not have the serial 
number of the unit being tested, an 
will be used in this field. This 
serial number for all test stations. 
alternating one and zero pattern 
field will be an eight character 
The errorcode is the code that is generated from the test station 
when the test has been completed. If  the unit has passed the tests, 
then this field is set to a zero. This will be the field that will 
indicate what the data in the buffer represents. The buffer is the 
field that will be used for storage of the variable data that will be 
collected in a later phase of the project. 
The pass/fail section is an indication of whether the unit is 
considered to have passed the tests or not. This field is primarily 
used for convenience for someone that is looking through the database. 
This is a one character field of a 11P '  or a 1 1F 11 that indicates pass or 
fail respectively. 
The data and time are recorded when the data is collected on the 
test station. This data will be used in the management of the database. 
Determination will be made as to the age of the data and after a 
prescribed time the data will be backed-up to tape and deleted from the 
file. 
The buffer section is a 48 character buffer that will be used to 
log variable data. This should never be used as a explanation buffer to 
the errorcode. If  this were used as an explanation field, it would 
place unnecessary traffic on the network. An errorcode manual is always 
generated for the test station by the engineer in charge of the station. 
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This manual is a description of each errorcode that is valid on the 
station and a description of what the test was trying to accomplish. 
Between the fields of the database is a one character space to allow 
easy determination of the different fields. The total length of the 
entry will be 80 characters to allow display of the data on a single 
line of a terminal. This allows a user to scan the database and to view 
the entire data field all at once. 
Program Definition 
Now that the file pathname and the database file format is defined, 
the programs that are used to collect and process the data are 
described. The host program is called HOST$ and is modularized to 
enable selection of the desired function. The first procedure that is 
called is used to read from a file a list of the test stations that are 
active on the network. This list is generated by the network manager 
prior to HOST$ being activated. The second procedure that is called is 
the polling routine, which like the name implies, is used to poll the 
temporary files where the file pathname is written by the test station. 
The polling procedure goes from the first temporary file to the last 
(ie. . T. Tl, . T. T2, etc. ). I f  no file contains anything, then the 
polling routine will start over with the first file until a non-empty 
file is found. When a file becomes non-empty, the polling routine reads 
the pathname of the database that was updated and then empties the file. 
This prepares the file to be ready for the next transfer from the 
station. 
The next problem facing the host is 
needs to be generated. This criteria 
to determine if the P-chart 
has been established by the 
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Quality Control (QC) department. For every fifth unit that is tested of 
a particular model and test mode, it will be necessary to generate a P­
chart. This means that the chart is generated only after every fifth 
unit of the same model is tested in Pre-burnin or Final test. If the P­
chart is to be generated, then a routine called PCHART is executed. 
First, PCHART sets a display chart flag to TRUE to indicate that the 
chart was generated. This flag is reset to FALSE in the polling routine 
to ensure no station attempts to display a chart that was not generated. 
PCHART reads the data from the appropriate file to be processed into 
memory of the host. The data is then used to calculate the parameters 
of a P-chart. The process is based on a set of calculations which can 
be found in the Statistical Quality Control Handbook by Western Electric 
Company. These calculations are commonly used for statistical quality 
control. The x-axis is the number of units tested with each point 
representing five units. The y-axis is the percent of units passed. 
There are three critical lines that are present on the P-chart. First, 
is the upper control limit (UCL) and second is the lower control limit 
(LCL). These lines may be calculated based on some set of rules but in 
this case the values will be set to what the Quality Control department 
finds acceptable for the particular product being tested. The third 
line of importance is the P-bar line which can be equated to a median 
value line. The P-bar is calculated when the values of the chart are 
generated. These three lines are horizontal lines that are used to 
analyze the data. The standard deviation is calculated with respect to 
the P-bar and three deviations from each side of the P-bar are looked at 
43 
to determine if the process is in control. Figure 10 shows an example 
of a P-chart that is displayed to the test operator. When the operator 
has finished examining the chart then the first function key is depress­
ed to continue execution of the test routines. Prior to returning to 
UCL 
* * 
* 
P-BAR * * * 
* 
LCL 
RUN CDNFIG ERROR OPTION RESTART HALT  
Fl F2 F 3  F 4 F S  F 6  
Figure 10. P-chart Display Screen 
the calling routine (HOST$ ) ,  determination is made as to whether the 
process is in control. A control flag is set to TRUE if the process is 
out of control. 
Prior to transmitting the data back to the test station, the data 
is run through a scaling routine. This is done to allow full display of 
the data on the operator ' s  terminal. This prevents each station from 
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having to scale the data since each station uses the same size terminal. 
The next step is to transmit the data back to the test station. The 
procedure was described in the handshaking protocol section above. This 
routine basically transmits the data to the station and then writes to a 
file indicating transfer is complete. If  no chart were generated, then 
PCHART is not called and the transmit routine is called to pass the 
parameters necessary to allow the test station to continue. 
In  the next phase of the project, the interface for a TIPC to 
produce presentation quality charts is accomplished by having the poll­
ing routine check for an input from a terminal to see if a individual is 
requesting this operation. If  a request is being made, then a routine 
called (TIPC$) will be called to allow the operator to enter the file 
pathname 
then the 
of the data to be transferred. Once the pathname is known, 
routine will read the data from the file and format the data 
into the form that the TIPC expects. The operator will also enter the 
file pathname where it is desired for the data to be transmitted to on 
the TIPC. The data will then be transferred via an RS-232 connection to 
the T IPC .  Upon completion of the transfer, a message to indicate the 
completion will be sent to the requesting terminal and the routine T IPC$ 
will return to the polling routine. The next major routine that must be 
looked into is that of the test station interface routine known as DATA 
LOG. This routine will be called when a unit passes or fails on the 
test station. The first task that must be performed is the generation 
of the pathname that the data will be written to on the host. This 
information comes from several different routines that have access to 
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the information needed to generate the pathname. The next task will be 
to pack the data into the format that will be used in the database. 
This can be accomplished by packing the information into one 80 
character array of characters. When all the data has been packed into 
the array, then the array is transmitted to the correct file on the 
host. DATA LOG will now go into a polling routine as was described in 
the handshaking section above. This routine is looking for a signal 
from the host that all the data has been transmitted to the station from 
the host. This is done since the the data from the host is not on one 
line in the file but each point of the chart is a separate line in the 
file. This allows the test station to read the file until an end-of­
file flag is encounter. This provides an easy method of determining how 
many points are to be displayed on the chart. When the station receives 
the data from the host, then the first data read from the file is to 
determine if the chart were generated. If so, then the UCL, LCL, P-bar, 
and control flag are read from the file. Next the values of the chart 
are read to allow display of the chart to the test operator. This 
allows the operator to see if a trend is occurring that cannot be 
detected by the rules of statistical quality control. If the chart were 
not generated, then the routine returns to the task of testing units. 
The question of what to do if the process is out of control must 
now be dealt with. The particular model that is determined to be out of 
control must be prevented from being tested. At the same time, the 
entire test station can not be shut down since one test station may test 
products from many product families. This is accomplished by having a 
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file that is generated by the QC manager that contains all the models 
that are valid to be tested on the station. When the operator enters 
the model that is desired to be tested, the test routine polls this file 
to determine if the model is allowed by QC to be tested. If the unit is 
not logged in, then the routine displays an appropriate message and 
returns to the main test menu. When the station is told by the host 
that the process is out of control, then the DATA LOG routine will 
delete from the QC file the particular model that was being tested. The 
QC manager must 
that particular 
now reenter the model into the file before testing on 
model can be started again. This entire process 
provides real-time analysis of the manufacturing process. 
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CHAPTER V 
SUMMARY, CONCLUSIONS, AND I MPL I CAT IONS 
The collection of test results via automatic means can easily be 
justified through calculations of time saved. The added advantage of 
having a real-time analysis of the manufacturing process is an added 
benefit. Another advantage of automatically collecting of test results 
is the ability to do a history study of the process. Sometimes the Pre­
burnin stage is reduced or eliminated if the product has proved to be a 
very reliable product through all the test stages. This database can be 
used to perform that study more quickly and more accurately than the 
previous calculation method. The ability to reduce the Pre-burnin test 
step is a real cost cutter considering the reduced handling time and 
time through manufacturing of the product. 
Using Ethernet as the network between the test stations provided 
many advantages over other networks. First, Ethernet is a widely used 
network and acquiring equipment to implement the network was relatively 
simple. This also provides quick repair or replacement of parts if 
something malfunctions. Ethernet has proven to date to be a very 
reliable network in terms of up time and successful transferring of 
data. Another benefit of having Ethernet serve as the network, is the 
ability to interface commonly used devices such as printers to the 
network to enable maximum use. This has enabled the company not to have 
to buy dedicated printers for every system that is in-house. As this 
project has demonstrated, the ability to transfer data between systems 
on the network is of great benefit. 
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It is important to review the cost of installing a network before 
installation takes place. Since one of the major costs is the cable and 
the installation of the equipment, this can be minimized if several 
different groups or applications can share the same cable and equipment. 
The significant benefits derived from the network often override the 
cost. 
This project has been defined into different phases and this thesis 
has dealt primarily with the implementation of the first phase. Phase 
two will be worked as a background project since the primary concern for 
the test engineering group is that of providing tests for new products. 
Phase three and four of the project will require more funding from the 
company before they can take place. This may come in the form of 
programming time to implement the variable data analysis or the purchase 
of additional equipment to interface to the manufacturing network when 
it becomes defined. Regardless of the outcome of the future phases of 
this project, the benefit of this phase cannot be doubted and has been 
a worthwhile effort. 
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