I. INTRODUCTION
The Wireless Sensor Network (WSN) is an emerging technology that has a wide range of potential applications. Just as mobile ad hoc networks, a WSN usually consist of a large number of distributed nodes that organize themselves into a multi-hop wireless network. One or more sensors are attached to each node. Each node communicates with others via low-power radio. The energy of the node is usually supplied by battery. Typically, these nodes coordinate to perform tasks.
In WSNs, like other shared-channel networks, Medium Access Control (MAC) protocols determine which node can access the channel, and also when the node can put its data into the channel [1~11] . MAC protocols have a great influence on the WSNs' performance. The energy of a wireless sensor network is limited, and a power drain of any node can most probably make the entire network "DIE". Due to this, minimizing power consumption is the primary goal in most sensor MAC protocols.
Ye et al. proposed a famous MAC protocol for WSNs named SMAC/AL (Sensor MAC with Adaptive Listening) [1, 2] , which will be introduced in later chapters. SMAC/AL mainly aims to reduce energy consumption. SMAC/AL also has good scalability and collision avoidance capability. However, in SMAC/AL, all the nodes transmit data with a fixed power level, no matter how close the involved nodes are, which cause unnecessary energy consumption. Inspired by this issue, in this paper, we proposed an energy efficient MAC protocol with adaptive transmit power scheme named ATPM (Adaptive Transmit Power MAC). ATPM can calculate the distance between the sender and the receiver by measuring the received power, and then adaptively decide the appropriate transmit power level according to the propagation model and distance. The adaptive transmit power scheme can not only reduce the energy consumption, but also reduce the collision probability.
In order to evaluate the performance of ATPM, we have implemented the ATPM on NS2 (Network Simulator Version 2), and have compared it with SMAC/AL. The simulation result shows that ATPM can really reduce the power consumption of wireless sensor networks.
The contributions of this paper are as follows.  An implemented adaptive transmit power scheme for wireless sensor networks that significantly reduces energy consumption.  A considerate algorithm to estimate the distance between the involved sensor nodes.  An in-depth study on the power control scheme for control frames.  Evaluation of ATPM performance on energy and collision count under different scenarios on NS2. The rest of the paper is organized as follows. In Section II, the well-known SMAC is reviewed. Section III presents the detailed design of the proposed ATPM. In Section IV, simulation results are presented to validate the performance of ATPM. Section V presents the conclusions.
The early work of ATPM was published in [12] . This paper includes significant extensions in the protocol design, implementation, and experiments.
II. RELATED WORK
As have been mentioned above, SMAC is one of the most famous MAC protocols. SMAC is a content-based protocol, and it reduces the idle listening by letting node go into periodic sleep mode. SMAC divides a time frame into two parts: sleep period and listen period, as shown in Fig. 1 . The listen period in turn consists of a SYNC (Synchronization) period and a CTRL (Control) period. The sleep period allows the nodes to stay in sleep state in order to reduce the amount of energy spent on idle listening. The ratio of the length of the listen period to the length of the entire period is the duty cycle. Only for a listen period, sensor nodes are able to communicate with other nodes and send some control frames such as SYNC, RTS (Request to Send), and CTS (Clear to Send). SYNC frames are sent during the SYNC part of listen period, and data frames are mainly sent during the CTRL period. The listen/sleep scheme requires synchronization among neighboring nodes. Each node maintains a schedule table that stores the schedules of all its known neighbors, and will periodically broadcast its schedules. When a node (we just call it node A) first joins a network, it follows the steps below to choose its schedule and establish its schedule table:
 Node A continually listens for a certain amount of time. If node A does not hear any SYNC frame from its neighboring nodes, it randomly chooses a time to go to sleep and immediately broadcasts its schedule in a SYNC frame, telling its neighbors that it will sleep ts seconds later, marking the end of A's listen interval.  Otherwise, if node A receives a schedule from a neighbor before choosing its own schedule, it will adopt that schedule and after a random delay of td seconds, broadcast its schedule to its neighbor.  If a node receives a different schedule after it sets its own schedule, it adopts both schedules. In this way, node A and its neighbors are able to synchronize their schedules. Nodes involved in packets delivery may follow different schedules. The sender should wake up at the beginning of the receiver's data part of listen period, so that it can initiate data transmission by sending a RTS frame. Each node in the network maintains a neighbor list which contains all the known neighbors by the node. Items in the list involve two important fields, one is neighbor's node ID, the other is the neighbor's schedule.
In case of unicast, RTS/CTS scheme is required in order to resolve "Hidden Terminals" problem. And when broadcasting, data frames are sent without the exchange of RTS/CTS frames. Collision avoidance totally depends on virtual and physical carrier sense, just like 802.11 [3] . Fig.2 shows the basic scheme of SMAC. This is a simple network with three nodes, called A, B and C. Node B and node C are the neighbors of node A, as shown in Fig. 2(a) . Now, node A wins the competition for sending out its SYNC frame. Assuming that node A has data traffic towards node B in its queue, and node A again wins the competition for sending a RTS frame ( Fig.  2(b) ). When receiving this RTS, node B may acknowledge to node A with its CTS frame. The detail procedure is demonstrated in Fig. 2(b) .
It should be noted that SMAC's efficiency in energy consumption is achieved at the cost of latency. When each node strictly follows its schedule, there is a potential delay on each hop which introduces long end-to-end delay. And the average length of the delay is proportional to the duration of the entire period. To alleviate this problem, an updated version of SMAC called SMAC/AL (S-MAC with Adaptive Listening) [2] is proposed by Wei Ye et al. The basic idea of adaptive listening is to let the node who overhears its neighbor's RTS or CTS wake up at the end of the transmission for a short period of time. In this way, if the node is the next-hop node, its neighbor is able to immediately retransmit the data frame to it without waiting for the next listen/sleep cycle. If the node is not the downstream node, it will go back to sleep until its next scheduled listen time. III. ATPM SCHEME Though SMAC/AL achieves high energy efficiency, there is still room for much improvement. And we notice that all the nodes in SMAC/AL transmit data with a preset fixed power level, no matter how close the involved nodes are. This will cause unnecessary energy consumption and more collisions:
 For those receivers near to the senders, too large transmit power level cannot bring any benefit but spend more transmitting energy;  Higher transmit power level will cover more nodes, which means larger collision area;  Higher transmit power level will cover more nodes, which also means that more nodes should spend much energy to receive useless frames destined to other nodes. Because of these considerations, ATPM is proposed. ATPM adopts the periodic listen/sleep scheme, adaptive listening scheme and synchronization scheme specified in SMAC/AL. Unless otherwise stated, the frame formats used in this paper refer to those defined in SMAC/AL.
A. Overview
Nodes in ATPM broadcast their schedules via SYNC frames periodically. The SYNC frame contains the next sleep time from now and the transmit power level of the frame. When a node receives a schedule broadcast by others, it knows that the source is its neighbor and will update its neighbor list as well as the schedule table if needed. At the same time, the node will also measure the received signal power to evaluate the approximate distance from the source, and then adaptively decide the appropriate transmit power level. Table  Pt The proper transmit power
In ATPM, the adaptive transmit power control is included as below.
(1) Sensor nodes broadcast their schedule at the maximum transmit power, so that nodes can keep in touch with as many neighbors as possible. What's more, SYNC frames with maximum transmit power can help to maintain the synchronization among all the relative nodes (2) After received the broadcast, the receiver measures the level of received signal power, by which it can calculate the propagation distance approximately. (3) The receiver then calculates the proper transmit power according to the distance between the involved two nodes and the receive power threshold. The result will be moderately enlarged (5%, for example), and be stored in the corresponding item in the neighbor list. (4) When node A wants to send data to node B, A will look up B in the neighbor list and get the proper transmit power to send data. This kind of power control not only alleviates huge power consumption but also the interference problem and facilitates the spatial reuse of the channel.
B. Determination of transmit power
In ATPM, both the free space propagation model and the two-ray ground reflection propagation model [13, 14] are adopt to determine the level of transmit power.
The free space propagation model assumes that there is only one clear line-of-sight path between the transmitter and the receiver. H. T. Friis presented the following equation to calculate the received signal power in free space at distance d from the transmitter [13] .
where P t is the transmitted signal power, G t and G r are the antenna gains of the transmitter and the receiver respectively, λ is the wavelength, d is the distance between the two antennas, and L (L≥1) is the system loss.
A single line-of-sight path between two mobile nodes is seldom the only path of propagation. The two-ray ground reflection model considers two paths. One is the clear line-of-sight path and the other is ground reflection path. It is shown [13] 
However, the two-ray ground reflection propagation model does not work well enough in case of a short distance due to the oscillation caused by the constructive and destructive combination of the two rays. Instead, the free space model is still used when d is small. Therefore, a threshold distance d c is calculated: (1) is used. Otherwise, Eqn. (2) is used. What's more, at the threshold distance, Eqns. (1) and (2) can give the same result.
So, if P t and P r are known, we can get the distance between the sender and the receiver as follow: 
Assuming that RX_Thresh is the received power threshold in the network interface, that is, if the received power of the signal is weaker than RX_Thresh, the frame will be dropped. RX_Thresh determines the range a frame can reach. In ATPM, we increase RX_Thresh by 10% as the redundancy to insure the signal quality. The new threshold is denoted by RX_Thresh'. So, in turn, we can get the minimum transmitted signal power P t_min as follows.
C. Transmit power of control frames
There are four kinds of control frames in ATPM, i.e., SYNC frames, RTS frames, CTS frames and ACK frames. As mentioned above, the SYNC frames should be sent with the maximum transmit power. Meanwhile, how about the other types of controls frames?
RTS frames and CTS frames are used to ensure the channel access during the entire process of data delivery. All nodes within the reception range of either the originating node (which transmits the RTS) or the destination node (which transmits the CTS) shall learn of the medium reservation [3] . So, the higher the transmit power level of RTS frame or CTS frame, the more nodes will be involved for channel reservation, which will reduce the probability of hidden terminal problems, and thus reduce the probability of collisions. Let's discuss it with a simple example. We assume:
 There're four nodes in the network. Node A and B are very close, and the distances from node B to node C and node C to node D are much further, as shown in Fig. 3 .  Node A sends a RTS frame F RTS1 to node B at t 1 , which is responded by node B with a CTS frame F CTS1 at t 2 . Upon receiving the CTS frame, node A sends the data frame F DATA1 at t 3 .  Meanwhile, node C happens to send a RTS frame F RTS2 to node D at t 3 .  These control frames follow the rules of adaptive transmit power scheme. Based on the above assumptions, F RTS1 , F CTS1 and F DATA1 should be send with a low transmit power level P l for the short distance between node A and B. Obviously, node C is not aware of their activities because it is out of the reception range of node A and B. And node C must send F RTS2 with larger transmit power, with which, F RTS2 can reach node B. Hence, node C becomes a hidden terminal, and collision happens. Therefore, out of the consideration of collision issue, the RTS frames and CTS frames should be sent with the maximum power level just as SYNC frames. Let's turn to the above example again. This time, all the RTS frames and CTS frames should be sent with the maximum transmit power. In this case, node C will hear F CTS1 at t2 from node B, and have to keep silence until the entire process ends.
As for ACK frames, nodes who have successfully received data frames should transmit the ACK frames with the adjusted power level in order to save energy.
IV. PERFORMANCE EVALUATIONS

A. Simulation parameters and topology
In this section, we compare the performance among the proposed ATPM, ATPM with maximum transmit power for control frames (ATPM-LPC) and SMAC/AL via simulations. Simulations are conducted under NS2 [15] . To reduce the occasionlity, 10 simulations with different seeds are done for each value the relative parameter, and the average values are adopted. Table II shows the  parameters in the simulations.   TABLE II.  SIMULATION The initial transmission power consumption P tsi and initial transmit power P ti will be changed correspondingly in ATPM. The transmission power consumption P ts should be larger than the transmit power P t because P ts includes not only P t , but also all the other power consumption P o during the whole packet delivery procedure. In order to facilitate the analysis, P o is given an absolute value which equals to 0.104W.
In our simulations, CS_Thresh is set to 1.559e-11W, which implies a sensing range of 550 meters with the initial transmit power (0.282W). That is, a node shall detect the channel as busy if only its distance to the transmitter is shorter than 550 meters. And RX_Thresh with the value of 3.652e-10W implies that the frames effective receiving range should be 250 meters.
The scenario applied in the simulations is a 2D network as illustrated in Fig. 4 . Since most of the applications of wireless sensor networks aim to collect useful remote sensing data, that is, all the sense nodes try to pass their sensing data to a specific node named sink node, this scenario is representative of the typical topology in real applications. It consists of 25 nodes denoted as N ij (i=0, 1, …, 4; j=0, 1, …, 4), among which, N 00 is the sink node. CBR traffic CBR ij (i=0, 1, …, 4; j=0, 1, …, 4; i+j>0) is generated from N ij (i=0, 1, …, 4; j=0, 1, …, 4; i+j>0) at t CBRij after the simulation starts, and flows to N 00 . Here t CBRij is calculated as: We adopt NOAH [16] , which is a kind of wireless static routing protocol, as our routing protocol and manually setup the routing, since our primary objective is to evaluate the new MAC protocol's performance. The specific paths are shown is Fig. 4 .
B. Simulation results
Performance under different CBR packet arrival intervals: The first experiment aims to evaluate the performance under different traffic load. In this experiment, the duty cycle has a fixed value of 10%, and the distance between the horizontal or vertical adjacent nodes is set to 100 meters. Fig. 5(a) , (b) and (c) show the curves of the average total energy consumed, the average total energy used for transmitting (E t ) and the average total energy used for receiving (E r ) respectively. The result conforms with that the protocols with the adaptive transmit power scheme do much better than SMAC/AL does all the time. This is because: Firstly, ATPM enables the nodes to consume less energy used for transmitting when sending frames to a nearby neighbor; and the next, ATPM enables nodes to cover fewer nodes when sending data frames to a nearby neighbor, so as to reduce the energy used to receive those useless frames destined to other nodes.
Moreover, the longer the CBR packet arrival interval is, the lighter the traffic load is, and the less energy is consumed, which makes a downtrend for any of the three curves. And the effect of ATPM appears in the process of frame transmission. Therefore, the smaller the CBR packet interval is, the more efficient ATPM is. Fig. 6(a) shows the result of collision under various traffic loads. We can find out that ATPM-LPC does the best, and at the same time, the other two protocols almost perform the same. The reason has been analyzed in Section III.
Performance under different duty cycles: To investigate the performance under different duty cycles, another set of simulations is executed. This time, the initial duty cycle is set to 5%, and increased by 5% every turn in subsequent simulations, until it reaches 50%. The CBR packet arrival interval is fixed at 10 seconds and the distance between the horizontal or vertical adjacent nodes remains unchanged. Fig. 7(a), (b) and (c) show the results of energy consumption, and Fig. 6(b) shows the result of collision. Each curve shows an uptrend. It is because that when the duty cycle is low, there will be a long period of time for nodes to sleep and much energy is saved. And with the increase of duty cycle, more active time is assigned to the nodes, and more frame transmission occurs. Therefore, energy consumption increased, more collisions occur and the effect of ATPM becomes more obviously. As expected, ATPM-LPC greatly reduces the number of collisions.
Performance under different network scales: The last experiment is to evaluate the performance under different network scale. The initial distance between the horizontal or vertical adjacent nodes is 50 meters, and increased by 10 meters every turn in subsequent simulations, until it reaches 140 meters. The packet arrival interval is fixed at 10 seconds and the duty cycle has a fixed value of 10%.
From Fig. 8(a) , we can find out that protocols with the adaptive transmit power scheme again save more energy than SMAC/AL does. Fig. 8(b) shows an uptrend, which is because that with the increase of the distance between the adjacent nodes, transmitters have to increase the transmit power to ensure the quality of the transmitted signal. Meanwhile, Fig. 8(c) shows a downtrend. The reason is that fewer nodes are covered by the transmitter with the increase of the network scale. And less energy is wasted to receive those useless frames destined to other nodes. Just like the results of previous two experiments, Fig. 6(c) shows the outstanding ability of collision avoidance of ATPM-LPC. In this paper, an energy efficient MAC protocol with adaptive transmit power scheme named ATPM is proposed. ATPM can dynamically adjust the transmit power level according to the estimated distance between the sender and the receiver. Simulations have been done to evaluate the performance of the new protocol. The results show that ATPM can not only reduce the energy consumption, but also reduce the collision probability.
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