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Abstract
We .nd self-recursion formulas for 20 monstrous functions (Thompson series) and one monster-
like function of even level. We see that their Fourier coe2cients can be determined either by
the .rst four, or by the .rst, third and .fth. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 11F03; 11F22
1. Introduction
Let N be a positive integer and Q be any Hall divisor of N , that is, a positive
divisor of N for which (Q;N=Q)= 1. We denote by WQ;N a matrix
( Qx y
Nz Qw
)
with
detWQ;N =Q and x; y; z; w∈Z, and call it an Atkin–Lehner involution. Let S be a
subset of Hall divisors of N and let =N + S be the subgroup of PSL2(R) generated
by 0(N )=
{( a b
c d
)∈ SL2(Z) | c ≡ 0modN} and all Atkin–Lehner involutions WQ;N
for Q∈ S. (We may choose S so that 1 ∈ S, and if Q1; Q2 ∈ S then Q1Q2=(Q1; Q2)2 ∈ S
unless Q1 =Q2.) We assume that the genus of the group  is zero. Then there exists
a unique modular function t with respect to  satisfying
(i) t is holomorphic on the complex upper half plane H,
(ii) t has Fourier expansion at ∞ of the form
t= q−1 +
∑
k¿1
Hkqk ; q=e2iz (z ∈H);
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(iii) t is holomorphic at all cusps which are not -equivalent to ∞. Such a function
t is called the (canonical) Hauptmodul for . By the results of Borcherds [2] t is
a monstrous function whose Fourier coe2cients are related to representations of the
monster group M except for the three cases (25−; 49+49 and 50+50). More precisely
the q-series of t coincides with a Thompson series Tg(z)=
∑
n∈Z Tr(g|Vn)qn for some
element g of M. Here V =
⊕
n∈Z Vn is the in.nite dimensional graded representation of
M constructed by Frenkel et al. [7,8]. Let t(2) be the Hauptmodul for N (2) +S(2) where
N (2) =N=(2; N ) and S(2) is the set of all Q in S which divide N (2). Following Norton,
Koike and Borcherds we are able to derive a recursion formula for the coe2cients of
q-series of t and its 2-plicate t(2) = q−1 +
∑
k¿1 H
(2)
k q
k (see: [15,13,2] or Section 4 in
[11]) as follows: for k¿ 1,
H4k =H2k+1 +
H 2k − H (2)k
2
+
∑
16j¡k
HjH2k−j;
H4k+1 =H2k+3 − H2H2k + H
2
2k + H
(2)
2k
2
+
H 2k+1 − H (2)k+1
2
+
∑
16j6k
HjH2k−j+2 +
∑
16j¡k
H (2)j H4k−4j +
∑
16j¡2k
(−1)jHjH4k−j;
H4k+2 =H2k+2 +
∑
16j6k
HjH2k−j+1;
H4k+3 =H2k+4 − H2H2k+1 −
H 22k+1 − H (2)2k+1
2
+
∑
16j6k+1
HjH2k−j+3 +
∑
16j6k
H (2)j H4k−4j+2 +
∑
16j62k
(−1)jHjH4k−j+2:
(1)
If N is odd, then t(2) = t. Hence (1) becomes a self-recursion in a sense that the
Fourier coe2cients of t(2) do not appear. Cummins and Norton showed in [4] that
any replicable function q−1 +
∑
k¿1 Hkq
k is determined by the 12 coe2cients Hm for
m=1; 2; 3; 4; 5; 7; 8; 9; 11; 17; 19; 23 and Koo and Oh veri.ed in [14] that we need only
the .rst three coe2cients H1; H2, and H3 to determine the Thompson series of type
1A by using the Peterson formula for generalized Kac–Moody superalgebras. Recently,
Kang et al. [10] further generalized Koo and Oh’s result to the Thompson series of
odd level N with (N; 3)=1 by means of the Peterson-type supertrace formula for the
×Z2-graded Lie superalgebra. Here  is a countable (usually in.nite) semi-subgroup
in a free abelian group ˆ with .nite rank such that every element  ∈ can be written
as a sum of elements of  in only .nitely many ways. Their theory is, however, based
on a product identity of the form∏
( ;a)∈×Z2
exp
(
−
∑
k¿1
1
k
A(k)( ; a)Ek( ;a)
)
=1 +
∑
(";b)∈×Z2
B("; b)E(";b);
where A( ; a); B("; b)∈Z and E($;a) are the basis elements of the semi-group algebra
C[[ × Z2]] with the multiplication given by E($;a)E(%;b) =E($+%;a+b) for $; %∈ and
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a; b∈Z2. Thus, due to the appearance of k-plicates A(k)( ; a) it gives no information
on a self-recursion when the level N is even.
Meanwhile, we derived in [12] the following self-recursion (2) for the Fourier co-
e2cients of the Hauptmodul for 1(N ) when N =2; 6; 8; 10; 12: for k¿ 1,
H4k−1 =
H2k−1
2
+ 2
∑
16j6k−1
H2jH4k−2j−2 +  H4k−2 −
H 22k−1
2
−
∑
16j62k−2
HjH4k−j−2;
H4k =− "H4k−2 −
∑
16j¡2k−1
HjH2(2k−j−1);
H4k+1 =
H2k
2
+ 2
∑
16j¡k
H2jH4k−2j +  H4k +
H 22k
2
−
∑
16j¡2k
HjH4k−j;
H4k+2 =− "H4k −
∑
16j¡2k
HjH2(2k−j); (2)
where  =−t((1+N=2)=N ) and "=−t(1=(N=2)). Here we observe that the Hauptmodul
for 1(N ) is not a replicable function for N =8; 10; 12. In [12] we proposed calling
them “super-replicable” functions. If N =2 or 6, the formula (1) is still applicable, but
(2) gives a simpler self-recursion. That is, the Thompson series of types 2B and 6E, as
(completely) replicable functions, can be determined by just the .rst four coe2cients
H1; H2; H3 and H4 without the use of the 2-plicate. It is therefore interesting to ask
what types of Thompson series of even level can have self-recursions.
In this paper we investigate self-recursions of the monstrous functions (Thompson
series) for genus zero groups N+S for even N and those of more general type n|h+S.
In Section 2, we .rst divide the groups =N + S (N even) of genus zero into the
following three cases:
Case I: 2||N and 2 - Q for all Q∈ S.
Case II: 4|N and 2 - Q for all Q∈ S.
Case III: 2|N and there exists some Q∈ S with 2|Q.
To analyze the above cases, we make use of the Hecke operator U2, which is de.ned
as follows: for a modular function f, the action U2 on f is given by
f|U2 = 2−1
1∑
i=0
f|( 1 i
0 2
):
In cases I and II, t|U2 is still invariant under , which means that it is a modular
function with respect to . But in case III, by [13, Corollary 3:1], t|U2 is no longer
invariant under . Thus we propose to derive self-recursions of Fourier coe2cients of
t when  belongs to cases I or II. We tabulate all such ’s as shown in Table 1.
In Table 1 N– denotes the congruence group 0(N ) and m is the ATLAS name of
the conjugacy class of M corresponding to  (see [3, Table 2]). A monstrous function
t of case I is determined by the .rst four coe2cients H1; H2; H3; H4 (Theorem 6). On
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Table 1
 m  m
Case I
2− 2B 18 + 9 18C
6 + 3 6C 18− 18D
6− 6E 22 + 11 22B
10 + 5 10B 30 + 3; 5; 15 30C
10− 10E 30 + 15 30G
14 + 7 14B 46 + 23 46AB
Case II
4− 4C 12 + 3 12E
8− 8E 16− 16B
12− 12I 28 + 7 28C
the other hand, when t belongs to case II, it can be deduced from the three coe2cients
H1; H3 and H5 (Theorem 7).
Finally, in Section 3 we deal with the more general types n|h+ S. For h a positive
divisor of 24, let n be a multiple of h and set N = nh. If S is a subset of Hall divisors
of n=h, we denote by 0(n|h) + S the group generated by
( h 0
0 1
)−1 ◦ 0(n=h) ◦ ( h 00 1 )
and
( h 0
0 1
)−1 ◦ WQ;n=h ◦ ( h 00 1 ) for all Q∈ S. If there exists a homomorphism $ of
0(n|h) + S into C∗ such that
$(0(N ))= 1; (3)
$
((
1 1=h
0 1
))
=e−2i=h; (4)
$
((
1 0
n 1
))
=
{
e2i=h if n=h∈ S;
e−2i=h if n=h ∈ S; (5)
$ is trivial on all Atkin–Lehner involutions of 0(N ) in 0(n|h) + S; (6)
then we let n|h+ S be the kernel of $, which is a subgroup of 0(n|h)+ S of index h.
We assume that the .eld of modular functions with respect to = n|h+ S is of genus
zero. Let t be the Hauptmodul for . The aim of Section 3 is to examine whether the
previous self-recursions (2) or (10) can be extended to the more general types. We
show that the recursion (2) holds for the Fourier coe2cients of t for  belonging to
the following case:
Case I′: h(¿ 1) is odd and n=h+ S is in case I.
Ferenbaugh [5] found a necessary and su2cient condition for the homomorphism $
to exist and calculated the genera of groups of type n|h+ S. All genus zero groups of
type = n|h+ S are listed in [5, Tables 1 and 2] from which we tabulate all such ’s
belonging to the case I′ as shown in Table 2.
Here we observe that the Hauptmodul for the last group of type 18|3 + 3 is not a
monstrous function. It is called, instead, a monster-like function (see [5]). If  is not in
C.H. Kim, J.K. Koo / Journal of Pure and Applied Algebra 171 (2002) 27–40 31
Table 2
 m
Case I′
6|3 6F
42|3 + 7 42C
18|3 + 3 18e
case I′, one can check by the Fourier coe2cients in [6, Table 3] that the self-recursions
(2) and (10) cannot be applied to the Hauptmodul for . We show that if a monstrous
function (or a monster-like function) t belongs to case I′, it can be constructed from
the .rst four coe2cients H1; H2; H3 and H4 (Theorem 12).
Throughout this paper we adopt the following notations:
• qh=e2iz=h; z ∈H,
• f|( a b
c d
)=f( az+bcz+d);
• H∗=H ∪ P1(Q);
• X ()= \ H∗;
• f(z)= g(z) + O(1) means that f(z)− g(z) is bounded as z goes to ∞.
2. Self-recursion formulas
Let f(z) be a modular function with respect to . We de.ne an operator Up by
f|Up =p−1
p−1∑
i=0
f|( 1 i
0 p
):
As is well-known ([1, Theorem 4:5]), if f(z)=
∑
k¿−k0 akq
k then
f(z)|Up =
∑
k¿−[k0=p]
apkqk : (7)
First we need the following three lemmas for later use.
Lemma 1. Let Q be a Hall divisor of a positive integer N and let p be a prime
dividing N but not Q. Then for each j∈Z; there exists a unique imodp such that(
1 j
0 p
)
WQ;N =WQ;pN
(
1 i
0 p
)
:
Proof. First, note that
( 1 j
0 p
)
WQ;N =
( 1 j
0 p
)( Qx y
Nz Qw
)
=
( Qx + jNz y + jQw
pNz pQw
)
: Let x′=
x + jzN=Q. Since p - x and p|N=Q, p is relatively prime to x′. Thus there exists a
unique imodp such that
Qx′i ≡ jQw + ymodp:
32 C.H. Kim, J.K. Koo / Journal of Pure and Applied Algebra 171 (2002) 27–40
Put y′=(−Qx′i + jQw + y)=p. Then(
1 j
0 p
)
WQ;N =
(
Qx′ Qx′i + py′
pNz pQw
)
=
(
Qx′ y′
pNz Q(−ziN=Q + w)
)(
1 i
0 p
)
=WQ;pN
(
1 i
0 p
)
:
This completes the proof of the lemma.
Lemma 2. Let Q be a Hall divisor of N and p be a prime such that p|N and p - Q.
Then
( p 0
0 1
)
WQ;N =WQ;N=p
( p 0
0 1
)
:
Proof. Consider(
p 0
0 1
)
WQ;N
(
p 0
0 1
)−1
=
(
p 0
0 1
)(
Qx y
Nz Qw
)(
p−1 0
0 1
)
=
(
Qx py
Nz=p Qw
)
=WQ;N=p:
This proves the lemma as required.
Lemma 3. Let S0(N ) be the set of integer pairs (c; a) satisfying
(i) (1; 0)∈ S0(N );
(ii) c¿ 1; c|N; 16 a¡c; (c; a)= 1;
(iii) If (c; a); (c; a1)∈ S0(N ) and a1 ≡ amod(c; N=c); then a= a1.
Then the set {a=c | (c; a)∈ S0(N )} is a complete set of representatives of all inequiv-
alent cusps of 0(N ).
Proof. [9, Proposition 1:23].
Hereafter we let a group =N+S of genus zero in cases I or II, and write N =2N ′.
Lemma 4. The width of the cusp 1=N ′ in the curve X () is 2 or 1 according as 
belongs to cases I or II.
Proof. Let h be the width of the cusp 1=N ′. Then h is the smallest positive integer
such that(
1 0
N ′ 1
)(
1 h
0 1
)(
1 0
N ′ 1
)−1
∈:
Thus we have
( 1− N ′h h
−N ′2h 1 + N ′h
)∈. If  is in case I, then N ′ is odd whence h=2.
Otherwise, the fact that N ′ is even implies h=1.
Let t be the Hauptmodul for  and Xn(t) be the unique polynomial in t of de-
gree n such that Xn(t) − (1=n)q−n has only positive powers of q. In fact,
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(1=n)tn − (1=n)q−n=H1q−(n−2) + H2q−(n−3) + · · ·, −H1tn−2 + (1=n)tn − (1=n)q−n=
H2q−(n−3) + · · · and so on, and in this way one can obtain the desired polynomial
Xn(t). For instance, X1(t)= t, X2(t)= 12 t
2 −H1, X3(t)= 13 t3 −H1t −H2, etc. We write
Xn(t)= (1=n)q−n +
∑
k¿1 Hk;nq
k .
Lemma 5. Xn(t)|U2 is on  and its poles are as follows:
(i) —case I: If n is odd; Xn(t)|U2 has a unique pole at 1=N ′; of order n. If n is even;
Xn(t)|U2 has poles only at ∞ and 1=N ′; whose orders are n=2 and n; respectively.
(ii) —case II: Xn(t)|U2 is identically zero provided that n is odd. If n is even; Xn(t)|U2
has poles only at ∞ and 1=N ′; whose orders are both n=2.
Proof. The assertion that Xn(t)|U2 is invariant under  follows from Lemma 1 by
taking p=2 and Q=1 or Q∈ S. Since Xn(t) has poles only at ∞; Xn(t)|U2 can have
poles only at
( 1 i
0 2
)−1
∞ for i=0; 1. On the other hand, we have(
1 i
0 2
)−1
∞=2−1
(
2 −i
0 1
)
∞ ∼
(
1 −i
0 1
)(
2 0
0 1
)
∞ ∼
(
2 0
0 1
)
∞;
where ∼ denotes the -equivalence of cusps. Let WQ;2N ′ ∈. Then(
2 0
0 1
)
WQ;2N ′∞=WQ;N ′
(
2 0
0 1
)
∞ by Lemma 2
=WQ;N ′∞ ∼ WQ;2N ′WQ;N ′∞ ∼ 3∞ for some 3∈0(N ′)
∼∞ or 1=N ′ by Lemma 3:
From (7), we know that
Xn(t)|U2 is
{
holomorphic if n is odd
q−n=2=n+O(1) if n is even:
Now we consider the Fourier expansion of Xn(t)|U2 at the cusp 1=N ′.
2(Xn(t)|U2 )|( 1 0
N ′ 1
) = 1∑
i=0
Xn(t)|( 1 i
0 2
)(
1 0
N ′ 1
)
= Xn(t)|( 1 0
2N ′ 2
) + Xn(t)|( 1 + N ′ 1
2N ′ 2
)
= (Xn(t)|( 1 0
2N ′ 1
))|( 1 0
0 2
) + Xn(t)|( 1 + N ′ 1
2N ′ 2
)
= Xn(t)(z=2) + Xn(t)|( 1 + N ′ 1
2N ′ 2
):
Case I: We write
( 1 + N ′ 1
2N ′ 2
)
as
( (1 + N ′)=2 1
N ′ 2
)( 2 0
0 1
)
. Here
( (1 + N ′)=2 1
N ′ 2
)∈
SL2(Z) − 0(2N ′) so that Xn(t)|( (1 + N ′)=2 1
N ′ 2
)(
2 0
0 1
) is holomorphic at ∞. By Lemma
4 the width of the cusp 1=N ′ is 2, from which we conclude that Xn(t)|U2 has a pole
of order n at 1=N ′.
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Case II: Write
( 1 + N ′ 1
2N ′ 2
)
as
( 1 + N ′ −N ′=2
2N ′ 1− N ′
)( 1 1
0 2
)
. Here
( 1 + N ′ 1
2N ′ 2
)∈0(2N ′).
Thus 2(Xn(t)|U2 )|( 1 0
N ′ 1
)=2Xn(t)|U2 . If n is odd, Xn(t)|U2 has no poles and so its
Fourier expansion is identically zero (see (7)). If n is even, Xn(t)|U2 = (1=n)q−n=2+O(1)
and 1=N ′ has width 1, and therefore Xn(t)|U2 has a pole of order n=2 at 1=N ′.
Theorem 6. Let  be in case I and t be the Hauptmodul for . Write t=1=q +∑
k¿1 Hkq
k . Then the Hk ’s satisfy the self-recursion (2). Therefore; if we know the
values of H1; H2; H3 and H4; and if H2 =0; then; using
H3 =H1=2 +  H2 − H 21 =2;
H4 =− "H2
we can compute  ; " and hence all the Hk .
From Table 4 in [3] or Table 3 in [6]; we can check that H2 is indeed non-zero.
Proof. At ∞ we observe by (7) that both X2(t)|U2 and t=2 have q-expansions of the
form 12q
−1 + holomorphic part. Thus by Lemma 5(i) X2(t)|U2 − t=2 can have a pole
only at the cusp 1=N ′, where it has a double pole. Moreover t|U2 has a simple pole at
1=N ′ and no other poles. Now we consider the behavior of t|U2 at a neighborhood of
1=N ′.
(t|U2 )|( 1 0
N ′ 1
) = 12
(
t|( 1 0
0 2
) + t|( 1 1
0 2
)) |( 1 0
N ′ 1
)
= 12
(
t|( 1 0
2N ′ 1
)(
1 0
0 2
) + t|( 1 + N ′ 1
2N ′ 2
)
)
= 12
(
t(z=2) + t|( (1 + N ′)=2 1
N ′ 2
)(
2 0
0 1
)
)
∈ 12q−12 + 12 t
(
(1 + N ′)=2
N ′
)
+ q2C[[q2]]:
Write  =− t((1 + N ′)=2=N ′). Then
((t|U2 )2 +  t|U2 )|( 1 0
N ′ 1
)= 14q−1 + O(1) (8)
and (
X2(t)|U2 −
t
2
)∣∣∣( 1 0
N ′ 1
)= 12X2(t)( z2
)
+O(1)= 14q
−1 + O(1): (9)
Therefore, it follows from (8) and (9) that {X2(t)|U2 − t=2} − {(t|U2 )2 +  t|U2} has no
poles in H∗, whence it is a constant. Substituting 12 t
2 − H1 for X2(t) we get(
1
2 t
2 − H1
)∣∣
U2
=
t
2
+ (t|U2 )2 +  t|U2 + c
for some constant c. Thus
1
2 t
2 − H1 = terms of odd power of q+
[ t
2
+ (t|U2 )2 +  t|U2
]
(2z) + c;
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in other words,
1
2
(
q−1 +
∑
k¿1
Hkqk
)2
− H1
= terms of odd power + 12q
−2 + 12
∑
k¿1
Hkq2k +
(∑
k¿1
H2kq2k
)2
+  
∑
k¿1
H2kq2k + c:
For k¿ 1, by comparing the coe2cients of the terms q4k−2 and q4k on both sides, we
obtain
H4k−1 =
H2k−1
2
+ 2
∑
16j6k−1
H2jH4k−2j−2 +  H4k−2 −
H 22k−1
2
−
∑
16j62k−2
HjH4k−j−2
and
H4k+1 =
H2k
2
+ 2
∑
16j¡k
H2jH4k−2j +  H4k +
H 22k
2
−
∑
16j¡2k
HjH4k−j:
On the other hand, Lemma 5 gives (t − t(1=N ′))× (t|U2 ) =H2. Hence, comparing the
coe2cients of the terms q2k−1 and q2k on both sides for k¿ 1, we have
H4k =− "H4k−2 −
∑
16j¡2k−1
HjH2(2k−j−1)
and
H4k+2 =− "H4k −
∑
16j¡2k
HjH2(2k−j);
with "=−t(1=N ′). At this stage we are able to say that if we know the values H1; H2;  
and ", then all Hk are determined by the above recursions.
Theorem 7. Let  be in case II and t be the Hauptmodul for . Write t=1=q +∑
k¿1 Hkq
k . Then we derive H2 =H4 = 0 and; for k¿ 1;
H4k+2 =0;
H4k+3 =−

 ∑
j: odd
16j62k
HjH4k+2−j + H 22k+1=2


+ c

H4k+1 + ∑
j: odd
16j62k−1
HjH4k−j


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−
∑
j: odd
16j¡2k
H2k−j

H2j+1 + ∑
i: odd
16i6j−1
HiH2j−i + H 2j =2

+ H2k+1=2
+
∑
j: odd
16j6k−1
HjH2k−j + H 2k =2;
H4k+4 =0;
H4k+5 =−
∑
j: odd
16j62k+2
HjH4k+4−j
+ c

H4k+3 + ∑
j: odd
16j62k
HjH4k+2−j + H 22k+1=2


−
∑
j: even
26j62k
H2k+1−j

H2j+1 + ∑
i: odd
16i6j−1
HiH2j−i

− cH2k+1=2;
(10)
where c= t(1=N ′)= (H5 +H1H3)=(H3 +H 21 =2−H1=2) (In fact; H3 +H 21 =2−H1=2 =0
from Table 4 in [3] or Table 3 in [6]). Therefore; if we know the values of H1; H3
and H5; we can determine all Hk .
Proof. By Lemma 5(ii), t|U2 is identically zero and so the Fourier coe2cients of even
powers of q are all zero. Also X2(t)|U2 has poles only at ∞ and 1=N ′, both simple
poles. Let c= t(1=N ′). Then X2(t)|U2 × (t − c) has a pole only at ∞, and this is a
double pole. Thus
X2(t)|U2 × (t − c)= 12 t2 + at + b (11)
for some constants a and b. By considering q-expansions of both sides in (11), it
follows that
X2(t)|U2 × (t − c) = (12q−1 + H2;2q+ H4;2q2 + H6;2q3 + · · ·)
×(q−1 − c + H1q+ H3q3 + H5q5 + · · ·)
and
1
2 t
2 + at + b= X2(t) + H1 + at + b= 12q
−2 + H2;2q2 + · · ·
+ a(q−1 + H1q+ H3q3 + H5q5 + · · ·) + b:
Here we have used the property that H1;2 =H2;1 =H2 = 0 since t is a replicable func-
tion. By comparing the coe2cients of q−1, 1 and q on both sides of (11), we get
− 12c= a, 12H1 +H2;2 =H1 + b and H4;2−H2;2c= aH1 =− 12H1c from which it follows
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that c=H4;2=(H2;2−H1=2)= (H5+H1H3)=(H3+H 21 =2−H1=2). For k¿ 1, if we compare
the coe2cients of q2k and q2k+1, we obtain
H4k+2;2 − cH4k;2 +
∑
j: odd
16j¡2k
H2k−jH2j;2 + H2k+1=2=H2k;2
and
H4k+4;2 − cH4k+2;2 +
∑
j: even
26j62k
H2k+1−jH2j;2 =H2k+1;2 + aH2k+1:
By substituting
H4k+2;2 =H4k+3 +
∑
16j62k
HjH4k+2−j + H 22k+1=2;
H4k;2 =H4k+1 +
∑
16j62k−1
HjH4k−j + H 22k =2;
H2j;2 =H2j+1 +
∑
16i6j−1
HiH2j−i + H 2j =2;
H2k;2 =H2k+1 +
∑
16j6k−1
HjH2k−j + H 2k =2;
H4k+4;2 =H4k+5 +
∑
16j62k+2
HjH4k+4−j + H 22k+2=2;
H2k+1;2 =H2k+2 +
∑
16j6k
HjH2k+1−j;
we obtain
H4k+3 =−

 ∑
16j62k
HjH4k+2−j + H 22k+1=2


+ c

H4k+1 + ∑
16j62k−1
HjH4k−j + H 22k =2


−
∑
j: odd
16j¡2k
H2k

H2j+1 + ∑
16i6j−1
HiH2j−i + H 2j =2

+ H2k+1=2
+
∑
16j6k−1
HjH2k−j + H 2k =2;
H4k+5 =−

 ∑
16j62k+2
HjH4k+4−j + H 22k+2=2


+ c

H4k+3 + ∑
16j62k
HjH4k+2−j + H 22k+1=2


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−
∑
j: even
26j62k
H2k+1−j

H2j+1 + ∑
16i6j−1
HiH2j−i + H 2j =2

+ H2k+2
+
∑
16j6k
HjH2k+1−j + aH2k+1:
Therefore, by discarding the terms of even index we get the assertion.
3. General types
Through the section we let = n|h + S (of genus zero) be in case I′ and write
N = nh=2N ′.
Lemma 8. Let f=
∑
k∈Z akq
k be a modular function on . Put x=
( 1 1=h
0 1
)
and
y=
( 1 0
n 1
)
. Then the following assertions hold:
(i) (f|U2 )|x =(f|x−1 )|U2 .
(ii) (f|U2 )|y =(f|y−1 )|U2 .
Proof. (i) (f|U2 )|x =(
∑
a2kqk)|x =
∑
a2k6khq
k where 6h=e2i=h. On the other hand,
(f|x−1 )|U2 = (
∑
ak6−kh q
k)|U2 =
∑
a2k6−2kh q
k . Since h=3 in our case, it follows that
6kh = 6
−2k
h for all k. Now (i) is veri.ed.
(ii) 2(f|U2 )|y =f|( 1 0
0 2
)(
1 0
n 1
) + f|( 1 1
0 2
)(
1 0
n 1
)=f|( 1 0
2n 2
) + f|( 1 + n 1
2n 2
). Mean-
while 2(f|y−1 )|U2 =f|( 1 0
−n 1
)(
1 0
0 2
) + f|( 1 0
−n 1
)(
1 1
0 2
)=f|( 1 0
−n 2
) + f|( 1 1
−n −n + 2
).
For (ii) it su2ces to show that
( 1 0
−n 2
)( 1 0
2n 2
)−1
and
( 1 1
−n −n + 2
)( 1 + n 1
2n 2
)−1
are in
0(N ). Indeed
( 1 0
−n 2
)( 1 0
2n 2
)−1
=
( 1 0
−3n 1
)∈0(N ) and ( 1 1−n −n + 2 )( 1 + n 12n 2 )−1 =( 1− n n=2
−3n + n2 (−n2 + 2n + 2)=2
)∈0(N ).
Lemma 9. For m∈Z we have the following assertions:
(i)
( 2 0
0 1
)
x2m ≡ xm( 2 00 1 )mod0(N ).
(ii)
( 2 0
0 1
)
y2m=ym
( 2 0
0 1
)
.
Here; “ ≡” denotes a multiplicative congruence.
Proof. (i)
( 2 0
0 1
)
x2m=
( 1 3m=h
0 1
)
xm
( 2 0
0 1
) ≡ xm( 2 00 1 )mod0(N ) since h=3 in our
case.
(ii)
( 2 0
0 1
)
y2m=
( 2 0
2mn 1
)
=ym
( 2 0
0 1
)
.
Lemma 10. 0(n|h) + S is generated by the following elements:
(1) 0(N ) and x; y.
(2) All Atkin–Lehner involutions of 0(N ) in 0(n|h) + S.
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Proof. [13, Lemma 5:2].
Lemma 11. Let f be a modular function invariant under . Then so is f|U2 .
Proof. Let 3 be an element of . By the above lemma 3 can be expressed as a product
of x, y and WQ;N for some Hall divisor Q of N . Let WQ;N ∈ and let hQ be the largest
divisor of h such that h2Q|Q. Then Q=h2Q is a Hall divisor of n=h and Q=h2Q ∈ S since
WQ;N =hQ can be interpreted as an Atkin–Lehner involution of 0(n|h) as observed in
[5, p. 34]. In our case h is 3 and S is a subset of odd Hall divisors, and therefore Q
must be odd. Since 0(n|h) / 0(n|h) + S we may write 3 in the following order:
3=
∏
i
M ii WQ;N ;
where the product has .nitely many terms and Mi = x or y. Since  is the kernel
of the homomorphism $ satisfying (3)–(6), for 3 to be in  it is necessary that∑
i  i ≡ 0mod 3. By Lemma 8, (f|U2 )|∏M ii =(f|∏M− ii )|U2 =f|U2 since
∏
M− ii ∈.
Now (f|U2 )|3=(f|U2 )|WQ;N =f|U2 where the latter equality follows from Lemma 1.
Theorem 12. Let  be in case I ′ and t be the Hauptmodul for . Then the Fourier
coe;cients of t satisfy the recursion (2). Therefore; since H2 is nonzero in this case
([6, Table 3]); t can be determined by H1; H2; H3 and H4.
Proof. In Lemma 11 we take f to be t or X2(t). Then again f|U2 is invariant under
 and can have poles only at ( 10
i
2 )
−1∞ for i=0; 1. Now(
1 i
0 2
)−1
∞=2−1
(
2 −i
0 1
)
∞ ∼
(
1 −i
0 1
)(
2 0
0 1
)
∞ ∼
(
2 0
0 1
)
∞;
where ∼ denotes the -equivalence of cusps. Let 3=∏i M ii WQ;N ∈ where Mi = x or
y;
∑
i  i ≡ 0mod 3 and Q is an odd Hall divisor of N . Since x3 ≡ y3 ≡ 1mod0(N ),∏
i M
 i
i WQ;N =
∏
i M
−2 i
i 3
′WQ;N for some 3′ ∈0(N ). Since again 3′WQ;N is an Atkin–
Lehner involution with determinant Q, we shall also write WQ;N to signify this invo-
lution. Then(
2 0
0 1
)∏
i
M ii WQ;N∞=
(
2 0
0 1
)∏
i
M−2 ii WQ;N∞
∼
∏
i
M− ii
(
2 0
0 1
)
WQ;N∞ by Lemma 9
∼
(
2 0
0 1
)
WQ;2N ′∞ since
∏
i
M− ii is in 
=WQ;N ′
(
2 0
0 1
)
∞ by Lemma 2
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∼WQ;2N ′WQ;N ′∞ ∼ 3′∞ for some 3′ ∈0(N ′)
∼∞ or 1=N ′ by Lemma 3:
As in Lemma 4 we see that the width of 1=N ′ in X () is 2. Then the arguments
of Lemma 5(i) apply to giving information about poles of t and X2(t). We can now
complete the proof as in Theorem 6.
Remark. By Theorems 6, 7 and 12 we see that several Thompson series of even level
have elementary self-recursions without the use of k-plicates. We therefore wonder
if there exists some new in.nite dimensional Lie algebra which enables us to derive
self-recursions of some (or possibly all) Thompson series of even level.
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