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UNIFORM ELLIPTICITY AND p-q GROWTH
CRISTIANA DE FILIPPIS AND FRANCESCO LEONETTI
Abstract. Fix any two numbers p and q, with 1 < p < q; we give an example of an integral
functional enjoying uniform ellipticity and p-q growth.
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1. Introduction
We consider integral functionals
(1.1)
∫
Ω
f(Du(x))dx,
where u : Ω ⊂ Rn → RN , Ω is bounded and open and f is continuous and nonnegative. About
f we assume p-q growth
(1.2) c1|z|
p − c2 ≤ f(z) ≤ c3|z|
q + c4,
where c1, c2, c3, c4, p, q are constants with c1, c3 ∈ (0,+∞), c2, c4 ∈ [0,+∞) and 1 < p < q. In
this framework it is usual to assume that
(1.3) c5(µ+ |z|)
p−2 ≤ 〈DDf(z)
λ
|λ|
,
λ
|λ|
〉,
and
(1.4) |DDf(z)| ≤ c6(µ+ |z|)
q−2,
where c5, c6, µ are constants with c5, c6 ∈ (0,+∞) and µ ∈ [0, 1]. Retaining only the informations
about the growth in the large of the second derivative, as prescribed by (1.3)-(1.4), leads to the
following bound on the ratio between the highest and the lower eigenvalue of DDf :
(1.5) R(z) :=
highest eigenvalue of DDf(z)
lowest eigenvalue of DDf(z)
≤ c7(µ+ |z|)
q−p,
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for some positive constant c7. The right hand side of (1.5), evidently blows up as |z| → ∞,
given that, in general, q > p. On the other hand, if by any chance the integrand f features
certain structural properties which make R(z) bounded from above by a constant non-depending,
in particular, from z, then we have uniform ellipticity. We are concerned with regularity of
minimizers u : Ω ⊂ Rn → RN of (1.1); in this framework of p-q growth, the following bound
sometimes appears
(1.6) q < p+ c(n, p),
where c(n, p) is positive and tends to 0 when the dimension n tends to +∞; see [2,6,9–11,13,16,18]
and [17, Section 6]; see also [7, Section 6.2] where a simple argument is given. Now we assume
the following structure condition
(1.7) f(z) = g(|z|),
with g : [0,+∞)→ [0,+∞). Some papers require g(0) = 0, g ∈ C2((0,+∞))∩C1([0,+∞)) with
g′(t) > 0 for t > 0; moreover, [3, 5, 8, 15] ask for
(1.8) 0 < m ≤
g′′(t)t
g′(t)
≤M < +∞ ∀t > 0.
Note that [1] requires (1.8) with 1 ≤ m; on the other hand, [14] asks for M ≤ 1. In [4] they
consider splitting densities f(Du) = a(|(D1u, ..., Dn−1u)|) + b(|Dnu|) and they require (1.8) for
both a and b. We remark that g′ > 0 and (1.8) forces g′′ > 0, so g must be strictly convex; on
the other hand, (1.8) allows p-q growth whatever p and q are: in this paper we fix p and q with
1 < p < q, no matter how far they are, and we show a convex function g verifing (1.8), with p-q
growth. In [3] we find Theorem 1.15 that says
Theorem 1.1. We assume that g(0) = 0 and g ∈ C2((0,+∞))∩C1([0,+∞)); moreover, g′(t) >
0 for t > 0 and (1.8) holds true. If u ∈ W 1,1loc (Ω,R
N ) is a local minimizer of (1.1) under the
structure condition (1.7) with g as before, then u is locally Lipschitz continuous in Ω.
We are going to show an example for the previous Theorem 1.1: fix p and q with 1 < p < q, then
we give g satisfying all the assumptions of Theorem 1.1 with the chosen p and q: the restriction
(1.6) does not apply! Moreover, such a g gives an f for which we have uniform ellipticity; indeed,
let g be any function in C2((0,+∞)) with g′(t) > 0 for t > 0, satisfying assumption (1.8); then,
for the corresponding f given by (1.7), we have
∂f
∂zαi
(z) = g′(|z|)
zαi
|z|
and
∂2f
∂zαi ∂z
β
j
(z) =
[
g′′(|z|)−
g′(|z|)
|z|
]
zαi z
β
j
|z|2
+
g′(|z|)
|z|
δαβδij ,
so that
(1.9)
〈
DDf(z)
λ
|λ|
,
λ
|λ|
〉
=
[
g′′(|z|)−
g′(|z|)
|z|
]〈
z
|z|
,
λ
|λ|
〉2
+
g′(|z|)
|z|
;
if we consider first the case [...] ≥ 0 and then the other case [...] < 0, using (1.8), we get
(1.10)
highest eigenvalue of DDf(z)
lowest eigenvalue of DDf(z)
≤ max
{
M ;
1
m
}
;
so, we are in the uniform ellipticity regime. So, after fixing p and q at will in (1,+∞), we are
going to write an example of functional with p-q growth and unifom ellipticity. For 1 < p < q,
set a = p+q2 and b =
q−p
2 . Then, we have a, b > 0, 1 < p = a− b < a+ b = q and we can use the
function g defined in the next section 2.
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2. Example
We fix a, b ∈ (0,+∞) with
(2.1) 1 < a− b.
We consider g : [0,+∞)→ [0,+∞) such that
(2.2) g(t) = ta+b sin(ϕ(t)),
where ϕ : R→ R is given by
(2.3) ϕ(t) =


3
2pi if t ∈ (−∞, 1],
3
2pi + ε ln ln(e + (t− 1)
4) if t ∈ (1,+∞),
with ε > 0. Note that
(2.4) ϕ′(t) =


0 if t ∈ (−∞, 1],
ε
ln(e+(t−1)4)
4(t−1)3
e+(t−1)4 if t ∈ (1,+∞)
and
(2.5) ϕ′′(t) =


0 if t ∈ (−∞, 1],
ε
{
−1
[ln(e+(t−1)4)]2
[
4(t−1)3
e+(t−1)4
]2
+
1
ln(e+(t−1)4)
12(t−1)2e−4(t−1)6
[e+(t−1)4]2
}
if t ∈ (1,+∞)
so that ϕ ∈ C2(R). Note that ϕ′(t) > 0 when t > 1; moreover, lim
t→+∞
ϕ(t) = +∞. Then
ϕ(t) increases and takes all the values of the interval [ 32pi,+∞). This means that, in (2.2), the
exponent a+ b sin(ϕ(t)) oscillates between a− b and a+ b infinitely many times as t goes from
0 to +∞; then g(t) has a − b growth from below and a + b growth from above. As far as ε is
concerned, we require that
(2.6) 0 < ε < min
{
1;
a− 1− b
224 b
}
.
We are going to prove the next
Theorem 2.1. Let us consider a, b ∈ (0,+∞) verifing (2.1); we take g(t) given by (2.2) where
ϕ is defined in (2.3) and ε satisfies (2.6). Then g : [0,+∞) → [0,+∞), g(0) = 0, g(t) > 0 for
t > 0, g ∈ C1([0,+∞)) ∩ C2((0,+∞)), lim
t→0+
g(t)
t
= 0, lim
t→+∞
g(t)
t
= +∞, g′(0) = 0 and
(2.7) 0 < {−b8ε+ a− b}
g(t)
t
≤ g′(t) ≤ {b8ε+ a+ b}
g(t)
t
for every t > 0; moreover,
(2.8) 0 < {−b8ε+ a− b}ta−b−1 ≤ g′(t) ≤ {b8ε+ a+ b}[ta−b−1 + ta+b−1]
for every t > 0. As far as g′′ is concerned, we get
(2.9) 0 < {−224bε+ a− 1− b}
g′(t)
t
≤ g′′(t) ≤ {224bε+ a− 1 + b}
g′(t)
t
for every t > 0, thus g is strictly convex in [0,+∞).
The present example is a modification of the one given in [12, 19]; in the present example the
small new parameter ε appears and it makes possible to get convexity and p-q growth with any
p and q .
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3. Preliminary results
We need some preliminary estimates.
Lemma 3.1. For all t ∈ (1,∞) there holds that:
(3.1) 0 <
(t− 1)3
e + (t− 1)4
< 1.
Proof. If 1 < t ≤ 2, then 0 < t− 1 ≤ 1 so that
0 <
(t− 1)3
e+ (t− 1)4
≤
1
e+ (t− 1)4
≤
1
e
< 1.
If 2 < t, then 1 < t− 1 so that
0 <
(t− 1)3
e+ (t− 1)4
<
(t− 1)4
e+ (t− 1)4
< 1.
The two cases give (3.1). 
Lemma 3.2. For all t ∈ (1,∞) there holds that:
(3.2) 0 <
(t− 1)3t
e + (t− 1)4
< 2.
Proof. We write t = (t− 1) + 1 and we get
0 <
(t− 1)3t
e+ (t− 1)4
=
(t− 1)3(t− 1)
e+ (t− 1)4
+
(t− 1)3
e+ (t− 1)4
<
(t− 1)4
e+ (t− 1)4
+ 1 < 1 + 1,
where we used (3.1). 
Lemma 3.3. For all t ∈ (1,∞) there holds that:
(3.3) 0 <
(t− 1)2t2
e + (t− 1)4
< 4.
Proof. If 1 < t < 2, then 0 < t− 1 < 1 so that
0 <
(t− 1)2t2
e+ (t− 1)4
<
4
e+ (t− 1)4
<
4
e
<
4
2
= 2.
If 2 ≤ t, then t ≤ 2(t− 1) so that
0 <
(t− 1)2t2
e+ (t− 1)4
≤
(t− 1)24(t− 1)2
e + (t− 1)4
=
4(t− 1)4
e+ (t− 1)4
< 4.
The two cases give (3.3). 
Lemma 3.4. For all t ∈ (1,∞) there holds that:
(3.4) 0 <
ln t
ln(e+ (t− 1)4)
< 1.
Proof. If 1 < t ≤ e, then
0 <
ln t
ln(e+ (t− 1)4)
≤
ln e
ln(e + (t− 1)4)
<
ln e
ln e
= 1.
If e < t, then t < (t − 1)2: indeed, this last inequality is equivalent to 0 < t2 − 3t + 1; the two
solutions of the equation t2 − 3t + 1 = 0 are 3−
√
5
2 and
3+
√
5
2 ; note that 5 < 5, 29 = (2, 3)
2, so
that 3+
√
5
2 <
3+2,3
2 = 2, 65 < e; then e < t implies 0 < t
2 − 3t + 1 and t < (t − 1)2. This last
inequality allows us to write
0 <
ln t
ln(e+ (t− 1)4)
<
ln((t− 1)2)
ln(e+ (t− 1)4)
<
ln((t− 1)2)
ln((t− 1)4)
=
2
4
.
The two cases give (3.4). 
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In this section 3, ϕ is given by (2.3) with any ε > 0: in the forthcoming lemmas, no restriction
from above on ε is required.
Lemma 3.5. Let ε > 0 be any number and ϕ be the function in (2.3). Then,
(3.5) 0 < ϕ′(t)t ln t ≤ 8ε ∀t ∈ (1,+∞).
Proof. We take into account formula (2.4) and estimates (3.4), (3.2):
0 < ϕ′(t)t ln t =
ε
ln(e + (t− 1)4)
4(t− 1)3
e+ (t− 1)4
t ln t =
ε
ln t
ln(e+ (t− 1)4)
4(t− 1)3t
e+ (t− 1)4
≤ ε8.

Lemma 3.6. Let ε > 0 be any number and ϕ be the function in (2.3). Then,
(3.6) 0 < ϕ′(t)t ≤ 8ε ∀t ∈ (1,+∞).
Proof. We take into account formula (2.4) and estimate (3.2):
0 < ϕ′(t)t =
ε
ln(e + (t− 1)4)
4(t− 1)3
e+ (t− 1)4
t =
ε
1
ln(e+ (t− 1)4)
4(t− 1)3t
e+ (t− 1)4
≤ ε8.

Lemma 3.7. Let ε > 0 be any number and ϕ be the function in (2.3). Then,
(3.7) |ϕ′′(t)|t2 ln t ≤ 128ε ∀t ∈ (1,+∞).
Proof. We take into account formula (2.5) and estimates (3.2), (3.3), (3.4):
|ϕ′′(t)|t2 ln t ≤
ε ln t
[ln(e+ (t− 1)4)]2
[
4(t− 1)3t
e+ (t− 1)4
]2
+
ε ln t
ln(e + (t− 1)4)
12e(t− 1)2t2 + 4(t− 1)6t2
[e + (t− 1)4]2
≤ ε(43 + 48 + 16) = 128ε.

4. Proof of Theorem 2.1
Definitions (2.2) and (2.3) say that, when t ∈ [0, 1], ϕ(t) = 32pi and g(t) = t
a−b; condition (2.1)
guarantees that 1 < a− b so that
(4.1) g(0) = 0,
(4.2) lim
t→0+
g(t)
t
= 0,
(4.3) g′(0) = 0;
moreover, g(t) > 0 for t > 0. We recall that, for t > 1, ta−b ≤ g(t); again, condition (2.1)
guarantees that 1 < a− b so that
(4.4) lim
t→+∞
g(t)
t
= +∞.
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Up to now, g ∈ C0([0,+∞)). For t > 0 we have
(4.5) g(t) = ta+b sin(ϕ(t)) = e[a+b sin(ϕ(t))] ln t,
so that
g′(t) = e[a+b sin(ϕ(t))] ln t
{
[b cos(ϕ(t))]ϕ′(t) ln t+ [a+ b sin(ϕ(t))]
1
t
}
=
g(t)
t
{
[b cos(ϕ(t))]ϕ′(t)t ln t+ [a+ b sin(ϕ(t))]
}
.(4.6)
If t ∈ (0, 1], then ϕ(t) = 32pi and ϕ
′(t) = 0, so that
(4.7) g′(t) =
g(t)
t
[a− b] = [a− b]ta−b−1;
again, condition (2.1) guarantees that 1 < a− b so that
(4.8) lim
t→0+
g′(t) = 0.
Then, g ∈ C1([0,+∞)). Using formula (4.6), when t > 0, we have
g′′(t) =
g′(t)t− g(t)
t2
{
[b cos(ϕ(t))]ϕ′(t)t ln t+ [a+ b sin(ϕ(t))]
}
+
g(t)
t
{
[−b sin(ϕ(t))]ϕ′(t)ϕ′(t)t ln t+
[b cos(ϕ(t))][ϕ′′(t)t ln t+ ϕ′(t)(ln t+ 1)] + [b cos(ϕ(t))]ϕ′(t)
}
.(4.9)
Then g ∈ C2((0,+∞)). Now we are going to estimate g′(t) by means of g(t)
t
. First of all, we
consider the case t ∈ (0, 1]: we can use formula (4.7) and we get g′(t) = (a− b) g(t)
t
. After that,
we deal with t > 1; we use formula (4.6) and estimate (3.5):
g(t)
t
{−b8ε+ a− b} ≤
g(t)
t
{
[b cos(ϕ(t))]ϕ′(t)t ln t+ [a+ b sin(ϕ(t))]
}
︸ ︷︷ ︸
g′(t)
≤
g(t)
t
{b8ε+ a+ b}.(4.10)
Note that −b8ε+ a− b < a− b < a+ b < b8ε+ a+ b; then
(4.11)
g(t)
t
{−b8ε+ a− b} ≤ g′(t) ≤
g(t)
t
{b8ε+ a+ b} ∀t > 0.
Up to now, we only used a, b > 0, 1 < a − b and ε > 0. Assumption (2.6) guarantees that
ε < a−1−b224b ; then 8bε < 224bε < a− 1− b, so that 1 < −b8ε+ a− b; this and positivity of g give
g′(t) > 0 when t > 0. Moreover, (4.11) can be written as follows
(4.12)
1
b8ε+ a+ b
g′(t) ≤
g(t)
t
≤
1
−b8ε+ a− b
g′(t) ∀t > 0.
We note that
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(4.13) ta−b ≤ ta+b sin(ϕ(t))︸ ︷︷ ︸
g(t)
≤ ta+b ∀t > 1;
then we use estimates (4.11), (4.13) and positivity of −b8ε+ a− b:
(4.14) ta−b−1{−b8ε+ a− b} ≤ g′(t) ≤ ta+b−1{b8ε+ a+ b} ∀t > 1.
We keep in mind that g′(t) = (a− b) g(t)
t
= (a− b)ta−b−1 for t ∈ (0, 1]; moreover, −b8ε+ a− b <
a− b < a+ b < b8ε+ a+ b; then
(4.15) ta−b−1{−b8ε+ a− b} ≤ g′(t) ≤ [ta−b−1 + ta+b−1]{b8ε+ a+ b} ∀t > 0.
We divide by t and we get
(4.16) ta−b−2{−b8ε+ a− b} ≤
g′(t)
t
≤ [ta−b−2 + ta+b−2]{b8ε+ a+ b} ∀t > 0.
We need to estimate g′′(t)t; to this aim, we use (4.9):
g′′(t)t =
[
g′(t)−
g(t)
t
]{
[b cos(ϕ(t))]ϕ′(t)t ln t+ a+ b sin(ϕ(t))
}
+
g(t)
t
{
[−b sin(ϕ(t))]ϕ′(t)tϕ′(t)t ln t+
[b cos(ϕ(t))][ϕ′′(t)t2 ln t+ ϕ′(t)t(ln t+ 2)]
}
.(4.17)
We keep in mind (4.6) and we can write as follows
g′′(t)t = g′(t)
{
[b cos(ϕ(t))]ϕ′(t)t ln t+ a− 1 + b sin(ϕ(t))
}
+
g(t)
t
{
[−b sin(ϕ(t))]ϕ′(t)tϕ′(t)t ln t+
[b cos(ϕ(t))][ϕ′′(t)t2 ln t+ ϕ′(t)t(ln t+ 2)]
}
.(4.18)
For simplicity, define
Φ1(t) :=
[
b cos(ϕ(t))ϕ′(t)t ln t+ a− 1 + b sin(ϕ(t))
]
Φ2(t) := −b sin(ϕ(t))ϕ
′(t)tϕ′(t)t ln t+ [b cos(ϕ(t))][ϕ′′(t)t2 ln t+ ϕ′(t)t(ln t+ 2)],
in such a way that (4.18) reads as
(4.19) g′′(t)t = g′(t)Φ1(t) +
g(t)
t
Φ2(t).
By (3.5), (3.6) and (3.7) we estimate for t > 1
−8εb+ a− 1− b ≤ Φ1(t) ≤|Φ1(t)| ≤ 8εb+ a− 1 + b;
|Φ2(t)| ≤ b8ε8ε+ b[128ε+ 8ε+ 16ε] = bε[64ε+ 152].
Now we estimate g′′(t)t from below; when t > 1 we keep in mind positivity of g′, g and estimates
for Φ1, Φ2: we have
g′′(t)t = g′(t)Φ1(t) +
g(t)
t
Φ2(t) ≥ g
′(t){−8εb+ a− 1− b}+
g(t)
t
(−b)ε[64ε+ 152] =: (I);
now we use the right hand side of (4.12) and we get
(I) ≥ g′(t)
{
−8εb+ a− 1− b+
−bε[64ε+ 152]
−8εb+ a− b
}
=: (II);
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now we use (2.6): ε < 1 gives 64ε+ 152 < 216 and ε < a−1−b224b gives 1 < −b8ε+ a− b, so that
(4.20)
bε{64ε+ 152}
−b8ε+ a− b
< 216 b ε;
then
(II) ≥ g′(t) {−8εb+ a− 1− b− 216εb} ;
this means that, for t > 1 we have
g′′(t)t ≥ g′(t) {−224εb+ a− 1− b} .
Note that we required −224bε+ a− 1− b > 0 in our assumption (2.6).
When t ∈ (0, 1], we have ϕ(t) = 32pi, ϕ
′(t) = 0 = ϕ′′(t); then g′′(t)t = g′(t)(a− 1− b). Moreover,
g′ is positive and
a− 1− b > a− 1− b− 224bε > 0,(4.21)
then,
(4.22) g′′(t)t ≥ g′(t) {−224εb+ a− 1− b} ∀t > 0.
Since g′(t) > 0 when t > 0, this last inequality guarantees that g′′(t) > 0 for all t > 0; then
g′ strictly increases in (0,+∞); since g′ is continuous in [0,+∞), then g′ strictly increases in
[0,+∞): this guarantees that g is strictly convex in [0,+∞).
Now we estimate g′′(t)t from above; when t > 1 we keep in mind positivity of g′, g and estimates
for Φ1, Φ2: we have
g′′(t)t = g′(t)Φ1(t) +
g(t)
t
Φ2(t) ≤ g
′(t){8εb+ a− 1 + b}+
g(t)
t
bε[64ε+ 152] =: (III);
now we use the right hand side of (4.12) and we get
(III) ≤ g′(t)
{
8εb+ a− 1 + b+
bε[64ε+ 152]
−8εb+ a− b
}
=: (IV);
we use (4.20) and we get
(IV) ≤ g′(t) {8εb+ a− 1 + b+ 216εb} ;
this means that, for t > 1 we have
g′′(t)t ≤ g′(t) {224εb+ a− 1 + b} .
When t ∈ (0, 1], we have ϕ(t) = 32pi, ϕ
′(t) = 0 = ϕ′′(t); then g′′(t)t = g′(t)(a− 1− b). Moreover,
g′ is positive so that
(4.23) g′′(t)t ≤ g′(t) {224εb+ a− 1 + b} ∀t > 0.
This ends the proof of Theorem 2.1. 
5. Another example
Now we give an example in the subquadratic case by modifing a little bit the previous example
of section 2: we introduce an additional restriction on a, b and we select a smaller ε. More
precisely, We fix a, b ∈ (0,+∞) with (2.1) as in section 2; moreover, we require, in addition,
(5.1) a+ b < 2.
We consider g : [0,+∞)→ [0,+∞) given by (2.2) with ϕ as in (2.3) with ε > 0 satisfing (2.6) as
in section 2; moreover, we require, in addition,
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(5.2) ε <
2− a− b
224 b
.
Please, note that (5.1) gives 0 < 2− a− b, so the requirement (5.2) is in accordance with 0 < ε
and it implies
224bε+ a− 2 + b < 0.
This and the right hand side of (2.9) in Theorem 2.1 give
Theorem 5.1. Let us consider a, b ∈ (0,+∞) verifing (2.1), (5.1); we consider g(t) given by
(2.2) where ϕ is defined in (2.3) and ε satisfies (2.6), (5.2). Then
g′′(t)−
g′(t)
t
≤ {224bε+ a− 2 + b}
g′(t)
t
< 0 ∀t > 0
and we get M = 1 in the right hand side of (1.8). Since(
g′(t)
t
)′
=
g′′(t)t− g′(t)
t2
=
(
g′′(t)−
g′(t)
t
)
1
t
< 0,
we get
t→
g′(t)
t
strictly decreases in (0,+∞).
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