A family of delay-di®erential models of the glucose-insulin system is introduced, whose members represent adequately the Intra-Venous Glucose Tolerance Test and allied experimental procedures of diabetological interest. All the models in the family admit positive bounded unique solutions for any positive initial condition and are persistent. The models agree with the physics underlying the experiments, and they all present a unique positive equilibrium point.
Introduction
The modeling of the glucose-insulin system is an appealing and challenging topic in biomathematics and many di®erent models have been presented in the last decades, mostly referred to the experimental framework of the Intra Venous Glucose Tolerance Test (IVGTT), where a bolus of glucose is administered intra-venously and glucose and insulin concentrations are frequently sampled (see e.g. the ODEs of the Minimal Model [1, 17] , or the more recent integro-di®erential equations models of [2, 11, 13] ). An interesting survey on a very wide class of most signi¯cant models available in the literature and the software tools related to them can be found in [12] . The interest in modelling this physiological system stems in part from its relative simplicity, in part from the social impact of its derangement (giving rise to the widespread disease Diabetes Mellitus), in part from the actual need of the diabetologists for a method capable of delivering a single numerical index, diagnostic of the insulin sensitivity of the patient.
The fact that several attempts at modeling the glucose-insulin system have been made in the past points to the actual di±culty in constructing a model which is at the same time mathematically coherent, statistically robust and physiologically meaningful. In other words, the model should exhibit satisfactory properties of the solutions, its parameters should be statistically estimable with su±cient precision from data sets obtained from standard experimental procedures, and it should conform to established physiological concepts. So far, indeed, no single model exhibiting simultaneously all of these features has been proposed.
In this paper a family of delay-di®erential models of the glucose-insulin system is investigated with respect to the behavior of the resulting solutions. The family considered is similar to that studied by Li et al. [8] with respect to which it introduces the possibility of generally considering delays both in the insulin action on tissue glucose uptake and in the glucose action on pancreatic insulin secretion. According to the family of models presented, the glucose-insulin dynamics is characterized by coupled integro-di®erential equations: by choosing the kernels of the convolution integrals among a set of admissible functions, di®erent models can be obtained. Two meaningful choices for the kernels give rise to discrete-delay di®erential equations or to ordinary di®erential equations on a suitably de¯ned extended state space. From a physiological point of view, these models incorporate an explicit delay in the control action exerted by glucose on pancreatic insulin secretion; express the e®ect of (delayed) glucose by a saturable sigmoidal function; and include second-order control of net glucose uptake by circulating insulin. One model of the family has been identi¯ed from IVGTT data [14] , providing excellent results in terms of parameter estimation. Since these models appear statistically and physiologically promising, the purpose of this work is, then, that of studying their mathematical properties with some degree of generality.
The family of delay-di®erential systems is presented in detail in the next section. In Section three it is proven that each of these models admits positive bounded unique solutions for any positive initial condition and is persistent. Section four deals with the stability properties of the models: all the models in the considered family have a unique positive equilibrium point. For both speci¯c models previously mentioned, conditions are given on the physical parameters in order to ensure the local asymptotic stability of the equilibrium point. According to the estimates [14] and to the physics underlying the parameter values, these conditions are always satis¯ed. Su±cient conditions are also given to ensure the global attractivity of the equilibrium point for a generic model of the family, which however are not satis¯ed for the two speci¯c models, given the corresponding parameter estimates experimentally obtained. In Section¯ve simulation results are reported, dealing with the two speci¯c models, for meaningful sets of parameters: they conform to the theoretical results and showcase the conditions under which limit cycles may occur. The parameter identi¯cation procedure is brie°y described in Section six.
Models considered
Denote G(t), [mM], I(t), [pM], plasma glycemia and insulinemia, respectively; the proposed class of dynamical models of the glucose-insulin homeostasis is written according to the following generic delay-di®erential system:
where:
, is the rate of insulin-independent glucose uptake; If°were zero, the pancreas would not react to circulating glucose at all; if°were 1, the pancreas would respond according to a Michaelis-Menten dynamics, where G ? is the glucose concentration of half-maximal insulin secretion; when°is greater than 1 (as is usually the case), the pancreas responds according to a sigmoidal function.
is the glycemia at which the insulin release is the half of its maximal rate; at a glycemia equal to G ¤ corresponds an insulin secretion equal to T iGmax =2. -e G(t) and e I(t) are the following time-integrals of the glucose and insulin concentrations:
where the kernels ! g : [0; ¿ g ] 7 ! IR + , ! i : [0; ¿ i ] 7 ! IR + are non-negative, square integrable functions, such that:
and:
9 T g ; T i :
From (2.1), it is apparent that: -the insulin-independent glucose uptake, ¡K xg G(t), is a linear function of the plasma glycemia; -the insulin-dependent glucose uptake, ¡K xgi G(t) e I(t), is a bilinear function of the pair ¡ G(t); e I(t) ¢ ; -the net glucose production, T gh =V G , is a constant term: during a standard IVGTT no exogenous glucose infusions are administered; -insulin degradation, ¡K xi I(t), is a linear function of the plasma insulinemia;
The Jacobian of f is reported below for ease of reference:
Remark 2.1. In the following Sections the existence of a unique equilibrium point, re°ecting the basal levels of glycemia and insulinemia, G b , [mM] , and I b , [pM], respectively, will be proved. Both basal levels are measured, so that a pair of model parameters need not be estimated, but are readily computed according to the equilibrium equations:
All model parameters previously de¯ned are strictly positive, except for K xg , which may also be zero. Such a case, in fact, has a very plausible physiological motivation because the insulin-independent glucose uptake may be completely modeled by the constant net balance term T gh . Experimental results support this interpretation in many subjects [14] .
Model (2.1) reduces to an element of the class of the glucose-insulin models de¯ned in [11] in case of e I(t)´I(t) (i.e. ! i (µ) = ±(µ)) and K xg strictly positive.
6.

General analysis of the solutions
In this section we prove that the delay-di®erential model (2.1) admits a unique positive bounded solution for any positive initial condition and that, moreover, the model is persistent. According to widely adopted notation [6, 8] , let ¿ = maxf¿ g ; ¿ i g and denote with 
, it may be written in the following more compact form:
According to the existence and uniqueness conditions for RFDEs (see [6, 8] and references therein), if the initial condition X 0 = Á belongs to C ¿ , there is a unique solution of system (3.1) through Á, because F (¢) is continuous and Lipschitz in each compact set of C ¿ . Moreover, solutions are continuous w.r.t. to both the initial condition Á 2 C ¿ and the model parameters.
Absolutely continuous solutions are also ensured in the case of suitable discontinuous initial conditions, for instance for initial conditions Á uniformly continuous on [¡¿; 0), but with Á(0 ¡ ) 6 = Á(0), see [7, pg.101] . The need for establishing existence in this case arises because the IVGTT protocol calls for an impulsive increase of glycemia at time zero, making the initial condition (theoretically) discontinuous. In this case, the initial conditions for (2.1) are determined by the intra-venous instantaneous injection of a glucose bolus D g , [mmol/kgBW], so that:
;
with:
, the theoretical increase in plasma glucose concentration over basal glucose concentration at time zero after the instantaneous administration and redistribution of the I.V. glucose bolus D g ; -I ¢ , [pM/mM], the¯rst-phase insulin concentration increase per mM increase in glucose concentration at time zero due to the injected bolus.
The following theorems investigate positiveness, boundedness and persistency of the models. 
This proves that, if G(0) > 0, G(t) never vanishes and is always positive. Similarly it can be proven that, if I(0) > 0, also I(t) never vanishes and is always positive: let I(0) > 0 and assume that 9 t 0 > 0 such that I(t 0 ) = 0 and I(t) > 0 for any 0 · t < t 0 . Then, necessarily, dI dt¯t=t 0 · 0, which is a contradiction because: 9 ¹ t : 0 < m < X i (t) < M < +1; 8t¸¹ t; (3:5) for each component X i of the state vector. Denote:
The proof is achieved by proving the following four statements:
Step 1. In order to show the boundedness of the evolution of insulin, assume that I M = +1, which means, due to continuity:
But:
which is a contradiction, so that I M < +1.
Step 2. Suppose G m < +1 (otherwise G m > 0 is trivially veri¯ed). Due to continuity:
that means:
According to the inequality (3.10), it is G m > 0, otherwise it would be T gh =V G · 0.
Step 3. From Step 1, it follows that I m · I M < +1. Due to continuity:
(3.12)
8.
According to inequality (3.12), it follows that I m > 0, otherwise it would be T iGmax =V I < 0.
Step 4. In order to show the boundedness of the evolution of glucose, assume that G M = +1, which means, due to continuity:
which is a contradiction, so that G M < +1.
As a consequence of Theorems 3.1 and 3.2, system (2.1) admits positive bounded solutions for any positive initial condition.
Remark 3.4. It is easy to verify at this point that the following inequalities hold:
Equilibria and stability analysis
It is shown here that each of the models (2.1) admits a unique positive equilibrium point. Conditions are given to ensure global attractivity; local asymptotic stability is proven for a pair of signi¯cative models. Proof. Each equilibrium point (G e ; I e ) has to satisfy the following equations: 8 > > < > > :
(4:1) Note that '(0) = T gh =V G > 0 and:
in that f(¢), f 0 (¢) are both positive for positive entries. Then '(¢) is a decreasing function for positive argument, starting from a positive value at zero, and it may hence have at most one positive root. The existence of such a root is ensured by the limit:
It has to be stressed that, in order to check the global attractiveness of the equilibrium point, the su±cient conditions proposed in [11] (Thm.3.1, Thm.3.2, Thm.3.3 and corollaries) are not ful¯lled for the present family of models, even assuming K xg > 0 and e I(t) = I(t). Such a situation occurs for any set of parameters, because it depends structurally on the mathematical formulation of the functions chosen to describe insulin-dependent glucose uptake and pancreatic insulin secretion. It is worthwhile, then, to endeavor to¯nd some di®erent criterion to ensure global stability of the equilibrium point.
The following Lemmas show that under suitably de¯ned conditions on the parameters, the unique equilibrium point is globally attractive. The idea is based on the !-limit set for a given initial condition Á, associated to an RFDE of the type (3.1). Such an approach has been followed in [2] in a similar framework, and can be generalized for scalar delay-di®erential equations [10] . The !-limit set is de¯ned as the set of all limit points of the set fX t ; t¸0g [6] .
As a preliminary step, recall that for any scalar di®erential inequality of the type:
it is:
Moreover:
Similarly, by changing the inequality in (4.4):
Consider a solution S = (G; I) of system (2.1) for a generic initial condition Á. Let ¥ = (» G ; » I ) 2 C ¿ be a point in the nonempty !-limit set of Á (see e.g. [2] , [10] ). We de¯ne ¹ S = ( ¹ G; ¹ I) the solution of (2.1) with initial condition ¥.
Notice that, according to the positive invariance of the !-limit set [16] , the solution ¹ S t belongs itself to the !-limit set of Á, and can be extended as a solution for negative real t so that ¹ S t is in the !-limit set for every t. In the following G M , G m , I M , I m are de¯ned as in (3.6) and are referred to the solution S in De¯nition 4.3.
Lemma 4.4. The evolution ¹ G(t) is bounded by the following sequences of upper and lower bounds:
10.
Proof. The Lemma is proved by induction. Assume there exists M k such that ¹ G(t) · M k . Then, the insulin time derivative is majored as follows:
therefore, for any arbitrary t 0 · t:
Recall that ¹ I(t) is a bounded evolution so that, taking t 0 7 ! ¡1, it follows that:
According to (4.13), the glucose time derivative is minored as follows:
Recall that ¹ G(t) is a bounded evolution so that, taking t 0 7 ! ¡1, it follows that:
Taking into account the relationships among T gh , T iGmax and the basal values G b , I b (2.6), it readily appears that the function h(¢) is the same as that de¯ned in (4.10). According to (4.16), the insulin time derivative is minored as follows:
from which, taking t 0 7 ! ¡1, it follows that:
Finally, according to (4.19), the glucose time derivative is majored as follows:
The initial step for M 0 is readily obtained by majoring the glucose time derivative as follows:
from which, taking t 0 7 ! ¡1, we have that:
Lemma 4.5. Consider the sequences of bounds fM k g, fm k g in Lemma 4.4. Then: i) fM k g is a bounded monotone decreasing sequence; ii) fm k g is a bounded monotone increasing sequence. Proof. From (4.9) we can write:
Note that the function h(x) is monotonically decreasing in x, so that h ¡ h(x) ¢ is monotonically increasing in x. It means that, if M k · M k¡1 , then:
As far as the initial step of the induction is concerned, taking into account the computation of M 0 in (4.10):
12.
Theorem 4.6. Assume the following condition holds true among the model parameters:
Then, the equilibrium point is globally attractive. Proof. Consider the evolution ¹ S given by De¯nition 4.3. According to Lemmas 4.4 and 4.5, the glucose evolution is bounded by monotone increasing/decreasing sequences:
By consequence, both the sequences are converging. If the function h ¡ h(¢) ¢ admits a unique¯xed point, both the sequences converge to the same limit, so forcing the evolution of ¹ G(t) to be constant and equal to this limit. As a matter of fact, ¹ I(t) is also forced to be constant, for instance from inequality (3.15a). On the other hand, by de¯nition, ¹ S has the initial condition in the !-limit set of a generic solution of (2.1), that means the !-limit set of any generic solution consists of the only¯xed point of h ¡ h(¢) ¢ , and such a point results to be necessarily the equilibrium point of the system. In order to¯nd the¯xed points of h ¡ h(¢) ¢ , consider the equation:
It is easy to verify that:
¡(x) = +1; (4:32) so that, by continuity, there exist at least one solution of (4.31). Compute the Jacobian of ¡(x):
and df=dx as in (2.5). After some computations, it can be seen that: i) if condition (4.29) holds as an equality, the Jacobian of ¡(x) vanishes only in x = G b and is always non-negative: x = G b is the only root of ¡(x) = 0; ii) if condition (4.29) holds true as a strict inequality, the Jacobian never vanishes and is always positive, so ensuring that x = G b is the only root of ¡(x) = 0; iii) if condition (4.29) is not true, x = G b is one of three roots of ¡(x) = 0.
Only conditions i) and ii) ensure global attractiveness for the equilibrium point.
Remark 4.7.
This result is, however, of limited usefulness in the present case (as it also happens with other theoretical conditions on the model parameters, su±cient for global stability of the model). In fact, when inserting into (4.29) parameter values making physiological sense, such as are given from statistical estimation on real patients' data, the condition is not veri¯ed.
For instance, there are statistical and physiological reasons for which parameter K xg may be zero. In this case, condition (4.29) becomes:°1
which is trivially veri¯ed for°· 1. However,°· 1 rarely happens in normal subjects and the result is that condition (4.34) is ful¯lled in only about 3% of the normal subjects examined.
On the other hand, in the sequel, necessary and su±cient conditions will be given for the local stability, which are easily veri¯ed on a wide range of realistic parameter values.
Global attractiveness and local stability determine global asymptotic stability of the equilibrium point. Local stability strongly depends on the choice of the kernels ! g , ! i in (2.2). If both the kernels are impulsive functions:
the following discrete-delays di®erential equations system is obtained:
where ¿ g is the apparent delay with which the pancreas varies secondary insulin release in response to varying plasma glucose concentrations, and ¿ i is the delay with which insulin acts in stimulating glucose uptake by peripheral tissues. A di®erent characterization is obtained assuming that ¿ g = ¿ i = +1, and that both kernels are expressible as the following exponentials, satisfying the constraints (2.3), (2.4):
In this case, due to the linear chain trick (e.g. [8] ), and adopting a change of variables t¡µ = s:
Denoting:
x 2 (t) = I(t);
14.
the following 6-dimensional ordinary di®erential system is obtained:
with the initial conditions:
x 2 (0) = I(0);
(4:41)
Local stability analysis of the discrete-delays di®erential system
The model considered in this subsection is the one described by (4.36). In order to study the local stability of the equilibrium point, system (4.36) is linearized around (
from which the characteristic equation is:
(4.43)
Note that, despite the presence of two delays in the model, the characteristic equation provides only one delay element, which is the sum of the two original delays. Moreover, by neglecting both delays (¿ g = ¿ i = 0), d(¸) reduces to a second order equation with all positive coe±cients, so that its roots belong to the negative real half plane, which implies asymptotic stability of the origin of the linearized system and local asymptotic stability of the equilibrium point of the original system. The point is to see what happens by increasing one or both delays. We employ the standard imaginary root crossing method [8] . 15.
there exists ¿ 0 such that for ¿ < ¿ 0 there are no solutions in I C + ; for ¿ = ¿ 0 a pair of pure imaginary conjugate solutions occurs; for ¿ > ¿ 0 pairs of conjugate solutions de¯nitively occur in I C + ; iii) c > d and 2c ¡ a 2 > 2 p c 2 ¡ d 2 : there exist ¿ 0 , ¹ ¿ 0 , with ¿ 0 < ¹ ¿ 0 , such that for ¿ < ¿ 0 there are no solutions in I C + ; for ¿ = ¿ 0 a pair of pure imaginary conjugate solutions occurs; for ¿ 0 < ¿ < ¹ ¿ 0 pairs of conjugate solutions appear and disappear in I C + , so producing a¯nite number of switches between presence and absence of solutions in I C + ; for ¿¸¹ ¿ 0 , there will de¯nitively be at least a pair of conjugate solutions in I C + . 
Note that, if the¯rst condition in (4.45) holds true, then the second is also satis¯ed, in that: Assume that ®± <¯´. In order to determine the value of the total delay ¿ 0 which is the boundary between stability and instability, consider the pure imaginary roots, r 1=2 = §j!, crossing the imaginary axis when ¿ i + ¿ g increases, [8] :
from which only one positive ! is achieved:
According to (4.47), the pure imaginary roots occur when ¿ i + ¿ g is such that:
¿ 0 is the total delay ¿ i + ¿ g coming from (4.49).
Remark 4.11.
It is important to know whether Theorem 4.9 ensures the local stability of the model for a realistic set of parameters. Below are reported the ones estimated for a healthy subject, according to [14] :
V G = 0:194L=kgBW; K xg = 0min ¡1 ; ¿ g = 23:50min; According to Theorem 4.9, condition (4.29) is not ful¯lled, in that:
Nevertheless, local asymptotic stability is easily ensured because:
50min: (4:53)
Local stability analysis of the distributed delay model with exponential kernels
Taking into account the ODE representation described by (4.40), the local asymptotic stability of the equilibrium point
is achieved if and only if all the roots of the characteristic polynomial associated to the Jacobian of (4.40) computed in X eq : J(X eq ) = 2 6 6 6 6 6 6 4
; (4:55)
have negative real part. After computations, the characteristic polynomial is:
17.
Notice that it may be written as:
Remark 4.12. Due to (2.5) and (2.6), parameter k can be written as:
is a positive function diverging to +1 as°increases, with k(0) = 0. If it were G b =G ¤ > 1, keeping¯xed all the parameters except°, k = k(°) would be a positive bounded function for°¸0, admitting a single maximum for°satisfying the following equation:
From (4.59), it is apparent that k strongly depends on the parameters p i . Nevertheless, due to Remark 4.12, k = k(°) may well be unbounded w.r.t.°, so that we can assume without loss of generality k 2 [0; +1). If it were k = 0, it would easily follow that d(¸) has 6 negative real roots, so that the equilibrium point would be locally asymptotically stable. The point is to see whether the stability changes by increasing k > 0. The analysis is based on well known results of feedback control law design, such as the root locus method [3] and Routh-Hurwitz criterion [15] . More details can be found in [4, 5] . Theorem 4.13. Consider system (4.40). There exists a critical value ¹ k 2 IR + such that the equilibrium point (4.54) is locally asymptotically stable if and only if the following condition is satis¯ed:
Otherwise, the equilibrium point is unstable. Proof. As previously written, the equilibrium point is asymptotically stable if, and only if, the roots of the characteristic equation (4.57) all belong to the negative real complex half plane. Note that the roots of the characteristic polynomial d(¸) are exactly the closed loop poles of the feedback control system described in¯g. 4.1, when a unitary feedback is performed, with the SISO (Single-Input/Single-Output) open loop transfer function given by W (¸) (see [4] ).
: Fig. 4.1 . Closed loop control scheme.
18.
The plots on the complex plane described by the six roots of d(¸) when k positively increases from 0 to +1 consist of the positive root locus of W (¸) [4] . When k = 0, the root locus consists of 6 negative real points, coinciding with the roots ¡p i . There are no zeros for W (¸), so that, by making k > 0 increase, each locus asymptotically follows one of 6 half lines, all of them crossing the center C situated on the real axis at the x-coordinate given by: Figure 4 .2 qualitatively describes the root locus in the complex plane for a set of parameters such that: ¡p 5 = ¡p 6 < ¡p 2 < C < ¡p 3 = ¡p 4 < ¡p 1 < 0. Each locus starts at k = 0 from the crosses in the picture; the grey lines are the asymptotes, each passing through the center C (a bold circle in the picture). Figure 4 .3 zooms on the two loci crossing the imaginary axis. Looking at the qualitative behavior of the 6 root loci, we see that two of them cross the imaginary axis (symmetrically w.r.t. the origin), which means that there exists a positive ¹ k such that: -for k < ¹ k all the roots are in the negative real complex half-plane; -for k = ¹ k there is a pair of conjugate pure imaginary complex roots; all the other are in the negative real complex half-plane; -for k > ¹ k there is a pair of conjugate complex roots in the positive real complex half-plane. Local asymptotic stability is then ensured for k < ¹ k. 19.
The computation of ¹ k is left to the Routh-Hurwitz criterion, which is reported below for the ease of the reader.
Theorem 4.14. [15] Consider the polynomial equation:
and compute the following table: The Routh-Hurwitz table is computed for the following polynomial:
derived by expanding the products in (4.57) with:
(4:65) 20. Recall that for k = 0 all roots are real negative, so that b 1 > 0, c 1 > 0 and:
(4:66)
According to the Routh-Hurwitz criterion, we must¯nd when d 1 (k) > 0 and e 1 (k) > 0. Note that: (4:67) so that only the condition e 1 (k) > 0 (or equivalently e 1 (k)d 1 (k) > 0) has to be checked, with:
(4:68)
Notice that e 1 (k)d 1 (k) is a second order polynomial (w.r.t. k) of the type: ®k 2 +¯k +´; with ® < 0;´> 0; (4.69) so that it always admits a pair of real roots (one positive, the other negative). The critical value ¹ k is the positive root of (4.69), given by:
(4:70)
Remark 4.15.
In this case also it is important to see whether Theorem 4.13 ensures the local stability of the model for a realistic set of parameters, as the ones that follow: According to the Routh-Hurwitz criterion:
(4:73) 22.
Simulation results
In order to gain insight on the likely behavior of the solutions, two kind of simulation studies were performed. In the¯rst study, we explored violations to the criterion for local stability. We took the total delay ¿ i + ¿ g very large for the discrete delay model, or°very large for the distributed delay model. We started trajectories in a relatively small neighborhood of the equilibrium solution
¢ . In these cases we observed actual limit cycles established as t 7 ! +1. In¯gure 5.1 three limit cycles are reported for the discrete-delay model according to three di®erent values of ¿ g ; all the other parameter values are taken from Remark 4.11. According to the critical value ¿ 0 ' 308:45 min, ¿ g has been chosen equal to 310 min, 400 min, 500 min. While the behavior of the system as the delay is increased beyond the critical value is of mathematical interest, it should be kept in mind that the situation depicted is far from physiological: not only the total delay is about twenty times that observed in a healthy volunteer, but the simulation rolls on for twenty days assuming the absence of further perturbations, like meals. 
25.
The second class of simulations investigates the convergence to the equilibrium point X e (assuming conditions for local stability ful¯lled for both the models), when the initial state is far from X e . As far as the discrete-delay model is concerned, all parameter values are taken from Remark 4.11 (parameter ¿ g included). The initial conditions are the ones of an IVGTT, with I ¢ = 56:97pM=mM. Three simulations have been reported, over a range of 3 hours, according to three di®erent values for the injected glucose bolus D g , equal to 1:833 mmol/kgBW, 5 mmol/kgBW, 10 mmol/kgBW. Note that these choices produce at time zero a very large increase of both glucose and insulin concentrations, as reported in¯g. 5.7, which means that the system evolution starts from an initial state far from the equilibrium. Nevertheless, the equilibrium point is reached in about two hours from the beginning of the simulations. 
26.
As far as the distributed-delay model is concerned, all parameter values are taken from Remark 4.15 (parameter°included). The initial conditions are the ones of an IVGTT, with I ¢ = 111pM=mM. Three simulations have been reported, over a range of 3 hours, according to three di®erent values for the injected glucose bolus D g , equal to 1:833 mmol/kgBW, 5 mmol/kgBW, 10 mmol/kgBW (also in this case, the choices of D g produce at time zero a very large increase of both glucose and insulin concentrations, as reported in¯g. 5.8). The glucose/insulin evolutions are reported in¯g. 5.8.
Numerical integration and estimation
The model may be identi¯ed from IVGTT data in a standard way (WLS, GLS), where the solution is computed numerically starting from initial conditions determined by the intra-venous instantaneous injection of a glucose bolus D g , (3.2). The administered dose of glucose D g is xed by the investigator, while I ¢ is a further parameter to be identi¯ed. By construction, and respecting the physical properties of the experiment, all system parameters are positive. Figure 6 .1 gives an example, for one subject, of the ability of the discrete-and distributed-delay models to¯t experimental data. The¯gure shows the insulin (squares) and glucose (circles) observed concentrations versus time, together with the predicted time-curves from the discrete-delay (dotted lines) and the distributed-delay models (solid lines). The most evident di®erence between the two models is, as expected, the discontinuity in the derivative which is observable in the discrete model at a time corresponding with the delayed impulsive insulin release: this produces a sharp upward corner which is absent in the corresponding distributed-delay insulin forecast. For this subject, similarly with what is observed in several others, the secondary insulin release pro¯le as predicted by the discrete-delay model is more pronounced with respect to what is predicted by the distributed-delay model for the same observations: this does not translate necessarily in a 27. better¯t, though, since R 2 and Akaike criterion values are generally similar for the two models on the same data. See [14] for more details.
Conclusions
A family of delay di®erential models, and more particularly two of its members (one with discrete delays and one with distributed delays) have been investigated in this work, determining several qualitative properties of the solutions. Theorems have been presented, which show existence and uniqueness of positive bounded solutions and persistence of the entire family. As far as the stability properties are concerned, conditions on the parameters are given in order to check local asymptotic stability and global stability. While conditions for local stability are easily veri¯ed over a wide range of realistic parameters values, the conditions on global stability which we could¯nd are not veri¯ed for physiologically plausible parameter values, contrary to empirical results from simulations, showing convergence to the equilibrium solution over a very wide range of initial conditions. Given the practical usefulness of these models, more analytical work is indicated in the direction of proving analytically the stable global dynamics conjectured from simulations.
