In some cases, the implementation of active control of sound in free space requires a large number of secondary sources and error sensors. In terms of control hardware, this may translate into considerable processing power requirement. A practical method to decrease processing power is to decentralize the control; that is, implement many single-input, single-output independent controllers operating simultaneously instead of a large multiple-input, multiple-output system. The main drawback of decentralized control is the risk of global instability. The purpose of this paper is to derive conditions under which globally stable control system behavior can be obtained in the case of adaptive feedback decentralized control for a sinusoidal disturbance. The main objective is to give practical conditions derived from the small gain theorem and the Nyquist criterion for the stability of the control system. These conditions only take into account the geometrical arrangement of the secondary sources and error sensors. This analysis involves a new parameter ␤ called ''performance index,'' which is associated with both the convergence of the individual controllers and the global stability of the system. Simulation and experimental results are shown to illustrate the effectiveness of the developed analytical tools.
I. INTRODUCTION
The active noise control of sinusoidal sound in free space has received considerable attention in the last few years. In a number of practical situations, the sound radiated in free space by extended sources needs to be globally reduced. This is the case of electrical power transformers, for example. 1 Nelson and Elliott have demonstrated that soundpower attenuation can be achieved by active control with secondary sources, loudspeakers for example, located in the near field of an extended radiator ͑also called the primary source͒. 2 An effective global attenuation of the sound power implies that the secondary sources must be in the vicinity of the radiator: the distance between each secondary source and the radiator must be less than /4, where is the acoustic wavelength. 3 The secondary sources are driven by a controller in order to cancel the sound field measured by error microphones, for example.
In this paper, the sound-power attenuation is based on the creation of one canceling point in front of each secondary source. Roughly speaking, each canceling point has the effect of creating a local zone of quiet; these individual zones of quiet must overlap in order to significantly reduce the noise downstream of the cancellation points. Fahnline 4 showed that global control of the sound field of an extended radiator can be achieved using a distribution of secondary point sources located sufficiently close to the radiator. When the secondary sources are driven such that the sound pressure is zero just outside the secondary source surface, then the sound pressure is zero everywhere past the surface. In practice, the resulting sound-power attenuation depends on the arrangement and density of secondary sources and the distance from canceling points to the radiator and secondary sources. 5 In addition, the main practical problem is to adequately drive the secondary sources in order to obtain the optimal sound-power attenuation. Because of the possibly changing properties of the controlled system ͑the loudspeakers, the microphones, and the propagation path͒ and the primary noise, the antinoise emitted by the secondary sources must be perfectly and continuously tuned by the controller in order to obtain the perfect destructive interference at the canceling points. This leads to an adaptive control system.
In practice, multichannel feedforward 6 or feedback 7 adaptive controllers are typically implemented. A feedback controller is very attractive because it requires only soundpressure measurements at the canceling points; on the other hand, a feedforward controller needs an additional signal correlated with the primary noise. To adapt the controller, the most frequently employed algorithm in active control of sound is the filtered x-LMS algorithm. It requires a model of the transfer function between each secondary source and each canceling point. Thus, a considerable processing power is needed for multichannel systems: for M secondary sources and M error microphones the controller needs M 2 transfer functions. A technique called decentralized control has been developed in the last few years to avoid this problem and facilitate the hardware and design of the control system. 8 It consists of implementing an independent control system for each unit formed by a secondary source and its corresponding cancellation point. Because each independent controller does not take into account the other secondary sources, only the M direct transfer functions from each secondary source to the corresponding canceling point are needed.
The main drawback of such a decentralized control approach is the risk of instability when each independent con-troller works against the others. Previous work has proved that decentralized architecture can be used to efficiently implement adaptive multichannel feedforward control. 9 This prior study also defined a condition for the stability of the decentralized system which takes into account the positions of the secondary sources and canceling points. However, this condition appears to be rather conservative for large systems. Moreover, in the case of a periodic primary noise, an adaptive feedforward controller can be advantageously replaced by an adaptive feedback controller. 10 Experimental implementations on power transformers have demonstrated the efficiency of the decentralized adaptive feedback approach. 11 Nevertheless, stability problems due to the decentralized control strategy appeared during preliminary experiments. The purpose of this paper is to derive the conditions under which globally stable control system behavior can be obtained in the case of an adaptive feedback controller. The main objective is to give practical sufficient conditions for the stability which are only functions of the physical implementation of the control units and of the desired level of attenuation.
Section II presents a description of the independent adaptive feedback controllers which have been analyzed in this work. In the context of adaptive control system, stability means that the residual signal at the canceling points remains bounded, and convergence that the optimal feedback is reached asymptotically. The first condition for the stability is that the adaptation algorithm converges to its optimal values. The convergence of the adaptation process is considered in Sec. III. A parameter ␤ called ''performance index,'' which characterizes the state of the adaptation process, is introduced. The second condition for the stability is that the closed loop at each state of the adaptation process should be stable. In Sec. IV, two conditions for the stability of the closed loop based on the Nyquist criterion and the small gain theorem are proposed. These conditions depend on the geometrical arrangement of the control system ͑locations of the control loudspeakers and error microphones͒ and on the value of the performance index; they allow the stability to be predicted before practical implementation of the system. Moreover, a modification of the algorithm is suggested in Sec. IV in order to increase the global stability. Section V A presents an application of the theory to the active control of free-field noise using seven decentralized units. Finally, several acoustic experiments are described in Sec. VI. The practical effectiveness of the proposed criteria and algorithms is also discussed.
II. DESCRIPTION OF THE INDEPENDENT CONTROLLERS
A decentralized active noise control system of sinusoidal sound composed of M independent control units is considered. Each of these independent control units is composed of one loudspeaker, one microphone, and one controller, as illustrated in Fig. 1 . This section describes the algorithm implemented in each independent controller, which is presented in Fig. 2 . The independent controller drives the loudspeaker with the input signal u. The microphone located in front of the loudspeaker delivers the error signal e. The sound pressure measured by the error microphone results from the interference between the sinusoidal disturbance d and the sinusoidal antinoise which is modeled as the filtering of the input signal u by the loudspeaker-microphone transfer function h. The objective is to cancel the sinusoidal component of the error signal e. The control architecture implemented in each controller is an adaptive internal model control ͑IMC͒ 12 because it uses an internal model ĥ of the loudspeaker-microphone transfer function in order to estimate the disturbance. The symbol (ˆ) denotes that the model ĥ is an estimation of the real system h. The chosen structure for the model is a finite impulse response filter ͑FIR filter͒ with N ĥ coefficients noted ĥ k . The estimation d of the disturbance d is computed with the internal model ĥ from the error signal e and the input signal u 
The filtering by a FIR filter ⌫ with N ⌫ coefficients of the estimated disturbance d generates the signal u that drives the loudspeaker
In order to optimize the control filter coefficients ⌫ j , a cost function equal to the instantaneous square of the net error e 2 (n) is defined. A steepest descent algorithm known as the filtered x-NLMS ͑normalized least-mean square͒ algorithm 13 is implemented to reach the optimal coefficients, i.e., the coefficients that minimize the cost function. The adaptation of the control filter is given by
where the reference signal r(n) is obtained by filtering the estimated disturbance d (n) with the estimated transfer function ĥ
Classically, in order to increase the convergence speed of the adaptation, the convergence coefficient (n) is a constant coefficient 0 normalized by an estimate of the instantaneous power of the reference signal P r (n). For a stationary sinusoidal disturbance with frequency 0 , the power of the reference signal P r (n) is proportional to the power of the estimated disturbance, P r ϭ͉ĥ ( j 0 )͉ 2 P d . However, in the case of decentralized control, the instantaneous power of the disturbance varies in time during the adaptation process because the antinoise generated by the other units is considered as disturbances. In order to limit these coupling effects, the convergence coefficient is defined as a constant coefficient 0 normalized by an estimate of the instantaneous power of the estimated disturbance (n)ϭ 0 /͓ P d (n)͔. This normalization is equivalent to the classical one, and it clearly describes the objective of the normalization: the adaptation process must be independent of the estimated disturbance.
III. ADAPTATION OF THE INDEPENDENT CONTROLLERS
In adaptive feedback theory, instability of the control system may have two causes: a nonconvergence of the adaptation process or an unstable feedback loop. In the following, these two causes of instability are investigated separately. In this section, the feedback loop is assumed stable and the slow adaptation process behavior of one controller is examined. In other words, the time scale of the adaptation process is assumed very slow in comparison to the dynamics of the feedback loop.
A. Problem formulation
Since the feedback loop is assumed to be stable, all signals ͑the estimated disturbance d , the input u, the error e, the reference r ͒ are assumed to be sinusoidal with frequency 0 , which is also the frequency of the primary disturbance d. The two main interests of the proposed adaptation process ͓Eq. ͑3͔͒ are to allow a perfect self-tuning of the control filter and to adapt it when there is a very slow variation of the disturbance frequency 0 . In the following, the tracking of the disturbance frequency is not considered.
The filtered reference signal being a sinusoidal signal, the control filter coefficients are assumed to be a sampled sinusoidal signal on a compact time support with a timevariant amplitude and phase: 14 ⌫ k (n)ϭA(n)cos( 0 T e k ϩ(n)) for kϭ0,1,...,N ⌫ Ϫ1, and T e is the sampling period. The frequency response of ⌫ is given by the following exact expression:
where
͔ is independent of both the amplitude and phase of the filter coefficients. Since ͉Q(0,N ⌫ )͉ϭN ⌫ , and ͉Q(2 0 T e ,N ⌫ )͉ ϭ0 when T e and N ⌫ are chosen such that 0 T e N ⌫ ϭm with m an integer, it is possible to write ⌫(n, j 0 )
Thus, the amplitude and phase of the control filter coefficients completely define the frequency response of the filter at 0 . The convergence analysis of the adapted FIR filter can therefore be examined at the disturbance frequency; in other words, the convergence analysis of the N ⌫ coefficients ⌫ k (n) can be stated in terms of the convergence analysis of the frequency response ⌫(n, j 0 ).
B. Convergence to the optimum
The behavior of the filtered-x LMS algorithm in the time domain can be evaluated in the frequency domain if the adaptation process of the filter is slow. 15 Using Eqs. ͑1͒, ͑2͒, ͑3͒, and ͑4͒, the frequency response of the control filter at 0 is adapted according to the recursive scheme
where * denotes the complex conjugate and ϭ 0 /4. This expression of the update equation clearly shows that the steady state of the adaptation process ⌫(nϩ1,j 0 ) ϭ⌫(n, j 0 ) is obtained when the sinusoidal component of the error signal equals zero (e(n, 0 )ϭ0). This condition defines the optimum value, or the convergence point, of the control filter ⌫ opt ( j 0 ). From Eqs. ͑1͒ and ͑2͒, the error signal e(n, 0 ) is expressed as
According to Eq. ͑7͒, the optimum value of the control filter associated with the steady state is only a function of the estimated model
In order to establish the convergence of the adaptation process to the optimum value given by Eq. ͑8͒, Eq. ͑6͒ is expressed with ⌬⌫(n,
The update equation ͑9͒ can thus be written in the form of a geometric progression of common ratio (1Ϫ2͉ĥ ( j 0 )͉ 2 ) which converges without oscillation if the condition 0Ͻ Ͻ1/͓2͉ĥ ( j 0 )͉ 2 ͔ is verified. 15 It is therefore always possible to find a value of which ensures the convergence of the update equation of each control filter to its optimum value. Moreover, modeling errors of the estimated loudspeakermicrophone transfer function (h ĥ ) do not affect the convergence to the optimum ͑8͒. In other words, each adaptive feedback controller converges in spite of errors in the estimated model. It is important to note the difference with the adaptive feedforward controller which converges as long as the phase error of the estimated transfer function is less than /2.
16 Thus, because the convergence of the adaptation is always ensured, the stability of the decentralized adaptive feedback active control system must be a property of the feedback loop.
C. The index of performance
To analyze the relation between the adaptation process and the feedback loop stability, a complex value called performance index is defined as follows:
In other words, for each value of the control filter on its convergence path a value ␤(n) is defined; this value is a measure of the adaptation process. The frequency response of the control filter during adaptation can be expressed using Eq. ͑5͒ and the relation ⌫(n, j 0 )ϭA n e j(n) as a function of
͑11͒
For example, according to Eq. ͑9͒, and for an initial value ⌫(0,j 0 )ϭ0 the control filter value at any adaptation step is:
n . Thus, for nϭ0 no control is accomplished, the performance index is ␤ϭ0. For n →ϱ, the control filter converges towards the optimum value because ␤→1, and a perfect rejection of the disturbance is realized e(ϱ, 0 )ϭ0.
D. Equivalent independent feedback controller
The adaptation process allows the convergence of the independent control filters to the optimum value defined by Eq. ͑8͒. When convergence is realized there is a perfect noise cancellation of the disturbance frequency at the microphone. In order to explain how the feedback loop rejects the disturbance frequency, it is necessary to derive the equivalent independent feedback controller, C(s)ϭu(s)/e(s), which is presented in Fig. 2 . From Eqs. ͑1͒ and ͑2͒, the equivalent independent feedback controller is C͑n,s ͒ϭ͓1ϩ⌫͑ n,s ͒ĥ ͑ s ͔͒ Ϫ1 ⌫͑n,s ͒. ͑12͒
According to Eqs. ͑8͒, ͑10͒, and ͑12͒, the frequency response of the equivalent independent feedback controller at the disturbance frequency is C(n, j 0 )ϭ(1Ϫ␤(n)) Ϫ1 ⌫(n j 0 ). When ␤(n)→1, the denominator of C(n, j 0 ) converges to zero, which implies a high gain at the disturbance frequency: ͉C(n, j 0 )͉→ϱ. Thus, when there is a perfect attenuation, ␤ϭ1, each equivalent independent feedback controller is characterized by a complex conjugate pair of poles centered at the disturbance frequency sϭϮ j 0 . This is an essential similarity with the different techniques available for designing and implementing algorithms for the rejection of sinusoidal disturbances. 17 However, in spite of this necessary high gain at the disturbance frequency, each independent closed-loop system, alone ͑without interaction with the other units͒, can be assumed to be stable. The problem of the instability arises when all independent control units are physically coupled. The next section presents an analysis of this major problem.
IV. ANALYSIS OF THE FEEDBACK LOOP
The study of the adaptation process in the previous section shows that it is always possible to guarantee the convergence of the adaptation assuming a stable feedback loop. However, since the decentralized control doesn't take into account the different interactions between all the control units, some physical constraints must be satisfied in order to guarantee the stability of the overall system. This section presents the stability analysis of the feedback loop when the adaptation process is ''frozen'' at an iteration n. A value of the performance index ␤ is associated with the ''frozen state.'' To simplify the notation, the index n is omitted.
A. Decentralized feedback loop modeling
The M decentralized feedback controllers are equivalent to one classical feedback control structure representation shown in Fig. 2 . Using matrix notations, the multichannel control system is modeled as e͑s ͒ϭh͑ s ͒u͑ s ͒ϩd͑ s ͒, ͑13͒
and the transfer matrix
h i j (s) represents the transfer function between loudspeaker i and microphone j.
The decentralized control system is modeled as
where the equivalent feedback controller C(s) represents all equivalent independent controllers ͑12͒ in a square diagonal matrix ͑see Fig. 3͒ C͑s ͒ϭ͓Iϩ⌫͑ s ͒ĥ ͑ s ͔͒ Ϫ1 ⌫͑s ͒. ͑15͒
The independent control filters are represented in the square diagonal matrix: ⌫(s)ϭdiag(⌫ 11 (s),...,⌫ M M (s)); also, the estimated models of the physical system are represented in the square diagonal matrix ĥ (s)ϭdiag(ĥ 11 (s),...,ĥ M M (s)).
B. Performance of the control
Assuming the stability of the control system and ␤ 1, the noise attenuation at the various error microphones depends on the direction of the primary noise field. 18 An analysis of the noise attenuation during the adaptation is proposed in this section.
The global sound-pressure attenuation at the error microphones is defined by Attϭ20 log 10 ʈd( 0 )ʈ 2 /ʈe( 0 )ʈ 2 , where ʈ•ʈ 2 denotes the Euclidean norm. The sensitivity operator of the feedback loop system E(s), defined as e(s) ϭE(s)d(s), is used to derive the maximum and minimum global sound-pressure attenuation achievable at the disturbance frequency 0 . The bounds are given by the singular value decomposition of E( j 0 ) 18 Ϫ20 log 10 ͑ E͑ j 0 ͒͒рAttрϪ20 log 10 គ ͑ E͑ j 0 ͒, ͑16͒
where (E( j 0 )) and គ (E( j 0 )) are the maximum and minimum singular values of E( j 0 ), respectively. The most favorable primary field causing the largest global attenuation is associated with គ (E( j 0 ))ϭminʈE( j 0 )d( 0 )ʈ 2 for ʈd( 0 )ʈ 2 ϭ1, while the least favorable primary field giving the smallest global attenuation is associated with
where Bϭdiag(␤ 1 ,...,␤ M ) is the diagonal matrix of the performance index of each unit. Using Eqs. ͑13͒, ͑14͒, ͑17͒, and C( j 0 )ϭ͓IϪB͔ Ϫ1 ⌫( j 0 )) according to Eq. ͑15͒, the sensitivity operator at 0 is written as a function of local performance indices ͑B͒
If Bϭ0 then E( j 0 )ϭI; there is no attenuation. If B→I then E( j 0 )→0; a perfect rejection is reached. The closer the matrix B is to the identity matrix, the better the global attenuation at the microphones. Equation ͑18͒ with ͑16͒ allows prediction of the maximal and minimal attenuation for any values of B.
C. A necessary and sufficient condition for the stability
The Nyquist stability criterion 19 is classically used to analyze the stability of the feedback loop. However, the Nyquist stability criterion does not assume that each individual feedback loop is stable and that instability may arise from the interactions between the individual units. It thus seems important to quantify the interactions between the units because they may lead to instability of the decentralized control system. For this purpose, Morari proposed a stability criterion 12 N(0,g(s) ) denotes the net number of clockwise encirclements of the point ͑0,0͒ by the function g(s). When poles are on the j axis ͑in the case B→I͒, it is well established to realize very small detour around the poles to reform the Nyquist path.
However, the full system can be factored as (IϩL(s)) ϭ(IϩL H (s)H (s))(IϪh(s)C(s)), where the direct paths are represented by the square diagonal matrix
The matrix of independent closed-loop transfers is defined as
and the matrix of relative errors is defined as
For example, Fig. 3 presents the matrices for a system of two control units. There are two independent closed-loop transfers; each of them is constituted of one direct path h ii and one equivalent feedback controller C ii ϭ⌫ i (1ϩ⌫ i ĥ ii ) Ϫ1 . The interactions are represented by the cross-coupling terms; the output u 1 acts on the subsystem 2 via h 21 , and vice versa, the output u 2 acts on the subsystem 1 via h 12 .
According to Morari, 12 the following theorem can be stated: assume that h(s) and h(s) have no unstable pole and that H (s) is stable, then, the closed-loop system is stable if and only if
N͑0,det͑IϩL H ͑ s ͒H ͑ s ͒͒ϭ0. ͑22͒
By using Eqs. ͑15͒ and ͑20͒, the matrix of independent feedback loop is H (s)ϭϪh(s)⌫(s)͓Iϩ⌫(s)(h(s)Ϫĥ (s))͔ Ϫ1 . Assuming a perfect estimation of the direct acoustic paths ĥ i j ϭh i j , the denominator of the latter matrix can be simplified, because h(s)Ϫĥ (s)ϭ0. The stability analysis using the criterion ͑22͒ therefore involves the following expression:
The stability criterion ͑22͒ together with Eq. ͑23͒ allows the stability of the feedback loop to be predicted, when the physical system h(s) and the adaptive filters are perfectly known. Moreover, the adaptive filters are completely defined by Eq. ͑11͒ as a function of the index of performance ␤(n) and the physical system response at the disturbance frequency h( j 0 ). Thus, for a given physical implementation of the control units, it is possible to predict the stability of the active noise system as a function of the index of performance.
D. A sufficient condition for the stability
According to the small gain theorem, 20 
the closed-loop system is stable if the open-loop system L H (s)H (s) is stable and satisfies the condition ʈL H ( j)H ( j)ʈϽ1
for all , where ʈ•ʈ denotes any compatible matrix norm. According to Eq. ͑23͒, the upper bound of ʈL H ( j)H ( j)ʈ depends on the physical system h and the control filters ⌫. Moreover, according to Eq. ͑11͒ the upper bound of the control filters is obtained at the disturbance frequency: ʈ⌫( j)ʈрʈh Ϫ1 ( j 0 )Bʈ for all . Thus, the condition of stability is
Under the assumption that all electroacoustic responses of the control loudspeakers and error microphones are frequency independent, each ''acoustic path'' of the physical matrix can be supposed to be frequency independent: ͉h lm ( j)͉Х͉h lm ( j 0 )͉ for all l and m. Then, by assuming the norm 1, Eq. ͑24͒ becomes
where ͉␤ m ͉р␤ max for all m with ␤ max a real positive number. Equation ͑25͒ provides a sufficient condition for the stability of the closed-loop system during the process adaptation. When the process adaptation starts (␤ m ϭ0), the stability condition ͑25͒ is always verified. When the process adaptation converges toward the optimum (␤ m →1), the sufficient stability condition ͑25͒ becomes the condition for the matrix h( j 0 ) to be diagonally dominant: 21 the sum of the interaction paths The expression ͑25͒ allows a sufficient condition on the stability of the closed-loop system to be expressed in terms of the maximum performance index and the physical system h. However, it is possible that Eq. ͑25͒ is not satisfied, and yet the system is globally stable.
E. Introduction of a correction parameter: An improved algorithm
In the following we propose a modification of the algorithm aimed at increasing the stability of the control system. Roughly speaking, since each error microphone observes the antinoise generated not only by the corresponding loudspeaker but also by all other control loudspeakers, there is an error in the estimation of the disturbance. A way to increase the stability is to improve the estimation by each unit of the disturbance noise emitted by the primary source and/or to limit the effects of the other units. Under the assumption that units locally radiate the same antinoise, the internal model of each unit can be magnified in order to include the contributions of all nearest units ĥ ϭ␣h with ␣у1 a real scalar. Note that when ␣Ͼ1, the sufficient condition ͑25͒ cannot be applied since it assumes a perfect estimation of the acoustic paths, hϭĥ . The stability of the system must be tested according to the necessary and sufficient condition given by Eqs. ͑22͒ with ͑20͒ and ͑21͒.
V. PHYSICAL EXAMPLE

A. Preliminary considerations
In this section, we consider a simple physical example of a decentralized active noise control system and illustrate how the above stability conditions can be used to derive physical constraints for stability. The control system considered here is composed of M baffled coplanar control units operating in an anechoic environment ͑such as illustrated in where k 0 is the acoustic wave number at the frequency 0 , r the distance from each loudspeaker to its own microphone ͑assumed to be identical for all units͒, and r lm is the distance between the loudspeaker l and the microphone m. The diagonal estimate of the coupling matrix used by the control system is thus ĥ ( j 0 )ϭ(L s M e e Ϫ jk 0 r )/2rI, with I the iden-tity matrix. The sufficient stability condition ͑25͒ becomes:
᭙m. ͑27͒
According to Eq. ͑27͒, a perfect rejection of the sinusoidal disturbance ͑␤ϭ1 for all m͒ is obtained when
р1.
In the case of a control system composed of two control units, the condition becomes r/r 12 р1 ͑and r/r 21 р1͒. This condition always being physically satisfied, such a decentralized control system with two units will always be stable. Instability problems may thus appear for control systems composed of more than two control units.
B. Control system composed of seven control units
We now assume a control system composed of M ϭ7 units as described in Fig. 1 . Table I summarizes the maximum values of the performance index (␤ max ) for which this control system is stable according to the stability conditions deduced from the small gain theorem given by Eq. ͑27͒ and the Nyquist criterion condition ͑22͒ for different distances r between the control loudspeaker and the error microphone of each unit. A disturbance frequency of 240 Hz is considered in these simulations. The distance between any given unit and its neighbors was taken to be 20 cm. Several values of the gain parameter ␣ϭ1, 2, 3, 4, and 5 were considered for the calculation of ␤ max according to the Nyquist criterion condition, as discussed in Sec. IV E.
From these results, the stability condition derived from the small gain theorem appears to be much more conservative than the one deduced from the Nyquist criterion when ␣ϭ1.
Moreover, as expected, the stability of the control system is affected by the distance between each control loudspeaker and its associated error microphone. The value of ␤ max ensuring the stability of the control system decreases when r increases, which physically corresponds to a relative increase of the mutual interactions between the control units. Also, as expected the gain ␣ has a beneficial effect on the global stability of the control system.
The control configuration of seven units with a distance rϭ30 cm was experimentally implemented. The experimental results are discussed in the next section. According to the results obtained from the simulation, in this configuration the system is nondiagonally dominant and is unstable for ␣ϭ1 and ␤Ͼ0.33. A gain ␣ϭ4 was therefore introduced in the experiment discussed hereafter. With such a gain, a stability limit ␤ max ϭ0.94 is obtained from the Nyquist criterion ͑22͒. It thus allows a good control performance to be anticipated because the control filters are close to their optimum value.
VI. EXPERIMENTS
A set of experimental results is now presented to verify the accuracy of the theoretical results on the convergence of the adaptation, the stability of the feedback loop, and the control performances derived in the three previous sections. Three different configurations of the control system were experimentally investigated: The first case is a one-control unit; according to the results of Sec. III, a single controller converges toward the optimum given by Eq. ͑8͒. The second case is a control system composed of two control units separated by a distance of 20 cm. In Sec. V A, it was shown that such a control system always satisfies the diagonal dominant condition ͑r i j ϭr ji Ͼr᭙i, jϭ1,2͒ and converges to the optimum. The third case involves seven units separated by a distance of 20 cm. It was shown in Sec. V A that the diagonal dominant condition is not satisfied in this case. Also, the Nyquist criterion predicts instability when ␤ϭ1 in this configuration.
A. Description of the experimental controllers
Each control unit is composed of an electret error microphone, a fixed-point DSP ͑TMS320C50͒, an amplifier, and a baffled loudspeaker ͑diameterϭ7.5 cm͒. The feedback control algorithm is loaded on each fixed-point DSP board using a serial link with a personal computer. The signals are sampled at a sampling rate of 801 Hz. Each loudspeakermicrophone transfer function is modeled by an FIR filter of N ĥ ϭ128 coefficients. The identification of the coefficients is performed before control by an LMS algorithm for a whitenoise excitation of the control loudspeaker. The adapted FIR filter ⌫ is composed of N ⌫ ϭ32 coefficients. The FIR filters ĥ and ⌫ are used to compute ĥ ( j) and ⌫( j), respectively. A gain ␣ϭ4 is introduced in the algorithm, such that 4ĥ is used instead of ĥ in Eq. ͑1͒. The primary acoustic field is generated by a vibrating plate on which the loudspeakermicrophone units are mounted. The vibrating plate is excited by two loudspeakers driven at the desired frequency. The primary loudspeakers are located behind the plate, at locations indicated in Fig. 1. 
B. Control system composed of one control unit
The first test was realized with only one control unit and a disturbance frequency of 125 Hz. A distance of 30 cm was used between the control loudspeaker and the error microphone. The value of the performance index ␤ at steady state calculated from the experimental values of ĥ ( j 0 ), ⌫( j 0 ), and Eq. ͑10͒ has a modulus of 1.002 and a phase of Ϫ2 deg. From these results, as predicted in Sec. III it can be concluded that a control unit working alone is stable and converges towards its optimum value defined by Eq. ͑8͒. Moreover, a 58-dB attenuation was measured at the error microphone. At the optimum, an almost-perfect cancellation of the disturbance is thus obtained at the error microphone.
C. Control system composed of two control units
The second experiment was realized with a control system composed of two control units separated by a distance of 20 cm. The distance between each loudspeaker and its own microphone and the frequency of the noise disturbance are the same as the previous case. This control system is experimentally observed to be stable at steady state as it was predicted by the small gain theorem in Sec. IV.
The experimental steady-state values of the two control filters were used to calculate the associated values of the local performance indices. The results are listed in Table II and show that each control unit has converged towards the optimum with a modulus close to 1 for the two local performance indices. The experimental steady-state values of the control filters were also used to plot the map of det(I ϩL H (s)H (s)) and check the Nyquist stability criterion as illustrated in Fig. 4 . According to the Nyquist stability condition, the control system is stable. This is therefore in agreement with the experimental observation. The values of the residual sound pressure at each microphone presented in Table II show a significant noise, cancellation due to the control system at the error microphones.
D. Control system composed of seven control units
The third experiment was realized with seven independent control units in a configuration similar to Fig. 1 . The separation between adjacent units was set to 20 cm, and the distance between each control loudspeaker and the corresponding error microphone was 30 cm. The frequencydomain simulations presented in Sec. V B show that for such a configuration with seven control units and for a correction gain ␣ϭ1, the small gain theorem predicts the instability for ␤ max Ͼ0.20, and the Nyquist criterion predicts the instability for ␤ max Ͼ0.33, which means that the decentralized control performs poorly in this case. The introduction of a correction gain ␣ϭ4 significantly increases the stability since in this case, the Nyquist criterion predicts the instability for ␤ max Ͼ0.94. A value of ␣ϭ4 was therefore implemented in the experiments.
As an initial step, the physical matrix plant h was experimentally identified using 128-order FIR filters to model the transfer function between each control loudspeaker and each error microphone. A discrete time-domain computer simulation of the IMC feedback structure shown in Fig. 2 was implemented under SIMULINK for each control unit. The time-domain simulation used the experimental matrix plant h, as well as sampled values of the primary disturbance measured at the seven error microphone locations to represent the disturbance d at each error sensor. The time-domain simulation was then executed and stopped at various increasing times during the adaptation in order to assess the convergence and stability of the control system. The sum of the squared error signals obtained at the microphones is plotted as a function of time in Fig. 5 for ␣ϭ1 and ␣ϭ4 ; the oscillations of the error signal around a constant value indicate that the adaptation process has been stopped. The results of Fig. 5 show that the control system rapidly reaches the instability for ␣ϭ1, whereas it remains stable for ␣ϭ4. Based on these time-domain simulations, the values of the calculated performance index for a typical unit ͑the unit 1͒ and the averaged attenuation as a function of time during the adaptation process are listed in Table III for ␣ϭ4. These results indicate that the independent controllers are able to reach their optimum value ͑␤ i →1 for all i͒ and almost perfectly reject the disturbance at each error sensor. Therefore, timedomain simulations based on the experimental matrix plant predict stability of the seven-unit system. The averaged sound-pressure attenuation obtained at the error microphones from the time-domain simulation is plotted as a function of the performance index in Fig. 6 . As a comparison, the minimum and maximum averaged sound-pressure attenuation obtained from the singular value decomposition of the sensitivity operator E( j 0 ) and the experimental physical matrix plant h were plotted on the same graph. As expected, the actual attenuation obtained from the time-domain simulation is bounded by the minimum and maximum attenuations given by the singular value decomposition of E( j 0 ).
Finally, the control was experimentally tested with seven units and appeared to be stable. The steady-state values of the local performance index for each unit and the steadystate attenuation measured at each error microphone are summarized in Table IV Fig. 7 . The check of the Nyquist criterion establishes that the control system is predicted to be stable, as was experimentally observed.
VII. CONCLUSIONS
This paper has presented the analysis and implementation of a decentralized adaptive feedback active noise control system of sinusoidal sound in free space. The active control system consists of an arrangement of multiple independent control units ͑a control loudspeaker, an error microphone, and a controller͒, each of which acts to create a point of zero sound pressure at the error microphone location. Each individual controller is a single-input single-output IMC ͑internal model control͒ feedback which is adapted by a steepest descent algorithm in order to minimize the total sound pressure at the corresponding error microphone. The main advantage of such a decentralized strategy is an important economy in terms of processing power for large systems, as compared to a centralized control strategy.
It was shown that, while it is possible to guarantee the convergence of the decentralized feedback to the optimum solution, global stability is not always satisfied. In order to quantify both the convergence and global stability of the feedback loop, a ''performance index'' ␤ was introduced. The performance index is associated with the value of the individual control filters during convergence, relative to the optimal value of the control filters. The performance of the individual controllers increases with ␤, while the stability margin decreases with ␤. Two stability conditions which take into account the geometrical arrangement of the control sources and error sensors, as well as the value of the local performance index, were derived in order to assess the stability of the control system before its practical implementation. The first ͑sufficient͒ condition was deduced from the small gain theorem and essentially implies that the physical plant of the system should be diagonally dominant. The second ͑necessary and sufficient͒ condition was derived from the Nyquist criterion. A modification of the independent IMC controllers was suggested in order to increase the global stability of the system; the modification serves to improve the estimation by each unit of the primary disturbance and involves a gain parameter ␣ in the IMC to amplify the control path model ͑transfer function between the control source and the corresponding error microphone͒. It was shown that a gain parameter ␣Ͼ1 improves the global stability of the control system.
Simulations and experimental results were presented in the case of one, two, or seven independent units to control the sound field of a primary source in free space. The analytical tools developed proved to be useful in assessing the stability of the control system before it is experimentally implemented. The experiments also clearly demonstrate the effectiveness of decentralized control in situations where global stability is satisfied. Ongoing work involves the monitoring and control of the performance index of individual units in order to stop the convergence before instability is reached; also, the extension of decentralized control to structural systems is presently investigated.
