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ABSTRACT. – Let (V2, g) be aC∞ compact Riemannian manifold of negative constant
scalar curvature of dimension n= 2, and let f be a smooth function defined on V2. We
intend to find conditions on f in order that f be the scalar curvature of a metric conformal
to g. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
1. Introduction
Let (V , g) be aC∞ compact Riemannian manifold of negative constant
scalar curvature of dimension n = 2 and f a C∞ function defined on
(V , g). We want to determine the functions f which are the scalar
curvature of a metric conformal to the initial metric g. We know by the
uniformization theorem that, without loss of generality, we can suppose
that the scalar curvature R is a constant. We study the case: R is a negative
constant. We assume that f is non constant.
When the dimension n= 2, we set g′ = eϕg. The problem is equivalent
to solving the following equation
1gϕ +R = f eϕ.(1)
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2. Necessary condition and uniqueness
In the case where R 6 0, a necessary condition is that
∫
f dV < 0
(except the trivial case R = 0, f ≡ 0). We multiply the previous equation
by e−ϕ and we integrate.
PROPOSITION 2.1 (Aubin [2]). – When (V , g) has a negative confor-
mal invariant (R < 0), if f 6 0, Eq. (1) has at most one solution.
Proof. – Let ϕ1 and ϕ2 be two solutions of Eq. (2). We multiply by
ϕ1 − ϕ2 the following equation 1(ϕ1 − ϕ2) = f (eϕ1 − eϕ2) and we
integrate. We have∫ ∣∣∇(ϕ1 − ϕ2)∣∣2 dV = ∫ f (eϕ1 − eϕ2)(ϕ1 − ϕ2)dV.
As (eϕ1 − eϕ2)(ϕ1 − ϕ2) is always positive, we obtain that ‖∇(ϕ1 −
ϕ2)‖22 6 0. Therefore ϕ1 = ϕ2 +C where C is a constant. As we have∫
f (eϕ1 − eϕ2)(ϕ1 − ϕ2)dV > 0
in a point where f is strictly negative, so we have to have ϕ1 = ϕ2.
Therefore the constant C is equal to zero and ϕ1 ≡ ϕ2. 2
3. Previous results
THEOREM 3.1 (Aubin [1]). – If f < 0 everywhere, f is the scalar
curvature of a metric conformal to g.
Aubin has proved this result by the variational method.
If f changes sign, we cannot apply the variational method. We can
prove, though, the following result:
THEOREM 3.2 (Aubin [2]). – Let f 6≡ 0 a Cα function (0 < α < 1).
If f 6 0, there exists a neighborhood θ of f in Cα such that any C∞
function in θ is the scalar curvature of a conformal metric.
Proof. – By Theorem 3.3, Eq. (1) has a solution ϕ ∈ C2+α . We set
g˜ = eϕg. In this metric, equation (1) can be written as 1g˜u+ f = h eu.
We consider the following map:
C2+α×Cα 3 (u,h) Γ−→1g˜u+f −h eu ∈Cα. 2
S. BISMUTH / Bull. Sci. math. 124 (2000) 239–248 241
The result is proved by the implicit function theorem.
THEOREM 3.3 (Aubin [2]). – Let f 6≡ 0 a C∞ function on (V2, g), f is
the scalar curvature of a metric conformal to g is f 6 0.
When f changes sign, if we are given the negative part of f , i.e.,
f − = sup(−f,0) 6≡ 0, there exists a positive constant C such that if f
satisfies supf 6 C, then f is the scalar curvature of a metric conformal
to the initial metric g.
Proof. – For the first part of the theorem, we use the method of the
super and subsolutions advocated by J. Kazdan and F. Warner [5] and for
the second part, we use Theorem 3.2. 2
And finally, we recall a result of Kazdan and Warner:
THEOREM 3.4 (Kazdan and Warner [4]). – If Eq. (1) with
f = f˜ ∈ Cα(V2)
with α ∈ (0,1) admits a solution v, then Eq. (1) with the right hand side
f = h ∈Cα(V2) admits a positive solution if there exists a constant C > 0
such that h6 Cf˜ .
Proof. – Let v be a solution of Eq. (1) with f = f˜ :
1v +R = f˜ ev.
Then u+ = v + β with β a constant is a supersolution of the following
equation:
1u+R = heu.
Indeed,
1u+ +R = f˜ ev = f˜ e−βeu+ > heu+,
(with C = e−β ). Hencemore, u− = −k with k a positive constant, is a
subsolution if k is chosen large enough in order that R 6 h(x)e−k . And
we can also choose −k 6 infu+. Therefore we can apply the method of
the super and subsolutions. 2
The aim of this paper is to determine how the constant C of Theo-
rem 3.3 depends on f −?
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4. New result
THEOREM 4.1. – Let (V2, g) be a C∞ compact Riemannian manifold
of dimension 2 with a constant and strictly negative scalar curvature
R. Let K be a compact set of V2. Consider FK the set of the α-
hölderian functions with (0< α < 1) on V2, which change sign, such that
K = {x ∈ V2 | f (x) > 0}. There exists a constant C(K) > 0 depending
only on the manifold and K such that any function f ∈FK (respectively
C∞) satisfying
supf 6 C(K)
(− inf
V
f (x)
)
is the scalar curvature of a C2+α (respectively C∞) metric conformal to
the initial metric g.
f being a C∞ function such that K = {x ∈ V2 | f (x) > 0}, we set
µ= infV \Ω(−f (x)) and h(x)= inf(f (x),0) therefore f = f + + h. We
denote byW a submanifold with a C∞boundary which is a neighborhood
of K and let Ω be a neighborhood of K such that Ω ⊂W .
If (1) has a solution, (1) has a solution with f/µ on the right hand side.
So, for the proof, without loss of generality, we suppose µ = 1 and f
satisfies f (x)6−1 on V \Ω .
Instead of solving (1) with that function, we will solve (1) with the
following function sup(f (x),−1). By the Kazdan and Warner Theorem
[4], if (1) has a solution with that function, (1) will have a solution with
f because f (x)6 sup(f (x),−1). To simplify, we still denote by f that
function, therefore inff =−1 and f (x)=−1 on V \Ω .
Proof. – Let h(x) = inf(f (x),0). Consider the conformal metric g˜ =
eϕg, where ϕ is the solution of the following equation:
1gϕ +R = heϕ(2)
and consider the map:
C2+α ×Cα Γ−→Cα,
(u, f )−→1g˜u+ h− f eu.
Here 1g˜ =−g˜ij∇i∇j .
We have Γ (0, h)= 0, and the operatorDuΓ (0, h)=1g˜−h ∈L(C2+α,
Cα) is invertible. Indeed, the first eigenvalue of that operator is positive
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(λ> 0). If λ= 0, one eigenfunction v would satisfy Supp v ⊂K , so we
would have 1g˜v = 0 everywhere on V . We would obtain v = Const.
which is impossible.
Let
g(u,f )= u− [DuΓ (0, h)]−1Γ (u,f )
and
Γ (u,f )= 0↔ g(u,f )= u.(3)
We consider a ball B ⊂ C2+α(V ) centered at 0 with radius γ < 12 and
a ball B˜ ⊂ Cα(V ) centered at h with radius β small enough.
If we consider the sequence {ui}, defined by induction by u0 = 0,
ui+1 = g(ui, f ) that sequence will be included in B and will converge
in C2+α to a function u solution of Eq. (3). 2
LEMMA 4.1. – g is a contraction with constant 12 in B if γ and β are
small enough.
Proof. – Take f ∈ B˜ , u1 and u2 in B and give an estimate of∥∥g(u1, f )− g(u2, f )∥∥C2+α .
g(u1, f )− g(u2, f )= [DuΓ (0, h)]−1[DuΓ (0, h)(u1 − u2)
− (Γ (u1, f )− Γ (u2, f ))].
We have
Γ (u1, f )− Γ (u2, f )=1g˜(u1 − u2)− f (eu1 − eu2)
and
DuΓ (0, h)(u1 − u2)=1g˜(u1 − u2)− h(u1 − u2).
So
g(u1, f )− g(u2, f )= [DuΓ (0, h)]−1[−h(u1 − u2)+ f (eu1 − eu2)].
Writing f = f + + h, we obtain:
g(u1, f )− g(u2, f )= [DuΓ (0, h)]−1[h(eu1 − eu2 − (u1 − u2))
+f +(eu1 − eu2)].
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Therefore∥∥g(u1, f )− g(u2, f )∥∥C2+α 6 ∥∥[DuΓ (0, h)]−1∥∥
× [∥∥h(eu1 − eu2 − (u1 − u2))∥∥Cα + ∥∥f +(eu1 − eu2)∥∥Cα].
We have
eu1 − eu2 − (u1 − u2)= (u1 − u2)
1∫
0
{
etu1+(1−t )u2 − 1}dt.
Applying twice the mean value theorem, we find:∥∥g(u1, f )− g(u2, f )∥∥C2+α
6C
∥∥[DuΓ (0, h)]−1∥∥[γ ‖h‖Cα +‖f +‖Cα]‖u1 − u2‖Cα .
In order that γ satisfy Lemma 4.1, γ has to verify
γ ‖h‖Cα +‖f +‖Cα 6 12C‖[DuΓ (0, h)]−1‖ .(4)
But we also want the sequence {ui} to be included in B . Like u0 = 0,
u1 =DuΓ (0, h)−1f +, we will take
‖f +‖Cα 6 γ2‖[DuΓ (0, h)]−1‖ .(5)
So g will be a contraction with constant 12 if inequalities (4) and (5)
are satisfied.
The best γ satisfying (4) and (5) will be the one for which both right
hand sides are equal. this will happen if γ is the solution of the following
equation: setting k = ‖[DuΓ (0, h)]−1‖ and C1 = 1/C, we obtain:
γ
2k
= C1
2k
− γ ‖h‖Cα.
Therefore, we will have:
β = γ
2k
= C1
2k(1+ 2k‖h‖Cα) .
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What we want is an effective estimate of γ , so we need an estimate of
|[DuΓ (0, h)]−1‖.
By definition we have:
∥∥[DuΓ (0, h)]−1∥∥= sup
φ∈Cα
‖[DuΓ (0, h)]−1‖C2+α
‖φ‖Cα .
Since DuΓ (0, h)]−1 is invertible, we can write:∥∥[DuΓ (0, h)]−1∥∥= sup
φ∈C2+α
‖φ‖C2+α
‖1g˜φ + h˜φ‖Cα
,
where h˜=−h=− inf(f,0). 2
1g˜ is related to the metric g˜ = eϕg which depends on h. So first, we
have to estimate ϕ.
PROPOSITION 4.1. – The solution of the equation 1gϕ + R = h eϕ
satisfies −k2 6 ϕ 6 C(K) where k2 is a positive constant large enough.
The proof is based on the method of the super and subsolutions.
Proof. – h 6≡ 0, there exists W a submanifold with a C∞ boundary of
V which is a neighborhood of K . On W , we consider the solution v of
the equation 1v +R = 0 satisfying the Dirichlet condition for instance.
When k1 is large enough, v+ = ψ + k1 is a supersolution of (2) if ψ is
equal to v on a neighborhood Ω of K with Ω ⊂W. On Ω , we have
1(ψ + k1)+R = 0> h eψ+k1 .
On V \Ω , for
ek1 >− inf 1ψ +R
eψ
,
we have
1(ψ + k1)+R >−eψ+k1 > h.
Therefore for k1 > C(K) > 0, v+ is a supersolution. Hencemore, if k2
is large enough, v− = −k2 is a subsolution of the equation and satisfy
v− 6 v+. Indeed,
1gv
− +R =R 6 e−k2 = h ev−
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for k2 large enough. By the Kazdan and Warner theorem [5], we obtain:
−k2 6 ϕ 6 C(K)
with k2 large enough. 2
5. Study of the equation 1g˜φ + h˜φ = γ
We know that this equation has an unique solution with h˜ = −h and
h˜ 6= 0.
LEMMA 5.1. – ‖φ‖H 21 6 C(K)‖γ ‖L2 .
Proof. – Consider the following functional
E(φ)=
∫
|∇˜φ|2 dVg˜ +
∫
h˜φ2 dVg˜ − 2
∫
γ φ dVg˜.
φ minimizes E(φ), so E(φ)6E(0)= 0.
Set φ = φ0+k with ∫ φ0 dV = 0 and k = (1/V ) ∫ φ dV the mean value
of φ. We obtain:∫
|∇˜φ0|2 dVg˜ +
∫
h˜
(
φ20 + 2kφ0 + k2
)
dVg˜ 6 2
∫
γ (φ0 + k)dVg˜.(6)
Let λ1 be the first eigenvalue of the Laplacian associated to g. It is well
known that
λ1
∫
φ20 dV 6
∫
|∇φ0|2 dV.
So ∫ |∇˜φ|2 dVg˜∫
φ20 dVg˜
=
∫ |∇˜φ|2 dV∫
eϕφ20 dV
> e−C(K)λ1 = C(K).
Furthermore C(K)
∫
φ20 dVg˜ > δ
∫
h˜φ20 dVg˜ for a δ depending on K .∫
h˜
(
φ20(1+ δ)+ 2kφ0 + k2
)
dVg˜ 6 2
∫
γ (φ0+ k)dVg˜.
We can write:
φ20(1+ δ)+ 2kφ0 + k2 = (1+ δ)
(
φ0 + k1+ δ
)2
+ δ
1+ δ k
2.
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Furthermore
∫
h˜dVg˜ > C(K) > 0.
Finally, we obtain
‖φ‖22 = ‖φ0‖22 + k2 6 C(K)‖γ ‖2
(‖φ0‖2 + k),
‖φ0‖2 6 2C(K)‖γ ‖2, k 6 2C(K)‖γ ‖2
and by (6), we have ‖∇φ‖2 6C(K)‖γ ‖2, therefore
‖φ‖H 21 6 C(K)‖γ ‖2.
The equation 1g˜φ + h˜φ = γ can be written like:
−gij (∂ijφ − Γ˜ kij ∂kφ)= eϕ(γ − h˜φ),
1gφ + gij (Γ˜ kij − Γ kij )∂kφ = eϕ(γ − h˜φ).
We compute the tensor gij (Γ˜ kij −Γ kij ) at a point P in a normal coordinates
system at P for g. We obtain:
1gφ = eϕ(γ − h˜φ).(7)
By the imbedding Sobolev theorem, if φ ∈H 21 , φ ∈Lq with q ∈ [2,+∞[.
Iterating (7), we obtain φ ∈C∞. Using the Green’s formula, we obtain:∣∣φ(P )∣∣6C(K)‖γ ‖2.
The Green operator is continuous of Cα into C2+α , so∥∥∥∥φ − 1V
∫
φ dV
∥∥∥∥
C2+α
6 C‖1gφ‖Cα
and
‖1gφ‖Cα 6C(‖γ ‖Cα + ‖h‖Cα sup |φ|)6 C(K)‖γ ‖Cα‖h‖Cα .
Therefore
‖φ‖C2+α 6 C(K)‖γ ‖Cα‖h‖Cα . 2
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6. End of the proof of the main theorem
So now we have an estimate of k = ‖[DuΓ (0, h)]−1‖:
k 6 C(K)‖h‖Cα(8)
and we have an expression of β, i.e., β = C(K)‖h‖−3Cα . We assume
h ∈ Cα0 . But if we start with f ∈ C∞, h is a Lipschitzian function. In
the last expression C(K) does not depend on α, and α 6 α0 is arbitrary.
Using Proposition 2 of [3], we find that β is a constant which depends
on K :
β = C(K).
Consider the function f˜ = h+C(K), as
‖f˜ − h‖Cα = ‖f˜ − h‖C0 =C(K).
Eq. (3) has a solution, therefore (1) has a solution with in the right hand
side f = f˜ .
If f + 6 C(K), f verifies f 6 f˜ , by Theorem 3.4, (1) has a solution.
Going back to the initial function f , we obtain the following result: if f
satisfies supf 6 C(K) infV \Ω(−f (x)), the problem has a solution.
Since we can choose Ω as big as we want, so infV \Ω(−f (x)) can be
taken as close as we want of − infV f (x).
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