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Abstract
A Steiner k-cycle system of order v is a pair (X; C), where C is a collection of k-cycles of
Kv based on a v-set X such that for any integer r; 16r6k=2, and for any two distinct vertices
x and y of X there exists in C a unique k-cycle along which the distance between x and y
is r. Steiner k-cycle systems are useful in constructing authentication perpendicular arrays and
authentication and secrecy codes. In this paper, we show that the necessary condition for the
existence of Steiner seven-cycle systems, v ≡ 1 or 7 (mod 14), is also su6cient if v¿861. We
also show that there are at most 21 unknown orders below this bound. The result is mainly
based on generalized constructions for two holey self-orthogonal Latin squares with symmetric
orthogonal mates (2 HSOLSSOM) and some direct constructions. As an application, we shall
update the known result on the existence of perfect Mendelsohn designs with block size 7.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X be a v-set and Kv the complete undirected graph based on X . A Steiner k-cycle
system of order v, denoted by SkCS(v), is a pair (X; C), where C is a collection of
k-cycles of Kv such that for any integer r; 16r6k=2, and for any two distinct vertices
x and y of X there exists in C a unique k-cycle along which the distance between x
and y is r.
Steiner k-cycle systems are useful in constructing authentication perpendicular arrays
and authentication and secrecy codes (see [10,11,19,20]). An SkCS(v) is also related
to other combinatorial designs such as perfect Mendelsohn designs (PMDs) (see [23]),
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cycle systems and 2-perfect cycle systems (see [16,18]), for the deHnition of PMDs
see Section 5. Since Kv contains v(v− 1)=2 edges and this number should be divisible
by k in a Steiner k-cycle system, it is clear that v(v− 1) ≡ 0 (mod 2k) is a necessary
condition for such a system to exist.
It is easy to see that a Steiner k-cycle system cannot exist for any even k¿2. For
if k¿2 is even, then any k-cycle contains k pairs of vertices with distance 1 and k=2
pairs of vertices with distance k=2, which contradicts the deHnition. When k = 3, a
Steiner k-cycle system is the well-known Steiner triple system, the existence of which
has been solved since 1847 (see [14]). When k = 5, Lindner and Stinson [17] have
proved that the necessary condition is also su6cient with v=15 as a unique exception.
In this paper, we investigate the existence of Steiner k-cycle systems when k = 7.
Not much is known in this case except the following prime power construction by
Granville et al. (see [12]).
Theorem 1.1. There is an SkCS(q) if k¿1 is an odd integer and q ≡ 1 (mod 2k) is
a prime power.
We shall describe some known constructions in Section 2, such as weighting and
Hlling in holes constructions. A construction using 2 HSOLSSOM (its deHnition can be
found in Section 2) is also stated, which plays an important role in solving most of the
orders. We shall also present some direct constructions in Section 3. One of the most
important small designs is S7CS(57), which will be shown very useful for our main
result. We consider the existence of S7CS(v) and state the main result in Theorem
6.1. We show that the necessary condition for the existence of Steiner seven-cycle
systems, v ≡ 1 or 7 (mod 14), is also su6cient if v¿861. We also show that there are
at most 21 unknown orders below this bound. For orders v ≡ 7 (mod 14), the result
comes mainly from known 2 SOLSSOM(n)s for n odd. The existence of (v; 7; 1)-BIBDs
provides most of the orders for v ≡ 1 (mod 42). Based on these and Theorem 1.1, the
main part of our work is to construct S7CS(v)s for v ≡ 15 or 29 (mod 42). As an
application, we shall also update the known result on the existence of PMDs with
block size 7 in Section 5. It is believed that the present result for S7CS will be helpful
in the discussion of authentication perpendicular arrays (APAs). Such APAs are further
motivated by authentication and secrecy codes (see [19,20]).
2. Recursive constructions
To describe our recursive constructions we Hrst generalize the concept of SkCS(v)
to deHne such a design with holes. A holey Steiner k-cycle system (brieJy HSkCS)
is a triple (X;H;C), where H= {H1; : : : ; Hn} is a partition of the set X into subsets
(called holes) Hi of sizes hi = |Hi|, 16i6n, and C is a collection of k-cycles of the
complete n-partite graph Kh1 ;:::;hn such that for any integer r; 16r6k=2, and for any
two vertices x and y from distinct holes there exists in C a unique k-cycle along
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which the distance between x and y is r. The hole type or simply type of the HSkCS
is deHned to be the multiset {hi: 16i6n}. We shall use an ‘exponential’ notation to
describe types: so type tu11 · · · tumm denotes ui occurrences of ti; 16i6m, in the multiset.
An HSkCS of type T will be denoted by HSkCS(T ). It is obvious that an HSkCS(1v)
is the same as an SkCS(v).
The following Hlling in holes construction is simple but useful.
Construction 2.1 (Filling in Holes). (1) Suppose there exists an HSkCS of type
{si: 16i6n}. Let a¿0 be an integer. For each i; 16i6n − 1, if there exists an
HSkCS of type {sij: 16j6ki}∪{a}, where si=
∑
16j6ki sij, then there is an HSkCS
of type {sij: 16j6ki; 16i6n− 1} ∪ {a+ sn}.
(2) Suppose there exists an HSkCS of type {si: 16i6n}. Suppose there exists
also an HSkCS of type {tj: 16j6k}, where sn=
∑
16j6k tj. Then there is an HSkCS
of type {si: 16i6n− 1} ∪ {tj: 16j6k}.
We can apply Wilson’s fundamental construction for GDDs [21] to obtain a similar
construction for HSkCS. A group divisible design (or GDD), is a triple (X;G;B) which
satisHes the following properties:
(1) G is a partition of a set X (of points) into subsets called groups,
(2) B is a set of subsets of X (called blocks) such that a group and a block contain
at most one common point,
(3) every pair of points from distinct groups occurs in a unique block.
The group type of the GDD is the multiset {|G| :G ∈ G}. A GDD (X;G;B) will be
referred to as a K-GDD if |B| ∈ K for every block B in B. A TD(k; n) is a GDD of
group type nk and block size k. It is well known that the existence of a TD(k; n) is
equivalent to k − 2 MOLS(n). We wish to remark that a special GDD with all groups
of size one is essentially a pairwise balanced design (PBD), denoted by (X;B). We use
[8] as our standard design theory reference. We can now state the following weighting
construction.
Construction 2.2 (Weighting). Suppose (X;G;B) is a GDD and let w: X → Z+∪{0}.
Suppose there exists an HSkCS of type {w(x): x ∈ B} for every B ∈ B. Then there
exists an HSkCS of type {∑x∈G w(x): G ∈ G}.
The following PBD construction is a special case of Construction 2:2.
Construction 2.3 (PBD). Suppose there exists a PBD (X;B) and for each block B ∈
B there exists an HSkCS(h|B|). Then there exists an HSkCS(h|X |).
We also have the following product construction.
Construction 2.4 (InJation). Suppose there exist both an HSkCS(hn) and a TD(k; m).
Then there exists an HSkCS((hm)n).
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Proof. Suppose the given HSkCS(hn) is based on a set {1; : : : ; n} × H with {i} × H ,
i = 1; : : : ; n, as its holes. Suppose the given TD(k; m) is based on set {1; : : : ; k} × M
with {i} × M , i = 1; : : : ; k, as its groups. For any k-cycle ((i1; a1); : : : ; (ik ; ak)) in the
HSkCS(hn) and any block {(1; b1); : : : ; (k; bk)} in the TD(k; m), construct a k-cycle
((i1; a1; b1); : : : ; (ik ; ak ; bk)). It follows that all the latter k-cycles form an HSkCS((hm)n)
based on the set {1; : : : ; n} × (H × M) having {i} × (H × M), i = 1; : : : ; n, as its
holes.
The next construction uses t HSOLSSOM. Let S be a set andH={S1; S2; : : : ; Sn} be
a set of disjoint subsets of S. A holey Latin square having hole set H is an |S| × |S|
array L, indexed by S, satisfying the following properties:
(1) every cell of L either contains an element of S or is empty,
(2) every element of S occurs at most once in any row or column of L,
(3) the subarrays indexed by Si×Si are empty for 16i6n (these subarrays are referred
to as holes),
(4) element s ∈ S occurs in row or column t if and only if (s; t) ∈ (S × S) \ ⋃16i6n
(Si ×Si):
The order of L is |S|. Two holey Latin squares on symbol set S and hole set H, say
L1 and L2, are said to be orthogonal if their superposition yields every ordered pair in
(S×S)\⋃16i6n (Si×Si). We shall use the notation IMOLS(s; s1; : : : ; sn) to denote a pair
of orthogonal holey Latin squares on symbol set S and hole set H= {S1; S2; : : : ; Sn},
where s= |S| and si= |Si| for 16i6n. If H= ∅, we obtain a MOLS(s). If H= {S1},
we simply write IMOLS(s; s1) for the orthogonal pair of holey Latin squares.
If H = {S1; S2; : : : ; Sn} is a partition of S, then a holey Latin square is called a
partitioned incomplete Latin square, denoted by PILS. The type of the PILS is
deHned to be the multiset {|Si|: 16i6n}. Two orthogonal PILS of type T will be
denoted by HMOLS(T ).
A holey Latin square is called self-orthogonal if it is orthogonal to its transpose. For
self-orthogonal holey Latin squares we use the notations SOLS(s), ISOLS(s; s1) and
HSOLS(T ) for the cases of H= ∅; {S1} and a partition {S1; S2; : : : ; Sn}, respectively.
If any two PILS in a set of t PILS of type T are orthogonal, then we denote the
set by t HMOLS(T ). Similarly, we may deHne t MOLS(s) and t IMOLS(s; s1). For
later use, we mention that the existence of t IMOLS(v; n) is equivalent to that of an
incomplete TD, i.e. a TD(t + 2; v)− TD(t + 2; n).
A holey t SOLSSOM having partition H is a 2t+1 HMOLS (having partition H),
say A1; : : : ; At , B1; : : : ; Bt , C, where Bi=ATi and C=C
T. Here, a SOLSSOM stands for
a self-orthogonal Latin square (SOLS) with a symmetric orthogonal mate (SOM).
A holey t SOLSSOM of type T will be denoted by t HSOLSSOM(T ). Similarly, we
may deHne a t SOLSSOM(s) and t ISOLSSOM(s; s1).
We are now in a position to describe an important construction using (k − 3)=2
HSOLSSOM and a symmetric k-diOerence sequence. This construction is inspired
by some known constructions for Steiner pentagon systems [17], perfect Mendelsohn
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designs [6] and BIB designs [24]. Let k be an odd integer. Let S = (s0; : : : ; sk−1),
si ∈ Zk . If for any r ∈ Zk\{0},
{si+r − si: i ∈ Zk}= Zk ;
where the sum i+r is calculated in Zk , we call S a k-di<erence sequence. A k-diOerence
sequence (c1; c2; : : : ; ck) is called symmetric if (c1; c2; : : : ; ck) = (ck ; : : : ; c2; c1). It is
pointed out in [24] that when k is an odd prime,((
k + 1
2
)2
;
(
k + 3
2
)2
; : : : ; (k − 1)2; 0; 12; 22; : : : ;
(
k − 1
2
)2)
is a symmetric k-diOerence sequence. The following construction is a restatement of
Lemma 6 in [24].
Construction 2.5. Let k be an odd prime. Suppose there exists a (k − 3)=2 HSOLS-
SOM of type T. Then there exists an HSkCS of type kT, where kT = {kt: t ∈ T}.
Proof. Let (s0; : : : ; sk−1) be a symmetric k-diOerence sequence. Let X = {1; : : : ; n} and
Ai; Bi; C, 16i6(k − 3)=2, be the given (k − 3)=2 HSOLSSOM based on X , where
Ai = (aixy); Bi = (bixy); C = (cxy); ATi = Bi and C
T = C. Denote
C(x; y; g) = ((x; s0 + g); (a1xy; s1 + g); : : : ; (cxy; s(k−1)=2 + g); : : : ;
(b1xy; sk−2 + g); (y; sk−1 + g));
C = {C(x; y; g): x; y ∈ X; x¡y; x and y are not in the same hole; g ∈ Zk}:
It is readily checked that (X;C) is the desired HSkCS.
The following constructions will provide t HSOLSSOM required in Construction 2:5.
Before we restate Lemmas 2:2:1 and 2:2:3 in [7], we mention the concept of compatible
3 IMOLS. Denote by ILS(s; s1) a holey Latin square of order s when it contains only
one hole of size s1. An element in the hole of an ILS is said to be evenly distributed if
it does not appear on the main diagonal and if when it appears in one cell, then it must
appear also in its symmetric cell. If each element in the hole is evenly distributed, then
we say that the ILS is balanced . Given 3 IMOLS, if one of the three ILS is balanced
and if also each element in the hole determines s− s1 distinct entries above the main
diagonal in the other two squares, then we say that the 3 IMOLS are compatible.
Lemma 2.6 (Bennett and Zhu [7, Lemma 2:2:1]). Suppose q is an odd prime power;
q¿7. Suppose there exist 3 MOLS(m) and compatible 3 IMOLS(m+ et ; et); where m
is even; t=1; 2; : : : ; (q−5)=2; k=∑16t6(q−5)=2(2et). Then there exists an HSOLSSOM
of type m(q−1)(m+ k)1.
Lemma 2.7 (Bennett and Zhu [7, Lemma 2:2:3]). Suppose q¿5; q is an odd prime
power or q ≡ ±1 (mod 6). Suppose there exist compatible 3 IMOLS(m + et ; et)
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where m is even; t = 1; 2; : : : ; (q − 1)=2; k = ∑16t6(q−1)=2(2et). Then there exists
an HSOLSSOM of type mqk1.
It is easy to deHne compatible 5 IMOLS in a similar fashion. Since a 3 MOLS is also
a 3 IMOLS with an empty hole, any 3 MOLS is compatible. So, we may consider any
5 MOLS as compatible. Also, when m is even and e is odd, any 2 ISOLSSOM(m+e; e)
is compatible. Thus, we may restate the two lemmas in 2 HSOLSSOM form.
Lemma 2.8. Suppose q¿9; q is an odd prime power and 06s6(q − 7)=2. Suppose
there exist 5 MOLS(m) and 2 ISOLSSOM(m + ei; ei), where m is even and ei is
odd; i = 1; 2; : : : ; s. Then there exists a 2 HSOLSSOM of type m(q−1)(m+ k)1; where
k =
∑
16i6s (2ei).
Lemma 2.9. Suppose q¿7; q is an odd prime power or q is a product of such
odd prime powers; and 06s6(q − 1)=2. Suppose there exist 2 ISOLSSOM(m +
et ; et); where m is even and et is odd; t = 1; 2; : : : ; s. If s¡; (q − 1)=2; suppose also
there exists 5 MOLS(m). Then there exists a 2 HSOLSSOM of type mqk1; where
k =
∑
16t6s (2et).
Remark. In Lemmas 2.8 and 2.9 we allow s=0. When this happens, no ei will occur,
so we have k = 0. The requirement of a 2 ISOLSSOM(m + et ; et) will be trivially
satisHed.
3. Direct constructions
The constructions used in this paper will combine both direct and recursive methods.
For our direct constructions, we shall adopt the standard approach of using a Hnite
abelian group to generate the set of blocks (7-cycles) for a given design. That is,
instead of listing all of the blocks of the design, we shall for the most part list a set
of base (or starter) blocks and generate the others by an additive group and perhaps
some further automorphisms.
Lemma 3.1. There exists an S7CS(7).
Proof. (X;C) is such a system, where X = {1; : : : ; 7} and C contains three 7-cycles:
(1; 2; 3; 4; 5; 6; 7); (1; 3; 5; 7; 2; 4; 6); (1; 4; 7; 3; 6; 2; 5):
Lemma 3.2. There exists an HS7CS(15071); and hence an S7CS(57).
Proof. Let the vertex set of K57 be Q = Z50 ∪ X , X = {x1; x2; : : : ; x7}, and let {{j}:
j = 0; 1; : : : ; 49} ∪ X be the hole set of the HS7CS. Develop the following blocks
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mod 50, but add only 0; 2; 4; : : : ; 24 to the Hrst block:
(x1; 0; 2; 45; 20; 27; 25); (0; 1; 29; 21; 7; 13; 47); (x2; 0; 10; 14; 41; 15; 47);
(x4; 0; 11; 41; 46; 8; 39); (x6; 0; 9; 24; 11; 40; 23):
In this design, replace x2; x4; x6 by x3; x5; x7 when adding 1; 3; 5; : : : ; 49 to the last three
blocks. The xi’s act as inHnities, that is, xi + j= xi for any 16i67 and 06j649.
Lemma 3.3. There exists an S7CS(85).
Proof. Let the vertex set of K85 be Q = Z85. Consider the following three blocks:
(0; 5; 30; 31; 52; 23; 36); (0; 35; 76; 36; 9; 51; 14); (0; 51; 42; 10; 3; 7; 61):
Multiply these blocks by 1 and 38 (mod 85), then cycle the resulting six blocks
mod 85.
Lemma 3.4. There exists an HS7CS(715); and hence an S7CS(105).
Proof. Let the vertex set of K105 be Q = Z98 ∪ X , X = {x1; x2; : : : ; x7}, and let
{{j; 14+ j; 28+ j; 42+ j; 56+ j; 70+ j; 84+ j}: j=0; 1; : : : ; 13} ∪ X be the hole set of
the HS7CS. Below are the required blocks:
(x1; 50; 18; 79; 30; 67; 1); (0; 52; 54; 15; 90; 9; 25); (0; 58; 80; 18; 6; 21; 93);
(0; 10; 64; 35; 68; 57; 30); (0; 48; 82; 95; 74; 50; 91); (x2; 0; 6; 26; 25; 33; 93);
(x4; 9; 0; 55; 10; 57; 76); (x6; 82; 15; 95; 0; 94; 59):
Develop these blocks mod 98, but add only 0; 1; 2; : : : ; 48 to the Hrst block. Also, replace
x2; x4; x6 by x3; x5; x7 when adding 1; 3; 5; : : : ; 97 to the last three blocks.
Lemma 3.5. There exists an HS7CS(114871); and hence an S7CS(155).
Proof. Let the vertex set of K155 be Q = Z148 ∪ X , X = {x1; x2; : : : ; x7}, and let
{{j}: j = 0; 1; : : : ; 147} ∪ X be the hole set of the HS7CS. Below are the required
blocks:
(x1; 4; 104; 114; 40; 30; 78); (0; 2; 126; 45; 94; 117; 97); (0; 42; 130; 83; 50; 127; 123);
(0; 126; 65; 117; 114; 122; 116); (0; 78; 94; 138; 25; 56; 45); (0; 21; 30; 124; 2; 97; 110);
(0; 28; 87; 142; 137; 46; 114); (0; 121; 136; 86; 79; 78; 66); (0; 19; 1; 30; 132; 162; 90);
(x2; 0; 14; 100; 61; 125; 85); (x4; 69; 0; 105; 142; 101; 84); (x6; 66; 129; 73; 0; 112; 29):
Develop these blocks mod 148, but add only 0; 1; 2; : : : ; 73 to the Hrst block. Also,
replace x2; x4; x6 by x3; x5; x7 when adding 1; 3; 5; : : : ; 147 to the last three blocks.
Lemma 3.6. There exists an HS7CS(28).
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Proof. Let the vertex set of K16 be Q = Z14 ∪ X , X = {x1; x2}, and let {{j; j + 7}:
j = 0; 1; : : : ; 6} ∪ X be the hole set of the HS7CS. Below are the required blocks.
(x1; 1; 9; 12; 11; 6; 10); (0; 2; 4; 6; 8; 10; 12):
Develop the Hrst block mod 14 and replace x1 by x2 when adding any odd number to
it. Add only 0; 1 to the last block.
Lemma 3.7. There exists an HS7CS(61081).
Proof. Let the vertex set of K68 be Q = Z60 ∪ X , X = {x1; x2; : : : ; x8}, and let
{{j; 10+j; 20+j; 30+j; 40+j; 50+j}: j=0; 1; : : : ; 9}∪X be the hole set of the HS7CS.
Below are the required blocks to be developed mod 60.
(0; 2; 15; 23; 9; 47; 21); (x1; 0; 9; 2; 44; 55; 26); (x3; 0; 6; 38; 11; 27; 3);
(x5; 0; 3; 51; 26; 22; 59); (x7; 0; 1; 44; 29; 48; 43):
In this design, replace x3; x5; x7 by x4; x6; x8 when adding an odd number to the last
three blocks, and replace x1 by x2 when adding any value ≡ 2 or 3 (mod 4) to the
second block.
Lemma 3.8. There exists an HS7CS(41961).
Proof. Let the vertex set of K82 be Q = Z76 ∪ X , X = {x1; x2; : : : ; x6}, and let
{{j; 19 + j; 38 + j; 57 + j}: j = 0; 1; : : : ; 18} ∪ X be the hole set of the HS7CS. Below
are the required blocks to be developed mod 76:
(0; 2; 49; 31; 27; 66; 73); (0; 75; 14; 6; 1; 17; 27); (0; 45; 31; 5; 22; 75; 42);
(x1; 2; 14; 44; 22; 28; 4); (x3; 6; 42; 31; 66; 75; 27); (x5; 18; 50; 71; 46; 59; 3):
In this design, replace x3; x5 by x4; x6 when adding an odd number to the last two
blocks, and replace x1 by x2 when adding any value ≡ 2 or 3 (mod 4) to the fourth
block.
4. Main results
In this section, we shall investigate the existence of S7CS(v) for v ≡ 1; 7 (mod 14).
For v ≡ 7 (mod 14) we mainly apply Construction 2:5 using 2 HSOLSSOM of uni-
form type. For v ≡ 1 (mod 14), things become more complicated and we shall use 2
HSOLSSOM of nonuniform type.
Lemma 4.1 (Lee [15]). There exists a 2 SOLSSOM(n) if n¿7 is an odd integer and
n ∈ {15; 21; 33; 35; 39; 45; 51; 65; 87; 123; 135}.
Proof. From [15], we need only deal with the two cases for n = 55 and 69. For
n = 55, it is easy to check Wojtas’s (55; 7; 1)-DM (given in [22]) has the property
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that its last row consists entirely of zeros, and there is an automorphism of order 2
which leaves the last row unaltered while interchanging rows 1 and 4, rows 2 and
5, plus rows 3 and 6. Therefore, it gives a 2 SOLSSOM(55). For n = 69, we start
from an HS7CS(61081) coming from Lemma 3.7, and deHne three holey Latin squares
A = (aij); B = (bij); C = (cij) as follows. If (i; a; b; c; d; e; j) is a 7-cycle, then we let
aij = a; bij = b; cij = c. By the deHnition of an HS7CS(61081), A; AT; B; BT and C
form a 2 HSOLSSOM(61081), where cij = cji since the reverse of (i; a; b; c; d; e; j), i.e.
(j; e; d; c; b; a; i) is also a 7-cycle. Hence, we obtain a 2 HSOLSSOM(61081). By Hlling
in holes, we obtain the desired result. The proof is complete.
Lemma 4.2 (Abel [1], Abel and Greig [3], Colbourn and Dinitz [9]). There exists a
(u; 7; 1)-BIBD if u=42t+1 and t ∈ {1; 2; 3; 5; 6; 12; 14; 17; 19; 22; 27; 29; 33; 37; 39; 42; 43;
47; 59; 62}.
Lemma 4.3 (Colbourn and Dinitz [9]). (1) There is a TD(7; m) if m¿7 and
m ∈ E7 = {10; 14; 15; 18; 20; 22; 26; 30; 34; 38; 46; 60; 62}. (2) There is a TD(8; m) if
m¿7 and m ∈ E8 = E7 ∪ {12; 21; 28; 33; 35; 39; 42; 44; 51; 52; 54; 58; 66; 68; 74; 75}.
We also need some working lemmas.
Lemma 4.4. If there is a 7-GDD of type T; then there is an HS7CS of type T.
Proof. In the given 7-GDD of type T , give weight one to each point and apply
Weighting Construction. The required input design HS7CS(17) comes from Lemma 3.1.
This gives an HS7CS of type T .
Lemma 4.5. If there is a (v; 7; 1)-BIBD; then there is an S7CS(v).
Proof. Consider the given BIBD as a 7-GDD of type 1v and apply Lemma 4.4. The
resulting HS7CS(1v) is the same as an S7CS(v).
Lemma 4.6. Suppose q¿9; q is an odd prime power and 06s6(q − 7)=2. Suppose
for even m there exist 5 MOLS(m) and 2 SOLSSOM(m+1). If an S7CS(7m+1) and
an S7CS(7m+14s+1) both exist; then there exists an S7CS(v) for v=7mq+14s+1.
Proof. Apply Lemma 2.8 with the given q; m; s and ei = 1 for i = 1; : : : ; s. This gives
a 2 HSOLSSOM of type m(q−1)(m+2s)1. Applying Construction 2:5 gives an HS7CS
of type (7m)q−1(7m+14s)1. Adding one new point to the HS7CS and Hll in holes with
the given S7CS(7m+1) and S7CS(7m+14s+1). We obtain the desired S7CS(7mq+
14s+ 1).
Lemma 4.7. Suppose q¿7; q is an odd prime power or q is a product of such prime
powers; and 06s6(q − 1)=2. Suppose for even m there exists 2 SOLSSOM(m+ 1).
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If s¡(q − 1)=2; suppose also there exists 5 MOLS(m). If an S7CS(7m + 1) and an
S7CS(14s+ 1) both exist; then there exists an S7CS(v) for v= 7mq+ 14s+ 1.
Proof. Apply Lemma 2.9 with the given q; m; s and ei = 1 for i = 1; : : : ; s. This gives
a 2 HSOLSSOM of type mq(2s)1. Applying Construction 2:5 gives an
HS7CS((7m)q(14s)1). Adding one new point to the HS7CS and Hll in
holes with the given S7CS(7m + 1) and S7CS(14s + 1). We obtain the desired
S7CS(7mq+ 14s+ 1).
Remark. Just as in Lemmas 2.8 and 2.9 we allow s= 0 here.
We are now in a position to handle the easy cases when v ≡ 7 (mod 14) and
v ≡ 1 (mod 42).
Theorem 4.8. There exists an S7CS(v) for any positive integer v ≡ 7 (mod 14) and
v ∈ S = {21; 35; 147; 231; 245; 273; 315; 609; 861}.
Proof. An S7CS(7) exists from Lemma 3.1. Let n=v=7 and start with a 2 SOLSSOM(n)
from Lemma 4.1. Since n is odd, each Latin square in the 2 SOLSSOM(n) can be
made to become idempotent. Deleting the diagonal entries gives a 2 HSOLSSOM of
type 1n. Apply Construction 2:5 to obtain an HS7CS of type 7n. Filling in the size 7
holes with an HS7CS(17) we obtain an HS7CS(17n) and then an S7CS(7n). This takes
care of all the cases except v= 105; 357; 455 and 945.
From Lemma 3.4, we have an S7CS(105). For v = 357, start with a TD(7; 50)
which comes from Lemma 4.3, and form an S7CS(7) on each block. This gives
an HS7CS(507). Now, by adding 7 inHnite points and Hlling in holes with an
HS7CS(15071) and an S7CS(57), we obtain an S7CS(357).
The construction for S7CS(455) makes use of the fact that we have an HS7CS(15671),
which comes from the HS7CS(79). Now, take the HS7CS of type 28 from Lemma 3.6
and inJate it by 28, using a TD(7,28) from Lemma 4.3, to obtain an HS7CS of
type 568. Adjoin 7 inHnite points and Hll in the holes using an HS7CS(15671) and an
S7CS(63). This gives an S7CS(455).
From [4] there exists a 7-GDD of type 315. Hence Lemma 4.4 guarantees the exis-
tence of an HS7CS(315). Applying Construction 2:4 with m = 21 gives an HS7CS of
type 6315. Filling in the holes with an HS7CS(163) gives an HS7CS(1945) and then an
S7CS(945).
Theorem 4.9. There exists an S7CS(v) for any positive integer v ≡ 1 (mod 42) and
v ∈ E1 = {253}.
Proof. We combine Lemmas 4.2 and 4.5 to obtain most of the values v=42t+1. For
t = 1; 3 or 5, v is a prime and can be done by Theorem 1.1. For t = 2, we have an
S7CS(85) from Lemma 3.3.
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For the cases t=12; 14; 19; 22; 27; 29; 37; 39; 42; 43; 47; 59; 62; apply Lemma
4.7 with suitable parameters such that 42t+1= 7mq+14s+1. Similarly, for the case
t=33, we apply Lemma 4.6 instead of Lemma 4.7. Most of the required input S7CS(u)s
for u= 29; 43; 71; 127; 169; 197 come from Theorem 1.1. The others for u= 57; 85 and
155 come from Lemmas 3.2, 3.3 and 3.5, respectively. The parameters are shown
below:
t = 12; 42t + 1 = 505; m= 8; q= 9; s= 0:
t = 14; 42t + 1 = 589; m= 12; q= 7; s= 0:
t = 19; 42t + 1 = 799; m= 8; q= 13; s= 5:
t = 22; 42t + 1 = 925; m= 12; q= 11; s= 0:
t = 27; 42t + 1 = 1135; m= 8; q= 19; s= 5:
t = 29; 42t + 1 = 1219; m= 24; q= 7; s= 3:
t = 33; 42t + 1 = 1387; m= 8; q= 23; s= 7:
t = 37; 42t + 1 = 1555; m= 8; q= 25; s= 11:
t = 39; 42t + 1 = 1639; m= 8; q= 27; s= 9:
t = 42; 42t + 1 = 1765; m= 8; q= 31; s= 2:
t = 43; 42t + 1 = 1807; m= 8; q= 31; s= 5:
t = 47; 42t + 1 = 1975; m= 12; q= 23; s= 3:
t = 59; 42t + 1 = 2479; m= 8; q= 43; s= 5:
t = 62; 42t + 1 = 2605; m= 8; q= 43; s= 14:
Finally, we deal with the case t = 17. We can obtain an 8-GDD of type 717 by
deleting one point from an RB(8; 1; 120) coming from [13]. Giving weight 6 to each
point of this GDD, we obtain an HS7CS(4217). Adding one new point and Hlling in
holes gives an S7CS(715). Here we need an HS7CS of type 68 as input design, which
can be obtained by deleting one point from a TD(7; 7). This completes the proof.
We shall deal with the cases for v ≡ 15 (mod 42) and v ≡ 29 (mod 42) in what
follows. First, we prove a preliminary bound for each case and then treat the small
orders.
Lemma 4.10. For v= 42h+ 15; there exists an S7CS(v) whenever v¿7071.
Proof. Apply Lemma 4.7 with q¿121, q ≡ 0 (mod 5) and q ≡ 1 (mod 6). Take m=8,
s ≡ 0 (mod 3) and 216s6(q− 1)=2. There exist 5 MOLS(8) and 2 SOLSSOM(9) by
Lemmas 4.3 and 4.1. By Lemma 3.2 and Theorem 4.9, there exist an S7CS(57) and
an S7CS(14s+1). We obtain an S7CS(v) for v=56q+14s+1, where v ≡ 15 (mod 42)
and v covers the interval [56q + 295; 63q − 6]. Our consecutive values of q have
distance at most 12, this guarantees that the consecutive intervals will overlap. Since
56× 121 + 295 = 7071, we obtain the bound v¿7071.
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Lemma 4.11. For v= 42h+ 29; there exists an S7CS(v) whenever v¿5951.
Proof. The proof is similar to that of Lemma 4.10. Here, we use q ≡ 5 (mod 6) instead.
When q¿101, the consecutive intervals are overlapped. Therefore, we obtain a bound
v¿5951.
Denote E2 = {15; 99; 141; 183; 225; 267; 309; 323; 351; 365; 603}.
Lemma 4.12. For v = 14h + 1; h629 and h ≡ 0 (mod 3); there exists an S7CS(v)
whenever v ∈ E2.
Proof. Applying Theorem 1.1 gives all orders except v = 57; 155; 393; 407. Lemmas
3.2 and 3.5 take care of the orders v= 57 and 155, respectively.
For v=393, start with a TD(7; 56), and form an S7CS(7) on each block, we obtain
an HS7CS(567). Then add one inHnite point and Hll in holes with an HS7CS(157)
coming from Lemma 3.2, we obtain an S7CS(393).
For v=407, start with a TD(8; 25) and use the HS7CS(28) to inJate it by 2 to obtain
an HS7CS(508). Add 7 inHnite points and Hll in the holes using an HS7CS(15071) and
an S7CS(57). This gives us an S7CS(407). The proof is complete.
Theorem 4.13. For any positive integer v = 14h + 1 and h ≡ 0 (mod 3); there exists
an S7CS(v) whenever v ∈ E2.
Proof. By the last three lemmas, we need only to deal with the orders v=14h+1 for
h ≡ 0 (mod 3) and 316h6503. Most of the orders can be taken care of by Lemmas 4.7
and 4.6, where we take m = 8; 12; 16; 24; 28; 40; 42; 48; 54; 56; 58. It is readily checked
that 5 MOLS(m), 2 SOLSSOM(m+1) and S7CS(7m+1) exist. We also take suitable
s such that an S7CS(u) exists for u = 7m + 14s + 1 or u = 14s + 1 by Theorem 4.9
or Lemma 4.12. We ran a simple computer program to list the orders v= 14h+ 1 not
covered by the two lemmas, where h ∈ {32; 35; 50; 65} ∪ {34; 41; 61; 62; 64; 67; 145}.
Theorem 1.1 takes care of the cases for the Hrst set. From Lemma 3.7, we have
an HS7CS(61081) and hence a 2 HSOLSSOM(61081). Applying Construction 2:5 and
Hlling in holes with an S7CS(43) or an S7CS(57), gives an S7CS(477). This solves
the case h= 34. Similarly, Lemma 3.8 takes care of the case h= 41.
For h=61, we have an HS7CS(315), which is obtained from the 7-GDD of type 315
in [4]. We can use a TD(7; 19) to inJate this HS7CS by 19 and obtain an HS7CS(5715).
Now, Hll in the holes with an S7CS(57) to obtain the desired S7CS(855).
For h = 62, of the CRC Handbook [9, p. 199], we can Hnd a {9; 11}-GDD of
type 121041. On each block of the GDD, construct a 2 HSOLSSOM of type 19 or
111. This gives us a 2 HSOLSSOM of type 121041. InJating this by 7 gives us an
HS7CS(8410281) and we can adjoin one inHnite point to Hll in the holes. This gives
an S7CS(869), using an S7CS(v) for v= 29 and 85.
For h= 64 and 67, we have 8-GDDs of types 78 and 79, which come from 57 and
64 in B(8) and the deletion of one point from the BIBD. Then start with a TD(9,8)
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and give all the points in the Hrst 8 groups weight 7 and u = 0; 3 points of the last
group weight 7 and the remaining points weight 0. This gives us an 8-GDD of type
568(7u)1. Using an HS7CS(28) from Lemma 3.6, we can give all points of this GDD
weight two so as to form an HS7CS of type 1128(14u)1. Adjoin an inHnite point to
Hll in the holes of the resulting HS7CS with an S7CS(v) for v=113 and v=14u+1.
This gives an S7CS(897) and an S7CS(939).
For h=145, start with an HS7CS(129) and apply Theorem 2:4 with m=70 to obtain
an HS7CS(7029). Add one new point and Hll in holes to get the desired S7CS(2031).
The proof is now complete.
5. Perfect Mendelsohn designs with block size 7
In this section, we shall use the HS7CS obtained to update the known results on the
existence of perfect Mendelsohn designs with block size 7. First, we need the following
concepts.
In an ordered k-tuple (a1; a2; : : : ; ak), the pair (ai; aj) is said to be t-apart if
j − i ≡ t (mod k).
Let v; k and ) be positive integers. A (v; k; ))-Mendelsohn design, denoted brieJy by
(v; k; ))-MD, is a pair (X;B) where X is a v-set (of points) and B is a collection of
k-tuples of X (called blocks) such that every ordered pair of points of X are 1-apart
in exactly ) blocks of B. If for all t = 1; 2; : : : ; k − 1, every ordered pair of points of
X are t-apart in exactly ) blocks of B, then the (v; k; ))-MD is called a perfect design
and denoted brieJy by (v; k; ))-PMD.
Let DKn1 ;n2 ;:::;nh be the complete multipartite directed graph with vertex set X =⋃
16i6h Xi, where Xi (16i6h) are disjoint sets with |Xi| = ni; v =
∑
16i6h ni, and
where two vertices x and y from diOerent sets Xi and Xj are joined by exactly one arc
from x to y and one arc from y to x. A holey perfect Mendelsohn design (HPMD) with
block size k is an ordered pair (X;A) where A is a set of k-circuits (directed cycles
of length k), called blocks, which form an arc-disjoint decomposition of DKn1 ;n2 ;:::;nh
with the property that for any integer r (16r6k − 1) and any two vertices x and y
from diOerent sets Xi and Xj, there is exactly one circuit c ∈A such that the directed
distance along c from x to y is r. Each Xi (16i6h) is called a hole (or group) of
the design and the multiset {n1; n2; : : : ; nh} is called the type of the design. We denote
by k-HPMD(T ) a holey perfect Mendelsohn design with block size k and type T .
On the existence of perfect Mendelsohn designs with block size 7, we have the
following known result.
Theorem 5.1 (Abel and Bennett [2]). Necessary conditions for the existence of a
(v; 7; ))-PMD are v¿7 if ) ≡ 0 (mod 7) and v ≡ 0 or 1 (mod 7) if ) ≡ 0 (mod 7).
These conditions are su>cient except possibly for the following cases:
(i) ) = 1 and v ∈ {14; 15; 21; 22; 28; 35; 36; 42; 70; 84; 85; 98; 99; 106; 126; 140; 141;
147; 148; 154; 155; 168; 182; 183; 196; 238; 245; 252; 253; 273; 294}.
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(ii) ) ∈ {2; 3; 5; 9} and v= 42.
(iii) )= 7 and v= 18.
The following lemma is a variation of Lemma 4.1 in [5], which can be used to
improve the results in the above theorem.
Lemma 5.2. If there exists an S7CS(v); then there exists a (v; 7; 1)-PMD.
Lemma 5.3. If v ∈ {85; 106; 155}; then there exists a (v; 7; 1)-PMD.
Proof. From Lemmas 3.3 and 3.5, we have an S7CS(v) for v = 85 and 155. Hence,
we have a (v; 7; 1)-PMD for v=85 and 155. For v=106, we have an HS7CS(715) from
Lemma 3.4, then an HPMD(715) by a variation of Lemma 5.2. Filling in
holes with an inHnite point to this HPMD gives a (106; 7; 1)-PMD. The proof is
complete.
The following lemma is also useful to update the known results on 7-PMDs.
Lemma 5.4 (Bennett et al. [6, Theorem 3:3]). Suppose there exist 5 HMOLS of type
{h1; h2; : : : ; hn}. Then there exists a 7-HPMD of type {7h1; 7h2; : : : ; 7hn}.
Lemma 5.5. If v ∈ {168; 252; 253}; then there exists a (v; 7; 1)-PMD.
Proof. From Lemma 4.3, we have a TD(8; 24) and a TD(8; 36). Hence, we have 5
HMOLS of types 124 and 136. Using these, we apply Lemma 5.4 and Hll in holes to
obtain the results as desired. The proof is complete.
We can now update the known results of [2] in the following.
Theorem 5.6. Necessary conditions for the existence of a (v; 7; ))-PMD are v¿7 if
) ≡ 0 (mod 7) and v ≡ 0 or 1 (mod 7) if ) ≡ 0 (mod 7). These conditions are su>cient
except possibly for the following cases:
(i) )=1 and v ∈ {14; 15; 21; 22; 28; 35; 36; 42; 70; 84; 98; 99; 126; 140; 141; 147; 148; 154;
182; 183; 196; 238; 245; 273; 294}.
(ii) ) ∈ {2; 3; 5; 9} and v= 42.
(iii) )= 7 and v= 18.
6. Concluding remarks
Denote E = S ∪ E1 ∪ E2. From Theorems 4.8, 4.9 and 4.13, we can summarize our
existence results as follows.
Theorem 6.1. There exists an S7CS(v) for any positive integer v¿861 and v ≡
1; 7 (mod 14). There are at most 21 orders v ∈ E below this bound for which the
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existence of an S7CS(v) is undecided; where E contains the following numbers:
15; 21; 35; 99; 141; 147; 183; 225;
231; 245; 253; 267; 273; 309; 315; 323;
351; 365; 603; 609; 861:
Using this theorem, we can partially improve the known result on the existence of
APA1(2; 7; v). First, we need the following notations.
A perpendicular array PA)(t; k; v) is a )(
v
t ) × k array, A, based on the symbol set
{1; : : : ; v}, which satisHes the following properties:
(i) Every row of A contains k distinct symbols.
(ii) For any t columns of A, and for any t distinct symbols, there are precisely )
rows r such that the t given symbols all occur in row r in the given t columns.
A PA)(t; k; v); A, is said to be an authentication PA, denoted by APA)(t; k; v),
if the following property also holds:
(iii) For any t′; 16t′6t − 1, and for any t′ + 1 distinct symbols xi (16i6t′ + 1),
we have that among all the rows of A which contain all the symbols xi (16i6t′+
1), the t′ symbols xi (16i6t′) occur in all possible subsets of t′ columns equally
often.
The following lemma is a restatement of Theorem 3:1 in [11], which can be used to
improve the known results on APAs.
Lemma 6.2. If there exists an SkCS(v); then there exists an APA1(2; k; v).
Corollary 6.3. There exists an APA1(2; 7; v) for any positive integer v ≡ 1; 7 (mod 14)
except possibly v ∈ {15; 21; 35; 99; 141; 147; 183; 225; 231; 245; 267; 273; 309; 315; 323;
351; 603; 609; 861}.
Proof. Applying Lemma 6.2 with Theorem 6.1 gives most of the orders for v except
v= 253 and 365, which come from Lemma 6:5 of [11]. The proof is complete.
A preliminary version of this paper has been used in [11] to investigate the existence
of authentication perpendicular arrays APA1(2; 7; v). The present paper will be helpful
to improve the existence results for APAs. This will be a topic for the future work.
Acknowledgements
The Hrst author would like to thank the Department of Mathematics at Mount Saint
Vincent University for providing computer services which were used to obtain some
of the direct constructions in this paper. This research was supported partly by a grant
from Mount Saint Vincent University Committee on Research and Publications to the
second author. A portion of this research was carried out while the third author was
16 R.J.R. Abel et al. / Discrete Mathematics 252 (2002) 1–16
visiting Mount Saint Vincent University in 1999, and he wishes to express many thanks
to the Department of Mathematics for their services.
References
[1] R.J.R. Abel, Some new BIBDs with ) = 1 and 66k610, J. Combin. Desi. 4 (1996) 27–50.
[2] R.J.R. Abel, F.E. Bennett, The existence of perfect Mendelsohn designs with block size 7, Discrete
Math. 190 (1998) 1–14.
[3] R.J.R. Abel, M. Greig, Balanced incomplete block designs with block size 7, Desi. Codes Cryptography
13 (1998) 5–30.
[4] R.D. Baker, An elliptic semiplane, J. Combin. Theory Ser. A 25 (1978) 193–195.
[5] F.E. Bennett, Y. Chang, J. Yin, H. Zhang, Existence of HPMDs with block size Hve, J. Combin. Desi.
5 (1997) 257–273.
[6] F.E. Bennett, K.T. Phelps, C.A. Rodger, L. Zhu, Constructions of perfect Mendelsohn designs, Discrete
Math. 103 (1992) 139–151.
[7] F.E. Bennett, L. Zhu, The spectrum of HSOLSSOM(hn) where h is even, Discrete Math. 158 (1996)
11–25.
[8] Th. Beth, D. Jungnickel, H. Lenz, Design Theory, Bibliographisches Institut, Zurich, 1985.
[9] C.J. Colbourn, J.H. Dinitz, CRC Handbook of Combinatorial Designs, CRC Press Inc., Boca Raton,
FL, 1996. (New results are reported at http:==www.emba.uvm.edu=∼dinitz=newresults.html).
[10] G. Ge, L. Zhu, Authentication perpendicular arrays APA1(2; 5; v), J. Combin. Desi. 4 (1996) 365–375.
[11] G. Ge, L. Zhu, Authentication perpendicular arrays APA1(2; 7; v), J. Combin. Desi. 5 (1997) 111–124.
[12] A. Granville, A. Moisiadis, R. Rees, Nested Steiner n-cycle systems and perpendicular arrays, JCMCC
3 (1988) 163–167.
[13] M. Greig, R.J.R. Abel, Resolvable balanced incomplete block designs with block size 8, Desi. Codes
Cryptography 11 (1997) 123–140.
[14] M. Hall Jr., Combinatorial Theory, Blaisdell, Waltham, MA, 1967.
[15] T.C.Y. Lee, Tools for constructing RBIBDs: frames, NRBs and SOLSSOMs, Ph.D. Thesis, University
of Waterloo, Canada, 1995.
[16] C.C. Lindner, C.A. Rodger, Decomposition into cycles II: cycle systems, in: D.H. Dinitz, D.R. Stinson
(Eds.), Contemporary Design Theory, Wiley, New York, 1992, pp. 325–369.
[17] C.C. Lindner, D.R. Stinson, Steiner pentagon systems, Discrete Math. 52 (1984) 67–74.
[18] E. Manduchi, Steiner heptagon systems, Ars Combin. 31 (1991) 105–116.
[19] D.R. Stinson, The combinatorics of authentication and secrecy codes, J. Cryptol. 2 (1990) 23–49.
[20] D.R. Stinson, L. Teirlinck, A construction for authentication=secrecy codes from 3-homogeneous
permutation groups, Europ. J. Combin. 11 (1990) 73–79.
[21] R.M. Wilson, Constructions and uses of pairwise balanced designs, Math. Centre Tracts 55 (1974)
18–41.
[22] M. Wojtas, Three new constructions of mutually orthogonal Latin squares, J. Combin. Desi. 8 (2000)
218–220.
[23] L. Zhu, Perfect Mendelsohn designs, JCMCC 5 (1989) 43–54.
[24] L. Zhu, Existence of three-fold BIBDs with block-size seven, Appl. Math. – J. Chinese Univ. 7 (1992)
321–326.
