tial characteristics of neural responses to LSF threat and broad spatial frequency (BSF) threat-related information. Synthetic aperture magnetometry (SAM) was used to spatially map task-related power changes in brain activity because this technique is ideally suited for the analysis of oscillatory neuronal activity, which is not strictly time locked to stimulus onset (see the Method section). MEG has good temporal resolution, and previous research using MEG has reported activation effects of emotional stimuli (which included a mixture of fearful, happy, angry, surprised, and disgusted faces) in the amygdala and in the frontal and visual cortices within 200 msec of stimulus onset (Streit et al., 2003) . A recent MEG study published during the course of this investigation showed early synchronized activity (,200 msec) in the gamma-band range in the amygdala and in the prefrontal and visual cortices in response to threat faces (Luo, Holroyd, Jones, Hendler, & Blair, 2007) . However, the Luo et al. study did not examine the role of theta in emotion processing. Nevertheless, such research has clearly demonstrated that MEG is sensitive to amygdala activity.
In the present study, the stimuli included angry, fearful, and neutral emotional facial expressions presented as both blurry (LSF) and normal (BSF) images. It was posited that the amygdala would show an early enhanced response to threat-related facial expressions, relative to neutral faces (i.e., within 250 msec of face onset), and that this response would be accompanied by threat-related activation effects in prefrontal and visual areas. We predicted that these neural responses would be particularly evident for LSF threat faces because previous research has indicated that the amygdala is particularly sensitive to coarse affective information (Vuilleumier & Pourtois, 2007) . Our hypotheses were primarily concerned with neural activity in the theta range because Lewis's (2005) dynamic systems model predicts that phase locking of theta rhythms is important in the functional integration and temporal synchronization of subcortical and cortical systems involved in emotion processing.
Method Participants
Nine participants (6 females, age range 5 19-50 years) with no history of neurological dysfunction or injury participated in the study. All participants had normal or corrected-to-normal vision (with contact lenses) and had an appropriate anatomical MR volume scan. Experimental procedures were in accordance with the Declaration of Helsinki and received approval from the University of Aston's ethical committee.
Stimuli
The stimuli (see Figure 1 , top panel) included angry, fearful, and neutral faces selected from the NimStim Face stimulus set (macbrain .org/resource.htm). Eight actors (4 female) posing three different expressions (angry, fearful, neutral) were selected (models: 01, 03, 07, 08, 21, 23, 27, 34) . The stimuli were grayscaled, matched for size, and fitted to an oval shape (2º 3 3º) with Adobe Photoshop 8.0 in order to obscure nonfacial features, such as hair and earrings. An in-house MATLAB script was then used to low-pass Gaussian filter the original BSF faces using a sigma parameter of 6 cycles/image. Prior to performing this filtering, the program standardized the BSF pressions. Such findings are consistent with the idea that the amygdala is particularly sensitive to crude visual representations of threat cues, such as those represented by LSF information (Vuilleumier & Pourtois, 2007) .
Neuroimaging research has shown that emotion processing depends on a network of neural structures, including the amygdala, as well as the frontal and visual cortices. Transient interactions between these structures underpin attentional and perceptual processing ( Adolphs, 2002; Vuilluemier, 2005) . However, fMRI does not have sufficient temporal resolution for investigating the time course of neural activity in these different regions. Adolphs suggested that the processing of emotional face stimuli occurs in the amygdala within 120 msec of stimulus onset, which in turn modulates activity in the prefrontal and visual cortices. Pessoa, Kastner, and Ungerleider (2002) suggested, conversely, that emotion-modulation effects of the amygdala on cortical activity occur between 250 and 600 msec after stimulus onset. That is, face stimuli initially elicit rapid face-selective processing in the visual cortex (~170 msec); this does not depend on the emotional valence of those stimuli. Emotion-specific processing effects occur later, following feedback from the amygdala to the visual cortex (Pessoa et al., 2002, p. 43) . This said, EEG research assessing event-related brain potentials (ERPs) suggests that emotion-specific effects of face stimuli occur in frontocentral cortical regions as early as 120 to 180 msec poststimulus (Eimer & Holmes, 2007) . EEG methodologies have good temporal resolution, but they do not have sufficient spatial resolution to clarify which neural structures are responsible for such effects.
Another unresolved issue concerns the mechanisms responsible for integrating neural responses to emotional stimuli across subcortical and cortical structures, such as the amygdala and the frontal and visual cortices. In his recent dynamic-systems model, Lewis (2005) proposed that theta-band activity plays an important role in integrating and synchronizing activity within this neural network during emotion processing. Several studies have linked theta with emotional processing (for reviews, see Knyazev, 2007; Lewis, 2005; Paré, Collins, & Pelletier, 2002) . For example, Aftanas, Varlamov, Pavlov, Makhnev, and Reva (2001) demonstrated that theta-band activity is modulated by the affective valence of pictorial stimuli. Moreover, from a review of animal literature, Paré et al. concluded that amygdala neurons demonstrate theta-band activity during emotional arousal and that synchronized oscillatory activity in the amygdala may facilitate the consolidation of emotional memories. Reviewing such data, Lewis argued that "phase synchrony in the theta range may underpin the functional integration of systems mediating appraisal-emotion processes" (p. 189). Drawing upon evidence of strong connections between prefrontal and limbic structures (Miller, 1991) , Lewis predicted that theta-band coupling between the amygdala and frontal cortices will occur when situations or tasks become emotionally relevant.
The main aim of this study was to use magnetoencephalography (MEG) to examine the temporal and spa-individual participant's anatomical MRI using a surface matching procedure (Huppertz et al., 1998) .
data Analysis
Data from 2 participants were excluded from analysis due to excessive movement (.5 mm). For the remaining 7 participants, data were bandpass filtered between 0.5 and 100 Hz and DC corrected according to a prestimulus baseline. In addition, a 50-Hz powerline filter was applied, and all data were visually inspected, enabling the removal of trials with eyeblink (e.g., trials in which an extreme dipolar frontal pattern was observed to emerge within the recorded epoch) and/or movement artifacts (e.g., trials in which noise was observed for a period  25% of the recorded epoch). This resulted in the rejection of less than 10% of the data. SAM was then used to spatially map task-related power changes in oscillatory brain activity across participants. This method involved using fixed-array, weighted channels (as found in modern-day radar systems) to scan the brain for the sources of magnetic signals recorded at the scalp (for a review, see Hillebrand, Singh, Holliday, Furlong, & Barnes, 2005) . In consequence, SAM requires no a priori assumptions about the number of sources activated and is ideally suited for the analysis of neuronal activity that is not strictly time locked to stimulus onset (i.e., induced activity).
It has been questioned whether MEG allows for the estimation of sources in deep subcortical structures, such as the amygdala (since MEG is often portrayed as a method with excellent temporal resolution but limited spatial resolution). However, there have now been several demonstrations of signal detection from deep structures, such as the amygdala and the hippocampus, using evoked field measures with MEG (e.g., Ioannides, Poghosyan, Dammers, & Streit, 2004; Rogers et al., 1991; Streit et al., 2003; Tesche, 1997) . Both Tesche and Moradi et al. (2003) provided stringent validations of these methodologies. More recently, oscillatory activity has been recorded from both the hippocampus (e.g., Tesche & Karhu, 2000) and the amygdala (e.g., Luo et al., 2007) , using MEG. As with our research, in the latter study the adaptive beamformer SAM was used. Given that this methodology is both spatially sensitive to correlated activity and less sensitive to noise artifacts-problems associated with localizing activity from deep sources-SAM may indeed be a better detector of deep sources than the nonadaptive faces for luminance and contrast and cropped the stimuli so that each face was presented in an oval window on a black surround; there was an equivalent area across all images.
Procedure
Using a 275-channel, whole-head neuromagnetometer scanner, data were collected at a sampling rate of 625 Hz, using a thirdorder gradiometer configuration with an antialiasing filter cutoff of 200 Hz. The participants were seated in an upright position, and three electromagnetic coils were fastened to the participants' nasion and auricular points, respectively, to determine head position within the MEG helmet. The participants held a buttonpress response device, which they used with their dominant hand, in their lap. The display monitor was positioned outside the shielded room and was viewed through a window in the room, using a front-silvered mirror. The stimuli were viewed binocularly at an optical viewing distance of 2 m. During the recording session, each participant's head was stabilized within the helmet, using an inflatable headcuff.
The sequence of trial events is shown in Figure 1 (lower panel). Throughout the task, a stream of letters was presented at central fixation (1 letter every 350 msec). The letters varied randomly, and the participants were asked to monitor the letter stream and indicate with a buttonpress response whenever the letter X appeared (10% of trials). On each trial, a single face was presented for 200 msec slightly off center, either to the left or right of the letter stream; stimulus eccentricity corresponded to a visual angle of 1.5º (i.e., central vision). The interval between face offset on one trial and face onset on the next trial varied randomly between 1,300 and 1,600 msec. Data from trials displaying an X (or those in which a button response was recorded) were not analyzed. This task was used in preference to passive viewing in order to maintain an alert state of vigilance in the participants. It was also preferred over explicit emotional evaluation judgments of the faces because the latter might have attenuated amygdala activity (see, e.g., Critchley et al., 2000; Hariri et al., 2003) .
For each stimulus type (e.g., LSF-angry), data from approximately 100 trials were recorded over two experimental runs that were 8 min in duration. Immediately after data acquisition, a Polhemus Isotrak 3-D digitizer was used to map the surface shape of each participant's head and localize the electromagnetic head coils with respect to that surface. These surface points were then coregistered with the A boxcar experimental design was used, in which spectral power changes between matching 50-to 250-msec and 250-to 450-msec poststimulus onset time windows were calculated for several traditional frequency bands (theta, 4-8 Hz; alpha, 8-13 Hz; beta 1, 10-20 Hz; beta 2, 20-30 Hz; gamma 1, 30-40 Hz; gamma 2, 40-100 Hz). These 200-msec time windows were used for all comparisons (i.e., threat-related vs. neutral expressions, as well as angry vs. fearful expressions, for both BSF and LSF stimuli) because they (1) produced sufficient temporal data for investigating power differences at the lowest and highest frequencies and (2) were comparable to previous research noted earlier (i.e., that 250 msec represents an informative distinction in emotion processing; see Adolphs, 2002; Eimer & Holmes, 2007; Pessoa, 2005; Williams, Palmer, Liddell, Song, & Gordon, 2006) . Note, however, that since altering the spa-(but validated) techniques discussed above (see Luo et al., 2007; Vrba & Robinson, 2001) .
In brief, when using SAM, for each voxel in a predefined source space, an optimal spatial filter that linked activity in that voxel to the MEG system's sensor array was constructed. In the present study, each participant's MRI was divided into voxels of 5 3 5 3 5 mm (5-mm grids). The filter output for each voxel was calculated independently, as the weighted sum of the sensor signals, yielding a measure of current density as a function of time (for a more detailed description of the spatial filter construction, see Maratos, Anderson, Hillebrand, Singh, & Barnes, 2007) . This procedure is conceptually similar to using an electrode at the neural source location, and, for this reason, the spatial filter is often called a virtual electrode (Barnes & Hillebrand, 2003) . cate any evoked activity. These plots revealed amplitude change per time-frequency bin relative to baseline.
ReSULtS

Group data
For the 50-to 250-msec and 250-to 450-msec time periods, SnPM voxel-level analyses ( p , .05, corrected) were computed for each emotion contrast (i.e., angry vs. neutral, fearful vs. neutral, angry vs. fearful) within each frequency band (i.e., [4] [5] [6] [7] [8] [8] [9] [10] [11] [12] [13] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . These contrasts were examined separately for LSF and BSF faces (with the exception of the 40-to 100-Hz band for LSF faces, as noted earlier). For the BSF comparisons (e.g., BSF-angry vs. BSF-neutral, BSF-fearful vs. BSF-neutral), there were no significant results in the theta range, which was of primary interest here. Some activation differences were observed for the BSF contrasts, but these were limited, did not involve the amygdala, and were restricted to the visual cortices and gamma frequency range (40-100 Hz); these data are reported elsewhere.
For the LSF threat comparisons (i.e., LSF-angry vs. LSF-neutral, LSF-fearful vs. LSF-neutral), the SnPM analyses revealed significant differences in brain activity in several frequency bands (e.g., 4-8 Hz, 8-13 Hz, 10-20 Hz, 20-30 Hz) and a range of brain regions (e.g., limbic system, visual cortices, prefrontal cortex). These data are illustrated in Figure 2 , in which the percentage of active voxels is presented as a function of frequency band, time window, and brain lobe. Consistent with the predictions of Lewis (2005) , the early time window shows a greater number of active voxels in the theta band across the occipital temporal frontal regions, and a time window (50-250 msec, 250-450 msec) 3 frequency band (4) (5) (6) (7) (8) (8) (9) (10) (11) (12) (13) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) tial frequency properties of visual stimuli has been shown to moderate gamma-band activity (Hadjipapas, Adjamian, Swettenham, Holliday, & Barnes, 2007) , analyses of the 40-to 100-Hz gamma response to LSF stimuli were not undertaken, since it would have been difficult to interpret the results.
For each participant, time window, and frequency band, the difference between spectral power estimates was assessed for every voxel, using a pseudo-t statistic (Robinson & Vrba, 1999) enabling a 3-D SAM image of activity to be generated for each individual. Data were then normalized, and nonparametric permutation analyses (Nichols & Holmes, 2002; Singh, Barnes, & Hillebrand, 2003) were performed with the SnPM toolbox (www.sph.umich .edu/ni-stat/snpm) to assess significant group effects for voxel-level inferences. Nonparametric permutation analyses (i.e., SnPM) were adopted, given that the assumption of normality was not required. Thus, such analyses, unlike random-and fixed-effects models, are suited for the robust analysis of data with low degrees of freedom (see Singh et al., 2003) . A synthetic third-order gradiometer design was also employed in order to increase the signal-to-noise ratio. Additionally, since the SnPM procedure we employed included the use of a probability distribution map generated by the largest t values in the volume (rather than the t values at each voxel), the problem of multiple comparisons was circumvented (for more information on SnPM analyses, see Nichols & Holmes, 2002) .
Probability maps for significant group effects ( p , .05, corrected) were visualized using mri3dX (imaging.aston.ac.uk/ mri3dX/) and regions of interest (ROIs) determined from the SnPM significant voxel clusters. Once significant ROIs were established using a data-driven approach, a theory-driven approach was adopted to restrict supplementary exploratory analyses to regions previously implicated in emotion processing. To examine the power and timecourse differences of any changes in oscillatory (i.e., induced) activity within these ROIs, time-frequency plots were calculated for all individuals, using a Morlet wavelet transform. These plots were created from single-trial activation waveforms for a given ROI, and, from these, average and group average wavelet time-frequency/ power-change plots were created. These revealed percentage change in energy per time-frequency bin relative to the prestimulus phase. To establish that activity present in these plots was induced and not evoked, additional time-frequency plots created from the average of the activation waveforms for each ROI were produced to demar- Moreover, within the amygdala, SnPM-significant differences in power were observed only in the theta bandwidth. Accordingly, the results focus on analyses of LSF face data in the theta frequency range.
LSF-threat Versus LSF-Neutral Activation differences at 4-8 hz the 50-to 250-msec time window.
The group results revealed a range of power changes within cortical and subcortical regions for both the LSF-angry versus LSF-neutral comparison and the LSF-fearful versus LSFneutral comparison. The neuroanatomical locations of significant peak SnPM voxels are reported in Table 1 . Of importance, clusters of significant voxels were observed in the amygdala (and temporal lobes), primary visual areas (including V1), and prefrontal regions (including the superior frontal gyrus, or SFG, within the orbitofrontal cortex) for at least one of the threat versus neutral comparisons, if not both. These power changes always reflected a reduction in power for the LSF-threat expressions compared with the LSF-neutral expressions and are displayed in the upper panel of Figure 3 for the LSF-angry versus LSF-neutral comparison.
the 250-to 450-msec time window. The group results revealed a range of power changes within cortical and subcortical regions for both the LSF-angry versus LSF-neutral and LSF-fearful versus LSF-neutral comparisons (see Table 2 for the neuroanatomical locations of significant peak SnPM voxels). Again, changes always reflected a reduction in power for the LSF-threat expressions compared with LSF-neutral expressions. However, whereas clusters of significant voxels were still observed in prefrontal regions (including the inferior frontal gyrus, or IFG, within the orbitofrontal cortex) for both threat versus neutral comparisons, differences in activity were no longer evident in either the amygdala or the primary visual area. For results from the LSF-angry versus LSF-neutral comparison, see the lower panel of Figure 3 .
LSF-Angry Versus LSF-Fearful Activation differences at 4-8 hz
No significant differences in power were observed for the contrast of LSF-angry versus LSF-fearful faces for either the 50-to 250-msec or 250-to 450-msec time window. However, the results shown in Tables 2 and 3 suggest that compared with LSF-neutral faces, LSF-angry faces resulted in more significant voxel clusters (especially in the early time window) than did LSF-fearful faces. frequency and power plots, respectively). These plots depict mean power changes at a given ROI (i.e., virtual electrode) for every individual and are averaged across the group. In each plot, the stimulus appeared on-screen at Time 0. In Figure 4 , red and blue represent percent change in power. In all cases, significant differences are indicated with the dashed square.
Amygdala activity. The time-frequency plots reveal that for the angry facial expressions (Ang), a reduction in power (5-7 Hz) is observed following stimulus onset in the right amygdala. Of importance, a similar pattern of decreased power is not present in the time-frequency plots for the neutral facial expressions. Indeed, for the 50-to 250-msec time period where significant SnPM differences were observed (see Table 1 ), the power plot reveals that power tended to decrease for angry expressions (red line) and increase for neutral expressions (blue line), and that this differential response appeared within 100 msec of stimulus onset.
V1 activity. For angry expressions, the time-frequency plots reveal a brief bilateral reduction in power (~4-6 Hz) soon after stimulus onset. For the 50-to 250-msec time period where these differences were found to be significant, the power plot shows a short-lasting decrease in power (peaking at ~100 msec) for the angry expressions, which was absent for the neutral expressions.
Frontal cortex activity. For angry expressions, a bilateral reduction in power (5-7 Hz) is observed in the timefrequency plots following face onset in superior frontal regions. However, for the neutral expressions, the early power changes are less marked. Indeed, for the 50-to 250-msec time window, where results were found to be significant, both plot types demonstrated a power decrease for angry expressions but a power increase for neutral expres-
Supplementary Single-Subject-Based data Analyses
The main reasons for investigating data at the singlesubject level were (1) to examine in detail the nature of the significant power differences between the threat and neutral expressions within each key region, such as the right amygdala or the SFG, identified in the group SnPM analyses and (2) to explore the time course of activity within those regions where SnPM-significant differences were observed (e.g., the 50-to 250-msec time window). In these analyses, therefore, prestimulus activity was directly compared with poststimulus activity for each type of LSF facial expression.
For all participants, time-frequency analyses were conducted for bilateral voxels in the amygdala, visual cortices (primary visual cortex, V1), and frontal cortices, such as the SFG and the IFG. From these data, percent power changes were calculated in order to provide an overview of power increases and/or decreases after stimulus onset, relative to the prestimulus phase for the theta band. Whereas the ROIs were primarily informed by the SnPM analyses (see Tables 1  and 2 ), activations observed in previous research were used to restrict analyses to brain regions that have been implicated in emotion processing (Adolphs, 2002; Phillips, Drevets, Rauch, & Lane, 2003; Vuilleumier & Pourtois, 2007) . Given the presumed importance of the fusiform gyrus (FFG) in the processing of facial structure, an ROI analysis of activity in this area was also undertaken. To avoid confounds associated with using normalized MRI brain templates (Woods, 1996) , in all of the above supplementary analyses, voxels within the ROIs were generated using data from each participant's original MRI SAM image.
Plots depicting induced activity within the amygdala, V1, SFG, and FFG are shown in Figures 4 and 5 (time- consistent with those from research by Öhman, Carlsson, Lundqvist, and Ingvar (2007) , in which it is proposed that activation of the amygdala facilitates low-level visual processing, such as that associated with unattended and/ or degraded (e.g., blurry) threat-related stimuli, as in the present research.
The present study also adds to a growing body of ERP literature in which it is suggested that early responses to emotionally valenced face stimuli may reflect processing in a thalamocortical neural system parallel to that associated with structural-face encoding in ventral-visual areas and the robust N170 (for a review, see Eimer & Holmes, 2007; Williams, Palmer, et al., 2006) .
SnPM analyses of power changes in the two time windows revealed that significant differences in amygdala activity for the threat versus neutral comparisons were not sustained in the later time window (i.e., 250-450 msec). Still, a significant reduction in power was observed for the threat stimuli during this time period in some frontal regions, such as the IFG (as shown in Table 2 and in the bottom panel of Figure 3 ). Previous research has suggested that amygdala-frontal interactions play a modulatory feedback role, with frontal regions attenuating amygdala responses to threat (e.g., Hariri et al., 2003; Phillips et al., 2001) . Thus, the frontal activity observed for the threat compared with neutral stimuli in the later time window could reflect effortful emotional processes related to the appraisal of threatening stimuli, including emotional regulation and/or response suppression (see also Ochsner & Gross, 2005) . Lewis (2005) has proposed that theta activity may play a primary role in integrating and synchronizing activity within and between such brain regions implicated in emotion processing (e.g., the amygdala and the visual and frontal regions). We observed all changes to be greatest or only present in the theta range, so our findings are compatible with this view. In consequence, the present findings also have important implications concerning the neuronal mechanisms that are responsible for coordinating processes of emotion across brain regions-especially since relatively little is known about such mechanisms.
Thus, the main findings of the present research are compatible with recent theoretical views of emotion processing (Adolphs, 2002; Lewis, 2005; Phillips et al., 2003) , but a number of additional, unpredicted findings warrant consideration. For example, why was amygdala activity observed for the LSF faces only? Given that BSF faces include LSF information (as well as HSF information), why did they not elicit a similar pattern of neuronal activation? It has been previously suggested that the amygdala shows greater activation to potential-threat stimuli when they are ambiguous (Adams, Gordon, Baird, Ambady, & Kleck, 2003; Davis & Whalen, 2001; Whalen et al., 2004) . This could explain why in the present study, amygdala activation was easier to detect for ambiguous emotional stimuli (blurry LSF-threat faces) than for unambiguous stimuli (BSF-threat faces)-especially with small numbers of participants. With regard to this, a caveat is that data were analyzed from a small number of participants only (i.e., ,10). Several recent f MRI and sions. The pattern of activity within the IFG (results not shown) was similar-albeit slightly delayed in time-to those observed within the SFG, consistent with the results reported in Table 2 .
FFG activity. Although nonsignif icant, timefrequency and power plots for induced activity within the FFG are shown in Figures 4 and 5 for reference.
dISCUSSIoN
The main aim of the present study was twofold. First, we set out to investigate the spatiotemporal characteristics of neural responses to threat-related informationnamely, LSF (blurry) and BSF depictions of angry and fearful facial expressions. Second, we wished to examine whether oscillations within the theta range could underlie activity in emotion-processing networks, because it has been predicted that synchrony in the theta range may underpin processes of emotion (Lewis, 2005) . Related to these aims were three main findings. First, results indicated that within 250 msec of stimulus onset, there were power decreases in the amygdala and the visual and frontal cortices for LSF-threat faces relative to those for LSF-neutral faces (but not for BSF-threat faces relative to those for BSF-neutral faces). Second, all findings were observed in the theta power range. And third, within the amygdala, these power decreases were lateralized to the right nuclei.
Previous research has indicated that the amygdala plays a critical role in emotion processing as part of a neural network that also includes frontal and visual processing regions, and that it may be particularly responsive to crude representations of threat (Vuilleumier & Pourtois, 2007; Winston et al., 2003) . f MRI does not have sufficient temporal resolution to investigate the time course of amygdala responses to threat cues; utilizing MEG, however, we were able to observe emotional processing of threat-related information within the theta band within 250 msec of stimulus onset in a network of areas involving the amygdala and the visual and frontal cortices. The spatiotemporal pattern of activity at the virtual electrode level further suggested that differential activity in the amygdala and visual cortices occurred soon after stimulus onset (i.e., within 100 msec). Thus, the present results are compatible with the temporal model of emotional-face recognition proposed by Adolphs (2002) , in which it is argued that within the amygdala, the processing of highly salient emotional stimuli occurs within 120 msec, which subsequently provides early modulation of perceptual and attentional processing (see also Kawasaki et al., 2001; cf. Pessoa, 2005) .
Recent fMRI work has further indicated that perceptual processing in a network of areas involving the amygdala is primarily driven by the low spatial frequency of stimuli . The findings of the present study add to this existing literature insofar as analyses of group data revealed that differences in neuronal activity within the amygdala and frontal regions for threat-related expressions compared with neutral expressions were only observed for the LSF faces. Additionally, our data are MEG imaging studies have been published with low numbers of participants (e.g., Hadjipapas et al., 2007; Liu & Ioannides, 2006; Suslow et al., 2006) ; but, where feasible, larger participant populations should be sought. This would also allow investigation of individual differences in emotion processing, such as influences of anxiety, gender, or genotype (Bishop, 2007; Hamann & Canli, 2004) .
For the LSF faces, we further observed that threatrelated effects within the amygdala tended to be restricted to the right hemisphere. Results from previous hemodynamic imaging studies have similarly revealed evidence of amygdala lateralization during emotion processing (for a review, see Baas, Aleman, & Kahn, 2004) , and it has been hypothesized that right amygdala activity is associated with fast, shallow analysis of affect-related information (Gläscher & Adolphs, 2003; Markowitsch, 1998; Wright et al., 2001) . Our data are compatible with the view that the right amygdala plays an important role in processing coarse threat related information.
In sum, the present MEG results extend previous fMRI research and support the hypothesis that coarse threat related visual inputs lead to early activation (i.e., within 250 msec of stimulus onset) of the amygdala and of a network of cortical areas involved in emotion processing. Also of significance, our study indicates that activity in the theta range may underpin the functional integration of emotion-processing systems within an amygdala, visual, and prefrontal network.
