We present an overview of three-dimensional ͑3D͒ object recognition techniques that use active sensing by interferometric imaging ͑digital holography͒ and passive sensing by integral imaging. We describe how each technique can be used to retrieve the depth information of a 3D scene and how this information can then be used for 3D object recognition. We explore various algorithms for 3D recognition such as nonlinear correlation and target distortion tolerance. We also provide a comparison of the advantages and disadvantages of the two techniques.
Introduction
The sensing, display, processing, and recognition of images have long concentrated on two-dimensional ͑2D͒ techniques. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] However, technological advances have recently permitted the extension of these techniques to three dimensions. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] Various methods have been explored to acquire three-dimensional ͑3D͒ information on real objects. The oldest techniques are passive and are based on the principle of triangulation: One obtains the distance to a point by measuring its displacement when the position of the observer changes. Stereoscopy belongs to this family, because the distance information is provided by comparison of two images obtained from different points of view. Integral imaging can be considered a generalization of stereoscopy in which a large number of different viewpoints is used instead of only two. More-recently developed techniques use active sensing. Tomographic methods employ x rays or nuclear radiation. Several other techniques, including laser triangulation, time-of-flight range finding, interferometry, and holography, use laser beams.
We have investigated the use of digital holography 18 -21 or interferometric imaging, which uses active illumination of objects, and integral imaging, 22, 23 which uses passive illumination of objects, for both representation and recognition of 3D objects. In both techniques we employed a hybrid approach combining optical sensing of the data followed by digital processing. On the one hand, interferometric imaging or digital holography 24, 25 is a variant of regular optical holography that provides holograms in digital form. An object is illuminated by a coherent source, and the interference pattern obtained by interfering the object and the reference waves is captured by a CCD detector. On the other hand, integral images 26 of 3D objects under incoherent or ambient light are obtained through an array of microlenses and are also recorded by a CCD camera. In both techniques, once the data have been acquired and transmitted to a personal computer, digital processing can take place. For object recognition this processing consists in recognizing a 3D object by use of a 3D correlation. The recognition process can be performed directly on the raw optical data or can be preceded by digital reconstruction of the 3D scenes. In this paper we present both methods, those of digital holography as well as of integral imaging. The reconstruction step has the advantage of providing a digital 3D model of the 3D object under study. This model can be used for 3D representation. It also makes the process of recognition more flexible. We devote Section 2 to the technique of digital holography and Section 3 to integral imaging. In Section 4 we present a comparison of the two techniques.
Digital Holography
A hologram records the complete 3D information of a scene in a single acquisition because it records the phase information along with the magnitude of the optical beam. 27 An interesting approach consists in using digital holography to acquire these data. 24, 25 In this case the holograms are recorded by a CCD camera and the 3D object can be reconstructed numerically in a computer. This technique avoids the need for analog recording of the hologram and corresponding chemical or physical development. In this section, first we describe the technique of phase-shift digital holography 28 that we use for recording information about 3D objects. This is similar to in-line interferometry. Then we describe the reconstruction of the diffraction volume of the object from digital holograms. Finally, we present 3D object recognition techniques that use digital holograms.
A. Phase-Shift Digital Holography
Our optical setup ͑Fig. 1͒ uses a linearly polarized argon laser tuned to 515 nm. Its beam is split into a reference path and an object path that are both expanded and spatially filtered. The object beam illuminates the 3D object, which then scatters light in the direction of the camera. The reference beam passes through a quarter-and a half-wave plate. Depending on the relative orientations of the fast and slow axes of each plate, it is possible to achieve a phase retardation of 0, ͞2, , or 3͞2. The interference pattern obtained by mixing the two beams is detected by a CCD camera. This interferogram is also called a digital hologram. Indeed, if it is illuminated by the reference beam, it provides a reconstruction of the original object beam. However, in conventional holographic techniques the hologram is usually recorded with a sufficient angle between the reference and the object beams to angularly separate the diffracted beam from the reading beam. In digital holography the relatively large sizes of the pixels of available CCD cameras ͑typically 10 m͒ limit the spatial resolution of the interferogram and therefore impose the condition that the two beams be almost parallel to each other. During readout, all the beams overlap, which prevents the separation of the reconstructed object beam from the unwanted beams. To avoid this problem we record four interferograms with different values of phase retardation of the reference beam. As mentioned above, we use the value 0, ͞2, , or 3͞2. With these four interferograms we can recover the complex amplitude of the object beam. 28 
B. Retrieval of the Depth Information
The complex object wave obtained as described above allows us to compute numerically the reverse propagation of the light from the plane of the camera to a plane in the middle of the object. The simulated propagation is computed by use of the FresnelKirchhoff integral. 18, 20 This method actually provides an accurate view of only the parts of the object that are in the chosen plane. The areas that stand in different planes will be blurred. Therefore we can get information about the depth of the object by focusing specifically on various planes. By reconstructing the complex amplitude of the object wave in planes at various distances from the camera, we reconstruct the diffraction volume of the object scene. 19 A property of holography is that each point of the hologram records light coming from the whole object. It is thus possible to reconstruct a view of the object by using only a partial window extracted from the hologram. We can then reconstruct different perspectives of the object by using different windows of the hologram ͑Fig. 2͒. However, the FresnelKirchhoff integral simulates propagation orthogonal to the hologram, such that each window provides a reconstruction of a different part of the object plane ͓Fig. 2͑a͔͒. To have all the reconstructed perspec- tives centered at the same point we need to multiply each window by a linear phase factor. This multiplication is equivalent to reading the holographic window with a tilted plane wave ͓Fig. 2͑b͔͒. 18 Inasmuch as the digital holograms are recorded with coherent light, they are marred by a speckle pattern. This spatially random noise pattern is caused by the interference of the light emitted by every point of the rough surface of the object. This noise affects both the amplitude and the phase of the beam. To clean the reconstructed views we discard the phase of the complex field and apply a filter to its magnitude. The remaining image is a good approximation of the irradiance distribution in the reconstruction plane. 20 
C. 3D Object Recognition
A hologram contains 3D information about an object. Therefore it is possible to compare two 3D objects by correlating their holograms directly, without the need to reconstruct views of the objects. 18 Because of the speckle pattern, this correlation is highly sensitive to displacements of the object and thus can be used to detect small changes in the location or in the shape of an object. We conduct a 3D object recognition experiment by using two models of cars. In Fig.  3 we plot the autocorrelation of the reference object and the cross correlation between the two objects, using a conventional correlation between images of the objects. In Fig. 4 we plot the autocorrelation and the cross correlation between the corresponding digital holograms. It can be seen that the 3D correlation with the holograms is much more discriminant and sensitive to displacement of the object. Moreover, instead of using entire holograms it is possible to measure the correlation of subwindows of the ho- lograms properly modified by a linear phase factor. This is equivalent to comparing different perspectives of the objects and therefore allows us to evaluate small rotations of the reference object.
The problem with the technique just described is that the recognition can take place only when the input object is almost exactly in the same location and orientation as the reference object. A more flexible technique consists in correlating the reconstructed diffraction volumes obtained by simulated propagation as described above. This new method is a real 3D correlation between two volumes. It therefore provides full 3D shift invariance and gives the 3D location of the reference object in the scene. The depth of the reference object is often smaller than the focus depth of the reconstruction process. In that case, one can reduce the computation time by considering as a reference function the 2D reconstruction in the median plane of the reference object, instead of the full reconstructed volume. In this way, the 3D correlation between two 3D functions is replaced with a series of 2D correlations between the reference function and 2D slices of the reconstructed diffraction volume of the unknown scene. 19 As mentioned above, it is possible to recognize the reference object with small rotations, provided that we reconstruct the views with a noncentered window of the hologram. However, this rotation tolerance is limited to very small angles, typically less than 1°. It is possible to make the 3D recognition more robust to distortion by using nonlinear composite filters. 6, 7 Such a filter is a combination of several views that correspond to various distortions of the 3D reference object. For instance, to achieve rotation tolerance we record 19 holograms of a reference die with various out-of-plane rotations covering a 9°range. For every hologram we reconstruct the corresponding image in the plane of the object ͑images 1-19͒. We also reconstruct images from holograms of the die obtained with different illumination ͑image 20͒ and in a different 3D position ͑image 21͒. These 21 images are our nontraining true targets. Reconstructed images obtained from holograms of seven objects ͑im-ages 22-28͒ completely different from the die are our false targets. To increase the discrimination capability we use a kth-law nonlinear correlation 5 with k ϭ 0.1. First we synthesize a nonlinear filter with only one view of the die. This view is reconstructed from the same hologram that we used to obtain image 10 but with a different window. Figure 5͑a͒ presents the values of the correlation peaks for all the images. It can be seen thatexcept for the one that is closest to the training image-the true targets are barely distinguishible from the false targets. To improve the recognition range we construct a nonlinear composite filter with nine reconstructed views of the die. 20 These views are obtained from three different holograms ͑which correspond to images 3, 10, and 16͒. In each of these holograms we use three different windows: one centered window and one laterally shifted window in each direction. Figure 5͑b͒ shows the results of the correlations with the test images. It can be seen that it is easy to discriminate true targets from false targets by using a threshold. When Fig. 5͑a͒ is compared with Fig. 5͑b͒ it is clear that using a composite filter enhances the recognition of the out-of-plane rotated object. This technique can be generalized to other types of distortion such as other rotations and changes in scale. 20 The rotation tolerance obtained by a composite filter is, however, limited to a few degrees. Adding more images to the filter would blur it and lower its discrimination. To generalize the recognition of the object to any arbitrary rotation and, in addition, to classify the out-of-plane orientation of the object, we can think of using a bank of composite filters. To be able to deal with a 360°rotation of the object we record 36 holograms of the die in 10°steps of rotation. These holograms allow us to construct 36 rotation-tolerant composite filters as described above. 21 We can thus recognize the die with any rotation angle. However, it is difficult to detect the die's orientation because of the similarity of its shape after rotation of 90°.
As a test, we use 20 holograms of the die with various orientations and also 7 false targets. Figure   Fig 6͑a͒ shows the recognition error rates ͑nondetections and false alarms͒ versus the threshold applied to all the filters. The minimum error rate is ϳ5%. To improve the classification we feed the output of the filter bank to a neural network composed of 36 linear neurons ͑Fig. 7͒. 21 Our aim is that these neurons correspond to the different orientations of the die ͑in 10°steps͒ and that each neuron respond only when the image presented has the correct orientation. To determine the weights of this layer, we provide 144 training images with the corresponding desired results. The training images are views of the die reconstructed from the same 36 holograms that we used for making the composite filters. We actually construct four images from each hologram, using windows that are different from those that we used for the composite filters. The responses that we desire for these input images are 1 for the output neuron corresponding to the correct orientation and 0 for the other neurons. We can compute the values of the correlation peaks provided by the filters for every image. The result gives us the training input vectors for the second layer. Knowing these training vectors and the desired outputs, we can directly compute the weights and the biases that minimize the mean-square error. 29 Once the network is designed, we present as inputs the same 27 reconstructed test images that we used in testing the first layer. Figure 6͑b͒ shows the error rates of the classification versus the threshold value. The minimum error is now less than 1%. We are thus able to recognize and find the orientation of the object with any rotation.
Integral Imaging
The principle of integral imaging was proposed as early as 1908 by Lippmann to capture and render 3D images 26 and was referred to as integral photography. In Ref. 30 we referred to this technique as integral Imaging because we used a CCD camera for the pickup and a computer for reconstruction of the elemental images. Its principle is to simultaneously capture multiple views of a 3D scene by using an array of microlenses. Each microlens forms an image obtained from a slightly different point of view, depending on its location with respect to the object. The depth information of the scene is contained in the changes of parallax of the various views. This information can be retrieved by appropriate digital processing and can be used to reconstruct the 3D scene in a computer. The reconstructed scene can then be utilized to perform 3D object recognition. In this section we first describe the principle of integral imaging. Then we explain how the depth information can be retrieved from integral images and how the 3D scene can be digitally reconstructed. Finally, we describe techniques of 3D object recognition based on integral imaging.
A. Principle of Integral Imaging
Figure 8 describes our experimental setup. 23 A hexagonal array of microlenses is placed in front of the 3D scene to be analyzed. The microlenses have diameter ϭ 200 m and focal length f of ϳ2.3 mm. Each microlens generates an elemental image of the scene. All these elemental images are obtained from a slightly different point of view. Together they constitute the integral image. We assume that the depth of focus of the microlenses is sufficient that we can consider the images of all the objects to have been obtained in the same plane P, independently of their longitudinal positions in the 3D scene. We also assume that the elemental images generated by neighboring microlenses do not overlap. We can obtain these conditions by placing the objects sufficiently far from the microlenses. In this case, all the images are obtained on a plane P at distance d Ϸ f from the array ͑Fig. 9͒. This plane is imaged by an additional lens onto a CCD camera. We assume that this last imaging step does not introduce any distortion, and therefore we conduct all the calculations for plane P.
The classical use of integral images is simply to view them through the same microlens array that was used for their recording. [31] [32] [33] The rays coming from different elemental images intersect at the 3D locations of the original object points, thus creating an illusion of 3D object reconstruction. Inasmuch as we are interested not in an optical reconstruction but in a digital one, we need to deduce the depth information from the integral images mathematically. 23 Figure 9 illustrates the formation of the elemental images by every microlens. It is obvious that the coordinate X p of an object point projected onto plane P by microlens number p depends on both the original coordinate x and the depth z of the object point. It is easy to derive the following relation:
which yields
A similar formula is obtained with coordinate y. The distance between two projections of the same object point given by the two microlenses p and q is
We can thus recover the depth of a given object point by comparing the projections through different microlenses. However, before estimating the depth we have to calibrate our images to find the value of . We do this by illuminating the microlens array with a uniform plane wave produced by a He-Ne laser. The image obtained contains focused spots that provide the locations of the centers of the microlenses. Figure 10 shows an example of our integral images. The size and number of elemental images were imposed by the available optical components. A heuristic study showed that using only 7 ϫ 7 of the elemental images ͑marked in Fig. 10͒ was a good trade-off between computation time and accuracy of the depth estimation. The depth of every object point of the scene is determined according to a stereo-matching algorithm. 23, 34 First we consider a particular point of the central elemental image-the one that corresponds to microlens ͑0,0͒. We choose an arbitrary depth z for this point, and we consequently determine the corresponding points in the other elemental images according to Eq. ͑3͒. To determine whether our guess about the depth was correct, we have to check whether all these projected points are actual projections of the same object point. We do this not by comparing only the projected points but rather by comparing 9 ϫ 9 pixel windows surrounding these points. More precisely, we compute normalized 2D cross correlations of every possible pair of windows centered on the tested points. If I denotes the integral image, the projection of the inspected object point that corresponds to microlens ͑ p, q͒ is I͑X p , Y q ͒. The normalized cross correlation between the windows contained in elemental images ͑ p, q͒ and ͑ pЈ, qЈ͒ is We compare each window with all its immediate neighbors ͑horizontally and vertically͒, and we add together all the correlation values. The result gives us a matching criterion whose value is maximum if all the projected points considered correspond to the same object point:
B. Retrieval of the Depth Information
where ͑ p, q͒ spans the 7 ϫ 7 elemental images used in the experiments. We compute the value of this criterion for a range of assumed depths z. The depth that yields the highest value for M͑z͒ is the actual depth of the point under consideration. This procedure is repeated for all 91 ϫ 56 points of the central elemental image to yield the depth of every point in the 3D scene. Now, using this information and the values of the projected coordinates X 0 and Y 0 , we need to find the actual coordinates x and y of every point in the object space. Indeed, it is well known that the farther an object is located from a lens, the smaller it appears in the image plane. We therefore need to correct the depth-dependent magnification ratio. The relations that we use are obtained from Eq. ͑2͒:
Equations ͑6͒ allow us to reconstruct the real size of an object independently from the distance from the microlens array. At this stage, the retrieved coordinates x, y, z of every point provide a complete digital reconstruction of the 3D object space. As an illustration, we use three elementary planar objects that represent three different geometrical shapes, namely, a square, a circle, and a triangle. These objects are ϳ2 mm large and are located at a distance z that is 90 -120 mm from the microlens array. The three objects are shown in Figs. 11͑a͒-11͑c͒ . We create two composite 3D scenes by placing the square and the circle at various distances from the array, as shown in Figs. 11͑d͒ and 11͑e͒ . We call the scene in Fig. 11͑d͒ Scene 1 and the scene in Fig. 11͑e͒ Scene 2. Although they look similar, the perspective views in Fig. 12 show the difference in depth. In Scene 1 the circle is located farther away from the square than in Scene 2. This explains why it appears smaller in Fig. 11͑d͒ than in Fig. 11͑e͒. Figure 11͑f ͒ provides a map of the distances found by the matching algorithm for Scene 1. The brighter points correspond to larger distances of z. Figure 13 illustrates the 3D computer reconstructions of Scene 1 and Scene 2. It can be seen that, because of the use of Eqs. ͑6͒ to correct the depthdependent magnification ratio, the square and the circle now have the same size, which was not so for Figs. 11͑d͒ and 11͑e͒. The absolute depth of the objects is estimated with an accuracy better than 10 mm.
C. Three-Dimensional Recognition
Because the 3D information is contained in the integral image in the form of multiple perspectives of the 3D scene, it is possible-to a certain extent-to compare two 3D objects by computing the correlation between their respective integral images. The advantage of this technique is that it requires only a simple 2D correlation and can therefore be optically performed in real time. 22 Figure 14 presents parts of two integral images of a die with two different Fig. 11 . Views of the 3D objects used in the experiments: ͑a͒-͑c͒ planar reference objects; ͑d͒, ͑e͒ composite 3D input scenes with the reference objects at various distances; ͑f ͒ map of the estimated depths for the 3D scene shown in ͑d͒.
orientations. Figure 14͑a͒ is the reference object and Fig. 14͑b͒ is the input object. Note that one face is kept in common and only the other face differs. This choice of objects intends to prove the discrimination of the system. We use a nonlinear correlation for which the joint power spectrum is binarized. Figure 15͑a͒ shows the autocorrelation of the integral image of the reference object, and Fig. 15͑b͒ shows the cross correlation between the two integral images. Both correlations are normalized with the value of the autocorrelation peak. The crosscorrelation peak is 14 times smaller than the autocorrelation peak, which denotes a successful discrimination of the objects. The correlation works by comparing every elemental image of the reference object to every elemental image of the input object. If the input object is similar to the reference object, all the correlation peaks, obtained for every pair of identical elemental images, are superimposed to form the global recognition peak. The effect of a small outof-plane rotation of the object is to shift the elemental images. The angle of view previously obtained by one microlens is now obtained by another microlens. Therefore the global correlation will find a shifted correlation peak. The position of this correlation peak therefore gives information about the rotation angle. The measurable angle depends on both the size of the microlens array and its distance from the object. It is usually small ͑of the order of 1°͒. Note that laterally shifting the object also results in shifting the elemental images and therefore the correlation peak. A shift of the correlation peak can thus mean either a lateral shift or a rotation of the object. Another problem with this technique is that it cannot deal with a longitudinal shift of the object that results in a radial shift of the elemental images. Another possible 3D recognition technique, which is fully shift invariant in every direction, is to base the recognition on the reconstructed 3D scenes obtained as described in Subsection 3.B. 23 In this case we can perform a true 3D comparison between a reconstructed reference scene R͑x, y, z͒ and a reconstructed input scene I͑x, y, z͒. We define their similarity as the square modulus of their mathematical 3D correlation. This similarity can easily be computed in the Fourier domain:
where the symbol R stands for the 3D correlation, R and Ĩ are the Fourier transforms of R and I respectively, and FT Ϫ1 is the inverse Fourier-transform operation. However, the usual correlation that was used in Eq. ͑7͒ is known to be poorly discriminant. To improve the recognition performance we can use the kth-law nonlinear correlation, 5 which provides us with the following similarity criterion:
where ͉R ͉ and ͉Ĩ͉ are the magnitudes of R and Ĩ, respectively, and R and Ĩ are their phases. The value of nonlinear factor k is chosen as 0 -1. The linear similarity described in Eq. ͑7͒ is obtained for k ϭ 1. Using a strong nonlinearity-which means k close to 0 -improves the discrimination between similar objects. In what follows, we use the term "correlation" to designate the similarity criteria defined in Eqs. ͑7͒ and ͑8͒. First we study the recognition capability of the proposed system. The three single geometrical objects of Figs. 11͑a͒-11͑c͒ ͑square, triangle, and circle͒ are used as the 3D reference objects. We want to be able to detect them in the composite scene of Fig.  11͑d͒ ͑Scene 1͒, which is considered the unknown input scene. We use a kth-law nonlinear correlation with k ϭ 0.2 because we have found that this value of k provides the best discrimination capability. 23 We compute the 3D correlations between the input scene and every reference object, which provides three correlations. In each of these correlations we obtain two 3D peaks that correspond to the two objects that are present in the input scenes. The value of the peak is above the detection threshold only when the corresponding object is identical to the reference object. In addition, the 3D locations of the correlation peaks indicate the 3D locations of the objects in the input scene with respect to the original location of the reference object. For instance, Fig. 16 presents the maximum correlation values at every depth when Scene 1 is correlated with the three 3D reference objects. The detection threshold is set at 0.5. Only the peaks generated by the square and the circle with the corresponding references are above the threshold. The difference in height between these two peaks is due partly to the difference in brightness of the objects and partly to the imperfections of the 3D reconstruction. The relative locations ⌬z of the two detection peaks indicate the longitudinal depths of the corresponding objects. Figure 17 shows the two correlation planes with fixed depth z where the maximum peaks for the square reference are generated. This figure demonstrates that the relative lateral locations of the objects can be found by the positions of the peaks. In this example the peak in Fig. 17͑b͒ would not be taken into consideration because it is below the threshold.
We have just demonstrated the detection and localization of elementary objects ͑a square and a circle͒ in a composite 3D scene ͑Scene 1͒. Now we want to compare the two composite scenes. Even if they contain the same elementary objects, Scene 1 and Scene 2 have different 3D structures. They therefore constitute two different 3D objects. We can compare these two objects either by conventional correlation of 2D images or by the proposed 3D correlation. The 2D correlation is obtained between the images shown in Figs. 11͑d͒ and 11͑e͒ , which are 2D projections of the two scenes. The 3D correlation is obtained between the digitally reconstructed 3D scenes. In both cases ͑2D and 3D͒ we use a nonlinear correlation with k ϭ 0.2. We define the discrimination ratio as the ratio between the value of the autocorrelation peak and the value of the crosscorrelation peak. We computed these ratios for both 2D and 3D correlations and found that the 3D correlation is roughly three times more discriminant than the 2D correlation. 23 This is so because it takes into account some additional information concerning the depth structure of the 3D objects.
Comparison of the Techniques
The techniques presented have several common characteristics. Both permit direct 3D optical reconstruction. For digital holography we obtain this 3D reconstruction by illuminating the hologram with a coherent plane wave. For integral imaging, it suffices to view the integral image through a microlens array similar to the one used for recording. The two techniques have similar limitations. Their resolution is essentially limited by the size and number of pixels of the sensor. Also, their longitudinal resolution decreases when the object gets farther away from the sensor.
Digital holography is an active technique. It requires that the object be illuminated with laser light. This requirement may make the technique costly and difficult to handle, especially for large or remote objects that will need more optical power. The use of coherent light also generates an unavoidable speckle pattern that can be quite bothersome. Moreover, as the acquisition setup is an interferometric setup, it has to be highly stable in time, especially because phase-shift digital holography requires that four successive interferograms be recorded. If the optical paths are perturbed between recording of the first and the last interferograms, reconstruction of the scene will not be possible. In addition, the volume reconstructed by this technique is a diffraction volume rather than the real object volume. This means that an object will not only appear in its location but will also create perturbations in any other plane along the optical axis.
Integral imaging or integral photography, however, is purely passive. It does not need any particular lighting and works similarly to a regular camera, except that the objective contains a microlens array. With the recent advances in manufacturing of micro-optical elements, the available arrays are continually improving in terms of quality. A problem arises when the object under investigation is too large or too close to the microlens array. In that case the elemental images might overlap. However, this problem can be avoided by addition of a physical separation between consecutive microlenses. Another advantage of integral imaging is that it provides real reconstructed volumes that are true 3D models of the input scenes. These models are free of speckle and can be used for any kind of digital processing or for exhibition. The only problem is that processing to recover the 3D information from integral images can be difficult for complex scenes. Fig. 17 . Two correlation planes extracted from the 3D correlation between Scene 1 and the 3D square reference object: ͑a͒ correlation plane corresponding to ⌬z ϭ Ϫ20 mm, ͑b͒ correlation plane corresponding to ⌬z ϭ ϩ10 mm.
Conclusions
In this paper we have described two techniques for acquiring 3D information on a scene and then using this information to recognize 3D objects. The techniques that we focused on are digital holography and integral imaging. One is an active imaging technique and the other is passive. In both cases we described the conceptual foundations of the techniques and showed how to use them to retrieve the 3D information on the observed scenes. Then we explained how to apply these techniques for 3D object recognition. We demonstrated both the reconstruction and the recognition principles with experimental data. We also presented a comparison of the two techniques in which we described the advantages and drawbacks of each method.
