A quantitative understanding of the thermodynamics of biochemical reactions is essential for accurately modeling metabolism. The group contribution method (GCM) is one of the most widely used approaches to estimating standard Gibbs energies and redox potentials of reactions for which no experimental measurements are available. Previous work has shown that quantum chemical predictions of biochemical thermodynamics are a promising approach to overcome the limitations of GCM. However, the quantum chemistry approach is significantly more expensive. Here we use a combination of quantum chemistry and machine learning to obtain a fast and accurate method for predicting the thermodynamics of biochemical redox reactions. We focus on predicting the redox potentials of carbonyl functional group reductions to alcohols and amines, one of the most ubiquitous carbon redox transformations in biology. The method relies on semi-empirical calculations calibrated with Gaussian Process (GP) regression against available experimental data. Our approach results in higher predictive power than the GCM. We demonstrate the high-throughput applicability of the method by predicting the standard potentials of more than 315,000 redox reactions involving~70,000 compounds, obtained with a network expansion algorithm that iteratively reduces and oxidizes a set of natural seed metabolites. We provide open access to all source code and data generated.
Introduction
All living systems are sustained by complex networks of biochemical reactions that extract energy from organic compounds and generate the building blocks that make up cells 1 . Recent work [2] [3] [4] [5] has revived decades-old efforts [6] [7] [8] to obtain a quantitative understanding of the thermodynamics of such metabolic networks. Accurately predicting the thermodynamic parameters, such as Gibbs reaction energies and redox potentials, of biochemical reactions informs both metabolic engineering applications 9, 10 , and the discovery of evolutionary design principles of natural pathways 11 . This applies both to the prediction of the thermodynamics of known metabolic reactions and to non-natural reactions, which can be used to expand nature's metabolic toolkit 12, 13 . Experimentally available reaction Gibbs energies and redox potentials provide coverage for only about~10% of known natural metabolic reactions. The metabolic modeling community relies mainly on group contribution method (GCM) approaches [14] [15] [16] [17] [18] to estimate missing thermodynamic values. GCM decomposes metabolites into functional groups, and assign group energies by calibration against experimental data. The most widely used implementation of the GCM for biochemistry is the eQuilibrator 19, 20 , an online thermodynamics calculator. In addition to using GCM to predict the formation energies of compounds, the eQuilibrator makes use of experimental reactant formation energies when available, and combines them with group energies in a consistent manner in what is known as the component contribution method. This results in significant increases in accuracy 18 . However, whenever experimental reactant formation energies are not available, estimates are based solely on group contribution energies. Such GCM-based estimates, which do not capture intramolecular functional group interactions, have limited prediction accuracy 21 . In this work, we focus on predicting the thermodynamics of redox biochemistry. Redox reactions, which are fundamental to living systems and are ubiquitous throughout metabolism, consist of electron transfers between two or more redox pairs or half-reactions 22 . Quantum chemistry has recently emerged as an important alternative modelling tool for the accurate prediction of biochemical thermodynamics 21 . However, quantum chemical methods tend to have very high computational cost in comparison with the GCM or other cheminformatic-based alternatives.
Recent work in the intersection of quantum chemistry and machine learning has resulted in hybrid approaches that significantly lower computational cost without sacrificing prediction accuracy [23] [24] [25] [26] . One such hybrid quantum chemistry/machine learning approach, previously applied to organic photovoltaics material design 27, 28 , relies on Gaussian process (GP) regression 29 to calibrate quantum chemical predictions against experimental data. GP regression is an established probabilistic framework in Machine Learning to build flexible models, that also furnishes uncertainty bounds on predicted data points. Gaussian process regression uses the "kernel trick" 30 to make probabilistic predictions, leveraging the distance between a datapoint of interest and a training set.
Here we present a mixed quantum chemistry/machine learning approach for the accurate and high-throughput prediction of biochemical redox potentials. We focus on predicting the thermodynamics of carbonyl (C=O) functional group reductions to alcohols (C-O) or amines (C-N) ( Figure 1A) , two of the most abundant redox reaction categories in metabolism, and for which a significant amount of experimental data is available. The approach relies on predicting electronic energies of compounds using the semiempirical PM7 method ( Figure 1B ) 31 , and then correcting for systematic errors in the predictions with GP regression against experimental data ( Figure 1C, Figure 2 ). We innovate on existing GP-regression techniques by making use of novel reaction fingerprints 32 to compute the similarity between redox reactions. We demonstrate that the method results in higher predictive power than the GCM approach. Importantly, this comes at significantly lower computational cost than previously developed quantum chemistry approaches for biochemical thermochemistry. We demonstrate the high-throughput nature of the approach by predicting the redox potentials of what is to our knowledge the largest existing database of non-natural redox reactions, consisting of~315,000 iterative oxidations and reductions of "seed" metabolites from the KEGG database ( Figure 1A ) [33] [34] [35] [36] . We provide open access to the full source code and data, including metabolite geometries, electronic energies, pKa's and redox potentials.
Results
Calibration of semiempirical quantum chemistry redox potentials with GP regression yields high prediction accuracy at low computational cost.
Our goal is to develop a calibrated quantum chemistry modeling framework that can accurately predict the reduction potentials of biochemical redox reactions in a high throughput manner. Several different types of redox reactions that change the oxidation state of carbon atoms exist in biochemistry, including: reduction of carboxylic acids to aldehydes, reduction of carbonyls to alcohols or amines, and reduction of alcohols to hydrocarbons 4 . In this work, we focus our efforts on predicting the standard redox potentials (as a function of pH and ionic strength) for the reduction of carbonyls to alcohols or amines. This reaction category represents the most common type of carbon redox transformation in biochemistry 36 . In addition, it is the category for which the largest amount of experimental data is available in the NIST database for the thermodynamics of enzyme-catalyzed reactions (TECRDB) 37 . Our approach consists in running quantum chemistry calculations to obtain electronic structure energies of substrates and products for redox reactions interest. We take the difference in electronic energies as an estimate of the standard redox potential of the most abundant species (protonation states) of metabolites at pH=0. We use cheminformatic pKa estimates and the Alberty-Legendre transform 38 to convert the redox potentials to transformed standard redox potentials (Methods). We then use GP regression to correct for systematic errors in (pH ) E o ′ = 7 the ab initio estimates (Figure 2 ) as well as pKa estimates that go into the model (Methods). In order to test and optimize the accuracy of our modeling framework, we compared predicted potentials against a dataset of 81 experimental redox potentials obtained from the NIST database of thermodynamics of enzyme-catalyzed reactions 37 . We tested several different model chemistries in order to maximize the accuracy and minimize the computational cost of our methodology (Methods and Supplementary Table 1) . In this context, a model chemistry consists of the combination of multiple modelling choices that go into running a quantum chemical simulation. These include the conformer generation strategy and geometry optimization procedure, the electronic structure method (e.g. density functional theory (DFT), wave function approaches or semiempirical methods) as well as the water model used.
In addition, the Gaussian process regression-based calibration step depends on a particular choice of a covariance function, which in turn involves a distance or similarity measure between redox reactions or compounds. We found that the following combination of quantum model chemistry and kernel/distance function between reactions resulted in the most efficient prediction strategy: the PM7 31 semiempirical method for both geometry optimizations and single point electronic energies, with COSMO implicit solvation 39 , and a reaction fingerprint obtained by taking the difference between the Morgan fingerprint vectors of products and substrates 32 , with a kernel function that is a mixture of a squared exponential kernel and a noise kernel (Methods).
Importantly, our GP-calibrated semiempirical quantum chemistry method results in higher predictive power than the most commonly used approach, the GCM (Figure 3) . Using cross-validation to test prediction accuracy, GP-calibrated approach results in a higher pearson correlation coefficient (r), a higher coefficient of determination (R 2 ), and a lower mean absolute error (MAE) than GCM predictions when tested against the set of experimental potentials (Methods).
One of the advantages of our approach is its low computational cost (Supplementary Table 1 ) in comparison to other model chemistries. We note that the pipeline involves estimating pKas and major protonation states at pH=0 for all metabolites at a slight additional computational cost. However, this cost is also incurred by the GCM approach. Thus, the GP-PM7 approach is an accurate and computationally efficient modeling framework for the high-throughput prediction of biochemical redox potentials.
Generation of a large network of non-natural redox reactions obtained from iteratively reducing and oxidizing seed natural metabolites.
In order to demonstrate the high throughput nature of our method, we implemented a redox reaction network expansion algorithm to generate what is, to our knowledge, the largest database of non-natural biochemical redox reactions (Methods). The network expansion algorithm makes use of the RDKit cheminformatics software to iteratively apply simplified molecular-input line-entry system (SMILES) 32, 40 reaction strings to natural metabolites in the KEGG database. We generate two types of redox reactions, implemented in both the reductive and oxidative directions. The first type is the reduction carbonyls to alcohols (and the reverse oxidations); the second is the reduction of carbonyls to amines (and the reverse oxidations). Applying the cheminformatic transformation to metabolites in the KEGG database results in a first set of nearest-neighbor reduction or oxidation products. We then iteratively apply the reactions to the resulting set of products, until there are no more carbonyl functional groups to reduce (or alcohol or amine functional groups to oxidize).
Although the KEGG database of natural metabolic compounds and reactions contains molecules with up to 135 carbon atoms (a peptidoglycan cell wall component is the molecule with the highest number of carbon atoms 41 ), we limit our network expansion algorithm to molecules with 21 carbon atoms or less. This threshold is imposed in consideration of the size of the compounds in the training set; if experimental data were available for larger compounds, this methodology could easily be adapted. Table 1 shows the number and type of reactions that make up the network. It consists of ~75,000 compounds connected by~315,000 reactions (reductions and oxidations). Of these reactions, 83% convert carbonyls to alcohols (or alcohols to carbonyls), while 17% convert carbonyls to amines (or amines to carbonyls). The large majority of the reactions (more than 80%) are oxidations of alcohols to carbonyls. Thus, the alcohol functional group is significantly more ubiquitous in the set of natural metabolites than either carbonyls or amine functional groups. The large majority of the reactions in the network -97% -stem from the recursive oxidations of seed natural metabolites, while only~3% come from recursive reductions. This is consistent with the notion that carbonyl functional groups can cause damage to macromolecules 42, 43 , and are thus kept at check in the cell.
We analyzed the structure of the resulting network by looking at the distribution of compound sizes. Figure 4a shows the number of compounds in the networks as a function of their number of carbon atoms. The distribution shows three peaks corresponding to molecules with 6n carbon atoms (n = 1,2,3). These peaks reflect the large number of products that result from combinatorially oxidizing all alcohol groups in mono-, di-, and trisaccharides ( Figure 4B ).
The distribution of predicted standard transformed redox potentials for the set of ~315,000 reactions generated with the iterative network expansion algorithm is shown in Figure  5 . We use the millimolar standard state, E' m instead of the more commonly used E' o (where reactant concentrations are taken as 1M) since 1 mM is significantly closer to relevant physiological concentrations of metabolites in cells 4 . The resulting distributions for the two reaction categories peak at very close but slightly different values, with <E' m >~-220 mV for carbonyl to alcohol reductions and <E' m > ~ -235 mV for carbonyl to amine reductions.
Discussion
In this work we developed a mixed quantum chemistry/machine learning modeling approach for the prediction of biochemical redox potentials of carbonyl functional groups. The method is based on calculating the electronic energy difference between substrates and products in redox reactions using the semi-empirical quantum chemistry method PM7 31 . The raw quantum chemistry estimates are then calibrated against experiment using GP regression.
We demonstrated that the method has better prediction power than the commonly used GCM approach. Furthermore, the computational resources required are significantly lower than previous quantum chemistry strategies for biochemical thermodynamics. The GCM decomposes compounds into discrete functional groups, and assigns energies to each group by calibrating via linear regression against experimentally-available Gibbs energies. It then estimates reaction energies as the group energy difference between products and substrates. As Figure 3A shows, GCM collapses a large fraction of the redox potentials of carbonyl compounds into a few set of values.
We note that in a recent variant of the GCM, group energies can be combined with experimental reactant Gibbs formation energies to significantly increase the accuracy of predictions, resulting in what's known as the CCM 18 . Since we seek to apply our modelling approach to predicting redox potentials of non-natural reactions, the CCM is not applicable to the vast majority of the reactions in our dataset.
Current work on GP calibration in computational chemistry relies on molecular fingerprints to compute the similarity between molecules of interest and compounds with experimental data. Our implementation is to our knowledge the first application of GP to reaction energy predictions using reaction fingerprints. We chose to use GP -as opposed to other machine learning techniques such as neural networks -based on the amount of experimental data available. GP are suited for this task, since they grows in complexity according to the data; a GP is robust to overfitting since it penalizes complex models, and is able to provide estimates of uncertainty on predictions 29, 44, 45 . In contrast, techniques such a deep neural networks -which have gained traction in recent machine learning applications to quantum chemistry [46] [47] [48] -are only applicable when much larger datasets are available.
We focused our approach to the prediction of the standard redox potentials of carbonyl functional groups (i.e. reduction to alcohols or amines). The application of GP regression to other redox transformations -including the reduction of carboxylic acids to aldehydes, and the reduction of alcohols to hydrocarbons -is limited by the availability of experimental data. This highlights the importance of a concerted effort to generate more experimental data for biochemical redox potentials in controlled conditions (such as pH, ionic strength, temperature and buffer) in order to increase the predictive power and scope of calibrated quantum chemical approaches.
We demonstrated the high-throughput nature of the methodology by generating a network of more than 315,000 non-natural biochemical reactions involving~70,000 compounds. The set of carbonyl reductions to alcohols has an interesting long-tail distribution, suggesting that the molecular environment of the carbonyl can lead to significantly higher values of standard redox potential than an average natural carbonyl compound. Investigating the structure-energy relationships that explain this trend is an important next step. For instance, the carbonyl to alcohol reduction category displays a slight dependence of reduction potential on the number of carbonyl functional groups in the substrate compound ( Figure S1 ).
Our algorithm is different from other network expansion algorithms previously applied to metabolic networks. By solely focusing on redox biochemistry, iterative application of the reactions converges to molecules that cannot be further reduced or oxidized. This contrasts with other network expansion algorithms 49, 50 used to investigate origins-of-life scenarios, where several types of chemical transformations are considered, including carbon-bond formation and cleavage. Other network expansion algorithms also start from natural seed compounds but only consider natural metabolites 12 . In contrast, our algorithm uses natural metabolites as seeds but results in the expansion to a vast network of non-natural compounds.
We envision several applications of our biochemical redox potential prediction methodology. One such application is studying the thermodynamic landscape of specific families of natural metabolic compounds that undergo combinatorial reductions (or oxidations) of carbonyl (or alcohol or amine) functional groups. One such family of compounds are the brassinosteroids and the oxylipins [51] [52] [53] , structurally diverse plant metabolites that play important roles in many physiological processes. In addition, in the context of drug metabolism, our methodology could be applied to obtain quantitative insights into the thermodynamics of redox transformations such as those mediated by the P450 (CYP) superfamily of enzymes 54 . To our knowledge, our database contains the largest set of geometric structures, electronic energies, pKa estimates, and redox potentials of natural metabolites and compounds related to these through oxidoreductive transformations. We make all the code and datasets generated in this work -including metabolite 3D geometries, electronic energies, pKa's and redox potential estimates -available as an open source repository.
Methods: Generation of most abundant (major) protonation states at pH = 0
Our pipeline is based on performing electronic structure simulations of the most protonated species of each biochemical compound involved in every redox reaction of interest. We run the quantum chemistry simulations on the major protonation states at pH=0 to avoid errors associated to the prediction of anionic compound energies 21, 55, 56 . We use the Chemaxon calculator plugin (Marvin 17.7.0, 2017, ChemAxon) cxcalc majormicrospecies to generate, for each substrate and product involved in a biochemical redox reaction of interest, the major microspecies at pH=0.
Geometry optimization
Using SMILES string representation 40 of the major species at pH=0 as input, we construct an initial 3D geometry using the Universal Force Field (UFF) as implemented in RDKit 57 . This geometry is then further refined by performing a geometry optimization using the PM7 31 semiempirical method with the COSMO implicit solvation model 39 (see below for other geometry optimization model chemistries tested).
Single Point Energy estimates
We then compute the electronic energy E electronic of every compound involved in given a redox reaction using the PM7 semiempirical method 31 with the COSMO implicit solvation model 39 (see below for other single point energy SPE model chemistries tested). For both reductions of carbonyl groups to alcohols and amines, we add a hydrogen molecule to the substrate side of the redox reaction (in the direction of reduction) and compute its electronic energy. In addition, in order to balance reductions of carbonyls to amine functional groups, we add an ammonia molecule to the substrate side of the reaction and a water molecule to the product side of the reaction (in the direction of reduction), and compute their electronic energies.
We use the difference in the electronic energies of products and substrates, E electronic , as an estimate of the standard redox potential E o (major species at pH=0):
where n is the number of electrons (2 for all reactions considered here) and F is Faraday's constant.
Our approach ignores the contribution of ro-vibrational enthalpies and entropies to Gibbs reaction energies. This significantly reduces the computational cost associated to quantum chemical simulations, and we correct for the systematic errors introduced by this approximation through the Gaussian process regression (see below). We note that previous work has shown that the value of E electronic obtained for these types of redox reactions strongly correlates linearly with the full G o r prediction obtained from including ro-vibrational enthalpic and entropic contribution (data not shown).
Transforming chemical potentials E o (major species at pH=0) to biochemical potentials, E' o (pH = 7)
Having estimated the standard redox potential E o (major species at pH=0) we use cheminformatic pKa estimates of reactants and the Alberty-Legendre transform 38 to convert E o (major species at pH=0) to the transformed standard redox potential, E' o (pH=7) which is a function of pH 58 . In order to estimate the pKa's of all reactants in every redox reactions of interest, we use the chemaxon calculator plugin (Marvin 17.7.0, 2017, ChemAxon) cxcalc pka . Internally, the pKa calculator plugin is based on the calculation of partial charge of atoms in the molecule 59, 60 .
Gaussian process calibration using reaction fingerprints
We calibrate biochemical redox potentials E' o (pH = 7) obtained from quantum chemical simulations against available experimental data in order to correct for systematic errors in our simulations and the cheminformatic pKa estimates. One simple strategy of calibration of energy values would be to use a two-parameter linear regression. We note that our group has employed successfully this in the context of compounds for redox flow battery applications [61] [62] [63] [64] [65] [66] . Here, we make use of the information provided by the difference between structural similarity between products and substrates and utilize a GP regression approach with reaction fingerprints to calibrate redox potential energies.
GP regression relies on a similarity or distance metric between data points. To construct the notion of similarity between reactions we utilize reaction fingerprints 32 . Several possible choices of kernel function and distance measure between molecules and reactions exist. Generally, the distance measures between molecules and reactions make use of fingerprint representations of compounds, which encode the structure of a molecule in a binary vector form 67 . Although several varieties of reaction fingerprints exist, ours are obtained from the difference of fingerprint vectors of products and substrates. For each molecule we generate a Morgan fingerprint 67 , a fixed-length binary vector (bit vectors) indicating the absence (zeros) or presence (ones) of a particular graph-connectivity-environment. Each environment captures the local topological information of a molecule by mapping the local vicinity of connected atoms, along with their formal charges, type of chemical bond, and its position relative to a cyclic structure. When we consider the difference of two morgan fingerprints, we are looking at the subtraction and addition of molecular environments between two molecules ( Figure S2 ). We expect that similar molecular transformations will have similar changes in molecular environments. When these vectors are normalized, the inner product between two rxn fingerprints x 1 and x 2 is the cosine distance 68 , which is a measure of similarity between two vectors. This notion is adapted in Gaussian processes to quantify similarity between reactions in GP regression.
Predictions of GPs can be interpreted as weighted averages of the training data, where the weights are probabilistic in nature. GPs are distinct because of their associated covariance functions (i.e . the kernel) 30 . The equation below shows that the kernel we employ is a mixture of a squared exponential kernel and a noise kernel, which increases the robustness of the model.
Here, K is the kernel function, is the variance of the reaction fingerprint kernel, l is the σ rxn lengthscale parameter, and is the white noise variance parameter. σ noise
Database of experimental redox potentials for calibration with Gaussian Process regression
To perform the calibration, use a dataset of available experimental transformed standard redox potentials. This dataset of redox half-reactions and their associated transformed standard reduction potentials E o' (pH=7) was generated by Bar-Even et al. 4 , by compiling experimental equilibrium constants (i.e. standard Gibbs reaction energies) from the NIST database of Thermodynamics of Enzyme-Catalyzed Reactions (TECRDB) 37 and the Robert Alberty database of biochemical compound Gibbs formation energies 38 . The dataset consists of 57 redox reactions that reduce a carbonyl functional group into an alcohol and 24 redox reactions that reduce a carbonyl functional group into an amine group.
To ensure we are not overfitting in the process of calibrating with GP regression, we used leave-one-out cross-validation (LOO-CV), where we train our model on all data points except one point and predict its value. This is done for all 81 data points, and reported predictions, accuracies, and resulting scatter plots always come from untrained data. It is also important to note that GPs are inherently robust to overfitting since the training procedure penalizes more complex models (higher-rank kernels) via an objective function 29 .
Selecting a model chemistry with low computational cost and high prediction accuracy
In order to obtain fast and accurate predictions of redox potentials using the GP regression calibrated quantum chemistry strategy described above, we tested several different quantum model chemistries. A model chemistry consists of a combination of a geometry optimization (GO) procedure, a method to calculate the single point electronic energies (SPE) of optimized molecular geometries, as well as other modelling considerations, such as: number of geometric conformations per compound, water solvation model, and pKa estimation strategy.
We explored the following set of methods to obtain optimized geometric conformations: the Universal Force Field (UFF) 57 , PM7 31 , DFTB 69 , HF3-c 70 and PBEh-3c 71 . Additionally, to compute the electronic energies of the optimized structures through single point energy (SPE) calculations, we considered the following approaches: DFTB, PM7, HF3-c, PBEh-3c, DSD-PBEP86/SVP 72 and DLPNO-CCD(T)/SVP 73 . Given computational resource constraints, only a subset of all possible combinations of geometry optimization and SPE procedures were explored.
To select a model chemistry from the exploration set, we compared their prediction accuracies -after the GP regression calibration step described above -when tested on the set of experimental redox potentials. We quantified prediction accuracy using three different metrics: Pearson correlation coefficient (r), the coefficient of determination (R 2 ), and mean absolute error (MAE, in mV). Before applying the GP regression calibration step, the double-hybrid functional and linear-scaling couple-clustered methods DSD-PBEP86 and DLPNO-CCD(T) resulted in the highest accuracy . Due to the relatively small variation in prediction accuracy, we picked the cheapest method that still gave reasonable accuracy (MAE < 30 meV), which turned out to be the PM7 semiempirical method for both geometry optimizations and single point electronic energies.
Group contribution method (GCM) estimates of redox potentials
We compared the accuracies obtained using the Gaussian progress regression calibrated quantum chemistry approach described above against those obtained with the commonly used GCM 14, 18, 74 . We use the GCM implementation of Noor et al. which was adapted to the thermodynamics of biochemical reactions 18 . Briefly, group energies of all compounds in the KEGG database are stored in a group matrix, with rows corresponding to compounds and columns corresponding to groups. Associated to each group is a group energy corresponding to the energy for the group's major protonation state (major species) at pH=7. In order to obtain a GCM-based estimate for a standard transformed reduction potential for the major species at pH = 7, we take the difference in group energy vectors for all products and substrate in the reaction. We then transform the resulting standard redox potentials E o (major species at pH=7) to the standard transformed redox potential at pH = 7, E o' (pH=7) using the same pKa estimates and Alberty transform approach described above.
Redox network expansion algorithm with cheminformatic reaction strings
We implemented a network expansion algorithm to iteratively reduce carbonyl functional groups and oxidized alcohol/amine functional groups for a subset of the natural metabolites of the KEGG database. Due to constraints in available computational resources to run electronic structure calculations, we used the set of all metabolic compounds in the KEGG database with 21 carbon atoms or less as seed metabolites. Using the RDKit open source cheminformatics software, we identify carbonyl functional groups (alcohol/amine functional groups) in each of the seed KEGG metabolites and transform them through a redox reaction to the corresponding reduced (oxidized) alcohol/amine (carbonyl). In practice, this is done using SMARTS reaction strings as implemented in RDKit, and iteratively applying them to SMILES representations 40 of the KEGG metabolites. The SMARTS reaction strings for the reduction and oxidation reactions considered here are shown below (Table 2 and Table 3) We iteratively apply the reduction/oxidation reaction transformations to the compounds generated from KEGG seed metabolites. We terminate the iterations when the resulting product has, in the case of reductions, no more carbonyl functional groups that can be reduced (or in the case of oxidative transformations, no more alcohol/amine functional groups that can be oxidized to carbonyls). All software was written using the Python programming language. 40 string representations of all the compounds in the network at pH=0, we pre-optimize molecular geometries using the Universal Force Field, and run semiempirical quantum chemistry calculations using PM7. c) We estimate the standard (millimolar state) redox potentials E m for the major species at pH=0 from the difference in electronic energies. The transformed standard redox potentials E m '(pH=7) is obtained from cheminformatic pKa estimates and the Alberty-Legendre transform. We calibrated a training set of compounds against available experimental E m '(pH=7) values using Gaussian Process (GP) regression.
Figure 2. Schematic diagram of GP regression with reaction fingerprints.
A redox reaction of interest x* is represented using a reaction fingerprint, which captures the molecular structure of both substrate (oxidized) and product (reduced). This reaction fingerprint is compared against the set of all redox reactions in the experimental dataset using the covariance function of the Gaussian process k(x * ,x i ) (See Methods section). The GP correction (E°' GP ) to the quantum chemical prediction (E°' PM7 ) is then obtained from a similarity-based average of the correction terms for the experimental dataset. 
