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Abstract
Cooperative Satellite Communications (SatComs) involve multi-antenna
satellites enabled for the joint transmission and reception of signals. This
joint processing of baseband signals is realized amongst the distinct but
interconnected antennas. Advanced signal processing techniques –namely
precoding and Multiuser Detection (MUD)– are herein examined in the
multibeam satellite context. The aim of this thesis is to establish the
prominence of such methods in the next generation of broadband satellite
networks. To this end, two approaches are followed. On one hand, the
performance of the well established and theoretically concrete MUD is
analysed over the satellite environments. On the other, optimal signal
processing designs are developed and evaluated for the forward link.
In more detail, the present dissertation begins by introducing the topic
of multibeam joint processing. Thus, the most significant practical con-
straints that hinder the application of advanced interference mitigation
techniques in satellite networks are identified and discussed. Prior to pre-
senting the contributions of this work, the multi-antenna joint processing
problem is formulated using the generic Multiuser (MU) Multiple Input
Multiple Output (MIMO) baseband signal model. This model is also ex-
tended to apply in the SatComs context. A detailed presentation of the
related work, starting from a generic signal processing perspective and
then focusing on the SatComs field, is then given. With this review, the
main open research topics are identified.
Following the comprehensive literature review, the first contribution of
this work, is presented. This involves the performance evaluation of MUD
in the Return Link (RL) of multiuser multibeam SatComs systems. Novel,
analytical expressions are derived to describe the information theoretic
channel capacity as well as the performance of practical receivers over
5
6realistic satellite channels. Based on the derived formulas, significant
insights for the design of the RL of next generation cooperative satellite
systems are provided.
In the remaining of this thesis, the focus is set on the Forward Link
(FL) of multibeam SatComs, where precoding, combined with aggres-
sive frequency reuse configurations, are proposed to enhance the offered
throughput. In this context, the alleviation of practical constraints im-
posed by the satellite channel is the main research challenge. Focusing on
the rigid framing structure of the legacy SatCom standards, the funda-
mental frame-based precoding problem is examined. Based on the neces-
sity to serve multiple users by a single transmission, the connection of the
frame-based precoding and the fundamental signal processing problem
of physical layer multigroup multicasting is established. In this frame-
work and to account for the power limitations imposed by a dedicated
High Power Amplifier (HPA) per transmit element, a novel solution for
multigroup multicasting under Per Antenna Constraints (PACs) is de-
rived. Therefore, the gains offered by multigroup multicasting in frame-
based systems are quantified over an accurate simulation setting. Finally,
advanced multicast and interference aware scheduling algorithms are pro-
posed to glean significant gains in the rich multiuser satellite environment.
The thesis concludes with the main research findings and the iden-
tification of new research challenges, which will pave the way for the
deployment of cooperative multibeam satellite systems.
To my father’s great heart.
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Chapter 1
Introduction
Existing SatCom standards, such as the second generation standard for
Digital Video Broadcasting over Satellite (DVB− S2), operate under ef-
ficient Adaptive Coding and Modulation (ACM) schemes thus making
significant progress in improving the spectral efficiencies of satellite net-
works. However, the constantly increasing demand for broadband and
interactive satellite links emanates more aggressive reuse of the available
resources, striving towards terabit throughput. As this reuse is bound to
increase the intra-system interference, novel interference mitigation tech-
niques are substantiated. In this direction, the objective of the present
thesis is to investigate multiuser joint processing techniques for multibeam
satellite systems.
The State-of-the-Art (SoA) in high throughput SatCom systems relies
on multibeam antennas. These multibeam architectures allow for a sig-
nificant boost in capacity by reusing the available Physical Layer (PHY)
resources (i.e. frequency and/or polarization) several times within the
coverage area. Typically three or four color frequency reuse schemes are
employed to mitigate the inter-beam (intra-system) interference. Conse-
quently, multibeam satellites exploit the reuse of the scarce PHY resources
to achieve hundreds of Gbps capacity. Predominantly in the higher fre-
quency bands, a large number of recent satellite procurements have clearly
confirmed the multibeam trend as a broadband reference system architec-
ture. Examples include systems such as Wildblue-1 [1] and Anik F2 [2]
(66Ka-band spot beams) covering parts of America and Kasat (82Ka-
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band spot beams) for mainly fixed two-way (i.e., interactive) broadband
applications as well as the GlobalExpress system designed for a new gen-
eration of mobile services in Ka-band over Europe [3]. Interactive broad-
band services, in particular, benefit from these architectures since a finer
partitioning of the coverage area facilitates parallel data stream transmis-
sions. This allows for the most recently deployed systems, like Viasat-1
(72 spot beams in Ka-band) [4], to offer more than 100 Gbps of total
capacity. In spite of the already deployed systems, the foreseeable future
requirements in satellite capacity are beyond the capabilities of conven-
tional multibeam communications payload of a satellite (hereafter simply
referred to as payload unless stated otherwise). On one hand, these sys-
tems are limited by self-interference (i.e. inter-beam interference). As
a result, limitations on the reuse of the available PHY resources are in-
troduced. On the other hand, the number of beams required to cover
a specific area cannot be arbitrarily increased since the diffraction rules
of the signals propagating through the atmosphere impose a minimum
radius of each antenna footprint. Hence, the necessity to explore novel
system architectures arises.
Next generation SatComs networks are striving for terabit capac-
ity [5–9]. They are expected to deliver high throughput, interactive ser-
vices to low cost, spectrally efficient terminals. Since the realization of the
terabit satellite by the means of conventional frequency/polarization reuse
schemes is inhibited by intra-system interference, fractional resource reuse
over the multiple beams is evidently not the solution for the terabit satel-
lite [10]. Therefore, more aggressive reuse is emanated towards covering
the expected demand in connectivity via satellite. To the end of manag-
ing the resulting interference, novel interference mitigation techniques are
considered a promising new tool for the design of future SatComs.
The present thesis discusses the application of novel baseband signal
processing techniques, referred to as multibeam joint processing, over en-
visaged full frequency compatible multibeam satellite payloads. These
techniques are capable of managing interference via the spatial degrees
of freedom offered by the multiple antennas, thus enabling aggressive
frequency reuse schemes. As it will be shown, the application of such
techniques in multibeam satellite systems, operating in more aggressive
frequency reuse configurations, paves the way towards extremely high
throughput SatComs. In this direction, this work attempts to bridge
some of the substantial gaps between information theoretic results [11]
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Figure 1.1: Multibeam Satellite System
and practical implementation of multibeam joint processing.
1.1 Multibeam Satellite Networks
In satellite networks, information is transmitted either from the Gateway
(GW) to the users, i.e. the FL, or from the users back to the GW,
i.e. the RL. Each of these paths is comprised of two wireless links,
namely the uplink, connecting a ground segment (GW or user terminal)
with the satellite and the downlink, vice versa. A diagram of a typical
satellite network is given in Fig. 1.1, where the wireless links of issue
are illustrated. The notion of a feedback link is also given, which can be
established either over the wireless RL uplink or over other networks (e.g.
terrestrial networks can offer low rate links).
The focus of the present work is on increasing the offered throughput
of the satellite network. The bottleneck of this network lies in the user
link where a large number of users are competing over a limited amount of
resources. A first step to reduce this obstacle has been the introduction of
multibeam antennas that facilitate frequency reuse, by spatially separat-
ing co-channel users. Due to the antenna imperfections however, residue
interference still limits the system. A simple example of an on-board
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Figure 1.2: Multibeam Antenna
multibeam antenna is presented in Fig. 1.2
In a multibeam system, the fundamental attribute of the user link is
the existence of multiple antennas at the satellite that are simultaneously
serving multiple users over the coverage. Therefore, a multiuser multiple
antenna channel is realized. In the return link, it can be viewed as a
multiuser single input (single antenna users are assumed) multiple output
(the multibeam antenna is the receiver) channel. In the forward link, as
a Multiple Input Single Output (MISO) channel. Under this perspective,
the present work proposes realistic solutions for the enhancement of the
multiuser multi-antenna user link.
It should be pointed out, that a real satellite system is limited by
the capacity of the feeder link (i.e. the link between the satellite and the
GW). Since the feeder link is a point to point link, frequency multiplexing
is necessary. Subsequently, an increase in the user sum-rate, requires pro-
portional increase in the bandwidth of the feeder link. Higher frequency
bands (e.g. Q/V bands) for this case are being considered in the design of
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the future terabit satellite [12–14]. However, the study of this wireless link
is beyond the purposes of the present work and will be therefore assumed
ideal.
The key advantage of applying multiple antenna signal processing in
SatComs lies in the inherent nature of multibeam satellite networks: a
large number of antennas are illuminating a vast coverage area, while all
return link signals are processed in one or more central locations, namely
the GWs. A transparent multibeam satellite illuminating central Europe
with 12 beams is given in Fig. 1.1. For a typical multibeam satellite cover-
ing Europe, more than 200 beams are expected to be deployed. The SoA
techniques developed and evaluated in the present thesis are motivated
by the inherent characteristics of satellite communications which impose
specific constraints. An overview of these constraints is given in following
sections.
1.1.1 Practical Constraints
Albeit the throughput enhancement provided by cooperative techniques
in satellite networks, as in detail presented in the following, several issues
arise with the adoption of these techniques in SatComs and need to be
addressed. These practical constraints are identified as follows:
1. Channel State Information (CSI) is a requisite for the application
of multibeam joint processing. A discussion on CSI acquisition is
given in Sec. 1.2.
2. Aggressive reuse of the PHY resources proportionally increases the
on-board payload requirements, as developed in Sec. 1.3.
3. An increase in the capacity of the user link of the multibeam system
can only be enabled by a proportional increase in the capacity of the
feeder link. The need to deploy multiple GWs to cover the feeder
link requirements is discussed in Sec. 1.5.
4. The rigid framing structure of SatCom standards introduces con-
straints in the application of signal processing in SatComs. More
details on this will are presented in 1.4
5. The effect of the non-linear satellite channel over multibeam joint
processing methods. This topic is considered the most prominent
future extension of this work.
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More details on these practical constraints are given in the following sec-
tions.
1.2 Channel State Acquisition
CSI is one of the most important enablers for the application of the multi-
beam joint processing techniques. In the context of SatComs, channel
knowledge can be acquired at the end-user ground stations and then fed
back to the GW. More specifically, CSI should be available at the GW so
that multiuser precoding can be performed for the FL and joint decoding
at the RL. Current standards are using pilot sequences, either avail-
able within the standard as an optional feature (i.e., for DVB-S2 [16]) or
defined within the specified requirements for the transmission burst struc-
ture of the Multi-frequency Time Division Multiple Access (MF − TDMA)
return channel. For instance, for the second generation of Digital Video
Broadcasting, return link over satellite (DVB−RCS2) [17]. The current
state of the art reference transmission standards are well suited for the
adaptation of the proposed multibeam satellite systems. In more detail,
CSI is acquired by broadcasting pilot signals through the FL to all termi-
nals which in turn measure them and feed the quantized measurements
back to the GW through the RL. In most cases, FL and RL operate in
different frequency bands and thus the described process yields the FL
CSI. Nevertheless, it is often assumed that the two link are reciprocal
(especially if they are adjacent in frequency) and as a result the measured
CSI can be also used for the RL. Furthermore, the CSI acquisition pro-
cess in SatComs introduces a long delay which may result in outdated
CSI. This complication is especially acute for the FL where CSI is needed
before transmission in order to calculate the precoding vectors. In the
RL, CSI is only needed for decoding and therefore it can be transmitted
by the terminals along with their data.
Based on this discussion, in the following sections we focus on fixed
terminals for the FL (slow-varying channel) and mobile terminals for the
RL. In the latter case, the joint decoding techniques can be applied either
for fixed or mobile satellite services. As a matter of fact, the slow fading
channel would even lead to simpler practical implementation since CSI
is easier to acquire. However, this distinction has been made in order to
point out one main difference between the forward and the return links.
In the RL, the channel estimates can be sent along with the transmitted
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data. This introduces much less delay when compared to FL case, where
the pilot signal needs to be transmitted and fed back to the GW before
the precoding matrix can be calculated, leading to approximately double
time delay compared to the RL case. This substantial difference in the
CSI acquisition procedure, leads to the definition of the specific scenar-
ios. Nevertheless, the proposed analysis is straightforwardly applicable to
Fixed Satellite Services (FSS), by omitting the shadowing coefficients in
the definition of the channel matrix.
1.3 Aggressive Frequency Reuse Payloads
Conventional payloads, typically employ Travelling Wave Tube Amplifiers
(TWTAs) as on-board HPAs. Despite its reliability, this equipment sig-
nificantly burdens the multibeam satellite in terms of weight and power
requirements. To optimize the payloads, multiple beams are amplified
by a single HPA. In more detail, a four color frequency reuse scheme
is commonly realized by splitting the available frequency/polarization re-
sources into four colors: half the available bandwidth and one circular
polarization (right hand-RHCP or left hand - LHCP) define one color.
Then adjacent beams are allocated a different color (i.e. polarization and
frequency combination), so that an adequate signal to interference plus
noise ratio can be attained at the receive side. As a result, an x number
of beams will reuse x/4 times the available PHY resources. In this config-
uration, since half of the total user link bandwidth is used in each beam,
a single TWTA can be dedicated to every two beams. By advancing to
more aggressive reuse schemes, e.g. 2 color reuse, some of the adjacent
beams will be operating over the same resources, thus greatly increas-
ing the intra-system interference. In this case, x beams will provide x/2
times the PHY resources at the expense of requiring two TWTAs per
beam, one for each polarization. By pushing the reuse to the extreme, a
full frequency reuse scheme provides the highest possible linear increase of
the PHY resources with the number of antennas, since x beams will reuse
all resources x times. Nevertheless, all adjacent beams will be co-channel
and interference will tremendously increase. Also, two TWTAs per beam
will be necessary. The only plausible realization of such scenarios is via
joint multibeam signal processing as it will be shown in the following.
Since signal processing methods will be designed to mitigate the in-
creased interference, the second fundamental limitation for the applica-
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Figure 1.3: Payload complexity increase due to aggressive frequency reuse.
tion of aggressive frequency reuse, namely the added on-board complexity,
needs to be addressed. The heavy TWTAs hinder the deployment of full
frequency reuse payloads that accommodate a large number of antennas.
Nevertheless, future multibeam payloads compatible with full frequency
are enabled by the already developed low cost, efficient, reliable and low
weight Solid State Power Amplifier (SSPA) [18].
The payload complexity increase is illustrated in Fig. 1.3
1.4 SatCom Standards
The PHY design of SatCom standards encompasses long forward error
correction codes to cope with noise limited channels and long propaga-
tion delays. Besides block coding, synchronization issues and fade miti-
gation techniques that rely on an adaptive link layer design (ACM) also
necessitate this structure. More specifically, DVB− S2 is the latest gener-
ation standard for SatComs enabling broadband and interactive services
via satellite [19]. It has been designed for broadcasting services (standard
and high definition TV), internet and professional services such as TV
contribution links and digital satellite news gathering [16]. During the
formulation of DVB− S2, three main concepts were carefully considered:
(a) best transmission performance approaching the Shannon limit, (b)
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total flexibility and (c) reasonable receiver complexity [20]. High perfor-
mance and low complexity iterative decoding schemes like Low Density
Parity Check (LDPC) codes along with high order Amplitude Phase Shift
Keying (APSK) modulations were adopted for efficient operation over the
nonlinear satellite channel in the quasi error free region. Compared to
previous standards, the second generation standard attains 20–35% ca-
pacity increase or alternatively 2–2.5 dB more robust reception for the
same spectrum efficiency by virtue of the advanced waveforms. Further-
more, to facilitate the provision of interactive services, the standard fea-
tures operation under a great range of ACM parameters. When used for
interactive services, ACM allows optimization of the transmission param-
eters adaptive to varying path conditions [21,22]. The optimization of the
transmission parameters is also possible in combination with Time Divi-
sion Multiplexing (TDM) data for multiple receivers. Transmission pa-
rameters can change instantaneously one a frame-by-frame basis. Hence,
resources are optimally exploited, since operation under a constant fading
margin according to a worst case scenario design, is no longer necessary.
Focusing on the the most recent extensions of the second generation
digital video broadcasting for satellite standard, DVB− S2X [23], specific
modifications allow for the application of signal processing techniques.
The introduction of a framing constraint in the precoding design is plau-
sible due to the latest evolution of SatCom standards [23], where PHY
frames can be perfectly aligned in time over the beams. Consequently,
precoding needs to be applied without changing the optimized PHY de-
sign1. However, the unequal data payloads that correspond to each user,
along with the variable number of users per frame, hinder the calculation
of a precoding matrix on a user-by-user basis. Therefore, despite the op-
timality, in the channel capacity sense, of channel-by-channel precoding,
practical system implementations impose a frame based precoding design.
As far as the RL is concerned, DVB− RCS2 is the new generation,
Very Small Apperture Terminal (VSAT) standard that has recently been
approved by the DVB technical module as common PHY standard. This
standard improves the existing mature DVB-RCS by including SoA chan-
nel coding and highly efficient modulation schemes. Hence, the efficiency
and the flexibility of the return channel operational modes is enhanced.
1It should be noted that the PHY design is optimized to cope with the inherent
attributes of the satellite channel such as long propagation delay and low signal power
and is therefore challenging to modify it in favor of the signal processing methods.
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All of these standards have been devised for large multiuser satellite two-
way systems and can be adapted to the proposed multibeam processing
techniques.
1.5 Multiple Gateways
High throughput satellite systems have to be supported by multiple GWs.
Due to feeder link limitations, one single GW cannot accommodate the
total number of employed beams thus necessitating multiple GWs to serve
large multibeam systems. In the present work, to perform multibeam joint
processing, both for the forward and the return links, a centralized pre-
coder and decoder respectively is assumed. This theoretical assumption
can be supported by a real system implementation via two approaches.
One solution would be the exploitation of higher frequency bands for
the feeder link (optical feeder links), assuming that such a system can be
practically employed. As a result, a single GW could serve the multibeam
satellite system. Alternatively, another approach is the full interconnec-
tion amongst the multiple GWs so that they all share the same data (CSI
and data). The second approach is easier to implement if we consider the
bandwidth capabilities of broadband cable networks. Of course, the added
delay is an issue to be considered, especially in the SatComs context where
delay is already a major issue. Subsequently, both approaches lead to the
verification of the simplistic assumption of cooperative system that uti-
lizes a central precoder/decoder. Additionally, although this contribution
does not tackle the subject of decentralized precoding/decoding, works in
the existing literature examine the performance degradation effects of the
adoption of decentralized precoder designs, for the case where full GW
interconnection cannot be assumed. An example of such an approach for
multibeam satellite systems can be found in [24] where the level of co-
operation amongst GWs is examined and the most promising technique
is shown to be partial data and CSI exchange among the interconnected
GWs.
1.6 Scope
The scope of the present thesis is twofold. Firstly it is meant to provide
an overview of the application of multibeam joint processing techniques
in the forward and return link of satellite networks. These techniques
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have the potential of being incorporated in future satellite payloads with
minor modifications on the state of the art equipment. To this end, the
performance gains of multibeam joint processing techniques are derived
under realistic assumptions.
Secondly, novel signal processing methods –inspired by the inherent
attributes of SatComs– are developed, towards enabling the adoption of
joint processing over satellite. Therefore, the main practical constraints
in current systems that may inhibit the application of precoding are iden-
tified and tackled. Thus, the current state of the art in signal processing
techniques are extended to account for practical constraints that are of
utmost importance for SatComs.
The present thesis is structured as follows. In Ch. 2 the problem
under investigation is analytically formulated. A detailed description of
the applicable system model is presented, the related state of the art is
discussed and the contributions over it are explicitly given. Following this,
the technical contributions are described in Ch. 3, 4, 5 and 6, while Ch.
7 concludes the findings of this thesis.
In more detail, Ch. 3 presents closed-form derivations that describe
the capacity of the RL of multibeam joint decoding satellites, under real-
istic channel assumptions. In Ch. 4, the extension of a fundamental signal
processing problem, namely the multigroup multicasting, to account for
individual constraints on the per-antenna transmit power is given. More-
over, the application of precoding in the FL of aggressive frequency reuse
multibeam satellites is investigated under realistic system level assump-
tions in Ch.5. Therein, novel signal processing methods are developed for
precoding over satellite. Following this, Ch. 6 proposes the exploitation of
user scheduling towards further enhancing the performance of the multi-
beam satellite transmitter. In this direction, novel scheduling algorithms
are presented. Finally, the results of the thesis are summarized in Ch. 7,
along with the way forward.
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Chapter 2
Problem Formulation
Multibeam Joint Processing is tackled in the present thesis from a PHY
perspective. In the present chapter, the problem of multibeam joint pro-
cessing is formally defined. The problem formulation is based on the
baseband MIMO signal model. In this context, the main point of refer-
ence is the so-called channel matrix H. Towards accurately modeling the
inherent attributes of the satellite channel, the present work proposes a
generalized multibeam satellite channel model. Thus, the channel matrix
H will include the inherent attributes of the baseband memoryless satel-
lite channel. This model has the flexibility to include (a) the multibeam
antenna characteristics, (b) the rank deficiencies introduced by the Line-
of-Sight (LoS) signal components and the antenna correlation, (c) the
shadowing due to user mobility and (d) the rain fading. In parallel with
the problem formulation, previous related works that are based on similar
models are also described in the present chapter. The contributions of
this thesis over these SoA works, will conclude the chapter.
2.1 Multiuser MIMO communications
Starting from the early years of the past decade, MIMO communications
are nowadays established as the most promising transmission method for
the future broadband wireless communications. The concept of jointly
processing the signals at the multi-antenna array of the receiver and/or
the transmitter, is enabling the conversion of the interference RL and/or
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FL channels of the MIMO system into a Broadcast Channel (BC) and/or
Multiple Access Channel (MAC) respectively. Before proceeding to the
transceiver architectures, the general vector channel model of MIMO com-
munications will be introduced.
2.1.1 Signal Model
When multiple independent user terminals (herein refereed to as users)
communicate with a single multi-antenna transceiver, then a MU MIMO
system is realized. LetNt denote the number of transmit antennas and Nu
the total number of users simultaneously served. Under the assumption
of multiple single antenna users up-linking to a multi-antenna receiver,
the received signal at the at the j-th receive antenna is given as
yj = h
†
j,ULx+ nj , (2.1)
where hj,UL is a Nu × 1 vector composed of the baseband channel coeffi-
cients (i.e. channel gains and phases) between the Nu users and the j-th
antenna of the receiver, x is the Nu×1 vector of the transmitted symbols
and nj is the independent complex circular symmetric (c.c.s.) independent
identically distributed (i.i.d) zero mean Additive White Gaussian Noise
(AWGN), measured at the j-th receive antenna. Equivalently, assuming
a multiple antenna transmitter and multiple single antenna receivers, the
received signal at the i-th user reads as
yi = h
†
i,DLx+ ni, (2.2)
where hi,DL is a Nt × 1 vector composed of the baseband channel coeffi-
cients between the i-th user and the Nt antennas of the transmitter, while
x is the Nt × 1 vector of the transmitted symbols and ni is the AWGN,
measured at the i-th user’s receive antenna.
Clearly, the general input output signal model of MIMO communica-
tions can apply for the forward and the return links. By collecting all user
channels in one channel matrix, the general linear signal model in vector
form reads as
y = Hx+ n, (2.3)
where the vector dimensions depend on the link under study. Therefore,
the channel matrix H constitutes the main point of references in the
baseband modeling of the physical layer of MIMO communications.
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Under the assumption of channel reciprocity, a channel matrix can
model either the return or the forward link of the multi-antenna channel
by a simple transposition. However, focusing on SatComs, different fre-
quency bands are commonly adopted for the two links thus invalidating
the reciprocity assumption. Despite the fact that the UL and DL indices
will be hereafter dropped for ease of notation, different coefficients will be
typically employed for the modeling of hi,DL and hn,UL. To facilitate the
reader, the dimensions of the channel vectors and the way their elements
are generated will be explicitly defined, in each section. The state-of-
the-art on MIMO receiver and transmitter architectures will be in detail
described in the following sections.
2.2 Receiver Architectures
When a single or even multiple MIMO receivers cooperate to serve mul-
tiple users over the same coverage area, multicell joint processing archi-
tectures can be realised. Multicell joint decoding was firstly introduced
by [25, 26]. Since then, the initial results have been extended for more
practical propagation environments, transmission techniques and back-
haul infrastructures in an attempt to better quantify the joint processing
performance gain. More specifically, it was demonstrated in [27] that
fading promotes multiuser diversity which is beneficial for the ergodic ca-
pacity performance. Following that, realistic path-loss models and user
distribution were investigated in [28, 29], where closed-form capacity ex-
pressions based on the cell size, path loss exponent and user spatial prob-
ability density function (p.d.f.) were provided. The beneficial effect of
MIMO links was established in [30, 31], where a linear scaling with the
number of BS antennas was proven. However, the correlation between
multiple antennas has an adverse effect as shown in [32], especially when
it affects the BS-side. Imperfect backhaul connectivity has also a negative
effect on the capacity performance as quantified in [33]. Finally, limited
or partial CSI availability will result in degraded performance, as proven
in [34–36].
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2.2.1 Multiuser Detection in the MIMO MAC
Successive Interference Cancellation
When multiple users are jointly processed by a hyper-receiver then a
MIMO MAC is realized and MUD is performed. With respect to the
MIMO MAC, Successive Interference Cancellation (SIC) performed at
the receive side is proven to be the sum-rate capacity achieving strat-
egy [27,37,38]. In more detail, the capacity of the independent identically
distributed (i.i.d.) AWGN MIMO channels was first calculated in [39]. As
a result, the well celebrated log− det formula provides the mutual infor-
mation of a Gaussian linear vector memoryless channel conditioned on the
channel matrix [37]. Thus, channel capacity can be practically calculated
by averaging the mutual information over many realizations of a prob-
abilistic matrix that contains the channel gain coefficients between each
user and each antenna [40]. If we assume that in the MU-MIMO MAC
system, each user transmits at the same power (uniform power allocation),
then the ergodic capacity is given by [39]
Cerg = E
{
log2 det
(
INr + γHH
†
)}
, (2.4)
in bits/sec/Hz (bps/Hz). In the following, for notational simplicity and
since the number of receive antennas in the RL, Nr is equal to the num-
ber of transmit antennas in theFL, Nt the later notation will only be
employed. Hence, and since the focus is on the return link, H ∈ CNt×Nu .
Eq. (2.4) assumes no coordination among transmit antennas, so every
user transmits at the same transmit Signal-to-noise ratio (SNR), also de-
noted as γ), which represents the ratio of the power transmitted by every
user over the equivalent noise power at each receive antenna.
MMSE Receivers
A more practical receiver implementation which only considers Minimum
Mean Square Error (MMSE) filtering of the received signals followed by
singe user decoding. The reduced-complexity linear receiver [41,42] aims
at minimizing the mean squared error between the transmitted and the
detected signal with the use of MMSE filters conditioned on the channel.
The outputs of the filters are subsequently fed into conventional single-
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user decoders. In this case, the spectral efficiency reads as
Cmmse =
1
Nu
E
{
Nu∑
i=1
− log2
[(
INu + γH
†H
)−1]
ii
}
. (2.5)
The main limitation of the MMSE receiver is that the number of users
that can be effectively filtered is limited by the rank of the channel ma-
trix, which is at most equal to the total number of receive antennas in the
system. This limitation applies for all linear signal processing techniques,
and it originates from the linear dependence of the row vectors forming an
overloaded channel matrix. In simpler words, when receive dimensions are
less than the transmit then channel inversion is not possible since some
of the channel vectors are bound to be linearly dependent. During the
last decade, extensive research in terrestrial cellular systems employing
MUD techniques has proved that substantial capacity gains exist, amid
Rayleigh fading and antenna correlation [28,32]. The aforementioned con-
tributions use free probabilistic methods and asymptotic analysis over the
eigenvalues of the channel matrices. Under relevant channel assumptions,
closed form capacity formulas, also using asymptotic analysis and deter-
ministic equivalents were derived in [43]. The first result for the capacity
of a joint-processing system can be found in [27] where multipath fading
is proven to be beneficial. Attempts to incorporate the effect of LoS com-
ponents can be found in [44] while the addition of lognormal shadowing
was firstly introduced in [45]. Lognormal fading was also incorporated
in the channel model leading to a composite Rayleigh/lognormal channel
model in [46], where tight lower ergodic capacity bounds were derived.
Rayleigh lognormal fading was also considered in [47–49]. Finally, several
other fading combinations were considered, such as Nakagami-lognormal
MIMO [50] and generalized-K composite fading channels [51,52].
2.3 Transmitter Architectures
Advanced interference mitigation techniques are enabled by MU MIMO
communications. In this context, the exploitation of transmit spatial de-
grees of freedom towards precanceling the multiuser interference, is known
as precoding (or equivalently transmit beamforming).
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2.3.1 Precoding in the MIMO BC
Precoding is a multiuser signal processing technique that separates user
data streams in different beamforming directions [53]. Let us denote sk,
wk as the unit power symbol and the Nt × 1 transmit precoding vector
corresponding to the k-th user. For now, the assumption of a one to
one correspondence between the transmit symbols and the users is made.
This assumption will hereafter be referred to as unicasting. The precoded
transmit signal reads as
x =
Nu∑
k=1
wksk (2.6)
Subsequently, when beamforming is employed, (2.2) will become
yk = h
†
kwksk + h
†
k
∑
j 6=k
wjsj + nk, (2.7)
where hk is an Nt × 1 complex vector. The first term of the summation
refers to the useful signal and the second to the interference. The column
vector wk with 1×Nt dimensions is the k-th user’s precoding vector, that
is the k-th column of a total precoding matrix W = [w1,w2, . . . ,wk].
The signal-to-interference-plus-noise ratio (SINR) at each user is given by
SINRk =
|h†kwk|2∑
j 6=k |h†kwj |2 + 1
. (2.8)
When beamforming is employed, determining the optimal precoding vec-
tors is tedious in practice. In the following paragraph the optimal in the
channel capacity sense precoding scheme is presented.
Dirty Paper Coding
Dirty Paper Coding (DPC) is known to be the sum-rate capacity-achieving
technique in MU MIMO downlink. In other words, the capacity of the
MIMO BC channel can be achieved by DPC as shown in [54,55]. Hence,
it is used as an upper bound for the suboptimal, linear techniques. As
a non-linear technique, DPC is based on the idea of known interference
precancelation while serially encoding user signals. More specifically, DPC
allows for the cancelation of the interference of the previously, serially
encoded users, thus causing no interference to the following users. Let us
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now assume that π0 = {1, 2, ..., K} is a trivial user encoding order. Then,
the received SINR at user k is
SINRDPCk =
|h†kwk|2∑
j>k |h†kwj |2 + 1
. (2.9)
With DPC, the throughput maximization problem under individual power
constraints has been solved using the principles of duality [56]. converting
it into a dual uplink with sum power constraint across users and uncer-
tain noise and employing an interior-point algorithm . It should be noted
that although the sum-rate capacity can be achieved by all user encod-
ing orders, the individual user rates will vary. As a result, the employed
encoding order can only affect the individual user rates. However, the im-
plementation complexity of dirty paper coding [55] led to the development
of less complex, linear techniques.
Linear Precoding
Focusing on generic linear precoding methods, the transmitter is given
the flexibility to design the precoding matrix with a given optimization
goal under well defined constraints. Thus, the precoding matrix is not
constrained to a specific structure but it can be calculated as the solution
of an optimization problem that achieves predefined targets. Formally,
the generic linear precoding problem is defined as
max
{W}
f (SINRk)
s.t. g (W) ≤ Ck,
where functions f, g and the constraints Ck are problem dependent. The
optimal downlink transmission strategy, in the sense of minimizing the
total transmit power under guaranteed per user Quality of Service (QoS)
constraints, was given in [57, 58]. Therein, the powerful tool of Semi-
Definite Relaxation (SDR) reduced the non-convex Quadratically Con-
strained Quadratic Problem (QCQP) into a relaxed semi-definite pro-
gramming instance by changing the optimization variables and disregard-
ing the unit-rank constraints over the new variable. The relaxed solution
was proven to be optimal. In the same direction, the multiuser down-
link beamforming problem that aims at maximizing the minimum over all
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users SINR, was optimally solved in [59]. The goal of the later formulation
is to increase the fairness of the system by boosting the SINR of the user
that is further away from a targeted performance. Hence, the problem
is commonly referred to as max–min fair. The more elaborate transmit
beamforming problem under per-antenna power constraints (PACs) was
formulated and solved in [60]. Finally, the derivation of the optimal in
the sum rate maximization sense (max Sum Rate (SR)) is a considerably
complicated problem [61].
Some well known solutions of the linear precoding optimization prob-
lem are presented in the following.
Zero Forcing
A linear precoding technique with reasonable computational complexity
that still achieves full spatial multiplexing and multiuser diversity gains, is
ZF precoding [53,62,63]. The ability of Zero Forcing (ZF) to fully cancel
out multiuser interference makes it useful for the high SNR regime. How-
ever, it performs far from optimal in the noise limited regime. Also it can
only simultaneously serve at most equal to the number of transmit anten-
nas, single antenna users. A common solution for the ZF precoding matrix
is the pseudo-inverse of the Nu×Nt channel matrix H = [h1,h2 . . . ,hk]†.
Under a total power constraint, channel inversion is the optimal precoder
choice in terms of maximum SR and maximum fairness [64]. However,
according to the same authors, when PACs are assumed, optimization
over the parameters of a generalized inverse has to be performed. Finally,
when Nu = Nt, a symmetrical system simplifies the calculation of the
precoding matrix, i.e. W = H−1. Following the complete mitigation of
interference, the SINR at the k-th user will read as SINRZFk = |h†kwk|2.
Regularized Zero Forcing (MMSE precoding)
Although glsZF is asymptotically optimal in the high SNR regime, the
drawback of ZF precoding is that the throughput does not grow linearly
with Nu [65]. Besides ZF, the implementation complexity of DPC moti-
vated the investigation of other linear precoding techniques with reduced
complexity such as Regularized Zero Forcing (R− ZF) precoding. R-ZF
was proposed as a simple precoding technique with substantial perfor-
mance. This method introduces a regularization parameter that takes
into account the noise effect. Thus, the resulting throughput is proven to
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grow linearly with Nu [66]. More specifically the precoding vector wk is
taken from the normalized k-th column of
W =
(
H†H+ αINt
)−1
H†, (2.10)
where α is the regularization factor that needs to be carefully chosen to
achieve good performance and H ∈ CNu×Nt . Based on the large system
analysis, the optimal α (in the statistical sense) to maximize the SINR is
given in [67]. R− ZF beamforming is also refereed to as MMSE precoding
in existing literature, a fact clearly justified by observing (2.10).
Power Constraints
In the above mentioned works, the common assumption of power shar-
ing amongst the transmit antennas is typically adopted. However, PACs
are motivated from the practical implementation of systems that rely on
precoding. The lack of flexibility in sharing energy resources amongst the
antennas of the transmitter is usually the case, since a common practice
in multi-antenna systems is the use of individual amplifiers per antenna.
Despite the fact that flexible amplifiers could be incorporated in multi-
antenna transmitters, specific communication systems cannot afford this
design. Typical per antenna power limited systems can be found in multi-
beam satellite communications [68], where flexible on board payloads are
difficult to implement and in cooperative multicell systems (also known as
distributed antenna systems, DAS), where the physical co-location of the
transmitting elements is not a requisite and hence power sharing might
be infeasible. Formally, total power radiated from the antenna array is
equal to
Ptot =
Nt∑
k=1
w†kwk = Trace
(
WW†
)
, (2.11)
where W = [w1,w2, . . .wNt ]. The power radiated by each antenna ele-
ment is a linear combination of all precoders and reads as [60]
Pn =
[
Nt∑
k=1
wkw
†
k
]
nn
=
[
WW†
]
nn
, (2.12)
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where n ∈ {1 . . . Nt} is the antenna index. The flexibility provided by
generic linear precoding allows for a per antenna power constrained opti-
mization. Extending the above mentioned works, the practical PACs were
considered in [60]. Generalized power constraints, including sum power,
per-antenna power and per-antenna array power constraints were consid-
ered in [69], where the proposed max-min fair solution was derived on an
extended duality framework.
The Power Perplexity
A very common confusion stems from the frequent use of the word power.
Typically, real valued variables, e.g. the norm of a vector, are also refereed
to as power, regardless of the fact that they might not represent an actual
physical parameter of the system. Having previously defined the power
radiated by each transmit element, which actually represents a physical
attribute of the system, in the present section we present the so-called
“power allocation” problem. The main goal is to clarify that the power
radiated by each antenna and the power of each precoder, as it will be
defined hereafter, are two inherently different variables in the precoding
problem, only connected by the precoding matrix.
A simplified approach, to optimize the linear precoding design is based
on normalizing the precoders and solving an optimization problem over
the real valued amplitude of the precoding vectors, commonly referred to
as the power of the precoders. Let us denote as vk the Nt × 1 normalized
transmit precoding vector and pk the real scaling factor corresponding
to the k-th precoder. As before, the unicasting assumption holds. The
precoded transmit signal now reads as
x =
Nu∑
k=1
√
pkvksk. (2.13)
The benefits of such a consideration stem for the reduced complexity in
solving the decoupled problem. For instance, a SR maximization problem
can be posed as follows. Firstly, the ZF precoders can be calculated and
then normalized. Then a SR maximization problem under per antenna
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power constraints can be defined as
max
{pk}
Nu∑
k=1
log2(1 + SINR
ZF
k ),
s.t.
[
Nt∑
k=1
pkvkv
†
k
]
nn
≤ Pn, n = 1, · · · , Nt,
(2.14)
where Pn = Ptot/Nt, for every n, since we assume that all satellite anten-
nas have identical RF chains. The power allocation optimization problem
is a standard convex optimization problem [70], [60] which can be solved
using common convex optimization tools [71].
Another example can be found in R− ZF precoding. In this case, the
throughput maximization problem can be posed as a power allocation
max
{pk}
Nu∑
i=1
log2
(
1 + SINRR−ZFi
)
s.t.
[
Nt∑
k=1
pkvkv
†
k
]
nn
≤ Pn, n = 1, · · · , Nt,
(2.15)
with the beamforming directions given by (2.10). Subsequently, by ap-
plying R− ZF, the power and precoding matrix optimization problems
are separated and a solution can be found. Although the constraints are
linear, the throughput is non-convex with respect to the power vector and
therefore finding the optimal solution is non-trivial. To overcome this re-
strain, the use of simple gradient-based algorithms, such as the steepest
descent algorithm, can be employed to find a locally optimal solution for
the power allocation problem [105].
When multiple MIMO transmitter cooperate to cover a specific area,
a multicell joint precoding architecture is realized. Several multi-cell
processing methods for the downlink of terrestrial systems were devised
in [36, 72, 73]. In particular, assuming data sharing, the authors in [72]
studied the design of transmit beamforming by recasting the downlink
beamforming problem into an MMSE problem. However, the required
signalling between the Base Stations (BSs) is too high and global con-
vergence is not guaranteed. Later, in [36], a distributed design in Time
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Division Duplex (TDD) systems was proposed, using only local CSI and
demonstrating that performance close to the Pareto bound can be ob-
tained. However, the main issue with [36, 72] is that both methods re-
quire data sharing between the BSs. Hence, their use with limited back-
haul throughput is prohibited. Finally, a distributed multicell processing
scheme without data or CSI sharing was proposed, in [73], only requiring
moderate control signalling among BSs.
2.3.2 Multicasting
A fundamental consideration of the aforementioned works is that inde-
pendent data is addressed to multiple users. However, the new genera-
tion of multi-antenna communication standards has to adapt the physical
layer design to the needs of the higher network layers. Examples of such
cases include highly demanding applications (e.g. video broadcasting)
that stretch the throughput limits of multiuser broadband systems. In
this direction, physical layer (PHY) multicasting 1 has the potential to
efficiently address the nature of future traffic demand and has become
part of the new generation of communication standards.
By introducing a common data assumption, the aforementioned uni-
cast solutions no longer apply. Therefore, the PHY multicasting problem
was proposed and proven NP-hard in [76]. Therein, the NP-hard multicast
problem was accurately approximated by SDR and Gaussian randomiza-
tion. The natural extension of the multicast concept lies in assuming mul-
tiple interfering groups of users. Considering a multi-antenna transmitter
that conveys independent sets of common data to distinct groups of users,
the model known as PHY multicasting to multiple co-channel groups is re-
alized. PHY multicasting to multiple co-channel groups can provide the
theoretically optimal precoders when a multi-antenna transmitter con-
veys independent sets of common data to distinct groups of users. In
each group, each user receives a stream of common data. However, in-
dependent symbols are addressed to different groups and inter-group in-
terference comes into play. A unified framework for physical layer multi-
casting to multiple co-channel groups, where independent sets of common
data are transmitted to groups of users by the multiple antennas, was
1The multi-antenna multicast problem was originally proposed in [74], where the
maximization of the average SNIR over all users was the goal, without however guar-
anteeing some QoS at the user side.
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given in [75, 77]. Therein, the QoS and the fairness problems were for-
mulated, proven NP-hard and solved for the sum power constrained mul-
ticast multigroup case. In parallel to [77], the independent work of [78]
involved complex dirty paper coding methods. Also, a convex approxima-
tion method was proposed in [79] that exhibits superior performance as
the number of users per group grows. Finally, in [80] the multicast multi-
group problem under a Sum Power Constraint (SPC), was solved based
on approximations and uplink-downlink duality [59]. In the context of
coordinated multicast multicell systems, max–min fair beamforming with
per BS constraints has been considered in [81] where each BS transmits
to a single multicast group. Hence, a power constraint over each precoder
was imposed while no optimization weights were considered. This formu-
lation still considers power sharing amongst the multiple antennas at each
transmitter.
Remark 2.1. PHY multicasting is relevant for the application of beam-
forming without changing the framing structure of standards. Such a sce-
nario can be found in satellite communications where the communication
standards are optimized to cope with long propagation delays and guaran-
tee scheduling efficiency by framing multiple users per transmission [68].
Multicast Problem Formulation
Herein, the focus is on a MU MISO multicast system. Assuming a single
transmitter, the input-output analytical expression will read as in (2.2).
Focusing on a multigroup multicasting scenario with Nu users, let there
be a total of 1 ≤ G ≤ Nu multicast groups with I = {G1,G2, . . .GG} the
collection of index sets and Gk the set of users that belong to the k-th
multicast group, k ∈ {1 . . . G}. Each user belongs to only one group, thus
Gi ∩ Gj = O ,∀i, j ∈ {1 · · ·G}. Let wk ∈ CNt×1 denote the precoding
weight vector applied to the transmit antennas to beamform towards the
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Figure 2.1: Multicast multigroup beamforming to 3 separate groups of
co-channel users. Different colors do not represent different frequency
segments.
k-th group. The PAC weighted max-min fair problem is defined as
max
t, {wk}
G
k=1
t
subject to
1
γi
|w†khi|2∑G
l 6=k |w†lhi|2 + σ2i
≥ t,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
[
G∑
k=1
wkw
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
(2.16)
(2.17)
where wk ∈ CNt and t ∈ R+. A multicast multigroup MISO transmitter
is given in Fig. 2.1
More details on this problem are given in Ch. 4.
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2.3.3 Multiuser Scheduling
Multiuser scheduling can glean the multiuser gains offered by the BC
channel. The transmitter, by choosing which combinations of users to
simultaneously serve can maximize the system performance by reducing
the interference and increasing the useful signal power at the receive side.
In general, linear ZF beamforming is suboptimal compared to the ca-
pacity achieving DPC. However, Yoo et al [53, 82] proved that via user
selection, ZF can achieve asymptotically optimal SR performance. More-
over, an iterative user selection algorithm that allows ZF to achieve the
performance of non-linear precoding [55] when the number of available
for selection users grows to infinity was proposed in [82]. This iterative,
heuristic semi-orthogonal user selection algorithm accounts for the level
of orthogonality of each user over the set of the already selected users. By
rejecting users that have high cross user correlation between their vector
channels a large set of random users is reduced. Subsequently, out of the
users that are left, the most orthogonal ones are iteratively chosen to form
a group of users equal to the number of transmit elements. Specifically,
if user channels are perfectly orthogonal to each other, ZF will attain
maximum performance. Under the assumption of large random user sets,
the probability of orthogonal users increases. By recalling that ZF cre-
ates equivalent orthogonal channels, it is intuitive to conclude that when
the selected users are already orthogonal to each other, the precoding
performance will be drastically enhanced. In [82] it was proven that the
proposed scheduling method achieves nearly optimal performance as the
number of random users grows to infinity. This result is expected since
at the limit of infinite users, one can find perfectly orthogonal channels
and perform ZF without any orthogonalization losses. Hence, despite
their suboptimality, when compared to DPC, linear precoding methods
can still achieve asymptotically optimal performance under specific con-
ditions, as proven in [53, 72, 82]. More details on this topic are given in
the dedicated Ch. 6.
2.4 Multibeam Satellite Channel
The differences between the satellite and the terrestrial wireless channels
are fundamental. The first includes contributions from the multibeam
satellite antenna, the propagation medium (rain fading) and the satellite
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payload as a non linear relay. In the present section, an attempt to capture
most of these effects in the channel matrix H is presented. As it be will
shown, the channel matrix can be formulated as a proper combination of
separate matrices, each modeling a different effect.
The most significant contribution in the total channel matrix is that
of the multibeam antenna gains. The effects of the multibeam radia-
tion pattern will be captured by matrix B. Beam gain for each satellite
antenna–user pair, depends on the spotbeam antenna pattern and on the
user position. Assuming that user position does not change considerably
in the duration of a codeword, B reduces to a deterministic real positive
matrix, composed of the square roots of the channel coefficients.
Based on the assumptions of each section, these coefficients can either
models the position dependant beam gain, or the carrier to noise ration of
each satellite antenna user pair. The latter model applies when some of
the link budget parameters are included in the coefficients. To avoid any
confusions, despite the fact that a single symbol will be used to describe
the satellite channel matrix B, the real coefficients that compose B in
each case are explicitly defined hereafter.
2.4.1 Approximated Multibeam Antenna Pattern
Bessel Function Approximations
In this case, the matrix Bb is composed of the square roots of the gain
coefficients calculated using the well accepted method of Bessel functions
[83]:
gij(θij) = Gmax
(
J1(u)
2u
+ 36
J3(u)
u3
)2
, (2.18)
where u = 2.07123 sin θ/ sin θ3dB , and J1, J3 are the Bessel functions of the
first kind, of order one and three respectively. The jth user corresponds
to an off-axis angle θij with respect to the boresight of the i
th beam where
θi = 0
◦. This beamgain is plotted versus an off axis angular distance, for
two different beam sizes in Fig. 2.2.
It should be clarified that the present section for simplicity purposes,
the earth curvature and the satellite orbit geometry are not accounted
for in the channel model. Subsequently, the variations in the distances of
the beam centers and the distance between the satellites are not modeled.
2.4. Multibeam Satellite Channel 55
0 5 10 15
−70
−60
−50
−40
−30
−20
−10
0
off-axis angle θ
B
ea
m
G
a
in
(N
o
rm
a
li
se
d
,
d
B
)
 
 
R = 50km
R = 200km
Figure 2.2: Main and secondary radiation lobes for different beam sizes,
based on the Bessel function approximation
The assumption that the centers of all beams are equidistant from the
satellite can be supported only for small coverage areas.
2.4.2 Measured Multibeam Antenna Pattern
Towards providing more accurate results a realistic antenna pattern is
also employed. A 245 beam pattern that covers Europe is employed [84],
as presented in Fig. 2.3. A complex channel matrix that models the link
budget of each UT as well as the phase rotations induced by the signal
propagation is employed [84] [85]. The real matrix B ∈ RNu×Nt models
the satellite antenna radiation pattern, the path loss, the receive antenna
gain and the noise power. Its i, j-th entry is given by [84]:
bij =
( √
GRGij
4π(dj · λ−1)
√
κTcsBu
)
, (2.19)
with dj the distance between the k-th UT and the satellite (slant-range),
λ the wavelength, κ the Boltzman constant, Tcs the clear sky noise tem-
perature of the receiver, Bu the user link bandwidth, GR the receiver
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Figure 2.3: Beam pattern covering Europe, provided by [84]
antenna gain and Gij the multibeam antenna gain between the i-th single
antenna user and the j-th on board antenna (= feed). Hence, the beam
gain for each satellite antenna- user pair, depends on the antenna pat-
tern and on the user position. The link budget parameters are problem
dependent and will be defined explicitly for each examined scenario.
2.4.3 Correlation
An inherent characteristic of SatComs is the high correlation among the
signals at the satellite side. Total absence of scatterers on the space side
renders the received signals highly correlated. In addition, an adequate
antenna separation is practically impossible due to on-board size limita-
tions. The assumption of signal correlation, shall impose the multiplica-
tion with a diagonal matrix [86, 87]. Depending on the considered link,
the multiplication is over the right or the left side of the beamgain matrix.
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2.5 Multi-beam Joint Processing
2.5.1 Multiuser Detection over Satellite
First attempts to study multibeam joint processing in the RL, onwards
referred to as multibeam joint decoding, have been carried out in [87–89].
The RL of a satellite system employing multibeam joint decoding was
studied via simulations in [89]. Therein, MMSE and optimal multiuser
receivers were considered, on a simplistic channel model basis. A consider-
able improvement in both availability and throughput was demonstrated.
The first analytic investigation of the uplink capacity of a multibeam
satellite system was done by [87], where closed-form expressions were de-
rived for the capacity of multibeam Rician channels. Asymptotic analysis
methods for the eigenvalues of the channel matrix were used in [90] to
determine upper bounds for the ergodic capacity and calculate the outage
probability of a MIMO Land Mobile Satellite (LMS) channel. Similarly,
in [91] the statistics of minimum and maximum eigenvalues were derived
for Rician fading with Gamma distributed LoS component. Moreover, it
should be noted that a multiuser decoding algorithm was presented in [88].
Finally user mobility was considered only in [90].
Linear MMSE receivers are more difficult to analyze compared to the
optimal capacity achieving SIC techniques. MU linear MMSE receivers
have been extensively studied for various channels in [92]. More recently,
numerous contributions examined the asymptotic performance of these
architectures by employing random matrix theory methods described in
[40] and the references therein. In the same field, the work of [93] is also
noted. Focusing on SatComs, the performance of linear MMSE receivers
is not trivial to characterize analytically. In the existing literature, two
different modeling approaches have been considered. The authors of [90]
have modeled fading as the sum of two random matrices, each following a
specific distribution, without however reporting results for linear receivers.
The other approach, namely the multiplicative model, was introduced
in [87], where the performance of optimal non-linear and linear receivers
was given as a function of matrix arguments, with high computational
complexity, for theoretical channel models. Finally, the incorporation of
rain fading has been tackled in [94], using an identical channel model, in
which asymptotic closed form expressions for the system’s capacity and
the MMSE were derived. To this end, the information theoretic, link
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between the channel mutual information and the MMSE given in [95], is
exploited2.
The basic characteristic of the RL multibeam satellite channel is the
high receive correlation among the channels at the satellite side, resulting
from the total lack of scatterers, as well as the practical collocation of the
multibeam antenna feeds, at the satellite side. As a result, all the receive
antennas experience identical fading instances from a specific user. The
first attempts to derive the ergodic capacity of the satellite RL in closed
form can be found in [87]. The ergodic capacity of rank deficient MIMO
satellite channels in general was also investigated by the authors of [97].
2.5.2 Precoding over Satellite
Following the early works of [98–101], the SatComs literature on MU
MIMO precoding is intensifying lately [84,85,102–104] demonstrating very
high precoding gains by mainly evaluating various linear and non-linear
precoding techniques over the multibeam fixed satellite channel. In terms
of precoding techniques selection, it turns out that simple linear tech-
niques already grasp the largest part of the potential multi-user gains
with manageable complexity and deliver improvements that double the
throughput of existing systems. More specifically, Tomlinson Harashima
precoding (THP) was studied in [83,101], while linear precoding schemes
such as ZF and R− ZF were evaluated in [83, 99]. Furthermore, authors
in [85] investigated generic linear precoding algorithms under realistic
power constraints for single and dual polarized satellite channels. The
effect of flexible power constraints rising from flexible and multi-port am-
plifiers was evaluated in [103] and an energy efficient scheme for MMSE
beamforming was proposed in [102]. Finally, authors in [100] have con-
sidered an opportunistic beamforming technique based on a codebook of
ortho-normal precoders and low-rate feedback.
2For completeness we also mention the work of [96] that provides an analytic
framework for linear MMSE receivers, which however does not cover the case studied
herein.
2.6. Contributions 59
2.6 Contributions
2.6.1 Return Link
Identifying the gaps in the aforementioned literature, the present work
has focused on the investigation of the capacity of multibeam joint de-
coding satellites under realistic channel assumptions. In this direction,
the derivation of closed form formulas provides insights on the system
performance with respect to important system parameters. The following
works have been published as part of this thesis.
In [86], the determination of the capacity gains for the uplink of a
multibeam satellite that jointly decodes mobile user signals from all beams
is performed. Therein, the multiplicative model of [87] has been extended
to apply for composite, realistic channels. Also, a novel, simple lower
bound for the channel capacity has been deduced. To assist this inves-
tigation, the lower bound of the theoretical ergodic capacity of such a
system, is derived. Tight lower bounds are crucial in evaluating the novel
techniques, since overestimation is avoided. Additionally, analytical for-
mulas facilitate the investigation of the impact of the model parameters
on the channel capacity.
In [105], the achievable RL throughput by the means of non-linear SIC
and of linear MMSE mobile receivers is calculated through simulations.
The novelty of this work is the consideration of a multibeam antenna
pattern based on Bessel approximations, with a variable beam overlap.
In [106] the MMSE performance of the generalized satellite channel
is investigated. Therein, the mutual information is analytically described
through tight bounds. More specifically, a closed form expression is de-
rived to describe the linear MMSE performance of multiuser channels
that exhibit full receive correlation: an inherent attribute of the RL of
multibeam SatComs. Analytic, tight approximations on the MMSE per-
formance are proposed for the cases where closed form solutions are not
available in the existing literature. The proposed framework is generic, in
the sense that it is straightforwardly extendable to include various fading
models over channels that exhibit full receive correlation. Simulation re-
sults are provided to show the tightness of the proposed approximation
with respect to the available transmit power.
Finally, in [107] the performance of the RL of a SatCom system serving
mobile users that are jointly decoded at the receiver is evaluated. In this
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context, the throughput performance of the assumed system is compared
to that of a conventional one, under the constraint of equal PHY resource
utilization; thus the comparison can be regarded as fair. Results under a
fair comparison show that significant gains can be realized, especially in
the high SNR region. Finally, existing analytical formulas are also em-
ployed to provide closed form descriptions of the performance of clustered
systems, thus introducing insights on how the performance scales with
respect to the system parameters.
2.6.2 Forward Link
In [105], the achievable FL throughput of full frequency reuse multibeam
satellites that rely on linear (ZF and R− ZF) and non linear (DPC) pre-
coding methods is assessed by simulations. Therein, the Bessel functions
based, multibeam antenna pattern with variable beam overlap is consid-
ered. The performance is compared to conventional frequency reuse sce-
narios versus an increasing beam overlap, thus providing useful insights
for the design of the multibeam antenna pattern of future full frequency
reuse multibeam systems.
Towards the incorporation of linear precoding techniques in broad-
band multibeam SatComs, practical constraints imposed by the inherent
characteristics of the satellite channel need to be addressed, as presented
in [68]. Therein, the focus involves two fundamental constraints, namely
the rigid framing structure of SatCom standards and the cost efficient,
non flexible on-board payloads that prevent power sharing amongst the
beams.
The rigid framing structure of SatCom standards inspires the investi-
gation of PHY multicasting. In this context, the optimal multicast multi-
group precoders when a maximum limit is imposed on the transmitted
power of each antenna have been derived in [108]. Extending this, a con-
solidated solution for the weighted max–min fair multicast multigroup
beamforming under PACs has been presented in [109]. Therein, prac-
tical system design insights are given by examining the implications of
the PACs on multicast multigroup Distributed Antenna Systems (DASs),
modulation constrained systems and uniform linear array Uniform Lin-
ear Array (ULA) transmitters. Also, a robust to erroneous CSI multicast
multigroup design under PACs is proposed.
By acknowledging the connection of the multicast multigroup precod-
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ing with the frame based precoding problem, the application the max–min
fair solutions over an accurate SatCom scenario is presented in [110].
A natural extension of the fairness based solutions is given in [111],
where the focus is set on maximizing the total throughput of the multicast
multigroup system under PACs. To this end, the max sum rate (SR)
multigroup multicast problem under PACs is formulated and solved.
The application of the max SR multigroup multicast under PACs solu-
tion over a multibeam satellite operating in full frequency reuse configura-
tion is given in [112]. Towards further addressing the practical constraints
of multibeam SatComs, the max SR problem is extended to account for
Minimum Rate Constraints (MRCs). Moreover, a novel modulation aware
max SR optimization that considers the discretized throughput function
of the receive useful signal power is proposed. A heuristic optimization
algorithm is derived for the solution of this elaborate optimization prob-
lem. Finally, in order to glean the multiuser gains of the SatCom system,
a low complexity user scheduling algorithm that considers the multicast
multigroup nature of the system is envisaged.
Lastly, the optimal user allocation in a dual satellite scenario has been
considered in [113]. The novelty of the proposed work lies in the fact that
user selection and allocation, not only optimizes the ZF performance of
each system but also considers the interaction between the two transmit-
ters, i.e. the inter-satellite interference.
2.6.3 Publication outline
The following publications have appeared or are under in the review pro-
cess of international peer-reviewed
• Patents [140]
• journals [106], [105], [109], [112], [114],
• conferences [86], [107], [113], [68], [108], [111], [110], [115], [116],
[117], and
• book chapters [118,119].
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2.6.4 Publication List
Patents
• P.-D. Arapoglou, A. Ginesi, G. Taricco, D. Christopoulos, S. Chatzi-
notas, B. Ottersten, M.-A´. Vzquez, A.-I. Pe´rez-Neira, S. Andrenacci,
A. Vanelli-Coralli “Joint Transmitter Signal Processing in Multi-
Beam Satellite Systems,” in European Space Agency Patent: 641-
05628EP TE/BD, 2014
Journals
• D. Christopoulos, S. Chatzinotas, and B. Ottersten, “Weighted fair
multicast multigroup beamforming under per-antenna power con-
straints,” IEEE Trans. Signal Process., vol. 62, no. 19, pp. 5132–
5142, Oct. 2014.
• D. Christopoulos, S. Chatzinotas, and B. Ottersten, “Multicast Multi-
group Precoding and User Scheduling for Frame-Based Satellite
Communications,” IEEE Trans. Wireless Commun., vol. PP, no. 99,
pp. 1–1, 2015, DOI: 10.1109/TWC.2015.2424961.
• D. Christopoulos, S. Chatzinotas, G. Zheng, J. Grotz, and B. Ot-
tersten, “Linear and non-linear techniques for multibeam joint pro-
cessing in satellite communications,” EURASIP J. on Wirel. Com-
mun. and Networking 2012, 2012:162. [Online]. Available: http:
//jwcn.eurasipjournals.com/content/2012/1/162
• D. Christopoulos, J. Arnau, S. Chatzinotas, C. Mosquera, and B.-
Ottersten, “MMSE performance analysis of generalized multibeam
satellite channels,” IEEE Commun. Lett., vol. 17, no. 7, pp. 1332–
1335, 2013.
Conferences
• D. Christopoulos, S. Chatzinotas, M. Matthaiou, and B. Otter-
sten, “Capacity analysis of multibeam joint decoding over compos-
ite satellite channels,” in Proc. of 45th Asilomar Conf. on Signals,
Systems and Computers, Pacific Grove, CA, Nov. 2011, pp. 1795
–1799.
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Ottersten, “Performance of the multibeam satellite return link with
correlated rain attenuation,” IEEE trans. in Wirel. Commun., to
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Chapter 3
Capacity Limits of Multiuser
Detection
In the present chapter, the ergodic capacity bounds for the return link
of a multibeam satellite employing multiuser detection shall be analyti-
cally evaluated. Important insights gained by the closed form derivations
are used to propose possible ways for the incorporation of joint detection
methods in the next generation of multibeam satellite channels. In the
return link, channel reporting is relatively simpler when compared to the
forward link, since one less hop is necessary to acquire the channel state
at the transmitter side. Therefore, multiuser detection methods have the
potential of being incorporated in Mobile Satellite Services (MSS) sys-
tems. Consequently, the proposed analytical expressions are generalized
to include user mobility assumptions. Nonetheless, the results reported
hereafter, are applicable to any general satellite channel.
3.1 The Multibeam Return Channel Capacity
The present section investigates the ergodic capacity bounds for the RL
of a multibeam satellite where full frequency reuse is employed and user
signals are jointly processed at the GW.
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3.1.1 Composite Multibeam Channel
The proposed model incorporates correlated satellite antennas over Ri-
cian channels which represent some inherent characteristics of satellite
communications. Additionally, the effects of shadowing caused by user
mobility, are modeled via the classical lognormal distribution. Hence, a
composite Rician/lognormal fading channel with fully correlated receive
antennas is investigated. Novel, lower bounds on the ergodic capacity are
analytically deduced and verified through simulations. Channel matrix H
reads as
H = B⊙HRΞ1/2d . (3.1)
Note that the matrix B models the satellite antenna gain using the Bessel
approximation model presented in Sec. 2.4.1. Each user-receiver antenna
pair has a different gain due to the antenna radiation pattern, hence B
is multiplied element-wise (i.e. Hadamard product) with the small-scale,
fading matrix HR. The latter matrix consists of random i.i.d. nonzero
mean Gaussian elements and models the Rician fading component as fol-
lows [87]
HR =
√
Kr
Kr + 1
H¯R +
√
1
Kr + 1
H˜R, (3.2)
where Kr is the Rician factor, H¯R is a deterministic full rank matrix
modeling the LoS signal component and H˜R is a complex random matrix
representing the scattered components. The effects of antenna correla-
tion are considered using the Kronecker correlation model [40]. Hence, a
realization of H˜R is generated according to
H˜R = R
1/2
r HwR
1/2
t , (3.3)
where Hw ∼ CN(0, In). An inherent characteristic of SatCom is the
high correlation among the received signals. Hence, unit rank receive
correlation is assumed, such that R
1/2
r = In×n. On the other hand, the
effects of correlation can be ignored on the transmit side; this implies
that R
1/2
t = In. As a result, the Rayleigh component of the total channel
matrix is
H˜R = InHwIn = InHw. (3.4)
As far as the large-scale fading matrix Ξd is concerned, we first note
that its entries are modeled via the classical lognormal distribution [46].
In addition, due to the collocation of the on board antennas, possible
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obstructions affect equally all received signals. Thus, Ξd is a diagonal
matrix composed of random elements that represent shadowing due to
user mobility: The probability density function of the random fading
coefficients ξm reads as
p (ξm) =
1
ξm
√
2πσ2m
exp
(
− (ln ξm − µm)
2
2σ2m
)
, ξm ≥ 0. (3.5)
where µm and σm are the mean and standard deviation of the variable’s
natural logarithm, respectively.
An important observation that simplifies the theoretical analysis is
the transformation of (3.1) into a more tractable form. In particular, we
notice that the receive correlation imposes rank deficiency on the matrix
H˜R. According to (3.4), H˜R is a matrix with identical rows, as can be
easily verified. Likewise, H¯R has by assumption identical rows: Each
user has the same LoS component towards the receiver, since the distance
between satellite antennas is infinitesimal compared to the user-satellite
propagation path. The sum of unit-rank matrices with identical rows
leads to a total channel matrix HR with identical rows and thus unit
rank: rank (HR) = 1. The Hadamard product between two matrices
can be transformed into matrix product in the special case where the
latter is a unit rank matrix with identical rows. Then, the Hadamard
product between the initial matrices is equivalent to the product between
the first one and a diagonal matrix containing row elements of the unit-
rank matrix1. Taking this observation into consideration, (3.1) can be
transformed into
H = BHdΞ
1/2
d , (3.6)
where Hd is a diagonal matrix containing i.i.d. non-zero mean complex
circularly symmetric elements.
3.1.2 Ergodic Capacity Closed form Analysis
The considered system is a MU Single Input Multiple Output (SIMO)
MAC, hence capacity is calculated by the log-det formula (2.4). According
1In the channel derivations this property is used in more than one occasions [120].
It results from the assumption that channel coefficients between each user and every
receive antenna are identical.
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to [46, 121], a capacity lower bound for a symmetric n × n system reads
as
Cerg > n log2
(
1 + γ exp
(
1
n
E{ln
(
det
(
H†H
))
}
))
. (3.7)
Considering H as in (3.6) and by exploiting the symmetrical nature of the
system, (3.7) yields
Cerg > n log2
(
1 + γ exp (Ω1)
)
,where (3.8)
Ω1 =
1
n
(
E{ln
(
det
(
B ·B†
))
}+ E{ln (detΞd)}+ E{ln
(
det |Hd|2
)})
Since B is deterministic, the remaining non deterministic terms of (3.8)
need to be calculated. The expectation of the shadowing matrix is
E {ln (detΞd)} =
n∑
m=1
E {ln (ξm)} =
n∑
m=1
µm, (3.9)
where µm (dB) and σm (dB) have been defined in (3.5)
2. Finally, to
deduce an analytical expression for the term E{ln (det |Hd|2)}, the proce-
dure described hereafter is necessary. The diagonal matrix |Hd|2 is com-
posed of Rician elements, i.e. Hd = diag{h}, where h = [h1, h2 . . . hn].
Each element of vector h is given by hi =
√
Kr
Kr+1
h¯ii +
√
1
Kr+1
h˜ii, where
h¯ is complex deterministic and h˜ ∼ CN (0, 1), representing the LoS and
the Rayleigh components of the signal respectively. Let us consider the
following algebra
E {ln (det |Hd|2)} =
= E
{
ln
(
n∏
i=1
∣∣∣∣∣
√
Kr
Kr + 1
h¯ii +
√
1
Kr + 1
h˜ii
∣∣∣∣∣
2)}
=
n∑
i=1
E
{
ln
∣∣∣∣∣
√
Kr
Kr + 1
h¯ii +
√
1
Kr + 1
h˜ii
∣∣∣∣∣
2}
= −n ln (Kr + 1) +
n∑
i=1
E
{
ln
∣∣∣√Krh¯ii + h˜ii∣∣∣2
}
. (3.10)
2It should be noted here that this equality holds for large systems
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Hence, the last term of (3.10) needs to be deduced. From [87], the ele-
ments of |Hd|2 follow a non-central chi-squared (χ2) distribution and the
exact analytical calculation of this term will be discussed further on. Ac-
cording to [122,123], the expectation of the natural logarithm of a random
variable following the χ2 distribution can be calculated as follows:
E
{
ln
m∑
j=1
|Uj + wj |2
}
= gm
(
s2
)
, (3.11)
where U ∼ CN (0, 1), w is a deterministic complex number, 2m are the
degrees of freedom of the χ2 distribution (i.e. the number of squared nor-
mal random variables summed)3 and s2 is the distribution’s non-centrality
parameter, given by
s2 =
m∑
j=1
|wj |2. (3.12)
Function gm is defined as [123]
gm
(
s2
)
,


ln(s2)− Ei(−s2) +∑m−1j=1 (−1)j ·
·
[
e−s
2
(j − 1)!− (m−1)!
j(m−1−j)!
] (
1
s2
)j
, s2 > 0
ψ(m), s2 = 0.
(3.13)
where Ei(x) denotes the exponential integral function, and ψ(x) is Euler’s
digamma function.
An important variation of the present analytical contribution from [87]
lies on the number of squared normal random variables added to form one
element of the diagonal matrix. In [87], there are m channel coefficients
added and since each random complex number is the sum of two normal
random variables, each element of the diagonal channel matrix follows a
χ−squared distribution with 2m degrees of freedom. By examining (3.10)
and (3.11), m = 1 complex channel coefficients are added, thus |Hd|2
follows a χ2−distribution with two degrees of freedom, (i.e. |Hd|2 ∼
χ22(s
2) ). For m = 1 and with wi =
√
Krh¯ii and Ui = h˜ii, the last term
3Of particular interest is the case of even number of degrees of freedom since
not only it leads to closed form solutions but is also realistic. The squared norm of
complex random variables distributed as CN (0, 1) leads to an even number of total
squared normal variables.
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of (3.10) can be calculated using (3.11)4:
E{ln (det |Hd|2)} = −n ln (Kr + 1) +
n∑
i=1
g2
(
s2i
)
, (3.14)
where s2i = |wi|2 = Kr|h¯ii|2. Hence, the analytically deduced lower
bound for a symmetrical n × n multibeam joint processing system op-
erating in composite Rician/lognormal channel with correlated receive
antennas reads as
Cerg > n log2 (1 + γ exp (Ω)) ,where (3.15)
Ω2 =
1
n
(
ln
(
det
(
B ·B†
))
+
n∑
m=1
µm − n ln (Kr + 1) +
n∑
i=1
g2
(
s2i
))
.
Numerical Evaluation of the Closed Form Solution
Simulations were carried out to calculate the expectation of the channel
mutual information, that is the channel capacity, given by (2.4). The
results are visualized in Fig. 3.1, with respect to a large range of trans-
mit SNR. In the same figure, the analytically deduced lower bound is
compared to the theoretical capacity. Finally, the achievable capacity
of multibeam systems employing frequency reuse, over identical channel
assumptions, is also plotted for the case of a four color frequency reuse
scheme, in order to assist the quantification of the potential capacity gain.
The simulation parameters can be found in Tab. 3.1. In the same table,
the link budget of the assumed system has been calculated. The behavior
of the proposed bounds in the extreme cases of low and high SNR can
provide important insights. The performance is given versus increasing
transmit power over normalized receive noise, also referred to as transmit
SNR. For comparison, also the capacity of a conventional system em-
ploying a four color frequency reuse scheme is given. Amid the lack of
tightness in the low transmit SNR region, it is proven that the bound
converges for SNR values more than 30 dB. However, the link budget cal-
culations included in Tab. 6.1 show that a low SNR analysis is necessary
in order to provide tighter bounds in the area of practical interest (i.e. [-5
4It should be clarified that the summation is not included in the logarithm, hence
the use of a different summation index. Subsequently, the distribution still has two
degrees of freedom.
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Table 3.1: Mobile Satellite System Return Link Budget Parameters
Parameter Value
Orbit GEO
Frequency Band S (2.2 GHz)
User Link Bandwidth Bu 15 MHz
Mobile terminal RF power [-3 – 24.5] dBW
Receiver noise power N -133 dBW
Free Space Loss L 190 dB
Atmospheric Loss 0.5 dB
Polarization Loss 3 dB
Mobile Antenna Gain GT 3 dBi
Max satellite antenna gain GR 52 dBi
Fading Margin 3 dB
Transmit SNR [-5 – 25] dB
Beam Radius 350km
Area Radius 1000km
Number of Beams 7
Rician factor Kr 13 dB
Lognormal Shadowing µm, σm -2.62dB, 1.6dB
Monte Carlo (MC) Iterations 1000
– 20] dB). Furthermore, according to Fig. 3.1, the gain over a traditional
frequency reuse system is more than threefold at the high SNR region and
approximately twofold for lower SNR values. This result indicates that
potential operation in higher SNR regions, will increase the gain of MUD
techniques in a satellite communications network, especially at the point
where conventional techniques reach a saturation point due to inter-beam
interference (i.e. over 40 dB).
The behavior of the deduced formula was also examined for variable
Rician factors. The results are depicted in Fig. 3.2 for a specific SNR
value (i.e. 25 dB) versus a typical range of the Rician factor in a satellite
channel [124]. According to these results, the bound remains exact with
respect to the Rician factor and can thus be used for various satellite
scenarios.
3.2 MMSE Performance Analysis
3.2.1 MMSE Closed Form Analysis
The purpose of the present contribution is to extend the results of [86]
and [94] for the case of linear MMSE receivers, thus providing an analytic
framework that covers the generalized type of channels with full receive
correlation. The performance of linear multiuser detection (MUD) is eval-
uated via the achievable SINRk after MMSE detection at the kth user,
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Figure 3.1: Theoretical and analytical results versus a large range of trans-
mit power over normalized noise. The performance of a conventional four
color frequency reuse system is also shown.
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Figure 3.2: Theoretical and analytical results versus a typical range of the
Rician factor.
given by [125]
γmmse,k =
1[
(IK + γH†H)
−1
]
kk
− 1. (3.16)
Averaged over the users and all channel instances, the system spectral
efficiency, is given by [125]
Cmmse(γ) = EH
{
Immse
}
= EH
{
1
K
K∑
i=1
log2 (1 + γmmse,k)
}
, (3.17)
in bits/sec/Hz. By combining (3.16) and (3.17) and directly applying the
Jensen’s inequality the following stands
Cmmse ≥ EH
{
− log2
(
1
K
trace
((
IK + γH
†H
)−1))}
. (3.18)
Thus, in common practice, another measure, namely the instantaneous,
per user, minimum mean square error, is also adopted [40,95]
ǫ2 =
1
K
trace
((
IK + γH
†H
)−1)
. (3.19)
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It should be clarified, that the above metric provides a lower bound when
used to calculate the average system throughput, i.e. Cmmse ≥ log2(ǫ2),
simply deduced by applying Jensen’s inequality over the convex sum of
negative logarithm. The error’s covariance matrix Q is given by
Q =
(
I+ γHHH
)−1
. (3.20)
The presence of the inverse of a matrix sum in (3.18) hinders the
computation of ǫ2 when the eigenvalue distribution of H†H cannot be
computed analytically. To solve this problem, we propose to use the
approximation defined in the following lemma.
Lemma 3.1. The instantaneous per user MMSE of an uplink MU SIMO
system can be approximated by
ǫˆ2 =
(
1 + γ exp
(
1
K
ln det
(
H†H
)))−1
. (3.21)
Proof. In [95], an explicit relationship between the channel mutual in-
formation Ie = log2 det
(
I+ γH†H
)
in bits/sec/Hz and ǫ2 is derived by
differentiating with respect to the SNR. This result is easily extended for
vector channels yielding [40]
γ
∂
∂γ
Ie(γ) = K − trace
((
IK + γH
†H
)−1)
(3.22)
= K(1− ǫ2). (3.23)
Furthermore, with the use of Minkowski’s inequality, the following bound
on Ie has been derived in [121]
Ie ≥ Ilb = K log2
(
1 + γ det
((
H†H
)1/K))
. (3.24)
The above bound is known to be tight and becomes exact for large SNR
values. By differentiation with respect to γ we get the following:
γ
∂
∂γ
Ilb =
γK det
((
H†H
)1/K)
1 + γ det
(
(H†H)1/K
) (10)=⇒
ǫˆ2 =
(
1 + γ det
((
H†H
)1/K))−1
. (3.25)
Finally (3.25) can be rewritten as in (3.21). Q.E.D.
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Since the differentiation does not preserve the direction of the bound,
the characteristics of this approximation will be studied in more detail in
the following lemma.
Lemma 3.2. Let ǫˆ2 be the derived approximation of ǫ2, then ǫˆ2 and ǫ2 as
functions of γ, have a crossing point.
Proof : Denoting as λi the ordered eigenvalues of H
†H, let us define
the function D (γ)
·
= Ie(γ) − Ilb(γ), where Ie (γ) =
∑
i log (1 + γλi) and
Ilb (γ) = log
(
1 + γ
(∏
i λi
)1/K)
, with the following properties: 1) D(0) =
0. 2) For γo sufficiently large, but finite, we have that D(γo) = 0. From
properties 1 and 2, a straightforward application of Cauchy’s mean-value
theorem yields that there will be at least one point γ∗ ∈ (0, γo), with zero
derivative and subsequently a crossing point between the approximation
and the actual function.
Lemma 3.3. The average (over the channel realizations), per user MMSE,
EH
{
ǫˆ2
}
, can be bounded by
(
1 + γ exp
(
1
K
EH
{
ln det
(
H†H
)}))−1
(3.26)
Proof. Let us consider the function φ(x) = ((1 + exp (x)))−1 which is
convex for x < 0 and concave for x > 0. By applying Jensen’s inequality
over the two regions we get that
EH
{
ǫˆ2
}
=
{
≥ a, x ≤ 0
≤ a, x > 0 (3.27)
for a =
(
1 + γ exp
(
1
K
EH
{
ln det
(
H†H
)}))−1
and x = 1/K · ln det((H†H)) + ln γ. Q.E.D.
Lemma 3.4. The average per user MMSE approximation, for the compos-
ite multibeam satellite channel, is analytically described by
EH
{
ǫˆ2comp
}
= (3.28)(
1 + γ exp
(
1
K
log
(
detB2
)
+ µm + g2
(
s2
)− log (Kr + 1)
))−1
,
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where µm (dB) is the mean of the normal distribution, Kr the Rician
factor, the g2 function is given as g2(s
2) = log s2 + Ei(s
2) (as defined
in [86]), Ei is the exponential integral and s
2 = Kr is the non-centrality
parameter of the associated χ2-distribution.
Proof. The expectation of the logarithm of the determinant of the spe-
cific channel matrix has been derived in [86]. Direct application of these
calculations on (3.26) concludes the proof. Q.E.D.
Lemma 3.5. The average, per user MMSE approximation, for the rain
faded multibeam channel, is analytically described by
EH
{
ǫˆ2rain
}
=
(
1 + γ exp
(
1
K
ln
(
detB2
)
+ µl
))−1
, (3.29)
where µl the mean of the equivalent log-normal distribution.
Proof. Following the steps of the previous proofs, an analytical bound on
EH
{
ǫˆ2rain
}
will read as
(
1 + γ exp
(
1
K
EH
{
ln det
(
B2Ld
)}))−1
(3.30)
where ln det(B2Ld) = ln
(
detB2
)
+ln detLd since the matrices are square
and
E {ln (detLd)} =
K∑
i=1
E {ln li} = K · µlE {ln (detLd)} =
K∑
i=1
ln li = K · µl
The parameter µl is the mean of the related log-normal distribution given
by µl = exp(µm+ σ
2/2). As before, µm and σ are the mean and variance
of the associated normal distribution. Since B is a deterministic matrix,
from the above analysis, (3.29) is deduced. Q.E.D.
Realistic beam patterns from multibeam coverage over Europe are cho-
sen to provide accurate results for the system performance, as presented
in Sec. 2.4.2. In multibeam systems, multiple GWs -each only serving
a fraction of the total number of beams- are deployed due to limitations
in the feeder link bandwidth. In order to focus on a specific GW, only a
part of the total beam pattern (i.e. 7 beams) has been considered in the
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analysis as presented in Fig. 3.1. These beams correspond to the beams
served by a specific GW over which MUD will be performed in a dis-
tributed GWs scenario. Monte Carlo simulations have been performed to
calculate the exact performance over the random channel. The analytic
results derived in the present section provide deterministic approxima-
tions on the system performance with respect to γ and are compared to
the MC results to illustrate the tightness of the deduced formulas.
In Fig. 3.3, the simulated expectation of the MMSE given by (3.19)
over 1000 channel instances for the composite and the rain faded channels,
is presented with star markers. The results are based on the measured
antenna pattern of 2.4.2, normalized by the total number of beams and
for a rician factor Kr = 10dB. Also the lognormal parameters chosen
are µm = -2.63, σ=0.5. In the same figure, circle markers represent the
simulated expectation of the proposed approximation, given by (3.21).
The analytic formulas presented in (3.28) and (3.29), are plotted with
continuous lines. It is clear that the analytical expressions precisely fit the
expected values of the proposed approximation, thus providing a strong
analytic performance evaluation tool. In the same figure, the tightness
of the proposed approximation with respect to the actual performance,
as calculated by monte carlo simulations on (3.19), is also evident. Over
the entire SNR region, the maximum deviation from the actual MMSE
value is no more than 1.5dB for the composite fading case, while for the
rain fading, the deviation is less than 1dB. Especially for the SNR regions
around 12.5 dB and 2dB for the two cases respectively approximation
becomes almost exact. In practical systems, these regions are of main
interest. Consequently, the proposed expressions are very tight for systems
with finite users and conventional link budgets, in contrast to asymptotic
results based on large system dimensions or high SNR approaches.
3.3 System Design
3.3.1 Beam Overlap
A sensitivity analysis to deduce the optimal beam overlap in a throughput
maximizing sense is included in this section. The RL scenario follows the
parameters of Tab. 6.1. The goal of the simulations is twofold. Firstly,
it serves as a benchmark to measure the gain of the theoretical SIC given
by (2.4) and the more realistic MMSE method given by (2.5), over the
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Figure 3.3: MMSE versus increasing transmit power.
conventional four color frequency reuse schemes. Amid the theoretical
nature of (2.4) and (2.5), of practical interest is the relative performance
of these techniques rather than the absolute numbers of the achievable bit-
rate. Secondly, the effect of beam overlapping on the performance of the
system is investigated. Thus the achievable per user throughput is plotted
in Figures 3.4 and 3.5, for the three different receiver implementations,
as the percentage of beam overlap changes. The independent variable is
normalized over the nominal 3 dB beam size. For beam size less than
one, the satellite receives less than half of the maximum gain from each
user, hence gaps appear between beams in the coverage area. For more
than one, beams overlap and the satellite is receiving more useful as well as
interfering signal power. The metric utilized is average per user achievable
throughput, expressed in Mbps.
In Figure 3.5, mobile users are assumed on the cell edge. In this worst
case scenario, results indicate that multibeam joint decoding techniques
with SIC can theoretically achieve more than twofold gain over conven-
tional techniques. More realistic receiver implementation techniques with
linear MMSE filtering still achieve two times more throughput than the
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four color frequency reuse scheme. Additionally, system optimality is as
expected very close to the nominal value of the beam size. In the same
figure, we notice that for high beam separation (i.e., values of normal-
ized beam overlap less than 0.6) linear MMSE performs the same to the
SIC. This is justified by the fact that when beams do not overlap, in-
terference becomes negligible. Taking into account that a characteristic
of LMMSE is its optimality at the noise limited regime, the above obser-
vation is justifiable. Furthermore, when the SNR increases, interference
becomes important and linear MMSE techniques prove suboptimal com-
pared to SIC. However, they still manage to maintain a twofold gain over
the conventional systems. Finally, an important observation is that the
performance of conventional schemes quickly degrades as they are highly
affected by interference. Alternatively, the proposed schemes show higher
tolerance to interference, hence making them appropriate for a real sys-
tem implementation where practical restrictions prevent ideal multibeam
coverage areas.
According to Figure 3.4, when users are randomly allocated within
each beam, then the optimal solution is to incorporate highly directive
antennas that better serve users close to the beam center. Hence, opti-
mal throughput is achieved for 0.2 of the nominal beam size. As expected,
achievable throughput is higher, compared to the worst case scenario with
cell edge users. Again, more than twofold gain can be realized of conven-
tional schemes.
3.3.2 Conventional Payloads
In the present paragraph, a sub-optimal in terms of performance, sys-
tem design that utilizes exactly the same on board resources, is assumed.
From another perspective, interference mitigation techniques are applied
over conventional fractional frequency reuse payloads. The purpose is to
quantify the potential gains of MUD without necessitating an increase in
the payload complexity.
The proposed solution is based on clustering all the co-channel5 beams
and treating each cluster as a smaller full resource reuse system in which
multibeam MUD is employed. Since each cluster is served by one GW
in the case of multi-GW systems, the necessity of inter-GW cooperation
5by the term co-channel we will refer to beams sharing the shame orthogonal
dimension, i.e. identical spectrum segment and polarization.
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Figure 3.4: Average per user rate in the RL for uniformly distributed
users.
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Figure 3.5: Average per user rate in the RL for beam edge users.
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is also alleviated. Subsequently, the proposed system utilizes the same
resources, in terms of payload, feeder link bandwidth and GW intercon-
nection, as conventional systems.
Beam Clustering
Beam clustering is achieved by assuming beam gain matrices that contain
all the co-channel beams. Consequently, in the first proposed scenario
(Fig. 3.6), hereafter referred to as scenario 1, a conventional frequency
and polarization allocation pattern is assumed, where the user link band-
width is divided in two parts and each one is reused in two polarizations,
a Right Hand Circular and a Left Hand Circular Polarization (RHCP
and LHCP, respectively). Identical orthogonal dimensions (i.e. colors)
are allocated to spatially separated beams, as depicted in Fig. 3.6 and
they are handled by the same GW. In (scenario 2, depicted in Fig. 3.7)
the frequency allocation pattern is altered. All co-channel beams are
made adjacent thus increasing the aggregate received power at the receive
side. This scenario is inspired from cooperative terrestrial networks where
the interference has a beneficial effect on the system throughput perfor-
mance [26,27]. Subsequently, the composite multibeam satellite channel,
Figure 3.6: Beam clustering with conventional frequency and polarization
allocation(scenario 1 ).
firstly proposed in [86], is extended to model the uplink of the clustered
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Figure 3.7: Beam clustering with adjacent co-channel beams (scenario 2 ).
system. Herein we will refer to systems that employ MUD over clusters
of beams as clustered systems, to identify them from conventional single
user decoding systems or full resource reuse systems.
Capacity Analysis
In this section, existing results on the capacity of the multibeam composite
satellite channel, as achieved by full resource reuse and SIC at the receive
side, are briefly reviewed. To assist the investigation of the multibeam
composite Rician/lognormal fading channel, the analytical lower bound
that has been introduced in (3.7) will serve as a worst case upper bound.
Cerg =
Nc∑
i=1
E
{
log2 det
(
In + γH
†
iHi
)}
, (3.31)
where Hi is the channel matrix corresponding to each cluster and Nc is
the number of available orthogonal resources in frequency and polarization
(i.e. Nc = 4 in Figs 3.6, 3.7). Extending (3.15) for the clustered system
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case is straightforward
Cclus =
Nc∑
i=1
n log2
(
1 + γ exp
(
1
n
· ln
(
det
(
Bi ·B†i
))
+ µm − ln (Kr + 1) + g1 (Kr)
))
. (3.32)
The achievable spectral efficiency of conventional multibeam systems em-
ploying a frequency reuse scheme is given by
Cconv = (3.33)
E
{
N−1c
n∑
i=1
log2
(
1 +
|hii|2∑
j 6=i,j∈Ai
C
|hij |2 + (Nc · γ)−1
)}
,
where hij are the channel coefficients, γ has been defined in (2.4), A
i
C is
the set of co-channel beams to the i-th beam and Nc has been defined in
(3.31).
Performance Results
To the end of investigating the potential gains of multibeam joint decod-
ing under realistic and accurate assumptions, parameters from existing
S-band Geostationary (GEO) satellite systems are used in the simulation
model. In Tab. (6.1), the link budget of such a system is presented.
According to these values, the expressions for the achievable spectral ef-
ficiency presented in Section 3.1.2, are employed to calculate the total
achievable throughput of the return link. Monte Carlo simulations (1000
iterations) where carried out to evaluate the average spectral efficiency of
the random channels.
According to Fig. 3.8, the upper bound for the achievable through-
put is achieved by SIC and full resource (i.e. frequency and polarization)
reuse. As already proven in [86, 105], this capacity achieving decoding
strategy can provide more than twofold gain over conventional systems,
around the SNR region of operation and even higher gains in as the trans-
mit power increases. The performance of the less complex clustered sys-
tem is presented in the same figure. Results indicate that in the SNR
region of operation of current systems, i.e. [5–25]dB, a gain is achieved
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by the clustered system. However, it should be clarified that the com-
parison is made over equal physical layer resource utilization, while as a
technology, it requires minor modifications on existing satellite systems.
For larger values of received signal power (i.e. over 30dB), this gain be-
comes substantial. This originates from the logarithmic dependence of the
throughput of conventional systems with respect to γ (dB), due to the in-
crease of interference. Controversially, MUD techniques, exploiting the
added spatial degrees of freedom, exhibit linear increase of the through-
put with γ (dB), in the high SNR region, as depicted in Fig. 3.8. As far
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Figure 3.8: Achievable throughput of the proposed and the conventional
systems. The Full Resource Reuse (F.R.R.) curves are also included to
provide an upper bound on the performance
as the comparison between the possible frequency allocation is concerned
(as discussed in the previous paragraphs), the following observations from
Fig. 3.8 are made. For less than 25dB, the system proposed in Scenario
2 marginally outperforms the one proposed in Scenario 1. However, as
the received power grows larger, the two schemes perform almost equiva-
lently. Consequently, when comparing the two assumed scenarios, we can
conclude that little is gained by reallocating the co-channel beams, in the
low transmit power region. Although intuitively unexpected, since the
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increase of interference should significantly increase the performance of
joint decoding techniques according to [26,27], this result is in accordance
with the more realistic modeling approaches. As proven in [87], when all
interfering tiers are taken into account in the system model, as it is the
case in the present work, the increase of interference leads to a degradation
of the system performance. This is especially observed in the high SNR
region. Thus, the present results are explicitly justified. Consequently, if
the clustered MUD systems maintain the same levels of transmit power
as existing systems, then the beam reallocation should be considered to
offer approximately 2dB gain. Otherwise, if power is to be increased, then
the beam pattern should follow the conventional standards.
The results presented hitherto, were based on MC simulations. In
order to gain more insight on the implications of the system parame-
ters, analytical calculations firstly introduced in [86] are extended and
employed. Eq. (3.15) is used to lower bound the optimal capacity of the
full resource reuse system and (3.32) that of the clustered system. Re-
sults are presented in Fig. 3.9. As far as the full resource reuse system is
concerned, the bound proves exact in the high SNR region but becomes
loose in the region [5–25]dB. However, it never exceeds the theoretical
performance, thus it can be employed if worst case results need to be pro-
duced. Furthermore, an important insight provided by these formulas is
the high SNR slope of each system, evaluating the exact throughput for
higher values of γ. For example, the throughput of the optimal system
will behave exactly as
Ch-SNR = N log2 (γ) +
1
ln 2
(
ln
(
det
(
B ·B†
) )
+Nµm
−N · ( ln (Kr + 1) − g1 (Kr) )
)
. (3.34)
The above high SNR slope shows that the capacity grows linearly with
respect to γ (in dB) and the inclination of the slope is calibrated by the
number of users. Subsequently, the large number of the jointly decoded
users benefits the system. Also, the negative effect of the high line of sight
is also notable by taking into account that g1(Kr) = ln(Kr) − Ei(Kr) is
positive and increasing with Kr. The same observations are made for the
clustered MUD system, as presented in Fig. 3.9.
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Figure 3.9: Analytical lower bounds and high SNR asymptotes for the
proposed techniques. The Full Resource Reuse (F.R.R) curves are also
included to provide an upper bound on the performance
3.4 Summary
The capacity of a MU-SIMO channel has been analytically studied under
various realistic system parameters. This analysis has been associated
to a multibeam satellite communication system where multiple mobile
users are transmitting and the received signals at the multibeam satellite
antenna, are jointly decoded by an ideal hyper receiver. Indicative per user
throughput results are provided for realistic scenarios while comparison
with conventional frequency reuse schemes quantifies the potential gain
of the proposed techniques.
A new, accurate approximation for the MMSE of a MU SIMO chan-
nel that exhibits full receive correlation has been derived, under an an-
alytic framework that generalizes to various fading distributions. The
proposed analytic expressions provide accurate approximations of the ex-
pected value of the system MMSE, valid for finite system dimensions and
over a large SNR region.
Chapter 4
Multicast Multigroup Precoding
A multi-antenna transmitter that conveys independent sets of common
data to distinct groups of users is considered in the present chapter.
This model is known as physical layer multicasting to multiple co-channel
groups. In general, the term multicasting refers to transmitting a single
symbol to multiple users. The generalization of multicasting, namely
multigroup multicasting, allows multiple symbols each addressed to a
group of users. In the multicast multigroup context, the practical con-
straint of a maximum permitted power level radiated by each antenna is
tackled herein, in conjunction with the following fundamental optimiza-
tion problems.
Firstly, the per-antenna power constrained system is optimized in a
maximum fairness sense with respect to a set of predetermined quality of
service weights. The term fairness is related to the maximization of the
minimum SINR over the coverage area. In other words, the worst user in
terms of receive SINR is boosted. The more elaborate, weighted fairness
term is introduced to express the flexibility to serve each user (or group of
users in the multicast multigroup scenario) with a different service level.
This is achieved by maximizing the weighted SINR of each user. A de-
tailed solution to tackle this weighted max-min fair multicast multigroup
problem under PACs is therefore derived. The implications of the novel
constraints are investigated via prominent applications and paradigms.
Additionally, robust to imperfect CSI per-antenna constrained multicast
multigroup solutions are proposed. Finally, an extensive performance
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evaluation quantifies the gains of the proposed algorithm over existing
solutions and exhibits its accuracy over per-antenna power constrained
systems.
Secondly, the present chapter also presents a novel multicast multi-
group under PACs design that aims at maximizing the total achievable
sum rate. To this end, the available power resources are re-allocated to
well conditioned groups of users by the means of sub-gradient based power
allocation. A detailed solution to tackle the elaborate SR maximization
multicast multigroup problem under PACs is therefore derived. Numeri-
cal results are presented to quantify the gains of the proposed algorithm
over heuristic solutions. As in the fairness case, besides Rayleigh faded
channels, the solution is also applied to ULA transmitters operating in
the far field1, where LoS conditions are realized. In this setting, a sen-
sitivity analysis with respect to the angular separation of co-group users
is included. Finally, a simple scenario providing important intuitions for
the sum rate maximizing multicast multigroup solutions is elaborated.
4.1 Introduction
The spatial degrees of freedom offered by multiple antenna arrays are a
valuable resource towards efficiently reusing the available spectrum. Ad-
vanced transmit signal processing techniques are currently employed to
optimize the performance of the multi-antenna transmitters without com-
promising the complexity of single antenna receivers. These precoding (or
equivalently beamforming) techniques efficiently manage the co-channel
interference to achieve the targeted service requirements, herein referred
to as QoS targets. As a result, conventional frequency reuse schemes are
no longer necessary and the available spectrum is efficiently utilized to-
wards increasing the system throughput. As always, however, the benefits
of these advanced schemes come with a cost. The fundamental requisite
for the application of precoding is the accurate knowledge of the CSI at
the transmitter.
The optimal transmit beamforming in the minimum total transmit
power sense, assuming independent –over the users– data transmission
(hereafter referred to as unicasting), was initially derived in [57,58]. PACs
1In the far field of ULA transmitters, a Rician channel model manifestation is of
issue.
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were subsequently considered in [60]. The motivation for the PACs origi-
nates from the practical implementation of systems that rely on precoding.
The lack of flexibility in sharing energy resources amongst the antennas
of the transmitter is usually the case since a common practice in multi-
antenna systems is the use of individual amplifiers per antenna. Despite
the fact that flexible amplifiers could be incorporated in multi-antenna
transmitters, specific communication systems cannot afford this design.
Typical per antenna power limited systems can be found in multibeam
satellite communications [68], where flexible on board payloads are diffi-
cult to implement. The PACs are also relevant in cooperative multicell
systems (also known as distributed antenna systems, DAS), where the
physical co-location of the transmitting elements is not a requisite and
hence power sharing is infeasible2.
The momentum in the application of multiuser multiple input multiple
output (MIMO) antenna wireless communications substantiates the con-
sideration of inherent system level attributes. Thus, in several cases the
new generation of multi-antenna communication standards has to adapt
the physical layer design to the needs of the higher network layers. Ex-
amples of such cases include highly demanding applications (e.g. video
broadcasting) that stretch the throughout limits of multiuser broadband
systems. In this direction, physical layer (PHY) multicasting has the po-
tential to efficiently address the nature of traffic demand in future systems
and has become part of the new generation of communication standards.
Additionally, towards enhancing the PHY multicasting functionality, mul-
tiple multicast co-channel groups have been considered. In this multicast
multigroup scenario, the system design is proven to be quite challenging
and is connected with fundamental optimization problems [75–77]. An
in depth literature review of the SoA in multigroup multicasting will be
presented in the following sections.
Lastly, PHY multicasting can be employed when the goal is to op-
timize full frequency reuse multi-antenna transmitters without changing
the framing structure of communication standards. For instance, specific
PHY designs are optimized to cope with noise limited channels with long
propagation delays [19,19]. Also, the framing of multiple users per trans-
2For the sake of clarity, the difference between the proposed cooperative multicell
networks and the coordinated case of [81] is pointed out. In the latter case, each
base station (BS) transmits to a single multicast group. On the other hand, in a
cooperative multicast multicell system, all BSs jointly transmit to multicast groups.
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mission is emanated to guarantee scheduling efficiency when long forward
error correction codes are employed. Thus, beamforming techniques in
such systems cannot be based on the conventional precoding design that
assumes independent symbols, each addressed to a different single user,
and multicasting needs to be considered. This problem will be the focus
of the next chapter.
4.2 QoS and Fairness: Two related problems
In the multicast multigroup literature, two fundamental optimization cri-
teria have been considered until now, namely the sum power minimiza-
tion under specific QoS constraints and the maximization of the minimum
SNIR (Max-Min Fair ) under SPC.
The optimal downlink transmission strategy in the sense of minimizing
the total transmit power whilst guaranteing specific QoS targets at each
user, was given in [57, 58]. Therein, the tool of Semi-Definite Relaxation
(SDR) reduced the non-convex quadratically constrained quadratic prob-
lem (QCQP) into a relaxed semi-definite programming instance by chang-
ing the optimization variables and disregarding the rank-1 constraints over
the new variable. The solution of the relaxed problem was proven to be
optimal. The multiuser downlink beamforming problem in terms of max-
imizing the minimum SNIR, was optimally solved in [59]. The goal of the
later formulation is to increase the fairness of the system by boosting the
SNIR of the user that is further away from a targeted performance. Hence,
the problem is commonly referred to as max–min fair. In [59], this prob-
lem was solved using the principles of uplink/downlink duality. Therein,
the authors developed a strongly convergent iterative alternating opti-
mization algorithm for the equivalent uplink problem. In the same work,
the power minimization problem of [57] was also solved by acknowledging
its inherent connection with the max-min fair problem. Consequently, a
significantly less complex framework to solve the optimal max–min fair
beamforming problem was established.
Power Minimization under QoS Constraints
A fundamental consideration in [57, 58] is the unicast assumption, where
independent data are addressed to the multiple users. Under this assump-
tion, the SDR guarantees an optimal solution to the QCQP problem [57].
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In other words, the relaxation is always tight. Based on the principles of
SDR, the QoS problem in a physical layer multicasting scenario3 was tack-
led in [76]. One inherent difference over the prior consideration of trans-
mitting independent data to each user substantiated the new formulation.
Specifically, in the physical layer multicasting problem, common symbols
are addressed to all the users. This assumption renders the beamforming
problem NP-hard [76]. Hence, when the goal is to transmit common in-
formation to multiple users with different channels, the optimal solution
is not obtainable in polynomial time. In order to derive a low complex-
ity and accurate approximate solution4 to the multicast problem, SDR
was combined with Gaussian randomization in [76]. A detailed review of
this method can be found in [126]. Finally, the feasibility of the original
problem can be guaranteed by a simple rescaling of the random Gaussian
solutions, without affecting the beamforming directions [76].
The natural extension of the physical layer multicasting lies in assum-
ing multiple co-channel groups of users. In each group, each user receives
a stream of common data. However, independent symbols are addressed
to different groups and inter-group interference comes into play. A unified
framework for physical layer multicasting to multiple interfering groups,
where independent sets of common data are transmitted to multiple in-
terfering groups of users by the multiple antennas, was given in [75, 77].
This general problem was also shown to be NP-hard to solve, since it
includes multicasting as a special case [75]. Despite the existence of an
optimal solution for the independent data beamforming, via the SDR,
and the existence of a high accuracy approximation of the multicasting
case, via the Gaussian randomization, a general solution to the multi-
cast multigroup scenario is more complicated. The combination of SDR
and Gaussian randomization is only the first step. The difficulties arise
due to the coupling between the multicast groups. More specifically, the
issue of intergroup interference emerges due to the independent data be-
ing transmitted to different groups over the same channels. Hence, after
obtaining candidate solutions from the Gaussian randomization process,
the feasibility of the initial QCQP cannot be guaranteed by a simple re-
3The multi-antenna multicast problem was originally proposed in [74], where the
maximization of the average SINR over all users was the goal, without however guar-
anteeing some QoS at the user side.
4In SDR, accuracy refers to the ability of a rank-1 approximation to approach
the relaxed upper bound, that is the optimal value of the problem without any rank
constraints.
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scaling of the randomized precoding vectors, in contrast to the multicast
case. Rescaling the power of one precoder affects the co-channel groups,
since they are coupled by interference. To the end of solving the elaborate
multicast multigroup problem, an additional step following the Gaussian
randomization was proposed in [75]. This step consisted of a new lin-
ear programming optimization problem, namely the multicast multigroup
power control (MMPC) problem, that converted the candidate solutions
into feasible solutions of the original problem [75,77].
For the sake of completeness, in parallel to [77], the independent work
presented in [78] is also mentioned. Despite the use of the SDR method
combined with Gaussian randomization to solve the QoS multicast multi-
group problem, the authors of [78] rely on dirty paper coding (DPC) to
successively precancel intergroup interference. Thus the co-channel groups
are decoupled and the power allocation process is simplified at the expense
of high implementation complexity.
Fairness under SPC
The maximization of the minimum SINR received by any of the avail-
able users in the coverage area, subject to a SPC at the transmitter is
closely related to the previously described QoS problem. The goal of the
max–min formulation is to increase the fairness of the system by boosting
the SINR of the user that is further away from a targeted performance.
Initially, in [76] it was proven that a QoS problem with equal SINR con-
straints is equivalent to the max-min fair problem up to scaling. Towards
extending this, the maximum scaled fairness optimization was formulated,
proven NP-hard and accurately approximated, for a multicast multigroup
case in [75]. This weighted max–min formulation allowed for per user
SINR targets. In more detail, a bisection search method over the relaxed
power minimization problem provided candidate solutions to the initial
weighted fairness optimization of [75]. Then, an additional power alloca-
tion guaranteed the feasibility of the original problem. The complication
in the fairness scenario, however, was that the multicast multigroup power
control MMPC problem does not admit a linear program reformulation
and thus its solution is not trivial5. To overcome this, a one dimensional
bisection search was again performed, this time over the power control of
5It can however be reformulated as a geometric problem (GP) and solved efficiently
with interior point methods [75]. Either methods can be used alternatively.
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the QoS problem.
In optimization terminology, the fact that the SDR can provide a
global optimum for the original unicast problem shows that strong dual-
ity holds. In other words, a zero duality gap between the two problems
is observed. In this light, the authors of [80], tackled the multicast multi-
group problem under SPC, based on the framework of uplink-downlink
duality [59]. However, since in the multicast multigroup case one precoder
needs to apply for multiple users conventional duality is not straightfor-
ward. Thus, approximations were employed, leading to the low complexity
multicast-aware solutions of [80]. These solutions were shown to tradeoff
the low complexity with the inferior performance in terms of BER (i.e.
minimum SINR) compared to [75], under numerically exhibited conver-
gence.
Finally, a different approach was followed in [79], where an iterative
algorithm based on the convex approximation of the original non-convex
problem was proposed. This method was shown to perform equivalently
to [75] when the number of users per group is relatively small (e.g. 3
users per group) but exhibit superior performance as the number of users
per group grows. This improved performance is also given at a reduced
complexity cost.
In the context of coordinated multicast multicell systems, the solution
of a max–min fair problem with per base-station (BS) constraints and
equal SINR targets has been derived in [81]. In this scenario, a sum
power constraint is no longer applicable and the QoS problem is no longer
related to the max–min fair problem. Therefore, a solution of the new
optimization problem was given following the well established framework
of bisection over a modified related problem. Nevertheless, in each BS
a single group of receivers was assumed. Hence, a power constraint over
each precoder was imposed. Additionally, no optimization weights were
considered.
Amid the extensive literature on multicast multigroup beamforming,
a per antenna power constrained system has yet to be considered. There-
fore, a consolidated solution for the weighted max–min fair multicast
multigroup beamforming under PACs is hereafter presented.
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4.3 Per-antenna Constrained Fairness Optimization
Towards deriving the optimal multicast multigroup precoders when a max-
imum limit is imposed on the transmitted power of each antenna, a new
optimization problem with one constraint per transmit antenna needs to
be formulated. Amid the extensive literature on multicast multigroup
Figure 4.1: Multicast multigroup beamforming for a transmitter with Nt
antennas driven by individual amplifiers.
beamforming, the PACs have yet to be considered. Therefore, a con-
solidated solution for the weighted max–min fair multicast multigroup
beamforming under PACs is hereafter presented. The contributions of
this thesis adding to the literature on multicast precoding, are summa-
rized in the following points:
• The PAC weighted fair multicast multigroup problem is formulated
and solved.
• Practical system design insights are given by examining the impli-
cations of the PACs on multicast multigroup distributed antenna
systems (DAS), modulation constrained systems and uniform linear
array (ULA) transmitters.
• A robust to erroneous CSI, multicast multigroup design under PACs
is proposed.
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• The performance of all solutions is evaluated through extensive nu-
merical results under various system setups.
• The maxSR multicast multigroup problem under PACs is formu-
lated and solved for the first time.
4.3.1 Weighted Fair Optimization
The PAC weighted max-min fair problem is defined as
F : max
t, {wk}
G
k=1
t
subject to
1
γi
|w†khi|2∑G
l 6=k |w†lhi|2 + σ2i
≥ t,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
[
G∑
k=1
wkw
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
(4.1)
(4.2)
where wk ∈ CNt and t ∈ R+. The parameters of the above formulations
are in detail described in Ch. 2 and are avoided herein for shortness.
Different service levels between the users can be acknowledged in this
weighted formulation. Problem F receives as inputs the PACs vector
p = [P1, P2 . . . PNt ] and the target SNIRs vector g = [γ1, γ2, . . . γNu ]. Its
goal is to maximize the slack variable t while keeping all SNIRs above this
value. Thus, it constitutes a max-min problem that guarantees fairness
amongst users. Following the common in the literature notation for ease
of reference, the optimal objective value of F is denoted as t∗ = F(g,p)
and the associated optimal point as {wFk }Gk=1. Of particular interest is
the case where the co-group users share the same target i.e. γi = γk, ∀i ∈
Gk, k ∈ {1 . . . G}.
Remark 4.1. The difference of the present formulation with respect to the
weighted max-min fair problem with SPC presented in [75, 76] lies in the
Nt power constraints over each individual radiating element. Addition-
ally, this formulation differs from the coordinated multicell multicasting
Max-Min formulation of [81] since the constraint is imposed on the n-th
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diagonal element of the summation of the correlation matrices of all pre-
coders,i.e. 4.2, while weights on each users SNIR are also inserted, i.e.
4.1. On the contrary, in [81], the imposed per base station constraints are
translated to one power constraint per each precoder. Consequently, an
inherently different problem is formulated herein, with a different number
of constraints aiming to model the per-antenna limitations at the trans-
mitter. In [109], weights to differentiate the QoS targets between users
are also proposed. A special case of this for equal SNIR weights amongst
the users is presented in [108].
Per-antenna Power Minimization
The sum transmit power minimization problem under QoS constraints [57]
is related to the max–min problem [127] and this relation was generalized
for the multicast multigroup case in [75]. Hence by bisecting the solu-
tion of the QoS optimization, a solution to the weighted fairness problem
can be derived. Nevertheless, two fundamental differences between the
existing formulations and problem F complicate the solution. Firstly, the
power constraints are not necessarily met with equality. Secondly, the ab-
sence of a related, solvable problem prohibits the immediate application
of bisection. Thus a per antenna power minimization problem is proposed
as
Q : min
r, {wk}
G
k=1
r
subject to
|w†khi|2∑G
l 6=k |w†lhi|2 + σ2i
≥ γi,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
1
Pn
[
G∑
k=1
wkw
†
k
]
nn
≤ r,
∀n ∈ {1 . . . Nt},
(4.3)
(4.4)
with r ∈ R+. Problem Q receives as input SNIR constraints for all users,
defined before as g, as well as the per antenna power constraint vector
p of (4.2). Subsequently, the maximum power consumption out of all
antennas is minimized and this solution is denoted as r∗ = Q(g,p). The
generic difference of the present min-max formulation and the formula-
tion proposed in [81] lies in the per antenna constraint (4.4). Instead
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of constraining the power of each antenna, the authors of [81] impose a
constraint over each precoder that serves a common multicast group. In
the case tackled herein, the number of constraints is increased from one
to Nt, while each constraint is a function of all multigroup precoders as
the summation in (4.4) reveals. The following claim reveals the relation
between the described problems.
Claim 1 : Problems F and Q are related as follows
1 = Q (F (g,p) · g,p) (4.5)
t = F (g,Q (t · g,p) · p) (4.6)
Proof: The above claims will be proven by contradiction. Starting with
(4.5), let t∗ = F(g, p) denote the optimal value of F with associated
variable {wFk }Gk=1. Also, let rˆ = Q (t∗ · g, p) be the optimal value of Q
at the point {wQk }Gk=1. Then, assuming that rˆ > 1, the vectors {wFk }Gk=1
satisfy the feasibility criteria of Q and produce a lower optimal value thus
contradicting the optimality of {wQk }Gk=1 and opposing the hypothesis.
Alternatively, assuming that rˆ < 1 then the solutions {wQk }Gk=1 can be
scaled by the non-negative rˆ. The vectors {rˆ·wQk }Gk=1 are feasible solutions
to F which provide the same optimal objective value with however some
remaining power budget. Therefore, the power could be scaled up until at
least one of the PACs is satisfied with equality and a higher objective value
would be derived thus again contradicting the hypothesis. Consequently,
rˆ = 1. The same line of reasoning is followed to prove (4.6). Let r∗ = Q(t·
g, p) denote the optimal value of Q with associated solution {wQk }Gk=1.
Assuming that the optimal value of F under constraints scaled by the
solution ofQ is different, i.e. tˆ = F (g, Q (t · g, p) · p) with {wFk }Gk=1, the
following contradictions arise. In the case where tˆ < t, then the precoders
{wQk }Gk=1 are feasible solutions to F which lead to a higher minimum
SNIR, thus contradicting the optimality of tˆ. Alternatively, if tˆ > t then
the solution set {wFk }Gk=1 can be scaled by a positive constant c = t/tˆ < 1.
The new solution {cwFk }Gk=1 respects the feasibility conditions of Q and
provides a lower optimal value, i.e. c · r∗, thus again contradicting the
hypothesis. As a result, tˆ = t .
Semidefinite Relaxation
Problem Q belongs in the general class of non-convex QCQPs for which
the SDR technique is proven to be a powerful and computationally efficient
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approximation technique [126]. The relaxation is based on the observation
that |w†khi|2 = w†khih†iwk = Tr(w†khih†iwk) = Tr(wkw†khih†i ). With the
change of variables Xi = wiw
†
i , Q can be relaxed to Qr
Qr : min
r, {Xk}
G
k=1
r
subject to
Tr (QiXk)∑
l 6=k Tr (QiXl) + σ
2
i
≥ γi,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
1
Pn
[
G∑
k=1
Xk
]
nn
≤ r
∀n ∈ {1 . . . Nt},
and to Xk  0, ∀k ∈ {1 . . . G},
(4.7)
(4.8)
(4.9)
where Qi = hih
†
i , r ∈ R+, while the constraint rank(Xi) = 1 is dropped.
Now the relaxed Qr is convex, thus solvable to an arbitrary accuracy. This
This relaxation can be interpreted as a Lagrangian bi-dual of the original
problem [71]. The weighted max-min fair optimization is also relaxed as
Fr : max
t, {Xk}
G
k=1
t
subject to
1
γi
Tr (QiXk)∑
l 6=k Tr (QiXl) + σ
2
i
≥ t,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
[
G∑
k=1
Xk
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
and to Xk  0, ∀k ∈ {1 . . . G},
(4.10)
(4.11)
(4.12)
which, however, remains non-convex due to (4.10), as in detail explained in
[75]. However, this obstacle can be overcome by the following observation.
Claim 2: Problems Fr and Qr are related as follows
1 = Qr (Fr (g,p) · g,p) (4.13)
t = Fr (g,Qr (t · g,p) · p) (4.14)
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Proof: Follows the steps of the proof of Claim 1 and is therefore omitted.

Gaussian Randomization
Due to the NP-hardness of the multicast problem, the relaxed problems
do not necessarily yield unit rank matrices. Consequently, one can apply a
rank-1 approximation over X∗. Many types of rank-1 approximations are
possible depending on the nature of the original problem. The solution
with the highest provable accuracy for the multicast case is given by the
Gaussian randomization method [126]. In more detail, letX∗ be a positive
semidefinite solution of the relaxed problem. Then, a candidate solution
to the original problem can be generated as a Gaussian random variable
with zero mean and covariance equal to X∗, i.e. wˆ ∽ CN(0,X∗). After
generating a predetermined number of candidate solutions, the one that
yields the highest objective value of the original problem can be chosen.
The accuracy of this approximate solution is measured by the distance of
the approximate objective value and the optimal value of the relaxed prob-
lem and it increases with the predetermined number of randomizations.
Nonetheless, an intermediate problem dependent step between generating
a Gaussian instance with the statistics obtained from the relaxed solution
and creating a feasible candidate instance of the original problem still re-
mains, since the feasibility of the original problem is not yet guaranteed.
Feasibility Power Control
After generating a random instance of a Gaussian variable with statis-
tics defined by the relaxed problem, an additional step comes in play to
guarantee the feasibility of the original problem. In [76], a simple power
rescaling of the candidate solutions which follows the Gaussian random-
ization is sufficient to guarantee feasibility. Nevertheless, since in the
multigroup case an interference scenario is dealt with, a simple rescal-
ing does not guarantee feasibility. Therefore, an additional optimization
step is proposed in [75] to re-distribute the power amongst the candidate
precoders. To account for the inherently different PACs, a novel power
control problem with per antenna power constraints is proposed herein.
Given a set of Gaussian instances, {wˆk}Gk=1, the multicast multigroup Per
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Antenna power Control (MMPAC) problem reads as
SF : max
t, {pk}
G
k=1
t
subject to
1
γi
|wˆ†khi|2pk∑G
l 6=k |wˆlhi|2pl + σ2i
≥ t,
∀i ∈ Gk, k, l ∈ {1 . . . G}
and to
[
G∑
k=1
wˆkwˆ
†
kpk
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
(4.15)
(4.16)
with {pk}Gk=1 ∈ R+. Problem SF receives as input the PACs as well as the
SNIR targets and returns the maximum scaled worst SNIR t∗ = S(g,p)
and is also non-convex like F . The difference of this problem compared
to [75] lies in (4.16).
Remark 4.2. A very important observation is clear in the formulation
of the power control problem. The optimization variable p is of size G,
i.e. equal to the number of groups, while the power constraints are equal
to the number of antennas, Nt. In each constraint, all the optimization
variables contribute. This fact, can prohibit the total exploitation of the
available power at the transmitter in some scenarios. Once at least one of
the Nt constraints is satisfied with equality and remaining power budget,
then the rest can not be scaled up since this would lead to at least one
constraint exceeding the maximum permitted value.
Bisection
The solution of r∗ = Qr
(
L+U
2
g,p
)
is obtained by bisecting the interval
[L, U ] as defined by the minimum and maximum SNIR values. Since
t = (L+U)/2 represents the SNIR, it will always be positive or zero. Thus,
the bisection initiates with L = 0. Also, if the system was interference free
while all the users had the channel of the best user, then the maximum
worst SNIR would be attained, thus at the first iteration of bisection,
U = maxi{PtotQi/σi}. If r∗ < 1, then the lower bound of the interval
is updated with this value. Otherwise the value is assigned to the upper
bound of the interval. Bisection is iteratively performed until an the
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interval size is reduced to a pre-specified value ǫ. This value needs to
be dependent on the magnitude of L and U so that the accuracy of the
solution is maintained regardless of the region of operation. After a finite
number of iterations the optimal value of Fr is given as the resulting value
for which L and U become almost identical. This procedure provides an
accurate solution to the non-convex Fr. Following this, for each and
every solution {wˆk}Gk=1, the power of the precoders needs to be controlled.
Problem SF can be solved by bisecting its convex equivalent problem,
which reads as
SQ : min
r, {pk}
G
k=1
r
subject to
|wˆ†khi|2pk∑G
l 6=k |wˆ†l hi|2pl + σ2i
≥ γi,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
1
Pn
[
G∑
k=1
wˆkwˆ
†
kpk
]
nn
≤ r,
∀n ∈ {1 . . . Nt},
(4.17)
(4.18)
which is an instance of a linear programming (LP) problem.
Remark 4.3. For completeness, the possible reformulation of the non-
convex problem SF into the following geometric problem (GP) is consid-
ered, thus surpassing the need for bisection:
SFGP : min
t, {pk}
G
k=1
t−1
s. t.
G∑
l 6=k
|wˆlhi|2pl + σ2i ≤ t
−1
γi
|wˆ†khi|2pk,
∀i ∈ Gk, k, l ∈ {1 . . . G}
and to
[
G∑
k=1
wˆkwˆ
†
kpk
]
nn
≤ Pn,∀n ∈ {1 . . . Nt},
(4.19)
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4.3.2 Complexity
An important discussion involves the complexity of the employed tech-
niques to approximate a solution of the NP-hard, multicast multigroup
problem under PACs. Focusing on the proposed algorithm (cf. Alg. 1),
the main complexity burden originates from the solution of a SDP. The
present work relies on the CVX tool [71] which calls numerical solvers
such as SeDuMi to solve semi-definite programs. The complexity of the
SDR technique has been exhaustively discussed in [126] and the refer-
ences therein. To calculate the total worst case complexity of the solution
proposed in the present work, the following are considered.
Initially, a bisection search is performed over Qr to obtain the relaxed
solution. This bisection runs for Niter = ⌈log2 (U1 − L1) /ǫ1⌉ where ǫ1
is the desired accuracy of the search. Typically ǫ1 needs to be at least
three orders of magnitude below the magnitudes of U1, L1 for sufficient
accuracy. In each iteration of the bisection search, problem Qr is solved.
This SDP has G matrix variables of Nt×Nt dimensions and Nu+Nt lin-
ear constraints. The interior point methods employed to solve this SDP
require at most O(√GNt log(1/ǫ) iterations, where ǫ is the desired nu-
merical accuracy of the solver. Moreover, in each iteration not more than
O(G3N6t +GN3t +NuGN2t ) arithmetic operations will be performed. The
increase in complexity stems from increasing the number of constraints,
i.e. Nt + Nu constraints are considered instead of only Nu as in [75].
However, this increase is not significant, since the order of the polynomial
with respect to the number of transmit antennas is not increased. The
solver used also exploits the specific structure of matrices hence the actual
running time is reduced. Next, a fixed number of Gaussian random in-
stances with covariance given by the previous solution are generated. The
complexity burden of this step is given by the following considerations.
For each randomization, a second bisection search is performed this time
over the LP SQ. An ǫ−optimal solution of this problem can be gener-
ated with a worst case complexity of O(G3.5 log(1/ǫ)) [128] . The second
bisection runs for Niter = ⌈log2 (U2 − L2) /ǫ2⌉ iterations, which are sig-
nificantly reduced since the upper bound U2 is now the optimal value of
the relaxed problem. Moreover, the Gaussian randomization is executed
for a fixed number of iterations. The accuracy of the solution increases
with the number of randomizations [75, 76, 126]. Finally, the complexity
burden can be further reduced by the reformulation of the non-convex SF
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into the GP SFGP which is efficiently solved by successive approximations
of primal-dual interior point numerical methods [71]. Thus the need for
the second bisection can be surpassed.
Input: Nrand,p,g,Qi, σ
2
i ∀i ∈ {1 . . . G}
Output: {woptk }Gk=1, t∗opt of F
begin
Step 1: Solve topt = Fr (g,p) by bisecting Qr
(
L+U
2
g,p
)
, (see
Sec. 4.3.1). .
if rank(Xoptk ) = 1,∀ k ∈ {1 . . . G} then
{woptk }Gk=1 and t∗opt are given by λmax(Xopt).
else
Step 2: : Generate Nrand precoding vectors {wˆk}Gk=1, (see
Sec. 4.3.1 ). t∗(0) = 0;
for i = 1 . . . Nrand do
Step 3: Solve SF (g,p) by bisecting SQ (L+U
2
g,p
)
to
get a {wcank }Gk=1 with t∗(i).
if t∗(i) > t(i−1) then
t∗opt = t
∗
(i), {woptk }Gk=1 = {wcank }Gk=1
end
end
end
end
Algorithm 1: Weighted Fair multigroup multicasting under PACs.
4.4 Per-antenna Constrained Sum Rate Maximiza-
tion
In a multicast scenario, the performance of all the receivers listening to the
same multicast is dictated by the worst rate in the group. A multigroup
multicasting scenario, however, entails the flexibility to maximize the to-
tal system rate by providing different service levels amongst groups. The
multicast multigroup max SR optimization aims at increasing the mini-
mum SINR within each group while in parallel maximizing the sum of the
rates of all groups. Intuitively, this can be accomplished by reducing the
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SINR of users with better conditions than the worst user of their group.
Also, groups that contain compromised users might need to be turned off
and their users driven to service unavailability to save power resources
and degrees of freedom. Subsequently, power is not consumed for the
mitigation of poor channel conditions. Any remaining power budget is
then reallocated to well conditioned and balanced in terms of performance
groups.
4.4.1 Sum Rate Maximization
This section focuses on the per-antenna power constrained max SR prob-
lem, formally defined as
SR : max
{wk}
G
k=1
Nu∑
i=1
log2 (1 + γi)
subject to: γi = min
m∈Gk
|w†khm|2∑Nt
l 6=k |w†lhm|2 + σ2m
,
∀i ∈ Gk, k, l ∈ {1 . . . Nt},
and to:
[
Nt∑
k=1
wkw
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt}.
(4.20)
(4.21)
Problem SR receives as input the per-antenna power constraint vector
pant = [P1, P2 . . . PNt ]. Following the common in the literature notation
for ease of reference, the optimal objective value of SR will be denoted
as c∗ = SR(pant) and the associated optimal point as {wSRk }Ntk=1. The
novelty of the SR lies in the PACs, i.e. (4.21) instead of the conventional
SPC proposed in [129]. To the end of solving this problem, a heuristic
algorithm is proposed. By utilizing the results of Sec. 4.3, the new al-
gorithm calculates the per-antenna power constrained precoders. More
specifically, instead of solving the QoS sum power minimization problem
of [75], the proposed algorithm calculates the PAC precoding vectors by
solving the per-antenna power minimization problem Q.
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Power Allocation
The SR maximization problem is considerably complicated, since there is
no clear way to reformulate it into a convex problem. However, its solution
follows some intuitive structure [61]. In the present work, towards solving
this elaborate problem, the decoupling of the beamforming directions and
the power allocation is employed. The general concept of such approaches
has been introduced in Sec. 2.3.1.
To proceed with the power reallocation step, let us rewrite the precod-
ing vectors calculated from Q as {wQk }Gk=1 = {
√
pkvk}Gk=1 with ||vk||22 = 1
and p = [p1 . . . pk]. By this normalization, the beamforming problem can
be decoupled into two problems. The calculation of the beamforming di-
rections, i.e. the normalized {vk}Gk=1, and the power allocation over the
existing groups, i.e. the calculation of pk. Since the exact solution of SR
is not straightforwardly obtained, this decoupling allows for the two step
optimization. Under general unicasting assumptions, the SR maximizing
power allocation with fixed beamforming directions is a convex optimiza-
tion problem [130]. Nonetheless, when multigroup multicasting is con-
sidered, the cost function CSR =
∑G
k=1 log (1 + mini∈Gk {SINRi}) . is no
longer differentiable due to the mini∈Gk operation and one has to adhere to
sub-gradient solutions [129]. What is more, as in detail explained in [129],
the cost function needs to be continuously differentiable, strictly increas-
ing, with a log-convex inverse function. Although this is not the case for
SR, such assumptions can be adopted by performing the optimization
over the logarithmic power vector, defined as s = {sk}Gk=1 = {log pk}Gk=1.
These lead to a suboptimal heuristic solution of an involved problem with-
out known optimal solution. However, the heuristic solutions attain a
good performance, as shown in [129, 130] and in the following. Conse-
quently, in the present contribution, the power loading is achieved via the
sub-gradient method [130], under specific modifications over [129] that are
hereafter described.
The proposed algorithm, presented in Alg. 2, is an iterative two step
algorithm. In each step of the process, the QoS targets g are calculated
as the minimum target per group of the previous iteration, i.e. γi =
mini∈Gk {SINRi} ,∀i ∈ Gk, k ∈ {1 . . . G}. Therefore, the new precoders
require equal or less power to achieve the same system sum rate. Any
remaining power is then redistributed amongst the groups to the end of
maximizing the total system throughput, via the sub-gradient method
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[130].
Sub-gradient Optimization
Focusing of the sub-gradient optimization method, let us denote s =
{sk}Gk=1 = {log pk}Gk=1, as the logarithmic power vector. Then, the sub-
gradient search method reads as
s(t+ 1) =
∏
P
[s(t)− δ(t) · r(t)] , (4.22)
where
∏
P
[x] denotes the projection operation of point x ∈ RG onto the
set P. The parameters δ(t) and r(t) are the step of the search and the sub-
gradient of the SR cost function at the point s(t), respectively. The pro-
jection operation, i.e.
∏
P
[·], constrains each iteration of the sub-gradient
to the feasibility set of the SR problem. The analytic calculation of r(t)
is given in [129, 130] and is omitted herein for brevity. Also, δ(t) needs
to carefully selected according to the specific problem. Herein, the choice
is based on [129] and refined by simulations. It should also be noted,
that delta needs to be non-zero for a new power allocation scheme to be
calculated in each iteration, based on the sub-gradient directions.
Projection
In order to account for the more complicated PACs the projection over a
per-antenna power constrained set is herein considered. The set of PACs
is defined as
P =
{
p ∈ R+Nt |
[
Nt∑
k=1
pkvkv
†
k
]
nn
≤ Pn
}
, (4.23)
where the element of the power vector p = exp(s) with p, s ∈ RG, repre-
sent the power allocated to the corresponding group. It should be stressed
that this power is inherently different than the power transmitted by each
antenna pant ∈ R+Nt . The connection between pant and p is given by
the normalized beamforming vectors as easily observed in (4.23). Differ-
ent from the sum power constrained solutions of [129], the per-antenna
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constrained projection problem is given by
P :min
p
||p− x||22
subject to :
[
Nt∑
k=1
pkvkv
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
(4.24)
where p ∈ RNt and x = exp (s(t)). Problem P is a quadratic problem
(QP) [71] and can thus be solved to arbitrary accuracy using standard
numerical methods.6 Subsequently, the solution of (4.22) is given as s(l+
1) = log (p∗), where p∗ = P (pant,x) is the optimal point of convex
problem P . To summarize the solution process, the per-antenna power
constrained sum rate maximizing algorithm is presented in Alg. 2.
4.4.2 Complexity & Convergence Analysis
An important discussion involves the complexity of the proposed algo-
rithm. The complexity of the techniques employed to approximate a solu-
tion of the highly complex, NP-hard multicast multigroup problem under
PACs is presented in Sec. 4.3.1. Therein, the computational burden for
an accurate approximate solution of the per-antenna power minimization
problem Q has been calculated.
Focusing on the max SR algorithm, the main complexity burden orig-
inates from the solution of a SDP. The remaining three steps of Alg. 2
involve a closed form sub-gradient calculation as given in [130] and the
projection operation, which is a real valued least square problem under
Nt quadratic inequality PACs. Consequently, the asymptotic complexity
of the derived algorithm is polynomial, dominated by the complexity of
the QoS multicast multigroup problem under PACs.
The convergence of Alg. 1 is guaranteed given that the chosen step
size satisfies the conditions given in [129,130], that is the diminishing step
size. Herein, δ(l + 1) = δ(l)/2.
6Analytical methods to solve problem P are beyond the scope of the present work.
For more information, the reader is referred to [71].
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Input: (see Tab.4.1) {w(0)k }Ntk=1 =
√
Ptot/(N2t ) · 1Nt , pant.
Output: {wSRk }Ntk=1
begin
j = 0
while SR does not converge do
j = j + 1;
Step 1: Solve r∗ = Q(g(j),pant) to calculate {w(j)k }Ntk=1.
The input SINR targets g(j) are given by the minimum
SINR per group, i.e.
γi = mini∈Gk {SINRi} ,∀i ∈ Gk, k ∈ {1 . . . Nt}.
Step 2: Initialize the sub-gradient search algorithm as:
p(j) = {pk}Ntk=1 = {||w(j)k ||22}Ntk=1,
s(j) = {sk}Ntk=1 = {log pk}Ntk=1, {v(j)k }Ntk=1 = {w(j)k /
√
p
(j)
k }Ntk=1.
Step 3: Calculate tmax iterations of the sub-gradient power
control algorithm, starting from s(0) = s(j) :
for t = 0 . . . tmax − 1 do
s(t+ 1) =
∏
P
[s(t)− δ(t) · r(t)]
end
s(j+1) = s(tmax − 1),
Step 4: Calculate the current throughput: c∗ = SR (pant)
with {wSRk }Ntk=1 = {w(j+1)k }Ntk=1 = {v(j)k exp(s(j+1)k )}Ntk=1
end
end
Algorithm 2: Sum-rate maximizing multigroup multicasting under
per-antenna power constraints.
Table 4.1: Input Parameters of the Sum-rate maximizing Algorithm
Parameter Symbol Value
Sub-gradient Iterations lmax 1
Sub-gradient step δ 0.4
Gaussian Randomizations Nrand 100
Total Power at the Tx Ptot [−20 : 20] dBW
Per-antenna constraints pant Ptot/Nt
User Noise variance σ2i 1, ∀i ∈ {1 . . . Nu}
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4.5 Performance Evaluation
In the present section, numerical results are presented to quantify the per-
formance gains of the proposed SR maximization problem under various
channel assumptions. Towards quantifying the gains of the proposed solu-
tion, the existing SPC solutions are re-scaled to respect the PACs, if and
only if a constraint is over satisfied. Re-scaling is achieved by multiplying
each row of the precoding matrix with the square root of the inverse level
of power over satisfaction of the corresponding antenna, i.e.
α =
√
max
n
{pant}/
[
WW†
]
nn
(4.25)
4.5.1 Multigroup Multicasting over Rayleigh Channels
Fairness optimization
The performance of multigroup multicasting under PACs is examined for
a system with Nt = 5 transmit antennas, G = 2 groups and Nu = 4 users.
Rayleigh fading is considered, thus the channels are generated as Gaussian
complex variable instances with unit variance and zero mean. For every
channel instance, the approximate solutions of the max-min fair SPC and
the proposed PAC problems are evaluated using Nrand = 100 Gaussian
randomizations [75]. The results are averaged over one hundred channel
realizations, while the noise variance is normalized to one for all receivers
and all SINR targets are assumed equal to one. The achievable minimum
rate is plotted for the SPC and the PAC optimization in Fig. 4.2 with
respect to the total transmit power in dBWs. These results are a system
with Nu = 4 users, Nt = 5 antennas, L = 2 groups and ρ = 2 users per
group. For a fair comparison, the total power constraint Ptot [Watts] is
equally distributed amongst the transmit antennas when PACs are con-
sidered, hence each antenna can radiate at most Ptot/Nt [Watts]. The
accuracy of the approximate solutions for both problems, given by com-
paring the actual solution to the relaxed upper bound [75], is clear across a
wide range of SNR. Nevertheless, the accuracy due to the PACs is slightly
reduced. This accuracy degradation is intuitively justified. A Gaussian
randomization instance is less likely to approach the optimal point when
the number of constraints is increased while the same number of Gaus-
sian randomizations are performed (Nrand = 100). Towards exhibiting
the gains of the proposed solution, the performance of the SPC solution
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Figure 4.2: Minimum user rate with multicast multigroup beamforming
under SPC and PAC, for Rayleigh channels.
re-scaled to respect the PACs is also included in Fig. 4.2, where it is clear
that more than 1 dB of gain can be obtained by the proposed method
over the suboptimal re-scaling approach.
A significant issue for the SDR techniques in multicast applications
is the tightness of the approximate solution versus an increasing number
of receivers per multicast. In the extreme case of one user per group
(i.e. unicasting), it was proven in [57] that the relaxation provides an
optimal solution. Thus the solution is no longer approximate but exact.
However, the increasing number of users per group degrades the solution,
as depicted in Fig. 4.3 for both problems, for Ptot = 10 dBW. It is
especially noticed that the PAC system suffers more than the SPC of [75]
as the number of users per multicast group increases. An attempt to
solve this inaccuracy, but only under a sum power constraint, is presented
in [79].
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Figure 4.3: Minimum SINR under SPC and PAC versus an increasing
ratio of users per group ρ = Nu/G, for Rayleigh channels.
Sum Rate Maximization
The performance of SR in terms of SR is compared to the performance
of the solutions of [129] in a per-antenna constrained transmitter oper-
ating over Rayleigh channels in this paragraph. A system with Nt = 4
transmit antennas and Nu = 8 users uniformly allocated to G = 4 groups
is assumed, while the channels are generated as Gaussian complex vari-
able instances with unit variance and zero mean. For every channel in-
stance, the solutions of the SPC [129] and the proposed PAC max SR
are evaluated and compared to the weighted fair solutions of the previ-
ous section. The exact input parameters employed for the algorithmic
solution are presented in Tab. 4.1. For fair comparison, the total power
constraint Ptot [Watts] is equally distributed amongst the transmit anten-
nas when PACs are considered, hence each antenna can radiate at most
Ptot/Nt [Watts]. The results are averaged over one hundred channel re-
alizations, while the noise variance is normalized to one for all receivers.
The achievable SR is plotted in Fig. 4.4 with respect to the total transmit
power Ptot in dBW. Clearly, in a practical PAC scenario, the proposed
optimization problem outperforms existing solutions over the whole SNR
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range. More significantly, the gains of the derived solution are more ap-
parent in the high power region. In the low power noise limited region,
interference is not an issue and the fair solutions perform close to the
throughput maximizing solution. On the contrary, in the high power
regime, the interference limited fairness solutions saturate in terms of SR
performance. For Ptot = 20 dBW, the max SR solutions attain gains of
more than 30% in terms of SR over the fair approaches. Interestingly,
for the same available transmit power, the PAC optimization proposed
herein, attains 20% gains over re-scaled to respect the per-antenna con-
straints maxSR solutions. Finally, it clearly noted in Fig. 4.4 that the
reported gains increase with respect to the transmit power.
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Figure 4.4: Sum rate under SPC and PACs, versus increasing total power
Ptot [dBW], for Rayleigh channels.
A significant issue for the multicast applications is the scaling of the
solution versus an increasing number of receivers per multicast. The in-
creasing number of users per group degrades the performance for the
weighted fair problems, as also shown in the previous section. For the
case tackled herein, the maxSR solutions are compared to the fairness
solutions as depicted in Fig. 4.5 with respect to an increasing ratio of
users per group ρ = Nu/G. According to these curves, the SR solution is
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exhibiting a higher resilience to the increasing number of users per group,
compared to the fair solutions. The re-scaled solutions remain suboptimal
in terms of sum rate when compared to proposed solution for any user
per group ratio.
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Figure 4.5: Sum rate under SPC and PAC versus an increasing ratio of
users per group ρ = Nu/G, for Rayleigh channels.
4.5.2 Distributed Antenna Systems
The main difference between the SPC and the PAC optimization prob-
lems is the utilization of the available on board power in each system
architecture. In [75], the sum power constraint is always satisfied with
equality, since any remaining power budget can be equally distributed
to the precoding vectors and the solution is further maximized. On the
contrary, the PAC system includes Nt constraints which are coupled via
the precoders. According to the relation between F and Q, i.e. (4.5), the
ratio of transmitted power over the power constraint (i.e. r) is one. Since
this ratio applies for at least one of the Nt power constraints, if one is met
with equality and the remaining Nt − 1 are not, then no more power can
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be allocated to the precoders. Let us assume a channel matrix with one
compromised transmit antenna, i.e. H =

2.94∠41◦ 11∠−25◦ 4.4∠50◦ 6.6∠−4◦
13.2∠−150◦ 4.8∠14◦ 15.2∠−7◦ 4.8∠−37◦
12∠−155◦ 1.5∠163◦ 13.5∠−105◦ 3.9∠−46◦
0.02∠−53◦ 0.03∠−66◦ 0.03∠120◦ 0.03∠−129◦
5.66∠137◦ 9.2∠49◦ 13∠−175◦ 2.45∠126◦


T
,
where 4 users, divided into 2 groups, are served by 5 antennas. One of the
antennas (the 4-th antenna) has severely degraded gains towards all users.
This practical case can appear in a DAS where the physical separation of
the transmit antennas not only imposes per antenna constraints but can
justify highly unbalanced channel conditions around the environment of
the antennas. The power utilization of the solution of the optimization for
each of the two problems is defined as the total transmitted power over
the total available power Ptot, that is Pu =
(∑G
k=1wk
†wk
)
/Ptot, and is
plotted versus an increasing power budget in Fig. 4.6. It is clear that
in the low power regime the available power is not fully utilized. As the
available power increases, however, the power consumption of the PAC
increases. This result is in accordance with the optimality of equal power
allocation in the high power regime and renders the PAC formulation
relevant for power limited systems. Further insights for this PAC system
are given in Fig. 4.7, where the power utilization of each antenna is
shown, for different total power budgets. Interpreting these results, it
can be concluded that the PAC problem is highly relevant for power-over-
noise limited systems. Otherwise, in the high power regime, the solution
of the SPC problem with less constraints could be also used as an accurate
approximation.
4.5.3 Sensitivity to angular separation: Uniform Linear
Arrays
Fairness
To the end of investigating the sensitivity of the proposed algorithm with
respect to the angular separation of co-group users, a uniform linear array
(ULA) transmitter is considered. Assuming far-field, line-of-sight condi-
tions, the user channels can be modeled using Vandermonde matrices. For
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Figure 4.6: Total power consumption of a PAC system versus available
power.
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Figure 4.7: Per-antenna consumption in a PAC system.
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this important special case, the SPC multicast multigroup problem was
reformulated into a convex optimization problem and solved in [131,132].
These results where motivated by the observation that in ULA scenar-
ios, the relaxation consistently yields rank one solutions. Thus, for such
cases, the SDR is essentially optimal [76]. The fact that the SDR of the
sum power minimization problem is tight for Vandermonde channels was
established in [132]. Let us consider a ULA serving 4 users allocated to
2 distinct groups. In Fig. 4.8, its radiation pattern for co-group angular
separation θa = 35
◦ is plotted. The symmetricity due to the inherent
ambiguity of the ULA is apparent. Clearly, the multicast multigroup
beamforming optimizes the lobes to reduce interference between the two
groups. The SPC solution, re-scaled to respect the PACs are also included
in Fig. 4.8. The superiority of the proposed solution is apparent.
  5
  10
  15
  20
  25
30
210
60
240
90
270
120
300
150
330
180 0
 
 
θα
PAC for G2
rescaled SPC for G1
PAC for G2
rescaled SPC for G2
Figure 4.8: ULA beampattern for PAC and re-scaled SPC solutions.
The performance of the solution in terms of minimum user rate over
the area with respect to an increasing angular separation, is investigated
in Fig. 4.9. When co-group users are collocated, i.e. θa = 0
◦, the highest
performance is attained. As the separation increases, the performance
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is reduced reaching the minimum when users from different groups are
placed in the same position, i.e. θa = 45
◦. In Fig. 4.9, the tightness
of the relaxation for the SPC problem [132] is clear. However, the same
does not apply for the proposed PAC. As co-group channels tend to
become orthogonal, the approximation becomes less tight. Nevertheless,
Nrand = 200 randomizations are sufficient to maintain the solution above
the re-scaled SPC, as shown in Fig. 4.9. Consequently, the proposed
solution outperforms a re-scaled to respect the per-antenna constraints,
SPC solution, over the span of the angular separations.
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Figure 4.9: ULA performance for increasing co-group user angular sepa-
ration.
Remark 4.4. The semidefinite relaxation of the per-antenna power min-
imization problem in ULA transmitters is not always tight. For every
optimum high rank set of matrices {Xoptk }Gk=1, there exists a set of rank
one positive semidefinite matrices {X¯optk }Gk=1, i.e. rank(X¯optk ) = 1, ∀k ∈
{1 . . . G}, which is equivalent with respect to the power received at each
user, i.e Tr(Xoptk Qi) = Tr(X¯
opt
k Qi),∀i ∈ Gk, k, l ∈ {1 . . . G}. This result
is based on the Riesz-Fe´jer theorem on real valued complex trigonomet-
ric polynomials [132]. Therefore, the Vandermonde channels impose a
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specific structure to the SPC solution that allows for a convex reformula-
tion. The difference in the case tackled herein lies in the Nt PACs, i.e.[∑G
k=1Xk
]
nn
≤ Pn, ∀n ∈ {1 . . . Nt}, in which the channel structure is not
involved. Thus, a rank-1 matrix is equivalent in terms of per user received
power [132] but not necessarily in terms of per-antenna consumed power,
as shown herein.
Sum Rate
Assuming far-field, line-of-sight conditions, the user channels can be mod-
eled using Vandermonde matrices. Let us consider a ULA with Nt = 4
antennas, serving 4 users allocated to 2 distinct groups. The co-group
angular separation is θ1 = 5
◦ and θ2 = 45
◦ for G1 and G2 respectively. In
Fig. 4.10, the user positions and the optimized radiation pattern for this
is transmitter plotted. The symmetry due to the inherent ambiguity of
the ULA is apparent. Clearly, the fair beamforming design optimizes the
lobes to provide equal service levels to all users. The three upper users
(close to the 90◦ angle) receive higher power but also receive adjacent
group interference. The fourth user, despite being in a more favorable
in terms of interference position, is not allocated much power since its
performance is constrained by the performance of the almost orthogonal,
compromised user. Remembering that the noise level is equal to one and
that the beam pattern is plotted in linear scale, all users achieve a SINR
equal to 0.6, thus leading to a total SR of 1.2 [bps/Hz]. On the contrary,
the max SR optimization, shuts down the compromised group (i.e. G2)
and allocates the saved power to the well conditioned users of G1. This
way, the system is interference free and each active user attains a higher
service level. The achievable SNR is equal to 4 assuming normalized noise,
(but only for the two active user of G1) and leads to a SR of more than 4.6
[bps/Hz]. Consequently, the proposed solution attains a 33% of increase
in sum rate for the specific scenario, at the expense of sacrificing service
availability to the ill conditioned users. In Fig. 4.11, the performance
in terms of the SR optimization is investigated versus an increasing an-
gular separation. When co-group users are collocated, i.e. θ = 0◦, the
highest performance is attained. As the separation increases, the perfor-
mance is reduced reaching the minimum when users from different groups
are placed in the same position, i.e. θ = 45◦. The proposed solution
outperforms a re-scaled to respect the per-antenna constraints, SPC solu-
4.5. Performance Evaluation 119
  1
  2
  3
  4
  5
30
210
60
240
90
270
120
300
150
330
180 0
 
 
Max SR – G1
Max SR – G2
Fair – G1
Fair – G2
Users in G1
Users in G2
Figure 4.10: User positions and optimized antenna radiation pattern of
ULA transmitter, under for max SR and fairness solutions.
tion, over the span of the angular separations. Also, the max SR solution
performs equivalently to the fair solution under good channel conditions.
However, when the angular separation of co-group users increases, the
SR optimization exploits the deteriorating channel conditions and gleans
gains of more than 25% over all other solutions.
4.5.4 Robustness to Imperfect Channel Information
In a practical system, robustness to imperfect CSI is of utmost impor-
tance. When beamforming under uncertainty is considered, three dif-
ferent designs can be realized. Namely, the probabilistic design, where
acceptable performance is guaranteed for some percentage of time, the
expectation based design that requires knowledge of the second order
channel statistics but cannot guarantee any outage performance and the
worst-case design [133]. The last approach guarantees a minimum QoS
requirement for any error realization.
Focusing on a worst-case design, let us assume an elliptically bounded
error vector. In this context, the actual channel is given as hi = h¯i + ei
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Figure 4.11: Achievable sum rates for ULA transmitter with respect to
increasing co-group user angular separation.
where h¯i is the channel available at the transmitter and ei is an error
vector bounded by e†iCiei ≤ 1. The positive definite matrix Ci defines
the shape and size of the ellipsoidal bound. For Ci = 1/σ
2
ǫ INt , then
||ei||22 ≤ σ2ǫ and the error remains in a spherical region of radius σǫ [134].
This spherical error model is mostly relevant when the feedback quantiza-
tion error of a uniform quantizer at the receiver is considered [135]. The
proposed design is formulated as
FRB : max
t, {wk}
G
k=1
t
s. t.
1
γi
|w†k (hi − ei) |2∑G
l 6=k |w†l (hi − ei) |2 + σ2i
≥ t,
∀i ∈ Gk, k, l ∈ {1 . . . G},
and to
[
G∑
k=1
wkw
†
k
]
nn
≤ Pn,∀n ∈ {1 . . . Nt},
(4.26)
(4.27)
and involves the channel imperfections only in the SNIR constraints. The
novelty of FRB over existing robust multicast formulations lies in (4.27).
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The SNIR constraints of FRB, i.e. (4.26), are over all possible error re-
alizations and cannot be handled. However, by applying the S-lemma [71],
the error vector in (4.26) can be eliminated. This procedure is analyti-
cally described in [136]. Thus, FRB can be converted to a SDP and solved
efficiently using the methods described in Sec. 4.3. The performance gain
of the proposed robust design over 1000 error realizations is given in Fig.
4.12, versus an increasing error radius σǫ, for a ULA with Nt = 2 transmit
antennas, serving Nu = 6 users. These results exhibit the significant gains
of the proposed technique as the error and the group sizes increase.
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Figure 4.12: Minimum user rate versus increasing spherical CSI error
radius, for different user per group configurations, ρ
To quantify the gains of the novel formulation, the performance of ex-
isting SPC solutions re-scaled to respect the per antenna constrains is also
illustrated (see Sec. 4.5.1 for the re-scaling considerations). According to
Fig. 4.13 the proposed robust PAC formulation outperforms existing so-
lutions re-scaled to respect the practical constraints, for less than 0.15
squared error radius. It is therefore recommended for low to average error
radius (less than 0.4). What is more, when compared to non-robust solu-
tions, the proposed solution exhibits slightly less gains than the existing
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ones. To gain better insights on the origin of this result, the accuracy of
the proposed robust formulation is investigated in Fig. 4.14. It needs to
be pointed out that in this figure, no re-scaling to respect the per-antenna
constraints is applied and therefore the SPC seems to outperform the pro-
posed methods.
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Figure 4.13: Minimum user rate versus increasing spherical CSI error
radius.
Remark 4.5. The semidefinite relaxation of robust optimization under
PACs yields non rank-1 solutions with higher probability than the relax-
ation of the robust SPC problems, as the error radius increases. Based on
the simulation configuration of Fig. 4.13, Fig. 4.14 presents the accuracy
of the proposed robust PAC design and the existing robust SPC versus an
increasing error radius. In Fig. 4.14, it is clear that the existing robust
SPC design consistently yields rank-1 solutions, since the solution attains
the relaxation upper bound. However, the proposed robust PAC solution
deviates from the upper bound for squared error radius values larger than
0.2. It is therefore exhibited that as the error radius increases, the relax-
ation of the robust PAC solution does not consistently yield rank-1 solu-
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Figure 4.14: Accuracy of the SDR versus increasing CSI error.
tions. To exhibit this inaccuracy, only Nrand = 50 gaussian randomiza-
tions have been employed. Despite these results, by increasing the number
of gaussian randomizations, the upper bound can be further approached
and the proposed PAC solution improved.
4.6 Application Paradigm
Weighted Fairness
To the end of establishing the importance of the weighted optimization,
a simple paradigm is elaborated herein. Under the practical assumption
of a modulation constrained system, the weighted fair design can be ex-
ploited for rate allocation towards increasing the total system throughput.
More specifically, the considered system employs adaptive modulation and
allocates binary phase shift keying (BPSK) modulation if the minimum
SNIRi in the k-th group is less than the ratio for which the maximum
modulation constrained spectral efficiency is achieved. This ratio is sim-
ply given by log2M , where M is the modulation order. Hence for BPSK,
γ2 = 0 dB, and so forth. If for some group k, mini SNIRi ≥ γ2, ∀i ∈ Gk,
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then quaternary phase shift keying (QPSK) is used for all users in the
group. Forward error correction is not assumed. Let there be a two an-
tenna transmitter that serves four users grouped into two groups. The
considered channel matrix reads as
H =
[
0.2∠106◦ 90∠−69◦ 0.5∠−99◦ 0.5∠61◦
0.8∠111◦ 120∠−112◦ 1∠127◦ 1.5∠49◦
]T
.
The attributes of the specific channel matrix depict one possible instance
of the system where one user with a good channel state (i.e. user two)
is in the same group with a jeopardized user, namely user one. On the
other hand, the second group contains relatively balanced users in terms
of channel conditions. For an un-weighted optimization (i.e. g = [1 1 1 1])
the spectral efficiency of each user is shown in Fig. 4.15. Baring in mind
that each user is constrained by the minimum group rate, the actual rate
at which all users will receive data is 0.52 [bps/Hz]. Both groups achieve
the same spectral efficiency since the minimum SINRs and hence the mini-
mum rates are balanced between the groups. Subsequently, a modulation
constrained multicast transmitter will employ BPSK for all users. By
heuristically choosing the constraint vector to be g = [1 1 5.3 5.3] each
user rate is modified. As depicted in Fig. 4.15 both users in the second
group are achieving adequate SINR to support a higher order modulation.
This gain is achieved at the expense of the rates of the users of the first
group. Following this paradigm, the weight optimization can lead to an
improved modulation assignment and thus higher throughput in practical
systems. Hence, the weighted formulation offers the substantial degrees
of freedom to maximize the total throughput of a modulation constrained
multicast system by properly allocating the rates amongst the groups.
Sum Rate Maximization
Towards exhibiting the differences between the weighted fair and the
max SR designs in the multigroup multicasting context, the following
small scale paradigm is elaborated. Let there be a ULA transmitter that
serves eight users allocated into four groups, as depicted in Fig. 4.16. The
attributes of the specific channel instance depict one possible instance of
the system where one group, namely G3, has users with large angular sep-
aration while G4 has users with similar channels. The rate of each user
is plotted in Fig. 4.16 for the case of a weighted fair optimization (equal
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Figure 4.15: Modulation constrained paradigm.
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weights are assumed) and for the case of a SR maximizing optimization.
Considering that each user is constrained by the minimum group rate, the
sum rates are given in the legend of the figure. In the weighted fair case,
the common rate at which all users will receive data is 0.83 [bps/Hz] lead-
ing to a sum rate of 6.64 [bps/Hz]. The minimum SINRs and hence the
minimum rates are balanced between the groups since the fair optimiza-
tion considers equal weights. The SR maximizing optimization, however,
reduces the group that contains the compromised users in order to reallo-
cate this power to the well conditioned group and therefore increase the
system throughput to 9.9 [bps/Hz]. Consequently, a gain of almost 40%
is realized in terms of total system rate. This gain is traded-off by driving
users in G3 to the unavailability region.
4.7 Summary
In the present chapter, optimum linear precoding vectors have been de-
rived under per antenna power constraints, when independent sets of
common information are transmitted by an antenna array to distinct
co-channel sets of users. Therefore, the weighted max–min fair multi-
cast multigroup problem under PACs has been formulated. Following the
novel problem formulation and the establishment of the non polynomial
in complexity (NP) hardness of the problem, an approximate solution
was presented based on the well established methods of semidefinite re-
laxation, Gaussian randomization and bisection. The performance of the
weighted max–min fair multicast multigroup optimization has also been
examined under various system parameters, thus leading to important
system design insights. Moreover, an application paradigm of the new
system design has been described while robust to imperfect CSI exten-
sions have been given. Consequently, an important practical constraint
towards the implementation of physical layer multigroup multicasting is
alleviated.
Further extending the multicast multigroup literature, a novel sum
rate maximization multicast multigroup problem under PACs has also
been formulated. A detailed solution for this elaborate problem is given
based on the well established methods of semidefinite relaxation, Gaussian
randomization and sub-gradient power optimization. The performance of
the SR maximizing multicast multigroup optimization is examined under
various system parameters and important insights on the system design
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are gained. Finally, an application paradigm of the new system design
is examined. Consequently, an important practical constraint towards
the implementation of throughput maximizing physical layer multigroup
multicasting is alleviated.
As mentioned in the introduction of this chapter, multicasting be-
comes relevant when the objective is to optimize full frequency reuse multi-
antenna transmitters without changing the framing structure of commu-
nication standards. Since beamforming techniques in frame based systems
cannot rely on the conventional precoding design that assumes a different
single user scheduled per transmission and multicast multigrouping needs
to be considered. This problem is addressed in the following chapter.
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Chapter 5
Frame based Precoding
A multibeam satellite that employs aggressive frequency reuse towards
increasing the offered throughput is considered. Focusing on the forward
link, the goal is to employ advanced signal processing techniques, namely
precoding, towards mitigating the inter-beam interference. In this direc-
tion, the framing structure of satellite communication standards needs to
be considered. Frame based precoding consists in precoding the transmit
signals without changing the underlying framing structure of the system.
In the present chapter, the connection of the frame based precoding
problem with the generic signal processing problem of conveying inde-
pendent sets of common data to distinct groups of users is established.
This model is known as physical layer multicasting to multiple co-channel
groups, and has been in detail presented in the previous chapter. Build-
ing on the results of Ch. 4, the optimal per-antenna power constrained
multicast precoders in the fairness sense are utilized for the frame based
precoding problem. Fair multicast multigroup precoding is compared to
multicast aware heuristic precoding methods over a realistic multibeam
satellite scenario. The gains are quantified via extensive numerical results
over realistic multibeam satellite channels.
Next, the SR maximizing design of Ch. 4 is applied in the multibeam
scenario. Further on, to the end of trading-off the high performance of the
SR optimal design with the stringent availability requirements of satellite
systems, new optimization problems are proposed. The main novelty of
these problems lies in the inclusion of availability constraints. Moreover,
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towards leveraging the finite granularity of the system spectral efficiency
function with respect to the receive SINR, a novel discretized optimiza-
tion problem that acknowledges the finite granularity of the throughput
function of practical adaptive link layer systems is formulated and solved.
Finally, numerical results over a realistic simulation environment are
exhibiting that more than 30% gains over existing designs can be achieved
for up to 6 users per frame, without modifying the framing structure of
legacy communication standards.
5.1 Introduction
Aggressive frequency reuse schemes are currently being considered as the
most promising way to enhance the spectral efficiency of wireless com-
munication systems. In this context, linear precoding, a transmit signal
processing technique that exploits the offered spatial degrees of freedom of
multi-antenna transmitter, is brought into play to manage the induced in-
terference. The most substantial enabler for such interference mitigation
techniques and subsequently full frequency reuse configurations, is the
availability of channel state information at the transmitter. However, the
long Round Trip Time (RTT) of Geostationary (GEO) SatCom systems
significantly burdens the real time channel acquisition process. Therefore,
the focus herein is on FSS, where the relatively slow channel variations
allow for a channel feedback process during which the channel remains
quasi-static. In such scenarios, the incorporation of linear precoding tech-
niques greatly depends on whether practical constraints imposed by the
inherent characteristics of the satellite channel can be addressed [68]. The
present contribution focuses on two fundamental constraints stemming
from a practical satcom system implementation. Firstly, the framing
structure of satcom standards, like the second generation digital video
broadcasting for satellite standard DVB− S2 [19] and its most recent ex-
tensions DVB− S2X [23,112], and secondly, the conventional non flexible
on-board payloads that prevent power sharing amongst the beams.
The physical layer design of DVB− S2X [19] [23] is optimized to cope
with the inherent satellite channel characteristics. Long Forward Error
Correction (FEC) codes and fade mitigation techniques that rely on an
adaptive link layer design (adaptive coding and modulation – ACM) are
employed for the noise limited with long propagation delays and intense
fading phenomena satellite channel. The most recent definition of syn-
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chronous across the multiple beams superframes in the latest evolution
of DVB− S2X allows for the incorporation of advanced interference mit-
igation techniques (cf. annex E of [23]). A small-scale example of the
application of linear precoding methods over existing satcom standards
is depicted in Fig. 5.1. Function f(·) denotes the FEC coding operation
over the data di that are addressed to the i-th user of the corresponding
superframe (SF). Consequently, the transmitted sequence sj needs to be
received by all users in the SF. In SFs 3 and 4, multiple instances of da de-
note different un-coded data addressed to user α of each SF respectively,
pointing out that the amount of data addressed to each user can vary.
In this figure, it is illustrated that the existing framing structure hinders
the calculation of a precoding matrix on a user-by-user basis. During
one transmission period, one frame per-beam accommodates a different
number of users, each with different data requirements. These unequal
data payloads that correspond to each user, along with the application
of FEC block coding over the entire frame requires that co-scheduled
users decode the entire frame and then extract the relevant to them data.
Consequently, despite the optimality, in the channel capacity sense, of
channel-by-channel precoding [105], practical system implementations re-
quire precoding to be performed on a frame-by-frame basis.
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Figure 5.1: Frame-based precoding in DVB− S2X.
In frame based precoding, the framing constraint imposes one precod-
ing matrix to apply over all users that belong in a frame. This leads to de-
signing a precoder matched to more than one channel vectors. From a sig-
nal processing point of view, physical layer (PHY) multicasting to multi-
ple co-channel groups [75] can provide the theoretically optimal precoders
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when a multi-antenna transmitter conveys independent sets of common
data to distinct groups of users. This scenario is known as PHY mul-
ticast multigroup beamforming (or equivalently precoding). Thus, the
connection of the frame based precoding problem with the PHY multi-
cast multigrouping is straightforward. In multicasting, the same symbol is
transmitted to multiple receivers. This is the fundamental assumption of
frame based precoding as well, since the symbols of one frame, regardless
of the information they convey, are addressed to multiple users. These
users need to receive the entire the frame, decode it and then extract the
relevant to them information1.
The second practical constraint tackled in the present work includes a
maximum limit on the per-antenna transmitted power. Individual per-
antenna amplifiers limit the flexibility in sharing the power resources
amongst the antennas of the future full frequency reuse compatible pay-
loads. On board flexible amplifiers, such as multi-port amplifiers and
flexible TWTAs [103], come at high costs. Also, power sharing is im-
possible in distributed antenna systems (DAS), such as constellations of
cooperative satellite systems (e.g. swarms of nano-satellites).
Considering the above discussed constraints, the incorporation of lin-
ear precoding in DVB− S2X is proposed, as depicted in Fig. 5.2. The
design of an optimal -in a throughput maximizing sense- precoding matrix
and a low complexity heuristic scheduling process is presented in the fol-
lowing. For the precoding matrix, optimal multicast multigroup precoders
under per antenna constraints are proposed to maximize the throughput
of a multibeam satellite system.
In the PHY multicast multigroup precoding literature, two fundamen-
tal optimization criteria, namely the sum power minimization under spe-
cific Quality of Service (QoS) constraints and the maximization of the min-
imum SINR (max-min fair criterion) have been considered in [75, 76, 80]
under SPC.
Extending these works, a consolidated solution for the weighted max–
min fair multicast multigroup beamforming under PACs has been derived
in Ch 4. To this end, the well established tools of Semi-Definite Relax-
ation (SDR) and Gaussian randomization were combined with bisection
1This is the difference between broadcasting applications, where the same infor-
mation is addressed to multiple users and interactive broadband applications where a
point-to-point link with each individual user is established in the network layer. The
latter application is addressed in the present work.
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Figure 5.2: Extended functional block diagram of DVB-S2 [19], incorpo-
rating advanced interference mitigation techniques.
to obtain highly accurate and efficient solutions. For more details on max–
min fair and SR maximizing multigroup multicast solutions, the reader
is referred to Ch. 4.
Average User Throughput
By accounting the above link budget considerations, the achievable aver-
age user throughput is normalized over the number of beams, in order to
provide a metric comparable with multibeam systems of any size. This
normalized throughput is calculated as
C =
2Bu
1 + α
1
Nt
Nt∑
k=1
fDVB−S2X
(
min
i∈Gk
{SINRi} , t
)
, (5.1)
in [Gbps]. In (5.1) the spectral efficiency function fDVB−S2X receives as
input each users SINR as well as a threshold vector t. Then, fDVB−S2X
performs a rounding of the input SINR to the closest lower floor given by
the threshold vector t and outputs the corresponding spectral efficiency
in [bps/Hz]. The mapping of receive SINR regions to a spectral efficiency
achieved by a respective modulation and coding (MODCOD) scheme is
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explicitly defined in the latest evolution of the satcom standards [23]. It
should also be noted, that the conventional four color frequency reuse
calculations are based on the exact same formula, with the only modifi-
cations being the input SINR, calculated under conventional four color
reuse pattern and with the pre-log factor reduced by four times, due to
the fractional resource reuse. The parameters of (5.1) are defined in Tab.
5.1
Contributions
In the present chapter, the focus is set on maximizing the total throughput
of a frame based transmitter under PACs. The main contributions are
summarized in the following points:
• Towards further addressing the practical constraints of multibeam
SatComs, the max SR problem is extended to account for minimum
rate constraints (MRCs).
• A novel modulation aware max SR optimization that considers the
discretized throughput function of the receive useful signal power
is proposed. A heuristic solution for this elaborate optimization
problem is proposed.
• a low complexity user scheduling algorithm that considers the mul-
ticast multigroup nature of the frame based precoding system is
envisaged.
• The developed techniques are applied over a multibeam satellite op-
erating in full frequency reuse configuration, under realistic channel
assumptions.
5.2 Fair vs Heuristic Solutions
5.2.1 Equivalent Channel Model
an alternative, simplified channel model in the fashion of [68] can also be
adopted towards providing a more tractable representation. To facilitate
the comprehension of system model, let us define multiple square channel
matrices H[i], i = 1 . . . ρ. Each matrix corresponds to a “a single user per
beam” instance, which is the common assumption in satellite precoding
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literature (e.g. [105] and the references therein). To model the frame
based precoding constraint, the general input-output signal model can be
defined as [68]:
y[i] = H[i]x[i] + n[i] = H[i]Ws[i] + n[i] (5.2)
where y,x,n, s ∈ CNt , with E||n||2 = σ2 and E||s||2 = 1, while H[i] ∈
CNt×Nt is a one-user-per-beam instance of the total non-square channel
matrix. The index [i] corresponds to the different UTs per beam that
need to be served by the same frame, i.e. i = 1, . . . ρ, where ρ = Nu/G
is number of users per group. Also, due to the one group per antenna
assumption, Nu = ρ · Nt. The above definition allows for the calculation
of one equivalent precoder W = f(H[i]). The function f can be chosen
according to the design criteria.
5.2.2 Multicast MMSE Precoding
5.2.3 Multicast Aware MMSE: Average Precoding
The optimal linear precoder W = f(H[i]), i = 1 . . . ρ in the minimum
mean square error sense, with more users than transmit antennas is con-
sidered in this section. Under the constraint of designing a linear MMSE
precoder W ∈ CNt×Nt for multiple channels, i.e. H ∈ CNu×Nt with
Nu > Nt the solution is not straightforward. Following the equivalent
channel notation of Sec. 5.2.1, the problem of minimizing the MSE be-
tween the transmitted and the received signals over a noisy channel is
formalized as
W =argmin E
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣


H[1]
H[2]
...
H[ρ]

 [W] [s]+


n[1]
n[2]
...
n[ρ]

−


s
s
...
s


∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
2
s.t. E||Ws||2 = Pn, (5.3)
for the case that we need to serve ρ = Nu/G users in each group using the
same precoder. Problem (5.3) can be analytically solved, in the fashion
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of [137], by noting that the cost function is the following sum:
C(5.3) =Tr
[
(H[1]W− I)(H[1]W− I)†
]
+ βTr
[
WW†
]
+ . . .
Tr
[
(H[ρ]W − I)(H[ρ]W− I)†
]
+ βTr
[
WW†
]
=
ρ∑
i=1
Tr
[
(H[i]W − I)(H[i]W− I)†
]
+ ρβTr
[
WW†
]
where β = σ2/Pn. By differentiation we get
∇WC(W) = 0⇔ (5.4)
W
(
ρ∑
i=1
H†[i]H[i] + ρβI
)
=
ρ∑
i=1
H†[i], (5.5)
Thus the general solution reads as
W =
(
1
ρ
ρ∑
i=1
H†[i]H[i] + ρβI
)−1
1
ρ
ρ∑
i=1
H†[i] (5.6)
Following a different derivation methodology, this result was firstly re-
ported in [80].
Remark 1: Under the assumption of Rayleigh fading, the elements of
H are independent zero mean complex Gaussian instances. Subsequently,
due to the central limit theorem, as the number of users per group ρ
increases then the precoder will tend to zero:
lim
ρ→∞
1
ρ
ρ∑
i=1
H[i] = 0. (5.7)
The implications of Remark 1 can be seen when the system dimensions
grow large and the channel matrices tend to be modeled as zero mean
random variables. The main result is that the system performance will
degrade as the number of users per group increases. Assuming a fixed
number of groups, the degradation as the number of users increases has
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only been examined hitherto via simulations [75,80]. Herein, an analytical
proof for this result has been provided. Moreover, remembering that
ρ = Nu/G, for a fixed number of users the performance is expected to
degrade as the number of groups increases. Since each user belongs to only
one group, the maximum number of groups is bounded by Nu. Hence,
the best performance is expected for a one user per group configuration.
In other words, multicasting is expected to perform worst, in terms of
precoding gain, over unicasting. An expected result, if one considers that
in multicasting the degrees of freedom at the transmit side are reduced.
The above results provide a multicast aware MMSE solution for the
calculation of the precoding matrix. However, the main drawback of this
solution is that it does not account for the practical per-antenna con-
straints. The simplest heuristic to overcome this obstacle is to re-scale
the solution so that the per-antenna constraints are not violated [139].
Despite the fact that such an operation invalidates the MMSE optimality
of the solution, it provides a low complexity heuristic method to design the
precoder. Re-scaling is achieved by multiplying each line of the precoding
matrix with the square root of the inverse level of power over satisfaction
of the corresponding antenna.
5.2.4 Performance Evaluation
In the current section, extensive numerical results that exhibit the applica-
bility of precoding in satellite communications are presented. To the end
of providing accurate results, the simulation setup of [68] is employed. The
simulation parameters are summarized in Tab. 5.1. The achievable spec-
tral efficiency of the k-th user is directly linked with its SINRk through the
DVB-S2 achievable spectral efficiency. More importantly, to account for
ACM and the fact that a single modulation and coding scheme (ModCod)
is applied to each frame, the ρ users that are simultaneously served by the
same frame are assumed to be using the ModCod corresponding to lowest
SNIR value out of the ρ. This consideration is inline with the common
multicast consideration that the user with the lowest rate in each group
will determine the performance of the group. The multibeam satellite an-
tenna pattern has been provided by ESA [84]. From the 245 beams used
to cover Europe, the focus herein is on a cluster of 9 beams, as depicted in
Fig. 2.3. This assumption is inline with future multi-GW considerations,
where precoding will be performed in each GW separately [103]. Perfect
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Table 5.1: Frame Based Precoding Satellite System: Link Budget Param-
eters
Parameter Value
Frequency Band Ka (20 GHz)
User terminal clear sky temp, Tcs 235.3K
User Link Bandwidth, Bu 500 MHz
Output Back Off, OBO 5 dB
On board Power, P 50 dBW
Roll off, α 0.20
User terminal antenna Gain, GR 40.7 dBi
Multibeam Antenna Gain, Gij Ref: [84]
channel state information is assumed throughout this work. The complex
channel coefficients are generated as described in Sec. 2.4.2, where only
the phases due to different propagation paths between the satellite and
users are assumed [85]. Herein, the interference from adjacent clusters is
not accounted for, since the purpose is to give a relative comparison be-
tween the possible precoding methods rather than an absolute evaluation
of the total system throughput. For ease of reference, however, the results
are given on a per beam basis.
The per beam achievable throughput with respect to an increasing
on board available power budget for the conventional 4 color frequency
reuse scheme and the two proposed precoding methods is given in Fig.
5.3. Clearly, the weighted fair solution achieves 42% improvement over
the conventional system, while the heuristic average precoder 21%, for a
nominal on board power of 55 dBW. In the same figure, the substantial
gain of the proposed techniques with respect to an increasing power bud-
get is also presented. This is gain identical for both precoding methods.
Fig. 5.4 presents the per beam throughput when four users per group are
considered (i.e. ρ = 4). For this setting, the heuristic sub-optimal system
performs worst than the conventional systems. However, the multicast
approach still manages to achieve some gains (6%). To investigate the
sensitivity of all methods to the frame dimensions, the per beam through-
put is plotted with respect to an increasing number of users per group in
Fig. 5.5, for P = 55 dBW.. The performance degradation of all precoding
methods with the increasing number of users per group is apparent. This
expected result [108] is justified by the inherent constraints of linear pre-
coding methods. As the number of users increases, the transmit spatial
degrees of freedom do not suffice to manage interference and the perfor-
mance is degraded. Nevertheless, the optimal multicast scheme manages
to maintain gains over the conventional systems for up to five users per
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Figure 5.3: Per beam throughput versus increasing on board power for
ρ = 2 users per group.
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Figure 5.4: Per beam throughput versus increasing on board power.
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group. The heuristic scheme however, cannot provide any gains for more
than two users per group. In Figs. 5.6 and 5.7 the per user rate distribu-
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Figure 5.5: Per beam throughput versus number of users per group.
tion over the coverage area for two and four users per group respectively
is plotted, for P = 55 dBW. In these figures, insights on the origins of
the gains of the optimal multicast approach are gleaned. The fairness
optimization, reduces the variability of the SNIR across the coverage area
and consequently inside each frame. This results in better utilization of
resources since users with relatively equal SNIRs are served by the same
frame. On the contrary, the MMSE precoding approach exhibits high
SNIR variability. Hence, users with different SNIRs are scheduled in the
same frame and their performance is compromised by the performance of
the worst user. Additionally, many users are driven to the unavailabil-
ity region, since their SNIR is lower than the minimum value that the
available ModCods can support. As depicted in Figs. 5.6 and 5.7, with
heuristic MMSE precoding, more than 15% and 30% of users experience
unavailability incidents over the coverage area respectively and therefore
receive zero rate.
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Figure 5.6: Per user rate distribution over the coverage for 2 users per
group.
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Figure 5.7: Per user rate distribution over the coverage for 4 users per
group.
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5.3 Max Sum Rate vs Fair Solutions
5.3.1 System Driven Optimization
Increased scepticism over spectrally efficient, aggressive frequency reuse
multibeam satellites stems from the effects of such configurations on the
SINR distribution across the coverage.
In full frequency reuse scenarios, the useful signal power at the re-
ceiver is greatly reduced due to the intra-system interference. Despite
the throughput gains due to the increased user link bandwidth and the
adequate management of interference by linear precoding, the mean and
variance of the SINR distribution over the coverage area is reduced. In-
tuitively, this will lead to a higher utilization of lower MODCODs and
increase the probability of service unavailability over the coverage (out-
age probability). Retransmissions that incur in these outage instances,
burden the system in terms of efficiency. As a result, the probability of
compromised users to experience long outage periods, needs to be con-
sidered. What is more, by acknowledging the multiuser satellite environ-
ment and exploiting user scheduling to maximize the system throughput
(cf. Sec. 6.2), these outage periods can potentially become comparable
to the inherent long propagation delay of GEO SatCom systems. Such a
case will render the overall delay experienced by the user, unacceptable.
Consequently, in the present work the introduction of minimum rate con-
straints over the all the users in the coverage area is proposed as a means
to guarantee the availability requirements, typically accustomed in Sat-
Coms. To the end of tackling this problem, the practical constraint of
guaranteeing a minimum level of service availability is introduced for the
first time in a system dependent sum rate optimization.
Sum Rate Maximization under Minimum Rate Constraints
To the end of guaranteing a minimum level of availability, the high gains
of the sum rate optimization can be traded-off. This trade-off mostly de-
pends on the minimum MODCOD supported by the ACM. For instance
in DVB− S2X under normal operation over a linearized channel, the most
robust modulation and coding rate can provide quasi error free commu-
nications (frame error probability lower than 10−5) for as low as −2.85
dB of user SINR, thus achieving a minimum spectral efficiency of 0.4348
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[bps/Hz] [23]2 . Beyond this value, which is lower than the DVB− S2 [19],
a service outage occurs. Thus the evolution of communication standards
can guarantee higher availability levels. More importantly, by reducing
the availability threshold, the throughput losses from guaranteeing a min-
imum rate over the coverage can be reduced.
Since an intermediate solution between the fairness and the sum rate
optimizations is of high engineering interest, a novel optimization prob-
lem, namely the throughput maximization under availability constraints,
is proposed. The innovation lies in the incorporation of minimum rate con-
straints (MRCs) in the PAC sum rate maximizing problem (equivalently
minimum SINR constraints). Formally, the new optimization problem is
defined as
SRA : max
{wk}
G
k=1
Nu∑
i=1
log2 (1 + γi)
s. t. γi = min
m∈Gk
|w†khm|2∑Nt
l 6=k |w†lhm|2 + σ2m
,
∀i ∈ Gk, k, l ∈ {1 . . . Nt},
a.t
[
Nt∑
k=1
wkw
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
and to γi ≥ γmin, ∀i ∈ {1 . . . Nu}.
(5.8)
(5.9)
(5.10)
In the availability constrained max SR, the power allocation needs to ac-
count for the MRC. This can be achieved by modifying the constraints
of the sub-gradient search [130], which are imposed via the projection of
the current power vector onto the convex set of constraints. Therefore, an
additional constraint can be introduced in the projection method, as long
as it does not affect the convexity of the optimization problem. Subse-
quently, to solve SRA a new projection that includes the minimum rate
constraints needs to be performed. The new subset, that is the min SINR
2This value can be further reduced to up to -9.9 dB in DVB-S2X under short frame
operation but such a technicality is not included in the present work. Therefore, the
results presented hereafter can be considered as worst case since possible reduction
of the minimum rate would increase the gains of the minimum rate constrained sum
rate maximization.
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constrained set, is a convex subset of the initially convex set. The avail-
ability constrained projection reads as
PA : min
p
||p − x||22
subject to :
pk|v†khi|2∑G
l 6=k pl|v†lhi|2 + σ2i
≥ γmin,
∀i ∈ Gk, k, l ∈ {1 . . . Nt},
and to :
[
G∑
k=1
pkvkv
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . G},
(5.11)
(5.12)
which is a convex optimization problem, that includes one additional lin-
ear constraint, i.e. (5.11), over P . Provided that SRA is feasible, i.e.
(12) is satisfied, then a solution for PA always exists. Similarly to P , this
problem can be solved using standard methods [71].
Subsequently, the solution of SRA is derived following the steps of
Alg. 2 but with a modification in the sub-gradient method (Step 3),
where the projection is calculated by solving problem PA instead of P .
As intuitively expected, the introduction of MRCs is bound to decrease the
system throughput performance. However, this trade-off can be leveraged
towards more favorable conditions, by considering other system aspects,
as will be discussed in the following.
Throughput Maximization via MODCOD Awareness
A modulation constrained practical system employs higher order modula-
tions to increase its rate with respect to the useful signal power. The
strictly increasing logarithmic cost functions describe communications
based on Gaussian alphabets and provide the Shannon upper bound of the
system spectral efficiency. Therefore, the sum rate maximization problems
solved hitherto fail to account for the modulation constrained throughput
performance of practical systems. The complication lies in the analyti-
cally intractable, at least by the methods considered herein, nature of a
step cost function. In the present section, an attempt to leverage this
cost function in favor of the system throughput performance is presented.
In more detail, benefiting from the finite granularity of the rate function
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(5.1) over the achieved SINR, an extra system level optimization can be
defined as
SRM : max
{wk}
G
k=1
Nu∑
i=1
fDVB−S2X (γi)
s. t. γi = min
m∈Gk
|w†khm|2∑Nt
l 6=k |w†lhm|2 + σ2m
,
∀i ∈ Gk, k, l ∈ {1 . . . G},
a.t
[
Nt∑
k=1
wkw
†
k
]
nn
≤ Pn,
∀n ∈ {1 . . . Nt},
and to γi ≥ γmin, ∀i ∈ {1 . . . Nu},
(5.13)
(5.14)
(5.15)
where fDVB−S2X(·, ·) is the finite granularity step function defined in (5.1).
The realization of a non-strictly increasing cost function inhibits the ap-
plication of gradient based solutions. and necessitates a different solu-
tion process. To provide a solution for this elaborate -yet of high prac-
tical value- problem, a heuristic iterative algorithm is proposed. More
specifically, Alg. 3 receives as input the availability constrained precoders
{wSRAk }Gk=1 calculated as described in Sec. 5.3.1, and calculates an ini-
tial SINR distribution. Then, it calculates new precoding vectors under
minimum SINR constraints given by the closest lower threshold of the
worst user in each group, according to the discrete throughput function.
Therefore, the resulting system throughput is not decreased while power
is saved. This power can now be redistributed. Also, in this manner,
the solution guarantees a minimum system availability. Following this
step, an ordering of the groups takes place, in terms of minimum required
power to increase each group to the next threshold target. For this, the
power minimization problem is executed for each group. Next, each of the
available groups, starting from the group that requires the least power,
is sequentially given a higher target. With the new targets, the power
minimization problem is again solved. This constitutes a feasibility opti-
mization check. If the required power satisfies the per antenna constraints,
then these precoders are kept. Otherwise the current group is given its
previous feasible SINR target and the search proceeds to the next group.
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Remark: A further improved solution can be attained when dropping
the constraint of a single step increase per group. Herein, such a consid-
eration is avoided for complexity reasons. Since each of the G groups can
take at most Nm possible SINR values, where Nm denotes the number of
MODCODs, by allowing each group to increase more than one step, the
number of possible combinations can be as much as (Nm)
G. As a result,
the complexity of the optimal solution found by searching the full space of
possible solutions, grows exponentially with the number of groups. In the
present work, the high number of threshold values for fDVB−S2X prohibits
such considerations.
The summary of this algorithm is given in Alg. 3. Since it is an
iterative algorithm over the number of available groups, convergence is
guaranteed. Also, since it receives as input the SRA solution, its com-
plexity is dominated by the complexity of Alg. 2, as described in Sec.
4.3.2.
5.3.2 Performance Evaluation
Based on an accurate simulation model defined in [84] the performance of
a frame based precoding full frequency reuse broadband multibeam satel-
lite is compared to conventional four color reuse configurations. Results in
terms of normalized average throughput given by (5.1) are given to quan-
tify the potential gains of frame based precoding. The rate distribution
over the coverage before and after precoding is investigated. Finally, the
performance all discussed methods versus an increasing number of users
per frames is presented. For accurate averaging, 900 users are considered
uniformly distributed across the footprint of the 9 beams depicted in Fig.
2.3. The throughput results are given via (5.1), averaged over all trans-
missions required to serve all 900 users. This consideration provides a fair
comparison when user scheduling methods are considered. Since the grids
of user positions over the coverage are finite, very large user pools will
render the results biased. Also, serving less users than the available for
selection would drastically improve the results but not in a fair manner
from a system design perspective, since this would imply that some users
are denied service for an infinite time.
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Input: H, Ptot, σ
2
i ∀i ∈ {1 . . . Nt}, {w(0)k }Gk=1 = {wSRAk }Gk=1, r(0),
γmin
Output: {woutk }Gk=1
begin
j = 0; q = 1; {woutk }Gk=1 = {w(0)k }Gk=1;
Step 1: Solve r∗,(0) = Q(g(0),pant) to calculate {wQ,(0)k }Gk=1.
The input SINR targets are given by the minimum threshold
SINR per group, i.e.
g(0) : γi = ⌊minm∈Gk {SINRm}⌋t ,∀i,m ∈ Gk, k = 1, . . . , G.
for j = 1 . . . G do
Step 2: Solve r∗,(j) = Q(g(j),p) to calculate {wQ,(j)k }Gk=1.
The targets of the current j-th group are increased by one
level: γi =
⌈
minm∈Gj {SINRm}
⌉
t
,∀i ∈ Gj ;
Order the groups in terms of increasing r∗,(j).
end
while r∗,(q) < 1 do
Step 3: For each group, in a sequence ordered by the
previous step, increase the target by one level;
Solve r∗,(q) = Q(g(q),p) with input targets from the
previous iteration: g(q) = g(q−1); q = q + 1
end
{woutk }Gk=1 = {wQ,(q)k }Gk=1
end
Algorithm 3: Discretized sum rate maximization.
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Throughput Performance
In Fig. 5.8, the per beam throughput of the considered multibeam satel-
lite is plotted versus an increasing total on board available power. Two
users per group are considered. Clearly, across a wide region of operation,
the proposed methods outperform conventional systems. The proposed
max SR problem achieves more than 30% gains over the fair solutions
of [109]. These gains are reduced when the max SR under MRCs is con-
sidered. This is the price paid for guaranteeing service availability over
the coverage. Finally, the maximum gains are observed when the modu-
lation aware maxSR precoding is employed, which also guarantees service
availability. Consequently, the best performance is noted for the proposed
SRM with more than 30% of gains over [109] and as much as 100% gains
over conventional systems in the high power region, for 2 users per group.
The distribution of the SINRs over the coverage area is given in Fig.
5.9. Clearly, conventional systems achieve higher SINRs by the means of
the fractional frequency reuse. This value is around 17 [dB], in line with
the results of [84]. However, this does not necessarily translate to sys-
tem throughput performance. To guarantee increased SINRs, the PHY
resources allocated per user are four times reduced. On the other hand,
aggressive frequency reuse reduces the average SINR values and increases
its variance, as seen in Fig. 5.9. This, however, allows for more efficient re-
source utilization and thus the improved system throughput performance,
as presented in Fig. 5.8. Moreover, the superiority of the max SR tech-
niques proposed herein, over the fair solutions is also evident. Amongst
these methods, the best on is SRM as already shown. In Fig. 5.9, it is
clear that the proposed optimization manages to adapt each users SINR
to the throughput function since the SINR distribution shows higher gran-
ularity than the distributions of the rest of the methods. According to
these results, 40% of the users operate utilizing the first three available
MODCODs. Also, a minimum SINR is guaranteed.
Fig. 5.10 provides insights for the above reported gains. The rate
cumulative distribution functions (CDFs) of the conventional and the fair
systems is justified by the very low variance of their receive SINR. How-
ever, the max SR optimization achieves very high rates but also drives
some users to the unavailability region. A 5% outage probability is noted
for this precoding scheme. This is not the case for the SRA and SRM
problems, which guarantee at least 0.3 Gbps to all users. The superiority
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Figure 5.8: Average user throughput of frame based precoding, versus
transmit power.
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Figure 5.9: Average user throughput CDF over the coverage.
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of the latter is also clear, since higher rates are achieved with greater prob-
ability. To gain better insights into the reported gains, the SINR CDFs
are plotted in Fig. 5.9. An important discussion involves the performance
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Figure 5.10: Per-user rate CDF.
of the developed methods with respect to an increasing number of users
per group. As presented in Fig. 5.11, the SRM, manages to provide
gains over the conventional systems even for 6 users per group unlike all
other techniques. These results are given for a nominal on board available
power of 50 dBWs. This performance is compromised by the random user
scheduling since users with very different SINRs are co-scheduled and thus
constrained by the performance of the worst user.
Paradigm
To the end of exhibiting the differences of the max SR optimization with
the fair optimization of [109], a small scale simple paradigm is presented.
Let us assume 2 users per group (i.e. ρ = 2). The throughput of each
user is plotted in Fig. 5.12 for the case of a conventional system, a full
frequency reuse satellite under weighted fair optimization (equal weights
are assumed) and a modulation aware max SR design. The sum rates
5.4. Summary 151
Number of users per frame ρ
2 3 4 5 6
A
v
er
a
g
e
U
se
r
T
h
ro
u
g
h
p
u
t
[G
b
p
s/
b
ea
m
]
0.8
1
1.2
1.4
1.6
1.8
2
2.2
ref. scenario: 4 colors
maxmin fair
SR
SRA
SRM
Figure 5.11: Per-beam throughput with respect to an increasing number
of users per frame.
are given in the legend of the figure. In the conventional system, the
common rate at which all users will receive data is 1.2 Gbps leading to
a sum rate of 10.8 Gbps. By the fair optimization of [109] 12.4 Gbps of
are attained, while the minimum SINRs and hence the minimum rates
are again balanced between the groups. Finally, the sum-rate maximizing
optimization, reduces the group that contains the compromised users in
order to reallocate this power to the balanced group and therefore increase
the system throughput to 13.6 Gbps, whilst simultaneously keeping all
users above the outage threshold.
5.4 Summary
In the present work, full frequency reuse combined with linear precoding
has been proposed for the optimization of broadband multibeam satellite
systems in terms of throughput performance. Different than before, two
fundamental practical constraints, namely the rigid framing structure of
satcom standards and the per antenna maximum power limitations have
been considered.
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In the first part of the chapter, the optimal in a fairness sense, per
antenna power constrained, multicast multigroup linear precoding vec-
tors have been considered for the application of frame based precoding.
The performance of the proposed precoding technique is compared to
the heuristic methods of re-scaled to respect the PACs MMSE precoding.
Simulation results over an multibeam satellite operating in full frequency
reuse configuration exhibit the optimality of the multicast multigroup so-
lution over heuristic precoding methods. Insights on the origin of this
result are provided by examining the SINR and rate distributions over
the coverage. Also, a sensitivity analysis with respect to system design
parameters, namely the number of users per group, reveals the limits of
the herein fair precoding methods.
Towards improving the previously established limitations, in the sec-
ond part of the chapter, the SR optimal multicast multigroup design have
been proposed for frame based transmitters with per-antenna power con-
straints. Moreover, to better establish frame based precoding over satel-
lite, the optimization has been extended to account for availability con-
straints as well as the modulation constrained throughput performance of
the system.
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In summary, the gains reported herein are up to 100% in terms of
throughput performance compared to conventional four color frequency
reuse schemes. These gains are achieved without loss in the outage per-
formance of the system, while following the most advanced design, up to
6 users per group can be accommodated without losses over conventional
systems.
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Chapter 6
User Scheduling in Cooperative
SatComs
In the present chapter, the application of user scheduling in the context
of cooperative multibeam SatComs is discussed. The main goal is to
establish the importance of multiuser scheduling in satellite systems. To
this end, two exemplary systems that can benefit from advanced user
scheduling methods are described. For these systems, the development
of heuristic user scheduling algorithms is described in full detail. The
performance gains gleaned by the application of the proposed algorithms
are quantified over accurate simulation environments. Consequently, the
attained gains constitute a significant incentive for the incorporation of
multiuser scheduling in next generation cooperative multibeam satellites.
6.1 Introduction
The constantly increasing demand in interactive broadband SatComs is
driving current research to explore novel transmission techniques and sys-
tem architectures. The spatial degrees of freedom offered by the multi-
beam antenna constitute a substantial interference mitigation resource.
To fully exploit this spatial separation, advanced signal processing tech-
niques, namely precoding, are herein examined. Consequently, the scarce
user link bandwidth can be efficiently utilized by higher frequency reuse
schemes. In terms of novel system architectures, aggressive frequency
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reuse can come into play between physically separated satellites or even
between hybrid satellite/terrestrial systems. In the present chapter, the
term cooperative multibeam SatComs, will refer to both above mentioned
concepts. Hence, a satellite bearing a multiple antenna driven by a com-
munications payload compatible with aggressive frequency reuse config-
urations is called cooperative. Additionally, a cooperative dual satellite
system refers to two cooperative satellites that can operate as one, by
exchanging a large amount of information. A relaxation of the later con-
straint results in coordinated satellite systems. Coordination involves the
exchange of a small amount of data and therefore trades-off the high
gains of inter-system cooperation for a reduced implementation complex-
ity. More details on these concepts will be provided in the respective
sections.
The information theoretic capacity bounds of the multiuser satellite
channel can be approached by exploiting the underlying rich multiuser
environment. The high number of users served by one satellite can offer
significant multiuser diversity gains. In this direction, the topic of user
scheduling is developed in the present chapter. In spite of the fact that
cooperation between co-existing systems is expected to highly impact the
satcom industry, user scheduling can enhance the performance of the co-
operative systems in two manners. Firstly, it can boost the performance
of each cooperative satellite by exploiting the multiuser gain. Secondly,
it can reduce the level of interference between coordinated systems, that
is systems that exchange only a reduced amount of data between them.
In the following sections, the application of user scheduling in the
context of full frequency reuse multibeam SatComs is discussed. The
importance of multiuser scheduling in joint processing systems is pointed
out by two major applications. Firstly, in Sec. 6.2 a multicast aware user
scheduling policy, based on the orthogonality of the user vector channels,
is developed to glean the gains offered by the rich multiuser environment
of satellite systems. Consequently, the frame based precoding system
presented in Ch. 5 is completed by the application of advanced user
scheduling. Extensive numerical results over an accurate satellite scenario
are substantiating the above claims.
Secondly, an exemplary cooperative dual satellite system that can ben-
efit from advanced user scheduling methods is described. In this scenario,
a low complexity user scheduling algorithm customized for the proposed
system is developed. The performance gains gleaned by the application
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of the proposed algorithm are exhibited via simulation results. Conse-
quently, a preliminary study to quantify the potential gains of multiuser
scheduling in cooperative multibeam SatComs is presented.
6.2 User Scheduling for Frame Based Precoding
Multibeam satellite networks typically cover vast areas by a single satellite
illuminating a large pool of users requesting service. Therefore, a satcom
system inherently operates over a very rich in terms of multiuser diversity
gains environment. In current satcom standards, user scheduling is based
on the demanded traffic and the channel conditions of each user [19]. Thus
DVB− S2 schedulers require knowledge of each users specific SINR value.
Given this value, users with relatively similar requirements are scheduled
in the same frame and a specific link layer mode (assuming ACM) is
employed to serve them. An diagram with the necessary operations per-
formed at the transmitter is illustrated in Fig. 6.1 (a) for conventional
systems.
Figure 6.1: Scheduling over satellite: (a) Conventional DVB− S2 (b) Op-
timal joint precoding and scheduling (c) Proposed multicast aware heuris-
tic scheduling.
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In the frame based precoding methods presented in the previous sec-
tions, a precoding design over a randomly defined group of users is as-
sumed. Since all co-scheduled users are served by the link layer mode
imposed by the worst user in each group, significant performance losses
from a system design perspective will be realized by a random user group-
ing. Acknowledging that CSI is readily available at the transmit side, since
it is a requisite for the application of interference management, the opti-
mization of the system in any required sense can be achieved by advanced
scheduling methods. These methods, as shown in Fig. 6.1 (b) and (c) are
based on the exact CSI. As it will be shown hereafter, by accounting the
vector CSI in the scheduling process, the multiuser gains can be exploited
towards further maximizing the system throughput performance.
The most intrinsic attribute of a joint scheduling and precoding design
lies in the coupled nature of the two designs. Since precoding drastically
affects the useful signal power at the receive side, scheduling cannot be
simply based of the receive SINR value. On the other hand, the per-
formance of precoding depends on the user vector channels. The block
diagram (b) of Fig. 6.1 presents the optimal joint scheduler. This module
jointly performs precoding and scheduling by including a feedback from
the output of the precoder to the scheduler. Based on an initial user
scheduling, a precoding matrix calculated by the methods of Sec. 5.3.1
is applied and each users SINR is calculated. Then this value is fed back
to the scheduler where a new user selection is performed. Based on this
scheduling, a new precoding matrix is calculated and applied thus leading
to a new SINR distribution. Clearly, this procedure needs to be itera-
tive and can be performed until all the possible combinations of users are
examined. Thus the implementation complexity of such a technique is
considered unappealing and will not be considered for the purposes of the
present work.
6.2.1 Multicast Aware User Scheduling
As described in the previous paragraph, the precoding is affected by
scheduling and vice versa. To the end of providing a solution to this
causality dilemma, a multicast aware approach is illustrated in Fig. 6.1
(c). Based on such an architecture, an advanced low complexity CSI
based scheduling method that does not require knowledge of the resulting
SINR is developed. The key step in the proposed method lies in mea-
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suring the similarity between users based on the readily available CSI.
The underlying intuition is that users scheduled in the same frame should
have co-linear (i.e. similar) channels since they need to receive the same
symbols. On the contrary, interfering users, scheduled in adjacent syn-
chronous frames, should be orthogonal to minimize interference [53]. In
the parlance of MU−MIMO communications the level of similarity be-
tween the users can be measured in terms of orthogonality of the complex
vector channels. To maximize the similarity of two vectors, one needs to
maximize their projection, that is the dot product of the two vectors. On
the contrary, to maximize their orthogonality the projection needs to be
minimized.
Assuming a fixed pool of users, the optimal allocation into orthogo-
nal groups of parallel users can be found by examining all the possible
combinations. Since the optimal user scheduling policy would require
a full search over all possible combinations of users, its implementation
complexity easily becomes prohibitively large. Therefore, in the present
section a heuristic iterative user scheduling algorithm that reduces the co-
channel interference between the different multicast groups by the means
of multiuser diversity and simultaneously maximizes the multicast gains
by allocating highly parallel users in the same frames, is developed.
The multicast aware user scheduling algorithm, presented in detail in
Alg. 4 is a low complexity heuristic iterative algorithm that allocates or-
thogonal users in different frames and simultaneously parallel users with
similar channels in the same frame. In more detail, this two step algo-
rithm operates as follows. In the first step of the process, one user per
group is allocated according to the semi-orthogonality criteria originally
proposed in [53]. This semi-orthogonality criterion was originally derived
for zero-forcing ZF precoding, to the end of finding the users receiving the
minimum interference and thus maximize the performance of ZF. These
results are herein employed for the first step of the proposed algorithm
since the goal is to find the optimal allocation of non-interfering users
amongst different groups. Next, a novel second step provides the mul-
ticast awareness of the herein proposed algorithm. Thus, in Step 2, for
each of the groups sequentially, the most parallel users to the previously
selected first user are selected. Subsequently, the similarity of the channels
that are to be sent the same information is maximized.
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Input: H
Output: User allocation sets I
begin
Step 1: ∀ l = 1, 2 . . . G allocate semi-orthogonal users to
different groups: Let I = ∅ denote the index set of users
allocated to groups, J = {1, . . . Nu} − {I} the set of
unprocessed users and g(1) = maxk ||hk||2 .
while |I| < G do
forall the m ∈ J , l = 1 . . . Nt do
g†m = h
†
m
(
INt −
∑l
q=1
g(q)g
†
(q)
||g(q)||
2
2
)
calculate the
orthogonal component (rejection) of each unprocessed
user’s channel, onto the subspace spanned by the
previously selected users.
end
Select the most orthogonal user to be allocated to the l-th
group: Gl = argmaxm ||gm||, g(l) = gGl and update the user
allocation sets I = I ∪ {Gl}, J = J − {Gl}.
end
Step 2: for each group select the most parallel users.
for l = 1 . . . G do
while |Gl| ≤ ρ do
forall the m ∈ J do
um = h
†
k
hjh
†
j
||h
†
j
||2
, j = [Gl]1; calculate the projection of
each users channel, onto the first user of each group.
end
Select the user that is most parallel to the first user of
each group. πl = argmaxm{||um||} and update the user
allocation sets Gl = Gl ∪ {πl}, I = I ∪ {Gl},
J = J − {Gl}
end
end
end
Algorithm 4: Multicast Aware User Scheduling Algorithm
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6.2.2 Performance Evaluation
Assuming a fixed user pool, as in the previous results, the formulated
groups are no longer randomly formulated. Instead, the multicast aware
user scheduling algorithm is employed. In Fig. 6.2 the performance of
the algorithm for 2 users per group is given versus an increasing on-board
power budget. In this figure, slight improvements of the system perfor-
mance are realized. However, the gains of user scheduling are revealed
when advancing to higher numbers of users per group. In Fig. 6.3 it is
clear that by employing user scheduling methods, the degradation of the
system performance with respect to an increasing number of users per
group is significantly improved. The same initial group of users as before
is employed regardless of the frame size, excluding a small rounding error
cut off. For instance, when 3 users per frame are assumed, the total num-
ber of users served is reduced to 891. The most important result is that by
employing multicast aware user scheduling methods, as much as 14 users
per frame can be accommodated in the frame based precoding, without
negative gains over conventional frequency reuse payload configurations.
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Figure 6.2: Average throughput versus an increasing on board available
transmit power, with scheduling.
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Figure 6.3: Per-beam throughput versus the number of users per frame.
Finally, to exhibit the dependence of the performance with respect
to the available for selection user pool, in Fig. 6.4, the average user
throughput for three users per frame with respect to an increasing user
pool is plotted. Almost 20% gains are noticed when doubling the user
pool.
6.3 Co-Existing Multibeam Satellite Systems
Towards the next generation of broadband multibeam SatCom systems,
innovative system architectures need to be considered in order to meet
the highly increasing demand for throughput and close the digital divide.
Spectrum scarcity is a major obstacle, especially in a satellite context
where the higher frequency bands exhibit challenging channel impair-
ments. In this direction, the investigation of full frequency reuse tech-
niques that exploit the spatial degrees of freedom offered by the multi-
beam satellite antenna comes into play. The consideration of co-existing
multibeam satellite architectures is necessitated by the following facts:
• In the evolution of GEO satellite systems, orbital slot congestion is
an uprising problem. In this context, co-operation between multi-
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Figure 6.4: Average throughput with respect to an increasing number of
available for selection users.
beam satellites has the potential of overcoming the major issue of
Adjacent Satellite Interference (ASI).
• Unpredictable changes in the traffic demand can dictate the launch
of secondary satellites to support existing ones. The optimal co-
existence of such systems has the potential to realized significant
gains.
• Aggressive frequency reuse increases the communication payload
size since a single TWTA cannot be shared by multiple beams.
Hence, the payload required to drive a large number of beams that
cover large regions (e.g. pan-European coverage) can only be ac-
commodated by multiple co-existing satellites. There, cooperation
amongst satellites also becomes relevant.
• Last but not least, long periods of coexisting satellites appear during
the replacement phase of old satellites.
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6.3.1 Co-located Satellites
The system under investigation consists of two collocated multibeam satel-
lites with overlapping coverage areas, serving fixed single antenna users
(Fixed Satellite Services, FSS). A large number of users uniformly dis-
tributed in each beam is assumed and a Time Division Multiple Access
(TDMA) scheme is realized, leading to one user per beam served, dur-
ing each time slot. An overview of the considered system is depicted in
Fig. 6.5, where the focus is on the FL downlink of the satellites (i.e. the
link between the satellite and the users), while the FL uplink, or feeder
link (i.e. the link between each satellite and the earth GW station), is
considered ideal. The channel model of Sec. 2.4.1 is considered.
Each satellite is served by a dedicated GW that has full CSI over the
channels between the corresponding satellite and each user. The infor-
mation that each GW handles defines the architecture of the system. As
seen in Fig. 6.5, the level of cooperation between two co-located satellites
might vary from none up to full cooperation, with of course increasing
implementation complexity. The technique proposed herein, namely co-
ordination, attempts to balance performance gains and implementation
complexity. More details on the level of required information will be
given in Sec. 6.3.2.
Dual Satellite System Signal Model
Extending the system model considerations of Ch. 2 to a dual satellite
scenario, the resulting channel needs to be modeled. In this direction, two
overlapping clusters of N1 and N2 spot-beams covering K1 and K2 fixed
user terminals respectively, are considered (Fig. 6.5) . The users, each
equipped with a single antenna, are uniformly distributed over the cover-
age area. Despite the fact that in each satellite separately, a MU MISO
BC is realized, the whole system operates over an interference channel.
The equivalent equation for the second satellite is straightforward to de-
duce by substituting index 1 with 2. The k-th user now has two vector
channels, one towards each satellite, denoted using the indices 1 and 2
respectively. The channel vectors h†k1,h
†
k2 are the rows of a total chan-
nel matrix Htot of (K1 +K2) × (N1 +N2) dimensions, that models the
satellite antenna gains of the two satellites.
Considering each multibeam satellite separately, linear precoding is
employed to cancel out inter-beam interference. More specifically, ZF
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Figure 6.5: Different levels of cooperation between collocated satellite
systems: (a) Independent (b) Coordinated and (c) Fully cooperative dual
satellite systems
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precoding is performed in each satellite, while the power allocation is
optimized under max SR criteria subject to realistic PACs, as described
in Sec. 2.3.1. To formalize the precoding problem, each time slot only one
user per beam is scheduled leading to K1 = N1 users to be served from
the first satellite using ZF, and K2 = N2 for the second system. Despite
the complete mitigation of per-satellite inter-beam interference, each user
still receives interference from the adjacent satellite. Using indices 1 and
2 to distinguish between the parameters of each satellite, the resulting
SINR in a user served by the first satellite will read as
ˆSINRk =
p1k|h†k1wk1|2
1 +
∑K2
j=1 p2j |h†k2wj2|2
. (6.1)
In (6.1), the interference from the adjacent satellite is apparent in the de-
nominator, while inter-satellite multiuser interference is completely miti-
gated by the precoding. The equivalent relations for the users allocated to
the second satellite, are straightforward to deduce, by exchanging indices
1 and 2.
6.3.2 User Scheduling for Dual Satellite Systems
Despite the extensive literature on linear precoding and user selection,
in the present chapter the optimal allocation of the selected users in two
coexisting groups that interfere with each other is also considered. The
novelty of the presented results lies in the fact that user selection and
allocation, not only optimizes the ZF performance of each system but
also considers the interaction between the two transmitters, i.e. the inter-
satellite interference. The procedure of selecting users out of a large pool
and allocating them to specific sets is referred to as user scheduling.
As it will be further explained in the remainder of the chapter, the
allocation of one user in a set not only affects the performance of the
current user group but also the performance of the second group due to
the interference this user will induce to the other set.
The derived algorithm selects users from a large user set -since only
one user is served in each timeslot by each antenna- with the aim of max-
imizing the orthogonality between the selected users in each set (optimal
selection for each satellite separately to maximize ZF performance) but
at the same time trying to minimize the level of interference this user is
receiving and inducing from and to the second user set.
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However, this selection will not take into account the inter-system in-
terference, thus orthogonalization in the frequency domain will be neces-
sary and each system will operate over the half of the available spectrum.
The optimal solution to this problem is the full cooperation between the
two systems, where interference can be mitigated by ZF over the total
channel matrix of both systems. However, the distributed nature of the
systems makes full cooperation unrealistic, especially in SatComs where
each satellite is served by a specific GW. The large amount of data and
CSI that needs to be exchanged for an interactive broadband network,
the feeder link limitations and signal synchronization issues are the main
prohibitive factors. An interesting solution to this fundamental problem
is the partial cooperation between the two GWs. The nature of this co-
operation is studied herein.
As proven in [82], user selection can significantly improve the perfor-
mance of ZF in an individual system. However, considering the coexis-
tence of two separate transmitters, as is the case in a dual satellite system,
partial cooperation, namely coordination, can be employed to solve the
problem of high intersatellite interference. To this end, this contribution
proposes an algorithm that selects users and allocates them to each satel-
lite. Intuitively, the two basic criteria that need to be considered for this
procedure are: a) the maximization of the performance of each satellite
separately, and b) the minimization of the interference between the two
sets.
As a result of this procedure, each GW will only process the data
of the users allocated to the corresponding satellite, thus the amount of
information that needs to be exchanged will only rely on the nature of
the proposed algorithm as will be explained further on.
The performance of each satellite separately is optimized by construct-
ing a semi-orthogonal user group from a vast number of users [53]. Extend-
ing this result, the creation of two user sets under the semi-orthogonality
criterion is straightforward since the channel gain of each user can be
projected to the orthogonal complement of the channels of the previously
selected users. In each iteration of the algorithm, the user with the max-
imum projection is allocated to the corresponding set. This simplistic
approach has been considered for comparison reasons.
The novel proposed algorithm accounts for the effects of the interfer-
ence between the two sets. It should first be mentioned that the exact
calculation of the level of interference in each iteration is not possible
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since the exact user set is still undetermined. To exactly calculate the
interference, one would need to solve the beamforming problem for each
and every possible combination of users. Under the assumption of large
number of users, this would lead to unaffordable computational complex-
ity. However, based on a basic advantage of ZF beamforming, which is the
decoupled nature of the precoder design and the power allocation opti-
mization problems, an approximation of the interference can be made. In
this direction, the precoding vectors of the users selected in the previous
iterations can be utilized to provide an indicative measure of the interfer-
ence between the user sets. This implies that an equal power allocation
is assumed. This assumption becomes asymptotically exact in the high
SNR regime, where the powers allocated to each user are approximately
equal. Incorporating all the above, a heuristic, iterative Semi-orthogonal
Interference aware User Allocation algorithm (SIUA) has been developed
and will be presented in the following.
The SIUA algorithm, presented in full detail in Algo. 5 works as fol-
lows. During the initialization procedure, i.e. Step 1, the strongest user
towards each satellite is allocated to the equivalent group. While the two
sets are not full, Steps 2 and 3 are executed. In Step 2, for each of the
unallocated users, the following metrics are calculated: a) In accordance
to [53], g1k and g2k represent the orthogonal component of each unallo-
cated user’s channel to the orthogonal subspace of the already allocated
users, for the two sets respectively. In b) Irk1 and I
r
k2 are equivalent mea-
sures for the interference each user would receive if equal power allocation
is employed. It is calculated as the squared norm of the product of the
users’ channel with the power of the transmit signal of the second user set
and the channel of each user. Finally, in c) Iik1 and I
i
k2 are approximations
of the interference that the allocation of each user can potentially induce
to the second set, if this user is allocated in the respective set. It is calcu-
lated as the product of the interference this user induces to every user that
belongs to the second set. Since the goal is to find the most orthogonal
users that at the same time receive and induce the least possible inter-
ference, the measure to be maximized is the fraction of the orthogonality
metric over the product of the interference metrics. At the last stage of
each iteration, two maximum fractions µ1 and µ2 are calculated over the
hole user set and compared between them. The user that corresponds to
the largest measure among the two, is allocated to the equivalent satellite.
The described heuristic, iterative, optimization algorithm requires full
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SIUA algorithm
Output: S1 & S2
Step 1: ∀ k = 1, 2 . . .M allocate the strongest channel norm to each
satellite:
π1(1) = argmax ||hk1||, g1(1) = hπ11
π2(1) = argmax ||hk2||, g2(1) = hπ22
S1 = π1(1), S2 = π2(1)
T = {1, . . .M} − {π1(1), π2(1)} set of unprocessed users
i = 1 iteration counter
while (|S1| < M1)& (|S2| < M2)
do
Step 2: forall the elements of T(i) do
(a) g1k = h1k
(
IK −∑i−1j=1 g†1(j)g1(j)||g
1(j)||2
)
g2k = hk2
(
IK −∑i−1j=1 g†2(j)g2(j)||g
2(j)||2
)
(b) Ir1k = hk2
(
W2W
†
2
)
h†k2
Ir2k = hk1
(
W1W
†
1
)
h†k1
(c) Ii1k =
∏l 6=k
lǫ t
(
hl1
(
W1kW
†
1k
)
h†l1
)
Ii2k =
∏l 6=k
lǫ t
(
hl2
(
W2kW
†
2k
)
h†l2
)
where Wn, n = 1, 2 is the ZF precoding matrix of each
satellite with users allocated from previous iterations and
Wnk, kǫ t is the same matrix but with the kth user added.
end
Step 3: µ1(i) = max{||g1k||/
(
Ir1k · Ii1k
)},
µ2(i) = max{||g2k||/
(
Ir2k · Ii2k
)}
if µ1(i) ≥ µ2(i) & |S1| < M1 then
π(i) = arg µ1(i); S1 = S1 ∪ {π(i)};
g1(i) = hπ(i) ;
else
π(i) = arg µ2(i); S2 = S2 ∪ {π(i)};
g2(i) = hπ(i) ;
end
i = i+ 1;
T(i) = T(i−1) − {π(i−1)};
end
Algorithm 5: Semiorthogonal Interference aware User Allocation algo-
rithm (SIUA)
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Table 6.1: Dual Satellite System Link Budget Parameters (identical for
both satellites)
Parameter Value
Orbit GEO
Frequency band Ka (20 GHz)
User link bandwidth 500 MHz
Number of beams 7
Beam diameter 600 Km
TWTA RF power @ saturation +21 dBW
Max satellite antenna gain GT +52 dBi
Max user antenna Gain GR +40 dBi
Free space loss −210 dB
Signal Power S −97 dBW
Receiver noise power N −118 dBW
SNR S/N 21 dB
knowledge of the CSI of all users. Consequently, coordination reduces
the amount of data that needs to be exchanged since each GW handles
only the data of the users allocated to the corresponding satellite. More-
over, SIUA runs only as many times as the number of transmit antennas
and thus compromises a scalable solution that can be extended for larger
multibeam systems. Another advantage of this solution is that the power
optimization in each satellite, a convex optimization problem that requires
some computational complexity, is decoupled from the algorithm execu-
tion. Additionally, despite the fact that the solution is heuristic and not
optimal, it is considerably less complex since the optimal user allocation
would require exhaustive search of all possible combinations of the users.
Finally, SIUA, can be executed in a centralized location or run in parallel
at the GWs that share CSI.
6.3.3 Performance Evaluation
To evaluate the performance of the proposed algorithm, two satellites
each with seven beams where assumed. The low number of beams is
only chosen to reduce the simulation time of the convex optimization
beamforming problem and has no effect on the algorithm, as discussed
in Sec. 6.3.2. It is however inline with the future considerations for the
terabit satellites, where each GW is expected to handle between 5 and 8
beams. Additionally, the simulations are performed according to the link
budget calculations described in Tab. 6.1, where it can be noted that the
normal SNR operating point of current satellite systems is 21dB.
In Fig. 6.6, the results of Monte Carlo simulations that calculate the
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performance in terms of system Sum Rate (SR) of the coexisting systems
with and without cooperation, are presented. Due to random user posi-
tioning, 100 iterations where executed, each with a different user position
pattern so that the average performance can be evaluated. The upper
bound for the system performance is deduced assuming full cooperation
amongst the transmitters. For this case two curves show the SR in bps/Hz:
one for the average performance of random user positioning and one em-
ploying the algorithm developed in [53], namely the Semi-orthogonal User
allocation (SUS) algorithm, which allocates users without regarding the
coexistence of the systems. Subsequently, an average gain of 25% is noted
by employing a simple user selection scheme, instead of randomly select-
ing users. Since in the fully cooperative system, interference is completely
mitigated, SIUA is unnecessary.
The substantial performance gain from SIUA is proven in Fig. 6.6 for
the more realistic case of coordinated systems. In this figure, SIUA is
compared to SUS and also to an independent interfering system. From
these curves, it is concluded that in the low SNR region, the SUS al-
gorithm performs better, as expected since the noise limited regime is
almost interference free. In the SNR region of interest, however, it is clear
that the SIUA algorithm, by reducing the level of interference, provides
substantial gains: more than 52% of improvement in terms of SR, over
a non cooperative system and 28% of improvement over a coordinated
system employing simple user selection. It is therefore concluded that the
SIUA sacrifices some low SNR performance to provide substantial gains
in the SNR region of interest. A simple switching scheme between the
two algorithms can provide good performance over the whole SNR region
of interest.
For each setting, ZF beamforming was performed in each satellite and
the aggregate SR of the two independent interfering transmitters was
calculated via (6.1). For this calculation the average total system SR is
depicted versus the receive SNR in Fig. 6.6.
The SR, measured in bits per transmission since we assume fixed band-
width, is calculated by assuming only interference from the adjacent satel-
lite using (6.1)1. Additionally, the simulations are performed according
to the link budget calculations described in Tab. 6.1, where it can be
1It should be clarified that under the common assumption of normalized noise,
the terms transmit SNR and total on board available power Ptot describe the same
quantity.
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noted that the normal SNR operating point of current satellite systems
is 21dB. Moreover, 100 users per beam are generated leading to a total
pool of 1400 users over which the SIUA algorithm is executed. In Fig.
6.6, the system SR when the SIUA algorithm is executed is presented and
also compared to the SR of a fully cooperative system.
By closely examining the results presented in Fig. 6.6 the performance
of the proposed algorithm can be evaluated. The following conclusions
about the performance of the SIUA algorithm are drawn: In the SNR
region of interest, i.e. around 21dB, the coordination amongst the inter-
fering satellites, can lead to more than 52% of improvement in terms of
SR, over a non cooperative system, when the proposed SIUA algorithm is
applied. As expected, the full cooperation of the two systems (data and
CSI exchange) totally mitigates interference and leads to almost double
performance of the system but at high implementation costs.
In Fig. 6.7, a coordinated system using SIUA, is compared to an
ideal non interfering dual satellite system that employs frequency orthog-
onalization to allow the operability of the two coexisting satellites. This
approach models the currently employed techniques of bandwidth split-
ting. In this plot it is proven that around the SNR area of interest, the
proposed algorithm outperforms the conventional techniques (25% gain).
Therefore, the SIUA comprises a candidate tool for handling ASI. As
the SNR increases, the gain decreases as expected, since the conventional
system operates under the ideal assumption of zero interference.
Finally, in Fig. 6.8, the behavior of the algorithm with respect to the
size of the user pool is investigated. To this end, the achievable SR for
a given value of SNR, i.e. 20dB, is calculated as the total number users
increases and also compared to the performance of the SUS algorithm. In
this figure it is proven that the algorithm reaches close to its maximum
performance for a finite number of total users (600 users) and further
increase of the user pool has little effects. From the same figure we note
that the rate of convergence of the proposed technique to the saturation
point is very similar to the SUS algorithm.
6.4 Summary
In the first part of the chapter, novel multicast aware scheduling meth-
ods are developed for the frame based precoding problem of Ch. 5. In
summary, the gains due to multicast aware scheduling are more than 30%
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Figure 6.6: Evaluation of SIUA algorithm in terms of system sum rate,
by comparison with optimal and interfering systems.
terms of throughput performance compared to conventional four color fre-
quency reuse schemes. These gains also allow for up to 14 users per frame
to be accommodated without losses over conventional systems.
The topic of dual satellite systems has been addressed in the second
part of the chapter, where a suboptimal, simple scheduling method was
proposed. This low complexity, heuristic algorithm that minimizes the
interference between the two groups, while maintaining the orthogonal-
ity between the users of the same group, allows for the coexistence of
two separate multibeam, joint processing, coordinated satellites. Thereby
the overall system spectral efficiency can be increased. The cost of the
proposed solution is the CSI exchange between the GWss. According
to simulation results, the algorithm achieves 52% of spectral efficiency
improvement over non-cooperative full frequency reuse systems and 25%
improvement over non-cooperative conventional orthogonalized in the fre-
quency domain systems. Subsequently, co-existing satellites that are co-
ordinated can successfully exploit the spatial orthogonalization of users
and operate over all the same spectrum.
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Chapter 7
Conclusions
7.1 Conclusions
The present thesis has provided novel arguments supporting the applica-
tion of multibeam joint processing techniques in SatComs. From a signal
processing perspective, the practical barriers of applying advanced inter-
ference mitigation techniques, namely linear precoding for the FL and
MUD for the RL of multibeam aggressive frequency reuse satellite sys-
tems, have been identified and tackled in this work. Both the forward
and the return links of these systems have been examined under realistic
assumptions and accurate simulation environments. Hence, the proposed
signal processing techniques have shown great potential to be incorpo-
rated in the next generation High Throughput Satellite (HTS) systems.
It has also been shown herein that the technology readiness level of the
proposed methods allows for their consideration in existing satellite com-
munications payloads with minor modifications on the ground segments,
in the existing SatCom standards and in the capacity of the feeder link.
However, such approaches are not expected to provide detrimental gains.
By assuming more sophisticated payloads, compatible with aggressive fre-
quency reuse configurations, the following techniques are proposed herein
for the next generation SatComs.
Multibeam joint processing in the RL can potentially achieve more
than twofold gains over current system architectures. These results has
been supported by novel, closed form derivations for the spectral efficiency
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of the RL multibeam channel under realistic assumptions. In more detail,
the ergodic capacity of composite Rician/lognormal channels has been
studied and analytically lower bounded. Also, accurate approximations
for the MMSE of MU SIMO channels that exhibit full receive correlation
have been derived. Therefore, an analytic framework straightforwardly
extendable to account for various propagation parameters that provides
important system design insights is established. Consequently, the adop-
tion of multibeam decoding techniques in next generation satellite systems
has the potential to surpass current performance limitations.
Concerning the FL, aggressive frequency reuse supported by linear
precoding can provide substantial throughput gains. These gains are sup-
ported even with only minor modifications over existing SatCom stan-
dards. Focusing on one of the most critical limitations of precoding in
DVBS2X based systems, that is the statistical multiplexing of users in a
frame, the novel topic of frame based precoding is introduced and mod-
eled. To provide an optimal solution to this problem and inspired by
the practical per antenna power limitations, the SoA in multicast multi-
group literature has been extended to optimally account these practical
constraints in the design. What is more, user selection is proposed to
optimize the performance of frame based precoding systems by glean-
ing the rich multiuser gains of the rich multiuser satellite environment.
When compared to current conventional architectures, the proposed frame
based precoding methods offer more than twofold gains. Consequently,
it is proven that even with simple methods, the practical barrier of user
framing can be overcome and the potential gains of precoding could be
gleaned in next generation multibeam HTS systems.
7.2 Future Work
The main open topics to be addressed in the immediate extensions of this
work include:
1. Frame based precoding for non-linear satellite channels:
Peak-to-average power ratio (PAPR) constrained optimization has
the potential to reduce the effects of the non-linear satellite chan-
nel. The main challenge of this direction lies in the dependence of
the PAPR on the signal constellation and the baseband filtering.
Furthermore, the optimal combination of precoding with channel
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linearization methods (e.g. signal pre-distortion) is an open topic
left for future extensions of this work.
2. Modulation constrained optimal beamforming: Finite sig-
nal alphabets instead of Gaussian Starting from the recent con-
siderations of [138], optimal multicast multigroup precoder design
with finite discrete code-books still remains an open topic. Any so-
lutions on this problem can then further enhance the performance
of frame based precoding.
3. Channel acquisition for frame based precoding While this
work has been focused in providing solutions when CSI is readily
available, in some sense (perfect or imperfect), the means to acquire
such information have not been addressed. Hence, in the context
of multibeam joint processing, techniques to measure and feedback
the channel coefficients of the vector channels still remain to be
explored.
4. Rank-1 approximations for multicast multigroup beamfor-
ming under PACs: The investigation of alternatives to Gaussian
randomization towards reducing the implementation complexity and
increasing the accuracy of the approximation are an on-going re-
search topic with great potential. This direction will eventually
simplify the transmitter design and reduce the implementation cost
of the herein discussed methods.
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