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Abstract
We propose a method for calculating dynamical correlation functions at finite
temperature in integrable lattice models of Yang-Baxter type. The method
is based on an expansion of the correlation functions as a series over ma-
trix elements of a time-dependent quantum transfer matrix rather than the
Hamiltonian. In the infinite Trotter-number limit the matrix elements become
time independent and turn into the thermal form factors studied previously
in the context of static correlation functions. We make this explicit with the
example of the XXZ model. We show how the form factors can be summed
utilizing certain auxiliary functions solving finite sets of nonlinear integral
equations. The case of the XX model is worked out in more detail leading to a
novel form-factor series representation of the dynamical transverse two-point
function.
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21 Introduction
The goal of this work is to design a method for the calculation of dynamical correlation
functions at finite temperature in integrable lattice models of Yang-Baxter type. This was
attempted before by K. Sakai [33], but the multiple-integral formula he obtained turned
out to be computationally inefficient. Still, the basic idea in Sakai’s work, which was to
use the ‘solution of the quantum inverse problem’ [24] twice, for the usual transfer matrix
and for the quantum transfer matrix, seems very natural and is awaiting to be used in a
more efficient way. Here we combine this idea with the thermal form-factor expansion
introduced by two of the authors in [4]. This leads to a form-factor series of the same
degree of complexity as in the static case. In particular, only a single (rather than a double)
sum over excited states is involved.
We shall put some emphasis on the general formalism which applies to a large class
of integrable lattice models, namely to those with an R-matrix which turns into the
transposition matrix for certain values of the spectral parameters. For all integrable lattice
models in this class we derive a form factor series for their dynamical correlation functions
at finite temperature in the first part of this work. In order to evaluate the form-factor series,
which is the subject of the second part of this work, the form factors should be known in
a form which admits to take the Trotter limit. Until recently this was only the case for
the form factors of the XXZ chain and of models directly related to it as limiting cases.
For the XXZ chain useful determinant representations of the form factors [4, 17, 20] were
derived on the basis of Slavnov’s scalar product formula [34]. The representations obtained
in [4] apply to the quantum transfer matrix and can be used to take the Trotter limit. Rather
recently determinant formulae for form factors of local operators for the gl(3) and gl(2|1)
models were derived within an algebraic Bethe Ansatz approach [13,30,31], and important
progress toward a generalization to gl(m|n) for generic values of m and n was made
in [14]. These determinant formulae may become the starting point for taking the Trotter
limit and for setting at work our novel form factor series in more general higher-rank cases.
In order to make the form factor series efficient a partial summation over classes
of excitations seems necessary. Such partial summation may be achieved by means of
(multiple-) integration over ‘auxiliary functions’ for ‘higher-level Bethe equations’ which
turns sums into integrals. This idea was developed in [7] in the context of the usual transfer
matrix for ground state correlation functions of the XXZ model in the antiferromagnetic
massive regime and was first applied to thermal form-factor series of the same model
in [6,8]. In this work we suggest how to perform a similar partial summation of the thermal
form-factor series for the XXZ chain in the dynamical case. This partial summation is
quite different from the partial summation employed in the analysis of the long-time large-
distance asymptotics of the form factor series of the ground state correlation functions of
the XXZ chain in the critical regime [21, 22], which relied on ‘restricted sums’ rather than
on contour integration. By way of contrast the auxiliary function techniques developed
in [6–8] are closer in spirit to those of [10, 23].
Explicit limiting cases of our form factor series, in particular the high- and low-
temperature asymptotics, will be worked out in future publications. In order to demonstrate
that our form-factor series can be efficient we focus here on the special case of the XX
model [28]. For the longitudinal two-point functions our form factor series reduces to
a simple explicit formula equivalent to the classical result of Niemeijer [19, 29]. In the
transverse case we obtain a novel form factor series which seems to be rather promising for
addressing some open questions concerning the long-time and large distance asymptotics
3of the dynamical two-point functions at finite temperature [15, 16, 18].
2 Foundations
As far as the general formalism is concerned we shall work within the setting of fundamental
integrable models with unitary R-matrix. In particular, no crossing symmetry will be
required.
2.1 Fundamental integrable lattice models
Such models are defined in terms of their R-matrices R : C2 7→ End(Cd ⊗Cd) which are
solutions of the Yang-Baxter equation
R12(λ, µ)R13(λ, ν)R23(µ, ν) = R23(µ, ν)R13(λ, ν)R12(λ, µ) . (1)
The subscripts refer to the pairs of spaces in the triple tensor product
(
Cd
)⊗3 on which the
corresponding R-matrix is acting nontrivially. We shall assume that the R-matrix has the
following additional properties:
regularity R(λ, λ) = P , (2a)
unitarity R12(λ, µ)R21(µ, λ) = id , (2b)
symmetry Rt(λ, µ) = R(λ, µ) . (2c)
Here the superscript t denotes matrix transposition and P is the permutation matrix defined
by P (x⊗ y) = (y ⊗ x) for all x, y ∈ Cd.
With a given R-matrix, which has the above properties, we associate an integrable
lattice model in the standard way. We define a (‘row-to-row’) monodromy matrix
T⊥,a(λ) = RaL(λ, 0) . . . Ra1(λ, 0) (3)
on L lattice sites and the corresponding transfer matrix
t⊥(λ) = tra{T⊥,a(λ)} . (4)
Then typically a constant hR ∈ C exists such that, for an appropriate choice of the
parameters in the R-matrix,
H0 = hR t
′
⊥(0)t
−1
⊥ (0) (5)
can be interpreted as a local lattice Hamiltonian, which is Hermitian on End(Cd)⊗L. The
locality is obvious from the explicit expression
H0 = hR
L∑
j=1
∂λ(PR)j−1,j(λ, 0)
∣∣
λ=0
, (6)
where periodic boundary conditions, (PR)0,1 = (PR)L,1, are understood. Note that the
constant hR depends on the respective R-matrix.
42.2 Transfer matrix realization of statistical operator and time evolution
operator
In order to be able to calculate correlation functions we need to realize the exponential of
H0 in terms of transfer matrices. For this purpose we introduce
t⊥(λ) = tra{T−1⊥,a(λ)} = tra{R1a(0, λ) . . . RLa(0, λ)} , (7)
where the second equation holds due to the unitarity condition (2b). Then it follows that
t⊥(0) = t−1⊥ (0) , H0 = −hR t⊥(0)t′⊥(0) . (8)
Combining (5) and (8) we obtain
t⊥
(
− hR
NT
)
t⊥
( hR
NT
)
= id−2H0
NT
+ O
(
N−2
)
. (9)
For every even N let
ρN,L(1/T ) =
(
t⊥
(
− hR
NT
)
t⊥
( hR
NT
))N2
. (10)
Then (9) implies that
lim
N→∞
ρN,L(1/T ) = e
−H0/T . (11)
For finite N the product of transfer matrices ρN,L(1/T ) is an approximation to the statisti-
cal operator e−H0/T , where T is the temperature. We shall call N the Trotter number and
the limit N →∞ the Trotter limit.
Remark. In previous work we used to define ρN,L(1/T ) with the opposite order of factors.
The order is irrelevant in (11), but the present order turns out to be slightly more convenient,
when we consider dynamical correlation functions below.
For the evaluation of correlation functions we will also have to express the action of a
local operator x ∈ End(Cd) on the first site of our quantum chain in terms of monodromy
and transfer matrix. For this purpose we shall employ the ‘solution of the quantum inverse
problem’ formula, whose significance was first understood in [24],
x1 = t⊥(0) tra{xaT−1⊥,a(0)} = limε→0 t⊥(−ε) tra{xaT
−1
⊥,a(ε)} . (12)
Following [33] we have introduced a regularization parameter ε. The regularization is
trivial for the row-to-row transfer matrix. It becomes important only later when we apply a
variant of the above formula to the quantum transfer matrix introduced in the next section.
2.3 Quantum transfer matrix
Now we introduce the central notion of our formalism, the quantum transfer matrix [35],
which was previously used in order to obtain efficient formulae for the free energy per
lattice site [25] and for static correlation functions of integrable lattice models [10]. We
shall see that, in a slightly generalized form, it can be also used to study dynamical
correlation functions at finite temperature. This was already recognized in [33], but the
5formula obtained by that time do not seem to be efficient for a numerical or asymptotic
analysis.
We would like to include a simple class of external fields which do not break the
integrability of the model. They enter the formalism in the following way. Let ϕˆ ∈
End(Cd) be a local operator, let Θ(α) = eαϕˆ, and assume that
[R12(λ, µ),Θ1(α)Θ2(α)] = 0 . (13)
Then
[t(λ)⊥,Θ1(α) . . .ΘL(α)] = [ t⊥(λ),Θ1(α) . . .ΘL(α)] = 0 . (14)
Define
Φˆ =
L∑
j=1
ϕˆj . (15)
Then (14) implies that
[H0, Φˆ] = 0 . (16)
Using Θ(α) we define the staggered, twisted and inhomogeneous monodromy matrix
acting on ‘vertical spaces’ with site indices 1, . . . , 2N + 2,
Ta(λ|α)
= Θa(α)R
t1
2N+2,a
(ν2N+2, λ)Ra,2N+1(λ, ν2N+1) . . . R
t1
2,a
(ν2, λ)Ra,1(λ, ν1) . (17)
Here the superscript t1 denotes transposition with respect to the first space R is acting
on, and ν1, . . . , ν2N+2 are 2N + 2 arbitrary complex ‘inhomogeneity parameters’. The
corresponding transfer matrix
t(λ|α) = tra{Ta(λ|α)} (18)
is called the inhomogeneous quantum transfer matrix of the model.
The most important property of the staggered monodromy matrix (17) is that it provides
a representation of the Yang-Baxter algebra,
Rab(λ, µ)Ta(λ|α)Tb(µ|α) = Tb(µ|α)Ta(λ|α)Rab(λ, µ) . (19)
This follows from (1), (13) and from the equation
Rab(λ, µ)R
t1
ja(ν, λ)R
t1
jb(ν, µ) = R
t1
jb(ν, µ)R
t1
ja(ν, λ)Rab(λ, µ) (20)
which is obtained from the Yang-Baxter equation (1) by taking the transpose with respect
to the first space, permuting the indices and redefining the spectral parameters. In many
cases the Yang-Baxter algebra can be used in order to diagonalize the quantum transfer
matrix.
A crucial formula for our derivation of a form-factor series for dynamical correlation
functions at finite temperature is a generalized form of the inversion formula [11, 24].
Lemma. Solution of the quantum inverse problem for the inhomogeneous quantum transfer
matrix. Let j ∈ {1, . . . , 2N + 2} be odd. Then, for any x ∈ End(Cd),
xj = t(ν1|α)t−1(ν2|α) . . . t−1(νj−1|α)
× tr{xT (νj |α)}t−1(νj |α)t(νj−1|α) . . . t−1(ν1|α) , (21)
provided that t(νk|α) is invertible for k = 1, . . . , j.
6A proof of this formula is given in Appendix A. In general invertibility will require
that the inhomogeneity parameters on odd and even lattice site are mutually distinct.
Otherwise for some k and ` the determinant of t(νk|α) will contain a factor det(P t1k,`) =
(det(P t1))d
2N
, where the determinant on the left hand side is evaluated in (Cd)⊗2N+2 and
the determinant on the right hand side is evaluated in Cd ⊗ Cd. But
P t1(x⊗ y) = P t1(y ⊗ x) , (22)
implying that P t1 has a nontrivial kernel and that det(t(νk|α)) = 0. For our main example,
the XXZ chain, we shall provide sufficient conditions for t(νk|α) to be invertible in
Appendix B. Note that the ε-regularization in (12) was introduced to avoid invertibility
problems in the intermediate calculations.
2.4 Correlation functions
We would like to calculate correlation functions of integrable lattice models with Hamilto-
nian
H = H0 − αΦˆ , (23)
where H0 is defined in (6) and Φˆ in (15). We restrict ourselves to the dynamical two-point
functions of two operators x, y ∈ End(Cd) defined by
〈x1ym+1(t)〉T = lim
L→∞
tr1,...,L{e−H/Tx1eitHym+1e−itH}
tr1,...,L{e−H/T }
= lim
L→∞
tr1,...,L{e−(1/T+it)Hx1eitHym+1}
tr1,...,L{e−H/T }
. (24)
Here we have denoted the spatial distance on the lattice by m and the time by t. The
indices 1, . . . , L in (24) indicate that the traces are computed in (Cd)⊗L which is the space
of states of the Hamiltonian (23).
Our goal is to express the right hand side of (24) in terms of the quantum transfer
matrix (18) and the entries of the corresponding monodromy matrix (17), then to simplify
the resulting expression using the spectral decomposition of the quantum transfer matrix.
Inserting (10) and (11) into the right hand side of (24) we obtain
〈x1ym+1(t)〉T
= lim
L→∞
lim
N→∞
tr1,...,L{ρN,L(1/T + it)e(1/T+it)αΦˆx1e−itαΦˆρN,L(−it)ym+1}
tr1,...,L{ρN,L(1/T + it)ρN,L(−it)}
= lim
L→∞
lim
N→∞
tr1,...,L{eαΦˆ/TρN,L(1/T + it)eitαϕˆ1x1e−itαϕˆ1ρN,L(−it)ym+1}
tr1,...,L{ρN,L(1/T + it)ρN,L(−it)} . (25)
We assume that the adjoint action of eαϕˆ can be diagonalized. This is rather natural, since
the operator ϕˆ is typically a Cartan element of a Lie algebra acting as a local symmetry.
Then, without loss of generality, one may assume that x is an eigenvector under the adjoint
action of ϕˆ, implying that
eitαϕˆ1x1e
−itαϕˆ1 = eitαs(x)x1 , (26)
7y
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Figure 1: Graphical representation of (27), the unnormalized finite Trotter number
approximant to the dynamical two-point function.
where s(x) is the eigenvalue corresponding to x. We first of all concentrate on the
numerator on the right hand side of (25). Inserting (26) and using (12) we find
tr1,...,L
{
eαΦˆ/TρN,L(1/T + it)e
itαϕˆ1x1e
−itαϕˆ1ρN,L(−it)ym+1
}
= eitαs(x)
× lim
ε→0
tr1,...,L
{
eαΦˆ/TρN,L(1/T + it)t⊥(−ε) tra{xaT−1⊥,a(ε)}ρN,L(−it)ym+1
}
. (27)
This is now of a form that allows us to write it in terms of the quantum transfer matrix
and its monodromy matrix. The easiest way to proceed is to represent the right hand
side graphically (see Fig. 1) and re-express it in terms of column-to-column rather than
row-to-row monodromy matrices. The column-to-column monodromy matrix at hand is a
special case of the staggered monodromy matrix defined in (17). The inhomogeneities can,
for instance, be fixed to
ν2k−1 = −ν2k =

− tRN k = 1, . . . , N2
ε k = N2 + 1
tR+hR/T
N k =
N
2 + 2, . . . , N + 1 ,
(28)
where
tR = ihRt . (29)
Then
tr1,...,L
{
eαΦˆ/TρN,L(1/T + it)t⊥(−ε) tra{xaT−1⊥,a(ε)}ρN,L(−it)ym+1
}
= tr1,...,2N+2
{
xN+1t
m(0|κ) tr{yT (0|κ)}tL−m−1(0|κ)}
= tr1,...,2N+2
{[
t
(
− tR
N
∣∣∣κ)t−1( tR
N
∣∣∣κ)]N2 tr{xT (ε|κ)}t−1(ε|κ)
×
[
t−1
(
− tR
N
∣∣∣κ)t( tR
N
∣∣∣κ)]N2 tm(0|κ) tr{yT (0|κ)}tL−m−1(0|κ)} , (30)
8where we wrote κ = α/T for short and used (21) in the second equation. We reinsert
(30) back into (27), (25) and take the limit L→∞ first, exploiting the fact that there is
a single dominant eigenvalue Λ0 with eigenvector |Ψ0〉 of the quantum transfer matrix.
The interchangeability of the limits was discussed in [35], albeit for a slightly differently
defined quantum transfer matrix. The existence of a dominant eigenvalue at finite Trotter
number is at least clear at high enough temperature. We obtain the following representation
for the two-point functions in the thermodynamic limit,
〈x1ym+1(t)〉T = lim
N→∞
lim
ε→0
eitαs(x)
(
Λ0
(− tRN ∣∣κ)
Λ0
(
tR
N
∣∣κ)
)N
2
×
〈Ψ0|X(ε|κ)t−1(ε|κ)
[
t−1
(− tRN ∣∣κ)t( tRN ∣∣κ)]N2 tm(0|κ)Y (ε|κ)|Ψ0〉
Λ0(ε|κ)Λm0 (0|κ)〈Ψ0|Ψ0〉
. (31)
Here we have introduced the notation
X(λ|κ) = tr{xT (λ|κ)} , Y (λ|κ) = tr{yT (λ|κ)} . (32)
We also took the liberty to change the spectral parameter from zero to ε on one of the
vertical lines by replacing Y (0|κ) by Y (ε|κ) and by performing a similar replacement
in the denominator. This will produce more symmetric and slightly more convenient
expressions later on.
In order to be able to deal with the Trotter limit N →∞ we insert a complete set of
eigenstates |Ψn〉 of t(λ|κ) with corresponding eigenvalues Λn(λ|κ). This brings us to our
main result.
Theorem. With the definitions above the dynamical two-point functions of two local
operators x and y have the form-factor series expansion
〈x1ym+1(t)〉T = lim
N→∞
lim
ε→0
eitαs(x)
∑
n
〈Ψ0|X(ε|κ)|Ψn〉〈Ψn|Y (ε|κ)|Ψ0〉
Λn(ε|κ)〈Ψ0|Ψ0〉Λ0(ε|κ)〈Ψn|Ψn〉
×
(
Λn(0|κ)
Λ0(0|κ)
)m(Λn( tRN ∣∣κ)Λ0(− tRN ∣∣κ)
Λ0
(
tR
N
∣∣κ)Λn(− tRN ∣∣κ)
)N
2
. (33)
Remark 1. Setting t = 0 we formally recover the known form-factor series expansion of
the static correlation functions of integrable lattice models [4].
Remark 2. The Trotter limit can be performed for the individual terms occurring under
the sum,
An = lim
N→∞
lim
ε→0
〈Ψ0|X(ε|κ)|Ψn〉〈Ψn|Y (ε|κ)|Ψ0〉
Λn(ε|κ)〈Ψ0|Ψ0〉Λ0(ε|κ)〈Ψn|Ψn〉 , (34)
ρn(λ) = lim
N→∞
lim
ε→0
Λn(λ|κ)
Λ0(λ|κ) . (35)
With this we obtain the formal series expansion
〈x1ym+1(t)〉T =
∑
n
Anρ
m
n (0)e
it{αs(x)+hRρ′n(0)/ρn(0)} (36)
9from (33). We would like to emphasize, however, that the Trotter limit in (33) has to
be dealt with with care, taking into account the peculiarities of the given model under
consideration. The specific example of the XXZ chain will be considered in the following
section.
Remark 3. Another way of looking at (36) is by introducing the correlation lengths ξn
and the phase velocity vn, setting
ρn(λ) = e
− 1
ξn(λ) , vn =
ξ′n(0)
ξn(0)
. (37)
Then
〈x1ym+1(t)〉T =
∑
n
An exp
{
−m− vntR
ξn(0)
+ itαs(x)
}
. (38)
Remark 4. In our derivation we can easily change the Trotter decomposition (28). This
allows us to modify the Hamiltonian and to replace it by any linear combination of local
conserved quantities generated by the row-to-row transfer matrix of the model [26].
3 The XXZ chain as an example
3.1 Hamiltonian and R-matrix
In this section we shall explore some of the features of our approach using the example
of the XXZ chain. Only for this most elementary model the amplitudes occurring in the
form-factor expansion of the two-point functions have been worked out in sufficient detail.
The Hamiltonian of the spin-12 XXZ chain in a magnetic field of strength h is defined
by the local action of Pauli matrices σα, α = x, y, z, on a chain of spins on L lattice sites,
HXXZ = J
L∑
j=1
(
σxj−1σ
x
j + σ
y
j−1σ
y
j + ∆
(
σzj−1σ
z
j − 1
))− h
2
L∑
j=1
σzj . (39)
Here ∆ = (q + q−1)/2 is the anisotropy parameter and J > 0 is the strength of the
exchange interaction. In the following we shall restrict ourselves to q = e−iγ , γ ∈ (0, pi/2]
for simplicity, implying that 0 ≤ ∆ < 1.
The Hamiltonian HXXZ can be obtained from the R-matrix
R(λ, µ) =

1 0 0 0
0 b(λ, µ) c(λ, µ) 0
0 c(λ, µ) b(λ, µ) 0
0 0 0 1
 , (40a)
b(λ, µ) =
sh(λ− µ)
sh(λ− µ− iγ) , c(λ, µ) =
sh(−iγ)
sh(λ− µ− iγ) (40b)
which is regular, unitary and symmetric (see (2)). It has a U(1) symmetry of the form
(13) with Θ(α) = qασ
z
or ϕˆ = −iγσz .∗ Thus, we may construct H as in (23). This
Hamiltonian turns into HXXZ if we choose
hR = −2iJ sin(γ) , α = ih
2γ
. (41)
∗Note that σz and σ± are eigenvectors under the adjoint action of ϕˆ with eigenvalues s(σz) = 0 and
s(σ±) = ∓2iγ.
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Then κ = ih/2γT and tR = 2J sin(γ)t.
For the XXZ chain we can also calculate the determinants of the ‘inhomogeneous shift
operators’ t(νj |α) and find that they vanish if ν2j−1 = ν2k for some j, k ∈ {1, . . . , N+1}.
This was the reason why we have introduced the ε-regularization. A set of sufficient
conditions for the invertibility of the t(νj |α) is that the inhomogeneity parameters on
odd and even sites be mutually distinct and that |νj | < γ/2 for j = 1, . . . , 2N + 2 (see
Appendix B).
3.2 Algebraic Bethe Ansatz
In order to set our form-factor series (33) at work we first of all need to know the eigenvalues
and eigenvectors of the quantum transfer matrix. For the XXZ chain the eigenvectors can
be constructed by means of the algebraic Bethe Ansatz. This has been described at many
instances† (see e.g. [27]). Here we only have to adapt the known result to our conventions.
We consider the inhomogeneous monodromy matrix (17) and write it as a 2× 2 matrix in
‘auxiliary space’ a,
Ta(λ|κ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
a
. (42)
This defines the operators A(λ), . . . , D(λ). The operators B(λ) generate the eigenstates
of the quantum transfer matrix t(λ|κ) = A(λ) +D(λ) by acting on a pseudo vacuum |0〉
defined by C(λ)|0〉 = 0. In our case the pseudo vacuum is
|0〉 =
((
1
0
)
⊗
(
0
1
))⊗(N+1)
. (43)
The pseudo vacuum is an eigenvector of the operators A(λ), with eigenvalue a(λ), and
D(λ), with eigenvalue d(λ). The eigenvalues are readily calculated using the explicit form
of the R-matrix and its transposed with respect to the first space,
a(λ) = qκ
N+1∏
k=1
b(ν2k, λ) , d(λ) = q
−κ
N+1∏
k=1
b(λ, ν2k−1) . (44)
In the context of the quantum transfer matrix formalism it has turned out to be useful
[25] to describe the Bethe Ansatz solution in terms of certain auxiliary functions. For
M = 0, . . . , 2N + 2 define a family of functions
a
(
λ|{λk}Mk=1, κ
)
=
d(λ)
a(λ)
M∏
k=1
sh(λ− λk − iγ)
sh(λ− λk + iγ) (45)
depending meromorphically on M complex parameters λj . The equations
a
(
λj |{λk}Mk=1, κ
)
= −1 , j = 1, . . . ,M (46)
†The completeness of the system of eigenvectors obtained through the Bethe Ansatz is a separate issue.
It was shown in [36] that all solutions to the Bethe equations with pairwise distinct Bethe roots provide a
complete set of eigenvectors of the quantum transfer matrix if the magnetic field and the inhomogeneities are
generic. In such a situation the Bethe vectors |Ψn〉 are all well-defined and, in particular, have non-vanishing
‘norm’ 〈Ψn|Ψn〉. For simplicity we shall work with the specific choice of the inhomogeneities νk as given
in (28). If any problem related to completeness or vanishing of the norm 〈Ψn|Ψn〉 should arise, it would be
enough to slightly perturb the νk in the intermediate calculations and then send them to the values (28) in the
end, on the level of the final formula, where the limit is already regular.
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are called the Bethe Ansatz equations. Their solutions {λ(n)j }Mj=1 are sets of ‘Bethe roots’.
We have supplied a superscript ‘(n)’ to distinguish the different solutions at fixed M . With
every set of Bethe roots we associate its corresponding auxiliary function
an(λ|κ) = a
(
λ|{λ(n)k }Mk=1, κ
)
. (47)
Sets of Bethe roots {λ(n)j }Mj=1 parameterize the solutions of the eigenvalue problem of
the quantum transfer matrix. The eigenvalues can be written as
Λn(λ|κ) = a(λ)
M∏
j=1
sh(λ− λ(n)j + iγ)
sh(λ− λ(n)j )
+ d(λ)
M∏
j=1
sh(λ− λ(n)j − iγ)
sh(λ− λ(n)j )
. (48)
The eigenvectors and their ‘duals’ take the form
|Ψn〉 = B(λ(n)1 ) . . . B(λ(n)M )|0〉 , 〈Ψn| =
〈
0
∣∣C(λ(n)1 ) . . . C(λ(n)M ) . (49)
3.3 Nonlinear integral equations for the auxiliary functions and integral
representations of the eigenvalue ratios
Let us write the auxiliary function for the general inhomogeneous quantum transfer matrix
of the XXZ chain explicitly,
an(λ|κ) =
(−1)sq−2κ
[N+1∏
k=1
sh(λ− ν2k−1)
sh(λ− ν2k)
sh(iγ + λ− ν2k)
sh(iγ − λ+ ν2k−1)
] M∏
k=1
sh(iγ − λ+ λ(n)k )
sh(iγ + λ− λ(n)k )
, (50)
where
s = N + 1−M (51)
is the (pseudo) spin of the excitation.
The reasoning that brings us a rough understanding of the structure of the solutions of
the Bethe Ansatz equations (46) is the same as in the staggered case. The Bethe roots λ(n)j
are located on the level curve |an(λ|κ)| = 1. If the νj are mutually distinct and of order
1/N , then an(λ|κ) has N + 1 simple poles at ν2k and N + 1 simple zeros at ν2k−1, both
close to λ = 0. If we group the poles and zeros in close-by pairs and join each pair by
a straight line, then the function |an(λ|κ)| takes on the value 1 at some point on each of
these lines. The contour |an(λ|κ)| = 1 is connecting these points. Because of the many
poles and zeros the phase of an(λ|κ) strongly varies along this contour, meaning that close
to zero there must be many points on the contour, where an(λ|κ) = −1.
Let us first focus on the case M = N + 1. We shall look for a special solution
{λ(0)j }N+1j=1 to the Bethe equations for which all λ(0)j , j = 1, . . . , N + 1, are of the form
λ
(0)
j = O
(
j/(TN)
)
. For such a solution
N+1∏
k=1
sh(λ− ν2k + iγ)
sh(λ− ν2k−1 − iγ)
sh(λ− λ(0)k − iγ)
sh(λ− λ(0)k + iγ)
= c(λ) = 1 + eO(1/T ) (52)
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as long as λ stays away from the poles close to ±iγ. Setting z = e2λ and zk = e2νk we
see that the equation a0(λ|κ) = −1 is equivalent to
p(z) = c(λ(z)) e−2κ−hR/T
N+1∏
k=1
(z − z2k−1) +
N+1∏
k=1
(z − z2k) = 0 , (53)
if
N+1∑
k=1
(ν2k−1 − ν2k) = hR
T
. (54)
Note that our Trotter decomposition (28) satisfies the latter condition for ε→ 0. Sticking
with this example we see that for |hR/T |, |tR| → 0 we have zk → 1 which should define
the high-temperature regime also in the general inhomogeneous case, whence
p(z)→ (e−2κ + 1)(z − 1)N+1 (55)
in the high-temperature limit. Thus, we have an (N + 1)-fold zero at z = 1, which, for
small |hR/T |, |tR|, is split into N + 1 zeros close to z = 1, corresponding to N + 1 Bethe
roots λ(0)j close to zero. These form a self-consistent high-temperature solution of the
Bethe Ansatz equations. Inserting the solution back into (50) we see that the other zeros of
1 + a0 must be located close to the poles at ±iγ. More precisely, we expect N + 1 of them
close to iγ and N + 1 close to −iγ.
Defining the canonical contour C0 in the usual way as (−iγ/2 + iδ − ∞,−iγ/2 +
iδ +∞) ∪ (iγ/2 − iδ +∞, iγ/2 − iδ −∞), where δ > 0 is small, we observe that for
N large enough the Bethe roots of the above solution are inside the contour, while all
other zeros of 1 + a0 remain outside. This is enough information to derive a nonlinear
integral equation for the auxiliary function associated with this specific solution of the
Bethe Ansatz equations.
Note that for our choice of parameters the function ln(sh(iγ−λ+µ)/ sh(iγ+λ−µ)),
where ‘ln’ denotes the principal branch of the logarithm, is analytic inside C0. We fix a
point x0 ∈ C0 and, for every λ ∈ C0, define a contour Cλx0 starting at x0 and running along
C0 up to the point λ. This enables us to define
ln(1 + a0)(λ|κ) =
∫
Cλx0
dµ
a′0(µ|κ)
1 + a0(µ|κ) . (56)
It follows that∫
C0
dµ
2pii
ln
(
sh(iγ − λ+ µ)
sh(iγ + λ− µ)
)
a′0(µ|κ)
1 + a0(µ|κ)
= −
∫
C0
dµ
2pii
K(λ− µ) ln(1 + a0)(µ|κ) = ln
(
a0(λ|κ)
)− 2iγκ+ hReN (λ)/T , (57)
where
K(λ) = cth(λ+ iγ)− cth(λ− iγ) , (58a)
eN (λ) =
T
hR
N+1∑
k=1
ln
(
sh(λ− ν2k)
sh(λ− ν2k−1)
sh(λ− ν2k−1 − iγ)
sh(λ− ν2k − iγ)
)
. (58b)
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In (57) we have used the fact that 1 + a0 has as many poles as zeros inside C0 when we
performed the partial integration in the first equation. In the second equation we have
used our knowledge about the location of the poles and zeros of 1 + a0 and the explicit
representation (50) of the auxiliary function. Equation (57) can be read as a nonlinear
integral equation for the auxiliary function a0,
ln
(
a0(λ|κ)
)
= 2iγκ− hReN (λ)/T −
∫
C0
dµ
2pii
K(λ− µ) ln(1 + a0)(µ|κ) . (59)
This equation is an inhomogeneous version of the well-known [10, 25] nonlinear inte-
gral equation for the auxiliary function of the dominant eigenvalue of the quantum transfer
matrix.‡ Our derivation shows that it holds for any inhomogeneous Trotter decomposition
if |νj |, j = 1, . . . , 2N + 2, is small enough uniformly in j. It holds in particular for our
Trotter decomposition (28) for finite but small enough |hR/T |, |tR|. Our experience with
the numerical solution of (59) suggests that it has a unique solution. In forthcoming work
we shall show that this is indeed the case if the |νj | are small enough. This implies, at
least for M = N + 1, that all other solutions to the Bethe equations, which correspond to
‘excited states’ must contain roots which are away from the origin if the |νj | are small.
Numerical studies also suggest that the contour C0 is independent of the Trotter number
implying that the Trotter limit N → ∞ only affects the term eN (λ). For our Trotter
decomposition (28) we also have to send ε to zero. Then
lim
N→∞
ε→0
eN (λ) = e(λ) = cth(λ)− cth(λ− iγ) (60)
which is the bare energy function. With this the nonlinear integral equation for the auxiliary
function of the dominant state in the Trotter limit alim0 takes its familiar form [10, 25]
ln
(
alim0 (λ|κ)
)
= 2iγκ− hRe(λ)/T −
∫
C0
dµ
2pii
K(λ− µ) ln(1 + alim0 )(µ|κ) . (61)
The function alim0 determines the thermodynamic properties and the static temperature
dependent correlation functions of the XXZ chain at all finite temperatures [10, 25] as it
parameterizes the integral representations of the dominant eigenvalue and of the reduced
density matrix of the model. The amazing fact, which we would like to emphasize and
which was already observed by Sakai [33], is that no dependence on time t has remained
in the Trotter limit.
The thermal form factors and eigenvalue ratios in (33) are parameterized by the
auxiliary functions connected with excited states of the quantum transfer matrix. For these
auxiliary functions several alternative descriptions are available. The formally simplest one
uses equivalence classes of contours Cn in order to classify the excitations (see e.g. [5]).
For any given auxiliary function an there exists a contour Cn which encircles all the Bethe
roots, but no other zeros of 1 + an and no other poles of this function than those at ν2k,
k = 1, . . . , N + 1. We shall assume that we can shape the contour Cn in such a way that
λ− µ± iγ remains outside for λ, µ ∈ Cn. For simplicity we also assume that Cn contains
all Bethe roots of the dominant state and no additional pole or zero of 1 + a0 as compared
to C0.
‡For more general inhomogeneous Trotter decompositions see [26].
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With these prerequisites the only difference in the derivation of a nonlinear integral
equation is that the partial integration performed in (57) produces additional boundary
terms due to the fact that for an excitation with M Bethe roots∫
Cn
dµ
2pii
a′n(µ|κ)
1 + an(µ|κ) = M −N − 1 = −s . (62)
As in case of the dominant state we fix a point xn on Cn and define the sub-contour Cλxn
connecting xn and λ ∈ Cn in positive direction along Cn. Then ln(1 + an)(λ|κ) can be
defined in analogy with (56). Using this determination of the logarithm partial integration
gives us∫
Cn
dµ
2pii
ln
(
sh(iγ − λ+ µ)
sh(iγ + λ− µ)
)
a′n(µ|κ)
1 + an(µ|κ) =
−
∫
Cn
dµ
2pii
K(λ− µ) ln(1 + an)(µ|κ)− s ln
(
sh(iγ − λ+ xn)
sh(iγ + λ− xn)
)
. (63)
Assuming that the contour Cn is such that we can send Rexn → −∞ we obtain the
nonlinear integral equation
ln
(
an(λ|κ)
)
= ipis+2iγ(κ+s)−hReN (λ)/T−
∫
Cn
dµ
2pii
K(λ−µ) ln(1+an)(µ|κ) (64)
for the excited states of the quantum transfer matrix in a form parameterized by the
contour Cn. Solutions of (64) are classified by equivalence classes of contours Cn, two
contours being equivalent if they admit the same solution an(·|κ). Another form of
equations is obtained if we deform all contours for a given value of s to some reference
contour C0,s. In the process of the deformation the contour will cross branch points of
ln(1 + an) which will appear as ‘particle and hole parameters’ in the additional driving
terms generated on the right hand side of (64). This possibility will be further elaborated in
the next section, where we discuss the summation of the form-factor series in the general
case.
About the Trotter limit of the functions an the same can be said as in case of the
dominant state. Our experience tells us that the contour Cn becomes independent of N
in the Trotter limit. The only part which depends on N and ε is the function eN . In
the limit N → ∞, ε → 0 it turns into the bare energy (60), and no dependence on t is
remaining. Now all functions appearing in the form-factor expansion are parameterized by
the auxiliary functions a0 and an and by the corresponding contours. Their dependence
on a0 and an is always the same independent of the underlying Trotter decomposition. If
we choose our Trotter decomposition (28) they will all be time dependent, but the time
dependence will vanish in the Trotter limit. At this point we understand that we can fully
resort to the results of [4] for the eigenvalue ratios and the amplitudes An in the form-factor
series (33).
Let us recall the expressions for the eigenvalue ratios. Following [2] we shall consider
ratios of eigenvalues with different values of the magnetic field. We will use the function
zn(λ|κ, κ′) = ln(1 + a0)(λ|κ)− ln(1 + an)(λ|κ
′)
2pii
(65)
in order to have more compact expressions. Then
ρn(λ|κ, κ′) = Λn(λ|κ
′)
Λ0(λ|κ) = q
s+κ′−κ exp
{
−
∫
Cn
dµ e(µ− λ)zn(λ|κ, κ′)
}
. (66)
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The eigenvalue ratios appearing in the form-factor series are recovered by setting κ′ = κ.
In [4] we derived expressions for the amplitudes in the form-factor series of a generating
function of the longitudinal two-point functions and for the amplitudes that determine the
transverse correlation functions 〈σ−1 σ+m+1(t)〉T . Let us recall only the transverse case as
an example here. In this case the relevant amplitudes needed in (33) are
〈Ψ0|B(ξ|κ)|Ψn〉〈Ψn|C(ξ|κ)|Ψ0〉
Λn(ξ|κ)〈Ψ0|Ψ0〉Λ0(ξ|κ)〈Ψn|Ψn〉 = limκ′→κA
−+
n (ξ|κ, κ′) , (67)
where
A−+n (ξ|κ, κ′) =
G
−
+(ξ)G
+
−(ξ)
(q1+κ′−κ − q−1−κ′+κ)(qκ′−κ − q−κ′+κ)
× exp
{∫
Cn
dλ ln
(
ρn(λ|κ, κ′)
)
∂λzn(λ|κ, κ′)
}
× detdm+,Cn
{
1− K̂1−κ′+κ
}
detdm−,Cn
{
1− K̂1+κ′−κ
}
detdm0,Cn
{
1− K̂} detdm,Cn{1− K̂} . (68)
Here, for σ = ±,
G
±
σ (ξ) = lim
Reλ→±∞
Gσ(λ, ξ) (69)
and G±(λ, ξ) is the solution of the linear integral equation
G±(λ, ξ) = − cth(λ− ξ) + qκ′−κ∓1ρ±1n (ξ|κ, κ′) cth(λ− ξ + iγ)
+
∫
Cn
dm±(µ)G±(µ, ξ)Kκ′−κ∓1(µ− λ) (70)
with deformed kernel
Kκ(λ) = q
−κ cth(λ+ iγ)− qκ cth(λ− iγ) . (71)
Note that G+− is analytic in κ′ − κ and that G+−|κ′=κ = 0 which implies that the limit
κ′ → κ exists in (68) [3].
The ‘measures’ dm,  = −, 0,+, and dm are defined by
dm−(λ) =
dλ ρ−1n (λ|κ, κ′)
2pii(1 + a0(λ|κ)) , dm+(λ) =
dλ ρn(λ|κ, κ′)
2pii(1 + an(λ|κ′)) , (72a)
dm(λ) =
dλ
2pii(1 + a0(λ|κ)) , dm0(λ) =
dλ
2pii(1 + an(λ|κ′)) . (72b)
The determinants in (68) are Fredholm determinants of integral operators defined by the
respective kernels and measures and by the integration contours Cn (see [4] for more
details). Note that the representation (68) is well-defined in the sense that for Bethe states
with non-vanishing norm 〈Ψn|Ψn〉 6= 0 – which is what we assume to hold and what is
always achievable for generic inhomogeneities – all factors, and particularly the Fredholm
determinants in the denominator, are finite.
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3.4 On the summation of the form-factor series
The form-factor series (33) is a sum over all excitations of the quantum transfer matrix.
But typically the matrix elements satisfy ‘selection rules’ connected with conservations
laws that will make many of them disappear. In case of the XXZ chain the selection rule
that has to be obeyed is related to the pseudo-spin conservation. For the example of the
transverse correlation functions considered above pseudo-spin conservation implies that we
may restrict ourselves to excitations with s = 1. Generically it will be enough to consider
excitations with fixed s ∈ Z.
The issue to be discussed in this section is the partial summation of the form-factor
series by means of multi-dimensional residue calculus. For this purpose the above descrip-
tion of the form factors and eigenvalue ratios based on equivalence classes of contours is
not convenient. We shall rather deform those contours into reference contours C0,s which
brings about an explicit dependence on particle and hole parameters. The contours Cn
were characterized by the fact that all Bethe roots of a given state are located inside the
contour while all other zeros of 1 + an are outside. After the deformation some of the
Bethe roots will be outside the new reference contour C0,s, some zeros of 1 + an which
are no Bethe roots will be inside. We shall call the former particles, the latter holes and
denote their numbers by np, nh, respectively.
There is a degree of arbitrariness in the choice of the reference contour. A choice that
might appear natural would be a contour that contains all Bethe roots and no other zeros
of the auxiliary function pertaining to an eigenvalue of largest modulus in the pseudo-
spin-s sector. Due to (62) this choice implies that the function ln(1 + an) has nontrivial
monodromy along such contour unless s = 0. Our experience with the case s = 1 in the
low-temperature limit [5] and with ∆ = 0 (see below) suggests that we obtain simpler
formulae if we slightly deform the reference contour such as to include s more holes, if s
is positive, or to exclude −s more particles, if s is negative. Then the equation∫
C0,s
dµ
2pii
a′n(µ|κ)
1 + an(µ|κ) = nh − np − s = 0 (73)
connects the numbers of particles and holes defined with respect to C0,s with the pseudo-
spin. In the following we shall assume for simplicity that (73) is satisfied. We emphasize,
however, that this is mostly motivated by our aim to give the formulae a simpler appearance
and that this assumption is inessential for the argument that will allow us to partially sum
the form-factor series below.
All equations and expressions considered in the previous subsection can be rewritten
with respect to the reference contour C0,s. The auxiliary functions an, the eigenvalue
ratios ρn, and the amplitudes An then become explicit functions of the particle and hole
roots. Instead of equivalence classes of contours Cn we then use sets of holes {x(n)j }nhj=1
and particles {y(n)k }npk=1 to classify the solutions, meaning that we have altogether three
equivalent parameterizations: by sets of Bethe roots, by equivalence classes of contours, or
by sets of particles and holes associated with a reference contour C0,s.
In order to understand this in more detail we shall consider a nonlinear integral equation
in which the driving terms depend explicitly on the particles and holes. We will use the
shorthand notation
θ(λ) = −i ln
(
sh(iγ + λ)
sh(iγ − λ)
)
. (74)
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This function is called the bare phase. Starting from (50) it is not difficult to come to the
following characterization of the auxiliary functions an. We fix a reference contour C0,s.
With respect to this contour we first define a multi-parametric function a(λ|{u}, {v}, κ)
(not to be confused with the function defined in (45)) as the solution of the nonlinear
integral equation
ln
(
a(λ|{u}, {v}, κ)) = ipis+ 2iγκ− hReN (λ)/T + i nh∑
j=1
θ(λ− uj)− i
np∑
k=1
θ(λ− vk)
−
∫
C0,s
dµ
2pii
K(λ− µ) ln(1 + a)(µ|{u}, {v}, κ) . (75)
Here ln(1 + a) is defined along the contour C0,s in a similar way as in (56) and is further
required to have trivial monodromy along this contour. The function a(λ|{u}, {v}, κ)
depends holomorphically on two sets of variables {u} = {uj}nhj=1 and {v} = {vk}npk=1,
where the uj take values inside C0,s and the vk take values outside. Then solutions
{x} = {xj}nhj=1, {y} = {yk}npk=1 of the ‘subsidiary conditions’
a(xj |{x}, {y}, κ) = a(yk|{x}, {y}, κ) = −1 , j = 1, . . . , nh, k = 1, . . . , np , (76)
define sets of hole and particle roots which are in one-to-one correspondence with solutions
{λ(n)j }Mj=1 of the Bethe Ansatz equations (46) and with the above defined contours Cn.
Thus, we may label them by the same superscript ‘(n)’ implying that
an(λ|κ) = a(λ|{x(n)}, {y(n)}, κ) . (77)
The advantage of the ‘particle-hole formulation’ of the excitations is, as we shall see,
that within this formulation all terms in the form-factor series (33) can be interpreted
as multi-dimensional residues. Using the properties of the function a(λ|{u}, {v}, κ) the
series can then be turned into a sum over multiple integrals.
The terms in the form-factor series are composed of eigenvalue ratios and amplitudes.
If we deform the contours into C0,s, the eigenvalue ratios take the form
ρn(λ|κ, κ′) = qκ′−κ
[ nh∏
j=1
sh(λ− x(n)j )
sh(λ− x(n)j + iγ)
][ np∏
k=1
sh(λ− y(n)k + iγ)
sh(λ− y(n)k )
]
× exp
{
−
∫
C0,s
dµ e(µ− λ)zn(µ|κ, κ′)
}
. (78)
Note that the function zn under the integral depends on an and is also parameterized
by sets of particles and holes. We could proceed with the different factors appearing in
the representation (68) of the amplitudes and make the dependence on the particle and
hole parameters explicit. The exponential term was treated in general in [5]. So far the
remaining factors were only considered in the low-temperature limit [4, 5, 8]. But the case
of arbitrary temperature is no more difficult. The important point is that the argument
that follows below is based on the fact that these terms can be parameterized in terms of
particles and holes, but does not depend on the details of the parameterization.
For this reason we refrain here from working out all details but rather concentrate on
the determinant detdm0,Cn
{
1− K̂} in the denominator. As we shall see, a Jacobian can
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be factored out from this term, whose structure suggests to use multiple-residue calculus
for the summation over the excitations with a fixed number of particles and holes. This
was observed before in the analysis of the low-temperature limit of the static two-point
functions in the massive regime ∆ > 1 [8] and even earlier in the analysis of the form
factor of the usual transfer matrix for ∆ > 1 in [7]. In Appendix C we show that such a
Jacobian appears in general. We derive the identity
det
dm0,Cn
{
1− K̂} = det
dm0,C0,s
{
1− K̂}[ nh∏
j=1
1
a′n(x
(n)
j |κ)
][ np∏
j=1
1
a′n(y
(n)
j |κ)
]
× det
∣∣∣∣∂uka(uj |{u}, {v}, κ) ∂vka(uj |{u}, {v}, κ)∂uka(vj |{u}, {v}, κ) ∂vka(vj |{u}, {v}, κ)
∣∣∣∣{u}={x(n)}
{v}={y(n)}
. (79)
Here the products over reciprocals of a′n will be canceled by corresponding terms originat-
ing from the exponential factor in (68).
The determinant on the right hand side of equation (79) is exactly what is needed
(see [1, 7, 8, 32]) to transform a sum over solutions of the subsidiary conditions (76)
into a multiple-contour integral over ‘particle and hole variables’ uj and vj . It may be
interpreted as the Jacobian ∂(U,V)/∂(u,v) of a transformation Cnh+np 7→ Cnh+np ,
(u,v) 7→ (U,V), where
Uj(u,v) = 1 + a(uj |{u}, {v}, κ) , j = 1, . . . , nh , (80a)
Vk(u,v) = 1 + a(vk|{u}, {v}, κ) , k = 1, . . . , np . (80b)
This transformation maps solutions to the subsidiary conditions (76) to the origin in
Cnh+np ,
(x(n),y(n)) 7→ (U,V) = (0, 0) . (81)
We shall assume that the map is invertible in the neighbourhood of (x(n),y(n)), viz. that
the Jacobian [∂(U,V)
∂(u,v)
](n)
=
∂(U,V)
∂(u,v)
∣∣∣∣
(u,v)=(x(n),y(n))
(82)
is non-vanishing. Let
D(n),η =
{
(u,v) ∈ Cnh+np
∣∣∣∣∣ |Uj(u,v)| <  , |Vk(u,v)| < ∣∣(x(n),y(n))− (u,v)∣∣ < η
}
, (83)
where  and η are sufficiently small so that D(n),η is included in the domain where the map
(80) is invertible and holomorphic. Then, for any function f(u,v) which is holomorphic
in all uj and vk, we obtain the local residue∫
S
(n)
,η
dunh
(2pii)nh
dvnp
(2pii)np
f(u,v)[∏nh
j=1 Uj(u,v)
][∏np
k=1 Vk(u,v)
] = f(x(n),y(n))[∂(U,V)
∂(u,v)
](n) . (84)
Here
S(n),η =
{
(u,v) ∈ Cnh+np
∣∣∣∣∣ |Uj(u,v)| =  , |Vk(u,v)| = ∣∣(x(n),y(n))− (u,v)∣∣ < η
}
. (85)
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If we now make the dependence on the particle and hole parameters explicit in every
term and use (79), the summands in (33) take the form
F−+({x(n)}|{y(n)})
/[∂(U,V)
∂(u,v)
](n)
(86)
of local multi-dimensional residues, where
F−+({x(n)}|{y(n)}) =
A−+(ξ|{x(n)}|{y(n)})ρmn (0|κ, κ)ρ
N
2
n (tR/N |κ, κ)ρ−
N
2
n (−tR/N |κ, κ) (87)
and where the ‘amplitude density’ A−+(ξ|{x(n)}|{y(n)}) is what we obtain when we
make the dependence on the particle and hole parameters explicit in (68) and extract the
Jacobian.
We now replace the particle and hole parameters {y(n)} and {x(n)} in (87) by complex
variables {u} and {v} which we do not require to satisfy the subsidiary conditions (76).
This means that an(λ|κ) is replaced by a(λ|{u}, {v}, κ) everywhere, implying that we
obtain
z(λ|{u}, {v}, κ) = ln(1 + a0)(λ|κ)− ln(1 + a)(λ|{u}, {v}, κ)
2pii
(88)
instead of zn(λ|κ, κ) and
ρ(λ|{u}, {v}, κ) =
[ nh∏
j=1
sh(λ− uj)
sh(λ− uj + iγ)
][ np∏
k=1
sh(λ− vk + iγ)
sh(λ− vk)
]
× exp
{
−
∫
C0,s
dµ e(µ− λ)z(µ|{u}, {v}, κ)
}
. (89)
instead of ρn(λ|κ, κ). Consequentially, A−+(ξ|{x(n)}|{y(n)}) is replaced by a function
A−+(ξ|{u}|{v}) and F−+({x(n)}|{y(n)}) by a function F−+({u}|{v}).
Thus, (84) allows us to recast each individual term in the series (33) – specialised to
the XXZ chain setting – as a multi-dimensional local residue integral. By the introduction
of a suitable function holomorphic in all {u} and {v}, one may expect a representation of
the sum over all solutions to the subsidiary conditions in the form of a multi-dimensional
residue integral. This idea is made precise, under certain reasonable hypotheses, in
Appendix D. The resultant multi-dimensional integrations should be preformed over a
skeleton (a distinguished boundary) defined in (D.16). By analogy with one-dimensional
residue calculus, one may expect that the skeleton can be deformed into C`0,1 × C
`−1
0,1 ,
where the contour C0,1 encloses all particle roots. Taking into account that np + 1 = nh
(which follows from (73) since s = 1) we then obtain the following representation for the
transverse two-point functions
〈σ−1 σ+m+1(t)〉T = lim
N→∞
ε→0
∞∑
`=1
(−1)`e−iht
`!(`− 1)!
∫
C0,1
du`
(2pii)`
∫
C0,1
dv`−1
(2pii)`−1
A−+(ε|{u}|{v})
× ρ
m(ε|{u}, {v}, κ) ρN/2(tR/N |{u}, {v}, κ) ρ−N/2(−tR/N |{u}, {v}, κ)[∏`
j=1
(
1 + a
(
uj |{u}, {v}, κ
))][∏`−1
k=1
(
1 + a
(
vk|{u}, {v}, κ
))] . (90)
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When calculating the integrals over the extended contours C0,1, C0,1 we will obtain each
local residue with multiplicity `!(` − 1)! due to the symmetry of the functions in the
denominator under the integral, which is why we divided each summand by this factor.
Note that the determination of C0,1 and C0,1 in a way suitable for numerical calculations
may be a subtle issue.
Morally we can understand equation (90) as follows. By shrinking the contours
C0,1, C0,1 one picks up the contributions of all solutions to the subsidiary conditions.
In principle, one should then also pick up contributions originating from the poles of
F−+({u}|{v}). Indeed, this function is not a holomorphic function of the uj and vk.
As can be seen from (89), the factor ρ−N/2(−tR/N |{u}, {v}, κ) has N/2-fold poles at
uj = −tR/N , j = 1, . . . , nh, inside C0,s. However, these poles will be compensated by
the functions a(uj |{u}, {v}, κ) = 1/a(uj |{u}, {v}, κ) for j = 1, . . . , nh. In fact these
functions as well have poles of order N/2 at −tR/N as can be inferred from (28), (58b)
and (75). Similarly, the factor ρ−N/2(−tR/N |{u}, {v}, κ) has poles of order N/2 at
vk = iγ − tR/N , k = 1, . . . , np, outside C0,s close to where we expect the particles to be
located. These poles will be canceled by the functions a(vk|{u}, {v}, κ) as can be seen
again from (28), (58b) and (75). Moreover, the amplitude densities A−+(ξ|{u}|{v}) for
ξ = 0 have simple poles at uj = 0, j = 1, . . . , nh, and at vk = iγ, k = 1, . . . , np, which
will be compensated by ρmn (0|κ, κ) if m > 0.
After rewriting the form-factor series as a sum over multiple integrals we may finally
take the Trotter limit. For this purpose we introduce the function
E(λ) = ln
(
sh(λ)
sh(λ− iγ)
)
(91)
and remark that
lim
N→∞
ε→0
ρm(ε|{u}, {v}, κ) ρN/2(tR/N |{u}, {v}, κ) ρ−N/2(−tR/N |{u}, {v}, κ)
= exp
{ nh∑
j=1
(
mE(uj)− tRe(uj)
)− np∑
j=1
(
mE(vj)− tRe(vj)
)
−
∫
C0,s
dµ zlim(µ|{u}, {v}, κ)(me(µ)− tRe′(µ))} , (92)
which follows from (89) and where the superscript ‘lim’ refers to the Trotter limit. Then
we end up with the thermal form-factor series representation
〈σ−1 σ+m+1(t)〉T =
∞∑
n=1
(−1)n
n!(n− 1)!
∫
C0,1
dun
(2pii)n
∫
C0,1
dvn−1
(2pii)n−1
×
[ n∏
j=1
emE(uj)−tRe(uj)
1 + alim
(
uj |{u}, {v}, κ
)][n−1∏
j=1
e−mE(vj)+tRe(vj)
1 + alim
(
vj |{u}, {v}, κ
)]
×A−+lim (0|{u}, {v}) e
−iht−∫
C0,1
dµ zlim(µ|{u},{v},κ)
(
me(µ)−tRe′(µ)
)
(93)
for the transverse correlation functions of the XXZ chain. In this formula alim denotes the
Trotter limit of the function a which is obtained by replacing eN with e in equation (75).
Similarly zlim and A−+lim are obtained from z and A
−+ by replacing a with alim.
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It should be clear from our derivation that a similar form factor series representation
can be also derived for the longitudinal correlation functions. In our derivation we used
the implicit assumption that the reference contour C0,1 and the contour C0,1 can be chosen
independently of the excitation. In the low-temperature limit [4, 5, 8] and for ∆ = 0 (see
below) we know that this is possible. The general case will need further study. In fact, the
main difficulty imposed by the series (93) is that we have insufficient knowledge about
the general Bethe root patterns at generic temperature. Moreover, it is not always clear if
one can choose C0,1 and C0,1 of an appropriate size and shape, which might be needed to
perform e.g. numerical calculations without technical difficulties. An appropriate starting
point for studying (93) may be the high-temperature limit, where certain simplifications
are expected to occur. At least the longitudinal dynamical correlation functions remain
nontrivial even at infinite temperature (see e.g. [9, 29] and our discussion of the XX case
below).
3.5 The XX chain
The previous section shows that the summands in the form-factor series (33) can be
calculated for the XXZ chain and that a summation for fixed numbers of particles and
holes can be at least formally achieved by multiple-contour integration. A crucial question
will be how efficient the formulae can be made. The problem with the general XXZ case is
that the patterns of Bethe roots vary as functions of anisotropy parameter, magnetic field
and temperature and that no general classification is known. The only case in which we
fully understand where the Bethe roots are located at any temperature is the case of the
XX chain. As a further test and in order to provide more explicit examples, we therefore
proceed with the two-point functions of the XX chain.
By definition the XX Hamiltonian is the XXZ Hamiltonian (39) with ∆ = 0 corre-
sponding to γ = pi/2 in our parameterization. For this specific value of γ we have
hR = −2iJ , α = ih
pi
. (94)
Our basic bare functions become
e(λ) =
2
sh(2λ)
, K(λ) = 0 . (95)
The fact that the kernel function K is identically zero is the reason for the severe simplifi-
cation that occur in this case.
Inserting γ = pi/2 into the expression (50) for the auxiliary function an at finite Trotter
number we obtain
an(λ|κ) = (−1)sq−2κ
N+1∏
k=1
th(λ− ν2k−1)
th(λ− ν2k) . (96)
Unlike in the general XXZ case there is a large degeneracy among the auxiliary functions
here. Any Bethe state corresponds to a set of roots of one of only two different auxiliary
functions, since an(λ|κ) = (−1)sa0(λ|κ), s = 0, 1 mod 2, where a0 is the auxiliary
function of the dominant state.
Recalling that
∑N+1
k=1 (ν2k − ν2k−1) = −hR/T − 2ε for the Trotter decomposition
(28) and that νk = O(1/N) for k 6= N + 1, N + 2 we can calculate the limit
lim
N→∞
lim
ε→0
an(λ|κ) = (−1)se−
(λ)
T , (λ) = h− 4iJ
sh(2λ)
(97)
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directly from (96). This result is compatible with the general consideration of the previous
section. Using (95) in (64) we obtain again (97).
Remark. In the XX limit the Bethe Ansatz solution of the eigenvalue problem of the
quantum transfer matrix can be analyzed with full rigour. We have performed such an
analysis for the Trotter decomposition νk = (−1)k+1hR/(2NT ), k = 1, . . . , 2N , i.e. for
the usual temperature case with no dependence of the inhomogeneity parameters on time
or on ε. In this case the Bethe roots are solutions of the equations an(λ|κ) + 1 = 0, and
the following can be shown
(i) If N > 2J/(piT ), then all roots of an(λ|κ) + 1 = 0 are located inside the strip
0 < Imλ < pi/2 modulo ipi.
(ii) The patterns of roots are point-symmetric about ipi/4, i.e. if λ is a root then ipi/2−λ
is a root as well.
(iii) The functions an(λ|κ) + 1 with s = ±1 have 2N roots each inside the strip
0 < Imλ < pi/2. Denote the sets of these roots by S±. A subset of S+ containing
M roots with N −M even or a subset of S− containing M roots with N −M odd
is called a set of Bethe roots. Sets of Bethe roots are in one-to-one correspondence
with eigenvalues of the quantum transfer matrix. There are altogether 22N such
states, called Bethe states.
(iv) All eigenvalues corresponding to Bethe states are mutually distinct, implying that
the quantum transfer matrix has a simple spectrum and that ‘the Bethe Ansatz is
complete’.
(v) The dominant eigenvalue is the eigenvalue determined by the unique set of Bethe
roots {λ(0)j }Mj=1 which is contained in the strip 0 < Imλ < pi/4 and for which
M = N .
(vi) In the Trotter limit a0(λ)→ e−
(λ)
T , and a pair of roots λ±F of a0(λ|κ)− 1 is located
on the line Imλ = pi/4,
λ±F =
ipi
4
± 1
2
arch
(4J
h
)
. (98)
These roots will be called the Fermi rapidities.
In the following we will continue to work with the inhomogeneous model with Trotter
decomposition (28). In particular, we will keep ε and the Trotter number finite until the
very last stage of our calculation. We shall assume, however, that N is large enough such
that the properties of our auxiliary functions are close to those described in the above
remark. This means that we assume that the dominant state has exactly N + 1 Bethe roots
located in the strip −pi/4 < Imλ < pi/4 and that the corresponding auxiliary function
1 + a0 has no other zeros in that strip.
Because of the appearance of the Fermi rapidities some care is necessary when we
introduce the canonical contour C. We define it as (−∞− ipi/4 + iδ,+∞− ipi/4 + iδ) ∪
(+∞+ipi/4− iδ,−∞+ipi/4− iδ), where δ > 0 is small, but with four small deformations
consisting of semicircles of radius 2δ, say, which are centered about the points λ±F − iδ
and −λ±F + iδ in such a way that the upper part of C bypasses λ+F from below and λ−F from
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λ
C + ipi2
ipi
4
− ipi4
λ−F
λ+F
0
C
Figure 2: Sketch of the contour C for the XX chain. The Fermi rapidity λ−F is inside C,
λ+F is outside C.
above, while the lower part of C bypasses −λ+F from above and −λ−F from below (see
Fig. 2). We shall call every zero of a0(λ|κ)± 1 inside C, which is not a Bethe root, a hole,
while every Bethe root outside C will be called a particle. The numbers of particles and
holes will be denoted np and nh, respectively. Then M = N + 1−nh +np, implying that
nh − np = s . (99)
Following the usual reasoning we obtain the following expressions for the logarithms
of the eigenvalues of the quantum transfer matrix,
ln
(
Λn(λ|κ)
)
= −ipiκ/2 +
nh∑
k=1
ln
(
i th(λhk − λ)
)− np∑
k=1
ln
(
i th(λpk − λ)
)
+
∫
C
dµ
pii
ln
(
1 + an(µ|κ)
)
sh(2(µ− λ)) . (100)
From this formula we easily deduce the eigenvalue ratios and their logarithmic derivatives
needed in the form-factor series.
3.5.1 Longitudinal case
Let us now first consider the example of the longitudinal two-point functions 〈σz1σzm+1(t)〉T .
For these the operators X(ξ|κ) and Y (ξ|κ) in (34) are both equal to A(ξ) − D(ξ) =
2A(ξ)− t(ξ|κ). Then
A0 = lim
N→∞
ε→0
(〈Ψ0|(A(ε)−D(ε))|Ψ0〉
〈Ψ0|Ψ0〉Λ0(ε|κ)
)2
= 4m2(T, h) (101)
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is four times the square of the magnetization, and it remains to calculate
An = lim
N→∞
ε→0
4〈Ψ0|A(ε)|Ψn〉〈Ψn|A(ε)|Ψ0〉
〈Ψ0|Ψ0〉Λn(ε|κ)〈Ψn|Ψn〉Λ0(ε|κ) (102)
for n 6= 0. This can be done by means of Slavnov’s scalar product formula [34]. The calcu-
lation is rather straightforward but slightly technical. We show the details in Appendix E,
where we arrive at
〈Ψ0|A(ξ)|Ψn〉
〈Ψ0|Ψ0〉Λn(ξ|κ)
〈Ψn|A(ξ)|Ψ0〉
〈Ψn|Ψn〉Λ0(ξ|κ) =
e(ξ − λh)
a′0(λh|κ)
e(ξ − λp)
a′0(λp|κ)
, (103)
which is valid for the amplitudes at any finite Trotter number and ξ arbitrary inside the
contour. We may set ξ = ε and take the Trotter limit and the limit ε → 0 which are
determined by equation (97).
In this very special case all excitations with non-vanishing amplitudes are parameterized
by one particle and one hole rapidity (see Appendix E). For such excitations s = 0 due to
(99). Using (100) we obtain
ρn(0) =
th(λh)
th(λp)
,
ρ′n(0)
ρn(0)
= e(λp)− e(λh) . (104)
Thus, for the longitudinal correlation functions the formal series (36) can be cast into the
form
〈σz1σzm+1(t)〉T − 4m2(T, h) =
4
[∑
λh
e(λh)
(−i th(λh))me−tRe(λh)
′(λh)/T
][∑
λp
e(λp)
(−i th(λp))−metRe(λp)
′(λp)/T
]
. (105)
Here exp{tRe(λ)} has an essential singularity at λ = 0 which prevents us from rewrit-
ing the series as integrals and hints that the series are not uniformly convergent in the
excitations.
In order to write the longitudinal two-point functions as an integral we rather have to
use equation (33). Then
〈σz1σzm+1(t)〉T − 4m2(T, h) = (106)
lim
N→∞
ε→0
∑
λh,λp
4e(λh)e(λp)
a′0(λh|κ)a′0(λp|κ)
(
th(λh)
th(λp)
)m(th(λh − tR/N) th(λp + tR/N)
th(λh + tR/N) th(λp − tR/N)
)N
2
.
The individual terms under the sum have N/2-fold poles at λh = −tR/N and at λp =
ipi/2 − tR/N . Fortunately, these can be canceled if we choose the auxiliary functions
appropriately. Inserting (28) into (96) we obtain
a0(λ|κ) = q−2κ th(λ− ε)
th(λ+ ε)
[
th(λ+ tR/N) th(λ− (tR + hR/T )/N)
th(λ− tR/N) th(λ+ (tR + hR/T )/N)
]N
2
(107)
from which we can see that a0 has an N/2-fold zero at −tR/N and an N/2-fold pole at
λ = ipi/2− tR/N . Thus, 1 + 1/a0 has an N/2-fold pole at −tR/N , while 1 + a0 has an
N/2-fold pole at λ = ipi/2− tR/N . Setting a0 = 1/a0 it follows for m > 0 that
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〈σz1σzm+1(t)〉T − 4m2(T, h) =
lim
N→∞
ε→0
−
[∫
C
dλ
pii
e(λ)
(−i th(λ))m
1 + a0(λ|κ)
(
th(λ− tR/N)
th(λ+ tR/N)
)N
2
]
×
[∫
C+ ipi
2
dλ
pii
e(λ)
(−i th(λ))−m
1 + a0(λ|κ)
(
th(λ+ tR/N)
th(λ− tR/N)
)N
2
]
. (108)
Here the Trotter limit and the limit ε → 0 required in (33) can be taken. Using (97) we
obtain
〈σz1σzm+1(t)〉T = 4m2(T, h)
−
[∫
C
dλ
pii
e(λ)
(−i th(λ))me−tRe(λ)
1 + e
(λ)
T
][∫
C+ ipi
2
dλ
pii
e(λ)
(−i th(λ))−metRe(λ)
1 + e−
(λ)
T
]
. (109)
This can be transformed into a more familiar form by employing the ipi-periodicity of
the integrand in the second integral and by turning to momentum variables. The one-particle
momentum is defined as
p(λ) = −i ln(−i th(λ)) , (110)
where we understand the logarithm as its principal value, meaning that we provide cuts in
the complex plane from −ipi/2 to zero modulo ipi. The one-particle momentum is real on
the lines Imλ = ±pi/4,
p(λ) =
{
−pi2 + 2 arctg
(
e−2Reλ
)
if Imλ = pi/4
−pi sign(Reλ) + pi2 − 2 arctg
(
e−2Reλ
)
if Imλ = −pi/4. (111)
Hence the assignment λ 7→ p maps
(−∞− ipi/4,+∞− ipi/4) 7−→ [−pi,−pi/2] ∪ [pi/2, pi] , (112a)
(+∞+ ipi/4,−∞+ ipi/4) 7−→ [−pi/2, pi/2] . (112b)
Then, since the regularizations of the contour play no role in (109),
〈σz1σzm+1(t)〉T = 4m2(T, h) +
[∫ pi
−pi
dp
pi
ei(mp−tε(p))
1 + eε(p)/T
][∫ pi
−pi
dp
pi
e−i(mp−tε(p))
1 + e−ε(p)/T
]
, (113)
where we have introduced the energy function in momentum variables
ε(p) = h− 4J cos(p) . (114)
For the sake of completeness let us also recall the expression
m(T, h) =
∫ pi
−pi
dp
4pi
th
(
ε(p)
2T
)
(115)
for the magnetization as a function of temperature and magnetic field here.
Equation (113) is the final result for the longitudinal finite temperature dynamical
two-point correlation function of the XX chain. Note that this beautifully simple formula
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is different from those given in the classical papers [19, 29] (where less natural parameteri-
zations were used), but can be also obtained within an approach based on mapping the XX
model to free spinless Fermions.
In our derivation of the form-factor series (33) we required invertibility of the inhomoge-
neous shift operators. This means for the example at hand that we have implicitly assumed
that t 6= 0. Nevertheless, the known static case (see e.g. [12]) is reproduced from (113) for
t→ 0 using that (1 + e−ε(p)/T )−1 = 1− (1 + eε(p)/T )−1 and that ∫ pi−pi dp2pi e−imp = δm,0.
Then
〈σz1σzm+1〉T = 4m2(T, h) + δm,0
(
2− 4m(T, h))− ∣∣∣∣∫ pi−pi dppi e
imp
1 + eε(p)/T
∣∣∣∣2 . (116)
The known high-temperature limit [29] follows easily as well if we set 1/T = 0, implying
that
〈σz1σzm+1(t)〉∞ = J2m(4Jt) , (117)
where Jm, m ∈ N, is a Bessel function.
Note that (113), even holds if t = 0, m = 0, although we assumed m > 0 in the
derivation. Similarly, (116) and (117) remain valid for m = 0. It seems that the validity in
these limiting cases is assured by analytic continuation in m and t.
3.5.2 Transverse case
While our study of the longitudinal case in the previous section basically showed that our
form-factor formalism works and reproduces the known result, it brings about something
new when we move on to the transverse case.
We shall consider the correlation function 〈σ−1 σ+m+1(t)〉T . For this correlation function
the operators X(ξ|κ) and Y (ξ|κ) in (34) are equal to B(ξ) and C(ξ), respectively. In
Appendix E we calculate the finite Trotter number amplitudes
A−+n (ξ) =
〈Ψ0|B(ξ)|Ψn〉〈Ψn|C(ξ)|Ψ0〉
〈Ψ0|Ψ0〉Λn(ξ|κ)〈Ψn|Ψn〉Λ0(ξ|κ) (118)
for small finite ε. They are non-zero only for (pseudo-) spin s = 1 excitations with corre-
sponding auxiliary functions an = −a0 and are parameterized by sets of hole rapidities
{λhj }nhj=1 and particle rapidities {λpj}npj=1. For our choice of contour the numbers of particle
and hole rapidities are related by (99). Hence, nh = np + 1, and we write n = nh for
short. We further introduce the functions
z(λ) =
1
2pii
ln
(
1 + a0(λ|κ)
1 + an(λ|κ)
)
, (119)
Φ(x) =
e(x)
2
× exp
{
2
∫
C
dµ cth(x− µ)z(µ)
}
, (120)
D
({xj}nhj=1, {yk}npk=1) =
[∏
1≤j<k≤nh sh
2(xj − xk)
][∏
1≤j<k≤np sh
2(yj − yk)
]∏nh
j=1
∏np
k=1 sh
2(xj − yk)
(121)
and the ‘prefactors’
A = exp
{
2
∫
C
dµ cth(2µ)z(µ)−
∫
C′⊂C
dλ
∫
C
dµ cth′(λ− µ)z(λ)z(µ)
}
, (122a)
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A(m, t) = A× exp
{
−
∫
C
dµ z(µ)
[
me(µ)− tRe′(µ)
]}
, (122b)
which depend parametrically on temperature and magnetic field as well. The contour C′ in
(122a) is tightly enclosed by C.
Using this notation all amplitudes can be written as
A−+n (0) = A×
[ ∏
λh∈H
2Φ(λh)
a′n(λh|κ)
][ ∏
λp∈P
2Φ(λp)−1
a′n(λp|κ)
]
D(H,P) , (123)
where H = {λhj }nj=1 and P = {λpk}n−1k=1 are sets of hole and particle rapidities, i.e. sets
of zeros of 1 + an located inside C or C + ipi/2, respectively. For the eigenvalue ratios
equation (100) implies that
ρn(λ) =
∏
λh∈H i th(λ
h − λ)∏
λp∈P i th(λp − λ)
exp
{
−
∫
C
dµ e(µ− λ)z(µ)
}
. (124)
Inserting (123) and (124) into (33) we obtain
〈σ−1 σ+m+1(t)〉T = e−iht
× lim
N→∞
ε→0
A(m, t)
∑
P,H
[∏
x∈H
2Φ(x)
a′n(x|κ)
(
i th(x)
)m(th(x− tR/N)
th(x+ tR/N)
)N
2
]
×
[∏
x∈P
2Φ(x)−1
a′n(x|κ)
(
i th(x)
)−m(th(x− tR/N)
th(x+ tR/N)
)−N
2
]
D(H,P) , (125)
where the sum is over all sets of particles and holes. This sum can be easily transformed
into a sum over multiple integrals. The discussion about the singularities of the integrands
parallels the discussion below equation (106). In particular, we shall assume that m > 0.
Then we rewrite the sum in (125) as a sum over multiple integrals, introduce the one-
particle energy (97) and momentum function (111) and finally perform the limits N →∞
and ε→ 0. We arrive at
〈σ−1 σ+m+1(t)〉T = (−1)mA(m, t)
∞∑
n=1
(−1)n
n!(n− 1)!
∫
C
n∏
r=1
dxr
pii
Φ−(xr)ei(mp(xr)−t(xr))
1− e (xr)T
×
∫
C
n−1∏
s=1
dys
pii
e−i(mp(ys)−t(ys))
Φ−(ys)
[
1− e− (ys)T ] D
({xr}nr=1, {ys}n−1s=1 ) . (126)
By Φ− we mean the boundary values of Φ from inside the contour. C is the particle contour
which can be chosen as C = C+ ipi/2. In this case the regularization introduced above is
important. By A(m, t) and Φ−(x) we now mean the functions obtained from (122b) and
(120) in the Trotter limit, i.e. by replacing a0(λ) by e−(λ)/T . Equation (126) provides a
novel form-factor series for the transverse two-point functions of the XX chain. A detailed
analysis of this series will be presented in a separate work.
4 Conclusions
We have devised a thermal form-factor approach to the dynamical correlation functions of
fundamental integrable lattice models at finite temperature. This approach provides thermal
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form-factor series expansions of the two-point correlation functions of these models. The
summands in the series are determined by ratios of eigenvalues of the quantum transfer
matrix and by amplitudes, which are products of two thermal form factors. For finite Trotter
number both, the eigenvalue ratios and the amplitudes, depend on time in the dynamical
case. But at least for the XXZ chain this time dependence vanishes in the Trotter limit in
which eigenvalue ratios and amplitudes are given by the well-known expressions studied
in [4, 5, 8].
Hence, for the XXZ chain, the remaining question is how to evaluate the series. With
the simplest possible example, namely the two-point functions of the XX chain, we have
shown that the summation can be efficiently performed. We have reproduced the existing
results for the longitudinal case and have derived a novel form-factor series in the transverse
case that will be the starting point for further studies. In the general XXZ case we have
suggested how the sums in every sector of fixed particle and hole numbers can be rewritten
as multiple-contour integrals. Our formula will remain a conjecture until we have gained
deeper insight into the concrete construction of the integration contours.
In future work we plan to proceed with the general XXZ case. In the most generic
situation of arbitrary times and distances at arbitrary temperatures we expect that some
computer effort will remain. For small and large temperature we hope to obtain explicit
results for the long-time and large-distance asymptotics. An important goal of our future
work will be to develop a physical intuition for the behaviour of thermal correlation
functions, particularly for long times and large distances.
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Appendix A: A proof of the inversion formulae for the quantum transfer ma-
trix
In this appendix we provide a proof of equation (21). Without restriction of generality
we may replace N by N − 1 in the definition of the staggered monodromy matrix (17).
For every odd j ∈ {1, . . . , 2N} we introduce cyclically reordered staggered monodromy
matrices
Ta;j,...,2N,1,...,j−1(λ|α) =
Rt1j−1,a(νj−1, λ) . . . Ra,1(λ, ν1)Θa(α)R
t1
2N,a(ν2N , λ) . . . Ra,j(λ, νj) , (A.1a)
Ta;j−1,...,2N,1,...,j−2(λ|α) =
Ra,j−2(λ, νj−2) . . . Ra,1(λ, ν1)Θa(α)Rt12N,a(ν2N , λ) . . . R
t1
j−1,a(νj−1, λ) . (A.1b)
Then Ta(λ|α) = Ta;1,...,2N .
Step 1. Using (2a) we obtain
tra
{
xaTa;j,...,2N,1,...,j−1(νj |α)
}
= xjR
t1
j−1,j(νj−1, νj) . . . Rj,1(νj , ν1)Θj(α)R
t1
2N,j(ν2N , νj) . . . R
t1
j+1,j(νj+1, νj)
= xjt(νj |α) . (A.2)
If j = 1, (A.2) reads
tra
{
xaTa(ν1|α)
}
= x1t(ν1|α) (A.3)
which proves (21) for j = 1.
Step 2. For j odd and j > 1 we have
t(νj−1|α) = tra
{
Ra,j−2(λ, νj−2) . . . Ra,1(λ, ν1)Θa(α)
×Rt12N,a(ν2N , λ) . . . Rt1j−1,a(νj−1, λ)
}∣∣∣
λ=νj−1
= tra
{
Rj−1,a(νj−1, λ)Rt1a,j(λ, νj) . . . R2N,a(ν2N , λ)Θ
t
a(α)
×Rt1a,1(λ, ν1) . . . Rt1a,j−2(λ, νj−2)
}∣∣∣
λ=νj−1
= Rt1j−1,j(νj−1, νj) . . . R2N,j−1(ν2N , νj−1)Θ
t
j−1(α)
×Rt1j−1,1(νj−1, ν1) . . . Rt1j−1,j−2(νj−1, νj−2) . (A.4)
Here we have used the cyclicity of the trace in the first equation, (2c) in the second equation
and (2a) in the third equation. The invariance equation (13) implies that
Θtj−1(α)R
t1
j−1,a(νj−1, λ)Θa(α) = Θa(α)R
t1
j−1,a(νj−1, λ)Θ
t
j−1(α) . (A.5)
Using (A.4), (A.5), (1), (2b) and (20) it is easy to see that
t(νj−1|α)Ta;j,...,2N,1,...,j−1(λ|α) = Ta;j−1,...,2N,1,...,j−2(λ|α)t(νj−1|α) . (A.6)
Similarly using the representation of t(νj−2|α) that can be read off from (A.2) with x = id
as well as (1), (2b), (13) and (20) we obtain
Ta;j−1,...,2N,1,...,j−2(λ|α)t(νj−2|α) = t(νj−2|α)Ta;j−2,...,2N,1,...,j−3(λ|α) . (A.7)
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The last two equations can be combined to
Ta;j,...,2N,1,...,j−1(λ|α)
= t(νj−2|α)t−1(νj−1|α)Ta;j−2,...,2N,1,...,j−3(λ|α)t(νj−1|α)t−1(νj−2|α) . (A.8)
It follows by iteration that
Ta;j,...,2N,1,...,j−1(λ|α)
=
[(j−1)/2∏
k=1
t(ν2k−1|α)t−1(ν2k|α)
]
Ta(λ|α)
[(j−1)/2∏
k=1
t(ν2k|α)t−1(ν2k−1|α)
]
. (A.9)
Inserting this into (A.2) and replacing N by N + 1 we have established (21).
Appendix B: Invertibility of the inhomogeneous shift operators for the XXZ
chain
In the previous appendix we have seen that for odd j the operators
t(νj |α) = Rt1j−1,j(νj−1, νj) . . . Rj,1(νj , ν1)Θj(α)Rt12N,j(ν2N , νj) . . .
. . . Rt1j+1,j(νj+1, νj) , (B.1a)
t(νj−1|α) = Rt1j−1,j(νj−1, νj) . . . R2N,j−1(ν2N , νj−1)Θtj−1(α)
×Rt1j−1,1(νj−1, ν1) . . . Rt1j−1,j−2(νj−1, νj−2) (B.1b)
shift the monodromy matrix indices cyclically if applied from the left or right, respectively.
In order to establish sufficient criteria for the invertibility of the inhomogeneous shift
operators for the XXZ chain we calculate their determinants using the specific form of
Θ(α) and of the R-matrix (40). We will employ the formula det(idm⊗A) =
(
det(A)
)m,
valid for A ∈ End(Cn) if idm is the identity in End(Cm).
Taking the determinant in (B.1a) we obtain
det
(
t(νj |α)
)
= det
(
Θj(α)
)[ N∏
k=1
k 6=(j+1)/2
det
(
Rj,2k−1(νj , ν2k−1)
)]
×
[ N∏
k=1
det
(
Rt12k,j(ν2k, νj)
)]
. (B.2)
The site indices can be shifted by means of permutation operators Pjk = ejβαek
α
β , where
eβα are the canonical matrix units having a single non-zero matrix element one in the αth
row and βth column. The Pjk are invertible, since P 2jk = id which also implies that
det2(Pjk) = 1. It follows that
det(Pjk) = det(P2N−1,2N ) =
(
det(P )
)22N−2
= 1 , (B.3)
since detP = −1 and N is even. Hence,
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det
(
t(νj |α)
)
=
(
det
(
Θ(α)
))22N−1[ N∏
k=1
k 6=(j+1)/2
det
(
R(νj , ν2k−1)
)]22N−2
×
[ N∏
k=1
det
(
Rt1(ν2k, νj)
)]22N−2
. (B.4)
Now
det
(
Θ(α)
)
= 1 , det
(
R(λ, µ)
)
=
sh(λ− µ+ iγ)
sh(λ− µ− iγ) , (B.5)
det
(
Rt1(λ, µ)
)
=
sh3(λ− µ) sh(λ− µ− 2iγ)
sh4(λ− µ− iγ) . (B.6)
Thus,
det
(
t(νj |α)
)
=[ N∏
k=1
sh(νj − ν2k−1 + iγ)
sh(νj − ν2k−1 − iγ)
sh3(ν2k − νj) sh(ν2k − νj − 2iγ)
sh4(ν2k − νj − iγ)
]22N−2
. (B.7)
Similarly
det
(
t(νj−1|α)
)
=[ N∏
k=1
sh(ν2k − νj−1 + iγ)
sh(ν2k − νj−1 − iγ)
sh3(νj−1 − ν2k−1) sh(νj−1 − ν2k−1 − 2iγ)
sh4(νj−1 − ν2k−1 − iγ)
]22N−2
. (B.8)
From the latter two equations we infer that
|νk| < γ/2 , k = 1, . . . , 2N , (B.9a)
ν2j−1 6= ν2k , j, k = 1, . . . , N , (B.9b)
is a set of sufficient conditions for all inhomogeneous shift operators connected with the
inhomogeneous quantum transfer matrix of the XXZ model to be invertible.
Appendix C: Deforming the contour in a norm determinant
In order to deform the contour in detdm0,Cn
{
1− K̂} to C0,s we consider the action of
1− Kˆ on a function f that is holomorphic on Cn − C0,s,
(1− Kˆ)f(x) = f(x)−
∫
Cn
dy
2pii
K(x− y)f(y)
1 + an(y|κ)
= f(x) +
nh∑
k=1
K(x− xk)f(xk)
a′n(xk|κ)
−
np∑
k=1
K(x− yk)f(yk)
a′n(yk|κ)
−
∫
C0,s
dy
2pii
K(x− y)f(y)
1 + an(y|κ) .
(C.1)
The latter equation allows us to interpret 1− Kˆ as a linear operator acting on functions
supported on the set C0,s ∪ {xj}nhj=1 ∪ {yj}npj=1. Then the Fredholm determinant can be
interpreted as
det
dm0,Cn
{
1− K̂} = (C.2)
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det
C0,s∪{xj}nhj=1∪{yj}
np
j=1
∣∣∣∣∣∣∣∣∣
δ(x− y)dy − K(x−y)dy2pii(1+an(y|κ))
K(x−xk)
a′n(xk|κ) −
K(x−yk)
a′n(yk|κ)
− K(xj−y)dy2pii(1+an(y|κ)) δjk +
K(xj−xk)
a′n(xk|κ) −
K(xj−yk)
a′n(yk|κ)
− K(yj−y)dy2pii(1+an(y|κ))
K(yj−xk)
a′n(xk|κ) δjk −
K(yj−yk)
a′n(yk|κ)
∣∣∣∣∣∣∣∣∣ .
Here we can apply the formula
det
(
A B
C D
)
= det(A) det
(
id A−1B
0 D − CA−1B
)
, (C.3)
valid if A is an invertible square matrix, to extract the determinant of the integral operator
in the upper left corner. The remaining determinant of a finite matrix takes a simple form
in terms of the resolvent kernel defined by
R(x, y) = K(x− y) +
∫
C0,s
dz
2pii
K(x− z)R(z, y)
1 + an(z|κ) . (C.4)
Using (C.3) and (C.4) we end up with
det
dm0,Cn
{
1− K̂} = det
dm0,C0,s
{
1− K̂} det
∣∣∣∣∣∣
δjk +
R(xj ,xk)
a′n(xk|κ) −
R(xj ,yk)
a′n(yk|κ)
R(yj ,xk)
a′n(xk|κ) δjk −
R(yj ,yk)
a′n(yk|κ)
∣∣∣∣∣∣ . (C.5)
Next we observe that
R(λ, xk) = −∂xkan(λ|κ)
an(λ|κ) , R(λ, yk) =
∂ykan(λ|κ)
an(λ|κ) , (C.6)
which can be inferred by taking the derivatives with respect to uk and vk in the nonlinear
integral equation
ln
(
a(λ|{u}, {v}, κ)) = −2iγκ− ipis−hRe(−λ)/T − i nh∑
j=1
θ(λ−uj)+i
np∑
j=1
θ(λ−vj)
+
∫
C0,s
dµ
2pii
K(λ− µ) ln(1 + a)(µ|{u}, {v}, κ) (C.7)
for the reciprocal a = 1/a of the auxiliary function at uk = xk and vk = yk and comparing
with (C.4). Then equation (79) of the main text follows from (C.5) and (C.6).
Appendix D: Details of the partial summation of the form-factor series for
the transverse two-point functions of the XXZ chain
In this appendix we present a more detailed derivation of equation (90). Special attention
will be payed to the cancellation of the singularities in the integrand and to the issue
of spurious singularities related with possibly unphysical solutions of the subsidiary
conditions. In order to achieve a cancellation of the singularities which is compatible with
the usual formulation of the multiple-residue theorem [1, 32] we shall explicitly extract the
poles of the functions 1 + a(·|{u}, {v}, κ) and 1 + a(·|{u}, {v}, κ). Concerning the issue
of spurious singularities, so far we can only state a set of assumptions that would exclude
them.
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In the following the interior of the contours C0,s, C0,s will be denoted Ω = IntC0,s,
Ω = IntC0,s. It is convenient to combine the sets {u} = {uj}nhj=1 and {v} = {vj}npk=1
with uj ∈ Ω, vk ∈ Ω and the twist parameter κ′ into triples M = ({u}, {v}, κ′) and
to write a(·|{u}, {v}, κ′) = a(·|M) for short. Similarly, solutions {x}, {y} of the
subsidiary conditions (76) and κ′ will be combined into Z = ({x}, {y}, κ′) such that
a(·|{x}, {y}, κ′) = a(·|Z). We also introduce the notation
χ(λ|M) = −
∫
C0,s
dµ
2pii
K(λ− µ) ln(1 + a)(µ|M) (D.1)
and restrict ourselves to s = 1 in the following.
Thanks to (75), the auxiliary function is presented as a ratio
a(λ|M) = e
χ(λ|M)g(λ|M)
h(λ|M) , (D.2)
where the two functions
g(λ|M) = (−1)sq−2κ′δ(λ)
[ ∏
u∈{u}
sh(λ− u+ iγ)
][ ∏
v∈{v}
sh2(v − λ+ iγ)
]
, (D.3a)
h(λ|M) = α(λ)
[ ∏
u∈{u}
sh(λ− u+ iγ)
][ ∏
v∈{v}
sh(v − λ+ iγ) sh(λ− v + iγ)
]
(D.3b)
are holomorphic in C. Above,
α(λ) =
N+1∏
k=1
sh(λ− ν2k) sh(λ− ν2k−1 − iγ) , (D.4a)
δ(λ) =
N+1∏
k=1
sh(λ− ν2k−1) sh(λ− ν2k − iγ) , (D.4b)
and νk, k = 1, . . . , 2N + 2, are defined according to (28).
After elementary manipulations based on (D.2) the amplitude A−+n (ξ|κ, κ′) in (68)
can be expressed as
A−+n (ξ|κ, κ′) = (−1)nh
[∏
x∈{x(n)} δ(x)
][∏
y∈{y(n)} α(y)
]
det
∣∣∣∣∂ukY(uj |M) ∂vkY(uj |M)∂ukY(vj |M) ∂vkY(vj |M)
∣∣∣∣
M=Zn
F−+(Zn) . (D.5)
Here Zn = ({x(n)}, {y(n)}, κ′) is the triple associated with the solution {x(n)}, {y(n)} to
the subsidiary condition (76). Furthermore, we have introduced
Y(λ|M) = eχ(λ|M)g(λ|M) + h(λ|M) (D.6)
and the function F−+(Zn) is of the form
F−+(Zn) =
(
H ·D ·W · E1 · E2
)
(Zn) (D.7)
with
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H(M) =
G
−
+(ξ)G
+
−(ξ)
(q1+κ′−κ − q−1−κ′+κ)(qκ′−κ − q−κ′+κ)
×detdm+,Cn
{
1− K̂1−κ′+κ
}
detdm−,Cn
{
1− K̂1+κ′−κ
}
detdm0,C0,1
{
1− K̂} detdm,C0,1{1− K̂}
∏
x∈{u}
(−1)sq−2κ′eχ(x|M)
(D.8)
and
D(M) =
[∏
u6=u′∈{u} sh(u− u′)
][∏
v 6=v′∈{v} sh(v − v′)
]∏
u∈{u}
∏
v∈{v} sh(u− v) sh(v − u)
, (D.9a)
W(M) = (−1)np
∏
u∈{u}
∏
v∈{v} sh
2(u− v + iγ) sh(v − u+ iγ)∏
u,u′∈{u} sh(u− u′ + iγ)
. (D.9b)
The functionsG∓± and the Fredholm determinants are defined similar to equations (68)-(71)
and (72a)-(72b) of the main text: one only has to replace a(·|Z) by a(·|M) and ρn(·|κ, κ′)
by ρ(·|M). Moreover, writing ∅ = (∅, ∅, κ) and
z(λ|M) = ln(1 + a)(λ|∅)− ln(1 + a)(λ|M)
2pii
(D.10)
we define
E1(M) = (−1)sqκ−κ′ exp
{
−
∫
C0,1
dλ
∫
C′0,1
dµ e′(λ− µ)z(λ|M)z(µ|M)
}
×
∏
µ∈{v}
exp
{∫
C0,1
dλ
(
e(λ− µ)− e(µ− λ))z(λ|M)}
×
∏
µ∈{u}
exp
{
−
∫
C0,1
dλ
(
e(λ− µ)− e(µ− λ))z(λ|M)} , (D.11)
where C′0,1 ⊂ C0,1 infinitesimally, and
E2(M) =
∏
w∈{u}∪{v}
[[ ∏
u∈{u}
sh(w − u+ iγ)
][ ∏
v∈{v}
sh(v − w + iγ)
]
− (−1)sq2(κ−κ′)eχ(w|∅)−χ(w|M)
[ ∏
u∈{u}
sh(u− w + iγ)
][ ∏
v∈{v}
sh(w − v + iγ)
]]
.
(D.12)
Inserting (D.5) into our general expression (33) for the form factor series of the two-
point functions we obtain
〈σ−1 σ+m+1(t)〉T = lim
N→∞
ε→0
∞∑
`=1
∑
Zn:|{x(n)}|
=|{y(n)}|+1=`
(−1)`e−ihtF−+(M)
det
∣∣∣∣∂ukY(uj |M) ∂vkY(uj |M)∂ukY(vj |M) ∂vkY(vj |M)
∣∣∣∣
×
[ ∏
w∈{u}
δ(w)
][ ∏
w∈{v}
α(w)
]
ρm(0|M)ρN2 (tR/N |M)ρ−N2 (−tR/N |M)
∣∣∣∣
M=Zn
. (D.13)
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Above, the sum runs, for fixed `, over all solutions {x(n)}, {y(n)} to the subsidiary
conditions such that |{x(n)}| = |{y(n)}|+ 1 = `. The Jacobian put aside, the remaining
functions in the summand, viz. the factors
F−+(M)
[ ∏
z∈{u}
δ(z)
][ ∏
z∈{v}
α(z)
]
ρm(0|M)ρN2 (tR/N |M)ρ−N2 (−tR/N |M) , (D.14)
are already supposed to be analytic in (u,v) belonging to the natural domains Ωnh × Ωnp
for the hole-type variables u = (u1, . . . , unh) and for the particle-type variables v =
(v1, . . . , vnp), where np = nh − 1. The explicit poles of ρ(tR/N |M)ρ−1(−tR/N |M)
exist at uj = −tR/N (1 ≤ j ≤ nh) and at vk = iγ− tR/N (1 ≤ k ≤ np). See (89). They
are canceled by the zeros of α(vk) or δ(uj). The linear equation (70) tells that explicitly
poles present in G+−(0), resp. G
−
+(0) are located at uj = 0, resp. vk = iγ. They are also
canceled by the zeros of ρm(0|M), provided that m > 0. In principle, F−+(M) could also
contain some singularities stemming from the Fredholm determinants occurring in H(M).
However, we do not expect such kind of complication and simply assume that it does not
occur.
The summation in (D.13) is equivalent to summing up all solutions of the equation
Y(z|M) = 0 with z ∈ {u} ∪ {v}, provided that the two summands eχ(λ|M)g(λ|M) and
h(λ|M) do not vanish simultaneously on a solution. In principle, such a situation might
occur, e.g. due to the presence of the common factor
∏
v∈{v} sh(v−λ+iγ) in h and g. We
will make however the assumption that, even if existing, such solutions do not contribute
to the form factor series, for instance because these also correspond to zeros of F−+(M)
which are not manifestly appearing in the formula or simply because these do not generate
a multi-dimensional residue. Based on this assumption we can use the multi-dimensional
residue formula [1, 32] to recast the sum into the form
〈σ−1 σ+m+1(t)〉T = lim
N→∞
ε→0
∞∑
`=1
(−1)`e−iht
`!(`− 1)!
∫
S
(`,ε)
Y
d`ud`−1v
(2pii)2`−1
F−+(M)∏
w∈{u}∪{v} Y(w|M)
×
[ ∏
w∈{u}
δ(w)
][ ∏
w∈{v}
α(w)
]
ρm(0|M)ρN2 (tR/N |M)ρ−N2 (−tR/N |M) . (D.15)
Here ε > 0, and S(`,ε)Y is the skeleton of Y defined as
S
(`,ε)
Y =
{
(u,v) ∈ Ω` × Ω`−1∣∣|Y(uj |M)| = |Y(vk|M)| = ε} . (D.16)
We assume that this skeleton can be deformed into C`0,1 × C
`−1
0,1 . Then the series
representation (90) in the main text easily follows.
Appendix E: Details of the derivation of the form-factor expansions for the
XX chain
For our derivation of form-factor formulae for the XX chain that are suitable for taking the
Trotter limit we recall Slavnov’s scalar product formula for the XXZ model [34]. For any
set of Bethe roots {λ(n)j }Mj=1 and its associated auxiliary function an it takes the form
〈Ψn|B(µM ) . . . B(µ1)|0〉 = 〈0|C(µ1) . . . C(µM )|Ψn〉
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=
∏M
j=1 d(λ
(n)
j )a(µj)
∏M
k=1 sh(λ
(n)
j − µk − iγ)∏
1≤j<k≤M sh(λ
(n)
j − λk) sh(µk − µj)
× det
M
{
K(λ
(n)
j − µk)− e(µk − λ(n)j )(1 + an(µk|κ))
}
. (E.1)
The set {µj}Mj=1 is still arbitrary in this formula. Sending µj → λ(n)j we get the ‘norm
formula’ for the eigenstates (49).
E.1 Longitudinal case
Equation (E.1) implies a formula for the ratio of the scalar product divided by the ‘square
of the norm’ which in the XX limit simplifies due to (95),
〈Ψn|B(µM ) . . . B(µ1)|0〉
〈Ψn|Ψn〉 =
[ M∏
j=1
a(µj)
a(λ
(n)
j )a
′
n(λ
(n)
j |κ)
M∏
k=1
ch(λ
(n)
j − µk)
ch(λ
(n)
j − λ(n)k )
]
×
[ ∏
1≤j<k≤M
sh(λ
(n)
j − λ(n)k )
sh(µj − µk)
]
× det
M
{
2
(
1 + an(µk|κ)
)
sh(2(µk − λ(n)j ))
}
. (E.2)
If now B(µM ) . . . B(µ1)|0〉 is a Bethe vector as well, it has the same pseudo-spin s as
〈Ψn|, since it has the same number of Bethe roots. It follows that
2
(
1 + an(µk|κ)
)
sh(2(µk − λ(n)j ))
= lim
µ→µk
2
(
1 + an(µ|κ)
)
sh(2(µ− λ(n)j ))
= 0 (E.3)
unless µk = λ
(n)
j for some j, in which case
lim
µ→µk
2
(
1 + an(µ|κ)
)
sh(2(µ− λ(n)j ))
= a′n(λ
(n)
j |κ) . (E.4)
Thus, if µk /∈ {λ(n)j }Mj=1, then a row in the determinant on the right hand side of equa-
tion (E.2) vanishes, and the normalized scalar product is equal to zero. It follows that
〈Ψn|Ψm〉 = 0 for any two different sets of Bethe roots {λ(n)j }Mj=1 and {λ(m)j }Mj=1 (which
proves completeness since the number of solutions equals the dimension of the Hilbert
space and 〈Ψn|Ψn〉 6= 0).
Using this fact as well as the Yang-Baxter algebra relations (19) we conclude that
〈Ψn|A(ξ)|Ψm〉
〈Ψn|Ψn〉 =
M∑
j=1
a(λ
(m)
j )
c(ξ, λ
(m)
j )
b(ξ, λ
(m)
j )
×
[ M∏
k=1
k 6=j
1
b(λ
(m)
k , λ
(m)
j )
]〈Ψn|B(ξ)[∏Mk=1,k 6=j B(λ(m)k )]|0〉
〈Ψn|Ψn〉 (E.5)
if {λ(n)j }Mj=1 and {λ(m)j }Mj=1 are two different solutions of the Bethe Ansatz equations
1 + an(λ|κ) = 0. Following the same reasoning as above, each term on the right hand
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side of (E.5) can only be non-zero if {λ(m)k }Mk=1,k 6=j ⊂ {λ(n)j }Mj=1. Since the two solutions
of the Bethe Ansatz equations are different, at least one λ(m)` /∈ {λ(n)j }Mj=1, implying that
only the summand with j = ` can be non-zero. Without any loss of generality we then
assume that λ(m)j = λ
(n)
j for j = 1, . . . ,M − 1. For such states (E.2) and (E.5) imply that
〈Ψn|A(ξ)|Ψm〉
〈Ψn|Ψn〉 = a(λ
(m)
M )
c(ξ, λ
(m)
M )
b(ξ, λ
(m)
M )
[M−1∏
j=1
1
b(λ
(n)
j , λ
(m)
M )
]
a(ξ)
a(λ
(n)
M )a
′
n(λ
(n)
M |κ)
×
[ M∏
j=1
ch(λ
(n)
j − ξ)
ch(λ
(n)
j − λ(n)M )
][M−1∏
k=1
sh(λ
(n)
j − λ(n)M )
sh(λ
(n)
j − ξ)
]
e(ξ − λ(n)M )
(
1 + an(ξ|κ)
)
. (E.6)
In order to calculate the amplitudes An we consider two cases. First, {λ(n)j }Mj=1 are the
Bethe roots of the dominant state. Then s = 0 and λp := λ(m)M has imaginary part larger
than pi/4, hence is a particle, while λh := λ(n)M is missing in the set {λ(m)j }Mj=1 and is a
hole. It follows that
〈Ψ0|A(ξ)|Ψn〉
〈Ψ0|Ψ0〉 = a(ξ)
(
1 + a0(ξ|κ)
)e(ξ − λh)
a′0(λh|κ)
a(λp)
a(λh)
× c(ξ, λ
p)
b(ξ, λp)
ch(λh − ξ)
[M−1∏
j=1
−i ch(λ(n)j − λp)
sh(λ
(n)
j − λp)
ch(λ
(n)
j − ξ)
ch(λ
(n)
j − λh)
sh(λ
(n)
j − λh)
sh(λ
(n)
j − ξ)
]
. (E.7)
In the second case we take {λ(m)j }Mj=1 as the Bethe roots of the dominant state. Then
{λ(n)j }Mj=1 has to describe an excited state with one particle λp = λ(n)M and one hole
λh = λ
(m)
M . Thus,
〈Ψn|A(ξ)|Ψ0〉
〈Ψn|Ψn〉 = a(ξ)
(
1 + a0(ξ|κ)
)e(ξ − λp)
a′0(λp|κ)
a(λh)
a(λp)
× c(ξ, λ
h)
b(ξ, λh)
ch(λp − ξ)
[M−1∏
j=1
−i ch(λ(n)j − λh)
sh(λ
(n)
j − λh)
ch(λ
(n)
j − ξ)
ch(λ
(n)
j − λp)
sh(λ
(n)
j − λp)
sh(λ
(n)
j − ξ)
]
. (E.8)
Multiplying (E.7) and (E.8) and using the formula (48) for the eigenvalues we arrive at
〈Ψ0|A(ξ)|Ψn〉
〈Ψ0|Ψ0〉Λn(ξ|κ)
〈Ψn|A(ξ)|Ψ0〉
〈Ψn|Ψn〉Λ0(ξ|κ) =
e(ξ − λh)
a′0(λh|κ)
e(ξ − λp)
a′0(λp|κ)
, (E.9)
which is our final expression for the amplitudes at finite Trotter number. The Trotter limit
and the limit ε→ 0 are determined by equation (97).
E.2 Transverse case
In the transverse case we have to evaluate the amplitudes A−+n (ξ) defined in equation
(118) of the main text. Let us suppress superscripts for short in this section and denote the
Bethe roots of the dominant state simply by {λj}Mj=1, M = N + 1. The only excited states
|Ψn〉 that lead to non-zero amplitudes are those with M − 1 Bethe roots. In this section
we denote them by {µk}M−1k=1 . They correspond to spin s = 1 (see (51)) and are zeros of
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1 + an, where an = −a0. Using the Slavnov formula (E.1) and the equation (48) for the
eigenvalues and setting γ = pi/2 we find that
A−+n (ξ) = (−1)M−1
1 + a0(ξ|κ)
1 + an(ξ|κ)
[ M∏
j=1
2
a′0(λj |κ)
][M−1∏
k=1
2
a′n(µk|κ)
]
×
∏M−1
k=1 sh
(
2(ξ − µk)
)∏M
j=1 sh
(
2(ξ − λj)
) D({λj}Mj=1, {µk}M−1k=1 ) , (E.10)
where for any two mutually distinct sets of complex numbers D is defined in (121).
We would like to rewrite (E.10) in a form that allows us to take the Trotter limit. Let
us start with introducing some useful notation. Let
Bs =
{
λ ∈ C
∣∣∣a0(λ|κ) = (−1)s+1, |Imλ| ≤ pi/4, Reλ < 0 if Imλ = pi/4} , (E.11)
where s = 0, 1. Then B0 = {λj}Mj=1 is the set of Bethe roots of the dominant state. We
further define sets P of ‘particles’ and H of ‘holes’ by
P = {µk}M−1k=1 \
{
B1 ∩ {µk}M−1k=1
}
, H = B1 \
{
B1 ∩ {µk}M−1k=1
}
. (E.12)
All pseudo-spin 1 excitations are uniquely classified by set of particles and holes. Slightly
abusing the notion of the difference of two sets X and Y we introduce the notation
∏
λ∈X\Y
f(λ) =
∏
λ∈X f(λ)∏
λ∈Y f(λ)
(E.13)
which will turn out to be convenient in the following calculations. We shall also make use
of the function
1condition =
{
1 if condition is satisfied
0 else.
(E.14)
Using the above defined notation we separate the particles and holes from the products
in (E.10),
A−+n (ξ) = (−1)M−1
1 + a0(ξ|κ)
1 + an(ξ|κ)
[ ∏
λ∈B0
2
a′0(λ|κ)
][ ∏
λ∈B1
2
a′n(λ|κ)
][ ∏
λ∈P\H
2
a′n(λ|κ)
]
×
[ ∏
λ∈B1\B0
sh
(
2(ξ − λ))][ ∏
λ∈P\H
sh
(
2(ξ − λ))][ ∏
λ∈P\H
∏
µ∈B1\B0
µ6=λ
sh2(λ− µ)
]
×D(B0,B1)D(P,H) . (E.15)
Then logarithms of products over B0 and B1 can be transformed into integrals involving
the auxiliary functions a0 and an. We choose a point xR on C in such a way that z(λ)
defined in (119) is continuous on C with the possible exception of λ = xR. It follows that
∏
λ∈B1\B0
sh
(
2(ξ − λ)) = shM1−M(2(ξ − xR))(1 + an(ξ|κ)
1 + a0(ξ|κ)
)1ξ∈Int(C)
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× exp
{
−2
∫
C
dµ cth
(
2(ξ − µ))z(µ)} , (E.16)
where M1 = |B1| is the number of zeros of 1 + an inside C and z is defined in equa-
tion (119). By Int(C) we mean the interior of the contour C. With the remaining products
over B0 and B1 we proceed in a similar way. We have to be careful with the omissions
though. To treat them properly we introduce a small regularization parameter δ ∈ C. We
have
∏
µ∈B1\B0
sh(λ− µ+ δ) = shM1−M (λ− xR + δ)
(
1 + an(λ+ δ|κ)
1 + a0(λ+ δ|κ)
)1(λ+δ)∈Int(C)
× exp
{
−
∫
C
dµ cth(λ− µ+ δ)z(µ)
}
(E.17)
and therefore∏
λ∈P\H
∏
µ∈B1\B0
µ6=λ
sh2(λ− µ) = lim
δ→0
δ2|H|
∏
λ∈P\H
∏
µ∈B1\B0
sh2(λ− µ+ δ)
= lim
δ→0
δ2|H|
∏
λ∈P\H
sh2(M1−M)(λ− xR + δ)
(
1 + an(λ+ δ|κ)
1 + a0(λ+ δ|κ)
)2×1(λ+δ)∈Int(C)
× exp
{
−2
∫
C
dµ cth(λ− µ+ δ)z(µ)
}
=
[∏
λ∈H
(
2
a′n(λ|κ)
)2] ∏
λ∈P\H
sh2(M1−M)(λ− xR) exp
{
−2
∫
C
dµ cth(λ− µ)z(µ)
}
.
(E.18)
Similarly
D
(
B0,B1
)
= (−1)M01 lim
δ→0
δ−M−M1
∏
λ∈B1\B0
∏
µ∈B1\B0
sh(λ− µ+ δ)
= (−1)M01 lim
δ→0
δ−M−M1
∏
λ∈B1\B0
shM1−M (λ−xR+δ)
(
1 + an(λ+ δ|κ)
1 + a0(λ+ δ|κ)
)1(λ+δ)∈Int(C)
× exp
{
−
∫
C
dµ cth(λ− µ+ δ)z(µ)
}
= (−1)M01
[ ∏
λ∈B0
a′0(λ|κ)
2
][ ∏
λ∈B1
a′n(λ|κ)
2
][ ∏
λ∈B1\B0
shM1−M (λ− xR)
]
exp
{
−
∫
C′⊂C
dλ
∫
C
dµ cth′(λ− µ)z(µ)z(λ) + (M1−M)
∫
C
dµ cth(µ− xR)z(µ)
}
,
(E.19)
where C′ is inside C in such a way that it still encloses all λ ∈ B0 and no other zeros of
1 + a0, and where
M01 =
1
2
(M −M1)(M +M1 − 1) +MM1 . (E.20)
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At least for large enough Trotter number the choice of the the contour C as depicted in
figure 2 assures that M1 = M . It follows that M − |H| + |P| = M − 1 implying that
|H| − |P| = s = 1. When M1 = M , many of the above expressions simplify. Inserting
the simplified expressions into (E.15) we arrive at equation (123) of the main text.
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