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By using a special interpolation operator and an elaborate element analysis, in
this paper, we improve the classical error estimates to full order for a mixed finite
element method for the fourth-order elliptic equations on the rectangular mesh.
Therefore we obtain the truly optimal error estimates in view of the interpolation
space for the first time. Q 1999 Academic Press
1. INTRODUCTION
w x w xSince the first error analysis given by Babuska 1 and Oden 20 , the
 . w xmixed finite element method FEM has developed quite well 6, 16 ,
because the error estimates are mainly based on the regular triangulation,
which caused many classical estimates to be viewed too pessimistically. But
if we use better meshes, the situation is changed. For example, an
optimized mesh generated by the h-p adaptive methods even gives an
w xexponential convergence rate, see 4, 3 and references therein. But the
wmeshing required by the h-p version is very expensive to implement 10,
x22 . Actually for rectangular meshes, which are very easy to implement, we
can still obtain much higher order error estimates than general meshes.
Some superconvergence results have been obtained for rectangular mixed
finite elements for second-order elliptic problems, e.g., Ewing, Lazarov,
w x w x w x w xand Wang 13 , Duran 12 , Douglas and Wang 11 , Brezzi et al. 5 , and
w xNakata, Weiser, and Wheeler 19 . Similar results were obtained by Lin, Li,
w x w xand Zhou 17 for the biharmonic equations, Ewing and Lazarov 14 for
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w xparabolic problems, Zhou and Li 26 for the Stokes equations and Zhang
w xand Zhang 25 for the Reissner]Mindlin plate when the grid is rectangu-
w xlar. More details about superconvergence can be found in 24, 18 .
In this paper, we focus our main interest in mixed finite element
methods for the following fourth-order elliptic equations,
2 ­ ­ u
2D u y a x q b x u s f x , in V , 1 .  .  .  . i j /­ x ­ xi ji , js1
­ u
u s s 0, on G s ­ V , 2 .
­ n
 .  .where a x forms a symmetric and a positive definite matrix, b xi j
nonnegative. Because we are considering a higher order finite element
approximation, enough smoothness of the solution u is assumed.
Let ¨ ' yDu, consider the weak variational form,
¨ , c y =u , =c s 0, ;c g H 1 V , 3 .  .  .  .
2 ­ u ­f
=¨ , =f q a x , q b x u , f s f , f , .  .  .  . . i j /­ x ­ xj ii , js1
;f g H 1 V . 4 .  .0
 . 1 .The mixed finite element solution is: Find ¨ , u g X = M ; H Vh h h h
1 .= H V such that0
¨ , c y =u , =c s 0, ;c g X , 5 .  .  .h h h h h h
2 ­ u ­fh h
=¨ , =f q a x , q b x u , f s f , f , .  .  .  . .h h i j h h h /­ x ­ xj ii , js1
;f g M . 6 .h h
Where
0X s ¨ g C V ; ¨ N g Q , ;t g T , . 4h t k h
M s X l H 1 V . .h h 0
Here T is a regular rectangular partition of V, andh
Q s span x i y j : 0 F i , j F k . 4k
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w x w xCiarlet and Raviart 9 , Babuska, Osborn, and Pitkaranta 2 , Brezzi andÈ
w x w x  .  .  .Raviart 7 , Falk and Osborn 15 once studied 1 ] 6 with a x s 0 andi j
b s 0. For the regular triangulation, they obtained the following estimates,
5 5 5 5 2 5 5 k 5 5u y u q h ¨ y ¨ q h ¨ y ¨ F ch u ,1 0 1 kq1h h h
for the k th-order finite element approximation u and ¨ with k G 2.h h
w xFor linear finite element approximation, Scholz 23 obtained
5 5 1r4 < <1r2 5 5 3r4 < < 3r2 5 5u y u q h lnh ¨ y ¨ F ch lnh u ,1 0 4h h
5 5 k . w xwhere ? denotes the standard norm for Sobolev space H V 8 . Fromk
5 5 5 5which we know that ¨ y ¨ and ¨ y ¨ are two orders less than the0 1h h
w xoptimal estimate. Because by the standard interpolation estimate 8, 21 ,
we should have
5 5 5 5 kq1 5 5¨ y ¨ q h ¨ y ¨ F ch ¨ , 7 .0 1 kq1h h
 .for the k th k G 1 -order approximation ¨ . Hence the problem becomesh
very interesting whether and when the full-order convergence for ¨ can be
achieved for the mixed FEM for the fourth-order elliptic equations.
In this paper, by introducing a special interpolation operator we used in
w xZhou and Li 26 , we find that the full-order convergence can be recovered
on a regular rectangular mesh with only one-order higher smoothness
assumption for the solution ¨ , which is necessary in the superconvergence
w xtheory 18, 24 . To our best knowledge, such full-order convergence for the
mixed FEM for this problem has not been considered before.
The organization of the paper is as follows: in Section 2 we construct a
special interpolation operator and we present some elementary identities.
Then the proof of the full-order convergence is presented in Section 3.
2. PRELIMINARIES
Let V be a bounded domain, on which a rectangular mesh T can beh
 .imposed. Consider a rectangular element t g T , let x , y be the centerh t t
of the element t , and let 2h , 2k be the width in the x- and y-direction,t t
respectively. Furthermore a and l denote the vertices and edges of t ,i j
which are illustrated in Figure 1. Specifically,
 4l ' x s x y h , y y k F y F y q k ,1 t t t t t t
 4l ' x s x q h , y y k F y F y q k ,2 t t t t t t
 4l ' y s y y k , x y h F x F x q h ,3 t t t t t t
 4l ' y s y q k , x y h F x F x q h .4 t t t t t t
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FIGURE 1
 .Also let h s max h , k and suppose that there are constants ct g T t t 0h
and c independent of h such that c h2 F meas t F c h2. Thus, the1 0 1
partition T is, in general, nonuniform but regular.h
k 0 .Consider the interpolation operator i : C V ª Q defined by theh k
w xfollowing conditions 16, p. 108 ,
i k w a s w a , 8 .  .  .h i i
i k w y w ¨ s 0, ;¨ N g P , 9 . .H h l ky2j
l j
i k w y w ¨ s 0, ;¨ N g Q , 10 . .H h t ky2
t
 i j 4for k G 2. Here P s span x y : i q j s k, 0 F i, j F k . Note that whenk
k  .k s 1, i is defined by 8 only.h
w x kBy 16 , i is well defined and satisfies the following properties,h
5 k 5 kq1ys 5 5i ¨ y ¨ F Ch ¨ , s s 0, 1. 11 .s kq1h
< < 5 5In the following we denote ? and ? as the usual seminorm andk , t k , t
k .  k ..the norm for the Sobolev space H t or H t . For simplicity, we omit0
the subindex t if t is the whole domain V.
 .LEMMA 1. For ;¨ g Q t , k G 2, we ha¨ek
I .
ki w y w ¨ .H h xx
t
1k k
kq 1 ky1s y2 F y w x , y ¨ x , y .  .  .  .H x y x y t2k ! . t
1kq1 kq1
kq 2 kq y2 F y w x , y ¨ x , y .  .  .  .H x y x y t2k q 2 ! . t
kq1 < < < <s O h w ¨ , . kq2, t 1, t
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II i k w y w ¨ .  . H h xx
ttgTh
­ w
kq1 < < < <s O h w ¨ , if ¨ or w s s 0, on G , . kq3 0  /­ n
where the subindex x denotes the deri¨ ati¨ e with respect to x.
1 . wThe same results hold true for subindex y instead of x, and E x s x y2
12 2 2 2. x  . w . xx y h instead of F y s y y y y k . Here and in the followingt t t t2
k .   ..ktext we denote F y ' F y .
 .  .Proof. I For any ¨ g Q t , we have the following Taylor expansionk
in y,
k 1 m
m¨ x , y s y y y ¨ x , y . .  .  .x t x y tm!ms0
Note that
ky2 1 mk
mi w y w ? y y y ¨ x , y 12 .  .  . . H h t x y txm! tms0
ky2 1 mk
ms y i w y w ? y y y ¨ x , y dy 13 .  .  . . H H h t x y t /m! l l2 1ms0
ky2 1 mk
2 my i w y w ? y y y ¨ x , y s 0, 14 .  .  . . H h t x y tm! tms0
 .  . kwhere we used the properties 9 and 10 of the operator i . Hence theh
remaining nonzero terms are those for m s k y 1 and k.
By simple calculations, it is easy to prove the following identity,
1 2 mq 1m mq1 2
mq 2y y y s F y q k G y , 15 .  .  .  . . yt tm! 2m q 2 ! .
 .where G y is a polynomial of degree no higher than m y 2 in y y y .t
 .Especially G y ' 0 for m s 0 and 1.
 .  .By the same arguments of 12 ] 14 , we have
i k w y w ? G y ? ¨ m x , y s 0, m s k y 1, k , 16 .  .  . .H h x y tx
t
 .because in both cases, G y is a polynomial of degree no higher than
k y 2 in y y y .t
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w mq 1  . xLet C s 2 r 2m q 2 ! , for m s k y 1 and k, we havem
1 mk
mi w y w ? y y y ¨ x , y 17 .  .  . .H h t x y tx m!t
2 mq 1
k mq1
mq 2 ms i w y w ? F y ¨ x , y 18 .  .  . . .H yh x y tx 2m q 2 ! .t
s C y i k w y w F mq 1 y mq 1¨ m x , y dx 19 .  .  . . .H H ym h x y tx /l l4 3
y C ik w y w F mq 1 y mq 1¨ m x , y . 20 .  .  . . .H yx ym h x y t
t
Note that
y i k w y w F mq 1 y mq 1¨ m x , y dx 21 .  .  . . .H H yh x y tx /l l4 3
k mq1
mq 1 ms i w y w ? F y ? ¨ x , y a 22 .  .  .  . . . yh x y t 3
k mq1
mq 1 my i w y w ? F y ? ¨ x , y a 23 .  .  .  . . . yh x y t 4
k mq1
mq 1 my i w y w ? F y ? ¨ x , y a 24 .  .  .  . . . yh x y t 2
k mq1
mq 1 mq i w y w ? F y ? ¨ x , y a 25 .  .  .  . . . yh x y t 1
y y i k w y w F mq 1 y mq 1¨ 2 m x , y dx s 0, 26 .  .  . . .H H yh x y t /l l4 3
 .  . kwhere we used the properties 8 and 9 of i .h
Hence, we have
1 mk
mi w y w ? y y y ¨ x , y 27 .  .  . .H h t x y tx m!t
s yC ik w y w F mq 1 y mq 1¨ m x , y 28 .  .  . . .H yx ym h x y t
t
s yC y i k w y w F mq 1 y m ¨ m x , y dx 29 .  .  . . .H H yx ym h x y t /l l4 3
q C ik w y w 2 F mq 1 y m ¨ m x , y 30 .  .  . . .H yx ym h x y t
t
m k mq1
mq 2 ms y1 C i w y w F y ¨ x , y 31 .  .  .  . .H x ym h x y t
t
mq 1 mq1
mq 2 ms y1 C w F y ¨ x , y , 32 .  .  .  .Hm x y x y t
t
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where we used the fact that
F mq 1 y n s 0, at l , l or y s y " k , for 0 F n F m , 33 .  .  . . y 3 4 t t
 k . mq 2and i w s 0, because m q 2 G k q 1 for m s k y 1 or k.h y
Combining the previous equalities, we have
i k w y w ¨ .H h xx
t
1k k
kq 1 ky1s y2 F y w x , y ¨ x , y 34 .  .  .  .  .H x y x y t2k ! . t
1kq1 kq1
kq 2 kq y2 F y w x , y ¨ x , y , 35 .  .  .  .  .H x y x y t2k q 2 ! . t
 .which concludes the proof of the first part of I .
Note that
k
kq 1 ky1F y w ¨ x , y .  .H x y x y t
t
k
kq 1 ky1 ks F y w ¨ x , y q y y y ¨ x , y .  .  .  .H x y x y t x y
t
2 k < < < < kq1 < < < <F Ch w ¨ F Ch w ¨ , 36 .kq2, t k , t kq2, t 1, t
w xwhere we used the standard inverse estimate 8, p. 141 .
On the other hand,
F kq1 y w kq 2 x , y ¨ k x , y .  .  .H x y x y t
t
s y F kq1 y w kq 1¨ k x , y dx 37 .  .  .H H x y x y t /l l4 3
y F kq1 y w kq 1¨ k x , y 38 .  .  . .H y x y x y t
t
s y F kq1 y w kq 1¨ k x , y 39 .  .  . .H y x y x y t
t
2 kq1 < < < < kq1 < < < <s O h w ¨ s O h w ¨ , .  .kq2, t kq1, t kq2, t 1, t
kq1 .where we used the fact that F y s 0 on l and l , and the standard3 4
w xinverse estimate 8, p. 141 .
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 .  .II Now we consider the proof of II . Note that
F k y w kq 1 x , y ¨ ky 1 x , y .  .  .H x y x y t
t
s y F k y w kq 1 x , y ¨ ky 1 x , y dy 40 .  .  .  .H H x y y t /l l2 1
y F k y w 2 kq1 x , y ¨ ky 1 x , y . 41 .  .  .  .H x y y t
t
 .By using the boundary conditions ¨ N s 0 or w s ­ wr­ n s 0 on GG
and the fact that
F k y w kq 1 x , y ¨ ky 1 x , y .  .  .x y y t
is continuous across those inner element boundaries parallel to the y-axis
 .such as l and l , all the boundary integrals are cancelled when summing1 2
all t g T together. Hence we haveh
F k y w kq 1 x , y ¨ ky 1 x , y 42 .  .  .  . H x y x y t
ttgTh
s y F k y w 2 kq1 x , y ¨ ky 1 x , y 43 .  .  .  . H x y y t
ttgTh
k
2 kq1 ky1 ks y F y w x , y ¨ x , y q y y y ¨ x , y .  .  .  .  . H x y y t y
ttgTh
44 .
2 k < < < < < < kq1 < < < <s O h w ¨ q h ¨ s O h w ¨ . 45 .  .  .  .kq3 ky1 k kq3 0
By the standard inverse estimate, it is not difficult to see that
kq1 kq1 < < < <kq 2 kF y w x , y ¨ x , y s O h w ¨ , 46 .  .  .  .  .H kq3, t 0, tx y x y t
t
 .  .which along with 45 finishes the proof of II .
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For k s 1, we have
 .LEMMA 2. For ;¨ g Q t ,1
I .
1
1 2
2 2w y i w ¨ s F y w ¨ x , y q F y w ¨ x , y .  .  .  . . .H H H yh x x y x t x y x yx 6t t t
2 < < < <s O h w ¨ , . 3, t 1, t
II .
­ w
1 2 < < < <w y i w ¨ s O h w ¨ , if ¨ or w s N s 0, . . H 4 0h x Gx  /­ nttgTh
III .
1
2w y i w ¨ s E x w ¨ x , y .  . . H Hh y x y xx
t ttgT tgTh h
q F y w 2 ¨ x , y .  . H x y y t
ttgTh
2 < < < <s O h w ¨ , if ¨ or w N s 0. .  .3 1 G
 .  .Proof. I Using the Taylor expansion in y for ¨ g Q t , we have1
1 1w y i w ¨ s w y i w ¨ x , y q y y y ¨ x , y . 47 .  .  .  . .  .H Hh x h x t t x yx x
t t
 .  .Because ¨ g Q , ¨ x, y and ¨ x, y are constants on each element1 x t x y
  .. 2t . Considering that F y s 1, we havey
w y i1 w .H h x
t
s F y 2 w y i1 w . .  .H y h x
t
s y F y w y i1 w dx y F y w y i1 w . .  . .  . .  .H H Hy y x yh hx /l l t4 3
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Note that
y F y w y i1 w dx 48 .  . .  .H H y h x /l l4 3
1 1s F y w y i w a y F y w y i w a 49 .  .  .  .  . .  . .  .y yh 3 h 4
1 1y F y w y i w a q F y w y i w a .  .  .  . .  . .  .y yh 2 h 1
s 0, 50 .
where we used the fact that w y i1 w s 0 at all vertices a , i s 1, 2, 3, 4.h i
Hence,
w y i1 w s y F y w y i1 w 51 .  . . .  .H H y x yh hx
t t
s y y F y w y i1 w dx q F y w y i1 w 2 .  . .  .H H Hx y x yh h /l l t4 3
52 .
s F y w y i1 w 2 s F y w 2 , 53 .  .  . .H Hx yh x y
t t
 .where we used the fact that F y s 0 on l and l , and the fact that3 4
 1 . 2i w s 0.h x y
  ..On the other hand, using the identity i.e., m s 1 in 15 ,
1 2
3y y y s F y , . . yt 6
we have
11 1 2
3w y i w y y y s w y i w F y 54 .  .  . . .  .H H yh t h 6x x
t t
11 2
2s y w y i w F y dx . . .H H yh 6x /l l4 3
11 2
2y w y i w F y 55 .  . . .H yx yh 6
t
11 2
2s y w y i w F y , 56 .  . . .H yx yh 6
t
where we used the fact that
11 2
2y w y i w F y dx s 0, . . .H H yh 6x /l l4 3
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 .  .which can be easily obtained by repeating the same arguments of 48 ] 50 .
Therefore,
11 1 2
2w y i w y y y s y w y i w F y 57 .  .  . . .  .H H yx yh t h 6x
t t
11 2s y y w y i w F y . . .H H yx yh 6 /l l4 3
11 2
2q w y i w F y 58 .  . . .H yx yh 6
t
1 2
2s w F y , 59 .  . .H yx y 6
t
 2 ..where we used the fact that F y s 0 on l and l , and the fact thaty 3 4
 1 . 2i w s 0.h x y
 .  .  .  .  .Hence, combining 47 , 51 ] 53 , and 57 ] 59 , we have
w y i1 w ¨ .H h xx
t
1 2
2 2s F y w ¨ x , y q F y w ¨ x , y 60 .  .  .  .  . .H H yx y x t x y x y6
t t
2 < < < <s O h w ¨ , 61 .  .3, t 1, t
w xwhere the standard inverse estimate 8, p. 141 was used in the last step.
 .II Note that
F y w 2 ¨ x , y s y F y w 2 ¨ x , y dy 62 .  .  .  .  .H H Hx y x t x y t /t l l2 1
y F y w 2 2 ¨ x , y . 63 .  .  .H x y t
t
  . .Using the boundary conditions ¨ N s 0 or w s ­ wr­ n N s 0 and theG G
 .  .2fact that F y w ¨ x, y is continuous across those inner element bound-x y t
aries which are parallel to the y-axis, all the boundary integrals are
cancelled when summing up all t g T . Hence, we haveh
F y w 2 ¨ x , y s y F y w 2 2 ¨ x , y 64 .  .  .  .  . H Hx y x t x y t
t ttgT tgTh h
2 < < < <s O h w ¨ . 65 .  .4 0
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On the other hand,
F 2 y w 2 ¨ x , y 66 .  .  . .H y x y x y
t
s y F 2 y w 2 ¨ x , y dx y F 2 y w 3¨ x , y 67 .  .  .  .  .H H Hx y x y x y x y /l l t4 3
2 2 < < < <3s y F y w ¨ x , y s O h w ¨ , 68 .  .  .  .H 4, t 0, tx y x y
t
2 .where the fact F y s 0 on l and l , and the standard inverse estimate4 3
were used.
 .  .  .  .Equations 65 ] 68 along with I complete the proof of II .
 .III Using the Taylor expansion in x for ¨ g Q , we have1
1 1w y i w ¨ s w y i w ¨ x , y q x y x ¨ x , y . 69 .  .  .  . .  .H Hh y h y t t x yx x
t t
 .  .Noting that ¨ x , y and ¨ x, y are constants on each element t , wey t x y
have
w y i1 w ¨ x , y s F y w 2 ¨ x , y , 70 .  .  .  . .H Hh y t x y y tx
t t
 .  .where we used the result 51 ] 53 .
  ..On the other hand, noting that x y x s E x , we havet x
w y i1 w x y x ¨ x , y .  . .H h t x yx
t
s w y i1 w E x ¨ x , y 71 .  .  . . .H xh x yx
t
s y w y i1 w E x ¨ x , y dy .  . .H H h x yx /l l2 1
y w y i1 w E x ¨ x , y 72 .  .  .2 .H h x yx
t
s y E x w 2 ¨ x , y 73 .  .  .H x x y
t
s y y E x w 2 ¨ x , y dx q E x w 2 ¨ x , y , 74 .  .  .  .  .H H Hx x x y x /l l t4 3
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 .where in obtaining the third equality, we used the fact that E x s 0 on l1
 1 . 2and l , and the fact that i w s 0.2 h x
 .Using the boundary conditions ¨ N s 0 or w N s 0 and the fact thatG G
 .  .2E x w ¨ x, y is continuous across those inner element boundaries whichx x
 .are parallel to the x-axis such as l , l , all the boundary integrals are4 3
cancelled when summing up all t g T . Therefore, we haveh
w y i1 w ¨ . H h yx
ttgTh
2 2s F y w ¨ x , y q E x w ¨ x , y 75 .  .  .  .  . H Hx y y t x y x
t ttgTh
2 < < < <s O h w ¨ , 76 .  .3 1
 .which concludes our proof of III .
For the variable coefficient case, we have
 .LEMMA 3. For ;¨ g Q t , k G 1, we ha¨ek
I a x , y ik w y w ¨ .  .  . H h yx
ttgTh
kq1 5 5 < <s O h w ¨ , if w or ¨ N s 0 .  .kq2 1 G
k kq1 5 5 < <II a x , y i w y w ¨ s O h w ¨ . .  .  . .H kq2, t 1, th xx
t
 .Proof. I For k G 2 and ¨ g Q , we have the following Taylor expan-k
sion,
k ky1 1 1 i j
i jq1¨ x , y s x y x y y y ¨ x , y 77 .  .  .  .  . y t t x y t ti! j!is0 js0
s q q . 78 .  
0FiFky1, 0FjFky2 0FiFky1, jsky1 isk , 0FjFky1
 .  .For the first category, by 9 and 10 , we have
i jk
i jq1i w y w x y x y y y ¨ x , y 79 .  .  .  . .H h t t x y t tx
t
i jk
i jq1s y i w y w x y x y y y ¨ x , y dy 80 .  .  .  . .H H h t t x y t t /l l2 1
iy1 jk
i jq1y i w y w ? i x y x ? y y y ¨ x , y 81 .  .  .  . .H h t t x y t t
t
s 0, for 0 F j F k y 2, 0 F i F k y 1. 82 .
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 k .Hence the remaining nonzero terms for H i w y w ¨ are those fromt h x y
the second category,
i ky1k
i ki w y w x y x y y y ¨ x , y , ;0 F i F k y 1, .  .  . .H h t t x y t tx
t
83 .
and those from the third category,
kk
ki w y w x y x ¨ x , y . 84 .  .  . .H h t x y tx
t
 .Here 84 was obtained by using the following identity,
ky11 1k jk
k jq1i w y w x y x y y y ¨ x , y 85 .  .  .  . . H h t t x y t tx k! j!t js0
1 kk
ks i w y w x y x ¨ x , y . 86 .  .  . .H h t x y txk! t
 .  .First let us consider 83 . For 0 F i F k y 1, using 15 for m s k y 1,
we have
i ky1ki w y w x y x y y y 87 .  .  . .H h t tx
t
ik k
kq 1s C i w y w x y x F y .  . . .H y1 h tx
t
i2 kq C k i w y w x y x G y 88 .  .  . .H2 t h tx
t
ik k
kq 1s C i w y w x y x F y , 89 .  .  . . .H y1 h tx
t
 .  . w k .  . xwhere we used the arguments of 79 ] 82 . Here C s 2 k y 1 !r 2k ! ,1
 .C s k y 1 !.2
Hence,
i ky1ki w y w x y x y y y .  . .H h t tx
t
ik k
kq 1s C i w y w x y x F y 90 .  .  . . .H y1 h tx
t
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ik k
ks C y i w y w x y x F y dx 91 .  .  . . .H H y1 h tx /l l4 3
ik k
ky C i w y w x y x F y 92 .  .  . . .H yx y1 h t
t
k i k
kq 1s y1 C w ? x y x F y . 93 .  .  .  .H1 x y t
t
 k . kq 1Here we used i w s 0 andh x y
ik k
ky i w y w x y x F y dx 94 .  .  . . .H H yh tx /l l4 3
ik k
ks i w y w x y x F y a .  .  . . . yh t 3
ik k
ky i w y w x y x F y a 95 .  .  .  . . . yh t 4
ik k
ky i w y w x y x F y a .  .  . . . yh t 2
ik k
kq i w y w x y x F y a 96 .  .  .  . . . yh t 1
iy1k k
ky y i w y w i x y x F y dx s 0, 97 .  .  . . .H H yh t /l l4 3
 .  .where we used the interpolation properties 8 and 9 .
Therefore, the second category can be estimated as
i ky1k
i ki w y w x y x y y y ¨ x , y 98 .  .  .  . .H h t t x y t tx
t
k i k
kq 1 i ks y1 C w ? x y x F y ¨ x , y 99 .  .  .  .  .H1 x y t x y t t
t
kq1 < < < <s O h w ¨ , for 0 F i F k y 1. 100 .  .kq2, t 1, t
Next let us consider the third category. By simple calculations, we obtain
the following identity,
k k 2x y x s C ? E x q h H x , 101k .  .  .  . .t 4 tx
w k  . x  .where C s k!2 r 2k ! and H x is a polynomial of degree no higher4
 .  .than k y 2 in x y x . Especially H x s 0 for k s 0, 1.t
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 .  .  .  .By 79 ] 82 and 90 ] 93 , we have
h2 i k w y w H x ¨ k x , y .  . .Ht h x y tx
t
ky1 1 j2 k
k jq1s h i w y w H x y y y ¨ x , y .  .  . . Ht h t x y t txj! tjs0
h2t ky1k
k ks i w y w H x y y y ¨ x , y .  .  . .H h t x y t txk y 1 ! . t
h2t k k
kq 1 k ks y1 C w ? H x F y ? ¨ x , y .  .  .  .H1 x y x y t tk y 1 ! . t
kq1 < < < <s O h w ¨ , 102 .  .kq2, t 1, t
2  .  k .where h H x s O h and the standard inverse estimate were used.t
On the other hand, upon integration by parts and the fact that
Ek x s 0, at l , l i.e., x s x " h , for 0 F n F k y 1,n .  . . 1 2 t tx
we have
i k w y w Ek x ¨ k x , yk .  . . .H h x y txx
t
kq1 k
kq 1 ks y1 w E x ¨ x , y .  .  .H x x y t
t
kq1 k
kq 1 ks y1 y w E x ¨ x , y dx .  .  .H H x x t /l l4 3
kq1 k
kq 1 ky y1 E x w ¨ x , y . 103 .  .  .  .H x y x t
t
 .Using the boundary conditions w N s 0 or ¨ N s 0 and the fact thatG G
k .  .kq 1 kE x w ¨ x , y is continuous on those inner element boundariesx x t
 .parallel to the x-axis such as l and l , all the boundary integrals are3 4
cancelled when summing up all t g T . Then by the standard inverseh
w xestimate 8 , we have
i k w y w Ek x ¨ k x , y 104k .  .  . . . H h x y txx
ttgTh
kq1 k kq1 < < < <kq 1 ks y y1 E x w ¨ x , y s O h w ¨ . .  .  .  . H kq2 1x y x t
ttgTh
105 .
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 .  .  .Combining 101 , 102 , and 105 , we obtain
kk kq1 < < < <ki w y w x y x ¨ x , y s O h w ¨ , 106 .  .  .  . . H kq2 1h t x tx
ttgTh
for the third category.
 .  .Therefore, by 100 and 106 , we have
i k w y w ¨ . H h yx
ttgTh
kq1 < < < <s O h w ¨ , ;k G 2, if w N s 0 or ¨ N s 0. . kq2 1 G G
107 .
For the variable coefficient case, note that
a x , y ik w y w ¨ 108 .  . .H h yx
t
s a x , y ik w y w ¨ q a x , y y a x , y ik w y w ¨ .  .  . . .  .H Ht t h y t t h yx x
t t
109 .
k kq1 5 5 < <s a x , y i w y w ¨ q O h w ¨ , 110 .  .  . .H kq1 1t t h yx
t
<  .  . <  .  .where we used the estimate a x, y y a x , y s O h and 11 .t t
The remaining proof is the same as in the previous text except the
 .treatment of boundary integrals appeared in 103 , because all other terms
can be estimated locally for each element. Summing up such boundary
 .integrals from 103 for every two neighbor elements t and t 9, we have
k
kq 1 ka x , y y a x , y E x w ¨ x , y dx 111 .  .  .  .  .H t t t t 9 x x t
­tl­t 9
2 kq1 < < < < kq1 5 5 < <F ch w ¨ s O h w ¨ , 112 .  .kq1, ­t k , ­t kq2, t 1, t
where we used the standard inverse estimate and Exercise 3.2.4 of Ciarlet
w x8 .
 .For k s 1, from the proof of Lemma 2 III , the only boundary integral is
y E x w 2 ¨ x , y dx , .  .H H x x /l l4 3
 .which is a special case of 111 , i.e., k s 1.
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 .II Note that for any k G 1, we have
a x , y ik w y w ¨ 113 .  . .H h xx
t
k ks a x , y i w y w ¨ q a x , y y a x , y i w y w ¨ .  .  . .  .H Ht t h x t t h xx x
t t
114 .
kq1 < < < < k 5 5 < <s O h w ¨ q O h ? h w ¨ 115 .  .  .kq2, t 1, t kq1, t 1, t
kq1 5 5 < <s O h w ¨ , 116 .  .kq2, t 1, t
 .  .which finishes our proof of II , where the results of Lemmas 1]2 I were
used.
3. MAIN RESULTS
With the preceding lemmas, we can now prove the following improved
error estimates:
 .  .THEOREM 1. Let u be the solution of 1 and 2 , and yDu ' ¨ g
kq2 .  .  .H V . For the kth-order mixed finite element solution ¨ , u of 5 andh h
 .6 on the regular rectangular mesh, we ha¨e
5 k 5 5 5 5 5 kq1 5 5i u y u q ¨ y ¨ q h ¨ y ¨ F ch ¨ , ;k G 1.1 0 1 kq2h h h h
 .  .Proof. First for k G 2, from 3 ] 6 , we have
5 5 2 k k¨ y ¨ s ¨ y i ¨ , ¨ y ¨ q i ¨ y ¨ , ¨ y ¨ .  .0h h h h h h
s ¨ y i k ¨ , ¨ y ¨ q = i k ¨ y ¨ , = u y u . .  . .h h h h h
s ¨ y i k ¨ , ¨ y ¨ q = i k ¨ y ¨ , = u y i k u .  .  . .h h h h h
q = i k ¨ y ¨ , = i k u y u .  . .h h h h
s ¨ y i k ¨ , ¨ y ¨ q = i k ¨ y ¨ , = u y i k u .  .  . .h h h h h
q = i k ¨ y ¨ , = i k u y u .  . .h h h
2 k k­ u y i u ­ i u y u .  .h h hy a , i j /­ x ­ xj ii , js1
y b x u y i k u , i k u y u .  . .h h h
2 k k­ i u y u ­ i u y u .  .h h h hy a , i j /­ x ­ xj ii , js1
y b x ik u y u , i k u y u , .  . .h h h h
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then by Lemmas 1]3 and the fact,
2 k k­ i u y u ­ i u y u .  .h h h h
a , i j /­ x ­ xj ii , js1
q b x ik u y u , i k u y u G 0, .  . .h h h h
we obtain
5 5 2 kq1 5 5 5 5 kq1 < < 5 k 5¨ y ¨ F ch ¨ ¨ y ¨ q ch u i ¨ y ¨0 kq1 0 kq3 0h h h h
kq1 < < 5 k 5 kq1 5 5 5 k 5q ch ¨ i u y u q ch u i u y u .kq2 1 kq2 1h h h h
Using the well-known inequality,
a2 q b2
ab F ,
2
and the triangular inequality,
5 k 5 5 k 5 5 5 kq1 5 5 5 5i ¨ y ¨ F i ¨ y ¨ q ¨ y ¨ F ch ¨ q ¨ y ¨ ,0 0 0 kq1 0h h h h h
we have
5 5 2 2kq1. 5 5 2 5 5 2¨ y ¨ F ch ¨ q u .0 kq1 kq3h
kq1 5 5 < < 5 k 5q ch u q ¨ i u y u . 117 .  .kq2 kq2 1h h
By Lemmas 1 and 2, we have
< k < 2 k ki u y u s = i u y u , = i u y u .  . .1h h h h h h
s = i k u y u , = i k u y u q = u y u , = i k u y u . .  .  . .  .h h h h h h
s = i k u y u , = i k u y u q ¨ y ¨ , i k u y u .  .  . .h h h h h h
kq1 < < 5 k 5 5 5 5 k 5F ch u i u y u q ¨ y ¨ i u y u ,kq2 1 0 1h h h h h
from which we have
5 k 5 2 2kq1. 5 5 2 5 5 2i u y u F ch u q ¨ y ¨ . 118 .1 kq2 0h h h
 .  . w xEquations 117 and 118 together with the fact that 8, pp. 12 and 14 ,
5 5 < < < < 2c u F u s Du , ;u g H V , .1 2 0
complete the proof of Theorem 1.
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Äk w xUsing another higher order interpolation operator I 26, p. 431 , we2 h
can get a higher order approximation for u:
Äk kq15 5 5 5 5 5THEOREM 2. u y I u q u y u F Ch ¨ , ;k G 1.1 0 kq22 h h h
Proof. Use
Äk Äk Äk ku y I u s u y I u q I i u y u , .2 h h 2 h 2 h h h
Äk w  .xand the property of I 26, Eq. 13 , we have2 h
Äk kq15 5 5 5u y I u F Ch ¨ .1 kq22 h h
By Theorem 1 and the standard interpolation estimates, we have
5 5 5 k 5 5 k 5u y u F u y i u q i u y u0 0 0h h h h
kq1 5 5 5 k 5 kq1 5 5F ch u q c i u y u F ch ¨ ,kq1 1 kq2h h
which finishes our proof.
Remark 1. From Theorem 1, we see that the full-order convergence for
¨ ' yDu can be obtained on the regular rectangular mesh with only one
  ..higher order smoothness assumption compare with 7 . But our estimates
w xare two orders higher than the classical estimates obtained in 9, 2, 7 .
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