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I. INTRODUCTION 
Our principal aim in this paper is to present an elementary theorem which, 
when accompanied by some manageable estimations, can give useful information 
on the solutions of the equation 
un + f(X, u, u’) = 0. (1-l) 
It is hoped moreover that the reader will find in the proof of this theorem means 
of establishing other interesting results. 
Without striving for maximum generality we assume that f(x, y, z) is of class 
Cl on (a,, , cc) x R’ x R1 and takes positive values whenever (y, z) E (0, a) x 
[0, co). Some ways in which these conditions may be relaxed are outlined in the 
last section of this paper. 
For any a > a, we denote by A, the family of solutions u of (1.1) for which 
~(a) = 0, ~‘(a) > 0 and there exists b > a such that u’(b) 1 0. 
THEOREM I. Let f satisfy the abowe conditions and let I be a maximal interval 
with the property u E A, whenever u is a solution of (1.1) with u(u) = 0, u’(a) E I. 
Let /3 > 0 be a jinite end point of I. If w is the solution of (1.1) with 
w(u) = 0, w’(a) = /3 then the vuriutionuE equation 
F + f&7 44, w'(4) F + fv(x, 4.4, w’(x)) 4 = 0 (1.2) 
is nonoscillatory on [a, ~9). 
Solutions for which u(u) = 0, u’(u) > 0 which do not belong to A, may be 
divided into three further classes, B, will denote the family of solutions which 
remain bounded as x -+ co. C, will denote the family of unbounded solutions 
for which U’(X) -+ 0 as x - 03 and D, that for which lim,,, U’(X) > 0. 
In a previous paper [4] a special case of Theorem 1 was applied to the equation 
tin + e-“f(u) = 0 
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where f is a function for which t-‘f(t) increases from 0 to + 00 with t. In [4] we 
showed that if f increases more rapidly than exp t2 then a necessary condition for 
the existence of a solution of class C, is the existence of at least two solutions of 
class B, . Solutions of class D, were excluded on other grounds. A more general 
result is presented in Theorem 3 of Section 3 of this paper. 
In general the degree to which Theorem 1 is useful depends on the facility 
with which one can show that (1.2) is oscillatory whenever w is of class B, , C, or 
D, . If it is oscillatory for all classes and if A, is not empty then all solutions 
vanishing at a are of class A, . If it is oscillatory for classes C, and D, and A, 
is not empty then the existence of a solution in C, or D, implies the existence 
of a solution in B, ; and so on. The significance for the oscillation theory of 
Eq. (1.1) is obvious. Since it is the asymptotic behavior of w which determines 
whether or not (1.2) is oscillatory, knowledge of the behavior off should in 
“most” cases suffice to determine the oscillatory nature of (1.2) when the class 
of w is assumed known. In this connection we refer the reader to the standard 
substitution described in [2, p. 1091 which transforms (1.2) into an equation for 
which the oscillation theory is well known. 
In Section 2 we prove Theorem 1. In Section 3 we discuss the special case 
24” -tf(x, u) = 0 U-4) 
and finally in Section 4 we state a generalization of Theorem 1 to the case wheref 
is not positive for all y and z positive. Theorem 1 is limited in its applicability 
to (1.4) by the implicit requirement thatfhas growth more rapid than polynomial 
growth in y. However, the case of polynomial growth is generally amenable to 
simpler methods. 
2. PROOF OF THEOREM 1 
We fur a > a,, and define Q as the set of values p such that the solution of (1 .l) 
with u(a) = 0, ~‘(a) = p belongs to the class A, . 0 is an open subset of [0, co) 
and, to avoid triviality, we assume that A, , and hence Sz, is not empty. Being 
open, Q is a denumerable (possibly finite) union of disjoint open intervals 
sZi = (pi , pi’), and we make no assumptions on how the Oi are ordered on 
[0, co). We allow the case Bi’ = co for some i. 
To every fi E Q, we assign the numbers b and m by u’(b) = 0, u(b) = m where 
b is the smallest number in (a, CO) such that u’(b) = 0, and u is the solution of 
(1.1) with u(u) = 0, U’(U) = /3. Both b and m are continuously differentiable 
functions on Qi . Indeed if 4 is the solution of the variational equation 
6” + fi(X7 49, ~‘(4) 4’ + f& u(x), u’(4) 4 = 0 (2-l) 
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satisfying +(a) = 0, +‘(a) = 1, a simple argument yields the following expressions 
for the derivatives b and ti of b and rrt, respectively, with respect to /K 
f(b, m, 0) b = 6(b) 
tiz = 4(b). 
We shall refer to the solution 4 described above as the variation of u. 
Let ri be the curve ((b(p), m@)): /I E Q}. Then ri lies in the quadrant 
Q = (a, co) x (0, co) of R2 and is simple since a point of self-intersection 
would violate the uniqueness theorem for the initial value problem for (1.1). 
For the same reason a curve ri cannot intersect any other curve rj corresponding 
to a different component Qj of 0. Since b and rir cannot vanish simultaneously ri 
has a well defined direction at every point. 
We examine the behavior of ri as /3 approaches an end point pi or pi’ of 52, . 
Let {/3(“)} C Q be a sequence converging to fli or to pi’. If the corresponding 
sequence {b@(w)), m(/P))} converges to (b”, m”) then we must have m” = 0 and 
/3(“) -+ 0. For otherwise, by continuity, the solution u of (1.1) with u’(bO) = 0, 
u(bO) = m" would be of class A, with ~‘(a) = & (or pi’). Thus ri has the property 
that b(P) + m(p) --f cc as /3 + pi’ and as /3 ---f fii whenever fii # 0. 
Since every solution has decreasing gradient we have the obvious inequality 
Hence if pi’ # 00 we must have b - cc as /I -+ pi’ and if #J # 0 we must have 
b + CO as /3 -+ pi . If pi’ = cc it can happen (for example when (1.1) is linear) 
that m -+ 00 and b remains bounded as /3 -+ co. 
The case j$ = 0 merits closer examination. Let jg(@ -+ 0 and let (b@P), 
m(P(“))) -+ (b”, 0). If b” > a then u = 0 is a solution of (1.1) in (a, b”). In this 
case the functions (/Yn))-l zAn) approach the solution 4 of 
4” + $(% 090) 4’ + f&G 0,O) $4 = 0 
with #(a) = 0, $‘(a) = 1. By well known results bO is uniquely determined by 
the conditions 4’(x) > 0 in (a, bo) and #‘(bO) = 0. By using the inequality (2.3) 
we arrive at the conclusion: lima,, b(B) exists (+ cc being allowed). If the limit 
is finite then lima,o m(p) = 0. If b0 > a, ri approaches (b”, 0) vertically, if 
bO = a, ri approaches (a, 0) horizontally. 
To any point (b, m) E ri we assign the intrinsic coordinate 0 by 
cos e = b(b2 + &)-l/2 
sin e = +z(bz + ti2)-1/2 
the determination being made in accordance with the requirement of continuity 
and the following method of choosing the initial value. Let m = r > 0 be a 
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horizontal line with the property that its intersection with ri is not empty and 
that if (bl, c) is the point of intersection for which b1 is smallest then ni # 0 at 
this point. Let u be the solution of (1.1) with u’(P) = 0, u(P) = c and let + be 
the variation of u. If ni is the number of zeros of 4 in the interval (a, 61) we set 
0(/P, c) = nir + q where 0 < q < r. To show that the number ni does not 
depend on the particular line m = c, choose another line m = c’, and let the 
point of intersection of ri with this line with smallest value of b be (b2, c’). By 
examining the variation of 8 around the simple closed curve consisting of the 
straight line segments (b2, c) -+ (a, c) --f (a, c’) + (b2, c’) and the part of ri 
joining (b2, c’) to (b2, c) we are led to the conclusion that B(b2, c’) = nip + q’ 
where 0 < 9’ < r. (It will follow as a corollary that ni is the number of zeros in 
(a, b2) of the variation of the solution with zJ(b2) = 0, u(b2) = c’). 
By similar applications of winding number we are led to the following con- 
clusions. Let Qi = (pi , pi’) and let b + CO as /3--f & and as /3 + pi’. Let I’i 
cross the vertical line b = c at points of which (c, ml) and (c, m2) are those 
corresponding to the lowest and highest values of m, respectively. Then 
0(c, ml) = nir + q where 42 < q ,< 3~12 and B(c, m2) = nix + q where 
--n/2 < q < n/2. If sZi = (0, pi’) and if lims,,, b(p) = b” < 03 then ni = 0. 
Furthermore if (c, m) is either the highest or the lowest point at which ri 
crosses b = c > b” then e(c, m) = Q where 0 < 4 < n/2. The fact that 0 must 
in all cases be positive will become apparent later. Finally we consider the case 
Qi = (pi , co) where Em,,, inf b(p) = b” < co and lirnBeBi &/I) = co. If (c, m) 
is either the highest or the lowest point at which ri crosses the line b = c > ba, 
then e(c, m) = nirr + 4 where ni is even and n/2 < q < (3~~/2). 
A direct consequence of the above considerations is the following. Let pi , or 
pi’, be an end point of an interval .Qi and suppose /3i # 0, or ,$’ # co. Then 
there exists a sequence (/3(“)} C Qi and a corresponding sequence of values 
(P)) such that ,W -+ pi (or ,&‘), and np - 7r/2 < 6%) < np + (3?r/2) for all n, 
where ni is a constant depending only on ri . A corollary of this assertion, 
already hinted at, is that if {&)} is the sequence of corresponding solutions, if 
{+(“)} is the sequence of variations of these solutions in the intervals (a, W), 
then each I#(%) has in (a, b(“)) no more than ni + 1 zeros. To see this more clearly, 
we can associate with 0) and 4 (la) the “angle” function w defined by 
cos w(x) =(rp(x)f”(b, m”::; + 4’2(4)1/2 
sin w(x) = 464 f(h m, 0) 
(VW f2(k m, 0) + 4’2(4)1/2 
where w is determined by continuity and by setting w(u) = 0. On tracing the 
behavior of + on (a, b) we are led to the conclusion that w(b) = ka + q where 
0 < q < r if and only if $ has k zeros in the interval (a, b). By obvious continuity 
considerations we have w(b) = B(b, m) for all points (b, m) E ri . 
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To complete the proof of Theorem 1, let w be a solution of (1.1) with w(a) = 0, 
w’(a) = /? where /? is an end point of an interval Q, such that 0 < j3 < a~. If the 
variational equation (1.2) is oscillatory on [a, co) then there exists an interval 
[a, B] on which the variation + of w has ni + 2 zeros. If {/3(“)) is the sequence 
described above then the corresponding solutions u(“) and their variations c#W 
approach w and + respectively uniformly on [a, B]. For all rz sufficiently large 
we have b(n) > B and hence the corresponding solutions $tn) have no more than 
ni + 1 zeros on [a, B]. This property is therefore also shared by $. The contra- 
diction proves that (1.2) is nonoscillatory and the theorem is established. 
3. A SPECIAL CASE 
The special case of (1.1) 
u” +f(x, u) =o (3.1) 
has been the object of much study. For some pioneering accounts and further 
references ee [l, 5, 71. The variational equation is 
d” + f&G 44) 4 = 0 (3.2) 
and our Theorem 1 is of relevance only wheref,(x, y) > 0 for some y > 0. The 
following lemmas are statements of some known results. 
LEMMA 3.1. In order that there exists, for all m > 0, a unique solution of 
(3.1) for which u(x) -+ m as x -+ CD, it is necessary an& s@zcient hat 
s 
m 
xf (x, m) dx < co (3.3) 
for all m > 0. Let u be such a solution and suppose a > a0 is the last zero of u and 
that u’(a) = /3. Then both a and 13 are Cl functions of m in any interval in which 
a > a, . The derivatives with respect o m are given by 
-pi = f$(u) 
6 = d’(4 - hf (a, 0) 
(3.4) 
where 4 is the variation of u, i.e., the solution of (3.2) such that d(x) -+ 1 as x + co. 
The existence and uniqueness result described in Lemma 3.1 is due essentially 
to Atkinson [l]. The rest follows by standard arguments. 
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LEMMA 3.2. If u is an unbounded solution, positive in (a, m) for which u’(x) + 0 
then 
s 
m xu-‘(x) f (x, u(x)) ax = 00. (3.5) 
Lemma 3.2 is the converse of a standard result, see, e.g. [2, p. 1141. 
LEMMA 3.3. If u is an unbounded solution, positive in (a, 00) for which 
lim,,, u’(x) > 0 then for some c > 0, 
s am f (x, cx) dx < co. (3.6) 
LEMMA 3.4. A su$kient condition for (3.2) to be oscillatory on (a, co) is that 
for some /3 > 0. 
s 
m 
x log-l-s xf*(x, u(x)) dx = +oo (3.7) 
For a proof see Coppel [3, p. 181. 
We draw the reader’s attention to the classes B, , C, and D, described in the 
Introduction and to the relevance of the above lemmas to the existence of solu- 
tions in these classes. 
Concerning the set 52 described in Section 2 we have the following lemmas. 
LEMMA 3.5. If y-lf (x, y) -+ 00 as y -+ 00 for all x E (a, , 00) then, for each 
a, Q has an unbounded component (& , 00) and b -+ a as /3 + 00. 
LEMMA 3.6. Iff (a, 0) > 0 then LJ has a component (0, /Q and b + a asp -+ 0. 
LEMMA 3.7. If f (x, 0) = 0 for all x and if the variational equation 
d” +f,(x, O)$ = 0 
has a solution 4 with +(a) = 0, $‘(bO) = 0 and c$(x) > 0 in (a, b”) then .Q has a 
component (0, ,8J with b -+ b” as /3 + 0. 
LEMMA 3.8. If f satisjes the superlinearity condition: there exists T > 0 such 
that y-l-f (x, y) is increasing and unbounded in y > 0 and if, for all c > 0 
I 
m 
hi sup x t-l12f (t, ct1j2) dt = 00, 
r 
then for each E > 0 there exists /3 E 52 with /3 < E. 
5=‘5/=.4/2-6 
232 JOACHIM A. HEMPEL 
LEMMA 3.9. Iff satis$es the abwe superlinearitY condition and if, for all c > 0, 
s 
co 
~l/~f(x, cx’12) dx < 00 
then, for all a > a, , the class B, is not empty and SJ contains a component (/II , 03) 
with PI > 0. 
Lemmas 3.5 and 3.6 are easy to prove. Lemma 3.7 is a standard bifurcation 
result. Lemmas 3.8 and 3.9 are implicit in the work of Nehari [5]. 
The following general theorems follow readily from Theorem 1 and the above 
lemmas. 
THEOREM 2. Suppose f(x, y) and fr(x, Y) are positive in (a, , co) x (0, co) 
and that for all c > 0 there exists j3 > 0 such that 
I 
m 
x log-l-0 xfv(x, cx) dx = + 00. 
Then, if the classes A, and D, are both nonempty, the union B, u C, is also non- 
empty * 
Furthermore if f satisfes the condition of Lemma 3.5 and the conditions of any 
one of Lemmas 3.6, 3.7, and 3.8 then the existence of one solution in the class D, 
implies the existence of at least two solutions in the union B, u C, . 
THEOREM 3. Suppose f(x, y) and f,(x, y) are positiwe in (a0 , co) x (0, co) 
and that, for all c > 0, (3.6) is not satisfied. Suppose furthermore that (3.5) implies 
(3.7) whenever u is an unbounded concave function. If the condition of Lemma 3.5 
and the conditions of any one of Lemmas 3.6, 3.7, and 3.8 are satisfied, then the 
existence of a solution in the class C, implies the existence of at least two solutions in 
the class B, . 
In applications of Theorem 3, verification of the condition (3.5) * (3.7) will 
generally require an ad hoc argument. However, for the special case 
u” + g(x) h(u) = 0 (3.8) 
we have the following lemma. 
LEMMA 3.10. Let M be an increasing unbounded function whose inverse is M-l 
and suppose M satis$es the conditions 
(9 s 
cc 
xg(x) M(x) dx < 00, 
sup h(t) h”6W1(~-1W)l < a3 
t>1 t&(t) 
for some /3 > 0. 
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If u is an arbitrary continuous positive function then the convergence of the 
integral 
J m x log-r-6 x . g(x) h’(u(x)) dx 
implies the convergence of the integral 
s 
cc 
xg(x) ho) dx. 
44 
The proof relies on subdivision of the domain of integration into two parts: 
{x: u-lb(u) < M(x)} and ( x: u-V(u) 3 M(x)} and thereafter is easy. Note that 
condition (ii) requires h to be more rapidly increasing than any power 
4. CONCLUDING REMARKS 
We state without proof a generalization of Theorem 1. 
THEOREM 4. Let f (x, y, x) be of class Cl on (a, , 00) x [0, co) x [0, CKI) and 
suppose f (x, y, 0) > 0 for all (x, y) E (a,, a) x (0, co). Let I be a maximal 
interval with the property that u E A, whenever u is a solution of 
un + f(X, u, u’) = 0 
with u(a) = 0, u’(a) E I. Let /3 > 0 be a$nite endpoint of I and let w be the solution 
with w(a) = 0, w’(a) = p. If [a, W) is th e maximal interval of existence of w then 
the variational equation 
4” + fn(x, w(x), w’(x)) TF + fJx, w(x), w’(x)) 4 = 0 
is nonoscillatory on [a, w). 
In connection with Lemma 3.1, it would be of interest to explore the (a, /3) 
curves parameterized by m. For cases in which the conditions of Theorem 3 are 
satisfied this would lead to further necessary conditions for existence of un- 
bounded positive solutions of (3.1). Apart from Lemma 3.9 and some more recent 
refinements also due to Nehari [6] little seems to be known concerning the range 
of the function u(m). 
Finally, concerning the set J2 described in Section 2 it would be useful to have 
general criteria for deciding that Q has a finite number of components. It would 
also be useful to have criteria which limit the variation of 0 in each component. 
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