Abstract-This technical note deals with a general class of discrete 2-D possibly nonlinear systems based on the Roesser model. We first motivate the introduction of Lyapunov type definitions of asymptotic and exponential stability. This will allow us to introduce and discuss several particularities that cannot be found in 1-D systems. Once this background has been carefully designed, we develop different Lyapunov theorems in order to check asymptotic and exponential stability of nonlinear 2-D systems. Finally we propose the first converse Lyapunov theorem in the case of exponential stability.
I. INTRODUCTION

A. Historical Context
The first studies on multidimensional systems started in the mid 1970s. The focus was mainly on linear systems and transfer functions. Instead of working with a transfer function, which depends on one independent variable, they looked at polynomial functions of 2 and more generally variables. The notion of stability has also been investigated in terms of BIBO stability (bounded input bounded output) [1] . This led to the famous stability criterion which roughly states that the transfer function is BIBO stable for systems devoid of poles outside the stability region. It was quoted as a necessary and sufficient condition, led to several stability tests [2] , [3] , and broadened to include exponential stability in [4] . However Goodman later showed in [5] that the condition is necessary only if the transfer function does not present a particular type of point called nonessential singularity of the second kind. It is worth noting that these points have no equivalence in the 1-D case.
The first state-space models were introduced a bit later with the work of Roesser [6] and Fornasini-Marchesini [7] , [8] , who also proposed a definition of asymptotic stability relevant to their model. With the introduction of state space models and the development of several techniques based on linear matrix inequalities (LMIs) and Lyapunov techniques, there was a growing interest in 2-D systems ( [9] - [15] , etc.).
B. Stability Background for 1-D Systems
Consider the following dynamical system: , where , is a sequence with values in some , is a map such that , and the initial condition is given by . Recall the well-known stability definitions ( [16] The main goal of this technical note is to consider similar definitions for multidimensional systems and develop a corresponding Lyapunov theory.
C. Initial Conditions for 2-D Systems
Let us first introduce the studied system, a generalization of the model introduced by Roesser [6] : (1) where is a given function with , and . To have unique solutions, we have to specify a subset on which initial conditions have to be given, but contrary to the 1-D case, there is no obvious choice. The first possible choice is to notice that in the 1-D case, there is a natural notion of past (the set of negative integers), present (at 0), and future (the set of positive integers). This is the approach adopted by Fornasini-Marchesini ( [7] , [8] ) for 2-D systems: these authors consider initial conditions given on the subset , and, the "future" being the subset , they study the behavior of trajectories as . More specifically, the system is called asymptotically stable if given any bounded initial condition on , the corresponding trajectory goes to zero as . Note that in this definition, one has to consider only bounded initial conditions, otherwise one may have unbounded trajectories. Several technical notes have since extended the stability definitions and discussed the importance of the initial conditions. In the more general case, [18] studied the stability for proper cones, and recently [19] extended the concept to the notion of time-relevant stability, where one of the dimensions (usually time) plays a specific role for stability.
The second possible choice for initial conditions, which also appears in the literature ( [4] , [14] , [20] , [21] ), is to give and on the positive semi-axes (i.e., , and for ), and to study the behavior of trajectories in the first quadrant as . Our work will take place in this framework. We would like to mention here a key difference between this approach and the Fornasini-Marchesini approach, which we feel has not been highlighted in previous works. If the initial conditions are given on the positive semi-axes, and if we want the trajectories to have some convergence property as , then the initial conditions have to satisfy at least this property, too. For example, one cannot hope to require attractivity (i.e., as ) for any bounded initial conditions, because attractivity implies in particular that as and as .
D. Contribution
Let us now explain what is really new in this technical note, and why we need to revisit these notions of stability which have already 0018-9286/$31.00 © 2012 IEEE long been studied. Firstly, as recalled in the beginning of this introduction, in the 1-D case, asymptotic stability encapsulates two properties, namely stability in the sense of Lyapunov and attractivity. However, in the 2-D case, most authors usually forget about the stability part (with the exception of [20] ), and only use attractivity. Secondly, there is no satisfying definition of exponential stability in the 2-D case (see Section II for more on this). Thirdly, works on the stability of 2-D systems deal almost exclusively with linear systems. This could also explain the first two points above, because for 2-D linear systems, attractivity should imply exponential stability and stability in the sense of Lyapunov; a proof of this is however missing in the literature.
Our aim here is to study general nonlinear systems such as (1), with initial conditions given on the positive semi-axes. For these systems, we will define a notion of asymptotic stability which generalizes the existing notion for 1-D systems (see Section II). We will also define a notion of exponential stability. This definition is completely new and shows an interesting feature concerning 2-D systems which had not yet been documented (see Proposition 2.5). In Section III, we will develop theoremsà la Lyapunov that are in coherence with our proposed definitions. These theorems are tools to assess the different types of stability introduced. Moreover, we will introduce the first converse Lyapunov theorem in the exponential case for 2-D discrete nonlinear systems (for the 1-D case, one can refer to [22] . This is a fundamental difference with the 1-D case where asymptotic stability implies that all trajectories go to 0 at infinity whatever the initial conditions are.
In the 2-D case, taking the initial conditions in the first quadrant, one cannot hope to have every trajectory approaching 0 simply because it may not be the case for the initial conditions.
Remark 2: Usually in the literature, the notion of stability is set aside to retain only the attractivity condition in Definition 2.2, and without mentioning that the initial conditions have to go to 0 at infinity.
Let us now introduce the definition of exponential stability. One has to keep in mind that it must be an extension of the 1-D case and at least imply asymptotic stability as defined above.
Definition 2.3 (Exponential Stability):
The equilibrium point of system (2) 
If
, then 0 is an exponentially stable equilibrium point as expected. Indeed, with initial conditions still on the positive semi-axes, we can explicitly compute the solutions:
and . Exponential stability follows easily.
We would also like to point out a striking feature of 2-D systems which does not occur in the 1-D case: in the general exponentially stable case of Definition 2.3, even if the initial conditions decay exponentially at rate , the trajectory itself does not necessarily decay at rate , but only at rate , for any . We record this fact in the following proposition: Proposition 2.5: Assume that the equilibrium point 0 is exponentially stable for system (2) in the sense of Definition 2.3. Assume also that is a trajectory of system (2), whose initial conditions decay exponentially at rate . Then for any , decays exponentially at rate , but does not necessarily decay at rate .
Proof: As the initial conditions decay exponentially at rate , we can find some positive constant such that for all , we have and . Now, by exponential stability, we have for all for some positive constant (which depends on and ). This means precisely that decays exponentially at rate . To see that does not necessarily decay at rate , consider again the upper triangular linear case (3). Take for example and for . Then , which shows that does not decay at rate .
To conclude this section, let us briefly comment on the existing definitions of exponential stability for 2-D systems. One of the only works dealing with this problem is given by Pandolfi in [4] . Later in [23] , the authors extended this definition to repetitive systems but we are not discussing this special type of multidimensional systems in this technical note. It is interesting to point out that Pandolfi takes the initial conditions on the positive semi-axes and proposes the following definition: the equilibrium point is exponentially stable if there exists a constant such that for some , all trajectories satisfy:
With this definition, however, it is not guaranteed that but only . Moreover, the trivial solution of system (3) is not exponentially stable in this sense.
One could also try the bound where is a constant which depends on the initial conditions. This is what has been recently proposed in the continuous case [24] . It is however not sufficient for us, because with this definition, it is not guaranteed that exponential stability will imply asymptotic stability in the way we want to define it. The attractivity condition is easily verified but not the stability condition. For this last condition, the bound of the initial conditions needs to be explicitly taken into account in the definition of exponential stability. Moreover, the linear upper triangular case (3) does not satisfy this condition.
III. MAIN RESULTS
A. Direct Theorems
The first theorem introduced in this section has been applied in the literature but a complete proof is missing if one chooses the above definition. The proof proposed here shares the same philosophy that was first, as far as we know, introduced in [9] , that is, showing that the energy stored along the lines of an asymptotically stable system is decreasing. This idea was later extended by Liu in [20] for a system with some nonlinearities and applied to systems with delays in [13] . Here we provide a different proof, easier to follow and in coherence with our definition. Note also that in all the subsequent theorems of this section the assumption that the initial conditions have finite support is required. (2) by (5) If
, where is a function of class then the equilibrium of system (2), with the initial conditions taken on finite support, is asymptotically stable (Definition 2.2).
Remark 3: Conditions (4) also implies that there exist class functions , , such that . Proof: Suppose that and (4) holds, by hypothesis, we can write (6) Let denotes the 'energy' stored on the line . It follows from (6) and the positivity of that Now remember that our initial conditions are defined in a finite set. Let us call the highest bound of this set (i.e., for all ) and consider the case when . This implies that which means that the energy is decreasing for all . If , . By definition and using the positive definiteness of , . Adding the last inequalities for gives us and are continuous functions with , so by continuity, and can be as small as desired considering small initial conditions and . It means that for all there exists a such that if and For as is decreasing, stands, therefore
We conclude from Definition 2.2 that the system (2) is stable.
To conclude the proof we need to show that . For , is a decreasing positive series that converges to a given limit, hence . But going back to inequality (6), observe that for This proves that , hence as is of class , it leads to which concludes the proof. Theorem 3.2: Let , be continuous functions from , , respectively, such that for all (7) where , and are positive constants. Define
. If there exists a constant such that for any trajectory solution of system (2) with initial conditions taken on finite support where is defined in (5) then, is exponentially stable.
Proof: For simplicity, we will only consider but the general case is similar. Let be a solution of system (2) with initial conditions and with finite support. Consider the quantity (or in the general case) which represents the energy stored on the line and let . With a similar argument than the previous proof, one can show that (8) By induction on , it follows that:
The use of inequality (7) leads to As the initial conditions are with finite support, there is an such that for , the initial conditions are equally 0. Therefore for all
We may rewrite this as where is a constant. To conclude the proof, let us use the first part of inequality (7) which gives This is exactly the bound given in Definition 2.3 as the initial conditions are taken with the finite support and .
B. Example
Let us illustrate our first theorems in a nonlinear case with a simple example. Consider the system where is a nonlinear function such that and . Take the Lyapunov function candidate obviously verifies the first part of Theorem 3.2. Computing the quantity (see (5)) gives
Using the facts that and that , one easily gets . By Theorem 3.2, the system is exponentially stable (if the initial conditions have a finite support).
C. Converse Theorem
The next theorem is the first converse Lyapunov theorem introduced for 2-D systems. We assume that system (2) is exponentially stable. Roughly speaking, we have to find a function (or rather a "functional" here) such that its variation along the trajectories of our system is bounded by the values of along these trajectories. To define these notions properly, we begin with some general considerations.
We can view as the space of initial conditions of system (2): if , then there is a unique trajectory of system (2) such that and . Conversely, if is a trajectory of system (2), then for all , defines an element in , namely and . Note that for fixed , the trajectory corresponding to these initial conditions, to be denoted by , is simply given by . Let be the subset of which contains all initial conditions such that if is the corresponding trajectory, then there exists a number such that for all , decays at rate . Let us emphasize that, by definition, any trajectory starting at is in particular exponentially decaying at some rate . By our discussion in Section II (see Proposition 2.5), we know that contains . Now, let be a function defined on this subspace of initial conditions. If is an exponentially decaying trajectory of system (2), we define along to be the (double) sequence . We would also like to define the variation of along . To this end, we assume that can be written in the following form:
, where are functions such that if and is the corresponding trajectory, then (respectively ) depends only on (respectively on ). For such a function , its variation along a trajectory is the double sequence defined for all by which is the same as 3) There is a positive constant such that along any exponentially decaying trajectory of system (2) starting at , we have . Proof: For , we let be the corresponding trajectory; is exponentially decaying at some rate . We define by . As decays exponentially, is well defined. We can also define in a similar way, and setting , we see that satisfies the second property of our theorem.
The first property of the theorem is also easily verified with the given norms. First verifies the first part of the inequality with . To see why, observe that The second part of inequality comes from first observing that for any sequence ,
. Now, by exponential stability (see Definition 2.3), we know that we can find some constant such that which leads to: , so that verifies the desired inequality.
To prove the last property, we have to compute, for fixed , terms such as for a trajectory of system (2) . To achieve this, we just notice that the trajectory corresponding to the initial conditions is given by . This implies that , and similar expressions can be found to compute the other terms involved in and along the trajectory . Thus, we have It follows that we have to find some satisfying:
Now, the exponential stability condition of Definition 2.3 applied to yields
Summing over and , we get
The first term in the right hand side of this inequality may be dealt with as
The second term in the right hand side of inequality (9) can be computed in the same way. Finally, we can argue in a similar way to estimate , and conclude that satisfies the third property of our theorem with .
IV. CONCLUSION
Let us highlight the contributions of this technical note. Definitions of stability, asymptotic stability and exponential stability have been provided and the coherences/differences with the ones in the 1-D case have been discussed. In the second part of the technical note we provided two different Lyapunov theorems which give sufficient conditions to check the proposed definitions. Finally the first converse theorem has been provided in the exponential case. This opens new possibilities for multidimensional systems and solid basis in order to extend some well-known techniques from the 1-D to the 2-D case.
