We prove an equivariant localized and norm-controlled version of the Pimsner-Popa-Voiculescu theorem. As an application, we deduce a proof of the Paschke-Higson duality for transformation groupoids.
Introduction
The classical Paschke-Higson duality expresses the K-homology of a compact space Y as the K-theory of some dual C * -algebra Q(Y, H) which can be taken to be the commutant of C(Y ) in the Calkin algebra of any ample representation of C(Y ) in a separable Hilbert space H, see [P:81, Hig:95, HPR:97] or the more recent book [HR:00]. This duality, or more precisly its equivariant version including a proper and cocompact action of a countable discrete group, plays a significant part in the study of secondary invariants of Dirac-type operators. It allowed for instance Higson and Roe to express the classical Baum-Connes map [BC:00] as a boundary map in K-theory associated with an "elementarily" defined short exact sequence of C * -algebras. They could thereby define a K-theory receptacle for some secondary eta invariants. Hence, one can understand the Paschke-Higson duality as a bridge between equivariant K-homology and the K-theory of appropriate coarse algebras associated with proper, co-compact group actions on noncompact spaces. It allows to conceptualize the coarse geometric approach so as to extend the Baum-Connes framework even to the non-cocompact setting, and yields to the reformulation and generalization of many classical results, see for instance [Roe:16] . Further development of the coarse geometric approach enabled as well Higson and Roe to give in [HR:10] an elegant proof of the Keswani vanishing result of reduced eta invariants in the presence of positive scalar curvature metrics. Other results were obtained following the same line of ideas, in relation with the Novikov and Gromov-Lawson conjectures, see for instance [HR1:05, HR2:05, HR3:05, BM:15, BR:15, BEKW:18, PS:13, XY:14, Z:19, Zen:16] as well as some slightly different approaches in [HPS:15, STY:02, Yu1:97, Yu2:00] .
Recall that the original Paschke-Higson duality relied on the so-called Voiculescu theorem [V:76] which allowed to canonically identify the dual algebras Q(Y, H) as far as the representations H are chosen to be ample and hence to avoid some set theory complications. The Voiculescu theorem is indeed a precise and independently important statement which provides a crucial step in the proof of this duality, and although it embodies a large class of C * -algebras, the commutative case was more important in the Paschke-Higson duality used for the BR2:20] . It is worthpointing out, from a historical perspective, that the Voiculescu theorem answered then as byproducts some then open questions in operator theory [H:70] , and also implied, and in fact was motivated by a noncommutative version of, the classical Brown-Douglas-Fillmore theorem about the existence of the trivial element of the Ext(Y ) group [BDF:73] . This latter theorem was in turn itself a far-reaching generalization of the classical Weyl-von Neumann classification theorem for self-adjoint, and even normal, operators [W:09, vN:35, B:71] .
The first goal of the present paper was to provide a rigorous proof of an equivariant family version of the Paschke-Higson duality theorem, which contains as a special case the equivariant version alluded to above. Exactly as the (non-equivariant) non-family version was deduced from the Voiculescu theorem, we were naturally led to an equivariant family version of this Voiculescu theorem. In the non-equivariant case, this family result can be deduced, as we shall see from a classical theorem due to Pimsner-Popa-Voiculescu (PPV) [PPV:79] , see also [Ka:81] . Indeed, in the PPV work, the "covariant" variable is a commutative, unital C * -algebra while the "contravariant" variable is a noncommutative (unital) C * -algebra as in the work of Voiculescu, and a bivariant Ext theory was then proposed and expanded later on in relation with bivariant K-theory. The PPV results can hence also be understood as extensions of the fundamental Weyl-von Neumann theorem in operator theory as explained in [PPV:79] .
In order to prove the equivariant version of the family Paschke-Higson duality, one needs to work with Roe algebras and to keep track of the finite propagation properties of the intertwining unitaries appearing in the PPV work. More precisely, we have added here the action of a countable discrete group and we show that one can indeed ensure the localization of the support of the involved intertwining unitaries. In the cocompact and metric case, we thus obtain the finite propagation needed for this duality to hold. Moreover, we also state a norm-controlled version ensuring estimates of the involved defect compact operators, which were crucial for the operator theory applications in the original work of Voiculescu. Again the commutative case is all we really needed for the family but we believe that the more general version given here will have a wider field of applications.
In summary, our strategy here is to prove an equivariant, and since this is needed in the non-compact case, support-localized version of the PPV theorem, ensuring in the cocompact case the needed finite propagation of the intertwining unitaries. The equivariant family Paschke-Higson theorem is then deduced as a byproduct by some standard arguments. The main application of this Paschke-Higson theorem is to the deduction of a Higson-Roe exact sequence incorporating now the Baum-Connes map for the transformation groupoid X ⋊ Γ and hence yielding to potential applications with generalized eta invariants [BP:09], this was the main result proved in the companion paper [BR2:20] which relied on the previous paper [BR1 :20] . When X is reduced to the point, our Paschke-Higson duality reduces to the classical one, which was the starting point for proving many invariance properties of reduced eta invariants [HR:10, BR:15] . When the group is trivial, all involved spaces are compact and we are in the context of the PPV work, but notice that the Paschke result that we obtain then, is essentially already stated in a different form by Connes and Skandalis in [CS:84] . Our equivariant family version of the Paschke-Higson duality will certainly gain importance in the generalization of eta invariants for laminations as constructed via suspensions, such as some principal solenoidal tori [CC:00] especially used in [BM:20] .
In order to prove our main Theorem 1.3 below, some new ideas were needed. Recall that the original PPV construction yields intertwining unitaries between fiberwise ample representations, but does not address the support localization property (finite propagation in the cocompact case) of these unitaries, a crucial condition to be able to deduce the Paschke-Higson theorem. The equivariance property on the other hand needed us to proceed with some standard averaging procedures, but a PPV-unitary which does not have appropriate localized support produces an operator which is a priori only well-defined in the strong topology (fibrewise) and violates the desired intertwining up to compacts property, and this technical point was precisely missing in the literature.
We finally point out that Kasparov studied in the early eighties representations of unital, nuclear C *algebras on Hilbert C * -modules, and gave a Voiculescu theorem in this more general setting which played then a crucial role in establishing his powerful see [Ka:80, Ka:81] . Another important contribution to the Paschke duality is the non-commutative version proved by Valette in [V:83] and which also allows, modulo the identification of the involved bivariant Ext groups with corresponding Kasparov' bivariant groups, to deduce a non-equivariant family version of the Paschke-Higson duality. As explained above, we have chosen to extend the original approach of Voiculescu and Pimsner-Popa-Voiculescu so as to get a result which is independent of the Paschke-Higson duality but which implies it.
Statement of the main theorems
All the spaces considered in the present paper are assumed second-countable. We devote this preliminary section to the detailed statement of the main results. Let X be a compact metrizable space of finite dimension, and let Γ be a discrete infinite countable group acting by homeomorphisms on X. Consider a separable Γalgebra A which is a Γ-proper C * -algebra over a locally compact Hausdorff space Z. Recall that this means that Z is a proper Γ-space in the usual sense and that there exists a Γ-equivariant morphism C 0 (Z) → ZM (A) from C 0 (Z) to the center ZM (A) of the multiplier algebra M (A) of A such that C 0 (Z)A is dense in A. We denote for simplicity by f a ∈ A the resulting action of f ∈ C 0 (Z) on a ∈ A. The first example of such algebra A is C 0 (Z) itself but given such A for any extra separable Γ-algebra B, the Γ-algebra A ⊗ B is then again Γ-proper over Z. Since we are mainly interested in examples like C 0 (Z, B) where B is a given separable unital Γ-algebra, we shall always assume that C 0 (Z) maps to the center ZA of the C * -algebra A itself. Notice that this can be ensured by replacing A by A + C 0 (Z) where C 0 (Z) is meant as its range in the multiplier algebra M (A).
We shall need furthermore that, when the Γ-space Z is cocompact (say Z/Γ is compact) then the space Z is endowed with a chosen proper Γ-invariant distance d, so that its closed balls are compact subspaces of Z. The diagonal action of Γ on X ×Z then endows X ×Z with a proper action. Let G denote the transformation groupoid X ⋊Γ. If a Hilbert space H is endowed with a unitary action of Γ, then a given C(X)-representation π : C(X, A) → L C(X) (C(X) ⊗ H) is a G-equivariant representation if the corresponding field (π x ) x∈X of representations of A is Γ-equivariant. The same comment applies to a G-operator from L C(X) (C(X) ⊗ H) which then corresponds to a Γ-equivariant * -strongly continuous field of operators in H.
1.
1. An extended PPV theorem. We fix the proper Γ-algebra A over Z as above. Recall again that we have assumed that C 0 (Z) maps inside the center ZA of A. The C * -algebra C(X, A) of continuous functions from X to A is naturally equipped with a C(X)-algebra structure and the action of Γ endows it with the structure of a G-algebra, see [LeGall:99, BR1:20] . Suppose that E is a countably-generated Hilbert C(X)-module. We shall denote abusively by L C(X) (E) the C * -algebra of adjointable operators in E and by K C(X) (E) its ideal of C(X)-compact operators [Ka:80]. A given representation π : C(X, A) → L C(X) (E) is called a C(X)-representation if the action of C(X) on C(X, A) is compatible with the right C(X)-module structure on E. Such a C(X)-representation then corresponds to a * -homomorphism π : A → L C(X) (E), which in turn corresponds to a field of representations π x : A → L(E x ), where E x := E ⊗ ev x C is the Hilbert space fibre over x associated with the Hilbert module E. Recall that the field (E x ) x∈X is then a continuous field of Hilbert spaces in the sense of [Dix:77] . Only the C(X)-algebra C(X, A) will be needed in the present paper, meaning a constant field, and we shall always use in the sequel this notation of adding a hat for the C(X)-representation of C(X, A) associated with a given * -homomorphism from A to L C(X) (E). We have chosen to state our results in this language of C(X)-representations for the sake of possible generalizations, see [BR1:20, BR2:20] .
Once such representation π is fixed and Z is metric-proper as above, an operator T ∈ L C(X) (E) will be said to have finite propagation ≤ R (with respect to π) if π(a 1 )T π(a 2 ) = 0 for any a 1 , a 2 ∈ A such that d(Supp(a 1 ), Supp(a 2 )) > R.
Recall that the support Supp(a) of an element a ∈ A is the complement of the largest open subspace U of Z such that f a = 0 for any f ∈ C 0 (U ). When Z is not necessarily a proper-metric space, the support Supp(T ) of the operator T ∈ L C(X) (E) itself with respect to the representation π can still be defined as the complement in Z × Z of the union of all open sets of the form U × V , where U and V are open in Z, such that π(a 1 )T π(a 2 ) = 0 for any a 1 ∈ C 0 (U )A and a 2 ∈ C 0 (V )A. We denote from now on for k ≥ 1 and for any continuous cutoff function χ ∈ C(Z) for the proper Γ-action on Z with W χ := {χ = 0}, by Γ (k) χ the subset of Γ 2 given by
For k = 0, we simply take for Γ (0) χ the diagonal in Γ 2 which is isomorphic to Γ. We point out that when Z/Γ is compact, the first and second projections Γ (k) χ → Γ are proper. This is obviously equivalent to the same requirement for k = 1.
Definition 1.1. We shall say that the proper Γ-action on Z is uniformly proper if we can find such a cutoff function χ so that the first (and/or second) projection Γ (1)
Notice that if Γ is finite then any action of Γ on Z is uniformly proper. In general if Γ i acts uniformly properly on Z i for i = 1, 2 then the obvious action of Γ 1 × Γ 2 on Z 1 × Z 2 will automatically be uniformly proper. Examples of proper non uniformly proper actions can be found in the literature, they are given by finitely generated infinite torsion groups, see for instance [Osin:16] .
In the present paper, when the action is uniformly proper with a chosen adapted continuous cutoff function χ as above, a given operator T will have localized support if there exists an integer k ≥ 0 such that the support of T is contained in the closure of
As explained in Appendix A, this is equivalent to the existence of k ′ ≥ 0 such that the support of T is contained in ( 
When the action of Γ is cocompact and Z is endowed with a Γ-invariant metric which endows it with the topology of a proper-metric space, it is easy to see that localized operators coincide with finite propagation operators, see again Appendix A.
Let us recall now the notion of fibrewise ample representation, see [PPV:79, BR2:20].
Definition 1.2. A C(X)-representation π : C(X, A) → L C(X) (E) will be called a fibrewise ample representation if for any x ∈ X, the representation π x : A → L(E x ) is ample, i.e. for any x ∈ X, π x is non-degenerate and one has for a ∈ A: π x (a) ∈ K(E x ) =⇒ a = 0.
Here and as usual K(E x ) denotes the elementary C * -algebra of compact operators on the Hilbert space E x .
Given a Hilbert space unitary representation U : Γ → U (H), we denote as usual by H ∞ the Hilbert space H ⊗ ℓ 2 N endowed with the unitary representation U ⊗ id ℓ 2 N . Unless otherwise specified, the Hilbert space ℓ 2 Γ will be endowed with the right regular representation of Γ, so ℓ 2 Γ ∞ is endowed with the corresponding representation. Our extended PPV theorem can be stated as follows:
Theorem 1.3. Assume that the action of Γ on Z is uniformly proper and choose an adapted cutoff function χ. Let H 1 and H 2 be two infinite-dimensional separable complex Hilbert spaces, endowed with unitary representations of Γ. Let π 1 and π 2 be as above two fiberwise ample Γ-equivariant C(X)-representations of C(X, A) in the Hilbert Γ-modules C(X) ⊗ H 1 and C(X) ⊗ H 2 respectively. Then, identifying each π i with the trivially extended representation π i 0 0 0 that is further tensored by the identity of ℓ 2 Γ ∞ there exists
such that W * n π 2 (ϕ)W n − π 1 (ϕ) is compact, and lim n→∞ ||W * n π 2 (ϕ)W n − π 1 (ϕ)|| = 0. Moreover, we can ensure that the operators W n are localized with uniform propagation index, actually ≤ 7. In particular, if Z is proper-metric such that Z/Γ is compact then we can always ensure that the unitaries W n have (uniform) finite propagation.
In the next section, Theorem 1.3 is first partially proved, more precisely we prove the weaker version stated as Theorem 2.1, which only constructs one unitary W with the allowed properties. It is only later on in Subsection 2.2 that the construction of the sequence (W n ) n is carried out with the norm-control. In the sequel, an isometry (resp. unitary) S satisfying the (up to compact operators) intertwining property (2.2) will be referred to as a PPV-isometry (resp. PPV-unitary).
Equivariant Paschke-Higson duality.
As an important application, we deduce the Paschke-Higson duality isomorphism for Γ-families. More precisely, we assume now and for simplicity that the action of Γ on Z is cocompact and that Z is a proper-metric space with a chosen Γ-invariant distance. Notice though that the general case can be treated similarly using the generalized Roe algebras replacing finite propagation by localized operators under the assumption of uniform properness of the Γ-action, see Remark A.4. In [BR2:20] , we defined in the cocompact case a generalization of the classical equivariant Roe algebras of pseudolocal and locally compact operators associated with a fiberwise ample representation of C(X, A) on the Hilbert C(X)-module (ℓ 2 Γ ∞ ⊗ H) ⊗ C(X) induced by a given ample representation of A in a fixed H. The Roe algebra of pseudolocal operators is denoted by D * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)), and the Roe algebra of locally compact operators is denoted C * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)). More precisely, D * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)) is by definition the norm closure in L C(X) C(X) ⊗ (ℓ 2 Γ ∞ ⊗ H) of the space of Γ-invariant operators with finite propagation and whose commutators with the elements of C(X, A) are compact operators. The C * -algebra C * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)) is on the other hand its subspace which is composed of those operators which satisfy the additional condition that their composition with the elements of C(X, A) are already compact operators.
An obvious observation is that C * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)) is a 2-sided closed ideal in the unital C * -algebra D * Γ (X, A; (ℓ 2 Γ ∞ ⊗ H)). Our Paschke-Higson duality theorem identifies the K-theory of the quotient Roe algebra Q * Γ (X, A; (Z, ℓ 2 Γ ∞ ⊗ L 2 Z)) with the Γ-equivariant KK-theory of the pair of Γ-algebras (A, C(X)).
More precisely:
Theorem 1.4. Suppose again that the isometric action of Γ on Z is proper and cocompact. Then we have a group isomorphism
Notice that Z does not appear in the RHS, only its existence is supposed so that the LHS does not depend on the choice of such Z. The fact that the ample representation does not appear in the RHS is standard due to our PPV theorem. In the case of trivial Γ, this theorem is well known, see for instance [Hig:95, V:83 ]. An interesting case corresponds to the case A = C 0 (Z). Then we get using the notations from [BR2:20] the following theorem which was fully used there to deduce the Higson-Roe sequence for the groupoid G = X ⋊Γ: Theorem 1.5. Suppose again that the isometric action of Γ on Z is proper and cocompact. Then we have a group isomorphism
The proof of our PPV theorem as well as the deduction of the Paschke-Higson isomorphism, are carried out in the next sections.
Proof of the extended PPV theorem
We devote this section to the proof of our G-equivariant, norm-controlled and support-localized, version of the PPV theorem, say Theorem 1.3. Inorder to simplify the reading of the this technical proof, we have first given the proof of a weaker version which does not adress the norm-control question.
2.1. The support-localized PPV theorem. We first forget the norm-control and prove the following weaker version of Theorem 1.3.
Theorem 2.1 (Extended PPV theorem). Assume that the action of Γ on Z is uniformly proper with a chosen adapted cutoff function χ. Let H 1 and H 2 be two infinite-dimensional separable complex Hilbert spaces, endowed with unitary representations of Γ. Let π 1 and π 2 be as above two fiberwise ample Γ-equivariant C(X)representations of C(X, A) in the Hilbert Γ-modules C(X)⊗H 1 and C(X)⊗H 2 respectively. Then, identifying each π i with the trivially extended representation π i 0 0 0 that is further tensored by the identity of ℓ 2 Γ ∞ , there exists a Γ-invariant unitary operator
which essentially intertwines the extended representations, i.e. such that
Moreover, we can ensure that the operator W is localized. In particular, if the proper Γ-space Z is cocompact then we can ensure that the unitary W has finite propagation.
Under the assumption that A = C 0 (Z) for a proper and cocompact Γ-space Z, a striking application of Theorem 2.1 is to the equivariant family Paschke-Higson duality Theorem 1.4, as stated in Section 3 and which allows to incorporate the Baum-Connes map for the groupoid G = X ⋊ Γ in a long six-term exact sequence, see [BR2:20] . Notice that if Γ is a finite group then any separable Γ-algebra is a proper Γ-algebra over the trivial space Z = {⋆}, and the theorem is valid for any such Γ-algebra. This is well known, see [PPV:79] for trivial Γ and unital A, and [Ka:81] for the general case of compact group actions. Forgetting first the Γ-invariance of the intertwining unitary, we shall first prove the following independent result: Theorem 2.2. Under the assumption and notations of Theorem 2.1 but for any proper (not necessarily uniformly proper) Γ-action on Z, there exists a unitary
. Moreover, we can ensure that the operator the operator U is localized. In particular, if the proper Γ-space Z is cocompact, then we can ensure that U has finite propagation.
We thus fix two fiberwise ample G-equivariant representations π 1 and π 2 of C(X, A) in the Hilbert Gmodules H 1 ⊗ C(X) and H 2 ⊗ C(X) respectively. In the sequel, we shall denote for x ∈ X, by q x the composite map
We begin with the construction of a finite-propagation PPV-isometry.
Lemma 2.3. Under the assumptions of Theorem 2.2, there exists an isometrŷ
Moreover, we can ensure that the operatorŜ is localized. In particular, when Z/Γ is compact, we can ensure thatŜ has finite propagation.
Proof. When Γ is a finite group, this result is well known, see for instance [Ka:81], and we give the proof under the assumption that Γ is infinite. We shall sometimes identify C 0 (Z) with its range in the center of the multiplier algebra A when no confusion can occur. Fix a cutoff function χ ∈ C(Z) for the proper Γ-action on Z. The quotient projection Z → Z/Γ then restricts into a proper map Supp
The proof of Lemma 2.3 will be split into 3 steps.
Step 1(Apply PPV): Consider the Hilbert submodules E i χ := π i (A χ )(H i ⊗ C(X)) for i = 1, 2. Claim: The * -homomorphism π i preserves E i χ and its restriction to A χ (acting on E i χ ) is denoted π χ i . This is again associated with a fibrewise ample representation π χ i . To check this, note that the field of Hilbert spaces associated to the Hilbert module E i χ is given by
x∈X is the field of representations associated with the * -homomorphism π i : A → L C(X) (H i ⊗ C(X)). Then, the field of Hilbert space representations associated with π χ i is given at x ∈ X by the restriction of the representations π i,x and denoted π χ i,x : A χ → L(R i,x ). For each x ∈ X, the restricted representations π χ i,x are also clearly ample. The C(X)-module E i χ is countably generated and we may assume that it is an orthocomplemented submodule of H i ⊗ C(X), respectively for i = 1, 2. The * -homomorphism π χ i will be extended by zero on the orthocomplement, this corresponds to extending each π χ i,x by zero on the orthogonal Hilbert subspace of R i,x . The corresponding extended representation π χ i ⊕ 0 of C(X, A χ ) then satisfies the following properties [PPV:79]:
(1) it is lower semi-continuous, i.e. for any convergent sequence
, and that each π i,x is ample here. A similar but easier argument can be used to prove (2).
The C(X)-representation π χ i ⊕ 0 is given by the * -homomorphism π χ i ⊕ 0 : A χ → L C(X) (H i ⊗ C(X)). In order to apply the main PPV theorem about trivial X-extensions, we check now the same properties for the unique extension of π χ i ⊕ 0 to the C * -algebra unitalization A χ ⊕ C of A χ . In terms of C(X)-representations, we thus obtain the extended representation to C(X, A χ ) ⊕ C(X) given by
Here λ acts on the Hilbert C(X)-module H i ⊗ C(X) by the adjointable operator ρ(λ) corresponding to the right module multiplication.
Since Γ is infinite all the Hilbert spaces R ⊥ i,x are infinite dimensional separable Hilbert spaces, we may use the Kasparov stabilisation theorem to replace (E i χ ) ⊥ by the standard infinite dimensional countably generated Hilbert C(X)-module H i ⊗ C(X), so as to be able to apply the PPV theorem, see [Ka:81] .
Hence the verification of the three properties for (
. Therefore, we get the triviality property. Lower-semicontinuity and exactness are proved similarly and are left as an exercise.
Therefore, the representations ( π χ i ⊕0) + are essentially unitarily equivalent by the PPV theorem [PPV:79], i.e. there exists a unitary S χ ∈ L C(X) (H 1 ⊗ C(X), H 2 ⊗ C(X)) such that we have in particular for any f ∈ C(X, A χ ):
Notice that we also have the same relation for f ∈ C 0 (X × V χ ) viewed in C(X, A χ ), due to our assumption that C 0 (Z) ⊂ ZA.
Step 2 (First modification): Consider the operator
It satisfies the following properties for any f ∈ C(X, A χ ):
(
Properties (1), (2) and (3) above, imply thatŝ χ intertwines the representations π χ 1 ⊕ π χ 2 and π χ 2 ⊕ π χ 1 up to compacts on E 1 χ ⊕ E 2 χ and E 2 χ ⊕ E 1 χ , respectively. Extending the unitaryŝ χ by zero, we get a partial isometry in L C(X) ((H 1 ⊕ H 2 ) ⊗ C(X), (H 2 ⊕ H 1 ) ⊗ C(X)), that we still denote byŝ χ , given by:
where we have written
Step 3 (Second modification):
by setting the following pointwise formula:
The operatorŜ then satisfies the allowed properties in the statement Lemma 2.3, as we prove it in Lemma 2.4 below. Therefore, the proof of Lemma 2.3 is now complete.
Lemma 2.4. The operatorŜ satisfies the following properties:
(1)Ŝ is an isometry.
(2)Ŝ intertwines π 1 ⊕ 0 and (id ℓ 2 Γ ⊗ π 2 ) ⊕ 0 up to compacts.
(3) The support ofŜ is contained in the closure of A 0 = g∈Γ gW χ × gW χ and hence has propagation index ≤ 2. In particular, if Z/Γ is compact thenŜ has finite propagation (bounded above by diam Z (V χ )).
Proof.
(1) Sinceŝ χ is an isometry in restriction to the range of π 1 (χ 1/2 ) ⊕ π 2 (χ 1/2 )), a straightforward verification using the relation g∈Γ g * χ = 1 Z shows thatŜ is an isometry.
(2) It suffices to check this condition for elements
Then, using the previously listed properties ofŝ χ , we have:
The last equivalence is a consequence of the fact thatŝ χ commutes up to compacts with π 1 (χ 1/2 ) ⊕ π 2 (χ 1/2 ). Hence we deduce
The above computation is legal because the number of elements g ∈ Γ such that
is finite, due to the properness of the Γ-action and the fact that χ is a cut-off function. Indeed, we know from the very definition of χ that for any compact subspace K of Z, the subset {g ∈ Γ| Supp(χ) ∩ gK = ∅} is finite, see for instance [Tu:99].
(3) Assume now that W 1 and W 2 are two open subspaces of Z such that W 1 × W 2 does not intersect any subspace of Z 2 of the form gW χ × gW χ , where g runs over Γ, then for a i ∈ C 0 (W i )A, we can compute
Therefore, we see that if for a given g ∈ Γ, we have χ 1/2 g −1 a 1 is non-zero then Supp(a 1 ) ∩ g Supp(χ) = ∅.
But then by hypothesis we know that since W 1 and W 2 are open we also have
If we assume that Z/Γ is compact and that Z is a metric-proper space with the above properties, then setting κ := diam Z (Supp(χ)) which is now a finite positive number, we can deduce by the same calculation that whenever a 1 , a 2 ∈ C c (Z)A are such that d(Supp(a 1 ), Supp(a 2 )) > κ, one has by the Γ-invariance of the distance d the same relation
. Moreover, we can ensure that the operator S is localized with support contained in the closure of A 0 = g∈Γ gW χ × gW χ and hence with propagation index ≤ 2. In particular, if Z/Γ is compact thenŜ has finite propagation (bounded above by diam(V χ )).
1 ⊕ 0 and π ∞ 2 ⊕ 0, up to compacts and still has the same support asŜ. In particular, it has uniform finite propagation when Z/Γ is compact.
We are now ready to prove Theorem 2.2.
Proof. (of Theorem 2.2) Replacing, in the statement of Corollary 2.5, H i by ℓ 2 N ⊗ H i and π i by π ∞ i = id ℓ 2 N ⊗ π i for i = 1, 2, we obtain an isometry with the prescribed support condition (finite-propagation when Z/Γ is compact and Z is metric-proper)
such that for any f ∈ C(X, A):
The support of S 0 is more precisely contained in g∈Γ Supp(gχ) × Supp(gχ) and hence S 0 has finite propagation in the metric and cocompact case. Indeed, in this case and since the distance is Γ-invariant, the propagation is ≤ the diameter of Supp(χ). Let r ∞ : ℓ 2 N ⊗ ℓ 2 N → ℓ 2 N be a unitary. Composing S 0 with r ∞ ⊗ id ℓ 2 Γ⊗(H1⊕H2)⊗C(X) , we get an isometry
and has the same support.
Consider the operator R 1 :
2 ) defined by the following formula:
Then R 2 induces a C(X)-adjointable co-isometry
Notice that we have the convenient relations
. We are now in position to define the unitary
by using the following formula:
It is a straightforward computation to show that S is a unitary and that it intertwines π ∞ 2 ⊕ 0 and π ∞ 2 ⊕ 0 ⊕ π ∞ 1 ⊕ 0 up to compacts. The operator R 1 commutes with the representation id ℓ 2 N ⊗ π ∞ 1 ⊕ 0, and R 2 intertwines (exactly) the representations π ∞ 1 ⊕ 0 and (id ℓ 2 N ⊗ π ∞ 1 ) ⊕ 0, and therefore have support contained in the diagonal of Z 2 . Whence, the operator S is localized by composition with the propagation index which is ≤ 7. Again in the cocompact case and with the Γ-invariant distance on Z, we see that the operator S has finite propagation which is ≤ to the diameter of the compact space ∪ g|g Supp(χ)∩Supp(χ) =∅ Supp(gχ). Indeed, this is a finite union by definition of the cutoff function.
A similar unitary T exists between π ∞ 1 ⊕ 0 and π ∞ 1 ⊕ 0 ⊕ π ∞ 2 ⊕ 0 intertwining them up to compacts with the same condition on its support and hence with finite propagation in the cocompact metric case. After applying a suitable flip unitary α in the target space of these unitaries, which exchanges the first two and the last two factors (i.e. α is given by (u 1 , u 2 , u 3 , u 4 ) → (u 3 , u 4 , u 1 , u 2 )), and then taking the composition U = T * α * S, one gets the desired unitary which intertwines π ∞ 1 ⊕ 0 and π ∞ 2 ⊕ 0 up to compacts. One can check as well that the flip unitary α has support inside the diagonal of Z 2 . In conclusion, the unitary U is also localized with the same propagation index, which is hence ≤ 7. As a consequence in the cocompact case with the Γ-invartiant distance, we conclude again by an easy verification that the unitary U has finite propagation as desired.
Let us now take into account the action of our discrete countable group Γ by homeomorphisms on X.
Recall that A is a proper Γ-algebra over Z and that C 0 (Z) maps inside the center of A itself. We denote as before by G the action groupoid X ⋊ Γ or its space of arrows, since no confusion can occur. A specific unitary representation of Γ is the (right) regular representation ρ in the Hilbert space ℓ 2 Γ, which can be tensored by the identity of ℓ 2 N to get the unitary representation ρ ∞ of Γ in ℓ 2 Γ ∞ = ℓ 2 Γ ⊗ ℓ 2 N. Recall that the Γ-action on Z is uniformly proper if there exists a cutoff function χ ∈ C(Z) such that the first (and/or the second) projection Γ (1) χ → Γ is proper. This is automatically satisfied for any proper cocompact action but is an assumption in general. We are now in position to state Theorem 2.1, that we restate using the groupoid language, so as to fit with possible generalizations, as follows:
Theorem 2.6. Assume that the action groupoid G = X ⋊Γ acts uniformly proper on the G-space Y = X ×Z, meaning here that Γ acts uniformly properly on Z with a chosen adapted cutoff function χ ∈ C(Z). Let π 1 and π 2 be two fiberwise ample G-equivariant representations of C(X, A) in the Hilbert G-modules H 1 ⊗ C(X) and H 2 ⊗ C(X) respectively. Then, identifying each π i with the trivially extended representation π i 0 0 0 that is further tensored by the identity of ℓ 2 Γ ∞ , there exists a G-invariant unitary operator
such that for any ϕ ∈ C(X, A)
Moreover, we can ensure that the operator W is localized with the propagation index ≤ 7. In particular, if Z/Γ is compact with the previous metric assumption on Z, then we can ensure that W has finite propagation.
Proof. Since the extended representations (of the unitalization C(X, A + )) are fiberwise ample (say homogeneous in the terminology used in [PPV:79]), by "forgetting" the right regular Γ-action on ℓ 2 Γ ∞ , from Theorem 2.2 we deduce again the existence of a unitary that we rather denote in this proof by S (U will denote below another family of isometries) with support within A 7 (so with finite propagation when Z/Γ is compact and Z is metric-proper):
such that for any f ∈ C(X, A + ),
In particular this property holds for the restrictions of π 1 and π 2 to C(X, A).
The unitary U obtained in this way is of course a priori not Γ-invariant. To remedy this, we shall use a classical trick which allows to "average". Using Fell's trick, one can construct a family of operators (U g ) g∈Γ acting on ℓ 2 (Γ) ∞ , such that (see for instance [GWY:16] or [BR2:20]):
•
Here of course ρ is the right regular representation of Γ. Recall the cutoff funtion χ ∈ C(Z) defined using the properness of the Γ-action on Z and which is compactly supported when Z/Γ is assumed compact. We proceed now to define the allowed field W
or equivalently the corresponding operator W obtained by the averaging trick.
Consider the dense submodule E ′ 1 of ℓ 2 Γ ∞ ⊗ (H 1 ⊕ H 2 ) ⊗ C(X) which is given by E ′ 1 := ( π 1 ⊕ π 2 )(C(X, A c )) ℓ 2 Γ ∞ ⊗ (H 1 ⊕ H 2 ) ⊗ C(X) In this notation, A c = C c (Z)A as before, and π i is the original representation of C(X, A) on C(X) ⊗ H i that we have tensored with the identity in ℓ 2 Γ ∞ . We similarly define E ′ 2 . Notice that, π i also denotes the extended representation of C(X, A) in ℓ 2 Γ ∞ ⊗ (H 1 ⊕ H 2 ) ⊗ C(X) (resp. ℓ 2 Γ ∞ ⊗ (H 2 ⊕ H 1 ) ⊗ C(X)) obtained as π i ⊕ 0 for i = 1, 2, respectively. On the other hand, an operator
is G-invariant if for any g ∈ Γ, we have for (x, g) ∈ X × Γ:
Recall that V i denotes the extensions of the X ⋊ Γ-actions on H i ⊗ C(X) by tensoring with the right regular representation of Γ, ρ ∞ on ℓ 2 Γ ∞ . So, choosing a cutoff function χ as before with the extra property that the first projection Γ (1) χ → Γ is proper, we now replace S by the (well defined) average operator
Here (U g ) g∈Γ is the family of isometric operators on the Hilbert space ℓ 2 (Γ) ∞ defined above. For e ∈ E ′ 1 , we thus have defined
The sum defining W x is then finite since for any ϕ ∈ C c (Z) that is viewed in A, we have (π 1,x ⊕ 0)(g * √ χ)(π 1,x ⊕ π 2,x )(ϕ) = (π 1,x (ϕ √ g * χ) ⊕ 0), and the number of g ∈ Γ such that ϕ √ g * χ = 0 is finite by the properness of the Γ-action on Z. Hence, W (e) is well defined on the elements e ∈ E ′ 1 . Moreover, an easy inspection, using the properties of the family (U g ) g∈Γ , shows that the relation W *
x W x = id holds on E ′ 1 . This shows that W x automatically extends to an isometry between the corresponding Hilbert spaces that we still denote W x . Moreover, when e = [ π 1 (f ) ⊕ π 2 (f )]e 1 with f ∈ C(X, A c ), there is a finite subset I e of Γ, which does not depend on the variable x ∈ X, such that,
Here each of the maps x → T g,x (e x ) and x → T * g,x (e x ) is of course norm-continuous. We thus end up with the adjointable isometry, still denoted W , between the Hilbert modules (H 1 ⊕ H 2 ) ⊗ ℓ 2 Γ ∞ ⊗ C(X) and (H 2 ⊕ H 1 ) ⊗ ℓ 2 Γ ∞ ⊗ C(X) as announced. Notice that in the cocompact case, W has finite propagation by construction. Now, W satisfies the following properties:
Once these properties have been verified, a standard trick as in the proof of Theorem 2.2 using the direct sum of the representations allows to find in place of the isometry W , a unitary which will also satisfy the same two properties. Note (see the notation in the proof of Theorem 2.2) that if the initial isometry S 0 is G-invariant, then the operators S 1 , as well as R 1 and R 2 appearing in the proof of Theorem 2.2 are all G-invariant by construction. Regarding the first item, notice that we have for any f ∈ C(X, A c ):
But an easy inspection of the support of the operator S (which is contained in A 7 ), using that the action is uniformly proper, we deduce that π 2 (g −1 f )Sπ 1 ( √ χ) is only non-zero for a finite number of elements g ∈ Γ. The similar statement holds for W π 1 (f ). An ad hoc consequence is that the support of W is also contained in A 7 . When Z/Γ is compact, this is more obvious since the operator S has finite propagation. Hence the sum defining the operator π 2 (f )W is finite independently of the test vector e and therefore makes sense in the uniform operator topology.
Therefore, we may compute using the G-equivariance of the representations π i :
The sign ∼ again refers to equality modulo the compact operators of the corresponding Hilbert modules and since the sum is finite, the operator π 2 (f )W − W π 1 (f ) is clearly compact. Now, since W * is an adjointable operator, composing with W * on the left yields to the conclusion. Finally, W was indeed born to be G-invariant. Since the submodule E ′ 1 is a G-submodule, we may prove G-invariance strongly on the vectors of E ′ 1 . Let us denote the G-actions on H 1 ⊕ H 2 by V 1 := V 1 ⊕ V 2 and similarly by V 2 := V 2 ⊕ V 1 the G-action on H 2 ⊕ H 1 . We then compute for any (x, h) ∈ G:
It is worthpointing out that all the previous theorems apply to the case of A = C 0 (Z, B) where B is any separable unital Γ-algebra. An already interesting application is when A = C 0 (Z) as we shall see in the next section.
2.2. The general case. By using an easy generalization of the PPV work, expanded in Appendix B, we now state the norm-controlled version of our main Theorem 2.1, say Theorem 1.3 which gives the precise generalization of results in [V:76], compare also with [Ka:80]. So the goal of this section is to explain how to adapt the proof of the previous section so as to construct the sequence of unitaries of Theorem 1.3. For an operator T ∈ C(X, L(H) * s ), we shall use the notation T ǫ ∼ 0 to denote the fact that T is compact and has norm at most a constant multiple of ǫ; the constant may depend on T . Recall that A is a separable proper Γ-algebra over Z.
Let Σ be a countable dense subset of the separable C * -algebra C(X, A), which is closed under the involution a → a * and globally Γ-invariant. Such Σ always exists since we can for instance take the union of the Γ-orbits of a countable dense self-adjoint subset of C(X, A).
Theorem 2.7. [Controlled version of Theorem 2.1]
Under the assumptions of Theorem 2.1, if we fix ǫ > 0 then we can ensure that the Γ-invariant unitary operator
obtained in that theorem, satisfies in addition the following control condition:
Said differently, W ǫ satisfies the support condition plus the relation
We only need to explain how to complete the proof given for Theorem 2.1 so that the control is ensured. We thus start by stating the following Lemma which generalizes Lemma 2.3.
Lemma 2.8. [Controlled version of Lemma 2.3]
Under the assumptions of Theorem 2.7 and given ǫ > 0, there exists an isometrŷ
with the same support as in Lemma 2.3 such that
Proof. We explain the needed complements to the steps in the proof of Lemma 2.3, which exploit the norm control on the residual compact operators as in Theorem B.4 of the appendix. We also forget the support condition forŜ which is again satisfied as one can check easily. We again fix a cut-off function χ ∈ C(Z). Let V χ is the non-empty interior of the support of χ.
Step 1: We need to apply Corollary B.7. Let Λ be a countable dense subset of C(X), containing 0 and 1 X , which is closed under adjoints. Consider the subset Σ 0 χ := {r n } n∈N of C(X, A χ ) ⊕ C(X) composed of elements r n which either belong to (Σ ∩ C(X, A χ ), Λ) or are of the form (f χ 1/2 , 0), where f ∈ Σ. Since the sequence {r ′ n = r n /(n + ||r n ||) for r n ∈ Σ 0
Then the image ( π χ 1 ⊕ 0) + (Σ χ ) is a self-adjoint compact subset of C χ := ( π χ 1 ⊕ 0) + (C(X, A χ ) ⊕ C(X)), which is total in C χ and contains the identity. Let B χ be the algebra generated by C χ and C(X, K(H 1 )), which defines an X-extension algebra for the unital algebra C(X, A χ ) ⊕ C(X). Since ( π χ 1 ⊕ 0) + is fibrewise ample, using the same arguments as in the proof of Lemma 2.3, we conclude that B χ is a trivial X-extension. Using the separability of C(X, K(H 1 )), we fix a compact self-adjoint total subset F χ of B χ which contains Σ χ .
Consider also the trivial X-extension obtained analogously by ( π χ 2 ⊕0) + . Then we get, using the notations in the proof of Lemma 2.3 and Corollary B.7 (for the compact subset F χ ), a unitary S χ ∈ L C(X) (H 1 ⊗ C(X), H 2 ⊗ C(X)) depending on ǫ, such that we have in particular for anyf ∈ Σ χ of the formf = (f, 0):
where the Hilbert C(X)-modules H i ⊗ C(X) is decomposed as E i χ ⊕ (H i ⊗ C(X)) for i = 1, 2.
Step 2: Let s χ : E 1 χ → E 2 χ be the (1, 1)-entry in the matrix decomposition of S χ . Then we have for f = (f, 0) ∈ Σ χ :
(1 − s χ s * χ ) are positive operators. Indeed, for the first item, it suffices to observe that s * χ π χ 2 (f )s χ − π χ 1 (f ) is the (1, 1)-entry in the matrix given by:
Since the norms of the elements constituting a 2 × 2 matrix is bounded above by the norm of the matrix itself, we are done. The proof of the other properties is similar. As in Lemma 2.3 we define the unitarŷ
We have the following formula for any (f, 0) ∈ Σ χ :
Note that ||s χ || ≤ 1, and ||(1 − s χ s * χ ) 1/2 || ≤ 1. We also have
Thus we get from properties (2) and (3) above that (1 − s χ s * χ ) 1/2 π χ 2 (f ) ǫ ∼ 0. Therefore all the matrix entries A ij in the above matrix satisfy A ij ǫ ∼ 0. Thus we get:
Extending the unitaryŝ χ by zero, we get a partial isometry in L C(X) ((H 1 ⊕H 2 )⊗C(X), (H 2 ⊕H 1 )⊗C(X)), that we still denote byŝ χ .
Step 3 : For (x, g) ∈ G, we denote by V i (x,g) the unitary implementing the G-action on H i ⊗ C(X). Then we define an operatorŜ ∈ L C(X) ((H 1 ⊕ H 2 ) ⊗ C(X), ℓ 2 Γ ⊗ (H 2 ⊕ H 1 ) ⊗ C(X)) by setting the following pointwise formula:
The operatorŜ then satisfies the allowed properties in the statement of Lemma 2.8, as we prove below. Let us show that we also have:
Replacing f by a compactly supported element which is as uniformly close as we please to f , we may assume that f is itself compactly supported. Denote then by Γ(χ, f ) the set of g ∈ Γ such that Supp(g * f )∩Supp(χ) = ∅. Due to the properness of the Γ-action, this is a finite set. Consider the compact operators for g ∈ Γ, f ∈ Σ:
((g * f )χ 1/2 ) ⊕ 0) Note that we have ||K g (χ, f )|| ≤ C g ǫ for some constant C g > 0 independent of ǫ and similarly for K χ with constant C χ .
Then from the computation in item (2) in the proof of Lemma 2.4, we get:
Thus one gets for any f ∈ Σ,
This proves the claim.
Corollary 2.9 (Norm-controlled version of Theorem 2.2). There exists a unitarŷ
Proof. By directly verifying the constructions in Corollary 2.5 and the proof of Theorem 2.2, we see that if the initial isometry is chosen to satisfy the conditions in Lemma 2.8, then all the intertwining isometries and unitaries that appear in the proofs of Corollary 2.5 and Theorem 2.2 must also satisfy the analogous condition on the norms of the residual compact operators.
We are now ready to prove Theorem 2.7.
Proof of Theorem 2.7:
be a unitary, obtained from Corollary 2.9, such that
Observe that if f ′ ∈ C(X, A c ), with A c := C c (Z)A, satisfies ||f − f ′ || ∞ ≤ ǫ, then the analogous relation to 2.2 also holds for f ′ , and vice versa, if the relation holds for f ′ it also holds for f . Also note that since Σ is globally Γ-invariant, the construction of the Γ-invariant unitary W ǫ which intertwines the representations π 1 and π 2 then follows from Theorem 2.1, using the norm-controlled operator S ǫ . The only thing to check is that for all f ∈ Σ,
First note that by the localization of the support of S ǫ , for f ′ ∈ C(X, A c ), the sum defining π 2 (f ′ )W ǫ is again finite. Moreover, the number of terms in the finite sum is independent of the operator S ǫ itself, and therefore independent of ǫ.
We have from the computations in the proof of Theorem 2.1, for f ′ as above,
This sum is again over a finite subset Γ(χ, f ′ ) of Γ, due to the assumption of uniform proper action and given the support condition for S. As before, if we let
say with the constant of inequality C g > 0, and hence we have
Now as ||f − f ′ || ≤ ǫ, we also have: π 2 (f )W − W π 1 (f ) ǫ ∼ 0 In the cocompact and metric-proper case, notice that Γ(χ, f ′ ) is contained in the set of g ∈ Γ such that Supp((g −1 ) * f ′ )∩B κ (Supp(χ)) = ∅, where κ is the diameter of the cutoff function χ. This ends the proof.
We have now completed the proof of Theorem 1.3.
Application to equivariant Paschke duality
As an application of our equivariant version of the PPV theorem, stated in Theorem 2.1, we now prove the Paschke-Higson duality theorem in this context. We assume in this section that the proper Γ-space Z is cocompact and endowed as before with the Γ-equivariant metric d so that closed balls are compact subspaces of Z, said differently the metric space (Z, d) is proper. Recall that A is a proper Γ-algebra over Z and that we have assumed that C 0 (Z) maps inside the multipliers of A itself. Recall from [BR2:20], that associated with the proper metric space Z and a proper action of the groupoid G = X ⋊ Γ on the C * -algebra C(X, A), we can define the G-equivariant Roe algebras, which will be denoted as D * Γ (X, A; ℓ 2 Γ ∞ ⊗ H) and C * Γ (X, A; ℓ 2 Γ ∞ ⊗ H) associated with a given ample Γ-equivariant representation of A in H. The first one is the closure of the space of pseudo-local Γ-invariant operators, while the second one is the ideal in the first one composed of those operators that are moreover locally compact. The quotient algebra is denoted as Q * Γ (X; (Z, ℓ 2 Γ ∞ ⊗ L 2 Z)). Let us recall the precise definitions which are the immediate generalizations of the ones given in [BR1:20] and [BR2:20] when A = C 0 (Z). Let (H, U ) be a unitary Hilbert space representation of Γ together with an ample Γ-equivariant representation π of A. This is equivalent to the datum of a G-equivariant C(X)representationπ of C(X, A). Recall that any adjointable operator T of L C(X) (C(X) ⊗ H) is given by a * -strongly continuous field (T x ) x∈X of bounded operators on H. An adjointable operator is G-equivariant, if the field (T x ) x∈X satisfies the relations
The space of G-equivariant adjointable operators is denoted as usual L C(X) (C(X) ⊗ H) Γ . Recall also from the previous section the notion of propagation of a given operator with respect to the C(X)-Γ-equivariant representationπ of C(X, A). We denote by D * Γ (X, A; H) and C * Γ (X, A; H) the corresponding Roe algebras as defined in [BR1:20], but for our groupoid G and our specific Hilbert G-module C(X) ⊗ H. More precisely, D * Γ (X, A; H) is defined as the norm closure in L C(X) (C(X) ⊗ H) of the following space {T ∈ L C(X) (C(X) ⊗ H) G , T has finite propagation and [T, π(f )] ∈ C(X, K(H)) for any f ∈ C(X, A)}.
The ideal C * Γ (X, A; H) is composed of all the elements T of D * Γ (X, A; H) which satisfy in addition that T π(f ) ∈ C(X, K(H)) for any f ∈ C(X, A).
The finite propagation property here is supposed to hold uniformly on X, so (T x ) x∈X has finite propagation if there exists a constant M ≥ 0 such that for any ϕ, ψ ∈ C(X, A) with d(Supp(ϕ), Supp(ψ)) > M , we have π x (ϕ)T x π x (ψ) = 0, ∀x ∈ X.
We thus have the short exact sequence of C * -algebras 0 → C * Γ (X, A; H) ֒→ D * Γ (X, A; H) −→ Q * Γ (X, A; H) → 0, where we have denoted by Q * Γ (X, A; H) the quotient C * -algebra of D * Γ (X, A; H) by its two-sided closed involutive ideal C * Γ (X, A; H). The notation here is ambiguous as we don't mention the space Z while the notion of propagation with respect to the representation of A depends a priori on the choice of (Z, d). The reason for this simplified notation is that the K-groups will not depend on this choice as we shall see below, although the identifications are not natural.
The Paschke-Higson duality theorem identifies the K-theory of the quotient algebra Q * Γ (X, A; ℓ 2 Γ ∞ ⊗ H) with the G-equivariant KK-theory of the pair C(X, A), C(X). For details about the definition of Gequivariant KK-theory the reader is referred to the fundamental paper of Le Gall [LeGall:99]. Since X is compact here, notice though that the latter group is naturally isomorphic to the Γ-equivariant KK-theory of the pair (A, C(X)), see [BR2:20], section 4, for more details.
When A = C 0 (Z), we can for instance make use of the representation π X×Z which is induced by multiplication on ℓ 2 Γ ∞ ⊗ L 2 (Z) ⊗ C(X), where L 2 Z = L 2 (Z, µ Z ) is defined for a choice of a Borel Γ-invariant measure µ Z on Z, which we shall always assume to be fully supported. This representation is fibrewise ample in the sense of Definition 1.2.
We are now in position to prove Theorem 1.4. We need to construct a group isomorphism
We only treat the case * = 0. The proof is again a repetition of the proof given in [BR2:20], Theorem 4.1, and adapted to the more general proper Γ-algebra A; we sketch it here only for completeness. We construct a group homomorphism P ′ 0 : KK 1 Γ (A, C(X)) → K 0 (Q * Γ (X, A; ℓ 2 Γ ∞ ⊗ H)), using the equivariant PPV Theorem 2.1. The homomorphism P ′ will then be an inverse to the natural Paschke-Higson map C(X) ). We may assume as usual that σ is non-degenerate and that F is self-adjoint. Using Kasparov's stabilization theorem, we obtain a cycle of the form [σ 1 , H ⊗ C(X), F 1 ], which is endowed with the transported G-action via the Kasparov isomorphism E ⊕ (H ⊗ C(X)) ∼ = H ⊗ C(X). Note that the summand H ⊗ C(X) appearing on the left side of the isomorphism is endowed with its canonical G-action induced by the action of G on C(X, A). It is easy to check that the latter cycle lies in the same KK Γ 1 -class as [σ, E, F ].
Step 2: Embed H ⊗ C(X) equivariantly in ℓ 2 Γ ⊗ H ⊗ C(X) via an equivariant isometry S : H ⊗ C(X) → ℓ 2 (Γ) ⊗ H ⊗ C(X), defined by the following formula which uses the cut-off function χ ∈ C c (Z) as in the previous section:
where E c = π(A c )(H ⊗ C(X)), the G-action on H ⊗ C(X) is given by the action V from Step 1, while the G-action on ℓ 2 (Γ) ⊗ H ⊗ C(X) is given by the right regular representation of Γ on ℓ 2 Γ tensored by the same action V . Now, Sσ 1 (•)S * , SS * (ℓ 2 Γ ⊗ H ⊗ C(X)), SF 1 S * is equivalent to (σ 1 , H ⊗ C(X), F 1 ), and after adding a suitable degenerate cycle, we get the cycle σ 2 := id ℓ 2 Γ ⊗σ 1 , ℓ 2 Γ ⊗ H ⊗ C(X), F 2 := (F 1 ⊕ id) which is still in the same KK Γ 1 -class as (σ 1 , H ⊗C(X), F 1 ). For details of this construction we refer the reader to [BR2:20], see Step 2 of the proof of Theorem 4.1 there.
Step 3: Add further degenerate cycles to [σ 2 , ℓ 2 Γ ⊗ H ⊗ C(X), F 2 ] we may pass to a new Γ-equivariant Kasparov cycle σ ∞ 2 := id ℓ 2 N ⊗σ 2 , ℓ 2 Γ ∞ ⊗ H ⊗ C(X), F ∞ 2 := diag(F 2 , id, id ...) which represents the same KK Γ 1 -class. We further add the degenerate cycle 0,
with the Γ-action now taken as the one coming canonically from the Γ-action on H ⊗ C(X) tensored with the right regular representation on the factor ℓ 2 Γ and extended trivially on ℓ 2 N. We obtain in this way a new Γ-equivariant Kasparov cycle
still remaining in the same KK Γ 1 -class.
Step 4: We can now apply Theorem 2.1, to get a Γ-invariant C(X)-adjointable unitary W such that
is induced by the ample representation π of A in the Hilbert module H ⊗ C(X) and extended by the identity on ℓ 2 Γ ∞ . By Kasparov's homological equivalence Lemma(see [BR2:20], Appendix B), the cycles
Step 5: LetF 3 and W 11 be the (1, 1)-entries in the 2 × 2-matrix decomposition of F 3 , corresponding to the direct sum ℓ 2 Γ ∞ ⊗ (H ⊕ H) ⊗ C(X) . Then the cycle
Step 6: Replace the operator F 5 by a Γ-invariant finite propagation operator F 6 as usual by averaging √ χF 5 √ χ. We define the inverse map P ′ : KK Γ 1 (C(X, A), C(X)) → K 0 (Q * Γ (X, A; ℓ 2 Γ ∞ ⊗ H) by setting
is the quotient projection. The map P ′ is well-defined and a bijective group homomorphism, following the same arguments as in the compact case in [BR2:20], Theorem 4.1. Hence the proof of our Paschke-Higson theorem is now complete.
Appendix A. Localized operators on uniformly proper Γ-spaces
We prove in this appendix some standard results about supports of our localized operators that are used in some proofs. Let us fix a non-degenerate * -representation π : C 0 (Z) → L(H) of the C * -algebra C 0 (Z) in the separable Hilbert space H, that we extend to C b (Z) as usual. Recall that Γ acts uniformly properly on Z and that χ is a chosen adapted continuous cutoff function.
We shall use the following notations for an operator T ∈ L(H):
Notice that if W χ = {χ = 0} then Z = g∈Γ gW χ . We denote as in Section 1 for any k ≥ 1:
For k = 0, we set Γ (0) χ = Γ viewed as the diagonal of Γ 2 . Notice that Γ (k)
for any k, and that k≥0 Γ (k) χ = Γ 2 . Recall that the uniform properness of the action means that the first (or the second) projection Γ 2 → Γ becomes proper when restricted to Γ
(1) χ . It is an obvious observation that if the proper Γ-space Z is cocompact, then the action of Γ on Z is automatically uniformly proper since the support of χ can then be taken compact, so that {g ∈ Γ|g Supp(χ) ∩ Supp(χ) = ∅} is finite.
Set A k := (g,g ′ )∈Γ (k) χ gW χ × g ′ W χ , then it is easy to check using the properties of W χ that for any k ≥ 0 the closure of A k is contained A k+2 .
Definition A.1 (Localized operators). An operator T ∈ L(H) is said to have localized support if there exists k ≥ 0 so that Supp(T ) is contained in (the closure of ) some A k with k ≥ 0.
The least k such that the support of T is contained in A k will be called the propagation index of T (with respect to χ). For brevity, we shall call an operator with finite propagation index a localized operator.
For a localized operator T with propagation index k and if we denote by Γ z the finite subset of Γ composed of those g for which z ∈ gW χ , then for any z ∈ Z we have:
Proposition A.2. Assume that Z is a proper cocompact Γ-space with a Γ-invariant distance d s that Z is a metric-proper space. Then localized operators coincide with finite propagation operators.
Proof. We can find a cutoff function χ which is compacty supported in Z and hence whose support has finite diamater. An operator T is localized with propagation index ≤ k if and only if its support is contained in A k . Hence denoting by d χ the diamater of W χ in Z which is equal to the diameter of any translate gW χ for g ∈ Γ, we see that for any (z, z ′ ) ∈ Supp(T ), we have by
Hence T has finite propagation ≤ kd χ . If conversely T has finite propagation κ. For any (z, z ′ ) ∈ Supp(T ), we have d(z, z ′ ) ≤ κ and we also know that there exists g 1 ∈ Γ such that z ∈ g 1 W χ . Since Z is metric-proper, there exists a finite subset Γ κ of Γ such that the closed ball neighborhood B κ := {z ∈ Z|d(z, Supp(χ)) ≤ κ} of the compact space Supp(χ) is contained in ∪ g∈Γκ gW χ . Moreover, let us denote by k the least integer such that for any g ∈ Γ κ , we have (e, g) ∈ Γ (k) χ , with e being the neutral element of Γ. To sum up we know that z ∈ g 1 W χ while d(z, z ′ ) ≤ κ so that z ′ ∈ g∈Γκ g 1 gW χ , and henceforth
and k is of course independent of the chosen (z, z ′ ) ∈ Supp(T ).
Proposition A.3. The space of localized operators is unital * -subalgebra of L(H). Moreover,
(1) the propagation index of the adjoint is equal to the propagation index of the given localized operator.
(2) the propagation index of the sum of two localized operators is ≤ to the maximum of the propagation indices.
(3) the propagation index of the composition of two localized operators is ≤ 3+ the sum of the propagation indices.
Proof. The first item is clear since the one has the relation Supp(T * ) = σ(Supp(T )), where σ : Z ×Z → Z ×Z is the involution (z, z ′ ) → (z ′ , z). The support of the identity operator is the diagonal in Z 2 which is contained in Γ
χ . Take two localized operators T and S with propagation indices k and k ′ respectively. The support of the sum T + S is obviously contained in Supp(T ) ∪ Supp(S). Therefore
On the other hand, for any (z, z ′′ ) such that Supp(T ) z ∩ Supp(S) z ′′ = ∅, and denoting the propagation index of T by k and the propagation index of S by k ′ , there exists (g 0 , · · · , g k ) ∈ Γ k and (g ′ 0 , · · · , g ′ k ′ ) ∈ Γ k ′ such that
we deduce that the support of T S is contained in A k+k ′ +3 .
Remark A.4. The analogously defined Roe C * -algebras of locally compact and pseudolocal operators with localized support, can hence be defined in our more general setting of non-cocompact uniformly proper actions.
Appendix B. The norm-controlled PPV theorem
In this section we give a norm-controlled version of the PPV theorem [PPV:79][Theorem 2.10]. This is a folklore-type result which nevertheless is not found in the literature to the best of our knowledge.
Let X be a finite dimensional compact metrizable space, A a unital separable C * -algebra and H an infinite-dimensional separable Hilbert space. Denote U CP (A, M n ) the space of unital, completely positive maps from A to M n (C), equipped with the point-norm topology. We shall denote by L(H) * s the algebra of bounded linear operators on H equipped with the strong- * topology. with ideal symbol {I x } x∈X and Ψ : X → U CP (A, M n ) be a continuous map such that Ψ(x)| Ix = 0 for all x ∈ X. Then, given ǫ > 0, V ⊂ H and 1 ∈ W ⊂ B finite-dimensional subspaces, there exists a norm-continuous map U : X → L(C n , H) such that
The linear span of {U (x)C n } x∈X in H is finite-dimensional.
Using Proposition B.1, one gets the following:
with exact lsc ideal symbol {I x } x∈X and let Ψ : X → U CP (A, M n ) be a continuous map such that Ψ(x)| Ix = 0 for all x ∈ X. Let V be a finite-dimensional subspace of H. Then there exists a sequence of norm-continuous maps U k : X → L(C n , H) such that H) . Proof. Fix a convergent sequence F = {b i } i∈N in B containing 1 ∈ B, such that F = F * , ||b i || ≤ 1, for all i, and the linear span of F is dense in B. Recall that B is separable here since it is an extension algebra. Since F is compact, for each k ∈ N, there exists N k ∈ N and a finite set F k := {b im } N k m=1 which includes 1 ∈ B, such that for any b i ∈ F there exists an index m ∈ {1, 2, ..., N k } such that ||b im − b i || < 1/3k. Let {e n } be an orthonormal basis for H. Denote by P j the linear span of {e 1 , e 2 , ..., e j }. For each k ∈ N, we iteratively apply Proposition B.1 by taking V k = span{V, P k } and W k = F k and ǫ k = 1/3k. We thus obtain norm-continuous maps U k : X → L(C n , H) such that
Now, for any b ∈ F , there exists an element b ′ ∈ W k such that ||b − b ′ || < 1/3k, then we get for any x ∈ X,
where we have used the fact that ||Ψ|| = 1 (since A is unital) and U k (x)U * k (x) is an orthogonal projection for all x ∈ X, so ||U k (x)U * k (x)||=1. Thus (2) is established for all b ∈ F . Since F spans B, another density argument then gives the result for all b ∈ B.
To check (3), let ǫ > 0 and note that if η ∈ P j for some j, then < η,
α i e i ∈ P N0 , the second term above is zero for k > N 0 for all x ∈ X. Therefore one gets sup
which establishes (3) in the case when η ∈ C(X, H) is constant in the X-variable. To deal with the general case, let for each x ∈ X, W x be an open neighbourhood of x such that for any x ′ ∈ W x , we have:
Since X is compact we get a finite collection {W xi } m i=1 of such open neighbourhoods with centers {x i } m i=1 . Choose N 0 large enough such that sup x∈X ||U * k (x)η(x i )|| ≤ ǫ/2 for all k ≥ N 0 and for all i = 1, 2, · · · , m.
Then we have for any k ≥ N 0 and x ∈ W xi for some i,
Remark B.3. In the proof above one can also take any countable approximate unit {a k } k∈N for C(X, K(H)) consisting of increasing sequence of finite-rank operators which are constant in X, and take V k = span{V, P k } where P k is the projection onto the range of a k .
Using the above result, we can now give a strengthening of Proposition 2.9 in [PPV:79]. Denote by d x : C(X, L(H) * s ) → L(H) the evaluation map. We keep the notations used above.
Theorem B.4. Given a trivial X-extension by A with exact lsc ideal symbol {I x } x∈X :
which is implemented by a unital * -homomophism µ 1 : A → C(X, L(H) * s ) and another arbitrary X-extension with same ideal symbol {I x } x∈X , whose extension algebra is B ⊆ C(X, L(H) * s ) for some infinite-dimensional separable Hilbert space H: 0 → C(X, K(H)) ֒→ B σ − → A → 0
Let F be a compact subset of B such that F = F * , 1 ∈ F and the linear span of F is dense in B. Given ǫ > 0, there exists an isometry S ∈ C(X, L(H) s * ) such that (i) S * bS − µ 1 (σ(b)) ∈ C(X, K(H)) for all b ∈ B.
(ii) ∀b ∈ F , ∃C, C ′ independent of ǫ such that ||S * bS − µ 1 (σ(b))|| ≤ Cǫ and ||Sµ 1 (σ(b)) − bS|| ≤ C ′ ǫ.
Proof. Let B 1 be the unital C * -algebra generated by the image of µ 1 and C(X, K(H)), and let {a k } ∞ k=0 be a quasi-central approximate unit for C(X, K(H)) consisisting of an increasing sequence of constant (in the X-variable) finite-rank operators 0 = a 0 ≤ a 1 ≤ a 2 · · · , ||a k || ≤ 1, and lim k ||a k l − l|| = 0, ∀l ∈ C(X, K(H)) and lim k ||[a k , h]|| = 0, ∀h ∈ B 1 .
where [x, y] denotes the commutator xy − yx. Let F be a compact, self-adjoint subset of the unit ball of B whose span is B. Passing to a subsequence if necessary, we may assume that ||[µ 1 (σ(b)), (a k − a k−1 ) 1/2 ]|| ≤ ǫ/2 k ∀b ∈ F, k ≥ 1.
Let Q k be the constant orthogonal projection onto the range of a k for each k ≥ 1. Using Corollary B.2, we iteratively define a sequence of compact operators U k ∈ C(X, K(H)), k ∈ N whose initial projections are the range of a k and final projections are of uniformly finite rank, and an increasing sequence of finite-rank projections R k , k ∈ N on H, converging strongly to the identity, such that we have for all k ≥ 1:
(1) U * k (x)U k (x) = Q k , for all x ∈ X.
(2) Range(U k (x)) ⊆ (R k+1 − R k )(H), for all x ∈ X.
(3) Range(U k (x)) ⊥ Range(U k ′ (x ′ )) for all x, x ′ ∈ X for all k ′ < k.
(4) ||(a k − a k−1 ) 1/2 µ 1 (σ(b))(x)(a k − a k−1 ) 1/2 − U * k (x)b(x)U k (x)|| ≤ ǫ/2 k , for all x ∈ X, b ∈ F . (5) ||U * i (x)b(x)U j (x)|| ≤ ǫ/2 i+j , for all b ∈ F , x ∈ X, i = j. Some remarks are in order. The first property is clear from the construction in Corollary B.2; the existence of the finite-rank operators R k in the property (2) also follows from the fact that the U k themselves are of uniformly finite-rank. The third property can be obtained in the construction of U k by adding the ranges of all the U k ′ for k ′ < k in the choice of the finite-dimensional space V in Corollary B.2. The fourth property is simply obtained by taking the completely positive map Ψ in Corollary B.2 to be (a k − a k−1 ) 1/2 µ 1 (•)(a k − a k−1 ) 1/2 . The last property (5) can be obtained from item (3) in Corollary B.2, since the initial space of each U j for j < i is of uniformly finite-dimension.
Define the operator S ∈ C(X, L(H) * s ) pointwise in the following way:
Indeed, it suffices to use properties (1), (2), and (3) above to show that S(x) is uniformly convergent in X with respect to the strong- * topology on L(H). It can also be verified directly that S * (x)S(x) = id H , thus S(x) is an isometry, using the fact that Range(a k − a k−1 ) 1/2 ⊆ Range(Q k ) = Range(U * k (x)U k (x)) for all x ∈ X.
Let f k = (a k − a k−1 ) 1/2 . Using the fact that µ 1 (σ(b)) = ∞ k=1 µ 1 (σ(b))f 2 k , where the series converges in the strict topology, we get:
Thus, by the assumptions on f k = (a k − a k−1 ) 1/2 , we get ||µ 1 (σ(b))(x) − ∞ k=1 f k µ 1 (σ(b))(x)f k || ≤ ǫ, for all b ∈ F . Therefore, we finally get for all b ∈ F ,
by properties (4) and (5) above. On the other hand, since the partial sums of S(x) are all compact, we also get µ 1 (σ(b)) − S * bS ∈ C(X, K(H)) for all b ∈ F . Using a density argument as before, one can finish the proof of (i) by establishing the desired properties for all b ∈ B.
Notice also that we have the following relation for any b ∈ B, (B.2) (Sµ 1 (σ(b)) − bS) * (Sµ 1 (σ(b)) − bS) = (S * b * bS − µ 1 (σ(b * b))) + µ 1 (σ(b * ))(µ 1 (σ(b) − S * bS)
from which the claim follows.
Remark B.5. The operator S ∈ C(X, L(H) * s ) constructed in the proof above also satisfies ||b(1 − SS * )|| = ||K * 1 S − K 1 S * || ≤ 2C ′ ǫ where K 1 = bS − Sµ 1 (σ(b)). We may rewrite for b ∈ B, the relations in Theorem B.4, using as well the previous remark, as
Notice that S * bS − µ 1 (σ(b)) satisfies conditions (1) and (2) in Theorem B.4. Corollary B.6. Let H 1 be a separable infinite-dimensional Hilbert space. Given a trivial X-extension by A with exact lsc ideal symbol {I x } x∈X : 0 → C(X, K(H 1 )) ֒→ B 1 σ1 −→ A → 0 which is implemented by a unital * -homomophism µ 1 : A → C(X, L(H 1 ) * s ) and another arbitrary Xextension with same ideal symbol {I x } x∈X , whose extension algebra is B ⊆ C(X, L(H) * s ) for some infinitedimensional separable Hilbert space H: 0 → C(X, K(H)) ֒→ B σ − → A → 0, there exists a sequence of operators {S n } n∈N , S n ∈ C(X, L(H 1 , H) * s ) for all n ∈ N, such that we have for all b ∈ B:
(1) µ 1 (σ(b)) − S * n bS n ∈ C(X, K(H 1 )) for any n ∈ N, (2) lim n→∞ ||µ 1 (σ(b)) − S * n bS n || = 0, and (3) S * n S n = id H1⊗C(X) for all n ∈ N. Proof. This is an immediate application of Theorem B.4, by reducing to the case H 1 = H via a unitary isomorphism u : H 1 → H. there exists a sequence of unitary operators {S n } n∈N , S n ∈ C(X, L(H) * s ) for all n ∈ N, such that we have for all b ∈ B:
(1) µ 1 (σ(b)) − S * n bS n ∈ C(X, K(H)) for any n ∈ N, (2) lim n→∞ ||µ 1 (σ(b)) − S * n bS n || = 0.
Moreover, given ǫ > 0, and a compact subset F in B such that F = F * , 1 ∈ F and whose linear span is dense in B, there exists a unitary S ∈ C(X, L(H) * s ) such that for all b ∈ F we have:
Proof. This is done by the usual PPV trick to pass from isometries to unitaries, as in Theorem 2.10 in [PPV:79] . It only remains to note that the condition (2) above is still valid; this can be easily verified by a direct inspection.
