Summary. Atomic force microscopy (AFM) images have become increasingly useful in the study of biological, chemical and physical processes at the atomic level. The acquisition of AFM images takes more time than the acquisition of most optical images, so that the avoidance of unnecessary scanning becomes important. Details that are unclear from a scan may be enhanced using various image processing techniques. This chapter reviews various interpolation and inpainting methods and considers them in the specific application of AFM images. Lower-resolution AFM data is simulated by subsampling the number of scan lines in an image, and reconstruction methods are used to recreate an image on the original domain.
Introduction
The atomic force microscope (AFM) is an extremely high magnification microscope [5] . It achieves its high resolution by moving an atomically sharp probe over surfaces and recording the highly localized interaction force. Isolating specific interaction forces such as electrostatic, magnetic, specific chemical interactions, van der Waals attraction, and Pauli repulsion enable the AFM to measure many surface properties in addition to topography [20, 12, 22, 2, 29, 17] . The AFM is also able to measure surfaces in any environment from liquids, to corrosive gases and vacuum. The high resolution, versatility, and broad information content make AFM a frequent choice for nanoscience imaging.
The current standard method of AFM data collection is the raster scan. The probe starts by traveling along the "fast scan direction," or in the +x direction. As it reaches the end of the scan region, it takes a small step in the "slow can direction," or +y direction, and scans in the −x direction until it retraces the x displacement. Another small step in the +y direction is taken and the scanner moves in the +x direction to initiate another scan line. Continuing in this manner, an image is formed. The backward (retrace) scans are often displayed independently from the forward (trace) scans due to errors in position from scanner nonlinearities and hysteresis. A feedback mechanism maintains the probe-sample interaction at constant force to ensure that the probe is not damaged by contact with the sample.
Because the AFM is a local probe it must collect data serially to construct an image over time which can be a significant disadvantage. The sample and probe are massive objects that are difficult to accelerate requiring relatively slow scan velocities otherwise the feedback mechanism that holds the interaction force constant may not be able to compensate quickly enough, causing erroneous readings or damage to the probe. This problem is even more pronounced when the sample has sharp gradients. Another problem is thermal drift, the tendency for the probe and sample to move relative to each other due to temperature variations in the probe, sample, and substrate [19] . Since an image is formed point-by-point, the topography data may be skewed or distorted. As a result, it is challenging for AFM to record dynamic processes. Figure 1 .1 shows images of a chemical reaction that occurs faster than the AFM scan time. Shorter scan times are required to better capture sample dynamics. Before oxidation, the surface is atomically flat with a few step edges where the sample changes height by one atomic layer. After oxidation for the same region the material at the step edges has been reacted leading to roughening, erosion, and migration. Imaging the surface during oxidation does not sufficiently resolve the oxidation edges, since data is collected at varying times. An active area of research to improve the temporal resolution of AFM includes building lighter and stronger scanners that can operate at higher frequencies while maintaining a safe probe-sample interaction force. The best-performing instruments can record images at video rate [1, 18] . However, this approach often has significant sample size and environmental limitations compromising the versatility of AFM. Methods that increase the instrument's temporal resolution while maintaining versatility are needed.
Recording fewer scan lines per image can make AFM image collection faster. Alternatively, tracking only the boundaries of important features can drastically reduce image times. The important question regarding these methods is whether such scans still resolve the areas of interest sufficiently.
There are two classes of image processing techniques, interpolation and inpainting, used to fill in missing data. Though there is significant overlap in the methods and approaches, we generally take interpolation to denote methods based on local averaging ideas and let inpainting refer to methods that detect important image features in a known region and seek to continue these into the unknown region.
One of the major applications of interpolation is to increase the resolution of an image by interpolating intermediate values between known data points. Interpolation is thus well-suited to the problem of converting coarse raster scans to higher resolution images.
This chapter considers various image reconstruction methods and the degree to which AFM images can be enhanced. The focus is on using interpolation and inpainting techniques on AFM images that have been obtained with fewer scan lines (subsampling along the slow scan direction). This is in contrast to the typical applications of interpolation, in which both axes are usually subsampled by the same factor, and inpainting, in which one typically has large connected known regions and unknown regions.
The rest of the chapter is organized as follows. Section 1.2 introduces the reconstruction problem and relevant terminology. Sections 1.3 and 1.4 review some commonly used interpolation algorithms and assesses their strengths and weaknesses. Inpainting techniques, which look at the reconstruction from another perspective and are more readily generalizable, are addressed in section 1.5. Several reconstructions on AFM images are presented in each of these sections.
Description of the Reconstruction Problem
The scenes underlying images are often taken to lie in continuous space. When images of these scenes are captured, they are sampled at a certain rate and thus mapped to discrete space. This sampling rate is directly related to the image resolution. If the sampling rate is increased (upsampling), the image resolution is increased. Similarly, downsampling decreases image resolution. Interpolation can thus be reinterpreted as the inverse problem of recreating a higher resolution version of a given scene.
Let the given discrete image be denoted asĪ m,n for (m, n) ε Z 2 Ω . The problem is to reconstruct an image I(x, y) with (x, y) ε Ω . Such an image I(x, y) should be close toĪ at the points (m, n) ε Z 2 Ω and continue the structural features present inĪ.
Adapting Reconstruction Methods to AFM
The fastest AFM scans that still distinguish image features are the most preferable. Image reconstruction methods can then be used to obtain an approximation of a higher resolution version. There are, however, further considerations in adapting these methods to AFM problems.
In general, the maximum sampling rate in space for data points is proportionally related to the speed of the tip, while the tip speed is limited by considerations such as feature height and scanning pattern. For a fixed tip speed, there is no benefit to sampling at a rate lower than the maximum rate since the tip still must traverse the same area [8] . This consideration fixes the number of points in each scan line for a specific velocity. However, decreasing the number of scan lines can bring practical benefits, as long as the important features are still being detected.
In terms of the reconstruction problem, this means that interpolating by different factors in the two dimensions of the image is of great interest. The usual treatment of the interpolation problem, however, is that both dimensions are scaled by the same factor. Most interpolation algorithms are valid when the scaling in the two dimensions is not equal, but in the AFM reconstruction problem, care must be taken to ensure that reconstructions consider features, such as interrupted edges, correctly.
A further distinction between the AFM application and many other applications is in image acquisition. For each pixel, optical systems use for example a charge-coupled device to measure incoming light over a small photoactive region. Since lenses and filters also introduce blur, each sample represents a weighted average over a small area in continuous space. In acquiring an AFM image, however, the tip obtains a sample by visiting a point instead of averaging over a region. While this sample still represents a convolution between the tip and the surface, it is concentrated over a smaller area. In other words, optical images aggregate over the entire domain while AFM images capture concentrated point samples.
This subtle difference in image acquisition can result in the loss of image features from subsampling. Typically, a lower resolution image can be obtained from a higher resolution version by some averaging of the original data [21] . Such averaging results in the greatest retention of information. This method is also analogous to the taking of a lower resolution camera image because the amount of light from a neighborhood of pixels is averaged. There is, however, significant information loss when the lower resolution image is formed from simply discarding certain lines of data, as in AFM subsampling. Fig. 1.2 shows the contrast between an image of annealed gold and the same image obtained by subsampling lines. In the latter image, the intensities along some edges vary due to the loss of information around the edge pixels, resulting in pixelation.
This method of sampling also makes AFM imaging more susceptible to aliasing. Aliasing is an effect where an oscillating pattern appears to change frequency after sampling. It occurs when sampling a pattern that is finer than what is representable with the image resolution, and manifests in the sampled data as artificial oscillations and Moiré patterns. The blurring in optical systems cancels out ("anti-aliases") most high frequency oscillations so that aliasing is limited. AFM imaging does not have as much blurring, so aliasing is a problem.
Desirable Traits of Reconstruction Methods
Image reconstruction methods are typically evaluated based on several criteria. Generally, preserving edge sharpness allows objects to be distinguished clearly from each other and from the background. At the same time, it is important to filter noise in order to remove random features that may obscure the image and make it difficult to evaluate. Unfortunately, the two goals are often antithetical since both edges and noise are typically defined by high gradients. In contrast to the randomness of noise, however, edges often can be identified as continuous contours traversing high gradient regions. A good reconstruction algorithm keeps edges sharp while smoothing noise.
Another consideration is the "connectivity principle," [7] which states that edge curves should be connected through the unknown region whenever possible. This principle is based on human perception and experience, as well as the particular prevalence of long, thin objects in nature and in man-made applications. Particular examples include road inpainting [3] and the identification of bar codes [11, 10] . Reconstruction algorithms have historically had particular problems connecting such slim objects through an unknown region. Inpainting methods relying on the evolution of a fourth-order PDE [25] are more likely to satisfy the connectivity principle due to their penalization of high curvature edges.
A related problem is the shape of such an edge connection. Often, edges are connected by the shortest path [6] , which can result in unrealistic kinks. The same penalization on high curvature edges discussed for the connectivity principle also fixes the over-reliance on shortest path connections. These considerations are well-studied for the typical inpainting problem, in which there are large unknown regions interrupting mostly known data.
The connectivity principle and staircasing pose particular challenges in the AFM inpainting problem. Since the known data is relatively more disconnected than in usual inpainting applications, it is unlikely to expect edge connections with the same degree of effectiveness. Indeed, experiments in section 1.7 show that this is the case.
Linear Interpolation
Linear interpolation methods average values of nearby pixels to calculate values at intermediate points. Mathematically, the reconstructed image is the result of the input image convolved with a given kernel. Linear interpolation methods are linear in the sense that the relative weights on neighboring points in the average do not depend on their respective intensities, i.e. the convolution kernel is not dependent on the image intensity values. Thus, these methods are fast and easy to calculate. At the same time, since they do not take any edge information into account, there is always a trade-off between artificial ripples and staircasing along diagonal edges.
Nearest Neighbor
Nearest neighbor interpolation is one of the simplest methods of interpolation. In this method, the value of the nearest known point is copied directly without regard to any other point. That is, if (x, y) ε Ω , then I(x, y) = I(m, n) where (m, n) = argmin (i, j) εZ 2 Ω dist((i, j), (x, y)).
Since nearest neighbor interpolation copies data pointsĪ m,n without alteration, any noise will also be copied. Similarly, edges are thickened, giving the image a blocky, pixelated appearance. Nearest neighbor interpolation is also useful in comparing images on varying domain sizes without altering the underlying quality of the image.
Bilinear and Bicubic Interpolation
Taking averages is one of the primary methods used to eliminate noise, one of the primary problems with nearest neighbor interpolation. Polynomial interpolation methods fill in intermediate points by taking a weighted average, with the weighting depending on their distances to nearby points. Bilinear and bicubic interpolation are examples of these methods.
Bilinear interpolation is a combination of two linear interpolation steps along the x-coordinate, then along the y-coordinate. First, linear interpolation is performed along the x-coordinate for each fixed y-coordinate, followed by linear interpolation along the y-coordinate.
If
where · denotes the floor function, then bilinear interpolation is given by
An undesirable property of nearest neighbor interpolation is that the result is artificially discontinuous between pixels. Bilinear and other higher order polynomial methods construct the interpolant from continuous piecewise polynomials, so the result is always continuous. This has an effect of smoothing the image, which improves interpolation of smooth regions and directional features.
Bicubic interpolation is similarly a two-dimensional version of cubic interpolation. The values in each square (x, y) ε [m, m + 1] × [n, n + 1], are approximated by a polynomial that has at most cubic terms in both x and y.
The resulting polynomial I(x, y) = ∑ at the corners, with the derivatives being calculated numerically. Bicubic interpolation results in an even smoother reconstruction than bilinear interpolation. Since bicubic interpolation is also computationally efficient, it is often used for resizing applications [26] .
Lanczos
Interpolation with a sinc kernel, also known as Whittaker-Shannon interpolation, has the remarkable property that the interpolation is exact when the underlying signal is bandlimited. Applied to image interpolation, this results in an extremely smooth image. Sinc interpolation also avoids the staircasing that can occur at diagonal edges. Unfortunately, since edges are the result of sharp changes, application of the sinc filter across them results in significant ripple artifacts as the edges are fitted to lower frequencies. The Lanczos filter is a windowed version of the sinc filter. The windowing of the sinc function allows for the higher frequency changes characteristic of edges.
It thus provides a compromise between staircasing and ripple effects.
Nonlinear Interpolation
Nonlinear interpolation algorithms attempt to solve the problems of staircasing and rippling by taking an adaptive approach. Any image of practical interest has some structure, which can be used in the reconstruction. Thus, instead of an unbiased average of intensity values, averaging is based on the detection of edges. These methods generally attempt to average along edges to preserve edge sharpness. As with linear interpolation, noise is smoothed since these points are not identified as edge points.
Contour Stencils
Interpolation by contour stencils was introduced [14, 13] as a nonlinear method to detect the orientation of edges. Edges are detected in the input image by comparing each image patch to each element in a set of "contour stencils," which predict the location and direction of edges. The stencil which provides the best match to the image patch is selected. The reconstruction step then follows by interpolating according to the selected stencil. The predicted orientation of edges follows from measuring the total variation along a curve,
so that a small value for u TV (C) suggests that an edge lies along C. In order to make the problem computationally efficient, a subset of possible image contours is used, the set Σ of "contour stencils." An example set of contour stencils is shown in Fig. 1.3 . This set of contour stencils can distinguish between eight different orientations for edges. Once the contour orientations at every pixel have been estimated, the interpolant is constructed as a linear combination of oriented Gaussians. In this way, the interpolated image is encouraged to have the same contour orientations as those detected in the input image.
Prioritized Line Interpolation
This section introduces Prioritized Line Interpolation (PLI), which is designed to connect edges that have been broken by the subsampling process. The idea is to assume that edges are locally linear in space and are locally nearly constant. Then, starting with the highest gradient points, which are more likely to be edge points, the algorithm searches a neighborhood for possible edge connections. Once a suitable location is found, unknown points along the connection are filled in by linear interpolation.
The PLI algorithm is as follows:
1. Each point in the interior of the image is placed in a priority queue
, where N is the number of interior pixels, in decreasing order of a function based on the discrete gradient; that is, the function
2. For a neighborhood N i of the point A i (a square neighborhood centered at A i with radius r, for simplicity), the algorithm considers any known points {B i j } with gray value within a certain threshold t 1 . 3. For each B i j , the unknown points lying between B i j and A i are determined by linear interpolation, as long as the sum of the absolute differences from the known points do not exceed a threshold t 2 . 4. Repeat steps 2 and 3 until a significant portion of the image is filled. 5. Any remaining unknown points are filled with some interpolation or inpainting algorithm.
PLI is able to reconstruct edges and other large-scale features well. There are significant small-scale artifacts, however, making the algorithm less suitable for reconstructing small and thin features.
In the examples that follow, r = 10, t 1 = 5, and t 2 = 5. 
Variational Inpainting
The principle underlying inpainting is similar to that of nonlinear interpolation algorithms such as contour stencils. These algorithms generally detect features in the known region and continue them into the unknown region, while preserving properties such as edge continuity and curvature. A major advantage of inpainting over interpolation methods is that they are more readily generalizable to reconstructing information in general unknown regions. With the extra information available from subsampling on only one axis instead of both, inpainting algorithms can reconstruct many features in an image more accurately. This is especially relevant to AFM applications, in which the sampling rate can be increased in the fast scan direction much more readily in the slow scan direction. Thus, the fast scan direction typically has sufficient resolution, while the slow scan direction requires enhancement. Inpainting methods, however, are usually more computationally expensive than interpolation methods.
Variational image inpainting methods define energy functionals that seek to recreate plausible images given the known data. These energies generally have the following structure:
where R(u) is a "regularization" term that penalizes unlikely image features such as high gradients (relatively less common than smooth changes), and λ (x, y)F (d( f , u) ) is a data "fidelity" term that penalizes deviation from known data, as measured by the distance function d(·, ·). The weight λ (x, y) is generally chosen to have a constant weight λ in the known region Ω 1 and 0 in the unknown region:
Minimization of the energy gives an image with the desired properties. One of the simplest models for variational inpainting with this structure is the H 1 (diffusion) model:
The regularization term of the H 1 energy indeed penalizes the high gradients characteristic of noise. Unfortunately, edges are also excessively smoothed due to the squared penalty on gradients. The gradient descent equation also shows this fact:
which indicates that the propagation of information is by isotropic diffusion. Generally, features are reconstructed reasonably well, but since the diffusion is completely unbiased, significant blurring results. A significant improvement is the total variation (TV) model of Rudin, Osher, and Fatemi [24] , originally for image denoising. The TV inpainting energy is
As in the H 1 model, large gradients are penalized, so that the model seeks smooth continuations of the data while removing noise. However, the lack of a square on the regularization term prevents excessive penalization. There are various methods to minimize this energy. Gradient descent has typically been used as a simple and straightforward method to find a minimizer. More recently, the Split Bregman method [15] and graph cuts [9] have made minimization more efficient.
Fourth-order Inpainting Methods
The TV model significantly improves edge definition. There are several other factors, however, that are desirable in an inpainting model. The connectivity principle as introduced in section 1.2.2. In the TV model, the connectivity principle is, in particular, often violated when connecting broken edges. If an unknown region separates two long, thin objects flowing toward each other, it is logical to assume that they should be connected through the unknown region. Yet the added amount of total variation needed to connect the objects may be high, so the TV model would keep the two objects separate. One solution is to add a penalty on edge contour curvature, since a long, thin object which ends abruptly certainly has high curvature at its terminus. The curvature term adds to the complexity of the energy and the corresponding gradient descent. In fact, since curvature depends on second order derivatives, the corresponding gradient descent equation is a fourth order PDE.
A related problem is the shape of such an edge connection. Since the regularization term of the TV inpainting model depends only on the total variation, straight edge connections are preferred over curved edge connections, as the former would contain fewer pixels at high gradient locations.
In fourth-order inpainting methods, boundary conditions on the evolved function and its gradient need to be specified. The boundary condition on the function itself tends to promote continuity of edges near the boundary of the inpainting region. The second boundary condition promotes continuity in the gradient and thus promotes the propagation of information along level lines in a smooth manner.
Low Curvature Image Simplifiers (LCIS) [25, 27] is a fourth-order inpainting method that provides many finescale features that are lost in methods such as H 1 and TV inpainting. The inpainted version follows the evolution
where g(s) = 1 1+s 2 is a "conductance threshold." For high values of ∆ u, g(∆ u) is small, so that there is little evolution across high gradients. However, low values of ∆ u give large values of g(∆ u), promoting the propagation of information.
LCIS is based on the Perona-Malik equation [23] , a second order PDE often used for image denoising tasks because it propagates information via anisotropic diffusion. Thus, edge sharpness is preserved while noise is smoothed. Unfortunately, the Perona-Malik equation is ill-posed in continuous space, making the model somewhat theoretically unsatisfying. On the other hand, LCIS preserves the anisotropic diffusion properties of the PeronaMalik model while being globally well-posed [4, 16] and making more realistic curvature connections.
The results of several inpainting reconstructions are shown in Fig. 1.6 and Fig. 1.7 for an image of lipid bilayer domains that has been subsampled by factors of 2 and 4 on the vertical axis. Fig. 1.6 . Inpainting reconstructions from a section of a lipid bilayer image, subsampled by a factor of 2 on the vertical axis. Left to Right, Top to Bottom: Original image; H1 inpainting; TV inpainting; LCIS inpainting.
Reconstructing Damaged Scan Lines
With many AFM images, there are some artifacts related to the process of raster scanning. After each scan line is complete, flattening is done in order to adjust for effects such as tilt and thermal drift, mostly linear in their effects. In this way, a first order polynomial is subtracted from each scan line. Flattening generally works well in compensating for tilt and thermal drift, but some errors still occur, particularly relating to streaks.
These streaks can occur for various reasons. In the course of scanning, the probe may be damaged, be temporarily changed from the addition of material from the sample, or be changed when thermal excitations cause jumps between stable states in the governing equations of the probe-sample interactions.
Another source of the streaks is when anomalous features are detected within a given scan line. In general, since the anomalous features are part of the image, it is useful to keep these in a processed image. One problem with this is that due to the flattening process, streaks can occur in scan lines directly following these contaminants. Since flattening is done by subtracting a polynomial function from each scan line, this can result in shifting the data around the feature. One further challenge is designing an automatic detection method that can distinguish between streaks due to features in the sample and streaks due to mistakes in the scanning process. One of the current standard techniques to deal with these streak artifacts is removal of the entire line, followed by an average of the neighboring scan lines. This can cause some distortions, particularly near edges. Fig.  1.8 shows the removing of streaks from the image by manual identification of the inaccurate parts, followed by inpainting of the identified regions by LCIS inpainting and by averaging. The results look comparable, since the unknown regions are small. However, inpainting algorithms work slightly better near edges and when there are multiple streaks nearby.
Reconstructing Important Features
In this section, various image features are examined more closely and the various algorithms are compared and contrasted. Fig. 1.9 shows zoomed versions of the most common type of edge, one that forms the boundary between two regions of contrasting intensity.
Since the nonlinear interpolation methods explicitly detect the orientation of edges, they are generally able to reconstruct sharper edges than the linear interpolation methods. Additionally, the staircasing effect is reduced as well. The edge is reconstructed more sharply in the PLI algorithm than in contour stencils at the expense of more artifacts.
Analogously, the TV and LCIS inpainting methods result in better edge reconstructions than the H1 method because information is designed to propagate along edges and not isotropically. These result in edges that are comparable to the nonlinear interpolation techniques in sharpness.
A second type of edge is that of a trench separating two regions of similar intensity. These types of edges are typically much more difficult for inpainting and interpolation methods due to the trench values making up a smaller portion of the neighborhood around an edge. Thus, both interpolation and inpainting methods tend to blur these edges by averaging with the surrounding values. Additionally, variational inpainting places an extra penalty on having a double-sided gradient, so that edges often remain disconnected. The PLI algorithm connects this type of edge but at the expense of significant artifacts.
Example reconstructions on this type of edge are in Fig. 1.10 . Staircasing of diagonal edges occurs with both the interpolation and inpainting methods. Fig. 1.11 shows a comparison between the recovery of several different interpolation and inpainting algorithms. The TV inpainting algorithm performs very well in straightening all edges, due to its tendency to connect edges in straight lines. Most of the algorithms give minimal staircasing for the longer edge of the InP nanowire, but do much worse along the shorter side of the nanowire. This is due to the fact that the longer edge lies mostly along the vertical direction. In the space of the recovered image, the points along the edge are separated by a shorter distance and thus more easily connected.
Difference Images
Difference images can be helpful in determining where the largest errors in the reconstruction take place. They are computed by taking the absolute value of the difference between the reconstructed image and the ground truth image. Not surprisingly, they often occur near edges and noise. The lightest parts often indicate systematic errors in a certain method. Fig. 1.12 and Fig. 1.13 show the difference images formed from the various methods on the InP nanowire and lipid bilayer images.
The various algorithms can also be measured objectively through the calculation of the Peak Signal-to-Noise ratio (PSNR), which uses the root mean squared error (RMSE): 
Then the PSNR is defined as: PSNR = 20 · log 10 1 RMSE .
Another method that compares the quality of an image reconstruction is the mean Structural SIMilarity (MSSIM) index, which measures the similarity between two images by comparing luminance, contrast and structure [28] .
These measures give some indication of the effectiveness of a method, but they can sometimes be misleading as well. If an algorithm performs well near important features such as edges but badly in the background, its performance indicators will be worse than for an algorithm that does well in the background and worse near edges. Yet the former might be preferable in that the features of interest are reconstructed well.
A table of the PSNR and SSIM on the various reconstructions of the lipid bilayer image is shown in 
