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1. fejezet
Summary in Hungarian
1.1. Bevezete´s
Az e´rtekeze´s nagy re´sze´ben gra´fok metsze´si sza´mainak a tulajdonsa´gait vizs-
ga´ljuk, e´s kapcsolatot keresu¨nk ma´s gra´f parame´terekkel e´s tulajdonsa´gokkal.
Az utolso´ fejezetben a metsze´si sza´mokkal szorosan o¨sszefu¨ggo˝ k-halmaz
proble´ma´val kapcsolatos eredme´nyeket ismertetju¨k.
Egy gra´f lerajzola´sa a s´ıkra egy olyan reprezenta´cio´, ahol a csu´csoknak
pontok, az e´leknek pedig a megfelelo˝ pontokat o¨sszeko¨to˝ go¨rbe´k felelnek meg.
Ha nem okoz fe´lree´rte´st, a szo¨vegben nem teszu¨nk ku¨lo¨nbse´get a gra´f csu´csa
e´s az o˝t reprezenta´lo´ pont, illetve az e´l e´s az o˝t reprezenta´lo´ go¨rbe ko¨zo¨tt.
A lerajzola´sokna´l feltesszu¨k, hogy (i) semelyik e´l sem tartalmaz a belseje´ben
csu´csot, (ii) ba´rmely ke´t e´lnek ve´ges sok ko¨zo¨s belso˝ pontja van e´s ezek min-
degyike´ben metszik egyma´st, (iii) ha´rom vagy to¨bb e´l nem metszi egyma´st
egy pontban.
Egy G gra´f metsze´si sza´ma cr(G) az e´l-metsze´sek minima´lis sza´ma G
o¨sszes lerajzola´sa´ra. A metsze´si sza´m vizsga´lata´t 1944-ben Tura´n Pa´l kez-
deme´nyezte egy gyakorlati proble´ma kapcsa´n. Munkaszolga´latoske´nt te´gla´val
megrakott vasu´ti kocsikat kellett tologatniuk a kemence´kto˝l a rakta´re´pu¨-
letekig. Az igaza´n komoly nehe´zse´get a keresztezo˝de´sek okozta´k. Ha n ke-
mence e´s m rakta´re´pu¨let van e´s minden kemence e´s rakta´r ko¨zo¨tt van s´ın,
akkor a legjobb esetben cr(Kn,m) keresztezo˝de´s van.
Gra´fok metsze´si sza´ma´nak meghata´roza´sa nagyon nehe´z, re´szben a ku¨lo¨n-
bo¨zo˝ lerajzola´sok o´ria´si nagy sza´ma e´s a´ttekinthetetlense´ge miatt. Garey e´s
Johnson be is la´tta´k, hogy a metsze´si sza´m meghata´roza´sa NP-teljes feladat
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[GJ83]. Csak nagyon kicsi vagy nagyon specia´lis gra´fok metsze´si sza´ma´t
tudta´k eddig pontosan meghata´rozni. A´ltala´ban viszonylag ko¨nnyu˝
”
ki-
tala´lni” egy gra´f legjobb lerajzola´sa´t, e´s az also´ korla´t bizony´ıta´sa okoz gon-
dot. Legto¨bbszo¨r sok le´pe´sben, egyre kiﬁnomultabb lesza´mla´la´sokon keresztu¨l
ko¨zeledu¨nk a ce´lhoz [LVWW04], [AF05], [BS06], [AGOR06].
Pe´lda´ul az eml´ıtett cr(Kn,m) metsze´si sza´m e´rte´ke Zarankiewicz [Z54]
sejte´se szerint ⌊n
2
⌋⌊n−1
2
⌋⌊m
2
⌋⌊m−1
2
⌋. A sejtett legjobb lerajzola´s a ko¨vetkezo˝.
A egyik oszta´ly n csu´csa ko¨zu¨l tegyu¨nk ⌊n/2⌋ darabot a pozit´ıv x-tengelyre,
a to¨bbit a negat´ıv x-tengelyre, e´s hasonlo´an, a ma´sik oszta´ly m csu´csa
ko¨zu¨l tegyu¨nk ⌊m/2⌋ darabot a pozit´ıv y-tengelyre, a to¨bbit a negat´ıv y-
tengelyre. A e´leket egyenes szakaszke´nt hu´zzuk be a megfelelo˝ pontok ko¨zo¨tt.
Zarankiewicz [Z54] sejte´se´t Kleitman [K70] igazolta abban az esetben, ha m
legfeljebb 6, e´s Woodall [W93] m = 7, n ≤ 10 esete´n. A´ltala´ban a legjobb
also´ korla´t m2n2/20 ko¨ru¨l van.
A metsze´si sza´mok vizsga´lata u´jabb lendu¨letet kapott, amikor Leighton
munka´ssa´ga [L83] nyoma´n kideru¨lt, hogy a metsze´si sza´moknak nagy je-
lento˝se´ge van a nyomtatott a´ramko¨ro¨k terveze´se´ne´l. Leighton, e´s to˝le fu¨gget-
lenu¨l Ajtai, Chva´tal, Newborn e´s Szemere´di [ACNS82] igazolta´k a ko¨vetkezo˝,
Metsze´si Lemma´nak nevezett egyenlo˝tlense´get. Ha a G gra´fnak n csu´csa e´s
e ≥ 4n e´le van, akkor cr(G) ≥ 1
64
e3
n2
. Ez a korla´t a konstansto´l eltekintve
nem jav´ıthato´, a jelenleg ismert legjobb konstansok megtala´lhato´ak a dolgo-
zat elso˝ fejezete´ben.
Megjegyezzu¨k, hogy e = 3n−6 esete´n me´g elke´pzelheto˝, hogy cr(G) = 0,
eze´rt szu¨kse´ges az e´lek sza´ma´t alulro´l korla´tozni. De az e ≥ 4n felte´tel helyett
ba´rmilyen e > cn, c > 3 felte´tellel is kimondhattuk volna a Metsze´si Lemma´t,
viszont mine´l ko¨zelebb van c a 3-hoz, anna´l kisebb sza´mot kell ı´rnunk az 1
64
egyu¨tthato´ helye´re.
A Metsze´si Lemma akkor keru¨lt ku¨lo¨no¨sen az e´rdeklo˝de´s ko¨ze´ppontja´ba,
amikor 1995-ben Sze´kely La´szlo´ egy u´j mo´dszer seg´ıtse´ge´vel egy u´j alka-
lmaza´si teru¨letet tala´lt. Sza´mos nehe´z vagy nehe´znek tartott korla´t a geome-
triai illeszkede´sek te´mako¨re´ben egyszeru˝en ko¨vetkezik a Metsze´si Lemma´bo´l.
Ennek illusztra´la´sa´ra tekintsu¨k a Szemere´di-Trotter te´telt [ST83], amely sz-
erint n pont e´s m egyenes ko¨zo¨tt legfeljebb O(n2/3m2/3 + n +m) illeszkede´s
lehet. Ez a korla´t is a konstansto´l eltekintve pontos. Sze´kely mo´dszere
a ko¨vetkezo˝: Tekintsu¨nk n pontot e´s m egyenest, e´s tegyu¨k fo¨l hogy I
illeszkede´s van ko¨ztu¨k. Deﬁnia´ljunk egy lerajzolt gra´fot, amelynek csu´csai
a pontok, e´s mindegyik egyenesen ko¨ssu¨k o¨ssze a szomsze´dos pontokat. I´gy
egy n csu´csu´ e´s I − m e´lu˝ gra´fot kapunk. A Metsze´si Lemma alapja´n ha
6
I−m ≥ 4n akkor a metsze´si sza´m legala´bb 1
64
(I−m)3
n2
. Ugyanakkor a metsze´sek
mindegyike az m egyenes egyik metsze´spontja, teha´t legfeljebb
(
m
2
)
metsze´s
lehet. Innen azonnal ado´dik a te´tel. A dolgozat ma´sodik fejezete´ben meg-
tala´lhato´ak a re´szletek.
Sze´kely mo´dszere´t azo´ta messzemeno˝en a´ltala´nos´ıtotta´k, e´s nagyon sok
helyen alkalmazta´k, [SST99], [PS98], [E02], [D98].
Az egyik fontos alkalmaza´si teru¨let a k-halmaz proble´ma. Adott n pont
a s´ıkon, k-halmaznak nevezu¨nk egy olyan re´szhalmazt, amely szepara´lhato´ a
marade´k n−k pontto´l egy egyenessel. A k-halmaz proble´mako¨r legfontosabb
ke´rde´se az, hogy egy n pontu´ halmaznak legfeljebb ha´ny k-halmaza lehet. A
proble´ma´t elo˝szo¨r Erdo˝s, Lova´sz, Simmons e´s Straus [L71], [ELSS73] vetette´k
fel, majd Edelsbrunner e´s Welzl [EW85], [EW86] vette´k e´szre a feladat,
ku¨lo¨no¨sen a dua´lis verzio´ fontossa´ga´t a sza´mı´to´ge´pes graﬁka´ban e´s geome-
triai algoritmusok anal´ızise´ben e´s terveze´se´ben. A proble´ma dua´lis verzio´ja
a ko¨vetkezo˝. Adott n nem fu¨ggo˝leges egyenes a s´ıkon, legfeljebb ha´ny olyan
metsze´spont van, amely alatt k− 1 egyenes van. Etto˝l kezdve a proble´ma´val
nagyon sokan foglalkoztak, mind az elme´leti jelento˝se´ge, mind a gyakorlati
alkalmaza´sok miatt. A proble´ma´t magasabb dimenzio´ban is vizsga´lta´k, de a
pontos korla´t mega´llap´ıta´sa szinte reme´nytelennek tu˝nik, me´g a s´ıkon is.
A tova´bbiakban re´szletezzu¨k a disszerta´cio´ fo˝bb eredme´nyeit.
1.2. A Metsze´si Lemma e´s e´les´ıte´sei
Metsze´si Lemma ([ACNS82], [L83]) Minden n csu´csu´ e´s e ≥ 4n e´lu˝ G
gra´fra cr(G) ≥ 1
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e3
n2
e´s ez a korla´t konstansto´l eltekintve nem jav´ıthato´.
Tala´n a legegyszeru˝bb bizony´ıta´s a ko¨vetkezo˝ o¨tleten alapul: Tudjuk,
hogy egy s´ıkgra´fnak legfeljebb 3n − 6 e´le lehet. Ebbo˝l ko¨nnyen ko¨vetkezik,
hogy minden gra´fra cr(G) ≥ e− (3n− 6), hiszen egy maxima´lis s´ıkbarajzolt
re´szgra´f valamelyik e´le´t minden tova´bbi e´l metszi. Ezuta´n tekintsu¨nk egy
tetszo˝leges G gra´fot, e´s vegyu¨k egy ve´letlen, ritka re´szgra´fja´t, vagyis akkora
valo´sz´ınu˝se´ggel va´lasszuk ki a csu´csait, hogy az a´ltaluk fesz´ıtett re´szgra´fnak
va´rhato´an alig to¨bb e´le legyen mint egy s´ıkgra´fnak. Erre a re´szgra´fra pedig
alkalmazzuk az elo˝bbi egyszeru˝ egyenlo˝tlense´get. Innen az eredme´ny egy kis
sza´mola´ssal ko¨vetkezik; a re´szletek megtala´lhato´ak a ma´sodik fejezetben.
Azt, hogy a korla´t nagysa´grendileg nem jav´ıthato´, legegyszeru˝bben egy
olyan gra´f mutatja, amely egyforma, ko¨ru¨lbelu¨l e
n
me´retu˝ teljes gra´fok disz-
junkt unio´ja. Kicsit pontosabban: osszuk az n csu´csot 2e
n
me´retu˝ blokkokba,
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minden blokkon belu¨l hu´zzuk be az o¨sszes e´lt, a blokkok ko¨zo¨tt pedig ne
legyen e´l. Ennek a gra´fnak n csu´csa e´s ko¨ru¨lbelu¨l e e´le van, mindegyik blokk
metsze´si sza´ma c e
4
n4
, n
2
2e
darab blokk van e´s lerajzolhato´ak a blokkok u´gy,
hogy a ku¨lo¨nbo¨zo˝ blokkok e´lei nem metszik egyma´st. I´gy azt kapjuk, hogy
a metsze´si sza´m c e
3
n2
valamilyen c konstansra.
Ne´zzu¨k meg egy kicsit ko¨zelebbro˝l a cr(G) ≥ e−(3n−6) egyenlo˝tlense´get!
Egy ma´sik lehetse´ges bizony´ıta´sa az e´lek sza´ma´ra vonatkozo´ indukcio´. Ha
e ≤ 3n − 6, akkor az a´ll´ıta´s nyilva´nvalo´, ha pedig e > 3n − 6, akkor a gra´f
nem s´ıkgra´f. Hagyjunk el egy e´let, amin van metsze´s, e´s haszna´ljuk az in-
dukcio´s felteve´st. A korla´t nem jav´ıthato´, ha e 3n − 6 ko¨zele´ben van, de
nagyobb e esete´n ve´lheto˝en nem pontos, hiszen ha a gra´fnak sok e´le van,
akkor kell lenni olyan e´lnek is, amin nem egy, hanem to¨bb metsze´s van.
Ennek elhagya´sa´val ero˝sebb korla´tot bizony´ıthatunk. Ezen az u´ton elo˝szo¨r
Pach Ja´nossal indultunk el 1995-ben. Legyen ek(n) egy n csu´csu´ gra´f e´leinek
maxima´lis sza´ma, amely u´gy lerajzolhato´, hogy minden e´len legfeljebb k
metsze´s van. Vila´gos, hogy e0(n) = 3n − 6. Bela´ttuk, hogy ha 0 ≤ k ≤ 4,
akkor ek(n) ≤ (k + 3)(n − 2). Ennek seg´ıtse´ge´vel a cr(G) ≥ e − (3n − 6)
egyenlo˝tlense´gne´l jo´val ero˝sebb cr(G) ≥ 5e − 25n egyenlo˝tlense´get, e´s ezt
felhaszna´lva az 1
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konstans helyett 1
33.75
-et kaphatunk. Bela´ttuk azt is, hogy
az e1(n) ≤ 4n−8 e´s e2(n) ≤ 5n−10 egyenlo˝tlense´gek pontosak, viszont e3(n)
esete´ben ma´r nem tala´lkozott az also´ e´s felso˝ korla´tunk. A ma´sik gyenge pon-
tja az eml´ıtett korla´toknak az, hogy csak olyan lerajzola´sokat engedhettu¨nk
meg, amelyekben ba´rmely ke´t e´lnek csak egy ko¨zo¨s pontja van, amely vagy
ko¨zo¨s ve´gpont vagy metsze´spont. Pach Ja´nossal, Radosˇ Radoicˇic´-csel e´s Tar-
dos Ga´borral pontos´ıtottuk a korla´tot, e´s a´ltala´nos´ıtottuk az eredme´nyeket
olyan lerajzola´sokra is, ahol az e´lek aka´rmilyen sokszor metszhetik egyma´st.
1. Te´tel. Ha egy n csu´csu´ gra´f lerajzolhato´ u´gy hogy ba´rmelyik e´le´n legfeljebb
3 metsze´s van, akkor az e´lek sza´ma legfeljebb 5.5(n − 2). Ez a korla´t egy
addit´ıv konstansto´l eltekintve pontos.
Az 1. Te´tel e´s tova´bbi e´szreve´telek felhaszna´la´sa´val azt kaphatjuk, hogy
minden n csu´csu´ e´s e e´lu˝ G gra´fra cr(G) ≥ 4e − 103
6
n, e´s ve´gu¨l, ezt az
egyenlo˝tlense´get haszna´lva, a Metsze´si Lemma´t a ko¨vetkezo˝ forma´ban kapjuk,
az eddig ismert legjobb konstanssal.
2. Te´tel. Minden n csu´csu´ e´s e ≥ 18n e´lu˝ G gra´fra cr(G) ≥ 0.032 e3
n2
.
Azt is bela´ttuk, hogy a fenti a´ll´ıta´s ma´r nem teljesu¨l, ha a konstans helye´re
0.09-et ı´runk.
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De vajon egya´ltala´n besze´lhetu¨nk
”
legjobb” konstansro´l? Pach Ja´nossal
e´s Joel Spencerrel, Erdo˝s e´s Guy re´gi sejte´se´t igazolva bebizony´ıtottuk, hogy
igen, a ko¨vetkezo˝ e´rtelemben: Legyen κ(n, e) az n csu´csu´ e´s e e´lu˝ gra´fok
metsze´si sza´ma´nak a minimuma, azaz
κ(n, e) = min
n(G) = n
e(G) = e
cr(G).
3. Te´tel. Ha n≪ e≪ n2, akkor a
lim
n→∞κ(n, e)
n2
e3
= C > 0
hata´re´rte´k le´tezik.
Az a ≪ b jelo¨le´s azt jelenti, hogy a = o(b). A 2. Te´tel e´s az uta´na levo˝
megjegyze´s alapja´n teha´t 0.032 < C < 0.09. Azt nem tudtuk eldo¨nteni, hogy
valo´ban szu¨kse´g van-e az n ≪ e ≪ n2 felte´telre. Elke´pzelheto˝, hogy a jo´val
gyenge´bb C1n < e < C2n
2 felte´tel is elegendo˝. Ha igen, akkor C1 > 3, hiszen
κ(n, 3n) = 6. Ugyanakkor a teljes gra´f metsze´si sza´ma´ra ismert also´ korla´t
[G72] alapja´n la´thatjuk, hogy e =
(
n
2
)
helyettes´ıte´ssel a te´telben szereplo˝ C
konstansna´l nagyobb sza´mot kapunk, teha´t a felte´telben C2 <
1
2
.
Egy gra´f vastagsa´ga (bisection width, b(G)) azon e´lek minima´lis sza´ma,
amelyek elhagya´sa´val a gra´f ke´t, ko¨zel egyforma (legala´bb n/3 csu´csu´) re´szre
bomlik fo¨l. Ez a parame´ter rendk´ıvu¨l hasznos a rekurz´ıv algoritmusok ter-
veze´se´ben e´s elemze´se´ben, e´s rekurz´ıv bizony´ıta´sokban. Pach, Shahrokhi e´s
Szegedy bizony´ıtotta´k a ko¨vetkezo˝ o¨sszefu¨gge´st a vastagsa´g e´s a metsze´si
sza´m ko¨zo¨tt. Tetszo˝leges G n csu´csu´ gra´fra amelyben a csu´csok fokai d1, d2,
. . ., dn,
b(G) ≤ 10
√
cr(G) + 2
√√√√ n∑
i=1
d2i . (1.1)
Ez durva´n szo´lva azt jelenti, hogy egy kis metsze´si sza´mu´ gra´fnak a
vastagsa´ga is kicsi. Ebben az e´rtelemben ez a s´ıkgra´fokra vonatkozo´ Lipton-
Tarjan szepara´tor te´tel [LT79] a´ltala´nos´ıta´sa. Ezt felhaszna´lva bela´thato´,
hogy azoknak a gra´foknak, amelyeknek a metsze´si sza´ma e3/n2 ko¨zele´ben
van, nagyon specia´lis struktu´ra´juk van, nagyon hasonlo´ak a ma´r eml´ıtett
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pe´lda´hoz. A csu´csok beoszthato´ak nagysa´grendileg egyforma nagy, ce/n me´-
retu˝ blokkokra u´gy, hogy a blokkok pozit´ıv su˝ru˝se´gu˝ re´szgra´fokat fesz´ıtenek,
mı´g a blokkok ko¨zo¨tti e´lek halmaza o¨sszesen is csak egy elhanyagolhato´ re´sze
az o¨sszes e´lnek. Teha´t ha a gra´fnak valamilyen olyan tulajdonsa´ga van amely
lehetetlenne´ teszi a pozit´ıv su˝ru˝se´gu˝ re´szgra´fokat, akkor a metsze´si sza´mra
adott ce3/n2 also´ korla´t jav´ıthato´.
Ez az e´szreve´tel vezetett az extrema´lis gra´felme´let e´s a metsze´si sza´mok
ko¨zo¨tti o¨sszefu¨gge´s felismere´se´hez. Ne´zzu¨nk erre egy pe´lda´t! Ismert [R58],
hogy egy n csu´csu´, 4 hosszu´ ko¨rt nem tartalmazo´ gra´fnak legfeljebb cn3/2 e´le
van.
4. Te´tel. Ha a G gra´fnak n csu´csa e´s e e´le van, e´s G nem tartalmaz 4
hosszu´ ko¨rt, akkor
cr(G) ≥ c e
4
n3
,
e´s ez a korla´t nagysa´grendileg nem jav´ıthato´.
A pe´lda, ami azt mutatja, hogy a korla´t nem jav´ıthato´, nagyon hasonlo´ az
a´ltala´nos pe´lda´hoz, amely megfelelo˝ me´retu˝ teljes gra´fok unio´ja. Itt megfelelo˝
me´retu˝ extrema´lis gra´fok unio´ja´t kell tekinteni.
Hasonlo´ eredme´nyeket kaptunk ma´s tiltott re´szgra´fok esete´n, valamint
olyan gra´fokra, amelyekben nincs ro¨vid ko¨r, illetve a´ltala´ban minden olyan
o¨ro¨klo˝do˝ gra´ftulajdonsa´gra, amelyne´l a maxima´lis e´lsza´m o(n2). Azokban
az esetekben, amikor a megfelelo˝ extrema´lis gra´felme´leti feladatban az e´lek
maxima´lis sza´ma nagysa´grendileg ismert, ott a metsze´si sza´mokra is nagy-
sa´grendileg nem jav´ıthato´ korla´tot kapunk.
1.3. Egye´b metsze´si sza´mok
Egy gra´f metsze´si sza´ma´n a´ltala´ban a
”
metsze´sek minima´lis sza´ma´t” [BL84]
e´rtju¨k a gra´f o¨sszes lerajzola´sa´ra. Azonban ez a deﬁn´ıcio´ pontos´ıta´sra szorul.
Bizonyos szerzo˝k felteszik, hogy egy lerajzola´sban az e´lek csak egyenes sza-
kaszok lehetnek [J71]. Ma´s esetekben go¨rbe´k is megengedettek. Ha az
e´lek go¨rbe´k, feltehetju¨k, hogy ba´rmely ke´t e´lnek csak egy ko¨zo¨s pontja van
[WB78], [B91] [PT97], ko¨zo¨s ve´gpont vagy metsze´spont, illetve megenged-
hetju¨k, hogy aka´rha´ny metsze´spontjuk legyen [T70], [GJ83], [SSSV97]. Ez
uto´bbi esetben ra´ada´sul sza´molhatjuk a metsze´spontokat, vagy a metszo˝
e´lpa´rokat fu¨ggetlenu¨l atto´l, hogy az e´lpa´r ha´nyszor metszi egyma´st. So˝t
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sza´molhatjuk csak azokat az e´lpa´rokat, amelyek pa´ratlan sokszor metszik
egyma´st. A tiszta´zatlan deﬁn´ıcio´k miatt hiba´s, hia´nyos, vagy re´szben egy-
ma´snak ellentmondo´ a´ll´ıta´sok jelentek meg, e´s a kutato´k to¨bbse´ge nem volt
tudata´ban annak, hogy ezek az a´rnyalatnyi deﬁn´ıcio´s ku¨lo¨nbse´gek le´nyeges
elte´re´st eredme´nyezhetnek. Pach Ja´nossal rendet k´ıva´ntunk teremteni ezen
a te´ren. Tekintsu¨k a ko¨vetkezo˝ ne´gy metsze´si sza´mot.
lin-cr(G), az egyenes vonalu´ metsze´si sza´m: a metsze´spontok minima´lis
sza´ma a G gra´f olyan lerajzola´saira, ahol az e´lek egyenes szakaszok
cr(G) a ko¨zo¨nse´ges metsze´si sza´m: a metsze´spontok minima´lis sza´ma a G
gra´f olyan lerajzola´saira, ahol az e´lek tetszo˝leges go¨rbe´k.
pair-cr(G) a pa´r-metsze´si sza´m: a metszo˝ e´lpa´rok minima´lis sza´ma a G gra´f
olyan lerajzola´saira, ahol az e´lek tetszo˝leges go¨rbe´k.
odd-cr(G) a pa´ratlan-metsze´si sza´m: az egyma´st pa´ratlan sokszor metszo˝
e´lpa´rok minima´lis sza´ma a G gra´f olyan lerajzola´saira, ahol az e´lek tetszo˝leges
go¨rbe´k.
Mindig feltesszu¨k, hogy egy e´l nem megy a´t egy csu´cson, e´s ke´t e´l ko¨zo¨s
pontja vagy ko¨zo¨s ve´gpont vagy metsze´s (teha´t nem e´rinthetik egyma´st).
Nyilva´nvalo´an cr(G) a
”
szoka´sos” metsze´si sza´m, ezen dolgozat ma´sodik
fejezete is erro˝l a metsze´si sza´mro´l szo´l. A deﬁn´ıcio´kbo´l az is nyilva´nvalo´,
hogy
odd-cr(G) ≤ pair-cr(G) ≤ cr(G) ≤ lin-cr(G)
minden G gra´fra. Nem nehe´z bela´tni, hogy ha odd-cr(G) = 0, akkor G
nem tartalmazhat topologikus K5 e´s K3,3 re´szgra´fokat, teha´t Kuratowski
te´tele alapja´n s´ıkgra´f. Viszont ekkor cr(G) = pair-cr(G) = 0, so˝t Fa´ry
te´tele miatt lin-cr(G) = 0.
Bienstock e´s Dean [BD93] tala´ltak olyan Gi gra´fokat, amelyekre cr(Gi) =
4, de lin-cr(Gi) tetszo˝legesen nagy. Teha´t az egy nagyon le´nyeges ku¨lo¨nbse´g,
hogy az e´lek egyenes szakaszok vagy go¨rbe´k, cr(G) e´rte´ke´nek semmilyen
fu¨ggve´nye´vel sem lehet lin-cr(G) e´rte´ke´t felu¨lro˝l becsu¨lni.
Pach Ja´nossal bebizony´ıtottuk, hogy a ma´sik ha´rom metsze´si sza´mra nem
ez a helyzet, odd-cr(G) illetve pair-cr(G) seg´ıtse´ge´vel felu¨lro˝l becsu¨lheto˝
cr(G).
5. Te´tel. Minden G gra´fra
cr(G) < 2 · odd-cr(G)2.
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A bizony´ıta´s le´nyege a ko¨vetkezo˝: Induljunk ki egy lerajzola´sbo´l, amely
odd-cr(G) szempontja´bo´l optima´lis, vagyis ahol a pa´ratlan sok pontban
metszo˝ e´lpa´rok sza´ma e´ppen odd-cr(G). Nevezzu¨k pa´ros e´lnek azokat az
e´leket, amelyeket minden ma´s e´l pa´ros sokszor metsz, a to¨bbi e´let meg
nevezzu¨k pa´ratlan e´lnek. Megmutatjuk, hogy a gra´f u´gy is lerajzolhato´ hogy
a pa´ros e´leket egya´ltala´n ne metssze semmi. Ezuta´n ma´r ko¨nnyu˝ ele´rni hogy a
pa´ratlan e´lek ko¨zu¨l ba´rmely ketto˝ legfeljebb egyszer metssze egyma´st. Mivel
a pa´ratlan e´lek sza´ma legfeljebb 2 · odd-cr(G), az ı´gy kapott lerajzola´sban
valo´ban kevesebb mint 2 · odd-cr(G)2 metsze´spont van.
Mivel pair-cr(G) ≥ odd-cr(G), nyilva´nvalo´an cr(G) < 2·pair-cr(G)2
is teljesu¨l. Ezt a korla´tot Pavel Valtr megjav´ıtotta, bebizony´ıtotta, hogy
minden gra´fra cr(G) ≤ c·pair-cr(G)2/ log pair-cr(G). Ezt sikeru¨lt tova´bb
jav´ıtanom.
6. Te´tel. Minden G gra´fra
cr(G) ≤ c · pair-cr(G)2/ log2 pair-cr(G).
Ez a korla´t valo´sz´ınu˝leg me´g mindig nagyon gyenge, ku¨lo¨no¨s tekintettel
arra, hogy lehetse´ges hogy minden G gra´fra cr(G) = pair-cr(G).
Schaefer, Sˇtefankovicˇ e´s Pelsmajer [PSS06] egy gyo¨nyo¨ru˝ konstrukcio´
seg´ıtse´ge´vel megmutatta´k, hogy odd-cr(G) viszont ma´r nem mindig egyenlo˝
a ma´sik ke´t metsze´si sza´mmal, mutattak olyan G gra´fot, amelyre odd-cr(G)
< pair-cr(G), pontosabban tetszo˝leges ε > 0 konstanshoz konstrua´ltak
olyan G = Gε gra´fot amelyre odd-cr(G) < (
√
3/2 + ε) · pair-cr(G). Ezen
a korla´ton sikeru¨lt minima´lisan jav´ıtanom egy ege´szen ma´s konstrukcio´val.
7. Te´tel. Minden ε > 0 konstanshoz le´tezik olyan G = Gε gra´f amelyre
odd-cr(G) <
(
3
√
5
2
− 5
2
+ ε
)
pair-cr(G).
.
1.4. Ve´letlen gra´fok metsze´si sza´mai
Ma´r tudjuk, hogy egy n csu´csu´ e´s e ≥ 4n e´lu˝ gra´f metsze´si sza´ma nagysa´g-
rendileg e3/n2 e´s e2 ko¨zo¨tt van. De vajon mennyi egy tipikus gra´f metsze´si
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sza´ma? Legyen G(n, p) egy n csu´csu´ ve´letlen gra´f, amelynek ba´rmely ke´t
csu´csa ko¨zo¨tt egyma´sto´l fu¨ggetlenu¨l p valo´sz´ınu˝se´ggel hu´zunk be e´lt. Az e´lek
sza´ma´nak va´rhato´ e´rte´ke e = p
(
n
2
)
. Pach Ja´nossal bebizony´ıtottuk, hogy
cr(G) va´rhato´ e´rte´ke nagysa´grendileg a maxima´lis e2 ko¨zele´ben van, so˝t
e´rte´ke majdnem biztosan a va´rhato´ e´rte´k ko¨zele´ben van.
8. Te´tel. Legyen G(n, p) egy n csu´csu´ ve´letlen gra´f p e´l-valo´sz´ınu˝se´ggel,
e´s legyen e = p
(
n
2
)
, az e´lek sza´ma´nak va´rhato´ e´rte´ke. Ha e ≥ 10n, akkor
majdnem biztosan
cr(G) ≥ e
2
4000
.
9. Te´tel. Ugyanezekkel a jelo¨le´sekkel
Pr
[
|cr(G)− E[cr(G)]| > 3αe3/2
]
< 3 exp(−α2/4)
teljesu¨l minden olyan α sza´mra, amelyre (e/4)3 exp(−e/4) ≤ α ≤ √e.
Mivel lin-cr(G) ≥ cr(G), a 8. Te´tel a´ll´ıta´sa lin-cr(G)-re is tel-
jesu¨l. A bizony´ıta´s isme´t a ma´r eml´ıtett, a metsze´si sza´m e´s vastagsa´g
ko¨zo¨tti o¨sszefu¨gge´sen alapul. Ennek alapjan egy gra´f metsze´si sza´ma alulro´l
becsu¨lheto˝ a vastagsa´g seg´ıtse´ge´vel. A vastagsa´g va´rhato´ e´rte´ke egy ve´letlen
gra´fna´l pedig ko¨nnyen becsu¨lheto˝.
Joel Spencerrel tova´bb vizsga´ltuk ve´letlen gra´fok metsze´si sza´mait, e´s
to¨bb ira´nyba is a´ltala´nos´ıtottuk e´s pontos´ıtottuk a 8. Te´telt. A 9. Te´tel
a´ll´ıta´sa teljesu¨l a to¨bbi metsze´si sza´mra is, ugyanazzal a bizony´ıta´ssal.
Legyen
κlin-cr(n, p) =
E [lin-cr(G)]
e2
, κcr(n, p) =
E [cr(G)]
e2
,
κpair-cr(n, p) =
E [pair-cr(G)]
e2
, κodd-cr(n, p) =
E [odd-cr(G)]
e2
,
ahol G = G(n, p). A deﬁn´ıcio´ alapja´n nyilva´nvalo´ hogy κodd-cr(n, p) ≤
κpair-cr(n, p) ≤ κcr(n, p) ≤ κlin-cr(n, p) minden n-re e´s p-re.
10. Te´tel. Tetszo˝leges n > 0-ra κlin-cr(n, p), κcr(n, p), κpair-cr(n, p) e´s
κodd-cr (n, p) p no¨vekvo˝, folytonos fu¨ggve´nyei.
11. Te´tel. Tetszo˝leges ε > 0 esete´n legyen p = p(n) = nε−1, ekkor
lim inf
n→∞ κpair-cr(n, p) > 0, lim infn→∞ κodd-cr(n, p) > 0.
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Itt az a fo˝ ku¨lo¨nbse´g a 8. Te´telhez ke´pest hogy a ma´r eml´ıtett, a gra´f
vastagsa´ga´n alapulo´ bizony´ıta´si mo´dszert nem alkalmazhattuk, mivel a gra´f
vastagsa´ga e´s cr(G) ko¨zo¨tti Pach-Shahrokhi-Szegedy egyenlo˝tlense´g (1.1)
megfelelo˝je nem ismert pair-cr(G)-vel, illetve odd-cr(G)-vel. Csak jo´val
gyenge´bb, sza´munkra haszna´lhatatlan egyenlo˝tlense´g ismert. Eze´rt ma´s mo´d-
szert kellett alkalmazni. Bebizony´ıtottuk, hogy nagy valo´sz´ınu˝se´ggel nagyon
sok topologikus K5 tala´lhato´ G(n, p)-ben, mindegyik egy-egy metsze´st je-
lent, e´s ebbo˝l becsu¨lju¨k pair-cr(G) e´s odd-cr(G) e´rte´ke´t. Ezt viszont csak
e > nε+1 esete´n tudtuk alkalmazni, mı´g a 8. Te´telben ele´g volt feltenni,
hogy e > 10n. A ko¨vetkezo˝ te´tel azt mutatja, hogy ezt a felte´telt le´nyegesen
gyeng´ıthetju¨k.
12. Te´tel. Tetszo˝leges c > 1 esete´n legyen p = p(n) = c/n, ekkor
lim inf
n→∞ κcr(n, p) > 0
A 12. Te´tel terme´szetesen κlin-cr(n, p)-re is teljesu¨l. Itt viszont sokkal
ero˝sebb a´ll´ıta´st is be tudtunk la´tni: ro¨gz´ıtett n-re κlin-cr(n, p) mint p fu¨ggve´nye
nagyon gyorsan ele´ri a maximumat.
13. Te´tel. Ha p = p(n)≫ lnn
n
akkor
lim
n→∞κlin-cr(n, p) = limn→∞κlin-cr(n, 1) = limn→∞
lin-cr(Kn)(
n
2
)2
1.5. A k-halmaz proble´ma
Ebben a fejezetben minden ponthalmazro´l feltesszu¨k, hogy a´ltala´nos helyzet-
ben van, vagyis nincs ha´rom pont egy egyenesen. Legyen P egy n pontu´ hal-
maz a s´ıkon. Egy k elemu˝ re´szhalmazt k-halmaznak nevezu¨nk, ha elva´laszt-
hato´k a to¨bbi n− k pontto´l egy egyenessel. A ke´rde´s az, hogy egy n elemu˝
ponthalmaznak legfeljebb ha´ny k-halmaza lehet. Ez a kombinatorikus ge-
ometria tala´n egyik legizgalmasabb, ma´ig megoldatlan ke´rde´se. A proble´ma´t
a´tfogalmazhatjuk a ko¨vetkezo˝ mo´don. A P halmaz egy pontpa´rja´t k-e´lnek
nevezzu¨k, ha az a´ltaluk meghata´rozott egyenes egyik oldala´n k − 1, ma´sik
oldala´n n−k−1 pont van. Nem nehe´z bela´tni hogy a k-e´lek e´s a k-halmazok
sza´ma megegyezik, ı´gy vizsga´lhatjuk a k-e´lek sza´ma´t is.
Egy alkalmas dua´lis transzforma´cio´t alkalmazva a pontokbo´l egyenesek,
a k-e´lekbo˝l pedig olyan metsze´spontok lesznek, amelyek alatt pontosan k−1
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egyenes van, fo¨lo¨tte pedig n− k − 1. I´gy kapjuk a k-szint proble´ma´t, amely
le´nyege´ben ekvivalens a k-halmaz proble´ma´val. Adott n a´ltala´nos helyzetu˝
egyenes (semelyik ha´rom nem metszi egyma´s ugyanabban a pontban), egyik
sem fu¨ggo˝leges. Tekintsu¨k az egyenesek azon pontjainak a halmaza´t, amelyek
alatt pontosan k ma´sik egyenes van. Ez a halmaz az egyeneseken levo˝ ny´ılt in-
tervallumokbo´l a´ll, amelyeknek a ve´gpontjai a metsze´spontok. A k-adik szint
ennek a halmaznak a relat´ıv leza´rtja, vagyis hozza´vesszu¨k a metsze´spontokat
is. I´gy egy x-monoton to¨ro¨ttvonalat kapunk, amely minden metsze´spontban
kanyarodik. A k-adik szint bonyolultsa´ga vagy hossza az o˝t alkoto´ interval-
lumok sza´ma, vagyis a kanyarok sza´ma plusz egy. A k-szint proble´ma az,
hogy k a´ltala´nos, nem fu¨ggo˝leges egyenes halmaza´ban legfeljebb mekkora
lehet a k-adik szint bonyolultsa´ga.
A k-halmaz proble´ma´t elo˝szo¨r Erdo˝s, Lova´sz, Simmons e´s Straus [L71],
[ELSS73] vetette´k fel, e´s bebizony´ıtotta´k azO(n
√
k) felso˝ korla´tot. Ezenk´ıvu¨l
konstrua´ltak olyan ponthalmazt, amelynek Ω (n log k) k-halmaza van. Edels-
brunner e´s Welzl [EW85], [EW86] fogalmazta´k meg elo˝szo¨r a proble´ma dua´lis
verzio´ja´t, e´s o˝k vette´k e´szre a proble´ma fontossa´ga´t geometriai algoritmusok
elemze´se´ben. Az also´ e´s felso˝ korla´tokon e´rdemben nem tudtak jav´ıtani. An-
nak ellene´re, hogy a proble´ma´t intenz´ıven vizsga´lta´k, a felso˝ korla´tot csak
20 e´vvel ke´so˝bb Pach, Steiger e´s Szemere´di [PSS92] tudta megjav´ıtani, egy
log∗ k faktorral. Bebizony´ıtotta´k, hogy egy n pontu´ halmaznak legfeljebb
O(n
√
k/ log∗ k) k-halmaza van. Ve´gu¨l 1998-ban Tamal Dey [D98] e´rt el
a´tto¨re´st, Sze´kely ma´r eml´ıtett mo´dszere´t e´s a Metsze´si Lemma´t zsenia´lisan
alkalmazva. Az o˝ felso˝ korla´tja O(n 3
√
k).
Az Ω (n log k) also´ korla´tot viszont nem sikeru¨lt megjav´ıtani, kive´ve a
kisebb jav´ıta´sokat a konstans szorzo´n [EW85], [E92], [E98], e´s sokan azt
sejtette´k, hogy ez a korla´t az igazsa´g ko¨zele´ben van. Ezt sikeru¨lt 2000-ben
megca´folni.
14. Te´tel. Tetszo˝leges n, k, n ≥ 2k > 0 sza´mokhoz le´tezik olyan n pontu´
halmaz a s´ıkon, amely k-halmazainak a sza´ma
ne
Ω
(√
log k
)
.
A proble´ma terme´szetesen a´ltala´nos´ıthato´ magasabb dimenzio´ra is, e´s
ott me´g sokkal kevesebbet tudunk. A leginka´bb vizsga´lt eset az, amikor
k = n/2, azaz n pa´ros. A ke´rde´s ebben az esetben u´gy is fogalmazhato´, hogy
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n a´ltala´nos helyzetu˝ pont halmaza´t a d dimenzio´s te´rben ha´ny ku¨lo¨nbo¨zo˝
mo´don lehet fe´lbeva´gni egy hipers´ıkkal. Jelo¨lju¨k ezt a sza´mot fd(n)-nel.
Ezzel a jelo¨le´ssel az elo˝bb eml´ıtett legjobb korla´tok a s´ıkban f2(n) = O(n
4/3),
illetve f2(n) = n exp(Ω(
√
log n)). Az nyilva´nvalo´, hogy fd(n) = O(n
d).
Ha´rom dimenzio´ban az elso˝ jav´ıta´st Ba´ra´ny, Fu¨redi e´s Lova´sz [BFL90] e´rte´k
el, bebizony´ıtotta´k, hogy f3(n) = O(n
3−1/343). Ezt jav´ıtotta Aronov, Chazelle,
Edelsbrunner, Guibas, Sharir e´s Wenger [ACE91], Eppstein [E93], majd Dey
e´s Edelsbrunner [DE94]. A jelenleg ismert legjobb felso˝ korla´t, f3(n) =
O(n5/2), Sharir, Smorodinsky e´s Tardos [SST99] eredme´nye. Nemre´g Ma-
tousˇek, Sharir, Smorodinsky e´s Wagner [MSSW06] a´ltala´nos´ıtotta a ha´rom
dimenzio´s bizony´ıta´si mo´dszereket ne´gy dimenzio´ra, az o˝ eredme´nyu¨k f4(n) =
O(n4−2/45). Enne´l magasabb dimenzio´ban a legjobb felso˝ korla´tot Zˇivaljevic´
e´s Vrec´ica [ZV92] algebrai topolo´giai eredme´nye´bo˝l (soksz´ınu˝ Tverberg te´tel)
Alon, Ba´ra´ny, Fu¨redi e´s Kleitman [ABFK92] vezette le, ennek e´rtelme´ben
fd(n) = O(n
d−cd), ahol cd = (4d− 3)−d.
A legjobb also´ korla´t minden dimenzio´ban a 14. Te´tel egyszeru˝ ko¨vet-
kezme´nye.
15. Te´tel. Tetszo˝leges pa´ros n-re e´s d ≥ 2-re
fd(n) = n
d−1e
Ω
(√
logn
)
.
Te´rju¨nk vissza a s´ıkra. Radosˇ Radoicˇic´-csel a k-szint proble´ma´nak egy
a´ltala´nos´ıta´sa´t vizsga´ltuk. Tekintsu¨nk n a´ltala´nos helyzetu˝ egyenest. Egy x-
monoton to¨ro¨ttvonal, amely az egyenesek szakaszaibo´l a´ll, hossza az o˝t alkoto´
intervallumok sza´ma, vagyis a rajta levo˝ kanyarok sza´ma plusz 1. Sharir
vetette fo¨l a ke´rde´st, hogy mekkora h(n), egy ilyen to¨ro¨ttvonal maxima´lis
hossza. Ez a ke´rde´s teha´t annyiban a´ltala´nosabb a k-szint proble´ma´na´l, hogy
az itt vizsga´lt to¨ro¨ttvonalaknak nem felte´tlenu¨l kell minden metsze´spontban
kanyarodni.
Sharir e´s Meggido [E87] mutatta´k meg, hogy h(n) = Ω(n3/2), Matousˇek
[M91] Ω(n5/3)-re jav´ıtotta a korla´tot. Ezt jav´ıtottuk tova´bb.
16. Te´tel. h(n) = Ω(n7/4).
Azo´ta Balogh, Regev, Smyth, Steiger e´s Szegedy [BRSSS04] ezt az ered-
me´nyt jelento˝sen tova´bb jav´ıtotta, az o˝ also´ korla´tjuk h(n) = Ω(n2−(d/
√
logn))
valamilyen d konstansra.
16
A feladatra
(
n
2
)
trivia´lis felso˝ korla´t e´s a ma ismert legjobb, majdnem
trivia´lis korla´t ennek le´nyege´ben a fele.
Ko¨szo¨netnyilva´n´ıta´s
Nagyon ha´la´s vagyok Pach Ja´nosnak, aki ma´r 18 e´ve ve´gtelen tu¨relemmel e´s
fa´radhatatlanul seg´ıti munka´mat.
Ko¨szo¨no¨m tana´raim, Elekes Gyo¨rgy, Richard Pollack e´s Thiry Imre´ne´,
ta´rsszerzo˝im, Bo´na Miklo´s, ifj. Bo¨ro¨czky Ka´roly, Csizmadia Gyo¨rgy, Adrian
Dumitrescu, Fejes To´th Ga´bor, Gya´rfa´s Andra´s, Ka´rolyi Gyula, Keszegh
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Chapter 2
Improving the Crossing Lemma
This chapter is based on the manuscript [PRTT06]. Twenty years ago, Ajtai,
Chva´tal, Newborn, Szemere´di, and, independently, Leighton discovered that
the crossing number of any graph with v vertices and e > 4v edges is at
least ce3/v2, where c > 0 is an absolute constant. This result, known as the
‘Crossing Lemma,’ has found many important applications in discrete and
computational geometry. It is tight up to a multiplicative constant. Here
we improve the best known value of the constant by showing that the result
holds with c > 1024/31827 > 0.032. The proof has two new ingredients,
interesting on their own right. We show that (1) if a graph can be drawn
in the plane so that every edge crosses at most 3 others, then its number of
edges cannot exceed 5.5(v − 2); and (2) the crossing number of any graph is
at least 7
3
e − 25
3
(v − 2). Both bounds are tight up to an additive constant
(the latter one in the range 4v ≤ e ≤ 5v).
2.1 Introduction
Unless stated otherwise, the graphs considered in this paper have no loops
or parallel edges. The number of vertices and number of edges of a graph
G are denoted by v(G) and e(G), respectively. We say that G is drawn in
the plane if its vertices are represented by distinct points and its edges by
(possibly intersecting) Jordan arcs connecting the corresponding point pairs.
If it leads to no confusion, in terminology and notation we make no distinction
between the vertices of G and the corresponding points, or between the edges
and the corresponding Jordan arcs. We always assume that in a drawing (a)
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no edge passes through a vertex diﬀerent from its endpoints, (b) no three
edges cross at the same point, (c) any two edges have only a ﬁnite number
of interior points in common, and at these points they properly cross, i.e.,
one of the edges passes from one side of the other edge to the other side (see
[P99], [P04]). A crossing between two edges is their common interior point
(if it exists). The crossing number of G, denoted by cr(G), is the minimum
number of crossings in a drawing of G satisfying the above conditions.
Ajtai, Chva´tal, Newborn, and Szemere´di [ACNS82] and, independently,
Leighton [L83] have proved the following result, which is usually referred to
as the ‘Crossing Lemma.’ The crossing number of any graph with v vertices
and e > 4v edges satisﬁes
cr(G) ≥ 1
64
e3
v2
.
This result, which is tight apart from the value of the constant, has found
many applications in combinatorial geometry, convexity, number theory, and
VLSI design (see [L83], [S98], [PS98], [ENR00], [STT02], [PT02]). In partic-
ular, it has played a pivotal role in obtaining the best known upper bound
on the number of k-sets [D98] and lower bound on the number of distinct
distances determined by n points in the plane [ST01], [KT04]. According
to a conjecture of Erdo˝s and Guy [EG73], which was veriﬁed in [PST00], as
long as e/v →∞ and e/v2 → 0, the limit
lim
v→∞ minv(G) = v
e(G) = e
cr(G)
e3/v2
exists. The best known upper and lower bounds for this constant (roughly
0.09 and 1/33.75 ≈ 0.029, resp.) were obtained in [PT97].
All known proofs of the Crossing Lemma are based on the trivial inequal-
ity cr(H) ≥ e(H)− (3v(H)− 6), which is an immediate corollary of Euler’s
Polyhedral Formula (v(H) > 2). Applying this statement inductively to all
small (and, mostly sparse) subgraphs H ⊆ G or to a randomly selected one,
the lemma follows. The main idea in [PT97] was to obtain stronger inequal-
ities for the sparse subgraphs H , which have led to better lower bounds on
the crossing numbers of all graphs G. In the present paper we follow the
same approach.
For k ≥ 0, let ek(v) denote the maximum number of edges in a graph of
v ≥ 2 vertices that can be drawn in the plane so that every edge is involved in
at most k crossings. By Euler’s Formula, we have e0(v) = 3(v−2). Pach and
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To´th [PT97] proved that ek(v) ≤ (k+3)(v−2), for 0 ≤ k ≤ 3. Moreover, for
0 ≤ k ≤ 2, these bounds are tight for inﬁnitely many values of v. However,
for k = 3, there was a gap between the lower and upper estimates. Our ﬁrst
theorem, whose proof is presented in Section 2.2, ﬁlls this gap.
Theorem 2.1.1. Let G be a graph on v ≥ 3 vertices that can be drawn in
the plane so that each of its edges crosses at most three others. Then we have
e(G) ≤ 5.5(v − 2).
Consequently, the maximum number of edges over all such graphs satisfies
e3(v) ≤ 5.5(v − 2), and this bound is tight up to an additive constant.
As we have pointed out before, the inequality e0(v) ≤ 3(v−2) immediately
implies that if a graphG of v vertices has more than 3(v−2) edges, then every
edge beyond this threshold contributes at least one to cr(G). Similarly, it
follows from inequality e1(v) ≤ 4(v − 2) that, if e(G) ≥ 4(v − 2), then every
edge beyond 4(v − 2) must contribute an additional crossing to cr(G) (i.e.,
altogether at least two crossings). Summarizing, we obtain that
cr(G) ≥ (e(G)− 3 (v(G)− 2)) + (e(G)− 4 (v(G)− 2))
≥ 2e(G)− 7 (v(G)− 2)
holds for every graph G. Both components of this inequality are tight, so
one might expect that their combination cannot be improved either, at least
in the range when e(G) is not much larger that 4(v − 2). However, this is
not the case, as is shown by our next result, proved in Section 2.3.
Theorem 2.1.2. The crossing number of any graph G with v(G) ≥ 3 vertices
and e(G) edges satisfies
cr(G) ≥ 7
3
e(G)− 25
3
(v(G)− 2).
This bound is tight up to an additive constant whenever 4 (v(G)− 2) ≤
e(G) ≤ 5 (v(G)− 2).
As an application of the above two theorems, in Section 2.4 we establish
the following improved version of the Crossing Lemma.
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Theorem 2.1.3. The crossing number of any graph G satisfies
cr(G) ≥ 1
31.1
e3(G)
v2(G)
− 1.06v(G).
If e(G) ≥ 103
16
v(G), we also have
cr(G) ≥ 1024
31827
e3(G)
v2(G)
.
Note for comparison that 1024/31827 ≈ 1/31.08 ≈ 0.032.
In the last section, we adapt the ideas of Sze´kely [S98] to deduce some
consequences of Theorem 2.1.3, including an improved version of the Sze-
mere´di-Trotter theorem [ST83] on the maximum number of incidences be-
tween n points and m lines. We also discuss some open problems and make
a few conjectures and concluding remarks.
All drawings considered in this paper satisfy the condition that any pair
of edges have at most one point in common. This may be either an endpoint
or a proper crossing. It is well known and easy to see that every drawing of
a graph G that minimizes the number of crossings meets this requirement.
Thus, in the proofs of Theorems 2.1.2 and 2.1.3, we can make this assumption
without loss of generality. However, it is not so obvious whether the same
restriction can be justiﬁed in the case of Theorem 2.1.1. Indeed, in [PT97],
the bound e(G) ≤ (k + 3)(v(G)− 2) was proved only for graphs that can be
drawn with at most k ≤ 4 crossings per edge and which satisfy this extra
condition. To prove Theorem 2.1.1 in its full generality, we have to establish
the following simple statement.
Lemma 2.1.4. Let k ≤ 3, and let G be a graph of v vertices that can be drawn
in the plane so that each of its edges participates in at most k crossings.
In any drawing with this property that minimizes the total number of
crossings, every pair of edges have at most one point in common.
Proof: Suppose for contradiction that some pair of edges, e and f , have at
least two points in common, A and B. At least one of these points, say B,
must be a proper crossing. First, try to swap the portions of e and f between
A and B, and modify the new drawing in small neighborhoods of A and B
so as to reduce the number of crossings between the two edges. Clearly,
during this process the number of crossings along any other edge distinct
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from e and f remains unchanged. The only possible problem that may arise
is that after the operation either e or f (say e) will participate in more than
k crossings. In this case, before the operation there were at least two more
crossings inside the portion of f between A and B, than inside the portion of
e between A and B. Since f participated in at most three crossings (at most
two, not counting B), we conclude that in the original drawing the portion
of e between A and B contained no crossing. If this is the case, instead of
swapping the two portions, replace the portion of f between A and B by
an arc that runs very close to the portion of e between A and B, without
intersecting it. 2
It is interesting to note that the above argument fails for k ≥ 4, as shown
in Figure 2.1.
A B
e
f
Figure 2.1: Two adjacent edges e and f cross, each participating in exactly
4 crossings.
2.2 Proof of Theorem 2.1.1
We use induction on v. For v ≤ 4, the statement is trivial. Let v > 4, and
suppose that the theorem has already been proved for graphs having fewer
than v vertices.
Let G denote the set of all triples (G,G′,D) where G is a graph of v
vertices, D is a drawing of G in the plane such that every edge of G crosses
at most three others (and every pair of edges have at most one point in
common), and G′ is a planar subgraph of G with V (G′) = V (G) that satisﬁes
the condition that no two arcs in D representing edges of G′ cross each other.
Let G′ ⊂ G consist of all elements (G,G′,D) ∈ G for which the number of
edges of G is maximum. Finally, let G′′ ⊂ G′ consist of all elements of G′ for
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which the number of edges of G′ is maximum. Fix a triple (G,G′,D) ∈ G′′
such that the total number of crossings in D along all edges of G′ is as small
as possible. This triple remains ﬁxed throughout the whole argument. The
term face, unless explicitly stated otherwise, refers to a face of the planar
drawing of G′ induced by D. For any face Φ (of G′), let |Φ| denote its
number of sides, i.e., the number of edges of G′ along the boundary of Φ,
where every edge whose both sides belong to the interior of Φ is counted
twice. Notice that |Φ| ≥ 3 for every face Φ, unless G′ consists of a single
edge, in which case v(G) ≤ 4, a contradiction.
It follows from the maximality of G′ that every edge e of G that does not
belong to G′ (in short, e ∈ G−G′) crosses at least one edge of G′. The closed
portion between an endpoint of e and the nearest crossing of e with an edge
of G′ is called a half-edge. We orient every half-edge from its endpoint which
is a vertex of G (and G′) towards its other end sitting in the interior of an
edge of G′. Clearly, every edge e ∈ G−G′ has two oriented half-edges. Every
half-edge lies in a face Φ and contains at most two crossings with edges of G
in its interior. The extension of a half-edge is the edge of G− G′ it belongs
to. The set of half-edges belonging to a face Φ is denoted by H(Φ).
Lemma 2.2.1. Let Φ be a face of G′, and let g be one of its sides. Then
H(Φ) cannot contain two non-crossing half-edges, both of which end on g and
cross two other edges of G (that are not necessarily the same).
e1
e2
e1
e2
Φ
g g
Figure 2.2: Lemma 2.2.1; the edges of G′ are drawn in bold.
Proof: Let e1 and e2 denote the extensions of two non-crossing half-edges
in Φ that end on g. Both half-edges cross two edges of G, so their extensions
cannot cross any other edge apart from g. Removing g from G′ and adding
e1 and e2, we would obtain a larger plane subgraph of G, contradicting the
maximality of G′. 2
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A face Φ of G′ is called simple if its boundary is connected and it does
not contain any isolated vertex of G′ in its interior.
Lemma 2.2.2. The number of half-edges in any simple face Φ satisfies
|H(Φ)| ≤ 3|Φ| − 6.
Proof: For an induction argument to go through, it will be more convenient
to prove the lemma for more general conﬁgurations. Slightly abusing the
terminology and the notation, we prove the inequality |H(Φ)| ≤ 3|Φ|−6, for
any simple ‘face’ Φ with |Φ| ≥ 3 (Φ may have nothing to do with G or G′)
and for any set of oriented ‘half-edges’ H(Φ) contained in Φ that satisfy the
following conditions:
(i) Every half-edge in H(Φ) emanates from a vertex of Φ and ends at an
edge of Φ not incident to that vertex.
(ii) The number of half-edges ending at any edge of Φ is at most three.
(iii) Every half-edge belonging to H(Φ) crosses at most two others.
(iv) If there are two non-crossing half-edges in H(Φ), each crossing two
other elements of H(Φ), then they cannot end at the same edge of Φ.
By deﬁnition, conditions (i)–(iii) are satisﬁed for ‘real’ faces and half-edges
associated with the triple (G,G′,D), while (iv) follows from Lemma 2.2.1.
Assume without loss of generality that the boundary of Φ is a simple
cycle. If this is not the case, replace each vertex of Φ encountered more than
once during a full counter-clockwise tour around the boundary of Φ by as
many copies as many times it is visited, and replace each edge of Φ whose
both sides belong to Φ by two edges running very close to it. Obviously, the
number of sides of the resulting ‘face’ will be the same as that of the original.
We proceed by induction on s = |Φ|. We start with the case s = 3.
Denote the vertices of Φ by A, B, and C. Let a, b, and c denote the number
of half-edges in Φ, emanating from A, B, and C, respectively. Without loss
of generality, we can assume that a ≥ b ≥ c. By (i), every half-edge must
end in the interior of the edge opposite to its starting point. Thus, by (ii),
we have a ≤ 3. Every half-edge emanating from C must cross all half-edges
emanating from A and B. Hence, by (iii), if a + b > 2, we must have c = 0.
Similarly, if a = 3, then b = 0 must hold. The only set of values satisfying
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the above constraints, for which we have a+ b+ c > 3s− 6 = 3, is a = b = 2
and c = 0. In this case, both half-edges emanating from A end in the interior
of the edge BC and both cross the two half-edges emanating from B, which
contradicts condition (iv).
Now let s > 3, and suppose that the statement has already been proved
for faces with fewer than s sides.
Given a half-edge h ∈ H(Φ), its endpoints divide the boundary of Φ into
two pieces. Consider all of these pieces over all elements of H(Φ), and let R
be the set of those pieces that have the smallest number of vertices in their
interiors. Pick R, a minimal element of R by containment. R is deﬁned by a
half-edge e = AE, where A is a vertex of Φ and E is an interior point of an
edge g of Φ (see Figure 2.3). Let P denote the set of all half-edges in Φ that
start at A and end on g. Clearly, we have e ∈ P and, by (ii), 1 ≤ |P | ≤ 3.
By the minimality of R, every element of P other than e ends outside R.
Let Q denote the set of half-edges in Φ that cross e. We claim that every
element h ∈ Q crosses all half-edges in P . Indeed, otherwise h would start
at an interior vertex of R and end at a point of g outside R. However, in this
case the piece of the boundary of Φ deﬁned by h, which contains E, would
have fewer interior vertices than R, contradicting the choice of R.
Thus, if |P | = 3 then, by (iii), Q must be empty. If |P | = 2 then, by (iv),
|Q| ≤ 1, and if |P | = 1 then, by (iii), |Q| ≤ 2. Therefore, we always have
|P ∪Q| ≤ 3.
Let Φ denote the ‘face’ obtained from Φ as follows. Replace the arc R by
the half-edge e. Remove all vertices and edges in R, and regard the union
of e and the part of g not belonging to R as a single new edge (see Figure
2.3). By the deﬁnition of R, the resulting face has s′ ≥ 3 sides. By (i), we
have s′ < s. Consider the set of half-edges H(Φ) = H(Φ) \ (P ∪ Q). None
of the elements of this set crosses e, so, by the minimality of R, all of them
lie in Φ. They meet the conditions (i)–(iv), so one can apply the induction
hypothesis to conclude that
|H(Φ)| ≤ |H(Φ)|+ 3 ≤ (3s′ − 6) + 3 ≤ 3s− 6,
as claimed. 2
Return to the proof of Theorem 2.1.1. A simple face Φ of G′ is said to be
triangular if |Φ| = 3, otherwise it is a big face.
By Lemma 2.2.2, we have |H(Φ)| ≤ 3, for any triangular face Φ. A
triangular face Φ is called an i-triangle if |H(Φ)| = i (0 ≤ i ≤ 3). A 3-
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Ae
A
ΦΦ
g E
R
E
Figure 2.3: Induction step in the proof of Lemma 2.2.2.
triangle is a 3X-triangle if one half-edge emanates from each of its vertices.
Otherwise, it is a 3Y -triangle.
If Φ is a 3Y -triangle, then at least two of its half-edges must end at the
same side. The face adjacent to Φ along this side is called the neighbor of Φ.
An edge of G−G′ is said to be perfect if it starts and ends in 3-triangles
and all the faces it passes through are triangular. The neighbor Ψ of a 3Y -
triangle Φ is called a strong neighbor if either it is a 0-triangle or it is a
1-triangle and the extension of one of the half-edges in H(Φ) ends in Ψ.
Lemma 2.2.3. Let Φ be a 3-triangle. If the extensions of at least two half-
edges in H(Φ) are perfect, then Φ is a 3Y -triangle with a strong neighbor.
Proof: If Φ is a 3X-triangle, then the extension of none of its half-edges is
perfect (see Figure 2.4a). Indeed, observe that if Φ is a 3X-triangle, then it
has three mutually crossing half-edges, so that their extensions do not have
any additional crossing and they must end in a face adjacent to Φ. Moreover,
no other edges of G can enter a 3X-triangle.
Therefore, Φ is a 3Y -triangle. It has a unique neighbor Ψ, which, by
the assumptions in the lemma, must be a triangle. We use a tedious case
analysis, illustrated by Figure 2.4, to prove that Ψ is a strong neighbor. We
only sketch the argument. The set of extensions of the half-edges in H(Φ) is
denoted by H .
Case 1. One half-edge f ∈ H(Φ) emanates from a diﬀerent vertex than
the other two. Then the extension f ∈ H of f is not perfect (see Figure
27
b dca
f g he
i kj
Figure 2.4: Proof of Lemma 2.2.3; triangles that are shaded are not 3-
triangles.
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2.4b). We have to distinguish further cases, depending on where the other
two edges end, to conclude that at least one of them cannot be perfect either
(see Figure 2.4cd). An interested reader can ﬁnd a thorough outline of this
case in Appendix 1.
Case 2. All half-edges of H(Φ) emanate from the same vertex.
Subcase 2.1. Some edge e ∈ H ends in Ψ. Then Ψ is not a 3-triangle, so e
is not perfect. If the other two edges are perfect, then Ψ is a 1-triangle (see
Figure 2.4ef).
Subcase 2.2. None of the edges in H end in Ψ. Suppose Ψ is not a 0-triangle.
Then some edge e ∈ H must leave Ψ through a diﬀerent side than the other
two edges f, g ∈ H do (see Figure 2.4g). Then e cannot be perfect (see
Figure 2.4h). We have to distinguish three cases, depending on whether f , g,
or neither of them end in the triangle next to Ψ. In each of these cases, one
can show that f and g cannot be perfect simultaneously (see Figure 2.4ijk).
2
Claim A. Suppose that Ψ is a simple face ofG′ with |Ψ| = 4 and |H(Ψ)| = 6.
Then there are seven combinatorially diﬀerent possibilities for the arrange-
ment of Ψ and the half-edges, as shown in Figure 2.5.
The proof of Claim A is a straightforward case analysis, carried out in
Appendix 2.
g
A B
C D
a b c
d e f
Figure 2.5: Seven diﬀerent types of quadrilateral faces.
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Lemma 2.2.4. Let Ψ be a simple face of G′ with |Ψ| = 4 and |H(Ψ)| = 6,
and suppose that the arrangement of half-edges in Ψ is not homeomorphic
with configuration (g) on Figure 2.5. Then we have
E(G) < 5.5 (v(G)− 2) .
Proof: Notice that one of the diagonals of Φ, denoted by e = AB, can be
added in the interior of Φ without creating any crossing with the half-edges in
Ψ or with other potentially existing edges of G−G′ that may enter Φ. Thus,
by the maximality of G (more precisely, by the fact that (G,G′,D) ∈ G′), we
may assume that that A and B are connected by an edge e′ of G. Obviously,
e′ must lie entirely outside of Ψ. (See Figure 2.6, for an illustration.) We
may also assume that e′ ∈ G′ and that it does not cross any edge of G,
otherwise replacing e′ by e in G, we would obtain a contradiction with the
maximality of G′ (more precisely, with the fact that (G,G′,D) ∈ G′′ and the
total number of crossings along all edges of G′ is as small as possible).
Let G1 (resp. G2) denote the subgraph of G induced by A, B, and all
vertices in the interior (resp. exterior) of the ‘lens’ enclosed by e and e′
(see Figure 2.6). Clearly, we have v(G) = v(G1) + v(G2) − 2 and e(G) =
e(G1) + e(G2)− 1. As e′ and e run in the exterior and in the interior of Ψ,
resp., both v(G1) and v(G2) are strictly smaller than v(G). Therefore, we
can apply the induction hypothesis to G1 and G2 to obtain that
e(G) = e(G1) + e(G2)− 1 ≤ 5.5 (v(G1)− 2) + 5.5 (v(G2)− 2)− 1
< 5.5 (v(G)− 2) ,
as required. 2
G2
G1
A
B
A
B
e’ e’
e e
Figure 2.6: Proof of Lemma 2.2.4.
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In view of the last lemma, from now on we may and will assume that in
every simple quadrilateral face that contains 6 half-edges, these half-edges
form an arrangement homeomorphic to conﬁguration (g) on Figure 2.5.
We deﬁne a bipartite multigraph M = (V1 ∪V2, E) with vertex classes V1
and V2, where V1 is the set of 3-triangles and V2 is the set of all other faces
of G′. For each vertex (3-triangle) Φ ∈ V1, separately, we add to the edge set
E of M some edges incident to Φ, according to the following rules.
• Rule 0: Connect Φ to an adjacent triangular face Ψ by two parallel
edges if Ψ is a 0-triangle.
• Rule 1: Connect Φ to any (not necessarily adjacent) 1-triangle Ψ by
two parallel edges if there is an edge of G − G′ that starts in Φ and
ends in Ψ.
• Rule 2: Connect Φ to any (not necessarily adjacent) 2-triangle Ψ by a
single edge if there is an edge of G−G′ that starts in Φ and ends in Ψ.
• Rule 3: If the extension e of a half-edge in H(Φ) passes through or ends
in a big face, we may connect Φ by a single edge to the ﬁrst such big
face along e. However, we use this last rule only to bring the degree of
Φ in M up to 2. In particular, if we have applied Rules 0 or 1, for some
Φ, we do not apply Rule 3. Similarly, in no case do we apply Rule 3
for all three half-edges in H(Φ).
Notice that, besides Rules 0 and 1, the application of Rule 3 can also yield
parallel edges if two half-edges in H(Φ) reach the same big face. However,
we never create three parallel edges in M .
Let d(Φ) denote the degree of vertex Φ in M .
Lemma 2.2.5. For any Φ ∈ V1, we have d(Φ) ≥ 2.
Proof: We can disregard the restriction on the use of Rule 3, since it only
applies if d(Φ) has already reached 2. If the extension e of a half-edge inH(Φ)
is not perfect, then e yields a (possible) edge of M incident to Φ according to
one of the Rules 1, 2, or 3. We get two edges this way, unless the extensions
of at least two of the half-edges in H(Φ) are perfect. In this latter case,
Lemma 2.2.3 applies and either Rule 0 or Rule 1 provides two parallel edges
of M connecting Φ to its strong neighbor. 2
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To complete the proof of Theorem 2.1.1, we have to estimate from above
the degrees of the vertices belonging to V2 inM . If Ψ ∈ V2 is a 1-triangle or a
2-triangle, we have d(Ψ) ≤ 2. Every 0-triangle Ψ is adjacent to at most three
3-triangles, so its degree satisﬁes d(Ψ) ≤ 6. The following lemma establishes
a bound for big faces.
Lemma 2.2.6. For any big face Ψ ∈ V2, we have d(Ψ) ≤ 2|Ψ|. Moreover, if
Ψ is a simple quadrilateral face with six half-edges forming an arrangement
homeomorphic to the one depicted in Figure 2.5g, we have d(Ψ) ≤ 4.
Proof: Every edge ofM incident to Ψ corresponds to an edge of G−G′ that
starts in some 3-triangle and enters Ψ. Diﬀerent edges of M correspond to
diﬀerent edges of G− G′ (or opposite orientations of the same edge). Since
any side of Ψ crosses at most 3 edges of G−G′, we obtain the weaker bound
d(Ψ) ≤ 3|Ψ|. If Ψ is a simple quadrilateral face satisfying the conditions in
the second part of the lemma, then two of its sides do not cross any edge of
G−G′, hence we have d(Ψ) ≤ 6. The stronger bounds stated in the lemma
immediately follow from the fact that, even if some side of a big face Ψ is
crossed by three edges of G−G′, they can contribute only at most 2 to the
degree of Ψ.
To verify this fact, consider a ﬁxed side g of Ψ, and suppose that it crosses
three edges of G−G′. These crossings do not contribute to the degree of Ψ if
both sides of g belong to the interior of Ψ; so we assume that this is not the
case. Every edge e that crosses g is divided by g into two pieces. If the piece
incident to the exterior side of g passes through a big face or does not end in
a 3-triangle, then e does not contribute to d(Ψ). Therefore, we may assume
that all three such edge pieces pass through only triangular faces and end in
3-triangles (hence, excluding all but the cases a, g, j and k in Figure 2.7).
A case analysis shows that either at least one of these edge pieces ends in a
3-triangle which has a strong neighbor (see Figure 2.7gjk), or all of them end
in the same 3-triangle (see Figure 2.7a). In either case, the corresponding
three edges contribute at most two to the degree of Ψ.
The details of the case analysis are omitted, but they can be reconstructed
from Figure 2.7, where the circular arc, together with the horizontal segment,
represents the boundary of Ψ. Dark-shaded triangles are not 3-triangles,
while light-shaded triangles are 3Y -triangles with a strong neighbor. We
omitted the cases where the three edges crossing g leave the triangular face
adjacent to g through the same other edge g′. These cases can be handled by
removing the edge g and considering the resulting big face and the three edges
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crossing the side g′ of this face. Applying this reduction twice if necessary
we reduce this case to one of the other cases. 2
a b c d
e f g h
i j k
Figure 2.7: Proof of Lemma 2.2.6; dark-shaded triangles (bcdefhi) and light-
shaded triangles (gjk).
For any face Φ, let t(Φ) and t(Φ) denote the number of triangles and
diagonals, resp., in a triangulation of Φ. Thus, if the sum of the number
of isolated vertices of G′ that lie in the interior of Φ and the number of
connected components of the boundary of Φ is k, we have t(Φ) = |Φ|+2k−4
and t(Φ) = |Φ|+ 3k − 6.
We introduce the notation d(Φ) := −d(Φ) for Φ ∈ V1, and d(Ψ) := d(Ψ)
for Ψ ∈ V2. Let V := V1 ∪ V2 denote the set of all faces of G′. Then the fact
that the sum of degrees of the vertices must be the same on both sides of M ,
can be expressed by the equation∑
Φ∈V
d(Φ) = 0.
Lemma 2.2.7. For every face Φ ∈ V , we have
|H(Φ)|+ 1
4
d(Φ) ≤ 5
2
t(Φ) + 2t(Φ).
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Proof: The proof is by straightforward case analysis, based on the previous
lemmas.
If Φ is triangular, we have t(Φ) = 0, t(Φ) = 1, so that 5
2
t(Φ)+ 2t(Φ) = 5
2
.
For a 3-triangle Φ, by Lemma 2.2.5, we have |H(Φ)|+ 1
4
d(Φ) ≤ 3+ 1
4
(−2) = 5
2
.
For a 2-triangle Φ, we have |H(Φ)|+ 1
4
d(Φ) ≤ 2 + 1
4
(2) = 5
2
. For a 1-triangle
Φ, we have |H(Φ)|+ 1
4
d(Φ) ≤ 1 + 1
4
(2) = 3
2
, and for a 0-triangle Φ, we have
|H(Φ)|+ 1
4
d(Φ) ≤ 0 + 1
4
(6) = 3
2
.
If Φ is a simple face with |Φ| ≥ 5 sides, we have t(Φ) = |Φ| − 2 and
t(Φ) = |Φ| − 3, so that 5
2
t(Φ) + 2t(Φ) = 9
2
|Φ| − 11. It follows from Lemmas
2.2.2 and 2.2.6 that |H(Φ)| ≤ 3|Φ| − 6 and d(Φ) = d(Φ) ≤ 2|Φ|. Thus, we
have
|H(Φ)|+ 1
4
d(Φ) ≤ 7
2
|Φ| − 6 ≤ 9
2
|Φ| − 11.
If Φ is a simple face with |Φ| = 4, we have t(Φ) = 2, t(Φ) = 1, so that
5
2
t(Φ) + 2t(Φ) = 7. By Lemmas 2.2.2 and 2.2.6, we obtain |H(Φ)| ≤ 6 and
d(Φ) = d(Φ) ≤ 8. If |H(Φ)| ≤ 5, then |H(Φ)| + 1
4
d(Φ) ≤ 5 + 1
4
(8) = 7. If
|H(Φ)| = 6, then by Lemma 2.2.6 d(Φ) = d(Φ) ≤ 4 and |H(Φ)| + 1
4
d(Φ) ≤
6 + 1
4
(4) = 7.
Finally, assume that Φ is not a simple face, i.e., its boundary is not
connected or it contains at least one isolated vertex of G′ in its interior. In
this case, we have t(Φ) ≥ |Φ|, t(Φ) ≥ |Φ|, so that 5
2
t(Φ) + 2t(Φ) ≥ 9
2
|Φ|.
By Lemma 2.2.6, we now obtain d(Φ) = d(Φ) ≤ 2Φ. Lemma 2.2.2 does not
apply here, but we have |H(Φ)| ≤ 3|Φ|, because every half-edge in H(Φ) ends
at an edge of Φ. Hence, we have |H(Φ)|+ 1
4
d(Φ) ≤ 3|Φ|+ 1
4
(2|Φ|) = 7
2
|Φ|. 2
Now we can easily complete the proof of Theorem 2.1.1. Since every edge
of G−G′ gives rise to two half-edges, we have
e(G)− e(G′) = 1
2
∑
Φ∈V
|H(Φ)| = 1
2
∑
Φ∈V
(
|H(Φ)|+ 1
4
d(Φ)
)
≤ 5
4
∑
Φ∈V
t(Φ) +
∑
Φ∈V
t(Φ),
where the inequality holds by Lemma 2.2.7. We obviously have
∑
Φ∈V t(Φ) =
2 (v(G)− 2), which is equal to the total number of faces in any triangulation
of G′. In order to obtain such a triangulation from G′, one needs to add∑
Φ∈V t(Φ) edges. Hence, we have
∑
Φ∈V t(Φ) = 3(v(G)− 2)− e(G′). Notice
that triangulating each face separately may create a triangulation of the
plane containing some parallel edges, but this has no eﬀect on the number
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of triangles or the number of edges. Now the theorem follows by simple
calculation:
e(G) = e(G′) + (e(G)− e(G′))
≤ e(G′) + 5
4
2 (v(G)− 2) + (3 (v(G)− 2)− e(G′)) = 5.5 (v(G)− 2) .
This completes the proof of the inequality in Theorem 2.1.1.
We close this section by presenting a construction which shows that the
result is not far from being tight.
Proposition 1. For every v ≡ 0 (mod 6), v ≥ 12, there exists a graph G
with v vertices and 5.5(v − 2) − 4 edges that can be drawn in the plane so
that each of its edges crosses at most three others. That is, for these values
we have e3(v) ≥ 5.5v − 15.
Proof: Let Tq denote a hexagonal tiling of a vertical cylindrical surface with
q ≥ 1 horizontal layers, each consisting of 3 hexagonal faces wrapped around
the cylinder (see Figure 2.8). Notice that the top and the bottom face of the
cylinder are also hexagonal. Let Vq be the set of all the vertices of the tiles.
To each face except the top and the bottom one, add 8 diagonals (all but one
main diagonal). Finally, add all diagonals to the top and the bottom face
that do not yield parallel edges. This means adding 6 edges on both the top
and the bottom face, as depicted in Figure 2.8. The resulting graph Gq is
drawn on the surface of the cylinder with each edge crossing at most 3 other
edges. We have v(Gq) = 6q + 6 and e(Gq) = 33q + 18 = 5.5v(Gq)− 15. 2
Figure 2.8: The vertical cylindrical surface, a layer, side-face, top-face, and
bottom-face.
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2.3 Proof of Theorem 2.1.2
For any graph G drawn in the plane, let Gfree denote the subgraph of G on
the same vertex set, consisting of all crossing-free edges. Let △(Gfree) denote
the number of triangular faces of Gfree, containing no vertex of G in their
interiors.
Lemma 2.3.1. Let G be a graph on v(G) ≥ 3 vertices, which is drawn in
the plane so that none of its edges crosses two others. Then the number of
edges of G satisfies
e(G) ≤ 4(v(G)− 2)− 1
2
△(Gfree).
Proof: We can assume without loss of generality that Gfree is maximal in the
following sense: if two vertices, u and v, can be connected by a Jordan arc
that does not cross any edge of G, then Gfree contains an edge uv between
these vertices. We can also assume that G is 3-connected. Otherwise, we
can conclude by induction on v(G), as follows. Let G = G1 ∪ G2 be a
decomposition of G into subgraphs on fewer than v(G) vertices, where G1
and G2 share at most 2 vertices. Clearly, we have (v(G1) − 2) + (v(G2) −
2) ≤ v(G) − 2, e(G1) + e(G2) ≥ e(G), and △(Gfree1 ) +△(Gfree2 ) ≥ △(Gfree).
Therefore, applying the induction hypothesis to G1 and G2 separately, we
obtain that the statement of the lemma holds for G.
Observe that if two edges uv and zw cross each other, then u and z, say,
can be connected by a Jordan arc running very close to the union of the
edges uv and zv, without crossing any edge of G. Thus, it follows from the
maximality of Gfree that uz, and similarly zv, vw, and wu, are edges of Gfree.
Moreover, the quadrilateral uzvw containing the crossing pair of edges uv,
zw must be a face of Gfree. To see this, it is enough to observe that the
3-connectivity of G implies that this quadrilateral cannot contain any vertex
of G in its interior. Thus, all edges in G−Gfree are diagonals of quadrilateral
faces of Gfree. Letting q(Gfree) denote the number of quadrilateral faces of
Gfree, we obtain
e(Gfree) + 2q(Gfree)− e(G) ≥ 0.
Let f(Gfree) denote the total number of faces of Gfree. Then we have
f(Gfree)− q(Gfree)−△(Gfree) ≥ 0
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and, by Euler’s Formula,
v(G) + f(Gfree)− e(Gfree)− 2 ≥ 0.
Double counting the pairs (σ, a), where σ is a face of Gfree and a is an edge
of σ, we obtain
2e(Gfree)− 4f(Gfree) +△(Gfree) ≥ 0.
Multiplying the above four inequalities by the coeﬃcients 1, 2, 4 and 3/2,
respectively, and adding them up, the lemma follows. 2
Instead of Theorem 2.1.2, we establish a slightly stronger claim.
Lemma 2.3.2. Let G be a graph on v(G) ≥ 3 vertices, which is drawn in
the plane with x(G) crossings. Then we have
x(G) ≥ 7
3
e(G)− 25
3
(v(G)− 2) + 2
3
△(Gfree).
Proof: We use induction on x(G) + v(G). As in the proof of Lemma 2.3.1,
we can assume that G is 3-connected and that Gfree is maximal in the sense
that whenever the points u and v can be connected by a Jordan arc without
crossing any edge of G, the edge uv belongs to Gfree. We distinguish four
cases.
Case 1. G contains an edge that crosses at least 3 other edges.
Let a be such an edge, and let G0 be the subgraph of G obtained by
removing a. Now we have, e(G0) = e(G) − 1, x(G0) ≤ x(G) − 3, and
△(Gfree0 ) ≥ △(Gfree). Applying the induction hypothesis to G0, we get
x(G)− 3 ≥ 7
3
(e(G)− 1)− 25
3
(v(G)− 2) + 2
3
△(Gfree),
which implies the statement of the lemma.
Case 2. Every edge in G crosses at most one other edge.
Lemma 2.3.1 yields
4 (v(G)− 2)− 1
2
△(Gfree) ≥ e(G).
The statement is obtained by multiplying this inequality by 4/3 and adding
to it the simple inequality x(G) ≥ e(G) − 3 (v(G)− 2) mentioned in the
Introduction.
37
uz
x
w
Figure 2.9: Proof of Lemma 2.3.2, Case 3.
Case 3. There exists an edge e of G that crosses two other edges, one of
which does not cross any other edge of G.
Let zw be an edge that crosses e at point x and does not participate
in any other crossing. Let u denote the endpoint of e for which the piece
of e between x and u is crossing-free. Notice that u can be connected to
both z and w by noncrossing Jordan arcs, without crossing any edge of G.
Therefore, by the maximality of Gfree, the edges uz and uw must belong to
Gfree. Let G0 be the subgraph of G obtained by removing the edge e. We
have e(G0) = e(G)−1 and x(G0) = x(G)−2. Clearly, Gfree0 contains zw and
all edges in Gfree. By the 3-connectivity of G, the triangle uzw must be a
triangular face of Gfree0 , so that we have △(Gfree0 ) ≥ △(Gfree) + 1. Applying
the induction hypothesis to G0, we obtain
x(G) ≥ 7
3
e(G)− 25
3
(v(G)− 2) + 2
3
△(Gfree) + 1
3
,
which is better than what we need.
Case 4. There exists an edge a of G that crosses precisely two other edges,
b and c, and each of these edges also participates in precisely two crossings.
Subcase 4.1. b and c do not cross each other.
Let G0 be the subgraph of G obtained by removing b. Clearly, we have
e(G0) = e(G)− 1, x(G0) = x(G)− 2, and △(Gfree0 ) ≥ △(Gfree). Notice that
c is an edge of G0 that crosses two other edges; one of them is a, which is
crossed by no other edge of G0. Thus, we can apply to G0 the last inequality
in the analysis of Case 3 to conclude that
x(G)− 2 ≥ 7
3
(e(G)− 1)− 25
3
(v(G)− 2) + 2
3
△(Gfree) + 1
3
,
which is precisely what we need.
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Figure 2.10: Proof of Lemma 2.3.2, Subcase 4.1.
Subcase 4.2. b and c cross each other.
The three crossing edges, a, b, and c can be drawn on the sphere in two
topologically diﬀerent ways. If the closed curve formed by segments of the
three edges separates two of the endpoints of the three edges from the other
four, then the graph is not 3-connected as the vertices on the two sides of this
closed curve are only connected by two edges (see the conﬁguration on the
left-hand side of Figure 2.11). So it is enough to consider the conﬁguration
depicted on the right-hand side of Figure 2.11. By the maximality condition,
Gfree must contain the six dashed edges in the ﬁgure. Note that a, b, and
c are not crossed by any additional edges, so all other edges of G contained
in the hexagon Φ, formed by the dashed edges, must be contained in one of
the triangular or quadrilateral faces of the arrangement, and the existence of
such edges contradicts the 3-connectedness of G. Thus, Φ is a face of Gfree,
and the only edges of G inside this face are a, b, and c. Let G0 be the graph
obtained from G by removing the edges a, b, c, and inserting a new vertex
in the interior of Φ, which is connected to every vertex of Φ by crossing-free
edges. We have v(G0) = v(G) + 1 and x(G0) = x(G) − 3, so that we can
apply the induction hypothesis to G0. Obviously, we have e(G0) = e(G) + 3
and △(Gfree0 ) = △(Gfree) + 6. Thus, we obtain
x(G)− 3 ≥ 7
3
(e(G) + 3)− 25
3
(v(G)− 1) + 2
3
(
△(Gfree) + 6
)
,
which is much stronger than the inequality in the lemma. 2
The tightness of Theorem 2.1.2 is discussed at the end of the last section.
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Figure 2.11: Proof of Lemma 2.3.2, Subcase 4.2.
2.4 Proof of Theorem 2.1.3
Our proof is based on the following consequence of Theorems 2.1.1 and 2.1.2.
Corollary 2.4.1. The crossing number of any graph G of at least 3 vertices
satisfies
cr(G) ≥ 4e(G)− 103
6
(v(G)− 2) .
Proof: If G has at most 5 (v(G)− 2) edges, then the statement directly
follows from Theorem 2. If G has more than 5 (v(G)− 2) edges, ﬁx one of
its drawings in which the number of crossings is minimum. Delete the edges
of G one by one until we obtain a graph G0 with 5 (v(G)− 2) edges. At
each stage, delete one of the edges that participates in the largest number
of crossings in the current drawing. Using the inequality e2(v) ≤ 5(v − 2)
proved in [PT97] and quoted in Section 2.1, at the time of its removal every
edge has at least three crossings. Moreover, by Theorem 1, with the possible
exception of the at most 1
2
(v(G)− 2) edges deleted last, every edge has at
least four crossings. Thus, the total number of deleted crossings is at least
4 (e(G)− 5 (v(G)− 2))− 1
2
(v(G)− 2) = 4e(G)− 41
2
(v(G)− 2) .
On the other hand, applying Theorem 2.1.2 to G0, we obtain that the
number of crossings not removed during the algorithm is at least
cr(G0) ≥ 10
3
(v(G)− 2) .
Summing up these two estimates, the result follows. 2
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Now we can easily complete the proof of Theorem 2.1.3. Let G be a graph
drawn in the plane with cr(G) crossings, and suppose that e(G) ≥ 103
16
v(G).
Construct a random subgraph G′ ⊆ G by selecting each vertex of G
independently with probability
p =
103
16
v(G)
e(G)
≤ 1,
and letting G′ be the subgraph of G induced by the selected vertices. The
expected number of vertices of G′ is E[v(G′)] = pv(G). Similarly, E[e(G′)] =
p2e(G). The expected number of crossings in the drawing of G′ inherited
from G is p4cr(G), and the expected value of the crossing number of G′ is
even smaller.
By Corollary 2.4.1, cr(G′) ≥ 4e(G′)− 103
6
v(G′) holds for every G′. (Note
that after getting rid of the constant term in Corollary 2.4.1, we do not have
to assume any more that v(G′) ≥ 3; the above inequality is true for every
G′.) Taking expectations, we obtain
p4cr(G) ≥ E[cr(G′)] ≥ 4E[e(G′)]− 103
6
E[v(G′)] = 4p2e(G)− 103
6
pv(G).
This implies that
cr(G) ≥ 1024
31827
e3(G)
v2(G)
≥ 1
31.1
e3(G)
v2(G)
,
provided that e(G) ≥ 103
16
v(G).
To obtain an unconditional lower bound on the crossing number of any
graph G, we need diﬀerent estimates when e(G) < 103
16
v(G). Comparing the
bounds in Theorem 2.1.2 and in Corollary 2.4.1 with the trivial estimates
cr(G) ≥ 0 and cr(G) ≥ e− 3(v(G)− 2), a case analysis shows that
1024
31827
e3(G)
v2(G)
− cr(G) ≤ 1.06v(G).
The maximum is attained for a graph G with e(G) = 4(v(G) − 2) and
cr(G) = v(G)− 2. In conclusion,
cr(G) ≥ 1024
31827
e3(G)
v2(G)
− 1.06v(G) ≥ 1
31.1
e3(G)v2(G)− 1.06v(G)
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holds for every graph G. This completes the proof of Theorem 2.1.3.
Remark. In chapter 4 we introduce two variants of the crossing number.
The pair-crossing number (resp. the odd crossing number) of G is deﬁned as
the minimum number of pairs of non-adjacent edges that cross (resp. cross
an odd number of times) over all drawings of G. These parameters are at
most as large as cr(G).
The original proofs of the Crossing Lemma readily generalize to the new
crossing numbers, see Theorem 4.1.5, and it follows that both of them are at
least 1
64
e3(G)
v2(G)
, provided that e(G) ≥ 4v(G). We have been unable to extend
our proof of Theorem 2.1.3 to these parameters.
2.5 Applications, problems, remarks
Every improvement of the Crossing Lemma automatically leads to improved
bounds in all of its applications. For completeness and future reference,
we include some immediate corollaries of Theorem 2.1.3 with a sketch of
computations.
First, we plug Theorem 2.1.3 into Sze´kely’s method [S98] to improve the
coeﬃcient of the main term in the Szemere´di-Trotter theorem [ST83], [CE90],
[PT97].
Corollary 2.5.1. Given m points and n lines in the Euclidean plane, the
number of incidences between them is at most 2.5m2/3n2/3 +m+ n.
Proof: We can assume that every line and every point is involved in at least
one incidence, and that n ≥ m, by duality. Since the statement is true for
m = 1, we have to check it only for m ≥ 2.
Deﬁne a graph G drawn in the plane such that the vertex set of G is the
given set of m points, and join two points with an edge drawn as a straight-
line segment if the two points are consecutive along one of the lines. Let
I denote the total number of incidences between the given m points and n
lines. Then v(G) = m and e(G) = I − n. Since every edge belongs to one
of the n lines, cr(G) ≤
(
n
2
)
. Applying Theorem 2.1.2 to G, we obtain that
1
31.1
(I−n)3
m2
− 1.06m≤ cr(G)≤
(
n
2
)
. Using that n ≥ m ≥ 2, easy calculation
shows that
I − n ≤ 3
√
15.55m2n2 + 33m3 ≤ 3
√
15.55n2/3m2/3 +m,
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which implies the statement. 2
It was shown in [PT97] that Corollary 2.5.1 does not remain true if we
replace the constant 2.5 by 0.42 .
Theorem 2.1.3 readily generalizes to multigraphs with bounded edge mul-
tiplicity, improving the constant in Sze´kely’s result [S98].
Corollary 2.5.2. Let G be a multigraph with maximum edge multiplicity m.
Then
cr(G) ≥ 1
31.1
e3(G)
mv2(G)
− 1.06m2v(G).
Proof: Deﬁne a random simple subgraph G′ of G as follows. For each pair
of vertices v1, v2 of G, let e1, e2, . . . ek be the edges connecting them. With
probability 1− k/m, G′ will not contain any edge between v1 and v2. With
probability k/m, G′ contains precisely one such edge, and the probability
that this edge is ei is 1/m (1 ≤ i ≤ k). Applying Theorem 3 to G′ and
taking expectations, the result follows. 2
Next, we state here the improvement of another result in [PT97].
Corollary 2.5.3. Let G be a graph drawn in the plane so that every edge is
crossed by at most k others, for some k ≥ 1, and every pair of edges have at
most one point in common. Then
e(G) ≤ 3.95
√
kv(G).
Proof: For k ≤ 2, the result is weaker than the bounds given in [PT97].
Assume that k ≥ 3, and consider a drawing of G such that every edge crosses
at most k others. Let x denote the number of crossings in this drawing. If
e(G) < 103
6
v(G), then there is nothing to prove. If e(G) ≥ 103
6
v(G), then
using Theorem 2.1.3, we obtain
1024
31827
e3(G)
v2(G)
≤ cr(G) ≤ x ≤ e(G)k
2
,
and the result follows. 2
Recall that ek(v) was deﬁned as the maximum number of edges that a
graph of v vertices can have if it can be drawn in the plane with at most k
crossings per edge. We deﬁne some other closely related functions. Let e∗k(v)
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denote the maximum number of edges of a graph of v vertices which has a
drawing that satisﬁes the above requirement and, in addition, every pair of
its edges meet at most once (either at an endpoint or at a proper crossing).
We deﬁne ek(v) and e
∗
k(v) analogously, with the only diﬀerence that now the
maximums are taken over all triangle-free graphs with v vertices.
It was mentioned in the Introduction (see Lemma 2.1.4) that ek(v) =
e∗k(v) for 0 ≤ k ≤ 3, and that e∗k(v) ≤ (k + 3)(v − 2) for 0 ≤ k ≤ 4 [PT97].
For 0 ≤ k ≤ 2, the last inequality is tight for inﬁnitely many values of v.
Our Theorem 2.1.1 shows that this is not the case for k = 3.
Conjecture 1. We have ek(v) = e
∗
k(v) for every k and v.
Using the proof technique of Theorem 2.1.1, it is not hard to improve
the bound e∗4(v) ≤ 7(v − 2). In particular, in this case Lemma 2.2.2 holds
with 3(|Φ|−2) replaced by 4(|Φ|−2). Moreover, an easy case analysis shows
that every triangular face Φ with four half-edges satisﬁes at least one of the
following two conditions:
1. The extension of at least one of the half-edges in Φ either ends in a
triangular face with fewer than four half-edges, or enters a big face.
2. Φ is adjacent to an empty triangle.
Based on this observation, one can modify the arguments in Section 2.2 to
obtain the upper bound e∗4(v) ≤ (7− 19)v −O(1).
Conjecture 2. e∗4(v) ≤ 6v −O(1).
As for the other two functions, we have ek(v) = e
∗
k(v) for 0 ≤ k ≤ 3, and
e∗k(v) ≤ (k+2)(v−2) for 0 ≤ k ≤ 2. If 0 ≤ k ≤ 1, these bounds are attained
for inﬁnitely many values of v. These estimates were applied by Czabarka et
al. [CSSV06] to obtain some lower bounds on the so-called biplanar crossing
number of complete graphs.
Given a triangle-free graph drawn in the plane so that every edge crosses
at most 2 others, an easy case analysis shows that each quadrilateral face that
contains four half-edges is adjacent to a face which is either non-quadrilateral
or does not have four half-edges1. As in the proof of Theorem 2.1.1 (before
1This statement actually holds under the assumption that G and G′ are maximal, in
the sense described at the beginning of Section 2.2.
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Lemma 2.2.5), we can use a properly deﬁned bipartite multigraph M to
establish the bound
e2(v) ≤
(
4− 1
10
)
v −O(1).
Conjecture 3. e2(v) ≤ 3.5v − O(1).
The coeﬃcient 3.5 in the above conjecture cannot be improved as shown
by the triangle-free (actually bipartite!) graph in Figure 2.12, whose vertex
set is the set of vertices of a 4× v/4 grid.
Figure 2.12: e2(v) ≥ 3.5v − 16.
Let cr(v, e) denote the minimal crossing number of a graph with v ≥ 3
vertices and e edges. Clearly, we have cr(v, e) = 0, whenever e ≤ 3(v − 2),
and cr(v, e) = e − 3(v − 2) for 3(v − 2) ≤ e ≤ 4(v − 2). To see that these
values are indeed attained by the function, consider the graph constructed in
[PT97], which (if v is a multiple of 4) can be obtained from a planar graph
with v vertices, 2(v − 2) edges, and v − 2 quadrilateral faces, by adding the
diagonals of the faces. If e < 4(v − 2), delete as many edges participating in
a crossing, as necessary.
In the next interval, i.e., when 4(v − 2) ≤ e ≤ 5(v − 2), Theorem 2.1.2
gives tight bound on cr(v, e) up to an additive constant. To see this, consider
a planar graph with only pentagonal and quadrilateral faces and add all
diagonals in every face. If no two faces of the original planar graph shared
more than a vertex or an edge, for the resulting graph the inequality of
Theorem 2.1.2 holds with equality. For certain values of v and e, no such
construction exists, but we only lose a constant.
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If 5(v−2) ≤ e ≤ 5.5(v−2), the best known bound, cr(v, e) ≥ 3e− 35
3
(v−
2), follows from Theorem 2.1.2, while for e ≥ 5.5(v−2) the best known bound
is either the one in Corollary 2.4.1 or the one in Theorem 2.1.3. We do not
believe that any of these bounds are optimal.
Conjecture 4. cr(v, e) ≥ 25
6
e− 35
2
(v − 2).
Note that, if true, this bound is tight up to an additive constant for
5(v − 2) ≤ e ≤ 6(v − 2). To see this, consider a planar graph with only
pentagonal and hexagonal faces and add all diagonals of all faces. If no
two faces of the planar graph shared more than a vertex or an edge, the
resulting graph shows that Conjecture 4 cannot be improved. As a ﬁrst step
toward settling this conjecture, we can show the following statement, similar
to Lemma 2.3.1.
Lemma 2.5.4. Let G be a graph on v(G) ≥ 3 vertices drawn in the plane so
that every edge is involved in at most two crossings. Then
e(G) ≤ 5(v(G)− 2)−△(Gfree).
2.6 Appendix 1:
Case 1 in the proof of Lemma 2.2.3
Our proof will be a straightforward case analysis. Recall that Φ is a 3Y -
triangle with the unique neighbor Ψ, which is also a triangle. Let A, B, and
C be the vertices of Φ, and let f , g, and h denote the half-edges in H(Φ).
Here, g and h emanate from vertex A, while f starts at vertex B. Next,
we introduce a new notation: given a vertex V in a face Υ of G′, let dΥ(V )
denote the number of half edges in H(Υ) that emanate from V .
Let Ξ denote the face of G′ that is adjacent to Φ along side AC. First,
we claim that the extension f ∈ H of f is not perfect. Indeed, otherwise Ξ is
a triangle and edge f , having crossed half-edges g and h, as well as side AC,
must end in D, the vertex of Ξ opposite to AC. Since f = BD cannot be
crossed by any other edge, we have dΞ(A) = dΞ(C) = 0. Aside from f , the
extension of any half-edge in H(Ξ), that emanates from vertex D, has to exit
Ξ through side AC and enter Φ. It cannot exit Φ through side AB (it would
cross four edges AC, h, g, and AB, in this order), nor it can end at vertex B
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(there are no parallel edges). Hence, it must exit Φ through side BC, which
is already crossed by the extensions of g and h (see Figure 2.13i). Therefore,
dΞ(D) ≤ 2, and Ξ is not a 3-triangle, contradicting the assumption that f is
perfect.
Next, suppose that the extensions g and h of g and h, respectively, are
perfect. We distinguish two cases, based on where these two edges end.
(iii)
A
B
F E
Φ
Ψ
C
G
∆
g h
h
f
g h
f
g h
1
f
h
2
e
e
A
B
F E
Φ
C
A
B C
D
Ψ
Ξ
Φ
(i)
(ii)
g g Γ
Γ
Figure 2.13: Proof of Lemma 2.2.3, Case 1. (A more detailed version of
Figure 2.4 bcd.)
Subcase 1.1. h ends in E, the vertex of Ψ opposite to BC (see Figure 2.13ii).
Since there are no parallel edges, g has to exit Φ across the side BE. Having
already crossed three other edges, g must end in Γ, the face of G′ adjacent
to Ψ along BE. By the assumption that g is perfect, we conclude that Γ is
a triangle, and we let F be the vertex of Γ, where g ends. Since g cannot be
crossed by any other edge, then dΓ(B) = dΓ(E) = 0.
Aside from g, the extension of any half-edge in H(Γ), that emanates
from vertex F , exits Γ through side BE and enters Ψ. It cannot exit Ψ
through side BC, since f already crosses three other edges. Thus, it has to
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cross h, that is already crossed by f and BC (see Figure 2.13ii). Therefore,
dΓ(F ) ≤ 2, and Γ is not a 3-triangle, contradicting the assumption that g is
perfect.
The symmetric case, when g ends in E (and h exits Ψ through side CE),
can be handled similarly.
Subcase 1.2. g exits Ψ through BE and h exits Ψ through CE (see Figure
2.13iii). Both of these edges already cross three other edges, so g ends in
Γ, the face of G′ adjacent to Ψ along BE, and h ends in ∆, the face of G′
adjacent to Ψ along CE. Both Γ and ∆ are triangles by assumption. Let F
and G denote the vertices of Γ and ∆, where g and h end respectively. As
before, we easily conclude that dΓ(B) = dΓ(E) = 0 and d∆(C) = d∆(E) = 0.
Since h is perfect, then ∆ is a 3-triangle and d∆(G) = 3. Let e1 and e2 denote
the extensions of the half-edges contributing to d∆(G) (other than h). These
edges exit ∆ through CE and enter Ψ. Neither of them can exit Ψ through
BC or end in B, since f , g, and h already cross three other edges. Hence, e1
and e2 exit Ψ through BE and enter Γ. Now, there are only two possibilities:
either e1 and e2 both exit Γ through FE; or one of them ends in vertex F ,
while the other exits Γ through FE (see Figure 2.13iii). In both cases, BE
is crossed by three edges (e1, e2, g), and dΓ(F ) ≤ 2. Therefore, Γ is not a
3-triangle, contradicting the assumption that g is perfect. 2
2.7 Appendix 2: Proof of Claim A
Recall that Ψ is a simple face of G′ with |Ψ| = 4 and |H(Ψ)| = 6. Next,
we introduce some notation. Let A, B, C, and D denote the vertices of
Ψ, and let dV be the degree of V ∈ {A,B,C,D} in Ψ, that is, the number
of half edges in H(Ψ) incident to vertex V . Encode each half-edge by its
type, consisting of the initial vertex and the side of Ψ where it ends. So, for
example, a half-edge of type A(BC) connects vertex A with the side BC.
Finally, let ∆ denote the maximum degree of all the vertices of Ψ.
Case 1. ∆ = 6.
Suppose that dA = ∆. Since at most three half-edges can exit Ψ through
the same side, there is only one possibility, depicted in Figure 2.5a.
Case 2. ∆ = 5.
Let A be the vertex of degree 5. Three of the half-edges incident to A
exit through the same side, say BC, and two through the side CD. The
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remaining half-edge of H(Ψ) cannot have its endpoint on AB or on BC, and
it cannot emanate from B. Therefore, it has to be of type C(AD) (see Figure
2.5b).
Case 3. ∆ = 4.
Let dA = ∆. There are two possibilities:
Case 3.1. Two of the half-edges incident to A exit Ψ through side BC, while
the other two exit through side CD. If there is a half-edge incident to B,
it should exit through CD. However, then the remaining half-edge cannot
be drawn: clearly, it cannot start at C or D, and if it starts at B, then the
two half-edges incident to B have to be of type B(CD), forcing at least four
crossings on CD. Similarly, no half-edge can be incident to D. Therefore,
the remaining two half-edges both emanate from C. By Lemma 2.2.1, they
should exit Ψ through diﬀerent sides, giving Figure 2.5c.
Case 3.2. There are three half-edges in H(Ψ) of type A(CD) and one of type
A(BC). Then the remaining two half-edges cannot have their endpoints on
AD, CD, or in D. So, they are both of type C(AB) (see Figure 2.5d).
Case 4. ∆ = 3.
Let A be a vertex of degree 3. Again, there are two possibilities (up to
symmetry).
Case 4.1. All three half-edges incident to A are of the same type, say A(BC).
The remaining three half-edges of H(Ψ) cannot have their endpoints on AB,
on BC, or in B. Therefore, all of them are of type C(AD), as shown in
Figure 2.5e.
Case 4.2. Two half-edges incident to A are of type A(BC), while the re-
maining one is of type A(CD).
If there is a half-edge incident to B, it can only be of type B(CD), Then,
by Lemma 2.2.1, there are no more half-edge emanating from B. Moreover,
no half-edge is incident to C; otherwise, any half-edge from C would cross
the existing half-edge of type B(CD), whose extension already crosses three
other edges. Similarly, at most one half-edge emanates from D (extensions of
the half-edges of type A(BC) already cross two other edges). This contradicts
|H(Ψ)| = 6.
If there is a half-edge incident to D, it can only be of type D(BC), and
it has to be the unique half-edge of this type. The remaining two half-edges
of H(Ψ) must be incident to C. None of them can exit Ψ through AB, so
they are both of type C(AD). However, then the extension of the existing
half-edge of type A(CD) crosses four other edges.
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Therefore, we can assume that there are two half-edges of type A(BC),
one of type A(CD), and the other three half-edges are incident to C. It is
impossible that all three are of type C(AD), since they would all cross the
half-edge of type A(CD). Moreover, by Lemma 2.2.1, at most one can be of
type C(AB). Therefore, one is of type C(AB) and two are of type C(AD),
see Figure 2.5f.
Case 5. ∆ = 2.
First, suppose that for every vertex of degree two the two half-edges
incident to it exit Ψ through diﬀerent sides. Also, assume that dA = 2, i.e.,
there is a half-edge of type A(BC) and a half-edge of type A(CD). If B is
of degree two, then there is a half-edge of type B(CD) and a half-edge of
type B(AD). Now, it is easy to see that at most one further half-edge can be
added, either of type C(AD) or of type D(BC), contradicting |H(Ψ)| = 6.
If C is of degree two, for each of the four types: A(BC), A(CD), C(AB),
C(AD), there is a unique half-edge of this type, whose extension is already
crossed by two edges. Any additional half-edge emanating from either B orD
would have to cross three of the above mentioned half-edges before reaching
a side of Ψ. Hence, if dC = 2, then dB = dD = 0, contradicting |H(Ψ)| = 6.
Now, we can assume that there is a vertex (say, A) of degree two, such that
both half-edges incident to it have the same type, say A(CD). It follows from
Lemma 2.2.1 that dD ≤ 1. If dD = 0, then |H(Ψ)| = 6 implies dB = dC = 2.
Let us consider the two half-edges emanating from B. At most one of them
is of type B(CD). Furthermore, by Lemma 2.2.1, at most one of them is
of type B(AD). So, we have exactly one half-edge of type B(CD) and one
half-edge of type B(AD). Any half-edge incident to C would have to either
cross three half-edges before reaching AD, or cross the existing half-edge of
type B(AD), whose extension already crosses three other edges. Therefore,
we obtain dC = 0, a contradiction.
We are left with the case when there are two half-edges of type A(CD),
and dD = 1. If the half-edge incident to D is of type D(BC), then dC = 0,
which, together with dB ≤ 2, gives |H(Ψ)| ≤ 5, a contradiction. Therefore,
the half-edge incident to D has type D(AB). In this case, the half-edges
incident to B or C cannot end on AD, so the possible types are B(CD)
and C(AB). Since CD is already crossed by two edges, there is at most one
half-edge of type B(CD). So, there are two half-edges of type C(AB), see
Figure 2.5g. This concludes the proof of Claim A. 2
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Chapter 3
New bounds for crossing
numbers
This chapter is based on the manuscript [PST00]. The crossing number,
cr(G), of a graph G is the least number of crossing points in any drawing
of G in the plane. Denote by κ(n, e) the minimum of cr(G) taken over all
graphs with n vertices and at least e edges. We prove a conjecture of P.
Erdo˝s and R. Guy by showing that κ(n, e)n2/e3 tends to a positive constant
as n→∞ and n≪ e≪ n2. Similar results hold for graph drawings on any
other surface of ﬁxed genus.
We prove better bounds for graphs satisfying some monotone properties.
In particular, we show that if G is a graph with n vertices and e ≥ 4n edges,
which does not contain a cycle of length four (resp. six), then its crossing
number is at least ce4/n3 (resp. ce5/n4), where c > 0 is a suitable constant.
These results cannot be improved, apart from the value of the constant. This
settles a question of M. Simonovits.
3.1 Introduction
Let G be a simple undirected graph with n(G) nodes (vertices) and e(G)
edges. A drawing of G in the plane is a mapping f that assigns to each
vertex of G a distinct point in the plane and to each edge uv a continuous
arc connecting f(u) and f(v), not passing through the image of any other
vertex. For simplicity, the arc assigned to uv is also called an edge, and if
this leads to no confusion, it is also denoted by uv. We assume that no three
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edges have an interior point in common. The crossing number, cr(G), of G
is the minimum number of crossing points in any drawing of G.
The determination of cr(G) is an NP-complete problem [GJ83]. It was
discovered by Leighton [L84] that the crossing number can be used to es-
timate the chip area required for the VLSI circuit layout of a graph. He
proved the following general lower bound for cr(G), which was discovered
independently by Ajtai, Chva´tal, Newborn, and Szemere´di. The best known
constant, 1/33.75, in the theorem is due to Pach and To´th.
Theorem A. [ACNS82], [L84], [PT97] Let G be a graph with n(G) = n nodes
and e(G) = e edges, e ≥ 7.5n. Then we have
cr(G) ≥ 1
33.75
e3
n2
.
Theorem A can be used to deduce the best known upper bounds for the
number of unit distances determined by n points in the plane [S98], for the
number of diﬀerent ways how a line can split a set of n points into two equal
parts [D98], and it has some other interesting corollaries [PS98].
It is easy to see that the bound in Theorem A is tight, apart from the value
of the constant. However, as it was suggested by Miklo´s Simonovits [S97], it
may be possible to strengthen the theorem for some special classes of graphs,
e.g., for graphs not containing some ﬁxed, so-called forbidden subgraph. In
Sections 3.2 and 3.3 of the present paper we verify this conjecture.
A graph property P is said to be monotone if
• whenever a graph G satisﬁes P, then every subgraph of G also satisﬁes
P;
• whenever G1 and G2 satisfy P, then their disjoint union also satisﬁes
P.
For any monotone property P, let ex(n,P) denote the maximum number of
edges that a graph of n vertices can have if it satisﬁes P. In the special
case when P is the property that the graph does not contain a subgraph
isomorphic to a ﬁxed forbidden subgraph H , we write ex(n,H) for ex(n,P).
Theorem 3.1.1. Let P be a monotone graph property with ex(n,P) =
O(n1+α) for some α > 0.
52
Then there exist two constants c, c′ > 0 such that the crossing number of
any graph G with property P, which has n vertices and e ≥ cn log2 n edges,
satisfies
cr(G) ≥ c′ e
2+1/α
n1+1/α
.
If ex(n,P) = Θ(n1+α), then this bound is asymptotically tight, up to a con-
stant factor.
In some interesting special cases when we know the precise order of mag-
nitude of the function ex(n,P), we obtain some slightly stronger results. The
girth of a graph is the length of its shortest cycle.
Theorem 3.1.2. Let G be a graph with n vertices and e ≥ 4n edges, whose
girth is larger than 2r, for some r > 0 integer. Then the crossing number of
G satisfies
cr(G) ≥ cr e
r+2
nr+1
,
where cr > 0 is a suitable constant. For r = 2, 3, and 5, these bounds are
asymptotically tight, up to a constant factor.
What happens if the girth of G is larger than 2r + 1? Since one can
destroy every odd cycle of a graph by deleting at most half of its edges, even
in this case we cannot expect an asymptotically better lower bound for the
crossing number of G than the bound given in Theorem 3.1.2.
Theorem 3.1.3. Let G be a graph with n vertices and e ≥ 4n edges, which
does not contain a complete bipartite subgraph Kr,s with r and s vertices in
its classes, s ≥ r.
Then the crossing number of G satisfies
cr(G) ≥ cr,s e
3+1/(r−1)
n2+1/(r−1)
,
where cr,s > 0 is a suitable constant. These bounds are tight up to a constant
factor if r = 2, 3, or if r is arbitrary and s > (r − 1)!.
The bisection width, b(G), of a graph G is deﬁned as the minimum number
of edges whose removal splits the graph into two roughly equal subgraphs.
More precisely, b(G) is the minimum number of edges running between V1
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and V2, over all partitions of the vertex set of G into two parts V1 ∪ V2 such
that |V1|, |V2| ≥ n(G)/3.
Leighton [L83] observed that there is an intimate relationship between
the bisection width and the crossing number of a graph, which is based on
the Lipton–Tarjan separator theorem for planar graphs [LT79]. The proofs
of Theorems 3.1.1-3.1.3 are based on repeated application of the following
version of this relationship.
Theorem B. [PSS96] Let G be a graph of n vertices, whose degrees are
d1, d2, . . . , dn. Then
b(G) ≤ 10
√
cr(G) + 2
√√√√ n∑
i=1
d2i .
Let κ(n, e) denote the minimum crossing number of a graph G with n
vertices and at least e edges. That is,
κ(n, e) = min
n(G) = n
e(G) ≥ e
cr(G).
It follows from Theorem A that, for e ≥ 4n, κ(n, e)n2/e3 is bounded from
below and from above by two positive constants. Paul Erdo˝s and Richard
K. Guy [EG73] conjectured that if e ≫ n then limκ(n, e)n2/e3 exists. (We
use the notation f(n) ≫ g(n) to express that limn→∞ f(n)/g(n) = ∞.) In
Section 3.4, we settle this problem.
Theorem 3.1.4. If n≪ e≪ n2, then
lim
n→∞κ(n, e)
n2
e3
= C > 0
exists.
We call the constant C > 0 in Theorem 3.1.4 the midrange crossing
constant. It is necessary to limit the range of e from below and from above.
(See the Remark at the end of Section 3.4.)
All of the above problems can be reformulated for graph drawings on
other surfaces. Let Sg denote a torus with g holes, i.e., a compact oriented
surface of genus g with no boundary. Deﬁne crg(G), the crossing number of
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G on Sg, as the minimum number of crossing points in any drawing of G on
Sg. Let
κg(n, e) = min
n(G) = n
e(G) ≥ e
crg(G).
With this notation, cr0(G) is the planar crossing number and κ0(n, e) =
κ(n, e).
In Section 3.5, we prove that there is a midrange crossing constant for
graph drawings on any surface Sg of ﬁxed genus g ≥ 0.
Theorem 3.1.5. For every g ≥ 0, if n≪ e≪ n2 then the limit
lim
n→∞κg(n, e)
n2
e3
exists and is equal to the constant C > 0 in Theorem 3.1.4.
To prove this result, we have to generalize Theorem B.
Theorem 3.1.6. Let G be a graph of n vertices, whose degrees are d1, d2, . . .,
dn. Then
b(G) ≤ 300(1 + g3/4)
√√√√crg(G) + n∑
i=1
d2i .
3.2 Crossing numbers and monotone
properties – Proof of Theorem 3.1.1
Let P be a monotone graph property with ex(n,P) ≤ An1+α, for some
A, α > 0. Let G be a graph with vertex set V (G) and edge set E(G), where
|V (G)| = n(G) = n and |E(G)| = e(G) = e. Suppose that G satisﬁes
property P and e ≥ cn log2 n. To prove Theorem 3.1.1, we assume that
cr(G) < c′
e2+1/α
n1+1/α
,
and, if c and c′ are suitable constant, we will obtain a contradiction.
We break G into smaller components, according to the following proce-
dure.
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Decomposition Algorithm
Step 0. Let G0 = G,G01 = G,M0 = 1, m0 = 1.
Suppose that we have already executed Step i, and that the result-
ing graph, Gi, consists of Mi components, G
i
1, G
i
2, . . . , G
i
Mi
, each of at most
(2/3)in vertices. Assume, without loss of generality, that the ﬁrst mi compo-
nents of Gi have at least (2/3)i+1n vertices and the remaining Mi −mi have
fewer. Then
(2/3)i+1n(G) ≤ n(Gij) ≤ (2/3)in(G) (j = 1, 2, . . . , mi).
Thus, we have that mi ≤ (3/2)i+1.
Step i+ 1. If
(2/3)i <
1
(2A)1/α
· e
1/α
n1+1/α
, (3.1)
then stop. (1) is called the stopping rule.
Else, for j = 1, 2, . . . , mi, delete b(G
i
j) edges from G
i
j such that G
i
j falls
into two components, each of at most (2/3)n(Gij) vertices. Let G
i+1 denote
the resulting graph on the original set of n vertices. Clearly, each component
of Gi+1 has at most (2/3)i+1n vertices.
Suppose that the Decomposition Algorithm terminates in Step k+
1. If k > 0, then
(2/3)k <
1
(2A)1/α
· e
1/α
n1+1/α
≤ (2/3)k−1.
First, we give an upper bound on the total number of edges deleted from
G.
Using that, for any non-negative reals a1, a2, . . . , am,
m∑
j=1
√
aj ≤
√√√√m m∑
j=1
aj , (3.2)
we obtain that, for any 0 ≤ i < k,
mi∑
j=1
√
cr(Gij) ≤
√√√√mi mi∑
j=1
cr(Gij) ≤
√
(3/2)i+1
√
cr(G)
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<
√
(3/2)i+1
√
c′e2+1/α
n1+1/α
.
Denoting by d(v,Gij) the degree of vertex v in G
i
j, we have
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij) ≤
√
(3/2)i+1
√ ∑
v∈V (Gi)
d2(v,Gi)
≤
√
(3/2)i+1
√
max
v∈V (Gi)
d(v,Gi)
∑
v∈V (Gi)
d(v,Gi)
≤
√
(3/2)i+1
√
(2/3)in(2e) =
√
3en.
In view of Theorem B in the Introduction, the total number of edges deleted
during the procedure is
k−1∑
i=0
mi∑
j=1
b(Gij) ≤ 10
k−1∑
i=0
mi∑
j=1
√
cr(Gij) + 2
k−1∑
i=0
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij)
< 10
√
c′
√
e2+1/α
n1+1/α
k−1∑
i=0
√
(3/2)i + 2k
√
3en
≤ 250
√
c′
√
e2+1/α
n1+1/α
√
(2A)1/α
n1+1/α
e1/α
+ 2k
√
3en ≤ e
2
,
provided that c′ is suﬃciently small and c is suﬃciently large.
Therefore, the number of edges of the graph Gk obtained in the ﬁnal
Step of the algorithm satisﬁes
e(Gk) ≥ e
2
.
(Note that this inequality trivially holds if the algorithm terminates in the
very ﬁrst Step, i.e., when k = 0.)
Next we give a lower bound on e(Gk). The number of vertices of each
connected component of Gk satisﬁes
n(Gkj ) ≤ (2/3)kn <
1
(2A)1/α
· e
1/α
n1+1/α
n =
(
e
2An
)1/α
(j = 1, 2, . . . ,Mk).
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Since each Gkj has property P, it follows that
e(Gkj ) ≤ An1+α(Gkj ) < An(Gkj ) ·
e
2An
.
Therefore, for the total number of edges of Gk, we have
e(Gk) =
Mk∑
j=1
e(Gkj ) < A
e
2An
Mk∑
j=1
n(Gkj ) =
e
2
,
the desired contradiction. This proves the bound of Theorem 3.1.1.
It remains to show that the bound is tight up to a constant factor. Sup-
pose that ex(n,P) ≥ A′n1+α For every e (cn < e ≤ An1+α), we construct a
graph G of at most n vertices and at least e edges, which has property P
and crossing number
cr(G) ≤ c′′ e
2+1/α
n1+1/α
,
for a suitable constant c′′ = c′′(A′, α).
Let
k =
⌈
2e
A′n
⌉ 1
α
,
and let Gk denote a graph of k vertices and at least A
′k1+α edges, which has
property P. Clearly,
cr(Gk) ≤ e2(Gk) ≤ (Ak1+α)2 = A2k2+2α.
Let G be the union of ⌊n/k⌋ disjoint copies of Gk. Then n(G) = ⌊n/k⌋k ≤ n,
e(G) =
⌊
n
k
⌋
e(Gk) ≥ n
2k
A′kkα ≥ e,
cr(G) =
⌊
n
k
⌋
cr(Gk) ≤ n
k
A2k2+2α ≤ A2n
2( 2e
A′n
) 1
α
1+2α
=
23+2α+1/αA2
(A′)2+1/α
· e
2+1/α
n1+1/α
,
as required. 2
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3.3 Forbidden subgraphs
– Proofs of Theorems 3.1.2 and 3.1.3
In Section 3.2, we established Theorem 3.1.1 under the assumption e ≥
cn log2 n, where c is a suitable constant depending on property P. It seems
very likely that the same result is true for every e ≥ cn. The appearance of
the log2 n factor was due to the fact that to estimate the total number of edges
deleted during the Decomposition Algorithm, we applied Theorem B.
We used a poor upper bound on the term
∑
d2i , because some of the degrees di
may be very large. However, in some interesting special cases, this diﬃculty
can be avoided by a simple trick. We can split each vertex of high degree into
vertices of ‘average degree,’ unless the new graph ceases to have property P.
We illustrate this technique by proving the following result, which is the
r = s = 2 special case of Theorem 3.1.3 and a slight modiﬁcation of Theorem
3.1.2 for r = 2.
Theorem 3.3.1. Let G be a K2,2-free (C4-free) graph with n(G) = n vertices
and e(G) = e edges, e ≥ 1000n. Then
cr(G) ≥ 1
108
e4
n3
.
This bound is tight up to a constant factor.
Proof. Let G be a graph with n vertices and e ≥ 1000n edges, which does
not contain K2,2 as a subgraph. Suppose, in order to obtain a contradiction,
that
cr(G) <
1
108
e4
n3
,
and G is drawn in the plane with cr(G) crossings.
First, we split every vertex of G whose degree exceeds d := 2e/n into
vertices of degree at most d, as follows. Let v be a vertex of G with degree
d(v,G) = d(v) = d > d, and let vw1, vw2, . . . , vwd be the edges incident to v,
listed in clockwise order. Replace v by ⌈d/d⌉ new vertices, v1, v2, . . . , v⌈d/d⌉,
placed in clockwise order on a very small circle around v. Without intro-
ducing any new crossings, connect wj to vi if and only if d(i − 1) < j ≤ di
(1 ≤ j ≤ d, 1 ≤ i ≤ ⌈d/d⌉). Repeat this procedure for every vertex whose
degree exceeds d, and denote the resulting graph by G′.
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Obviously, G′ is also K2,2-free, e(G′) = e(G) = e, and
cr(G′) ≤ cr(G) < 1
108
e4(G)
n3(G)
.
Since all but at most n vertices of G′ have degree d, we have n(G′) < 2n(G) =
2n.
Apply the Decomposition Algorithm described in the previous sec-
tion to the graph G′ with the diﬀerence that, instead of (1), use the following
stopping rule: stop in Step i+ 1 if(
2
3
)i
<
e2(G′)
16n3(G′)
.
Suppose that the algorithm terminates in Step k + 1. If k > 0, then
(2/3)k <
e2(G′)
16n3(G′)
≤ (2/3)k−1.
Just like in the proof of Theorem 3.1.1, for every i < k, we have that
mi∑
j=1
√
cr(Gij) ≤
√
(3/2)i+1
√
cr(G) <
1
104
√
(3/2)i+1
e2
n3/2
and, using the fact that the maximum degree in G′ is at most d,
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij) ≤
√
(3/2)i+1
√ ∑
v∈V (G′)
d2(v,G′)
≤
√
(3/2)i+1
√
d2e(G′) ≤ 2
√
(3/2)i+1
e√
n
.
Hence, by Theorem B, the total number of edges deleted during the al-
gorithm is
k−1∑
i=0
mi∑
j=1
b(Gij) ≤ 10
k−1∑
i=0
mi∑
j=1
√
cr(Gij) + 2
k−1∑
i=0
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij)
<
1
1000
e2
n3/2
k−1∑
i=0
√
(3/2)i+1 + 4
e√
n
k−1∑
i=0
√
(3/2)i+1
60
=
√
3/2
√
(3/2)k − 1√
3/2− 1
(
e2
1000n3/2
+
4e√
n
)
< 100
n3/2
e
(
e2
1000n3/2
+
4e√
n
)
<
e
10
+ 400n <
e
2
.
Therefore, for the resulting graph,
e(Gk) ≥ e
2
.
On the other hand, each component of Gk has relatively few vertices:
n(Gkj ) < (2/3)
kn(G′) <
e2
16n2(G′)
=
e2
16n2(Gk)
(j = 1, 2, . . . ,Mk).
Claim C. [R58] Let ex(n,K2,2) denote the maximum number of edges that a
K2,2-free graph with n vertices can have. Then
ex(n,K2,2) ≤
n
(
1 +
√
4n− 3
)
4
≤ n3/2.
Applying the Claim to each Gjk, we obtain
e(Gkj ) ≤ n3/2(Gkj ) < n(Gkj ) ·
√√√√ e2
16n2(Gk)
,
therefore,
e(Gk) =
Mk∑
j=1
e(Gkj ) <
e
4n(Gk)
Mk∑
j=1
n(Gkj ) =
e
4
,
the desired contradiction. The tightness of Theorem 3.3.1 immediately fol-
lows from the fact that Theorem 3.1.1 was tight. 2
Theorems 3.1.2 and 3.1.3 can be proved similarly. It is enough to notice
that splitting a vertex of high degree does not decrease the girth of a graph
G and does not create a subgraph isomorphic to Kr,s. Instead of Claim C,
now we need
Claim C′. [BS74], [Br66], [Be66], [S66], [W91] For a fixed positive integer
r, let G2r denote the property that the girth of a graph is larger than 2r.
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Then the maximum number of edges of a graph with n vertices, which has
property G2r, satisfies
ex(n,G2r) = O(n1+1/r).
For r = 2, 3 and 5, this bound is tight.
Claim C′′. [KST54], [F96], [ER62], [Br66], [ARS99] For any integers s ≥
r ≥ 2, the maximum number of edges of a Kr,s-free graph of n vertices,
satisfies
ex(n,Kr,s) = O(n
2−1/r).
This bound is tight for s > (r − 1)!.
In case r = 3, we obtain the following slight generalization of Theorem
3.1.2.
Theorem 3.3.2. Let G be a graph of n vertices and e ≥ 4n edges, which
contains no cycle C6 of length 6.
Then, for a suitable constant c′6 > 0, we have
cr(G) ≥ c′6
e5
n4
.
To establish Theorem 3.3.2, it is enough to modify the proof of Theorem
3.1.2 at one point. Before splitting the high-degree vertices of G and running
the Decomposition Algorithm, we have to turn G into a bipartite graph,
by deleting at most half of its edges. After that, splitting a vertex cannot
create a C6, and the rest of the above argument shows that the crossing
number of the remaining graph still exceeds c′6
e5
n4
.
We do not see, however, how to obtain the analogous generalization of
Theorem 3.1.2 for r > 3.
3.4 Midrange crossing constant
in the plane – Proof of Theorem 3.1.4
Lemma 3.4.1. (i) For any a > 0, the limit
γ[a] = lim
n→∞
κ(n, na)
n
exists and is finite.
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(ii) γ[a] is a convex continuous function.
(iii) For any a ≥ 4, 1 > δ > 0,
γ[a]− γ[a(1− δ)] ≤ γ[a(1 + δ)]− γ[a] ≤ 103δγ[a].
by taking the limit as n→∞
Proof. Clearly, any two graphs, G1 and G2, can be drawn in the plane so
that the edges of G1 do not intersect the edges of G2. Therefore,
κ(n1 + n2, e1 + e2) ≤ κ(n1, e1) + κ(n2, e2). (3.3)
In particular, the function fa(n) = κ(n, na) is subadditive and hence the
limit
γ[a] = lim
n→∞
κ(n, na)
n
exists and is ﬁnite for every ﬁxed a > 0. It also follows from (3.3) that for
any a, b > 0 and 1 > α > 0, if n and αn are both integers,
κ(n, (αa+ (1− α)b)n) ≤ κ(αn, αan) + κ((1− α)n, (1− α)bn),
so for any 1 > α > 0 rational,
γ[αa+ (1− α)b] ≤ αγ[a] + (1− α)γ[b].
But since the function γ[a] is monotone increasing, it follows that for any
1 > α > 0,
γ[αa+ (1− α)b] ≤ αγ[a] + (1− α)γ[b]. (3.4)
That is, the function γ[a] is convex. In particular, for every 1 > δ > 0, we
have
γ[a]− γ[a(1− δ)] ≤ γ[a(1 + δ)]− γ[a].
It is known that for any a ≥ 4,
a3n
100
≤ κ(n, an) ≤ a3n ⇒ a
3
100
≤ γ[a] ≤ a3 (3.5)
(see e.g. [PT97]). Let a ≥ 4, 1 > δ > 0. By (3.4),
γ[a(1 + δ)] ≤ (1− δ)γ[a] + δγ[2a].
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Therefore, using (3.5),
γ[a(1 + δ)]− γ[a] ≤ δγ[2a] ≤ δ8a3 < 103δγ[a]. 2
Set
C := lim sup
a→∞
γ[a]
a3
.
By (3.5), we have that C < 1.
Lemma 3.4.2. For any 0 < ǫ < 1, there exists N = N(ǫ) such that κ(n, e) >
C e
3
n2
(1− ǫ), whenever min{n, e/n, n2/e} > N .
Proof. Let A > 10
9
ǫ3
be a rational number satisfying
γ[A]
A3
> C(1− ǫ
10
). (3.6)
Let N = N(ǫ) ≥ A such that, if n > N , e = nA′, and |A− A′| ≤ Aǫ, then
κ(n, e) > γ[A′](1− ǫ
10
)n. (3.7)
Let n and e be ﬁxed, min{n, e/n, n2/e} > N and let G = (V,E) be a
graph with |V | = n vertices and |E| = e edges, drawn in the plane with
κ(n, e) crossings. Set p = An/e. Let U be a randomly chosen subset of V
with Pr[v ∈ U ] = p, independently for all v ∈ V . Let ν = |U |, and let η
(resp. ξ) be the number of edges (resp. crossings) in the (drawing of the)
subgraph of G induced by the elements of U .
ν has mean pn and variance p(1 − p)n ≤ pn, so, by the Chebyshev
Inequality,
Pr
[
|ν − pn| > ǫ
104
pn
]
<
ǫ
10
.
Write η =
∑
Iuv, where the sum is taken over all edges uv = vu ∈ E,
and Iuv denotes the indicator for the event u, v ∈ U . Obviously, E[η] =∑
uv∈E E[Iuv] = ep
2. We decompose
Var [η] =
∑
uv∈E
Var [Iuv] +
∑
uv,uw∈E
Cov [Iuv, Iuw] ,
as Cov[Iuv, Iwz] = 0 when all four indices are distinct. As always with indi-
cators, we have ∑
uv∈E
Var [Iuv] ≤
∑
uv∈E
E [Iuv] = E [η] = ep
2.
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Using the bound Cov[Iuv, Iuw] ≤ E[IuvIuw] = p3, we obtain
Var [η] ≤ p2e+ p3 ∑
v∈V
(
d(v)
2
)
,
where d(v) is the degree of vertex v in G. But
∑
v∈V d(v) = 2e and all
d(v) < n, so ∑
v∈V
(
d(v)
2
)
≤ 1
2
∑
v∈V
d2(v) ≤ en.
Thus, we have
Var [η] ≤ p2e+ p3en ≤ 2p3en,
as pn = An2/e ≥ 1. Again, by the Chebyshev Inequality,
Pr
[
|η − p2e| > ǫ
104
p2e
]
<
ǫ
10
.
With probability at least 1− ǫ
5
,
pn(1− ǫ
104
) < ν < pn(1 +
ǫ
104
)
and
p2e(1− ǫ
104
) < η < p2e(1 +
ǫ
104
),
so with probability at least 1− ǫ
5
,
A(1− 3ǫ
104
) <
η
ν
= A′ < A(1 +
3ǫ
104
).
Therefore, in view of (3.7), with probability at least 1 − ǫ
5
, the subgraph of
G induced by U has at least pn(1− ǫ
10
)γ[A′](1− ǫ
10
) crossings. But then, we
have
E [ξ] ≥ (1− ǫ
5
)pn(1− ǫ
10
)γ[A′](1− ǫ
10
)
≥ (1− ǫ
5
)pn(1− ǫ
10
)γ[A](1− 3ǫ
10
)(1− ǫ
10
)
≥ (1− ǫ
5
)pn(1− ǫ
10
)CA3(1− ǫ
10
)(1− 3ǫ
10
)(1− ǫ
10
) ≥ (1− ǫ)CA3pn,
where the second and third inequalities follow from Lemma 3.4.1(iii) and
from the choice of A, respectively.
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On the other hand,
E [ξ] = p4κ(n, e),
as every crossing lies in U with probability p4. Thus
κ(n, e) ≥ (1− ǫ)pnCA
3
p4
= C
e3
n2
(1− ǫ)
as desired. 2
To complete the proof of Theorem 3.1.4, we have to establish the “coun-
terpart” of Lemma 3.4.2.
Lemma 3.4.3. For any 1 > ǫ > 0, there exists M = M(ǫ) such that
κ(n, e) < C e
3
n2
(1 + ǫ), whenever min{n, e/n, n2/e} > M .
Proof. Let A > 10
4
ǫ2
be a rational number satisfying
C(1− ǫ
10
) <
γ[A]
A3
< C(1 +
ǫ
10
).
Let M1 = M1(ǫ) ≥ A such that, if n > M1 and e = nA, then
CA3n(1− ǫ
5
) < κ(n, e) < CA3n(1 +
ǫ
5
).
Let G1 = G1(n1, e1) be a graph with n1 > M1 vertices, e1 = An1 edges,
and suppose that G1 is drawn in the plane with κ(n1, e1) crossings, where
CA3n1(1− ǫ5) < κ(n1, e1) < CA3n1(1+ ǫ5). For each vertex v of G1 with degree
d(v) > A3/2, we do the following. Let d(v) = rA3/2 + s, where 0 ≤ s < A3/2.
Substitute v with r + 1 vertices, each of degree A3/2, except one which has
degree s, each drawn very close to the original position of v. Clearly, this
can be done without creating any additional crossing. We obtain a graph
G2(n2, e2) such that
n1 ≤ n2 ≤ n1(1 + 2√
A
) ≤ n1(1 + ǫ
10
),
e2 = e1, and G2 is drawn in the plane with κ(n1, e1) crossings.
Suppose that n and e are ﬁxed, min{n, e/n, n2/e} > M(ǫ) = 10M1
ǫ
. Let
L =
e/n
e2/n2
and K =
n2/e
n22/e2
,
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so that
n = KLn2 and e = KL
2e2.
Let
L˜ =
⌊
L(1 +
ǫ
10
)
⌋
and K˜ =
⌊
K(1− ǫ
10
)
⌋
and let
n˜ = K˜L˜n2 and e˜ = K˜L˜
2e2.
Then n(1− ǫ
5
) < n˜ < n and e2 < e˜ ≤ e2(1 + ǫ4), so we have κ(n, e) < κ(n˜, e˜).
Substitute each vertex of G2 with L˜ very close vertices, and substitute
each edge of G2 with the corresponding L˜
2 edges, all running very close to
the original edge. Make K˜ copies of this drawing, each separated from the
others. This way we got a graph G˜(n˜, e˜) drawn in the plane. We estimate
the number of crossings X in this drawing.
A crossing in the original drawing of G2 corresponds to K˜L˜
4 crossings in
the present drawing of G˜. For any two edges of G2 with common endpoint,
uv and uw, the edges arise from them have at most K˜L˜4 crossings with each
other. So
X ≤ K˜L˜4
κ(n1, e1) + ∑
v∈V (G2)
(
d(v)
2
)
But
∑
v∈V (G2) d(v) = 2e2 and d(v) ≤ A3/2, so∑
v∈V (G2)
(
d(v)
2
)
< 3A5/2n2.
Therefore,
κ(n, e) < κ(n˜, e˜) ≤ c < K˜L˜4κ(n1, e1) + K˜L˜43A5/2n2 < K˜L˜4κ(n1, e1)(1 + ǫ
10
)
< K˜L˜4CA3n1(1 +
ǫ
5
)(1 +
ǫ
10
) = K˜L˜4C
e31
n21
(1 +
ǫ
5
)(1 +
ǫ
10
)
< KL4C
e32
n22
(1 +
ǫ
10
)6(1 +
ǫ
5
)(1 +
ǫ
10
) < C(1 + ǫ)
e3
n2
. 2
Remark.
We cannot decide whether Theorem 3.1.4 remains true under the weaker
condition that C1n ≤ e ≤ C2n2 for suitable positive constants C1 and C2.
If the answer were in the aﬃrmative, then, clearly, C1 > 3. We would also
have that C2 < 1/2, because, by [G72], for e =
(
n
2
)
, cr(Kn) > (
1
10
− ǫ) e3
n2
for
any ǫ > 0 if n is large enough.
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3.5 Midrange crossing constants on
other surfaces – Proof of Theorem 3.1.5
Lemma 3.5.1. For any integer g ≥ 0 and for any 1 > ǫ > 0, there exists
N = N(g, ǫ) such that κg(n, e) > C
e3
n2
(1−ǫ), whenever min{n, e/n, n3/2/e} >
N .
Proof. For g = 0, the assertion follows from Lemma 3.4.2. Suppose that
g > 0 is ﬁxed and we have already proved the lemma for g−1. For any ǫ > 0,
let N(g, ǫ) = 10
5
ǫ2
gN(g − 1, ǫ/10). Suppose, in order to get a contradiction,
that min{n, e/n, n3/2/e} > N , and let G(n, e) be a graph drawn on Sg with
crg(G) = κg(n, e) < C
e3
n2
(1− ǫ) crossings.
As long as there is an edge with at least 4C e
2
n2
crossings, delete it. Let
the resulting graph be G1(n1, e1). Suppose that we deleted e
′ edges. Then
G1 has n1 = n vertices, e1 = e− e′ edges, and the number of crossings in the
resulting drawing of G1 is at most crg(G) − 4C e2n2 e′. Therefore, e′ < e/4, so
e ≥ e1 ≥ 3e/4. It is not hard to check that crg(G1) < C e
3
1
n2
1
(1 − ǫ) and G1
contains no edge with more than 4C e
2
n2
< 8C
e2
1
n2
1
crossings.
Consider all cycles of G1, as they are drawn on Sg. If each cycle is
trivial, i.e., each cycle is contractible to a point of Sg, then every connected
component of G is contractible to a point. That is, in this case, our drawing
of G on Sg is equivalent to a drawing of G1 on the plane. Consequently,
crg−1(G1) ≤ cr0(G1) < C e3n2 (1− ǫ) contradicting the induction hypothesis.
Suppose that there is a non-trivial (i.e., non-contractible) cycle C of G1
with at most ǫ
80C
n2
1
e1
edges. Clearly, C contains a non-trivial closed curve, C′,
which does not intersect itself. The total number of crossings along C′ is at
most
ǫ
80C
n21
e1
8C
e21
n21
=
ǫ
10
e1.
Delete all edges that cross C′. Cut Sg along C′. Replace every vertex
(resp. edge) C′ by two vertices, one on each side of the cut. Every edge of
G arriving at a vertex v of C′ from a given side of the cut will be connected
to the copy of v lying on the same side. Thus, we obtain a graph G2(n2, e2),
drawn with fewer than crg(G1) crossings. Attaching a half-sphere to each
side of the cut, we obtain either a surface of genus g − 1 or two surfaces
whose genuses are smaller than g. We discuss only the former case (the
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calculation in the latter one is very similar). Since we doubled at most
ǫ
80C
n2
1
e1
= ǫn1
n1
e1
1
80C
< ǫn1
1
N
< n1
ǫ
10
vertices and deleted at most ǫ
10
e edges, we
have n2 ≤ n1(1 + ǫ10) and e2 ≥ e1(1− ǫ10). In the resulting drawing there are
fewer than crg(G1) crossings, therefore
crg−1(G2) < crg(G1) < C
e31
n21
(1− ǫ) ≤ C e
3
2
n22
(1− ǫ)(1− ǫ
10
)−3(1 +
ǫ
10
)2
≤ C e
3
2
n22
(1− ǫ
10
),
contradicting the induction hypothesis.
Thus, we can assume that every non-trivial cycle of G1 contains at least
ǫ
80C
n2
1
e1
edges. For each vertex v of G1 with degree d(v) >
10e1
ǫn1
, we do the
following. Let d(v) = r 10e1
ǫn1
+ s, where 0 ≤ s < 10e1
ǫn1
. Without creating any
new crossing, replace v by r + 1 nearby vertices, each of degree 10e1
ǫn
, except
one, whose degree is s. We obtain a graph G3(n3, e3) drawn on Sg with
n1 ≤ n3 ≤ n1(1 + ǫ5), e3 = e1, and with the same number of crossings as G1.
Hence,
crg(G3) ≤ crg(G1) ≤ C e
3
1
n21
(1− ǫ) ≤ C e
3
3
n23
(1− ǫ)(1 + ǫ
5
)2 ≤ C e
3
3
n23
(1− ǫ
2
).
The maximum degree D in G3 cannot exceed
10e1
ǫn1
< 18e3
ǫn3
, and the length
of each non-trivial cycle is at least ǫ
80C
n2
1
e1
≥ ǫ
100C
n2
3
e3
. Apply to G3 the De-
composition Algorithm described in Section 3.2 with the diﬀerence that,
instead of (1), use the following stopping rule: stop in Step i+ 1 if
(2/3)i <
ǫ
100C
n3
e3
.
Suppose that the algorithm terminates in Step k + 1. Then
(2/3)k <
ǫ
100C
n3
e3
≤ (2/3)k−1.
First, we give an upper bound on the total number of edges deleted from
G3. Let G
0 = G01 = G3 and m0 = 1. Using (2), we obtain that, for every
0 ≤ i < k,
mi∑
j=1
√
crg(Gij) ≤
√√√√mi mi∑
j=1
crg(Gij) ≤
√
(3/2)i+1
√
crg(G3)
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≤
√
(3/2)i+1
√√√√C e33
n23
(1− ǫ
2
).
Denoting by d(v,Gij) the degree of vertex v in G
i
j, we have
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij) ≤
√
(3/2)i+1
√ ∑
v∈V (Gi)
d2(v,Gi)
≤
√
(3/2)i+1
√
max
v∈V (Gi)
d(v,Gi)
∑
v∈V (Gi)
d(v,Gi)
≤
√
(3/2)i+1
√√√√18e33
ǫn23
(2e3) = 12
√
(3/2)i+1
e3√
ǫn3
.
By Theorem 3.1.6 (proved in the last section), the total number of edges
deleted during the algorithm is
k−1∑
i=0
mi∑
j=1
b(Gij) ≤ 300(1 + g3/4)
k−1∑
i=0
mi∑
j=1
√√√√crg(Gij) + ∑
v∈V (Gi
j
)
d2(v,Gij)
≤ 300(1 + g3/4)
k−1∑
i=0
mi∑
j=1
√
crg(G
i
j) + 300(1 + g
3/4)
k−1∑
i=0
mi∑
j=1
√√√√ ∑
v∈V (Gi
j
)
d2(v,Gij)
≤ 300(1 + g3/4)
k−1∑
i=0
√
(3/2)i+1

√√√√C e33
n23
(1− ǫ
2
) + 6
e3√
ǫn3

≤ 300(1 + g3/4)
√
3/2
√
(3/2)k − 1√
3/2− 1

√√√√C e33
n23
(1− ǫ
2
) + 6
e3√
ǫn3

≤ 2000(1 + g3/4)
√
C
ǫ
√
e
n

√√√√C e33
n23
(1− ǫ
2
) + 6
e3√
ǫn3
 ≤ e3 ǫ
10
.
Therefore, the number of edges e(Gk) of the graph Gk obtained in the
ﬁnal Step of the algorithm satisﬁes e(Gk) ≥ e3(1− ǫ10). Consider the drawing
of Gk on Sg inherited from the drawing of G3. Each connected component
of Gk has fewer than ǫ
100C
n2
3
e3
vertices, therefore, each cycle of Gk, as drawn
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on Sg, is contractible to a point. Consequently, this drawing is equivalent to
a planar drawing of Gk. Hence,
crg−1(G
k) ≤ cr0(Gk) ≤ crg(G3) ≤ C e
3
3
n23
(1− ǫ
2
)
≤ C e
3(Gk)
n2(Gk)
(1− ǫ
2
)(1− ǫ
10
)−3 < C
e3(Gk)
n2(Gk)
(1− ǫ
10
),
a contradiction. This concludes the proof of Lemma 3.5.1. 2
Lemma 3.5.2. For any integer g ≥ 0 and for any ǫ > 0, there exists N ′ =
N ′(g, ǫ) such that κg(n, e) > C e
3
n2
(1− ǫ), whenever min{n, e/n, n2/e} > N ′.
Proof. The proof is analogous to that of Lemma 3.4.2. 2
Lemma 3.5.3. For any integer g ≥ 0 and for any ǫ > 0, there exists M =
M(g, ǫ) such that κg(n, e) < C
e3
n2
(1 + ǫ), whenever min{n, e/n, n2/e} > M .
Proof. Clearly, for any graph G and for any g ≥ 0, we have cr0(G) ≥
crg(G). Therefore, Lemma 3.5.3 is a direct consequence of Lemma 3.4.3. 2
Theorem 3.1.5 now readily follows from Lemmas 3.5.2 and 3.5.3.
3.6 A separator theorem
– Proof of Theorem 3.1.6
For the proof of Theorem 3.1.6, we need a slight variation of the notion of
bisection width. The weak bisection width, b(G), of a graph G is deﬁned
as the minimum number of edges whose removal splits the graph into two
components, each of size at least |V (G)|/5. That is,
b(G) = min
|VA|,|VB|≥n/5
|E(VA, VB)|,
where E(VA, VB) denotes the number of edges between VA and VB, and the
minimum is taken over all partitions V (G) = VA ∪ VB with |VA|, |VB| ≥
|V (G)|/5.
Lemma 3.6.1. For any graph G, we have
b(G) ≤ b(G) ≤ 2max
H⊂G
b(H).
71
Proof. The ﬁrst inequality is obviously true. To prove the second one,
let |V (G)| = n and consider a partition V (G) = VA ∪ VB such that n/5 ≤
|VA|, |VB| ≤ 4n/5 and |E(VA, VB)| = b(G). Suppose that |VA| ≤ |VB|. If
n/3 ≤ |VA|, then b(G) = b(G) and we are done. So we can assume that
n/5 ≤ |VA| ≤ n/3 and 2n/3 ≤ |VB| ≤ 4n/5.
Let H be the subgraph of G induced by VB. By deﬁnition, there is
a partition VB = V
′
B ∪ V ′′B such that |VB|/5 ≤ |V ′B|, |V ′′B | ≤ 4|VB|/5 and
|E(V ′B, V ′′B)| = b(H). We can assume that |V ′B| ≤ |V ′′B |. Then
n
3
≤ |VB|
2
≤ |V ′′B | ≤
4|VB|
5
≤ 16n
25
<
2n
3
.
Letting V1 = VA∪V ′B and V2 = V ′′B , we have V (G) = V1∪V2, n/3 ≤ |V1|, |V2| ≤
2n/3,
|E(V1, V2)| ≤ |E(VA, VB)|+ |E(V ′B, V ′′B)| ≤ b(G) + b(H),
and the result follows. 2
Theorem 3.1.6 is an immediate consequence of Lemma 3.6.1 and the fol-
lowing statement.
Theorem 3.6.2. Let G be a graph with n vertices of degrees d1, d2, . . . , dn.
Then
b(G) ≤ 150(1 + g3/4)
√√√√crg(G) + n∑
i=1
d2i .
Proof. Clearly, we can assume that G contains no isolated vertices, that is,
di > 0 for all 1 ≤ i ≤ n. Consider a drawing of G on Sg with exactly crg(G)
crossings. Let v1, v2, . . . , vn be the vertices of G with degrees d1, d2, . . . , dn,
respectively. Introduce a new vertex at each crossing. Denote the set of these
vertices by V0. Replace each vi ∈ V (G) (i = 1, 2 . . . , n) by a set Vi of vertices
forming a di× di piece of a square grid, in which each vertex is connected to
its horizontal and vertical neighbors. Let each edge incident to vi be hooked
up to distinct vertices along one side of the boundary of Vi without creating
any crossing. These di vertices will be called the special boundary vertices of
Vi.
Thus, we obtain a graph H of
∑n
i=0 |Vi| = crg(G) +
∑n
i=1 d
2
i vertices and
no crossing (see Fig. 3.1.). For each 1 ≤ i ≤ n, assign weight 1/di to each
special boundary vertex of Vi. Assign weight 0 to all other vertices of H . For
any subset ν of the vertex set of H , let w(ν) denote the total weight of the
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Figure 3.1: Replace the vertices by square grids
vertices belonging to ν. With this notation, w(Vi) = 1 for each 1 ≤ i ≤ n.
Consequently, w(V (H)) = n.
Since H is drawn on Sg without crossing, H does not contain Kα as a
minor, where α = ⌊4+4√g⌋ [RY68]. Then, by a result of Alon, Seymour, and
Thomas [AST90], the vertices of H can be partitioned into three sets, A, B
and C, such that w(A), w(B) ≥ n/3, |C| ≤ 25(1 + g3/4)
√
crg(G) +
∑n
i=1 d
2
i ,
and there is no edge from A to B. Let Ai = A∩Vi, Bi = B ∩Vi, Ci = C ∩Vi
(i = 0, 1, . . . , n).
For any 1 ≤ i ≤ n, we say that Vi is of type A (resp. type B) if w(Ai) ≥ 5/6
(resp. w(Bi) ≥ 5/6), and it is of type C, otherwise.
Deﬁne a partition V (G) = VA ∪ VB of the vertex set of G, as follows. For
any 1 ≤ i ≤ n, let vi ∈ VA (resp. vi ∈ VB) if Vi is of type A (resp. type B).
The remaining vertices, {vi | Vi is of type C } are assigned either to VA or
to VB so as to minimize ||VA| − |VB||.
Claim 3.6.3. n/5 ≤ |VA|, |VB| ≤ 4n/5
To prove the claim, deﬁne another partition V (H) = A∪B∪C such that
A ∩ Vi = A ∩ Vi and B ∩ Vi = B ∩ Vi, for i = 0 and for every Vi of type C.
If Vi is of type A (resp. type B), then let Vi = Ai ⊂ A (resp. Vi = Bi ⊂ B),
ﬁnally, let C = V (H)−A−B.
For any Vi of type A, w(Ai)− w(Ai) ≤ w(Ai)/5. Similarly, for any Vi of
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type B, w(Bi)− w(Bi) ≤ w(Bi)/5. Therefore,
|w(A)− w(A)| ≤ max{w(A), w(B)}/5 ≤ 2n/15.
Hence, n/5 ≤ w(A) ≤ 4n/5 and, analogously, n/5 ≤ w(B) ≤ 4n/5. In
particular, |w(A)− w(B)| ≤ 3n/5. Using the minimality of ||VA| − |VB||, we
obtain that ||VA| − |VB|| ≤ 3n/5, which implies Claim 3.6.3.
A: B: C:
Figure 3.2: Switch the uv segment of e and f .
Claim 3.6.4. For any 1 ≤ i ≤ n,
(i) if Vi is of type A (resp. of type B), then w(Bi)di ≤ |Ci| (resp. w(Ai)di ≤
|Ci|);
(ii) if Vi is of type C, then di/6 ≤ |Ci|.
In Vi, every connected component belonging to Ai is separated from every
connected component belonging to Bi by vertices in Ci. There are w(Ai)di
(resp. w(Bi)di) special boundary vertices in Vi, which belong to Ai (resp.
Bi). It can be shown by an easy case analysis that the number of separating
points |Ci| ≥ min{w(Ai), w(Bi)}di, and Claim 3.6.4 follows (see Fig. 3.2.).
In order to establish Theorem 3.6.2 (and hence Theorem 3.1.6), it remains
to prove the following statement.
Claim 3.6.5. The total number of edges between VA to VB satisfies
|E(VA, VB)| ≤ 150(1 + g3/4)
√√√√crg(G) + n∑
i=1
d2i .
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To see this, denote by E0 the set of all edges of H adjacent to at least
one element of C0. For any 1 ≤ i ≤ n, deﬁne Ei ⊂ E(H) as follows. If Vi is
of type A (resp. type B), let Ei consist of all edges leaving Vi and adjacent
to a special boundary vertex belonging to Bi (resp. Ai). If Vi is of type C,
let all edges leaving Vi belong to Ei.
For any 1 ≤ i ≤ n, let E ′i denote the set of edges of G corresponding to
the elements of Ei (0 ≤ i ≤ n). Clearly, we have |E ′i| ≤ |Ei|, because distinct
edges of G give rise to distinct edges of H . It is easy to see that every edge
between VA and VB belongs to ∪ni=0E ′i.
Obviously, |E ′0| ≤ |E0| ≤ 4|C0|. By Claim 3.6.4, if Vi is of typeA or of type
B, then |E ′i| ≤ |Ei| ≤ |Ci|. If Vi is of type C, then |E ′i| ≤ |Ei| = di ≤ 6|Ci|.
Therefore,
|E(VA, VB)| ≤ | ∪ni=0 E ′i| ≤
n∑
i=0
|Ei| ≤ 6|C| ≤ 150(1 + g3/4)
√√√√crg(G) + n∑
i=1
d2i .
This concludes the proof of Claim 3.6.5 and hence Theorem 3.6.2 and
Theorem 3.1.6. 2
Acknowledgement. We would like to express our gratitude to Zolta´n Szabo´
for his help in writing Section 3.5, and to La´szlo´ Sze´kely for many very useful
remarks.
75
76
Chapter 4
Which crossing number is it,
anyway?
This chapter is based on the papers [PT98], [T06] and part of [PT00a].
A drawing of a graph G is a mapping which assigns to each vertex a
point of the plane and to each edge a simple continuous arc connecting the
corresponding two points. The crossing number cr(G) of a graph G is the
minimum possible number of edge-crossings in a drawing of G, the pair-
crossing number pair-cr(G) is the minimum possible number of crossing
pairs of edges in a drawing of G, and the odd-crossing number odd-cr(G)
is the minimum number of pairs of edges that cross an odd number of times.
Clearly, odd-cr(G) ≤ pair-cr(G) ≤ cr(G).
We prove that the largest of these numbers (the crossing number) cannot
exceed twice the square of the smallest (the odd-crossing number). Our proof
is based on the following generalization of an old result of Hanani, which is
of independent interest. Let G be a graph and let E0 be a subset of its edges
such that there is a drawing of G, in which every edge belonging to E0 crosses
any other edge an even number of times. Then G can be redrawn so that
the elements of E0 are not involved in any crossing.
We prove a better inequality for the crossing number in terms of the
pair-crossing number; slightly improving the bound of Valtr, we show that
if the pair-crossing number of G is k, then its crossing number is at most
O(k2/ log2 k).
We construct graphs with 0.855pair-cr(G) ≥ odd-cr(G). This im-
proves the bound of Schaefer and Sˇtefankovicˇ.
We show that the determination of each of these parameters is an NP-
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hard problem and it is NP-complete in the case of the crossing number and
the odd-crossing number.
Finally, we introduce even more variants of the crossing number prove
some inequalities and pose some open questions.
4.1 Introduction
The crossing number of a graph G is usually deﬁned as “the minimum num-
ber of edge crossings in any drawing of G in the plane” [BL84]. However,
one has to be careful with this deﬁnition, because it can be interpreted in
several ways. Sometimes it is assumed that in a proper drawing no two
edges cross more than once, and if two edges share an endpoint, they cannot
have another point in common ([WB78], [B91]). Many authors do not make
this assumption ([T70], [GJ83], [SSSV97]). If two edges are allowed to cross
several times, we may count their intersections with multiplicity or without.
We may also wish to impose some further restrictions on the drawings (e.g.,
the edges must be straight-line segments [J71], or polygonal paths of length
at most k [BD93]). No matter what deﬁnition we use, the determination
of the crossing number of a graph appears to be an extremely diﬃcult task
([GJ83], [B91]). In fact, we do not even know the asymptotic value of any of
the above quantities for the complete graph Kn with n vertices and for the
complete bipartite graph Kn,n with 2n vertices, as n tends to inﬁnity [RT97].
The latter question, raised more than ﬁfty years ago, is often referred to as
Tura´n’s Brick Factory Problem [T77] or as Zarankiewicz’s problem [G69].
In the present paper, we investigate the relationship between various
crossing numbers. First we agree on the terminology.
A drawing of a simple undirected graph is a mapping f that assigns to
each vertex a distinct point in the plane and to each edge uv a continuous
arc (i.e., a homeomorphic image of a closed interval) connecting f(u) and
f(v), not passing through the image of any other vertex. For simplicity, the
arc assigned to uv is called an edge of the drawing, and if this leads to no
confusion, it is also denoted by uv. We assume that no three edges have an
interior point in common, and if two edges share an interior point p, then
they cross at p. We also assume that any two edges of a drawing have a only
a ﬁnite number of crossings (common interior points). A common endpoint
of two edges does not count as a crossing.
Definition. Let G be a simple undirected graph.
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(i) The rectilinear crossing number of G, lin-cr(G), is the minimum number
of crossings in any drawing of G, in which every edge is represented by a
straight-line segment.
(ii) The crossing number of G, cr(G), is the minimum number of edge cross-
ings in any drawing of G.
(iii) The pairwise crossing number of G, pair-cr(G), is the minimum number
of pairs of edges (e, e′) such that e and e′ determine at least one crossing, over
all drawings of G. (That is, now crossings are counted without multiplicities.)
(iv) The odd-crossing number of G, odd-cr(G), is the minimum number of
pairs of edges (e, e′) such that e and e′ cross an odd number of times.
Clearly, we have
odd-cr(G) ≤ pair-cr(G) ≤ cr(G) ≤ lin-cr(G),
It was shown by Bienstock and Dean [BD93] that there are graphs with
crossing number 4, whose rectilinear crossing numbers are arbitrarily large.
On the other hand, we cannot rule out the possibility that
odd-cr(G) = pair-cr(G) = cr(G)
for every graph G. The only result in this direction is the following remark-
able theorem of Hanani and Tutte (see also [LPS97]).
Theorem A. [Ch34], [T70] If a graph G can be drawn in the plane so that
any two edges which do not share an endpoint cross an even number of times,
then G is planar.
For a generalization of this result to other surfaces, see [CN99].
In a ﬁxed drawing of a graph G, an edge is called even if it crosses every
other edge an even number of times. It follows from Theorem A that if all
edges of G are even, i.e., if odd-cr(G) = 0, then cr(G) = 0. (In this case,
by Fa´ry’s theorem [F48], we also have lin-cr(G) = 0.) In the next section,
we establish the following generalization of this statement.
Theorem 4.1.1. For a fixed drawing of a graph G, let G0 ⊆ G denote the
subgraph formed by all even edges.
Then G can be drawn in such a way that the edges belonging to G0 are
not involved in any crossing.
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At the end of the next section, we show how Theorem 4.1.1 implies that
if the odd-crossing number of a graph is bounded, then its crossing number
cannot be arbitrarily large. More precisely, we prove
Theorem 4.1.2. The crossing number of any graph G satisfies
cr(G) ≤ 2 (odd-cr(G))2 .
Since pair-cr(G) ≥ odd-cr(G) for every graph G, it follows from Theo-
rem 4.1.2 that for any G, if pair-cr(G) = k, then cr(G) ≤ 2k2. Valtr [V05]
managed to improve this bound to cr(G) ≤ 2k2/ log k. Based on the ideas
of Valtr, we give a further little improvement.
Theorem 4.1.3. For any graph G, if pair-cr(G) = k, then
cr(G) ≤ 9k2/ log2 k.
Theorem 4.1.2 states that if odd-cr(G) = k, then cr(G) ≤ 2k2 and this
is the best known bound. (Obviously it follows that pair-cr(G) ≤ 2k2 and
this is also the best known bound.) On the other hand, Pelsmajer, Schaefer
and Sˇtefankovicˇ [PSS06] proved that odd-cr(G) and pair-cr(G) are not
necessarity equal, they constructed a series of graphs with odd-cr(G) ≤
(
√
3
2
+o(1)) ·pair-cr(G). We slightly improve their bound with a completely
diﬀerent construction.
Theorem 4.1.4. There is a series of graphs G with
odd-cr(G) <
(
3
√
5
2
− 5
2
+ o(1)
)
· pair-cr(G).
.
Since pair-cr(G) ≤ cr(G), Theorem 4.1.4 holds also for cr(G) instead
of pair-cr(G). Moreover, the whole argument works, without any change.
It was discovered by Leighton [L84] that the crossing number can be used
to obtain a lower bound on the chip area required for the VLSI circuit layout
of a graph. For this purpose, he proved the following general lower bound
for cr(G), which was discovered independently by Ajtai, Chva´tal, Newborn,
and Szemere´di. The best known constant, 1/33.75, in the theorem is due to
Pach and To´th.
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Theorem B. [ACNS82], [L84], [PT97] Let G be a graph with vertex set V (G)
and edge set E(G) such that |E(G)| ≥ 7.5|V (G)|. Then we have
cr(G) ≥ 1
33.75
|E(G)|3
|V (G)|2 .
In Section 4.5, we prove that a similar inequality holds for the odd-
crossing number.
Theorem 4.1.5. Let G be a graph with vertex set V (G) and edge set E(G)
such that |E(G)| ≥ 4|V (G)|. Then we have
odd-cr(G) ≥ 1
64
|E(G)|3
|V (G)|2 .
It was shown by Garey and Johnson [GJ83] that, given a graph G and an
integer K, it is an NP-complete problem to decide whether cr(G) ≤ K. In
the last section we show that the same is true for the odd-crossing number.
Theorem 4.1.6. Given a graph G and an integer K, it is an NP-complete
problem to decide whether odd-cr(G) ≤ K.
We can not prove the same for the pair-crossing number. (See Remark
at the end of Section 4.1.6.)
4.2 Proofs of Theorems 4.1.1 and 4.1.2
First we establish Theorem 4.1.1. The proof somewhat resembles a proof of
Kuratowski’s theorem (see [BM76]).
Suppose that Theorem 4.1.1 is false. Then there exists a graph G with
vertex set V (G) = V and edge set E(G) = E, and there is a subset E0 ⊆ E
such that G has a drawing, in which every edge in E0 is even, but there is no
drawing, in which none of these edges is involved in any crossing. Let us ﬁx a
minimal counterexample to Theorem 4.1.1, i.e., a pair (G,E0) such that there
exists no other pair (G,E0), E0 ⊆ E, with the above property, for which
the triple (|E|, |E0|, |V |) would precede (|E|, |E0|, |V |) in the lexicographic
ordering. In particular, it follows from the minimality of (G,E0) that G is
connected.
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If it leads to no confusion, throughout this section G will stand both for
the graph and for a particular drawing, in which all edges of E0 are even.
Let G0 = (V,E0). A path (resp. cycle) in G is said to be an E0-path (resp.
E0-cycle), if all of its edges belong to E0. Two edges are called independent,
if they do not share an endpoint.
Claim 4.2.1. G and G0 = (V,E0) satisfy the following properties.
(i) There is no vertex of degree 1 in G0.
(ii) There are no two adjacent vertices of degree 2 in G0.
(iii) In any subdivision of K5 or K3,3 contained in G, there are two paths
representing independent edges, such that neither of them is an E0-path.
Proof. If v has degree 1 in G0 = (V,E0), and uv ∈ E0, then (G,E0\{uv})
is another counterexample, (lexicographically) smaller than (G,E0). If u, v
both have degree 2 in G0 and uv ∈ E0, then contract the edge uv and
remove all multiple edges (that is, keep only one copy of each edge), to
obtain a smaller counterexample. Finally, part (iii) is an immediate corollary
to Theorem A. 2
Let C be any E0-cycle of G. A connected subgraph B ⊂ G is a bridge of
C (in G) if it consists of either a single edge whose endpoints belong to V (C),
or of a connected component of G−V (C) together with all edges connecting
it to C. The endpoints of these edges in C are called the endpoints of bridge
B. (See also [BM76].) In the following, P (x, y) will always denote a path in
G between two vertices, x and y.
Claim 4.2.2. G contains an E0-cycle which has at least two bridges.
Proof. First we show that there is an E0-cycle with a chord which is
either a single E0-edge or an E0-path of length two.
Delete all isolated vertices of G0. For every vertex v, which is adjacent
to exactly two vertices, u and w, in G0, replace uv, vw, and v with the single
edge uw. Call the resulting multigraph Ĝ0. By Claim 4.2.1, the degree of
every vertex of Ĝ0 is at least 3.
Let P = x0x1 . . . xm be a longest path in Ĝ0. Vertex x0 has at least 3
neighbors, and, by the maximality of the path, all of them are on P . Hence,
for some 1 < i < j, x0xi and x0xj are edges of Ĝ0. Then x0x1 . . . xj is a cycle
with chord x0xi in Ĝ0. Since every edge of Ĝ0 arose from either an edge or a
path of length two in G0, the corresponding edges of G0 form a cycle C with
a chord c which is either a single edge or an E0-path of length 2.
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If C has at least two bridges, then we are done. Assume it has only one
bridge, B. Now c is not a single edge, otherwise B would be identical with
c, and G = G0 = C ∪ c is not a counterexample. Therefore, we can assume
that c is an E0-path xvy of length 2.
The points x and y divide C into two complementary paths (arcs). If two
vertices of C, a and b (diﬀerent from x and y) do not belong to the same arc,
we say that the pair {x, y} separates a from b on C. Equivalently, the pair
{a, b} separates x from y.
We distinguish three cases.
Case 1. B has no two endpoints separated by the pair {x, y}.
Let P (x, y) denote the arc of C containing no endpoint of B in its interior.
Let G′ be the graph obtained from G by replacing P (x, y) with a single
edge xy, and let E ′0 = E0 ∪ {xy}. It is easy to see that (G′, E ′0) is also a
counterexample. By the minimality of (G,E0), we have that G = G
′, i.e.,
P (x, y) is a single edge xy ∈ E0.
Swapping xy with the chord xvy, we obtain an E0-cycle C
′ with a chord
xy. Therefore, C ′ has at least two bridges, and Claim 4.2.2 is true.
Case 2. There is a path P (a, b) ⊂ B, not passing through v, which connects
two points, a and b ∈ V (C), separated by the pair {x, y}.
Since v and P (a, b) belong to the same bridge, there is a path P (v, q) ⊂ B
connecting v to an interior point q of P (a, b). Then G contains a subdivision
of K3,3 with vertex classes {x, y, q} and {a, b, v}. Moreover, all paths repre-
senting the edges of K3,3 belong to E0, with the possible exceptions of those
adjacent to q. This contradicts Claim 4.2.1 (iii), which shows that this case
cannot occur.
Case 3. Every path in B, whose endpoints are separated on C by the pair
{x, y}, passes through v.
Let P1(x, y) and P2(x, y) denote the two complementary arcs of C, and
let Bi be the union of all paths in B, which connect an internal point of
Pi(x, y) to x, v, or y.
Suppose ﬁrst that B = B1∪B2. Then, by the minimality (G,E0), G−Bi,
for i = 1, 2, has a drawing where no edge belonging to E0 is involved in any
crossing. In particular, in this drawing, xvy and the edges of C are not crossed
by any edge, so we can assume that all curves representing the edges of Bi
lie in the region bounded by Pi(x, y) and xvy (i = 1, 2). Redrawing G−B2,
if necessary, so that C and xvy are mapped to exactly the same curves as in
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the drawing of G−B1, the two drawings can be combined to give a drawing
of G, contradicting our assumption that (G,E0) is a counterexample.
We are left with the case when B 6= B1 ∪ B2. Then there is a vertex s
of B which can not be reached from any internal point of Pi(x, y) without
passing through x, v, or y (i = 1, 2). Swapping P1(x, y) with xvy, we obtain
an E0-cycle C
′ with a chord P1(x, y), which can be arbitrarily long. C ′ has
at least two bridges, because P1(x, y) and s do not be in the same bridge. 2
y
x
y
x
s
Case 3.
CC
yy
x
a
b
v
q
x
v
Case 1. Case 2.
C C
Figure 4.1: Proof of Claim 4.2.2
In the sequel, let C denote a ﬁxed E0-cycle of G which has at least two
bridges.
Claim 4.2.3. C has at least three bridges.
Proof. Suppose there are only two bridges of C, B1 and B2. By the
minimality of G, G− B1 (resp. G− B2) can be drawn in the plane so that
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none of its edges belonging to E0 is involved in any crossing. In particular, in
this drawing none of the edges of C is involved in any crossing, therefore B2
(resp. B1) lies entirely on one side of C, say, in its interior (resp. exterior).
But then we can combine the two drawings and get a drawing of G. It is a
contradiction since G is assumed to be a counterexample. 2
Let B1 and B2 be two bridges of C. By the minimality of (G,E0), the
graph C ∪ B1 ∪ B2 can be drawn in the plane so that none of its edges
belonging to E0 participates in any crossing. If in all such drawings B1 and
B2 are on diﬀerent sides of C, then B1 and B2 are said to be conflicting.
Claim 4.2.4. C has exactly three bridges, at least one of which is a single
edge.
Proof. Construct a graph Γ whose vertices correspond to the bridges of
C, and two vertices are connected by an edge if and only if the corresponding
bridges are conﬂicting. By the minimality of (G,E0), after the removal of
any bridge the remaining graph can be drawn in the plane so that none of
its edges belonging to E0 is involved in any crossing. In other words, if we
delete any vertex of Γ , it becomes two-colorable (the two colors correspond
to the bridges inside and outside C). Therefore, any odd cycle of Γ passes
through every vertex of Γ, hence Γ itself is an odd cycle.
Fix now any drawing of G, in which all edges belonging to E0 are even.
The closed curve representing C divides the plane into connected cells. Color
them with black and white so that no two cells that share a boundary arc
receive the same color.
Let Bi be a bridge of C. We need the following observation, which is an
immediate consequence of the fact that every edge of Bi crosses all edges of
C an even number of times. Assume that in a small neighborhood of one of
its endpoints some edge of Bi runs in the black (white) region. Then every
edge of Bi is black (resp. white) in a suﬃciently small neighborhood of both
of its endpoints. In this case, Bi is said to be a black (resp. white) bridge.
Every non-endpoint of a black (white) bridge must lie in the black (resp.
white) region.
Since Γ is an odd cycle, it has two consecutive vertices such that the
corresponding bridges, say, B1 and B2, are conﬂicting and they are of the
same color, say, black. We will specify two edges, b1 ∈ E(B1) and b2 ∈ E(B2).
We distinguish two cases.
85
Suppose ﬁrst that B1 and B2 have a common endpoint v. In a small
neighborhood of v, all edges of B1 and B2 emanating from v are disjoint and
run in the black region. Therefore, we can ﬁnd two consecutive edges, b1 and
b2, in the cyclic order around v such that bi ∈ Bi, i = 1, 2. In this case, set
w1 = w2 = v.
Suppose next that B1 and B2 do not have a common endpoint. Let
vivi+1 . . . vj be a piece of C such that vi is an endpoint of B1, vj is an endpoint
of B2, and no vk (i < k < j) is an endpoint of either B1 or B2. There may
be several edges of B1 adjacent to vi, which lie in the black region in a small
neighborhood of vi; let b1 denote the last one in the cyclic order from the
initial piece of vivi−1 to that of vivi+1. Similarly, let b2 denote the first edge
of B2 emanating from vj in the cyclic order from the initial piece of vjvj−1
to that of vjvj+1. Now set w1 = vi and w2 = vj .
Consider the drawing of C ∪B1 ∪B2 inherited from the original drawing
of G. In this drawing, all edges belonging to E0∩(E(C)∪E(B1)∪E(B2)) are
even. We distinguish three cases depending on whether B1 and B2 are single
edges, and in each case we slightly modify the graph C ∪ B1 ∪ B2 and its
drawing. The modiﬁed graph and its drawing will be denoted by G = (V ,E),
and we will also specify a set of edges E0 ⊆ E.
z
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w  = w 21
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b b b
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C C
Figure 4.2: Proof of Claim 4.2.4 Case 1
Case 1. Both B1 and B2 are single edges.
Then E(Bi) = {bi} = {wiui}, i = 1, 2. Split bi into two edges by adding
an extra vertex zi very close to wi, i = 1, 2. Connect z1 and z2 by an edge
running very close to the path z1w1...w2z2, but not intersecting it (see Fig.
4.2), and denote the resulting graph drawing by G. Since b1 and b2 are
conﬂicting, at least one of them (say, b1) belongs to E0. Then set E0 =
E(C) ∪ {w1z1, z1u1}.
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Case 2. B1 is a single edge, B2 is not.
Then E(B1) = {b1} = {w1u1}, E(B2) ⊃ {b2} = {w2z2}, where u1 ∈ V (C)
and z2 6∈ V (C). Split b1 into two edges by adding a vertex z1 very close to
w1. As before, connect z1 and z2 by an edge running very close to the path
z1w1...w2z2, and denote the resulting graph drawing by G. If b1 ∈ E0 then
set E0 = E(C)∪{w1z1, z1u1}. Otherwise, let E0 = E0∩ (E(C)∪E(B2)), i.e.,
we leave the set of speciﬁed edges unchanged.
Case 3. Neither B1 nor B2 is a single edge.
Then E(Bi) ⊃ {bi} = {wizi}, where zi 6∈ V (C), for i = 1, 2. Connect z1
and z2 by an edge running very close to the path z1w1...w2z2, and denote the
resulting graph drawing by G. As in the previous case, let us leave the set
of speciﬁed edges unchanged, i.e., set E0 = E0 ∩ (E(C) ∪ E(B1) ∪ E(B2)).
It follows from the construction that in the above drawing of G, every
edge belonging to E0 is even. Recall that B1 and B2 were conﬂicting (see the
last paragraph before Claim 4.2.4), which implies that in every drawing of G
with the property that no edge in E0 is involved in any crossing, z1 and z2
lie on diﬀerent sides of C. However, z1z2 ∈ E(G) = E, proving that (G,E0)
is also a counterexample to Theorem 4.1.1.
Suppose, to obtain a contradiction, that C has more than three bridges in
G. Since Γ is an odd cycle, the number of bridges is odd, i.e., C has at least
ﬁve bridges. In the construction of G, we kept only two of these bridges, so
we deleted at least three bridges, hence at least three edges. In Cases 1 and 2,
we added at most two new edges. Thus, in these cases, |E(G)| = |E| < |E|,
contradicting our assumption that (G,E0) is a minimal counterexample.
The only remaining possibility is that C has exactly ﬁve bridges, all of
which are single edges. It follows from the structure of Γ that at least three of
these bridges (edges) belong to E0. On the other hand, G has only two edges
not in C that belong to E0. Thus, in this case, |E| = |E|, but |E0| < |E0|.
This again contradicts the minimality of our counterexample.
Therefore, we can assume that C has exactly three bridges in G, B1, B2,
and B3. If none of them is a single edge, then we can add one edge (as in
Case 3) and delete a bridge, which contains more than one edge, to obtain a
counterexample smaller than (G,E0). 2
Claim 4.2.5. C has at least two bridges which are single edges.
Proof. Assume, to obtain a contradiction, that C has only one bridge
which consists of a single edge. Take a closer look at the transformation in
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the proof of Claim 4.2.4. By deleting B3 and adding one, two, or three edges,
we obtained another counterexample (G,E0).
If B1 or B2 was the bridge consisting of a single edge, then we added
two edges (cf. Case 2 in the proof of Claim 4.2.4) and deleted B3, which
had at least three edges. This contradicts the assumption that (G,E0) was
a minimal counterexample.
Therefore, we can assume that B3 consists of a single edge xy. Then,
during the above transformation we deleted B3 and added an edge that does
not belong to E0 (cf. Case 3). Therefore, using the minimality of (G,E0)
again, we obtain that xy 6∈ E0.
Since B1 and B3 are conﬂicting, it follows that there is an E0-path
P (a, b) ⊂ B1 whose endpoints, a and b, separate x and y on C. Let Px(a, b)
and Py(a, b) denote the two complementary arcs of C between a and b, con-
taining x and y, respectively.
We distinguish two cases.
Case 1. All endpoints of B2 belong to the same arc, Px(a, b) or Py(a, b).
By symmetry, we can assume that all endpoints of B2 are on Px(a, b).
Then all endpoints of B1 must also belong to Px(a, b). Indeed, if an endpoint
of B1 did not lie on this arc, then we could delete all edges of B1 adjacent to
it and obtain a smaller counterexample.
Consider the graph G constructed in the proof of Claim 4.2.4. In this
graph, y is adjacent to only two vertices, y′ and y′′, both of which belong to
C. Let G′ denote the graph obtained from G by deleting y and replacing the
E0-path y
′yy′′ by a single edge y′y′′. Set E ′0 = E0\{yy′, yy′′}∪{y′y′′}. Clearly,
(G′, E ′0) is a counterexample to Theorem 4.1.1, which precedes (G,E0), con-
tradicting the minimality of (G,E0).
Case 2. There exists a path P (p, q) ⊆ B2 such that p and q are interior
points of Px(a, b) and Py(a, b), respectively.
Consider again the graph G. Clearly, B1 contains a path connecting b1
to some internal point r of P (a, b). (Note that r may be an endpoint of b1.
Moreover, b1 may belong to P (a, b).) Similarly, B2 contains a path connecting
b2 to some internal point s of P (p, q). However, in this case, G contains a
subdivision of K3,3 with vertex classes {a, b, s} and {p, q, r}. Furthermore,
with the exception of the paths incident to s, all paths representing the edges
of K3,3 belong to E0. However, this contradicts Claim 4.2.1 (iii). 2
Now we can complete the proof of Theorem 4.1.1. By Claims 4.2.4 and
4.2.5, C has precisely three pairwise conﬂicting bridges Bi, (i = 1, 2, 3) in G.
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Two of them, say, B1 and B2, are single edges, xy and ab, respectively. Since
B1 and B2 are conﬂicting, at least one of them, say xy, is in E0.
Using the fact that B3 is in conﬂict with xy ∈ E0, we obtain that it
contains a path connecting a pair of points {p, q} ⊂ V (C) which separates
x from y. Similarly, since B3 is in conﬂict with ab, it also contains a path
connecting a pair of points {p′, q′} ⊂ V (C) which separates a from b, and
this path belongs to E0 unless ab ∈ E0. According to the position of these
paths, we can distinguish four diﬀerent cases up to symmetry (see Fig. 4.2).
P (p, q) always stands for a path connecting p and q, whose internal vertices
do not belong to C.
Case 1. B3 contains a path P (p, q); p, q ∈ V (C), such that the pair {p, q}
separates a from b and x from y, and ab or P (p, q) belongs to E0.
Then G has a subdivision ofK3,3 with vertex classes {a, p, y} and {b, q, x}.
Moreover, with the exception of ab or P (p, q), all paths representing the edges
of K3,3 belong to E0. This contradicts Claim 4.2.1 (iii).
Case 2. B3 contains three internally disjoint paths, P (a, r), P (p, r) and
P (q, r), such that r does not belong to C; the pair {p, q} separates b from the
set {a, x, y}; and ab or P (p, r) ∪ P (q, r) belongs to E0.
ThenG properly contains a subdivision ofK3,3 with vertex classes {x, r, b},
and {a, p, q}. It is easy to see that deleting from G the arc of C between a
and y which does not contain {x, p, b, q}, we obtain a smaller counterexample.
Thus, this case cannot occur.
Case 3. B3 contains three internally disjoint paths, P (p, r), P (q, r), and
P (y, r), such that r does not belong to C; the pair {p, q} separates x from
the set {a, b, y}; and at least one of ab, P (p, r)∪P (y, r) and P (q, r)∪P (y, r)
belongs to E0.
ThenG properly contains a subdivision ofK3,3 with vertex classes {x, r, b},
and {y, p, q}. If ab belongs to E0, then deleting from G the arc of C between
a and y which does not contain {p, x, q, b}, we obtain a smaller counterex-
ample. If ab does not belong to E0, but, say, P (p, r)∪P (y, r) does, then, by
the minimality of (G,E0), all paths depicted in Fig. 4.2 (3) are single edges,
and G has no further edges. However, this case cannot occur, because here b
and q are two adjacent vertices of degree 2 in G0, contradicting Claim 4.2.1
(ii).
Case 4. The endpoints of B3 are a, b, x, y.
Since B2, and B3 are conﬁcting, B3 contains two intersecting paths,
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P (a, b) and P (x, y), such that either ab or P (x, y) belongs to E0. It fol-
lows from the minimality of our counterexample that P (a, b) and P (x, y)
have only one vertex in common. Denoting it with r, we can write P (a, b) =
P (a, r) ∪ P (b, r) and P (x, y) = P (x, r) ∪ P (y, r). Then G contains a sub-
division of K5 induced by a, b, x, y, r. Moreover, with the exception of ab,
P (a, r), and P (b, r), all paths representing the edges of K3,3 belong to E0.
This contradicts Claim 4.2.1 (iii).
In each case, we arrived at a contradiction. Thus, there exists no (mini-
mal) counterexample (G,E0) to Theorem 4.1.1. The proof of Theorem 4.1.1
is complete. 2
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Figure 4.3: Cases 1–4 in the proof of Theorem 4.1.1
Theorem 4.1.2 is an easy corollary to Theorem 4.1.1. Let G = (V,E) be
a simple graph drawn in the plane with λ = odd-cr(G) pairs of edges that
cross an odd number of times. Let E0 ⊂ E denote the set of even edges in
this drawing. Since every edge not in E0 crosses at least one other edge an
odd number of times, we obtain that
|E \ E0| ≤ 2λ.
By Theorem 4.1.1, there exists a drawing of G, in which no edge of E0
is involved in any crossing. Pick a drawing with this property such that
the total number of crossing points between all pairs of edges not in E0 is
minimal. Notice that in this drawing, any two edges cross at most once.
Therefore, the number of crossings is at most(|E \ E0|
2
)
≤
(
2λ
2
)
≤ 2λ2,
and Theorem 4.1.2 follows.
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4.3 Proof of the Theorem 4.1.3
Let G be a graph, pair-cr(G) = k and take a drawing of G which has
exactly k crossing pairs of edges. Let t be a parameter, to be deﬁned later.
We distinguish three types of edges. An edge e is
good if it is not crossed by any other edge;
light if it is crossed by at least one and at most t other edges;
heavy if it is crossed by more than t other edges.
We will apply the following result of Schaefer and Sˇtefankovicˇ [SS04].
Lemma A. (Schaefer and Sˇtefankovicˇ, 2004) Suppose that a graph is drawn
in the plane, and edge e is crossed by m other edges. If there are at least
2m crossings on e, then the drawing can be modified such that (i) the number
of crossings between any two edges does not increase, and (ii) the number of
crossings on e decreases.
Return to the proof of Theorem 4.1.3. Suppose that there is a light edge
that has at least 2t crossings. Then we can modify the drawing according to
the Lemma A. This modiﬁcation does not increase the number of crossings
on any edge and does not introduce new pairs of crossing edges. On the
other hand, it decreases the total number of crossings, so after ﬁnitely many
applications, all light edges have less than 2t crossings.
Now we apply two other types of redrawing steps.
Suppose that in our drawing two heavy edges e and f cross at least twice
and let u and v be two crossings. Then switch the uv segment of e and f .
This way (i) we reduced the number of crossings between e and f and (ii)
the total number of crossings on any other edge remains the same.
Observe that this way we could have introduced self-crossings, in this case
remove the loop formed by the self-crossing edge. This way (i) the number of
crossings on any edge does not increase, and (ii) the total number of crossings
decreases.
Apply the above redrawing steps as long as there are two heavy edges
that cross more than once or there is a self-crossing edge. Since the total
number of crossings decreases in each step, after ﬁnitely many applications
any two heavy edges will cross at most once and no edge crosses itself.
Now count the number of crossings for the drawing obtained. Originaly
there were k pairs of crossing edges. A heavy edge crosses more than t
other edges, so there are less than 2k/t heavy edges. The total number of
91
ef
u v
f
e
f
vu e
e
f
Figure 4.4: Switch the uv segment of e and f .
e
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Figure 4.5: Switch the uv segment of e and f and remove the self-crossing.
light edges is at most 2k. Each light edge has less than 2t crossings, so the
total number of crossings on the light edges is less than 2k2t. On the other
hand, since any two heavy edges cross at most once, we have less than
(
2k/t
2
)
heavy-heavy crossings. So, for the the total number of crossings C we have
cr(G) ≤ C < k2t+1 +
(
2k/t
2
)
< k2t+1 + 2k2/t2.
Set t = log k/2, we obtain cr(G) < 9k2/ log2 k. 2
4.4 Proof of Theorem 4.1.4
The idea and sketch of the construction.
In the descriprion we use weights on the edges of the graph. If we sub-
stitute each weighted edge by an appropriate number of parallel paths, say,
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each of length two, we can obtain an unweighted simple graph whose ratio
of the pair-crossing and odd-crossing numbers is arbitrarily close to that of
the weighted construction.
First of all, take a “frame”F , which is a cycle K with very heavy edges,
together with a vertex V connected to all vertices of the cycle, also with
very heavy edges. In the optimal drawings the edges of F do not participate
in any crossing, and we can assume that V is drawn outside the cycle K.
Therefore, all additional edges and vertices of the graph will be inside K.
We have four further vertices, each connected to three diﬀerent vertices of
the frame-cycle K. These three edges have weights 1, 1, w respectively, with
some 1 < w < 2. Each one of these four vertices, together with the adjacent
three edges, and the frame F , is called a component of the construction.
If we take any two of the components, it is easy to see how to draw them
optimally, both in the odd-crossing and pair-crossing sense. See Figure 4.6.
The point is that if we take all four components, we can still draw them such
that each of the six pairs are drawn optimally, in the odd-crossing sense. See
Figure 4.7. On the other hand, it is easy to see that it is impossible to draw
all six pairs optimally in the pair-crossing sense, some pairs will not have
their best drawing. See Figure 4.8. Note that we did not indicate vertex V
of the frame.
We get the best result with w =
√
5+1
2
. Actually, we will see that among
any three components there is a pair which is not drawn optimally in the
pair-crossing sense. So, we could take the union of just three components,
but that gives a weaker bound.
2
B A
C1
D3
C2
31A
A3
B2
2D
3C
D1
1B
2
B A
C1
D3
C2
31A
A3
B2
2D
3C
D1
1B
2
B A
C1
D3
C2
31A
A3
B2
2D
3C
D1
1B
1 1
1 1
w
w w
11
1
1
w
w
1 1
(a) (b) (c)
A0
Figure 4.6: (a) Component A (b), (c) Optimal drawings of the pairs (A,B)
and (A,C), resp.
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Figure 4.7: (a) Optimal drawing of G in the odd-crossing sense (b), (c) The
pairs (A,B) and (A,C) resp. from the same drawing.
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Figure 4.8: (a), (b) Cases 1 and 2 of Lemma 2, resp., optimal drawings of G
in the pair-crossing sense (c) Case 3, not optimal drawing.
Proof of Theorem 4.1.4.
A weighted graph G is a graph with positive weights on its edges. For any
edge e let w(e) denote its weight. For any ﬁxed drawing G of G, the pair-
crossing value pair-cr(G) = ∑w(e)w(e′) where the sum goes over all cross-
ing pairs of edges e, e′. The odd-crossing value odd-cr(G) = ∑w(e)w(e′)
where the sum goes over all pairs of edges e, e′ that cross an odd number of
times.
The pair-crossing number (resp. odd-crossing number) is the minimum
of the pair-crossing value (resp. odd-crossing value) over all drawings. That
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is,
pair-cr(G) = min
over all drawings
∑
for all crossing pairs
of edges e, e′
w(e)w(e′),
odd-cr(G) = min
over all drawings
∑
for all pairs of edges e, e′
that cross an odd number of times
w(e)w(e′).
Theorem 4.4.1. There exists a weighted graph G with pair-cr(G) = (3
√
5
2
−
5
2
) · odd-cr(G).
Proof of Theorem 4.4.1. First we deﬁne the weighted graph G. Take
nine vertices, A1, B3, A2, C1, D3, C2, B1, A3, B2, D1, C3, D2 which form
cycle K in this order. Vertex V is connected to all of the nine vertices of K.
These vertices and edges form the “frame” F . All edges of F have extremely
large weights, therefore, they do not participate in any crossing in an optimal
drawing. We can assume without loss of generality that V is drawn outside
the cycle K, so all further edges and vertices of G will be inside K.
There are four more vertices, A0, B0, C0, D0, and for X = A,B,C,D, X0
is connected to X1, X2, and X3. The weight w(X0X1) = w(X0X2) = 1 and
w(X0X3) = w =
√
5+1
2
. Graph X is a subgraph of G, induced by the frame
and X0. See Figure 4.4.1. Finally, for any X, Y = A,B,C,D, X 6= Y , let
pair-cr(X, Y ) = pair-cr(X ∪ Y ), and odd-cr(X, Y ) = odd-cr(X ∪ Y ).
First we ﬁnd all these crossing numbers. Moreover, we also ﬁnd out the
second smallest pair-crossing values.
Start with A ∪ C. Since the path A1B3A2 is not intersected by any edge
in an optimal drawing, we can contract it to one vertex, without changing
the pair-crossing number, so now A1 = A2. Consider the edges e1 = A1A0
and e2 = A2A0. Now they connect the same vertices. Suppose that they do
not go parallel in an optimal drawing. Let w∗(e1) (resp. v∗(e2)) be the sum
of the weights of the edges crossing e1 (resp. e2) and assume without loss of
generality that w∗(e1) ≤ w∗(e2). Then draw e2 parallel with e1, the drawing
obtained is at least as good as the original drawing was, so it is optimal as
well. Therefore, we can assume without loss of generality that e1 and e2 go
parallel in an optimal drawing, so we can substitute them by one edge of
weight 2. Similarly, we can contract the path C1D3C2 and substitute the
edges C1C0 and C2C0 by one edge of weight 2. Now we have a very simple
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graph, whose pair-crossing number is immediate, we have two paths C1C0C3
and A1A0A3, which have to cross each other, and on both paths one edge has
weight w the other one has weight 2. Since w < 2, in the optimal drawing
the edges A0A3 and C0C3 will cross each other and no other edges cross so we
have pair-cr(A,C) = w2. Moreover, it is also clear that the second smallest
pair-crossing value is 2w.
The same argument holds for odd-cr(A,C), moreover, by symmetry, we
can argue exactly the same way for the pairs (A,D), (B,C), and (B,D).
Now we determine pair-cr(A,B) and the second smallest pair-crossing
value. The edges a1 = A0A1, a2 = A0A2, a3 = A0A3 divide the interior of
F into three regions R1, R2 and R3. Number them in such a way that for
i = 1, 2, 3, ai is outside Ri. Once we place B0 into one of these regions, it
is clear how to draw the edges b1 = B0BB1, b2 = B0BB2, b3 = B0BB3 to
get the best of the possible drawings. If B0 is in R1 or in R2, we get the
pair-crossing value 2w, but if we place B0 in R3, then we get 2. Again, the
same argument holds for odd-cr(A,B), and by symmetry, the situation is
the same with the pair (C,D).
Lemma 4.4.2.
odd-cr(G) = 4w2 + 4.
Proof of Lemma 4.4.2. We have odd-cr(G) ≥ odd-cr(A,B) + odd-cr
(A,C) +odd-cr(A,D) + odd-cr(B,C) + odd-cr(B,D) + odd-cr(C,D)
= 4w2+4, and there is a drawing (see Fig. 4.7) with exactly this odd-crossing
value. 2
Lemma 4.4.3.
pair-cr(G) = 4w2 + 4w.
Proof of Lemma 4.4.3. The argument, except for the exact calculation,
should be clear from the ﬁgures. While we have a drawing which is optimal
for all six pairs in the odd-crossing sense (see Fig. 4.7), in the pair-crossing
sense some of the pairs will not be optimal, they have to take at least the
second smallest pair-crossing value. We start with an observation that in any
triple at least one pair is not optimal. Then we will distinguish three cases.
Take a drawing G of G. Suppose that we have a drawing G of G where
the pairs (A,C) and (A,D) are drawn optimally, that is, pair-cr(A, C) =
pair-cr(A,D) = w2. Recall that the edges a1 = A0A1, a2 = A0A2, a3 =
A0A3 divide the interior of F into three regions R1, R2 and R3. It follows from
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the above argument that C0 ∈ R1, D0 ∈ R2. But then the pair (C,D) is not
drawn optimally, that is, pair-cr(C,D) > 2, so we have pair-cr(C,D) ≥
2w. In other words, it is impossible that all three pairs (A,C), (A,D), (C,D)
are drawn optimally at the same time. By symmetry, this observation holds
for any triple of A,B,C,D.
We have to distinguish three cases.
Case 1. Neither (A,B), nor (C,D) are drawn optimally. In this case,
pair-cr(A,B) > 2 so by the above argument we have pair-cr(A,B) ≥ 2w,
and similarly pair-cr(C,D) ≥ 2w. For all other pairs we have pair-crossing
value at least w2, therefore, pair-cr(G) = pair-cr(A,B)+pair-cr(A, C)+
pair-cr(A,D)+pair-cr(B, C)+pair-cr(B,D)+pair-cr(C,D) ≥ 4w2+4w.
Case 2. (A,B) is drawn optimally, (C,D) is not. Since (A,B) is drawn
optimally, one of the pairs (A,C) and (B,C) and one of the pairs (A,D) and
(B,D) is not drawn optimally so we have pair-cr(A, C) + pair-cr(B, C) ≥
w2+2w and analogously pair-cr(A,D)+pair-cr(B,D) ≥ w2+2w therefore,
pair-cr(G) = pair-cr(A,B) +pair-cr(A, C) +pair-cr(A,D) +pair-cr
(B, C) +pair-cr(B,D) +pair-cr(C,D) ≥ 2w2 + 6w + 2 = 4w2 + 4w. The
last equality can be veriﬁed by solving the quadratic equation.
Case 3. Both (A,B) and (C,D) are drawn optimally. If none of the
other four pairs is optimal, then we have pair-cr(G) = pair-cr(A,B)
+pair-cr(A, C) +pair-cr(A,D) +pair-cr(B, C) +pair-cr(B,D) +pair-
cr(C,D) ≥ 8w + 4 = 4w2 + 4w. So we can assume that one of them, say
(A,C) is drawn optimally, that is, pair-cr(A, C) = w2. Since in any triple
we have at least one non-optimal pair, we have pair-cr(B, C) ≥ 2w and
pair-cr(A,D) ≥ 2w. We estimate pair-cr(B,D) now.
Again, the edges a1 = A0A1, a2 = A0A2, a3 = A0A3 of A divide the
interior of F into three regions R1, R2 and R3 with Ri is the one to the
opposite of ai. Similarly deﬁne the regions Q1, Q2, Q3 for C. Since (A,C) is
drawn optimally, R3 and Q3 are disjoint. Since (A,B) is drawn optimally,
B0 ∈ R3, and since (C,D) is also drawn optimally, D0 ∈ Q3. See Figure 4.8.
Now it is not hard to see that the edge D0D1 either crosses A0A1, A0A2,
and B0B3, or B0B1, B0B2, and A0A3. The same holds for the edge D0D1,
so pair-cr(A,D) + pair-cr(B,D) ≥ 2w + 4. So we have pair-cr(G) =
pair-cr(A,B) +pair-cr(A, C) +pair-cr(A,D) +pair-cr(B, C) +pair-cr
(B,D) +pair-cr(C,D) ≥ w2+4w+8 > 4w2+4w. This concludes the proof
of Lemma 4.4.3. 2.
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Now we have
odd-cr(G)
pair-cr(G)
=
4w2 + 4
4w2 + 4w
=
−5
2
+
3
√
5
2
,
and Theorem 4.4.1 follows immediately. 2
Return to the proof of Theorem 4.1.4. Let ε > 0 an arbitrary small
number. Let p and q be positive integers with the property that w(1+ ε
10
) >
p
q
> w(1 − ε
10
). Let Gε be the following graph. In the weighted graph G
of Lemma 4.4.3, (i) substitute each edge e = XY of weight 1 with q paths
between X and Y , each of length 2, (ii) substitute each edge e = XY of
weight w with p paths between X and Y , each of length 2, and (iii) substitute
each edge e = XY of the frame F with a huge number of paths between X
and Y , each of length 2. Then
odd-cr(Gε)
pair-cr(Gε)
<
odd-cr(G)
pair-cr(G)
(1 + ε) <
−5
2
+
3
√
5
2
+ ε.
4.5 Proof of Theorem 4.1.5
The proofs of Theorem B readily generalize to this case. We include a short
argument, for completeness.
First, we show that for any graph G,
odd-cr(G) ≥ |E(G)| − 3|V (G)|. (4.1)
If |E(G)| ≤ 3|V (G)|, then (1) is trivially true. Let |E(G)| > 3|V (G)|
and suppose that (1) holds for any graph with |V (G)| vertices and less than
|E(G)| edges. Consider a drawing of G with exactly odd-cr(G) pairs of
edges crossing an odd number of times. Since |E(G)| > 3|V (G)|, G is not
planar, so by Theorem A, odd-cr(G) ≥ 1. Let G denote the the graph
obtained from G by deleting one edge that crosses at least one other edge an
odd number of times. Applying the induction hypothesis to G, we get
odd-cr(G) ≥ odd-cr(G) + 1 ≥ |E(G)| − 3|V (G)|+ 1 = |E(G)| − 3|V (G)|,
as required.
To prove Theorem 4.1.5, ﬁx a drawing of G with exactly odd-cr(G)
pairs of edges crossing an odd number of times, and suppose that |E(G)| ≥
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4|V (G)|. Construct a random subgraph G′ ⊆ G by selecting each vertex of G
independently with probability p, and letting G′ be the subgraph induced by
the selected vertices. The expected number of vertices of G′, Exp[|V (G′)|] =
p|V (G)|. Similarly, Exp[|E(G′)|] = p2|E(G)|. The expected number of pairs
of edges that cross an odd number of times in the drawing ofG′ inherited from
G is p4odd-cr(G), hence the expected value of the odd-crossing number of
G′ cannot be larger than this.
By (1), odd-cr(G′) ≥ |E(G′)|−3|V (G′)| for every particular G′. Taking
expectations,
p4odd-cr(G) ≥ Exp[odd-cr(G′)] ≥ Exp[|E(G′)|]− 3Exp[|V (G′)|]
= p2|E(G)| − 3p|V (G)|.
Setting p = 4|V (G)|/|E(G)| we obtain
odd-cr(G) ≥ 1
64
|E(G)|3
|V (G)|2 , (4.2)
whenever |E(G)| ≥ 4|V (G)|. 2
Remarks. 1. In case |E(G)| ≥ 6|V (G)|, Theorem 4.1.2 trivially follows
from Theorem 4.1.5. Indeed, for any graph G,
cr(G) ≤
(|E(G)|
2
)
< |E(G)|2/2.
If |E(G)| ≥ 6|V (G)| then Theorem 4.1.5 implies
2(odd-cr(G))2 ≥ 2 ·
(
1
64
|E(G)|3
|V (G)|2
)2
≥ |E(G)|
2
2
> cr(G).
2. Using the fact that Theorem A guarantees, in any non-planar graph,
the existence of two independent edges that cross an odd number of times,
the above proof gives the same lower bound, (1/64)|E(G)|3/|V (G)|2, for the
minimum number of pairs of independent edges that cross an odd number of
times. This result is somewhat stronger than Theorem 4.1.5, because here
we do not count any odd crossing between two edges that share an endpoint.
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4.6 Proof of Theorem 4.1.6
First, we prove that the Odd Crossing Number Problem, odd-cr(G) ≤
K, is in NP, and then we show that there is an NP-complete problem that
can be reduced to it in polynomial time.
Fix a graph G with vertex set V = {v1, v2, . . . , vn} and edge set E. Every
drawing D of G can be represented by an
(|E|
2
)
-dimensional (0, 1)-vector
X¯D(G), in which each coordinate is assigned to an unordered pair of edges
{e, f} ⊆ E, and is equal to 1 if and only if e and f cross an odd number of
times. That is,
X¯D(G) = (xD{e, f})e 6=f ;e,f∈E ,
where, for every e, f ∈ E,
xD{e, f} =
{
0 if e and f cross an even number of times,
1 if e and f cross an odd number of times.
We say that two drawings of G, D and D′ are equivalent if they are rep-
resented by the same vector, i.e., if X¯D(G) = X¯D′(G). An
(|E|
2
)
-dimensional
(0, 1)-vector X¯ is said to be realizable if there exists a drawing D of G such
that X¯D(G) = X¯
Using an idea of Tutte [T70], it is not hard to describe the set of all
realizable vectors of G. We need some further notation. For any v ∈ V ,
g ∈ E, let
Y¯v,g = (y{e, f})e 6=f ;e,f∈E ,
where
y{e, f} =

1 if e = g and f is adjacent to v,
or f = g and e is adjacent to v,
0 otherwise.
Let Φ denote the vector space over GF(2) generated by the vectors Y¯v,g, i.e.,
Φ =
〈
Y¯v,g | v ∈ V, g ∈ E
〉
gen
⊂ {0, 1}(|E|2 ).
Place the vertices v1, v2, . . . , vn on a circle in this clockwise order so that
they form a regular n-gon, and connect vi and vj (i 6= j) by a straight-line
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segment if and only if vivj ∈ E. This drawing is said to be the convex drawing
of G, and is denoted by C.
For any 1 ≤ i ≤ n let di be the degree of vi and let ei1, ei2, . . . , eidi be the
list of edges adjacent to vi, in clockwise in the convex drawing of G. Let
σi : {1, 2, . . . , di} → {1, 2, . . . , di} be any permutation. Deﬁne
Z¯vi,σi = (z{e, f})e 6=f ;e,f∈E ,
where
z{e, f} =
{
1 if e = eiα, f = e
i
β and (α− β)(σi(α)− σi(β)) < 0,
0 otherwise.
v
γ
p
g
Figure 4.9: The ﬁrst redrawing operation.
Lemma 4.6.1. Let Φ denote the vector space over GF(2) generated by the
vectors Y¯v,g, v ∈ V, g ∈ E, let X¯C(G) be the (0, 1)-vector representing the
convex drawing of G, and let
Γ =
{
n∑
i=1
Z¯vi,σi | σi is any permutation {1, 2, . . . , di} → {1, 2, . . . , di}
}
.
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Then the set of all realizable vectors of G is
Ψ = X¯C(G) + Γ + Φ,
where the sum is taken mod 2.
Proof. Let D be any drawing of G, let v ∈ V, g ∈ E. Consider the following
two operations:
(i) Choose a simple smooth arc γ connecting any internal point p of g to v
such that it does not pass through any vertex, is not tangent to any edge,
and crosses every edge a ﬁnite number of times. Replace a small piece of g
containing p by a path going around v and running extremely close to γ (see
Fig. 4.9). The (0, 1)-vector representing this new drawing is
X¯E(G) = X¯D(G) + Y¯v,g (mod 2).
(ii) Let σi be the clockwise order of e
i
1, e
i
2, . . . , e
i
di
as they emanate from vi in
drawing D. Change the clockwise order of edges as they emanate from vi to
ei1, e
i
2, . . . , e
i
di
in a small neighborhood of vi. (See Fig. 4.10.) The (0, 1)-vector
representing this new drawing is
X¯F (G) = X¯D(G) + Z¯vi,σi (mod 2).
This shows that any vector in Ψ is realizable.
v vii
Figure 4.10: The second redrawing operation.
Next we prove that X¯D(G) ∈ Ψ, for any drawing D of G. Using a
topological transformation of the plane, if necessary, we can assume without
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loss of generality that the vertices of G, v1, v2, . . . , vn, form a regular n-gon, in
this clockwise order. First, for every 1 ≤ i ≤ n, in a small neighborhood of vi,
change the clockwise order of edges as they emanate from vi to e
i
1, e
i
2, . . . , e
i
di
such that in a very small neighborhood of vi, each egde vivj is represented
by the corresponding part of the segment vivj .
Then, pick an edge g = vivj, and transform it into the straight-line seg-
ment between vi and vj , by continuous deformation. Performing this opera-
tion for all edges, one by one, we obtain C the convex drawing of G.
Let D′ denote the drawing after the ﬁrst step. Then,
X¯D′(G) = X¯D(G) +
n∑
i=1
Z¯vi,σi (mod 2)
for some permutations σ1, σ2, . . . , σn.
During the second step, the representation vector of the drawing changes
whenever a deforming edge g hits a vertex v. Let E and F denote the drawing
immediately before and after this event. Clearly,
X¯F(G) = X¯E(G) + Y¯v,g (mod 2).
Finally, we obtain
X¯C(G) = X¯D(G) + Y¯ (mod 2),
for some Y¯ ∈ Φ, hence
X¯D(G) ∈ X¯C(G) + Y¯ = Ψ. 2
Now we are in a position to prove that the Odd Crossing Number
Problem is in NP. Suppose that odd-cr(G) ≤ K. Then, by Lemma 4.6.1,
there is a realizable vector Y¯ ∈ Ψ such that all but at most K coordinates
of Y¯ are 0. We can give the vector Y¯ in the form
Y¯ = X¯C(G) +
n∑
i=1
Z¯vi,σi +
∑
v∈V,g∈E
α(v,g)Y¯v,g (mod 2),
where α(v,g) ∈ {0, 1} and σi : {1, 2, . . . , di} → {1, 2, . . . , di} are permutations.
Clearly, the correctness of this equation can be checked in polynomial time.
Thus, the Odd Crossing Number Problem is in NP.
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The Optimal Linear Arrangement Problem is the following. We
have a graph G = (V,E) and an integer K, is there a one to one function
σ : V → {1, 2, . . . , |V |} such that ∑uv∈E |σ(u)− σ(v)| ≤ K?
Notice that the Odd Crossing Number Problem for simple graphs
is equivalent to the same problem for multigraphs, i.e., when the graph G
may have multiple (parallel) edges. Indeed, we can remove all multiplicities
by introducing new vertices along the edges of G. For any graph G obtained
from G by subdividing one (or more) of its edges, we have
odd-cr(G) = odd-cr(G).
Lemma 4.6.2. The Optimal Linear Arrangement Problem can be
reduced to the Odd Crossing Number Problem in polynomial time.
Proof. Suppose we are given an instance G = (V,E), K, and we want to
decide if there exists a one-to one function σ : V → {1, 2, . . . , |V |} such that∑
uv∈E |σ(u)− σ(v)| ≤ K. Let V = {v1, v2, . . . , vn} and assume without loss
of generality that G is connected. We construct a multigraph G′K and a
number K ′ such that the answer to our Optimal Linear Arrangement
Problem is aﬃrmative if and only if odd-cr(G′K) ≤ K ′.
Let G′K = (V
′, E ′), where V ′ = V1 ∪ V2 ∪ {u, w}, E = E1 ∪E2 ∪E3,
V1 = {ui | 1 ≤ i ≤ n}, V2 = {wi | 1 ≤ i ≤ n},
E1 = {|E|2 copies of uiwi | 1 ≤ i ≤ n},
E2 = {uiwj | i < j and viwj ∈ E},
E3 = {K2|E|2 copies of uw, uui, wwi, 1 ≤ i ≤ n},
and let
K ′ = |E|2(K − |E|) + |E|2 − 1.
Suppose ﬁrst that there exists a bijection σ : V → {1, 2, . . . , |V |} such
that
∑
uv∈E |σ(u)− σ(v)| ≤ K. We construct a drawing of G′ with at most
K ′ pairs of crossing edges. Place ui at (1, σ(vi)), wi at (0, σ(vi)), u at (2, 0),
and w at (−1, 0). Represent all single edges by straight-line segments and
all multiple edges by pairwise disjoint curves running very close to the cor-
responding straight line segment. It is easy to see that the total number of
crossing pairs of edges is at most∑
uv∈E
(|σ(u)− σ(v)| − 1)|E|2 + |E|2 − 1 ≤ |E|2(K − |E|) + |E|2 − 1 = K ′.
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uw
w w w w w
u u u u u
1 2 3 4 5
54321
Figure 4.11: The multigraph G′K .
Next, suppose that odd-cr(G′K) ≤ K ′. We show, using some simple
transformations, that there is another drawing of G′ generated by a function
σ in the way described above, which has at most K ′ pairs of edges that cross
an odd number of times. Consider a drawing of G′K with at most K
′ pairs
of edges that cross an odd number of times.
(a) We can assume that any two parallel edges, e and f , are drawn very
close to each other, so that they are openly disjoint, and any other edge
crosses both of them the same number of times. Indeed, if e and f are drawn
diﬀerently, then replacing either e by an arc running very close to f , or f
by an arc running very close to e, we obtain a new drawing of G which has
at most as many pairs of edges that cross an odd number of times as the
original drawing.
(b) Any two edges e, f ∈ E1 ∪ E3 must cross an even number of times.
Indeed, otherwise, by (a), we can assume that each of the at least |E|2 edges
parallel (or identical) to e crosses each of the at least |E|2 edges parallel (or
identical) to f an odd number of times. This implies that the number of edge
pairs that cross an odd number of times is at least |E|4 > K ′, a contradiction.
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(c) No edge of G′K can cross any edge between u and w an odd number
of times. Otherwise, by (a), the number of pairs of edges that cross an odd
number of times would be at least K2|E|2 > K ′, which is impossible.
(d) Let e be any edge between u and w, and let fi (resp. gi) be any edge
whose endpoints are u and ui (resp. w and wi), 1 ≤ i ≤ n. If for some i 6= j,
the edges (e, fi, fj) emanate from u in clockwise order, then (e, gi, gj) must
emanate from v in counter-clockwise order.
To see this, consider a cycle C formed by fi, e, gi, and any edge connecting
ui and wi. The closed curve representing this cycle divides the plane into
connected cells. As in the proof of Theorem 4.1.1, color these cells with black
and white so that no two cells that share a boundary arc receive the same
color. Let P be a path formed by fj , gj, and any edge between uj and wj.
Suppose that in a small neighborhood of u, fj is in, say, the black region.
Then, in a small neighborhood of w, gj must also lie in the black region,
because, by (b), every edge of P crosses (every edge of) C an even number
of times.
(e) Suppose that e, f1, f2, . . . , fn emanate from u in the clockwise order
e, fα(1), fα(2), . . . , fα(n). Then, by (d), e, g1, g2, . . . , gn must emanate from w
in the reverse order e, gα(n), gα(n−1), . . . , gα(1). Let σ(vi) = α−1(i), 1 ≤ i ≤ n.
We claim that for every uiwj ∈ E2, there are at least (|σ(vi) − σ(vj)| −
1)|E|2 edges in G′K that cross uiwj an odd number of times. To see this, it
is enough to show that for every r < s < t, if vα(r)vα(t) ∈ E, then the edge
ert := uα(r)wα(t) must cross the path Ps := fα(s) ∪ eα(s) ∪ gα(s) an odd number
of times, where eα(s) denotes any edge between uα(s) and wα(s). As before,
color the cells determined by the closed curve Ps ∪ e with black and white.
It follows from (d) that if in a small neighborhood of u, fα(r)∪ ert∪ gα(t) is in
the black region, then in a small neighborhood of w it is in the white region.
In view of (b) and (c), this implies that ert crosses at least one of the edges
fα(s), eα(s), and gα(s) an odd number of times. In each case, we are done, and
our claim is true.
Therefore, we have∑
uv∈E
(|σ(u)−σ(v)|−1)|E|2 ≤ odd-cr(G′K) ≤ K ′ = |E|2(K−|E|)+ |E|2−1,
which implies that ∑
uv∈E
(|σ(u)− σ(v)| ≤ K,
as desired. 2
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With Lemma 4.6.2, the proof of Theorem 4.1.6 (ii) is complete, be-
cause the Optimal Linear Arrangement Problem is known to be
NP-complete [GJS76].
4.7 Even More Crossing Numbers
We can further modify each of the above crossing numbers, by applying one
of the following rules:
Rule + : Consider only those drawings where two edges with a common
endpoint do not cross each other.
Rule 0 : Two edges with a common endpoint are allowed to cross and their
crossing counts.
Rule − : Two edges with a common endpoint are allowed to cross, but
their crossing does not count.
In the previous deﬁnitions we have always used Rule 0. If we apply Rule
+ (Rule −) in the deﬁnition of the crossing numbers, then we indicate it
by using the corresponding subscript, as shown in the table below. This
gives us an array of nine diﬀerent crossing numbers. It is easy to see that in
a drawing of a graph, which minimizes the number of crossing points, any
two edges have at most one point in common (see e.g. [RT97]). Therefore,
cr+(G) = cr(G), which slightly simpliﬁes the picture.
Rule –
Rule 0
Rule +
cr(G)
cr−(G)
pair-cr+(G)
pair-cr(G)
pair-cr−(G)
odd-cr+(G)
odd-cr(G)
odd-cr−(G)
Figure 4.12: Modiﬁcations of the crossing number
Moving from left to right or from bottom to top in this array, the numbers
do not decrease. It is not hard to generalize (1) to each of these crossing
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numbers. We obtain (as in in [PT97]) that
odd-cr−(G) ≥ 1
64
e3
n2
,
for any graph G with n vertices and with e ≥ 4n edges. We cannot prove
anything else about odd-cr−(G), pair-cr−(G), and cr−(G). We conjecture
that these values are very close to cr(G), if not the same. That is, we believe
that by letting pairs of incident edges cross an arbitrary number of times, we
cannot eﬀectively reduce the total number of crossings between independent
pairs of edges. The weakest open questions are the following.
Problem. Do there exist suitable functions f1, f2, f3 such that every graph
G satisfies
(i) odd-cr(G) ≤ f1(odd-cr−(G)),
(ii) pair-cr(G) ≤ f2(pair-cr−(G)),
(iii) cr(G) ≤ f3(cr−(G)) ?
Remark. We can prove that the Pair Crossing Number Problem,
pair-cr(G) ≤ K, is NP-hard. The proof is analogous to the proofs of the
corresponding results for the crossing number (see [GJ83]) and for the odd-
crossing number (see Lemma 4.6.2).
On the other hand, we could not generalize Lemma 4.6.1 for pair-cr(G).
With a completely diﬀerent approach, Schaefer, Sedgwick and Sˇtefankovicˇ
[SSS03] managed to prove that the Pair Crossing Number Problem is
also in NP.
Acknowledgement. We express our gratitude to Noga Alon, Joel Spencer,
and Pavel Valtr for their valuable remarks and for many interesting discus-
sions on the subject.
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Chapter 5
Crossing numbers of random
graphs
The crossing number of G is the minimum number of crossing points in
any drawing of G. We consider the following two other parameters. The
rectilinear crossing number is the minimum number of crossing points in any
drawing of G, with straight line segments as edges. The pair-crossing number
of G is the minimum number of pairs of crossing edges over all drawings of
G. The odd-crossing number of G is the minimum number of pairs of edges
that cross an odd number of times. We prove several results on the expected
values of these parameters of a random graph.
5.1 Introduction
A drawing of a graph G is a mapping which assigns to each vertex a point of
the plane and to each edge a simple continuous arc connecting the correspond-
ing two points. We assume that in a drawing no three edges (arcs) cross at
the same point, and the edges do not pass through any vertex. The crossing
number cr(G) of G is the minimum number of crossing points in any drawing
of G. We consider the following two variants of the crossing number. The
rectilinear crossing number lin-cr(G) is the minimum number of crossing
points in any drawing of G, with straight line segments as edges. The pair-
crossing number or pair-crossing number, pair-cr(G), of G is the minimum
number of crossing pairs of edges over all drawings of G. The odd-crossing
number of G is the minimum number of pairs of edges that cross an odd num-
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ber of times. Clearly, odd-cr(G) ≤ pair-cr(G) ≤ cr(G) ≤ lin-cr(G).
The determination of the crossing numbers is extremely diﬃcult. Even
the crossing numbers of the complete graphs are not known. Let
γodd-cr = lim
n→∞
odd-cr(Kn)(
n
2
)2 , γpair-cr = limn→∞ pair-cr(Kn)(n
2
)2 ,
γcr = lim
n→∞
cr(Kn)(
n
2
)2 , γlin-cr = limn→∞ lin-cr(Kn)(n
2
)2 .
These limits are known to exist [RT97] and the best known bounds are
1/30 ≤ γodd-cr ≤ 1/16, 1/30 ≤ γpair-cr ≤ 1/16, 1/20 ≤ γcr ≤ 1/16,
0.06327 ≤ γlin-cr ≤ 0.0639 [AGOR06], [BDG00] (see also [G72, RT97]).
In this paper we investigate the crossing numbers of random graphs. Let
G = G(n, p) be a random graph with n vertices, whose edges are chosen
independently with probability p. Let e denote the expected number of edges
of G, i.e., e = p
(
n
2
)
. We shall always have e → ∞ (indeed, p = Ω(n−1)) so
that G almost surely has e(1 + o(1)) edges.
In [PT00a] it was shown that if e > 10n, then almost surely we have
cr(G) ≥ e2
4000
. Consequently, almost surely we also have lin-cr(G) ≥ e2
4000
.
As we always can draw a graph with straight lines the crossing number (in
any form) is never larger than the number of pairs of edges and the expected
number of pairs of edges is ∼ e2
2
Our interest will be in those regions of p for
which the various crossing numbers are, asymptotically, a positive proportion
of the number of pairs of edges.
Let
κlin-cr(n, p) =
E [lin-cr(G)]
e2
, κcr(n, p) =
E [cr(G)]
e2
,
κpair-cr(n, p) =
E [pair-cr(G)]
e2
, κodd-cr(n, p) =
E [odd-cr(G)]
e2
.
We have κpair-cr(n, p) ≤ κcr(n, p) ≤ κlin-cr(n, p) for any n, p.
Theorem 5.1.1. For any fixed n, κlin-cr(n, p), κcr(n, p), κpair-cr(n, p) are
increasing, continous functions of p.
With Theorem 5.1.1 we may express (roughly) our two central concerns.
At which p = p(n) are κlin-cr(n, p), κcr(n, p), κpair-cr(n, p) bounded away
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from zero? At which p = p(n) are κlin-cr(n, p), κcr(n, p), κpair-cr(n, p),
κodd-cr(n, p) close to the values γlin-cr, γcr, γpair-cr, γodd-cr, respectively? Our
results for these three crossing numbers shall be quite diﬀerent. We are uncer-
tain whether or not that represents the reality of the situation. The following
relatively simple result shows basically that for p = 1
n
all three crossing num-
bers are asymptotically negligible and that for p = c
n
with c > 1 ﬁxed the
three crossing numbers have not reached their limiting values.
Theorem 5.1.2. 1. lim supn→∞ κlin-cr(n, c/n) = 0 for c ≤ 1
2. lim supn→∞ κcr(n, c/n) = 0 for c ≤ 1
3. lim supn→∞ κpair-cr(n, c/n) = 0 for c ≤ 1
4. lim supn→∞ κodd-cr(n, c/n) = 0 for c ≤ 1
5. limc→1 lim supn→∞ κlin-cr(n, c/n) = 0
6. limc→1 lim supn→∞ κcr(n, c/n) = 0
7. limc→1 lim supn→∞ κpair-cr(n, c/n) = 0
8. limc→1 lim supn→∞ κodd-cr(n, c/n) = 0
9. lim supn→∞ κlin-cr(n, c/n) < γlin-cr for all c
10. lim supn→∞ κcr(n, c/n) < γcr for all c
11. lim supn→∞ κpair-cr(n, c/n) < γpair-cr for all c
12. lim supn→∞ κpair-cr(n, c/n) < γodd-cr for all c
Theorem 5.1.2 gives only upper bounds for the various crossing numbers.
The main results of this paper, given in Theorems 5.1.3, 5.1.4, 5.1.5, deal
with lower bounds for the three crossing numbers. Our weakest result is for
the pair-crossing number and the odd-crossing number.
Theorem 5.1.3. For any ε > 0, p = p(n) = nε−1,
lim inf
n→∞ κpair-cr(n, p) > 0, lim infn→∞ κodd-cr(n, p) > 0.
For the crossing number we have a much stronger result.
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Theorem 5.1.4. For any c > 1 with p = p(n) = c/n
lim inf
n→∞ κcr(n, p) > 0
As lin-cr(G) ≥ cr(G) the lower bound of Theorem 5.1.4 applies also
to the rectilinear crossing number. Our most surprising result is that with
the rectilinear crossing number one reaches an asymptotically best limit in
relatively short time.
Theorem 5.1.5. If p = p(n)≫ lnn
n
then
lim
n→∞κlin-cr(n, p) = γlin-cr(n, p)
5.2 Upper Bounds
First we prove Theorem 5.1.1. Let f be any real valued function on graphs.
Then with G ∼ G(n, p)
E[f(G)] =
∑
H
f(H)pe(H)(1− p)(n2)−e(H)
where H runs over the labelled graphs on n vertices and e(H) is the number
of edges of H . This is a polynomial and hence a continous function of p,
giving the second part of Theorem 5.1.1. We argue that κcr(n, p) is an
increasing function of p, the arguments in the other cases are identical. For
0 ≤ p, q ≤ 1 we may view G(n, pq) as a two step process, ﬁrst creating G(n, p)
and then taking each edge from G(n, p) with probability q. After the ﬁrst
stage consider a drawing with the minimal number of crossings X, so that
E[X] = κcr(n, p). Now keep that drawing but take each edge with probability
q. Each crossing is still in the new picture with probability q2. This gives
a drawing of G(n, pq) with expected number of crossings q2κcr(n, p). We do
not claim this drawing is optimal, but it does give the desired upper bound
as E[cr(G(n, pq))] ≤ q2E[cr(G(n, p))], completing Theorem 5.1.1.
The ﬁrst eight parts of Theorem 5.1.2 will come as no surprise to those
familiar with random graphs as in the classic papers of Erdo˝s and Re´nyi it
was shown that with p = c
n
the random graph G(n, p) is almost surely planar
when c < 1. Our argument is a bit technical, however, as we must bound
the expected crossing number.
We prove only part 1, for c < 1. Parts 2, 3, and 4 for c < 1 follow
immediately, since they involve smaller crossing numbers. The statements
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for c = 1 follow from part 5. Fix c < 1, set p = c
n
and X = lin-cr(G) with
G ∼ G(n, p). Let Y be the number of cycles of G and Z the number of edges
of G. Then we claim X ≤ Y Z. Remove from G one edge from each cycle.
This leaves a forest which can be drawn with straight lines and no crossings.
Now add back in those Y edges as straight lines. At worst they could hit
every edge, giving ≤ Y Z crossings. With c < 1 E[Y ] = ∑ni=3 (n)i2i pi < ∑∞i=3 ci
is bounded by a constant, say A. As Z has Binomial Distribution standard
bounds give, say, Pr[Z > 10n] < α−n for some explicit α > 1. As X ≤ n4
always, X ≤ 10nY +n4χ(Z > 10n) where χ is the indicator random variable.
Thus E[X] ≤ 10An + n4α−n = o(n2). This completes the proof of parts 1,
2, and 3 for the case c < 1.
Now ﬁx c = 1 + ε with ε positive and small. Set p = 1+ε
n
, p′ = 1−ε
n
and
let p∗ satisfy p′ + p∗ − p′p∗ = p so that p∗ ∼ 2ε
n
. We may consider G(n, p)
as the union of independently chosen G(n, p′) and G(n, p∗). Say the ﬁrst has
rectilinear crossing number X and Y edges and the second has Z edges. Then
their union has rectilinear crossing number at most X +Z(Y +Z) as we can
draw G(n, p′) optimally and assume all other pairs of edges do intersect. But
E[X] = o(n2) and it is easy to show that E(Z(Y +Z)) ∼ E(Z)(E(Y +Z)) ∼
1
2
n2ε(1 + ε). Thus
E[lin-cr(G)] ≤ (1 + o(1))1
2
ε(1 + ε)n2
from which part 5 of Theorem 5.1.2 follows. Parts 6, 7, and 8 then also follow
as they involve smaller crossing numbers.
The ﬁnal four parts of Theorem 5.1.2 are also natural to those familiar
with random graphs. For c > 1 ﬁxed G(n, c
n
) has a “giant component”
with Ω(n) vertices. Outside the giant component there are Ω(n) edges all
lying in trees or unicylic components. These edges may be drawn with no
crossings and that will involve a positive proportion of the potential edge
crossings. Again, our argument will be a bit technical as we must deal with
expectations. We state the argument only for rectilinear crossing number
but it is the same in all four cases.
We ﬁrst note a deterministic result: Let G be any graph on n vertices
with e edges. Then
lin-cr(G)
e2
≤ 4 · lin-cr(Kn)
(n)4
Fix a drawing of Kn with lin-cr(Kn) crossings. Deﬁne a random drawing
of G by randomly mapping its n vertices bijectively to the n vertices of the
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drawing. Let e1, e2 be two edges of G with no common vertex, there being
at most e2/2 such unordered pairs. They may be mapped to a particular
crossing of the drawing of Kn in eight ways, so they have probability 8 ·
lin-cr(Kn)/(n)4 of being mapped to a crossing. Now the expected number of
crossings of G in this random drawing is at most, by Linearity of Expectation,
e2
2
8·lin-cr(Kn)
(n)4
and thus there exists a drawing of G with at most that many
crossings.
As the right hand side approaches γlin-cr we have
lin-cr(G)
e2
≤ γlin-cr + o(1)
where the o(1) term approaches zero in n, uniformly over all graphs G.
With c > 0 ﬁxed (this argument is only needed for c > 1 but works for
all positive c), p = c
n
and G ∼ G(n, p) let X denote the number of edges and
Y denote the number of isolated edges. The savings comes from noting that
isolated edges can always be added to a graph with no additional crossings.
Thus
E[lin-cr(G)] ≤ E[(X − Y )2](γlin-cr + o(1))
Here E[X] ∼ c
2
n and E[Y ] =
(
n
2
)
p(1 − p)2n−4 ∼ c
2
e−2cn and elementary
calculations give
E[(X − Y )2] ∼ E[X − Y ]2 ∼ [ c
2
(1− e−2c)n]2
With e := p
(
n
2
)
∼ c
2
n we have
E[lin-cr(G)]
e2
≤ γlin-cr(1− e−2c)2(1 + o(1))
Comments and Open Questions. We note that as c approaches inﬁnity
the (1−e2c)2 term above approaches one. The above bound may be improved
somewhat by letting Y denote the edges in isolated trees and unicyclic com-
ponents and there are even further improvements possible. Still, all these
improvements seem to approach one as c approaches inﬁnity. This leads to
an intriguing conjecture: If p(n) ≫ 1
n
then κlin-cr(n, p) → γlin-cr. One may
make the same conjecture for all three variants of the crossing number. In-
deed, this entire paper may be viewed as an attempt (thus far unsuccessful)
of the authors to resolve these conjectures.
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We conjecture that for any c ≥ 0, the limits limn→∞ κlin-cr(n, c/n),
limn→∞ κcr(n, c/n), and limn→∞ κpair-cr(n, c/n) exist. This follows from The-
orem 5.1.2, for c ≤ 1. If this conjecture is true, it is not hard to see that the
functions flin-cr(c) = limn→∞ κlin-cr(n, c/n), fcr(c) = limn→∞ κcr(n, c/n),
and fpair-cr(c) = limn→∞ κpair-cr(n, c/n) are continous and increasing for all
c ≥ 0.
5.3 The pair-crossing and odd-crossing num-
ber
Here we prove Theorem 5.1.3 for the odd-crossing number, the statement for
the pair-crossing number follows immediately. Fix ε > 0 and set p = p(n) =
nε−1. Our object is to show
lim inf
n→∞ κodd-cr(n, p) > 0
This is equivalent to showing that for n suﬃciently large
E[odd-cr(G(n, p))] > δn4p2
for some δ dependent only on ε. For L ≥ 1 we let K5(L) denote the following
graph:
• There are ﬁve vertices x1, . . . , x5
• For each distinct pair xi, xj there is a path between them of length L.
There are no other vertices nor edges so K5(L) has 5+10(L−1) vertices and
10L edges. Note that K5(L) is a topologicalK5. Hence, by Hanani’s theorem
[Ch34], in any drawing of K5(L) there must be two edges that cross an odd
number of times. We shall ﬁx L such that Lε > 1. We shall show that G
contains many K5(L). Each K5(L) will force at least one odd-crossing pair
of edges. With L ﬁxed this is a positive (albeit only 0.01L−2) proportion of
the square of the number of edges involved. When this is carefully counted
over all K5(L) we shall see that the total number of odd-crossing pairs is at
least this constant times the square of the total number of edges.
We use three results about the almost sure behavior of G(n, p). In the
third K is any ﬁxed constant.
1. Every vertex has degree ∼ np.
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2. Between every pair of distinct vertices there are ∼ nL−1pL paths of
length L.
3. For any distinct x, y, z1, . . . , zK there are ∼ nL−1pL paths of length L
between x and y that do not use any of the zj .
The ﬁrst result holds whenever np ≫ lnn and follows from basic Large
Deviation bounds on the degree of a vertex. Both the ﬁrst and the second
result are examples of a more general result [S90] on counting extensions. For
the third we note from [S90] that the probability that the number of paths
of length L between ﬁxed x and y is not in [(1 − ǫ)nL−1pL, (1 + ǫ)nL−1pL]
is exponentially small. Fix x, y, z1, . . . , zK . Consider L-paths from x to y
on G with z1, . . . , zK deleted, which has distribution G(n − K, p). The K
has negligible eﬀect and so with exponentially small failure this number is
as desired – hence almost surely it is as desired for all O(nK+2) choices of
x, y, z1, . . . , zK .
Now we count the K5(L). There are
(
n
5
)
∼ 1
5!
n5 choices for x1, . . . , x5. We
want to know how many ways we can add the ten paths, say P1, . . . , P10, one
between each pair of vertices. Suppose we have already selected P1, . . . , Pi.
Then a constant number of vertices have been taken. Thus the number of
choices for Pi+1 is ∼ nL−1pL. So we are making ten choices and each time we
have ∼ nL−1pL choices so the total number of choices is ∼ [nL−1pL]10. This
gives a total of ∼ 1
5!
n10L−5p10L copies of K5(L). For each one we count one
pair of odd-crossing edges. Now consider an odd-crossing pair, say, edges uv
and wz. How many K5(L) do they lie on? Renumbering for convenience say
the path from x1 to x2 has u as its i-th and v as its i+1-st point and the path
from x3 to x4 has w as its j-th and z as its j+1-st point. There are L
2 choices
for i, j. Now ﬁx u, v, w, z and i, j. From the ﬁrst property there are ∼ (np)i
paths of length i starting at u, ∼ (np)L−i−1 paths of length L−i starting at v
and similarly for w, z. Further these numbers are not asymptotically eﬀected
when we require that they miss a ﬁxed number of points. So we extend
u, v, w, z to some x1, x2, x3, x4 in ∼ (np)2(L−1) ways. We have n choices for x5
and then ∼ (nL−1pL)8 ways to complete the remaining eight paths forming
K5(L). Thus edges uv,wz lie on ∼ L2n10L−9p10L−2 diﬀerent K5(L). So each
odd-crossing pair has been counted at most that many times and hence the
number of odd-crossing pairs is at least asymptotically
1
5!
n10L−5p10L
L2n10L−9p10L−2
=
1
120L2
n4p2
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as desired.
Comments and Open Questions. As we must take L > ε−1 the constant
1
120
L−2 in this result goes to zero as ε → 0. This is in surprising contrast
to the crossing number cr(G) discussed in the next section. That crossing
number becomes a positive proportion of the square of the number of edges
already at p = c
n
when c > 1. Can the odd-crossing number (pair-crossing
number) and the crossing number have such diﬀerent behavior? We doubt
it. As mentioned in Chapter 4, we cannot rule out the possibility that the
pair-crossing number and the crossing number are always exactly the same.
This is not the case with the odd-crossing number. We can certainly make
the weaker conjecture that the expectation of the pair-crossing number of
G(n, p) becomes Ω(n4p2) already at p = 1+ǫ
n
. We further note that we have
no idea at which p κpair-cr(n, p) gets within o(1) of its limit γpair-cr.
5.4 The crossing number
Here we prove Theorem 5.1.4. Fix c > 1 and set p = c
n
. Let G ∼ G(n, p).
Our object is to show
lim inf
n→∞
E[cr(G)][(
n
2
)
p
]2 > 0
As c is constant this is equivalent to showing that for n suﬃciently large
E[cr(G)] > δn2
for some δ dependent only on c.
We begin by reviewing in outline form the argument of Pach and To´th
[PT00a] which requires that c be a suﬃciently large constant. We will see
why their argument does not work for c = 1 + ǫ with ǫ > 0 small and then
how a modiﬁcation of their argument, combined with results on G(n, p), does
work.
Deﬁne the bisection width of G, denoted by b(G), as the minimal number
of edges running between T (top) and B (bottom) over all partitions of the
vertex set into two disjoint parts V = T∪B such that 2
3
|V | ≥ |T |, |B| ≥ 1
3
|V |.
(The speciﬁc constant 2
3
is not essential here, we need only to assure that the
sizes of T and B are within a constant factor.) Leighton observed that there is
an intimate relationship between the bisection width and the crossing number
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of a graph [L84], which is based on the Lipton-Tarjan separator theorem for
planar graphs [LT79]. The following version of this relationship was obtained
by Pach, Shahrokhi, and Szegedy [PSS96]. Let G be a graph on vertex set
V with dv denoting the degree of vertex v. Then
b(G) ≤ 10
√
cr(G) + 2
√ ∑
v∈V (G)
d2v
With G ∼ G(n, c
n
), E[d2v] ∼ c2 = O(1) and almost surely 2
√∑
v∈V d2v =
O(
√
n) which proves to be negligible. For c a large constant basic probabilistic
methods give that almost surely every partition V = T ∪ B with 2
3
|V | ≥
|T |, |B| ≥ 1
3
|V | has a constant proportion of the edges running between them.
That is, almost surely b(G) = Ω(n). Hence almost surely cr(G) = Ω(n2).
Now suppose c = 1 + ǫ with ǫ > 0 small. The diﬃculty is: almost surely
b(G) is zero! Why? From classic Erdo˝s-Re´nyi results G will have a “giant
component” of size ∼ kn with k = k(c) and all other components will have
size O(lnn). The function k = k(c) was given explicitly by Erdo˝s and Re´nyi
but we need here only to note that limc→1+ k(c) = 0. For ǫ a small (actually,
not so small) but ﬁxed constant and c = 1 + ǫ the giant component has
size kn with k < 2
3
. Place the giant component in the top T . Now take
all other components sequentially. Add them to the top T if |T | remains
below 2
3
n, otherwise place them in the bottom B. This gives a partition with
2
3
|V | ≥ |T |, |B| ≥ 1
3
|V | and no edges running between T and B.
Our approach shall be to show, eﬀectively, that the giant component of
G(n, c
n
) has high bisection width for any c > 1. To do this we employ an
“enhancement” approach which we take, with only slight modiﬁcation, from
the work of M.  Luczak and C. McDiarmid [LM01].
Theorem 5.4.1. Let V be a set of m vertices. Let T be a tree on V . Let
G be the random graph on V with edge probability p = a
m
. For a > 0 fixed
almost surely
b(T ∪G) = Ω(m)
That is, there exists η > 0 dependent only on a such that Pr[b(T ∪G) ≤ mη]
approaches zero as m approaches infinity.
Consider partitions V = V1 ∪ V2 such that T has at most mη cut edges.
For i ≤ mη we can choose i cut edges in at most
(
m−1
i
)
≤
(
m
i
)
ways and
118
orient them (selecting one endpoint for V1 and the other for V2) in at most
2i ways. As T is connected, these choices determine the partition. Hence the
number of such partitions is at most
∑
i≤mη
(
m
i
)
2i ≤ 2mη ∑
i≤mη
(
m
i
)
≤ 2m(η+H(η))
where H(η) := −η log2 η−(1−η) log2(1−η) is the standard Entropy function.
Now ﬁx a partition V = V1 ∪ V2 with m3 ≤ |Vi| ≤ 2m3 for i = 1, 2. Let
b((V1, V2);G) denote the number of edges {x, y} of G with x, y in diﬀerent
Vi. Then
b((V1, V2);G) ∼ B
[
|V1| · |V2|, a
m
]
where B is the Binomial Distribution. As |V1| · |V2| ≥ 29m2
Pr[b((V1, V2);G) ≤ mη] ≤ Pr
[
B(
2
9
m2,
a
m
) ≤ mη
]
This last large deviation probability can be bounded in a number of ways.
For our purposes let us assume η < a
9
and use that (see, e.g., the appendix
of [AS92]) Pr[B(n, p) ≤ 1
2
np] < e−np/8.
We select η > 0 such that η < a
9
and
(ln 2)(η +H(η)) <
a
36
Each of the at most 2m(η+H(η)) partitions of V which has fewer than mη
cut edges with respect to T , has probability less than exp[−1
8
2a
9
m] of having
fewer than mη cut edges with respect to G, and so the expected number of
partitions with fewer than mη cut edges with respect to both T and G is at
most the product. Our selection of η insures that the product approaches
zero, completing the proof of Theorem 5.4.1.
Now we prove Theorem 5.1.4. Let c > 1 be ﬁxed. Fix c1, a with 1 < c1 < c
and c1 + a = c, for deﬁniteness we may take c1 =
1+c
2
and a = c−1
2
. Set
p = c
n
, p1 =
c1
n
and p2 such that p = p1 + p2 − p1p2. Note p2 ∼ an . We
may regard G ∼ G(n, p) as the union of independently chosen G1 ∼ G(n, p1)
and G2 ∼ G(n, p2). On G1 almost surely there exists a “giant component”
X with |X| ∼ d1n where d1 is an explicit function of c1 given in the classic
Erdo˝s-Re´nyi papers. Set m = |X|. Then p2m ∼ ad1. Then G1|X contains
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some tree T . From Theorem 5.4.1 there is a constant η such that almost
surely (T ∪G2)|X has bisection width at least mη ∼ n(d1η). As adding edges
can only increase the bisection width b(G|X) > n(d1η)(1 − o(1)). Applying
the basic relationship between bisection width and crossing numbers gives
cr(G|X) = Ω(n2). Hence cr(G) ≥ cr(G|X) = Ω(n2).
Comments and Open Questions: From Theorem 5.1.1 we know that
κcr(n, p)→ γcr as p→ 1 and we have just shown that κcr(n, cn) is bounded
from below. How large does p = p(n) need to be so that κcr(n, p(n)) ∼ γcr?
We have already conjectured that for any p = p(n) with np → ∞ we have
κcr(n, p)→ γcr. But we cannot even show that κcr(n, p)→ γcr when p < 1
is a constant. Suppose (which is surely true though we are unable to show it)
that limn κcr(n,
c
n
) exists and call it fcr(c). Then fcr(c) would be increas-
ing so limc→∞ fcr(c) would exist but might be a value strictly less than γcr.
Would there be a second (or even a third or more) region (something like
p = Θ(n−1/2) or, more likely, p = Θ(1)) where κcr(n, p) increases (in some
asymptotic sense) until it ﬁnally reaches γcr?
5.5 The rectilinear crossing number
Here we show Theorem 5.1.5. An order type of the points x1, x2, . . . , xn in
the plane (with no three colinear) is a list of orientations of all triples xixjxk,
i < j < k [GP86]. Elementary geometry gives that the order type of the four
triples xixjxk, xixjxl, xixkxl, xjxkxl determines whether or not the straight
line segments xixj and xkxl intersect. Let X be the set of all order types of
the points x1, x2, . . . , xn in the plane. We shall make critical use of a result
of Goodman and Pollack [GP86, GP89] that |X| < n6n. We note that the
Goodman-Pollack result is derived from the Milnor-Thom theorem, a now
classical and very deep result concerning algebraic varieties.
First, however, we examine a ﬁxed order type ξ ∈ X. For any graph G
with vertices v1, . . . , vn let lin-crξ(G) denote the number of crossings in the
straight line drawing of G where vi is placed at xi in the plane and x1, . . . , xn
have order type ξ.
Theorem 5.5.1. Let G(n, p) be a random graph with vertices v1, v2, . . . vn,
with edge probability 0 < p = p(n) < 1, and let e = p
(
n
2
)
. Then
Pr
[
|lin-crξ(G)− E[lin-crξ(G)]| > 3αe3/2
]
< 3 exp(−α2/4)
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holds for every α satisfying (e/4)3 exp(−e/4) ≤ α ≤ √e.
Proof: We follow the approach of Pach and To´th [PT00a]. (We note that
general polynomial concentration results of Kim and Vu [KV00] could also
be used.) Let e1, e2, . . . , e(n2)
be the edges of the complete graph on V (G).
Deﬁne another random graph G∗ on the same vertex set, as follows. If
G has at most 2e edges, let G∗ = G. Otherwise, there is an i <
(
n
2
)
so
that |{e1, e2, . . . , ei} ∩ E(G)| = 2e, and set E(G∗) = {e1, e2, . . . , ei} ∩ E(G).
Finally, let f(G) = lin-crξ(G
∗).
The addition of any edge to G can modify the value of f by at most 2e.
Following the terminology of Alon–Kim–Spencer [AKS97], we say that the
effect of every edge is at most 2e. The variance of any edge is deﬁned as
p(1 − p) times the square of its eﬀect. Therefore, the total variance cannot
exceed
σ2 =
(
n
2
)
p(2e)2 = 4e3.
Applying the Martingale Inequality of [AKS97], which is a variant of
Azuma’s Inequality [A67] (see also [AS92]), we obtain that for any positive
α ≤ σ/e = 2√e,
Pr
[
|f(G)− E[f(G)]| > ασ = 2αe3/2
]
< 2 exp(−α2/4).
Our goal is to establish a similar bound for lin-crξ(G) in place of f(G).
Obviously,
Pr [f(G) 6= lin-crξ(G)] ≤ Pr [G 6= G∗] < exp(−e/4).
Thus, we have
|E [f(G)]− E [lin-crξ(G)] | ≤ Pr [f(G) 6= lin-crξ(G)]max lin-crξ(G) ≤
exp (−e/4)n
4
8
≤ αe3/2,
whenever α ≥ (e/4)3 exp(−e/4) (say). Therefore,
Pr
[
|lin-crξ(G)− E[lin-crξ(G)]| > 3αe3/2
]
≤
Pr [lin-crξ(G) 6= f(G)] + Pr
[
|f(G)− E[f(G)]| > 2αe3/2
]
≤
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exp(−e/4) + 2 exp(−α2/4).
If α ≤ √e, the last sum is at most 3 exp(−α2/4), as required. This concludes
the proof of Theorem 5.5.1.
Now we can prove Theorem 5.1.5. Fix p = p(n) with p(n)≫ lnn
n
and G ∼
G(n, p). Set e = p
(
n
2
)
. Let Cn = κlin-cr(n, 1). Since ξ ∈ X, E [lin-crξ(G)] =
p2lin-crξ(Kn) ≥ Cne2. Let ε > 0 be arbitrarily small, but ﬁxed. Then
Pr
[
lin-cr(G) < (Cn − ε)e2
]
≤ ∑
ξ∈X
Pr
[
lin-crξ(G) < E[lin-crξ(G)]− εe2
]
.
We apply Theorem 5.5.1 with 3αe3/2 = εe2 so that α2/4 = 1
36
ε2e. The
growth rate of p(n) insures that this is o(n−6n) for any ﬁxed positive ε. The
Goodman-Pollack result critically bounds |X| ≤ n6n. Hence the sum goes to
zero, as desired.
Comments and Open Questions: We have not been able to determine if
the condition p ≫ lnn
n
in Theorem 5.1.5 is necessary. We have conjectured
that for any p = p(n) with np → ∞ we already have limn→∞ κlin-cr(n, p) =
γlin-cr. While the theorem of Goodman-Pollack itself cannot be improved
asymptotically [A86], it might be the case that there are few (in some sense)
near optimal drawings so that the n−Θ(n) error probability used in the proof
of Theorem 5.1.5 may not be fully necessary. This, however, remains highly
speculative.
The concentration result Theorem 5.5.1 holds for the other crossing numbers
as well, with essentially the same proof.
Acknowledgement. We would like to express our gratitude to Ja´nos Pach
for many very useful remarks.
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Chapter 6
The k-set problem
6.1 Point sets with many k-sets
For any n, k, n ≥ 2k > 0, we construct a set of n points in the plane with
ne
Ω
(√
log k
)
k-sets. This improves the bounds of Erdo˝s, Lova´sz, et al. As
a consequence, we also improve the lower bound for the number of halving
hyperplanes in higher dimensions.
6.1.1 Introduction
For a set P of n points in the d-dimensional space Rd, a k-set is subset
P ′ ⊂ P such that P ′ = P ∩ H for some open half-space H , and |P ′| = k.
The problem is to determine the maximum number of k-sets of an n-point
set in Rd. Even in the most studied two dimensional case, we are very far
from the solution, and in higher dimensions even less is known.
The ﬁrst results in the two dimensional case are due to Lova´sz, and
Erdo˝s, Lova´sz, Simmons and Straus [L71], [ELSS73]. They established an
upper bound O(n
√
k), and a lower bound Ω (n log k). Despite great interest
in this problem [GP84], [W86], [E87], [S91], [EVW97], [AACS98], partly due
to its importance in the analysis of geometric algorithms [EW86], [CP86],
[CSY87], [E87], there was no progress until the very small improvement due
to Pach, Steiger and Szemere´di [PSS92]. They improved the upper bound
to O(n
√
k/ log∗ k). Recently, Dey [D98] obtained an essential improvement
of the upper bound; his bound is O(n 3
√
k). There was no improvement on
the lower bound of Erdo˝s et al., besides little improvements on the constant
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[EW85], [E92], [E98].
Theorem 6.1.1. For any n, k, n ≥ 2k > 0, there exists a set of n points in
the plane with ne
Ω
(√
log k
)
k-sets.
In the dual setting, Theorem 6.1.1 gives an arrangement of n lines such
that the complexity of the k-th level (the number of intersection points having
exactly k lines above them) is ne
Ω
(√
log k
)
. A similar bound was obtained by
Klawe, Paterson and Pippenger [KPP82] for the complexity of the median
level (k = n/2) in pseudoline arrangements (see also [GP93]). However, our
construction seems to be essentially diﬀerent.
Definition 1. Let n > d ≥ 2, n− d even, and let P be a set of n points
in Rd in general position (no d + 1 of them lie in the same hyperplane). A
hyperplane determined by d points of P is called a halving hyperplane (resp.
halving line for d = 2 and halving plane for d = 3) if it has exactly (n− d)/2
points of P on both sides.
In the plane, there is a one-to-one correspondence between complemen-
tary pairs of n/2-sets and halving lines [AG86] and for any ﬁxed d, the
number of halving hyperplanes is proportional to the number of ⌊n/2⌋-sets
[E87], [DE94]. Theorem 6.1.1 is based on the following result.
Theorem 6.1.2. For any n > 0 even, there exists a set of n points in the
plane with ne
Ω
(√
logn
)
halving lines.
The k-set problem in space seems even harder than in the plane. The most
interesting and studied case is k = n/2, i. e. ﬁnding the maximum number of
halving planes. The ﬁrst nontrivial upper bound was given by Ba´ra´ny, Fu¨redi
and Lova´sz [BFL90]. It was improved by Aronov et al. [ACE91], Eppstein
[E93] and then by Dey and Edelsbrunner [DE94] (see also [AACS98]). The
best known bound, O(n5/2), was found very recently by Sharir, Smorodinsky
and Tardos [SST99]. In d > 3 dimensions, the trivial upper bound, O(nd)
was only very slightly improved, to O(nd−εd) by Zˇivaljevic´ and Vrec´ica [ZV92]
(see also [ABFK92]). The best known lower bound in d ≥ 3 dimensions,
Ω
(
nd−1 logn
)
follows directly from the lower bound in the plane, as described
in [E87]. Using Theorem 6.1.1 and the method shown in [E87], we obtain an
immediate improvement.
124
Theorem 6.1.3. For any n > 0, d ≥ 2, there exists a set of n points in Rd
with nd−1e
Ω
(√
logn
)
halving hyperplanes.
6.1.2 Idea of the construction
It is not hard to see and and shown in the next subsection that it is enough
to consider the case k = n/2, i. e. the case of halving lines. Then the
construction for other values of k can be obtained easily.
We construct a sequence of point sets, V0, V1, V2, . . ., recursively. For
i = 0, 1, 2, . . . Vi has ni points and at least mi halving lines. Suppose that
we already have Vi−1 with parameters ni−1 and mi−1. We can assume that
none of the lines determined by the points is horizontal. Replace each of the
points v ∈ Vi−1 by a = ai points, v1, v2, . . . , va, lying from left to right on
a short horizontal segment very close to v. Let the resulting point set be
V ′i−1. Now we have ani−1 points. If the line uw is a halving line of Vi−1 then
u1wa, u2wa−1, . . . uaw1 are all halving lines of V ′i−1 (Fig. 6.1). Therefore, we
get ami−1 halving lines. Clearly, this recursive construction would give only
mi = O(ni).
Now suppose that for each v ∈ Vi−1, the points v1, v2, . . . , va replacing v
are placed equidistantly on the corresponding very short horizontal segment.
Let uw be a ﬁxed halving line of Vi−1. Suppose also that u lies higher than w.
Then the corresponding a halving lines of V ′i−1, u1wa, u2wa−1, . . . uaw1 pass
through the same point q (Fig. 6.1). Add two more points, x and y to V ′i−1.
Let x be a point on the horizontal line through q, very close to q and to the
left of it, and let y be anywhere on the left side of the oriented line xu1 and on
the right side of xw1. Then, u1wa, u2wa−1, . . . uaw1 are not halving lines any
more, since they have two more points on one of their sides than on the other.
Observe, however, that the lines xu1, xu2, . . . , xua and xw1, xw2, . . . xwa are
all halving lines now. Consequently, by adding two extra points, we obtain
2a halving lines corresponding to the original halving line uw, instead of a,
as in V ′i−1. We would like to add those extra points similarly for each pair
u, w ∈ Vi−1, whenever uw is a halving line of Vi−1. The problem is that these
extra points x and y work very well locally for uw, but they might ruin the
other halving lines as they might be on their same side.
Once u and w are replaced by the a equidistant points, q is given, and we
have very little freedom in choosing the location of x. On the other hand, we
have much more freedom with y. The only way we can essentially relocate
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w w1 aw2
u u u1 2 a
q
w w1 aw2
u u u1 2 a
qx
y
z
Figure 6.1: Every original halving line is replaced by 2a halving lines
q and hence x, is to change the distance between the consecutive points
replacing u and v. In our construction, we place the extra points x and y
for each halving-pair u, w ∈ Vi−1 and introduce some further extra points, in
such a way that none of the halving lines is ruined. So, ﬁnally every original
halving line is replaced by 2a halving lines, and the number of points is just
slightly more than a times the original number of points. More precisely,
mi = 2ami−1 and ni ≈ ani−1. With a proper choice of a = ai, this will give
the desired bound.
6.1.3 Proofs of Theorems 6.1.1 and 6.1.2
First we show how Theorem 6.1.1 follows from Theorem 6.1.2, and then we
prove Theorem 6.1.2.
Proof of Theorem 6.1.1. Let n, k, be ﬁxed, n ≥ 2k > 0, let m = ⌊n/2k⌋,
and let m′ = n − 2km. Let X1, X2, . . . , Xm be the vertices of a regular m-
gon, inscribed in a unit circle with center C. Let ε > 0 be very small and
let Xi(ε) be the ε-neighborhood of Xi (i = 1, 2, . . . , m), and C(ε) be the
ε-neighborhood of C.
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Figure 6.2: Construction for general k
By Theorem 6.1.2, there exists a 2k-element point set S, with 2ke
Ω
(√
log k
)
halving lines. For any 1 ≤ i ≤ m apply a suitable aﬃne transformation Ai
to S such that Ai(S) = Si ⊂ Xi(ε) and for any halving line ℓ of Si, all Xj(ε),
1 ≤ j ≤ m, j 6= i, are on the same side of ℓ. Finally, let S ′ be a set of m′
points in C(ε). Then the set T = S ′ ∪mi=1 Si has m2k +m′ = n points and
m2ke
Ω
(√
log k
)
= ne
Ω
(√
log k
)
k-sets (Fig. 6.1.3). 2
Definition 2. For a positive integer a and ε > 0, let P (a, ε) be a set of a
equidistant points lying on a horizontal line such that the distance between
the ﬁrst and last points is ε. Then P (a, ε) is called an (a, ε)-progression. We
say that a point p is replaced by an (a, ε)-progression, if p is identical to one
of the points in the progression.
Definition 3. A geometric graph G is a graph drawn in the plane by
(possibly crossing) straight line segments, i.e., it is deﬁned as a pair G =
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(V,E), where V is a set of points in general position (no three on a line) in
the plane and E is a set of closed segments whose endpoints belong to V (see
also [PA95]).
Proof of Theorem 6.1.2. We construct a sequence of geometric graphs
G0(V0, E0), G1(V1, E1), G2(V2, E2), . . ., recursively with the property, that
for any i, every edge e ∈ Ei is a halving line of Vi. For i = 0, 1, 2, . . ., Gi
has |Vi| = ni vertices and |Ei| = mi edges. Denote the maximum degree of a
vertex in Gi by di.
Let G0 have two vertices (points) and an edge connecting them. Suppose
that we have already constructed Gi−1. Assume without loss of generality
that no edge of Gi−1 is horizontal. Let ε = εi > 0 be very small, and let
v1, v2, . . . , vni−1 be the vertices of Gi−1. The graph Gi(Vi, Ei) is constructed
in three steps.
Step 1. For j = 1, 2, . . . ni−1, replace vj by an (ai, εj)-progression. The
exact value of a = ai will be speciﬁed later. The resulting point set is
V ′i−1.
Step 2. Let e be an element of Ei−1 with endpoints u and w. Then, for
some 1 ≤ α, β ≤ ni−1, we have u = vα, w = vβ . Suppose without loss of
generality that α < β. Denote the points of the arithmetic progression
replacing u (resp. w) by u1, u2, . . . , ua (resp. w1, w2, . . . , wa). Let q be
the intersection of the lines u1wa, u2wa−1, . . . uaw1 (Fig. 6.1). Add two
more points, x and y to the point set as follows.
Place x so that xq is horizontal, x is to the left of q and the distance
xq is so small that for 1 ≤ j < a, the line xuj separates w1, w2, . . . wa−j
from wa−j+1, . . . wa, and similarly, the line xwj separates u1, u2, . . . ua−j
from ua−j+1, . . . ua.
Finally, let z be the intersection point of the line xua with the line
passing through w1, w2, . . . , wa, and place y so that the vectors
−→qz and
−→zy are equal. (see Fig. 6.1).
Add the edges {xu1, xu2, . . . , xua, xw1, xw2, . . . , xwa} to Ei.
Since ε is very small and α < β, we obtain that x and y are in a small
neighborhood of w. Moreover, w1, w2, . . . , wa must be very close to the mid-
point of the segment xy. Therefore, any line vw, with w ∈ {w1, w2, . . . , wa},
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v ∈ V ′i−1, and v 6∈ {u1, u2, . . . , ua}, intersects the segment xy very close to its
midpoint, in particular, it separates x and y.
Execute Step 2 for every edge e ∈ Ei−1.
Step 3. Let u be an element of Vi−1. In Step 1, we replaced u by an
(a, εj)-progression, say {u1, u2, . . . , ua}, from left to right. In Step 2,
we possibly placed some pairs of points in a small neighborhood of
u. Denote the number of those points by 2D. For each edge of Gi−1
adjacent to u, we placed zero or two points in the neighborhood of u,
and the number of those edges is at most di−1. Therefore, we have
D ≤ di−1.
Place di−1 −D points on the line of {u1, u2, . . . , ua}, to the left of u1,
such that their distance from u1 is between ε and 2ε. Analogously,
place di−1−D points on the line of {u1, u2, . . . , ua}, to the right of ua,
such that their distance from ua is between ε and 2ε (see Fig. 6.1.3).
Execute Step 3 for every vertex u ∈ Vi−1, and ﬁnally, perturb the points very
slightly so that they are in general position. Let Gi(Vi, Ei) be the resulting
geometric graph.
i-1d     -D  points i-1d     -D  points
u u u1 2 a
Figure 6.3: Each vertex is replaced by a + 2di−1 points
Claim 6.1.4. All edges in Ei, introduced in Step 2, are halving lines of Vi.
Proof of Claim 6.1.4. Let e ∈ Ei−1 be any edge of Gi−1 with endpoints
u, w ∈ Vi−1. Use the notations introduced in Step 2. Let 1 ≤ j ≤ a. We
know that the line xuj separates w1, w2, . . . wa−j from wa−j+1, . . . wa. There-
fore, it is a halving line of the point set {x, y, u1, u2, . . . , ua, w1, w2, . . . , wa}.
All the other points in the neighborhoods of u and w are introduced in pairs,
one on each side of the line xuj. Since uw is a halving line of Vi−1, there are
exactly (ni−1−2)/2 points of Vi−1 on both sides of uw, and each of them are
replaced by exactly a+2di−1 points in their small neighborhoods. Therefore,
we can conclude that the number of points of Vi, lying on diﬀerent sides of
uw are the same. 2
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Each vertex of Gi−1 is replaced by a + 2di−1 points. Therefore, |Vi| =
ni = (a + 2di−1)ni−1. For each edge e ∈ Ei−1, we introduced 2a edges in Ei.
Consequently, |Ei| = mi = 2ami−1. Let a = 4di−1. Then we have
ni = 6di−1ni−1, (6.1)
mi = 8di−1mi−1. (6.2)
Now we calculate di. There are three types of points in Vi.
1. Those points which are introduced in Step 1. They have the same
degree in Gi as the original point in Gi−1. Hence, the maximum degree
of those points is di−1.
2. Those points which are introduced in Step 2. Half of them have degree
zero, the other half has degree 2a = 8di−1.
3. Those points which are introduced in Step 3. They all have degree
zero.
Therefore, for i > 0, the maximum degree is di = 8di−1. Since d0 = 1, we
have di = 8
i. Using (6.1) and n0 = 2,
ni = 2 · 6i · 81+2+···+(i−1) = 8 i
2
2
+(log8 6− 12 )i+ 13 .
Analogously, using (6.2) and m0 = 1,
mi = 8
i · 81+2+···+(i−1) = 8 i
2
2
+ i
2 .
Therefore,
mi = ni8
(1−log8 6)i− 13 = nie
Ω
(√
logni
)
.
This proves Theorem 6.1.2 if n is of the form 2 · 6i · 81+2+···+(i−1) for some
i ≥ 0. It is not hard to extend the result for every n, using the following easy
and well known results [L71], [ELSS73], [E87]. Let f(n) be the maximum
number of halving lines of a set of n points in the plane.
Claim 6.1.5. For a, n > 0, (i) f(an) ≥ af(n), and (ii) f(n+ 2) ≥ f(n).
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Proof of Claim 6.1.5. Let P be a set of n points with f(n) halving lines
and suppose that no line determined by the points of P is horizontal. For
(i), replace each point of P by an (a, εj)-progression. (See also the previous
section and Fig. 6.1.)
For (ii), add two points to P , one very far from P to the left and one
very far to the right. Then all halving lines of P are halving lines of the new
point set. 2
This concludes the proof of Theorem 6.1.2.
6.1.4 Proof of Theorem 6.1.3
Let fd(n) be the maximum number of halving hyperplanes of a set of n points
in Rd.
Claim 6.1.6. For n > 0, fd(n+ 2) ≥ fd(n).
Proof of Claim 6.1.6. The proof is analogous to the proof of Claim
6.1.5 (ii). 2
Suppose for simplicity that d is even. For d odd, the proof is analogous.
By Claim 6.1.6, we can assume without loss of generality that n is divisible by
6. Let P1 be a set of n/3 points in the intersection of the hyperplanes x1 = 0
and x2 = 1 such that no d − 1 of them lie in a common d − 3 dimensional
aﬃne subspace. Let P2 = −P1 that is, P2 is the reﬂection of P1 about the
origin. Any hyperplane that contains the x1-axis and avoids P1, also avoids
P2 and cuts the set P1 ∪ P2 into two equal subsets. Let P3 be a set of n/3
points in the plane spanned by the x1 and xd axes, with ne
Ω
(√
logn
)
halving
lines, such that the points of P3 are very close to the origin, and all halving
lines have very little angles with the x1-axis. Now any hyperplane which
contains a halving line of P3 and avoids P1 ∪ P2, is a halving hyperplane of
the set P1 ∪ P2 ∪ P3. Since for any halving line of P3, there are Ω
(
nd−2
)
combinatorially diﬀerent such hyperplanes, Theorem 6.1.3 follows.
Remarks. 1. The proof of Theorems 6.1.1 and 6.1.2 imply the lower bound
ne0.282
√
ln k−2.1 for the number of k-sets. If we use a better choice for the value
of ai, a proper ordering of the vertices of Gi−1 before Step 1, and place the
additional points in Step 3 more carefully, we can obtain the lower bound
ne0.744
√
ln k−2.7 > n
20
2
√
lnk.
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2. Based on Theorem 6.1.3 and the proof of Theorem 6.1.1, it is not hard to
construct an n-element point set in Rd with nkd−2e
Ω
(√
log k
)
k-sets.
6.2 Monotone paths in line arrangements
We show that for any n there is an arrangement of n lines which contain an
x-monotone path of length Ω(n7/4).
6.2.1 Introduction
Properties of line arrangements in the plane (see [PA95]) have been inten-
sively studied, partly because of their importance in the construction and
analysis of geometric algorithms (see [E87]). One of the most important and
studied such problems is the k-level problem. The k-level of an arrangement
of n lines is the closure of the the set of points of the lines with the property
that there are exactly k lines pass below them. The k-level of a line arrange-
ment is an x-monotone polygon (path) which has a turn in each of the line
intersections on it. Its length is the number of turns plus one, which is called
the complexity of the k-level. The k-level problem asks for the maximum
complexity of the k-level in an arrangement of n lines. The best known up-
per bound is O(n 3
√
k) [D98], and the best known lower bound is ne
Ω
(√
log k
)
(see Theorem 6.1.1) for any n ≥ 2k.
In this note we consider a generalization of this problem, when the poly-
gon does not necessarily have a turn in each of the intersections on it. In
other words, we want to ﬁnd the maximum length of an x-monotone path in
an arrangement of n lines in the plane. The length of the path is the number
of turns plus one. Sharir (see [EG89], [E87]) established an Ω(n3/2) lower
bound. Matousˇek [M91] improved it to Ω(n5/3). Yamamoto et. al. [YKII88]
found an interesting application of this problem.
Theorem 6.2.1. For any n > 0 there exists an arrangement of n lines which
contain a monotone path of length Ω(n7/4).
Obviously, there are at most
(
n
2
)
intersection points in any arrangement
of n lines, so a monotone path has length at most
(
n
2
)
+ 1. We very slightly
improve this trivial upper bound (see Remarks).
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6.2.2 Proof of Theorem 6.2.1
We construct an arrangement of at most n lines which contain a monotone
path of length Ω(n7/4). We deﬁne it in three steps. For any arrangement A
of lines, |A| denotes the number of lines in A.
Step 1. For anym > 0, let A1m be an arrangement of 2m lines, arranged into
two bundles of m parallel lines, called the row bundle R1m and the column
bundle C1m. More precisely, let
R1m = {(y = i) | i = 1, 2, . . .m} ,
C1m = {(x− y = i) | i = 1, 2, . . .m} ,
and let A1m = R1m ∪ C1m. Clearly, there is a monotone path of length 2m in
this arrangement (see Fig. 6.2.2).
Figure 6.4: A monotone path of length 2m
Step 2. Suppose for simplicity that
√
m is an integer. Deﬁne A2m, an
arrangement of 3m−1 lines, arranged into four bundles of parallel lines. Let
ε > 0 very small, say, ε < 1
10
√
m
. A2m = R2m ∪ C2m ∪ U2m ∪ V2m. R2m and C2m are
further subdivided into sub-bundles. R2m =
⋃√m
j=1R2m(j) where
R2m(j) =
{
(y = εj + ε2j′) | j′ = 1, 2, . . .√m
}
.
R2m(j) is called the j-th row.
Similarly, C2m =
⋃√m
i=1 C2m(i) where
C2m(i) =
{
(x− y = i+ ε2i′) | i′ = 1, 2, . . .√m
}
.
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C2m(i) is called the i-th column.
Clearly, any row R2m(j) and column C2m(i) form an arrangement isomor-
phic to A1√m, so in the intersection of any row and column we have a mono-
tone path of length 2
√
m. The lines in U2m and V2m allow us to link all these
monotone paths.
U2m =
{
ℓi,j | i = 1, 2, . . .
√
m, j = 1, 2, . . .
√
m− 1
}
where
ℓi,j = (2x− y = 2(i+ (j + 1
2
)ε)− (j + 1
2
)ε = 2i+ (j +
1
2
)ε).
V2m =
{
ℓ′i | i = 1, 2, . . .
√
m− 1
}
where
ℓ′i = (2x+ y = 2i+ 1).
Figure 6.5: A monotone path of length at least m3/2
Now we have the following monotone path. Start with a monotone path
of length 2
√
m in the intersection of the ﬁrst row and ﬁrst column. We
leave the intersection on the highest line in the ﬁrst row. Then we use ℓ1,1
to go up to the highest line in the ﬁrst column, below its intersection with
the second row, and then we go along the monotone path of length 2
√
m
in the intersection of the second row and ﬁrst column. After leaving the
intersection, we use ℓ1,2 to reach again the highest line in the ﬁrst column,
and we continue analogously, until leaving the intersection of the last row
and ﬁrst column. Then we go down on ℓ′1 to the lowest line of the ﬁrst
row, and proceed similarly along the second column, then the third column,
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until the last column. This path includes a monotone path of length 2
√
m
in the intersection of each row and column. Therefore, the length is at least
2m
√
m > m3/2 (see Fig. 6.5).
Step 3. First we deﬁne A3m = R3m ∪ C3m ∪ U3m ∪ V3m, |A3m| < 6m. Assume
that 4
√
m is an integer. R3m is divided into
√
m bundles of
√
m parallel lines,
called the rows, and each row is further subdivided into 4
√
m sub-bundles of
4
√
m parallel lines. More precisely, R3m =
⋃√m
i=1 R3m(i) and R3m(i) is called the
i-th row, R3m(i) =
⋃ 4√m
j=1 R3m(i, j) where
R3m(i, j) =
{
(y = i+ ε2j + ε3k) | k = 1, 2, . . . 4√m
}
,
so
R3m(i) =
{
(y = i+ ε2j + ε3k) | j = 1, 2, . . . , 4√m, k = 1, 2, . . . 4√m
}
.
Similarly, C3m =
⋃√m
i=1 C3m(i) and C3m(i) is called the i-th column, C3m(i) =⋃ 4√m
j=1 C3m(i, j) where
C3m(i, j) =
{
(x− y = i+ εj + ε3k) | k = 1, 2, . . . 4√m
}
,
so
C3m(i) =
{
(x− y = i+ εj + ε3k) | j = 1, 2, . . . , 4√m, k = 1, 2, . . . 4√m
}
.
Consider any row R3m(i) and column C3m(i′). The arrangement R3m(i) ∪
C3m(i′) is isomorphic to R2√m ∪C2√m from the arrangement A2√m. Let U3m(i, i′)
(resp. V3m(i, i′)) be the copy of U2√m (resp. V2√m) under the same isomorphism.
Let
U3m =
√
m⋃
i=1
√
m⋃
i′=1
U3m(i, i′),
and
V3m =
√
m⋃
i=1
√
m⋃
i′=1
V3m(i, i′).
In other words, for any row R3m(i) and column C3m(i′), add the lines cor-
responding to U2√m and V2√m so that we get an arrangement isomorphic to
A2√m.
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Because of the slopes of the lines in U3m(i, i′), U3m(i, i′) = U3m(i + 2, i′ −
1) and |U3m(i, i′)| <
√
m, therefore, |U3m| < 3
√
m
√
m = 3m. Similarly,
V3m(i, i′) = V3m(i+2, i′−3) and |V3m(i, i′)| < 4
√
m, therefore, |V3m| < 5
√
m 4
√
m <
m. Cearly, |R3m| = |C3m| = m, so |A3m| < 6m (see Fig. 6.6).
Figure 6.6: Our construction.
In A3m, in the crossing of any row and column we have an arrangement
isomorphic to A2√m, so there is a monotone path of length at least (
√
m)
3/2
=
m3/4. We want to link all of them with some additional lines, just like in
the construction of A2m. The problem is that the crossing of row R3m(i) and
column C3m(i′) is exactly below the crossing of R3m(i+1) and C3m(i′− 1). Let
T be an aﬃne transformation, T (x, y) = (x+
√
εy, y) and let B3m = T (A3m).
It is not hard to see that all lines with positive (resp. negative) slopes will
still have positive (resp. negative) slopes. So, in the crossing of any row and
column of B3m we still have a monotone path of length m3/4. But now, for
ε small enough, say, ε < 1
10m
, all crossings of the rows and columns can be
separated from each other by vertical lines. These lines can be perturbed to
lines of very large positive or negative slopes, such that they can be used to
link the monotone paths in consecutive crossings. Let L be the set of these
lines. Then |L| = m− 1, so |B3m ∪ L| < 7m.
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There are m disjoint row-column crossings, and in each of them we have
a monotone path of length at least m3/4 so the monotone path containing all
of them has length at least m3/4m = m7/4.
Remarks. 1. As mentioned in the introduction, a monotone path has
length at most
(
n
2
)
+ 1 in any arrangement of n lines. This can be improved
by the following observation. Take a monotone path of length 5m and divide
it into m intervals, each of length 5. Notice that above or below each of these
intervals there is a crossing of the lines which is not on the path. Therefore, if
there are n lines and a monotone path of length k, then
(
n
2
)
≥ k− 1+ ⌊k/5⌋
so 5n2/12 > k. With a slightly more careful analysis one can show that
n2/4 > k, but we were unable to give a o(n2) upper bound.
2. If instead of the number of turns, we deﬁne the length of the path as
the number of intersection points on it, it is easy to construct an arrangement
of n lines with a monotone path of length Ω(n2).
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