In this paper, a fully complex-valued radial basis function (FC-RBF) network with a fully complex-valued activation function has been proposed, and its complex-valued gradient descent learning algorithm has been developed. The fully complex activation function, sech(.) of the proposed network, satisfies all the properties needed for a complex-valued activation function and has Gaussian-like characteristics. It maps C n → C, unlike the existing activation functions of complex-valued RBF network that maps C n → R. Since the performance of the complex-RBF network depends on the number of neurons and initialization of network parameters, we propose a K-means clustering based neuron selection and center initialization scheme. First, we present a study on convergence using complex XOR problem. Next, we present a synthetic function approximation problem and the two-spiral classification problem. Finally, we present the results for two practical applications, viz., a non-minimum phase equalization and an adaptive beamforming problem. The performance of the network was compared with other well-known complex-valued RBF networks available in literature, viz., split-complex CRBF, CMRAN and the CELM. The results indicate that the proposed fully complex-valued network has better convergence, approximation and classification ability.
Introduction
With the evolution of adaptive array signal processing, communication engineering and medical imaging involving complex-valued signals, adaptive algorithms to restore and retrieve signals, and to reconstruct images are in demand. The adaptive nature of neural networks are being increasingly exploited for such applications. This calls for efficient complex-valued neural network algorithms, and hence, research on developing complex-valued neural networks is on the rise, and a brief review of the same is given below. A complex-valued Hopfield Network (CHN) is proposed and is used in proving how synchronization can be achieved in a high-dimensional chaotic neural network in Ref. 1 . Complex-valued Independent Component Analysis is discussed in Ref. 2 . The activation dynamics of a complex-valued neural network is studied in Ref. 5 . Research interests in Complex-valued neural networks also includes proving the uniqueness theorem for the 3-layered complex-valued MLP neural networks with non-zero threshold parameters 3 and evaluation of the ability of real and complex-valued MLP's in performing the classification tasks of quaternionic random processes. 4 Research focus is also on developing efficient complex-valued logic gates and memory. Complex-valued Associative memory (CAM), which is complex-valued Hopfield Associative Memory (HAM), was first introduced in Ref. 6 . The capacity of the CAM was improved using the pseudorelaxation algorithm proposed in Ref. 7 . A novel logic gate is proposed in Ref. 8 . This logic gate is capable of learning multiple functions at frequencies different from each other, and analyzing the frequency-domain multiplexing ability in the learning based on complex-valued Hebbian rule. Associative memory based on quaternionic Hopfield network are investigated in Ref. 9 . The networks used in Ref. 9 are composed of quaternionic neurons and the input, output, threshold and connection weights are all represented in quaternions. Developing efficient neural network algorithms for function approximation, classification and array signal processing requires a fully complex-valued networks, capable of manipulating on complex-valued inputs with complex-valued weights and thresholds. Conventionally, split complex-valued networks, which manipulated on two real-valued signals i.e., either real-imaginary components or magnitudephase components of the complex-valued signal, were employed. 10 For example, in Ref. 11 , splitting neurons, working on the real and imaginary part of the complex signal are used in realizing the nonlinear functions involved in the processing of the complex signals for Independent Component Analysis (ICA). Identification of split-complex and fully complex nature of signals is the most important aspect of complex nonlinear modeling, and this is addressed in Ref. 12 . It is shown here, that the algorithms derived are capable of tracking changes in the modality of a few complex vector fields. The split-complex-valued networks, however, suffer from inability to approximate phase accurately. 13 The need for accurate phase approximations require fully complex-valued neural networks with a fully complex-valued activation function. But, selection of an appropriate complexvalued activation function is difficult, as an analytic and bounded function in the complex domain C is a constant function according to Liouville's theorem.
14 Besides, the performance of a complex-valued neural network depends largely on the activation function used, the number of neurons in the hidden layer, learning rate parameter and the region of weight initializations. 15 Several activation functions have been proposed in the literature for complex-valued Multi-Layer Perceptron (CMLP).
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On the other hand, although several real-valued RBF learning algorithms [18] [19] [20] [21] [22] [23] [24] have been proposed for different applications, only a few of these realvalued neural networks are extended to the complexvalued domain. [25] [26] [27] [28] [29] [30] However, the architecture of these complex-valued RBF networks remain split complex, their activation functions response remains real-valued, and little work has been done in identifying a fully complex-valued activation function for a RBF network. The basic architecture and learning algorithms of complex-valued radial basis function networks were first introduced in Ref. 25 and they were applied to communication channel equalization in Refs. 26 and 27. These networks used the Gaussian RBF with Euclidean norm (x − c) to process complex-valued signals. However, in these networks, the input is not efficiently transmitted to the output, as the activation functions used in these networks maps C n → R. Complex Minimal Resource Allocation Network (CMRAN) algorithm, a sequential learning algorithm, which is an extension of the MRAN algorithm, is developed in Ref. 28 . CMRAN has the ability to add and prune the number of hidden neurons to ensure a parsimonious network structure. Another complex-valued RBF algorithm, using a sequential learning scheme, referred to as the Complex-valued Growing and Pruning (CGAP) algorithm, has been proposed in Ref. 29 . The learning algorithm in this network links the significance of hidden neurons to the learning accuracy, thereby, a growing and pruning strategy for an RBF neural network with complex inputs is derived. When there is no growing or pruning, a complex, extended Kalman filter is used to adjust the RBF network parameters. Thus the number of centers of the RBF network is decided by this growing and pruning strategy. Using the recently developed real-valued Extreme Learning Machines, a fully complex Extreme Learning Machine (CELM) was proposed by Ming-bin et al. 30 All the parameters of CELM are analytically determined instead of being tuned and also, CELM has faster learning speed compared to other complex-valued learning algorithms. However, in all these approaches, in spite of the centers and weights being complex-valued, the activation function maps C n → R. This results in a real-valued gradient at the hidden nodes during learning, which does not reflect a fully complex-valued gradient. The lack of a fully complex-valued gradient, during learning, affects the phase approximation ability of the network. Hence the above mentioned complex-valued RBF networks approximate phase less accurately. This calls for a fully complex-valued activation function for the complex-valued RBF network, so that a fully complex-valued gradient is used during training.
In this paper, we propose a fully complex-valued Gaussian like activation function which has a well defined complex-valued gradient. 31 The activation function is sech(.) with a complex scaling factor. The results are compared with the existing wellknown complex-valued RBF algorithms in literature. The paper is organized as follows: In Sec. 2, the architecture of the FC-RBF network is presented, along with the characteristics of the proposed activation function. The complex-valued gradient descent learning algorithm for the parameter updates of the FC-RBF network is presented in Sec. 3. The KMC algorithm, used in selection of network size and initializations of the network parameters, is also briefly discussed. In Sec. 4, the performance of the proposed network is evaluated on the complex XOR problem, a synthetic complex-valued function approximation problem and the two-spiral problem. The performance was also evaluated on two real-world problems, viz., a non-minimum phase equalization problem and an adaptive beam-forming problem. The performance of the proposed network is compared against complex-valued networks available in literature. Section 5 presents the conclusions from this study.
A Fully Complex-Valued RBF Network (FC-RBF)
The complex-valued RBF networks available in literature, viz., CRBF, CMRAN, CGAP etc., lack a fully complex-valued activation function. Instead, the Gaussian activation function (Eq. (1))
used in these networks, maps C n → R and hence, fail to approximate phase accurately. 29 So, a fully complex-valued RBF network with complex-valued gradients and fully complex-valued activation function becomes essential for more accurate phase approximations. One such network and activation function is proposed in this section.
Network architecture
The architecture of FC-RBF network is as shown in Fig. 1 . The network consists of an input, a hidden and a output layer. Let X be the m-dimensional complex-valued input to the network, i.e., X = [
T and target T * be the n-dimensional complex-valued output vector, i.e.,
T , where the superscript T denotes the transpose of the vectors. The basic functional unit of complex-valued hidden neuron is sech(·) function. The activation function used in hidden neurons are described in Eq. (2) .
where V i , the complex-valued scaling factor and C i , the center of the ith neuron, are vectors of dimension m. h is the number of hidden neurons. The scaling factor V i plays a role similar to the deviation σ in the real-valued Gaussian function. The output of the network Y i is given by Eq. (3).
where the W ij are the complex-valued output weights. The number of neurons in the hidden layer and their initial centers affect the performance of the FC-RBF network. The procedure followed in choosing these parameters have been briefly discussed in Sec. 3.1.
The activation function
The network uses sech(.) as a basis for developing fully complex-valued activation function, and the functional unit of the hidden neuron using sech(.) is the form shown in Eq. sech(.) has periodic isolated singularities at (1/2 + n)π i where n ℵ. Therefore, it is analytic and bounded a.e. in a bounded domain of a complex plane. The proof for the approximation capability of sech(.) activation, with isolated singularities, is straightforward from Ref. 13 . i.e., the isolated singularity of sech(.) can provide uniformly converging approximation in the deleted annulus of the singularity in the region of convergence defined by the Laurent series. Figures. 2 and 3 gives the magnitude and phase response plot of this function over the complex plane. The Gaussian-like characteristic of the function is understandable from the magnitude response plot. 
Fully Complex-Valued Gradient Descent Learning Algorithm for FC-RBF
The complex-valued sech(.) proposed in Sec. 2 satisfies the desirable properties of a complex-valued activation functions presented in Ref.
14. It is analytic and bounded almost everywhere. Therefore, CauchyRiemann equations can be used to simplify the fully complex-valued RBF algorithm. i.e.,
The sum-squared error at the output layer can be written as
; where
If h is the number of neurons in the hidden layer, and O j h = u j + jv j is the response of the jth hidden node,
Superscripts R and I indicate the real and imaginary components, respectively.
The output weight update rule requires the computation of the gradient ∂E ∂Wnj . Since the cost function is the real-valued function of a complex-valued variable, the gradient of the error function with respect to the real and imaginary components of the W nj is
Using the chain rule and using the following partial derivatives obtainable from Eq. (6),
Combining (11) and (12) the gradient of the error can be written as
where α can be a real, imaginary or complex learning rate and O h j denotes the complex-conjugate of O j h .
Similarly, letting
, the update for the weights V i requires the gradient of the real cost function with respect to the real and imaginary components of V i .
Identifying the partial derivatives of Eqs. (16) and (17) from Eqs. (4), (5) and (10) leads to
and hence
where β is the learning rate parameter for the weight parameter V i . Similar derivation for the update of centers of the hidden neurons gives 
Identifying the partial derivatives of Eqs. (21) and (22) from Eqs. (4), (5) and (10), it can be derived that
where η is the learning rate parameter for the neuron centers. Thus, the complex-valued gradient update rule for the three parameters, (W , C and V ) of the FC-RBF network discussed in Sec. 2 is given by
and
where α, β and η are the learning rate parameters, which can be real, imaginary or complex. These parameters affect the convergence of the FC-RBF network. With higher learning rate parameters, the network fails to converge. As will be shown in Sec. 4, the size of the network and the choice of initial parameters affect the performance of the network. In this study, initially, the number of hidden neurons were arbitrarily chosen and the initial centers were chosen using a procedure similar to Ref. 32 . The search for the size of the network and the initial centers for best performance, using this method, is an extensive, laborious procedure. To improve the performance with lesser search time and effort, the K-Means Clustering (KMC) algorithm, which is widely used in selection of centers for RBF networks, 35 is used.
Network initialization: The K-Means Clustering algorithm
The KMC algorithm that is used in the study has been summarized below:
Step 1: Begin with N neurons.
Step 2: Choose N random samples from the training set and assign them as the neuron centers.
Step 3: For each complex-valued input of the training set, find the Euclidean distance from each of the randomly chosen centers
where X is the input and C j is the center of the jth hidden neuron.
Step 4: The training samples are clustered depending on the minimum d ij from the centers.
Step 5: Calculate the center of each hidden neuron as the average of the samples belonging to that particular cluster. The width of each cluster is also calculated.
Step 6: After clustering, if the distance between two neuron centers is lesser than the width of either of the cluster, then merge them into single neuron.
Step 7: Repeat steps 3 to 6 until there is no change in cluster center.
Performance Evaluation of the FC-RBF Algorithm
The performance of the proposed FC-RBF with the well defined complex-valued gradient descent learning algorithm is studied in this section, using a number of problems. The convergence study of the network was first studied using the complex XOR problem. This is followed by a study on the function approximation ability of the algorithm, using a synthetic example. Then, the two spiral problem, which is a highly non-linear classification problem, is used to evaluate the performance of the network, in classification problems. Finally, the algorithm was applied in two real-world applications, and their advantages are highlighted. In all these problems, the results of the FC-RBF network are compared against CRBF with real activation function,
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CMRAN 28 with Gaussian hidden neurons and CELM.
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In the following study, the mean square error for magnitude and phase are as defined in Eq. (28) .
((e i · e i ))
where e i is the error of the ith output neuron and N t is the number of samples.
Convergence study: The complex XOR problem
The complex-valued XOR (CXOR) is a commonly used problem in literature to study the convergence of the network. 37 In complex domain, the XOR problem is defined as:
• The real part of the output is unity if the first input is equal to the second input, else it is zero.
• The imaginary part of the output is unity if the second input is equal to unity, else it is zero.
The centers of the FC-RBF algorithm were initialized from the set [±1, ±1], as the target of the CXOR problem is one of 0, 0+i, 1, 1+i. 3000 training and 1000 testing samples were randomly generated, and the number of epochs required for the network to converge were observed in 50 successive, independent training trials. The best learning rate and initializations were also observed. Here, convergence is defined as meeting the preset 1 × 10
mean square error (J Me ) level within 5,000 epochs. The best performances of the FC-RBF network and the complex-valued RBF network (with Gaussian activation function) are tabulated in Table 1 . CMRAN, being a sequential learning algorithm, was excluded from the convergence study of CXOR problem. CELM, on the other hand, is an analytical learning algorithm and does not tune the parameters of the network. Hence, it was also excluded from the convergence study. It can be observed from the table that with proper choice of the initial parameters,the FC-RBF network required fewer number of epochs, than the CRBF network, to achieve convergence. With the use of KMC for initialization, the network size was reduced considerably, although at the cost of few more epochs, the least being 3 hidden neurons. On an average, approximately 5 hidden neurons were selected through KMC, over 50 independent training trials.
Function approximation:
A synthetic example
The synthetic complex-valued function approximation problem I defined in Ref. 15 as
where
.5] is considered to study the approximation ability of the network. 3000 and 1000 randomly chosen samples are used as the training and testing set, respectively. The training sample set was trained over 5000 epochs. Extensive search for the optimal number of neurons required (h), learning rates (α, β, η) to obtain a optimal performance was done. Initially, the selection of number of hidden neurons h was done according to Ref. 32 and η = 10 −2 . From Table 2 , it can be observed that the network is sensitive to initializations of centers and weights. Also, the search for the choice of hidden neurons and the best initialization, with this method, was a lengthy procedure. So, KMC algorithm, explained in Sec. 3.1, was used to identify the number of hidden neurons required and the best initialization of the weights and centers. Beginning with 25 neurons, the KMC algorithm downsized the clusters to match the requirement based on the inputs. Performances of the proposed network were compared against the networks available in literature viz., CRBF (with real-valued activation function), CMRAN and CELM and the performance results are presented in Table 3 . It was observed that even with fewer neurons, the proposed network approximated the function with lesser magnitude error (J Me ) and phase error (φ e ). The approximation performance was improved at least by 10%. The table also gives the performance of the network initialized with the KMC. With fewer hidden neurons, chosen using the KMC algorithm, there was no substantial compromise in the performance.
Classification: The two-spiral problem
The two-spiral problem is a famous benchmark problem, because it is an extremely difficult nonlinear classification problem available in literature.
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Though several variations of the two-spiral problem have been briefly discussed, 39 the original two-spiral classification problem has been considered in this study. The original two-spiral data can be generated using a C-routine, available in the CMU repository. The number of data points and the range of values generated are determined by the parameters, density and radius respectively. Here, 194 training points are generated with the default parameters of density 1 and radius 6.5. The 194 data points are equally shared between the two spirals (97 data points each). Each spiral has three turns of 32 points per turn, and one end point. Both the spirals have the same origin and orientation, but are displaced by 180 degrees to each other. The first spiral is generated by the set of equations in Eq. (30)
The second spiral can be obtained by plotting (−x, −y) and hence z1 = −x − iy. The problem at hand is to classify the points into their respective spirals, which makes up a highly non-linear two class classification problem of complex-valued data, with one input neuron and one output neuron. Rigorous study was done to identify the number of neurons required to achieve 100% classification accuracy. The training and testing statistics of the problem is summarized in Table 4 . Figure 4 gives the spiral classification result of the networks. It is evident from the table that the FC-RBF performed the highly non-linear classification with fewer neurons compared to the CMRAN, CRBF and CELM networks. The training time of CELM is the least of all networks, as the parameters are determined analytically. However, it can also be observed from the table that it required more network resources, compared to the proposed FC-RBF network. The KMC, required fewer neurons and hence, network resources, and lesser time, to achieve 100% efficiency of classification. 
Real-world problems

Non-minimum phase equalization problem
In this section, a well-known complex nonminimumphase channel model introduced by Cha and Kassam 27 is used to evaluate the performance of the FC-RBF equalizer, and to compare it's performance against the CRBF, CMRAN and CELM equalizers. The equalization model is of order three, with nonlinear distortion for 4-QAM signaling. The channel output z n (which is also the input to the equalizer) is given by
where w i = 0.34 − 0.27i, w 2 = 0.87 + 0.43i, w 3 = 0.34 − 0.21i, ℵ (0, 0.01) means the white Gaussian noise (of the non-minimum phase channel) with mean 0 and variance 0.01. The equalizer input dimension is chosen as 3. As usually done in equalization problems, a decision delay τ is introduced in the equalizer so that at time n, the equalizer estimates the input symbol s n−τ rather than s n and we set τ = 1. 4-QAM symbol sequence s n is passed through the channel and the real and imaginary parts of the symbol are valued from the set ±0.7. 5000 randomly generated samples at 20dB SNR was used to train the network over 1000 epochs. Studies were conducted to identify the optimum size of network (h), learning rates (η) and the initial weight/center radius using the heuristic procedure similar to Ref. 32 . Then the KMC was used to fix the network structure and the initial centers. It was observed that the reduced network performed symbol classification equally well. Table 5 gives the performance comparison of the proposed fully complex-valued RBF network against the other existing complex-valued RBF networks.
The superiority in the generalization performance of the FC-RBF network can be observed from the Table 5 . It can be observed from the table that the testing errors using the FC-RBF network are almost half of those in the CELM and CRBF networks. The error in phase has been reduced considerably. Also, with proper selection of parameters in the FC-RBF network through KMC, the phase error is reduced further, with fewer neurons. The classification performance can be observed from the plot of the Symbol Error Rate (SER) curve shown in Fig. 5 . It can be seen that the FC-RBF has improved the symbol classification performance by a margin of at least 0.4 dB SER at a noise level of 16 dB SNR. Initialization of the FC-RBF network with KMC improved the SER performance of the network further, by a margin of another 0.2 dB SER at a noise level of 16 dB SNR. Besides these, from the comparison of symbol classification performance, shown in Fig. 6 , it can be observed that the network classified the symbols in their quadrants much better than the other networks.
Adaptive beam-forming problem
Beam-forming is an array signal processing problem of forming a beam pattern of an array of sensors. In doing so, beams are directed to the desired direction (beam-pointing) and the nulls are directed to interference direction (null-steering). 40 The beamforming antenna array consists of M single-transmit antenna of the same carrier frequency and N uniformly spaced elements at the receiver. In this paper, a Uniform Linear Array (ULA) of sensors, similar to the one shown in Fig. 7 , is considered. The spacing between elements, d, equals half the wavelength of the received signal. If θ is the angle of incidence that an incoming signal makes with the receiver array broadside, it can be derived from the basic trigonometric identities and the geometry of the sensor array that the signal received at the nth element of the receiver antenna array is given by Eq. (31),x n = e j2πndsinθ λ (31) Including a noise of η n , signals induced at the N receiver array elements due to the m sources, impinging on each array element will be,
This is the input to the beam-former. In Eq. (32), the superscript T represents the transpose of the vector.
Let w n is the weight of the nth sensor, W be the array of weights such that,
T and G be the gain of the beam-former array for the signal from source m.
w n can now be computed by setting G = 0 for nullsteering and G = 1 for beam pointing. The optimum weight vector W would, now, be:
This analytical method of computing the optimum weight is known as the matrix method. to estimate the weights. The objective is to train the neural network, such that the weights W of Eq. (34) are estimated. Here, Y is the signal transmitted, and X is the signal received at the sensor array, given by Eq. (32) .
In this paper, a Uniform Linear Array (ULA) of 5 sensors is considered. The array is trained to look at desired signals coming from −30
• and +30
• , and to suppress interferences from −15
• and +15
• directions. 40 The input to the network is given by Eq. (32), with an additive Gaussian noise of 50 dB SNR. Training data set consists of 250 randomly chosen samples (50 for each signal/interference angles). Figure 8 gives the beam-pattern before Table 6 gives the amplification gains at beampointings and attenuation gains at null-steering for the different methods considered. The table clearly shows that the FC-RBF network performs better, in comparison to the other complex-valued RBF networks. The selection of centers using KMC for the FC-RBF network further improved the beam pointing and the gains at the desired signal angles are quite similar to the optimum gains.
From this performance study, it can be inferred that the FC-RBF network does better mapping of signals and isolation of interferences or nulls, better than other complex-valued RBF networks, available in literature. Besides, it was also observed during the study that the convergence speed of the FC-RBF network, during training, is faster than the CRBF network. Based on all these studies, the main results are summarized in the next section.
Summary of the performance study results
• From the convergence study on the CXOR problem, it was observed that the proposed network required fewer epochs to converge to an error of 10 −3 .
• Based on the training/testing errors of function approximation problem, it can be seen that the proposed network improves the performance of function approximation with at least, 10% reduction in magnitude and phase errors, compared to other existing complex-valued RBF algorithms.
• The classification performance of the algorithm was observed via the two spiral classification problem, where the proposed network required atleast 20 fewer neurons to achieve a classification accuracy of 100%.
• Study on the non-minimum phase equalization problem showed that the symbol classification performance of the proposed FC-RBF network is much better than the other networks, by a margin of at least 0.4 dB SER at a noise level of 16 dB SNR. The KMC improved the performance, further, by a margin of another 0.2 dB SER at a noise level of 16dB SNR, with fewer neurons.
• Comparing the performances of adaptive beamforming with the optimum Matrix method, it was observed that the beam pattern generated with the FC-RBF beam-former performs closer to the beam-pattern of the matrix method, than the other available complex-valued RBF networks.
• Initializations with the K-means clustering algorithm showed that the network performance remain largely unaffected, even with a fewer neurons in the hidden layer.
Conclusion
In this paper, a fully complex radial basis function (FC-RBF) network with a fully complex-valued activation function has been proposed. Also, its complexvalued gradient descent learning algorithm has been developed. The fully complex activation function of the proposed network, satisfies all the properties needed for a complex-valued activation function and has Gaussian-like characteristics. It maps C n → C, unlike the existing activation functions of CRBF network that maps C n → R. Initially, the network architecture and initialization were chosen using a heuristic procedure. As the performance of the network depended on the initialization heavily, the K-means clustering algorithm for complex-valued signals was proposed, and the architecture chosen using this algorithm. The performance of the network was compared with other well-known complexvalued RBF networks available in literature, viz., split-complex CRBF, CMRAN and the CELM on a few benchmark and real-world problems. The study results showed the advantages of the proposed network, as shown in Sec. 4.5.
