Abstract-A new algorithm to compute the transient response of a coupled, dispersive multiconductor system terminated in nonlinear loads is presented. The characterization of the multiconductor system is based on full-wave analysis using the spectral-domain approach, rather than the usual TEM approximation. To compute the transient response of such a system, a bilevel waveform relaxation method is used. Waveform relaxation is applied to compute a time-domain solution at the input and output interfaces. The waveforms are then transformed into the frequency domain to compute the updates induced by the multiconductor system and are transformed back to the time domain for the next set of relaxation at the interfaces, Techniques to improve convergence are presented and conditions for convergence are discussed. Examples of ECL, CMOS, and GaAs circuits connected by coupled lines are given for illustration.
I. INTRODUCTION HE IMPORTANCE of VLSI interconnects becomes
T more and more evident as VLSI circuits are required to operate at ever-increasing speeds to meet the demands of digital communication, high-speed computation, signal processing, and related applications. At very high switching speeds and layout densities, circuit performance is limited not so much by logic design, but by the interconnections. Accurate circuit simulation programs that are capable of predicting the behavior of interconnection networks terminated in external circuitries are of vital importance in high speed VLSI circuit design. Considering the complexity of modern VLSI circuits, it is essential that the simulation program combine accuracy and robustness with efficiency.
In 1967, the method of characteristics [ l ] for the solution of wave equations was first used by Branin in the transient analysis of a single ideal transmission line [2] . Later, Chang extended the method to lossless coupled transmission line systems [3] . A considerable amount of studies have been reported since then [4] - [13] . Djorjevic, Sarkar, and Harrington introduced a general algorithm for the analysis of a coupled transmission line system [5] . Transient analysis of the system terminated in nonlinear loads is carried out by convolving the impulse response with the voltages at the line terminals. In order to shorten the duration in which convolution is evaluated, Djorjevic et al. used a quasi-matched passive network to terminate the lines. Schutt-Aine and Mittra, on the other hand, attack the same problem by inserting a segment of ideal transmission lines between the terminations and the multiconductor system [8] .
Chang was the first to apply the waveform relaxation technique [14] - [18] combined with the method of characteristics to the transient analysis of multiconductor transmission line systems [ 191. Pad6 synthesis is then used to construct a lumped-element ladder network to approximate the characteristic impedance of each decoupled line. Waveform relaxation is applied to the approximated system terminated in a nonlinear circuit.
All of the above methods start from the Telegraphist's equations. The per-unit-length parameters are used to characterize the multiconductor systems. Since these parameters are usually calculated by static (dc) analysis, such a characterization is geared to dispersionless TEM modes. However, the TEM approximation is no longer valid at high frequencies when the longitudinal field components are not negligible. Since the starting point of a transient analysis program for VLSI interconnects should be an accurate characterization of the interconnection network, we use a model that is derived from full-wave analysis of the multiconductor structure. It takes into account all possible field components and satisfies all the required boundary conditions in the structure. A bilevel waveform relaxation algorithm is used to compute the transient response of such a structure terminated in nonlinear loads. This algorithm enables the separation of the interconnection network from the termination circuits, and the most efficient method can be used to analyze each subnetwork.
We first present the computation model of the multiconductor structure, followed by a description of the bilevel waveform relaxation algorithm. It is then shown that convergence can be improved by inserting a resistive network at the input and output interfaces. The conditions for convergence are discussed. The paper is concluded with illustrations of the algorithm applied to ECL, CMOS, and GaAs circuits connected by coupled lines.
0278-0070/92$03.00 0 1992 IEEE 11. COMPUTATIONAL MODEL BASED ON FULL-WAVE ANALYSIS The spectral-domain approach [20] is used to characterize a multiconductor system embedded in a multilayered dielectric medium. Fig. 1 shows the cross section of an example of such a structure. This structure does not support pure TEM waves due to the contributions of fringing field components E, and H, at the dielectric interfaces. The computational model that takes into account the frequency dependent hybrid nature of the structure is derived in [2 11 .
There are n dominant propagating modes in a n-conductor system. Each mode has its own propagation constant y;, i = 1, 2, ---, n. These propagation constants can be calculated by the spectral-domain method and, for a system even when lossless, they are frequency dependent. Fig. 2 shows a three-conductor structure and the effective dielectric constants versus frequency for each dominant mode. The effective dielectric constant is defined as E,, = where X = 2 n / y is the wavelength and Xo represents the wavelength in free space. Under the TEM assumption, E,, is a constant. The discrepancies between the TEM approximation and fullwave analysis can be easily seen. In addition to the propagation constants, the current eigenamplitude vector, M i = [mli m 2 i --mnilT is needed for a complete characterization of a mode i wave. In the above mki is defined to be the relative amplitude of the mode i longitudinal current on line k as illustrated in Fig. 3 . Once y; and Mi are known, the scattering matrix of the multiconductor system can be found as [21] where e -rL = diag (e-Y"), i = 1 , 2 , * * * , N is the modal propagation matrix, and M = [MI M2 * --M,] is the eigenvector matrix. One should keep in mind that for a dispersive multiconductor system, both the propagation matrix e -" and the eigenvector matrix M are frequency dependent. In general, off-diagonal terms in submatrix Me -rL M are nonzero, accounting for the couplings among the lines.
In order to evaluate the transient repsonse of the above system with both input and output ports terminated in nonlinear loads, we must find a characterization of the system in the current-voltage domain. We have for the input port
where 2, = Z,M-' is the system characteristic impedance matrix, and 2, is the modal characteristic impedance matrix. The definition of Z,, again, is based on matching the total power. Similarly, for the output port Combining (2.1)-(2.3), we can represent the input voltages and currents by the output voltages and currents and vice versa: By a similar formulation given in [3], we define two voltage-controlled voltage sources Based on the above, we can represent the multiconductor system by the computational model shown in Fig. 4 . The model consists of two identical networks, Z, , and two sets of voltage-controlled voltage sources, U, and U,. It should be emphasized that the equivalent circuit is given in the frequency domain.
111.
TRANSIENT ANALYSIS BY BILEVEL WAVEFORM RELAXATION Computing transient response of a multiconductor transmission-line system terminated in nonlinear loads is very expensive in computer time. Essentially, one has a system consisting of two different subsystems, namely, the termination subnetwork, which is nonlinear and thus can be characterized only in the time domain, and the linear transmission line subsystem modeled in the frequency domain. Most available analysis methods convert the frequency -domain transmission-line model into the time domain and then apply the conventional discrete-time solution method to solve the whole system. Several drawbacks are inherent from algorithms falling into this category. First of all, from the preceding section it has been shown that computationally, only multiplications and summations are required in the frequency domain to characterize a multiconductor system. In the time domain, however, the simplicity of the original multiconductor transmission line model is destroyed. First, convolution, which has a computational complexity of O(m2) by itself (m is the number of time points to be computed), must be employed. Second, the attempt to analyze two different subsystems as a whole creates a difficulty in step size control. Generally speaking, a stepsize suitable for the nonlinear terminations may not be an optimum choice for the interconnection network. Third, because of the difficulties involved in treating a frequency-domain model in the time domain, a common procedure is first to decouple the original multiconductor system, deal with each decoupled line separately, and then use time-domain linear combination to obtain the final solution of the coupled system [3] , [20] . For a dispersive multiconductor system, however, this is not possible since the transformation between the coupled and decoupled systems is also frequency dependent as pointed out in the previous section. (The transformation is realized through the eigenvector matrix M(w).) This leaves most of the available methods valid only for nondispersive TEM models.
In this section, we introduce a new analysis method for the abovementioned system. Rather than trying to find a single algorithm for the entire circuit, we separate the multiconductor system from its termination network, analyze the multiconductor system in the frequency domain and the termination subsystem in the time domain. By doing so, the most efficient analysis method can be adopted for each subsystem. The responses thus computed, however, must be transformed from one domain to the other. We choose to use FFT because of its computational efficiency. The immediate problem arising from this choice is that FFT can transform only sampled data of a whole waveform between the two domains. To overcome this problem as well as to retain the efficiency we intend to pursue, we propose a hierarchical bilevel waveform relaxation (BWR) algorithm for the transient analysis. The method differs from the one introduced in [19] in that no decoupling, recombining, and network synthesizing are needed. The algorithm is completely general, valid for both TEM and full-wave models of both lossless and lossy multiconductor systems. Simple multiplication and summation suffice for the linear subsystem. Different analysis methods as well as the multirate properties can be taken for the linear and nonlinear subnetworks to improve efficiency.
Consider a nonlinear circuit with its interconnections modeled by multiconductor transmission lines. The interconnects are represented by the voltage-based equivalent circuit introduced in Section 11. Refer to Fig. 5(a) for the complete system. The "F" inside the dotted box represents a Fourier transform. The input and output nonlinear circuits are shown in the time domain and the multiconductor system in the frequency domain. In order to effi- ciently analyze such a system, we utilize the natural paritions between the input circuit to the multiconductor system interface and the output circuit to the multiconductor system interface. The partitions are defined as the input interface and output interface, respectively. The transient response of the system is computed by a bilevel waveform relaxation method to be outlined in this section. At the first level, waveform relaxation is used to set up the equivalent voltage-controlled voltage sources for the multiconductor system in the frequency domain. At the second level, waveform relaxation is applied at the input and output interfaces of the system to compute the transient response.
Frequent switchings between the frequency-domain and the time-domain representations make it necessary to clarify the notations. All frequency-domain voltage and current vectors are denoted throughout the paper by capital letters (i.e, V ( j w ) and Z(jw)) and the time-domain quantities are represented by lower case letters (v(t) and i(t)).
The subscript "I" is used to indicate the input interface and "0" is used for the output interface. Superscripts are for iteration counts.
The computational model developed in the last section shows that the frequency domain voltages and currents at one end of the multiconductor system affect the voltages and currents at the other end of the system by changing the equivalent voltage-controlled voltage sources (U, ( j w ) or U,(jw)), (see (2.5) and (2.6)). On the other hand, the terminal voltages and currents also depend on the external circuits connected to the multiconductor system. The computation of transient response of the system, therefore, consists of two interrelated processes. One is localized to the input or output interface responsible for the computation of terminal voltages from the termination circuit for a given voltage-controlled voltage source U , ( j w ) or U,(jo). The other process is a global one in the sense that it handles the influence of terminal voltages at one interface to the equivalent voltage-controlled voltage source at the other interface (U, ( j w ) or U, ( j w ) ) , and consequently, the terminal voltages. Let us focus, first on the frequency-domain multiconductor system computational model shown in Fig. 5(b) . For a given Z [ ( j w ) , the terminal voltage V,(jw) can be computed by (2.6a), assuming U,(jw) is known. The frequency-domain voltage-controlled voltage source at the output port, U,(jw), can then be updated from (2.5b). The output port voltage V,(jw) is determined by the equivalent voltage source U, ( j w ) , the characteristic impedance matrix Z, ( j w ) , together with the boundary condition mandated by the external circuit connected to the output port, which is, in general, nonlinear (see Fig.  6(a) ). A local waveform relaxation (LWR) process is utilized to evaluate the voltage v, (t) . The process starts with an initial guess waveform of (v:(t), t E [0, T I ) supplied to the output port termination circuit No. The LWR process is illustrated in Fig. 6(b) . The subscript "o" is omitted in the figure, since the same algorithm applies to both input and output ports. The current flowing out of the nonlinear circuit, i A (t) is computed by solving the nonlinear circuit in the time domain. It is then transformed into the frequency domain to give I,(jw). Equation (2.6b) is used to compute the terminal voltage V,(jw), which is transformed back into the time domain to give a new voltage waveform z, : (t). z, : (t) is then used in No to compute the next iteration of i,(t) and the process continues until the difference between the waveforms of two iterations,
The frequency-domain output terminal voltage V, ( j w ) is available when the SLWR is considered to have reached convergence. This voltage is now applied to update the voltage-controlled voltage source at the input port, U,(jw), by means of (2.5a). The updated V , ( j w ) produces a new frequency-domain input terminal voltage V,(jw), which is computed by the same LWR performed at the input interface as at the output interface. We name the iterative process of updating the input and output port equivalent voltage-controlled voltage sources U,( j w ) and U,( j w ) for the whole frequency range global waveform relaxation (GWR). The computation continues until both GWR and LWR reach convergence. The process that combines the GWR and LWR is referred to as bilevel waveform relaxation. A flow chart of the GWR algorithm is shown in Fig. 7 (a) and LWR in Fig. 7(b) . The formal description of GWR will be given next, followed by the description of local waveform relaxation (LWR). Convergence problems of the algorithms are discussed in the subsequent sections. Let the superscript r indicate the rth GWR iteration. The algorithm is given as follows. 
Remarks:
1) Condition 3a) is equivalent to convergence for both GWR and LWR since it indicates that the new waveform does not change from the previous GWR iteration and the correction of the nonlinear termination circuit on the waveform is negligible. In other words, conditions (3.1) and (3.2) are satisfied simultaneously. 2) Windowing strategy [17] can be applied to LWR to improve computational speed. We start with one window of size [0, TI; as the waveform within the window converges, the window is reduced to smaller and smaller sizes. The full waveform, however, is always used in the frequency domain for easy utilization of FFT. 3) The convergence condition for LWR can be set relatively loose for the first few GR iterations. More accurate conditions should be used as the number of GWR iterations increases.
Examples Fig. 9 (a) shows a pair of CMOS inverters connected by a lossless stripline with 0.4-ns delay and 5 0 4 characteristic impedance. Transient response of the circuit is shown in Fig. 9(b) . In the plot, q ( t ) and u2(t) are the voltage waveforms at the near and far ends of the conductor, and U&) is the final output voltage waveform. If 50% of the total signal swing is regarded as the logic one threshold, (2.5 V in this case), the final output barely reaches the logic one level. Further increase in line delay causes the output pulse to disappear completely, as plotted in Fig.  9(c) . Fig. 10(a) shows an example with coupled lines where the first and the third inverter pairs are driven by pulse inputs and the second inverter pair is connected to ground. The computed results for the near and far ends of the multiconductor transmission lines are plotted in Fig. 10(b) and the transient output voltages of the final stage is also given. Both the coupling effect and the logic error are clearly shown in these plots.
This example is used merely to show the applicability of the introduced algorithm. We have intentionally chosen long interconnects, and the circuit under consideration operates at relatively low frequency. TEM approximation of the interconnects can be used, and therefore it is possible to apply the algorithm introduced in [3] to analyze the circuit. The correctness of the bilevel waveform relaxation algorithm is demonstrated by comparing results. It has also been found that only 10-15 % of the computation time is used on FFT.
IV. IMPROVED CONVERGENCE BY OVERLAPPED PARTITION The bilevel waveform relaxation algorithm described in the last section has one drawback, namely, the necessary and sufficient condition for the second level waveform relaxation to converge can be satisfied only by a very limited class of circuits [22] . Moreover, one has no control over the rate of convergence. Experiments show that when the algorithm is used to analyze a multiconductor system, the convergence slows down if the system is well matched by the termination network. For a system terminated in ECL and GaAs transistors, the algorithm does not always converge. A theoretical study of the convergence condition can be found in [22] and [25] .
Obviously, a more robust algorithm is needed for the analysis method to be generally useful, and it is desirable to have some control over the rate of convergence. To improve the convergence of the GWR algorithm introduced in the last section, an investigation of the cause for nonconvergence and slow convergence is necessary. Careful study of the conventional waveform relaxation method [14]- [18] shows that there are usually overlaps between the circuit partitions corresponding to the assignment-partition process of waveform relaxation. When using waveform relaxation to analyze a multiconductor system, however, there is no overlap between the time domain nonlinear circuit and the frequency -domain multiconductor system. It is intuitively obvious that if overlaps can be created, faster convergence will be achieved. In light of the above discussion, the following algorithm is proposed.
First, we insert three networks consisting only of resistors on the diagonal into the input interface. The resistive network is denoted by -R, 2R, and -R, R = diag (Ti), i , n, where ri can have any positive values. In
computing the transient response of a multiconductor system, we choose ri to be equal to the value of the irh diagonal element of z,(O). The system after insertion is shown in Fig. ll(a) . The new system thus created is electrically equivalent to the original system, yet an overlap partition is now possible due to the insertion. The overlap .. . . . ....................................... partition is illustrated in Fig. ll(b) and (c). For convenience, we refer to the subsystem of Fig. ll(b) as the left partition and the subsystem of Fig. l l (~) as the right partition. The two partitions overlap on the network 2R. As a direct consequence of the overlap, we are able to use only voltage sources in the iterative process instead of switching between voltage and current sources as required by LWR. Notice that the resistive network can be pulled into the frequency domain directly, as shown in the right partition. Also, since the total insertion to both the left and right partitions is positive, instability is not introduced.
Based on this overlap partition, we start the waveform relaxation process by giving an initial guess waveform of v?(t) and apply it to the left partition. The just outlined algorithm is named the improved local waveform relaxation (ILWR). The flow chart of ILWR is given in Fig. 12 . Using notations similar to those adopted in Section 111, let r be the GWR iteration count. Refer to Fig. ll(a) for the system under consideration. The ILWR algorithm is tested in a multiconductor system terminated in TTL, ECL, and GaAs transistors. Several examples are presented here.
Sketched in Fig. 13(a) is an ECL inverter circuit. Two such inverters are used to terminate a single transmission line system. The LWR algorithm introduced in Section I11 fails to converge for this circuit. When ILWR is used to analyze the system, convergence has always been achieved in no more than three iterations. The computed waveforms are plotted in Fig. 13(b) . To illustrate the pos- Fig. 13(c) . As expected, a logic error is created.
In this example, a five-conductor transmission line system is connected to GaAs inverters at both input and output ports. The multiconductor system is shown in Fig.  14(a) and the circuit in Fig. 14(b) . For the GaAs transistors, the SPICE default model is used. Without overlap, the SLWR algorithm cannot reach convergence. Using the ISLWR algorithm, the computed voltage waveforms are recorded in Fig. 15. 
V . CONVERGENCE CONDITION FOR ILWR
In order to understand the reason for the better convergence of the ILWR algorithm in comparison to LWR and also to explore the possibility of extending the algorithm to the analysis of general nonlinear systems, the condition for convergence is studied in this section. For clarity, we start with linear systems. A multiconductor system with linear termination can be treated as a special case of the above. Numerical examples are also included to illustrate the extension of the algorithm to nonlinear systems. Given a linear system consisting of two general dynamic systems, L1 and &. Partition the system along the L1 and & interface and insert -R, 2R, and -R between the partition as shown in Fig. 16(a) . The new system is electrically equivalent to the original system. Next, partition the system by overlapping on the positive insertion 2R as shown in Fig. 16(b) . The partitioned subnetworks are called the left and right partition. When the ILWR algorithm is applied to the analysis of this system, a slight modification of the algorithm is necessary to make it more general, namely, the resistor values chosen for the overlap will not be restricted to the diagonal elements of the multiconductor characteristic impedance matrix as given in the original ILWR algorithm. Let the state variables of L1 be xI and & be x2. The terminal voltage vector of L1 and & is denoted by U , and the currents flowing into L1 and & are called il and iz, respectively. The system given in Fig. 16(b) can be characterized by 
14(b).
A convergence theorem of ILWR can be stated as follows.
where Theorem I: The necessary and sufficient condition under which ILWR applied to the overlapping partitioned
linear system shown in Fig. 16(b) converges to the correct solution is that the spectral radius:
and h is the stepsize.
The methodology for the proof of Theorem 1 is first given by Wing in [23] . The actual proof is given in the Appendix and also in [25] . We concentrate next on finding practical guidance in choosing values for the overlapping insertion. We note that to this end, the spectral radius is a norm, so that if in a given system, p(d, d2) < 1, a value of h can always be found such that condition (5.2) is satisfied, and waveform relaxation will converge on that system. In the rest of this section, we derive the properties that the subsystems LI, L2, and R must have in order that
Let Ri, i = 1, 2, be the input impedance matrix of Li with xi and all independent sources set to zero, and Gi be the corresponding conductance matrix. Notice that Ri or Gi may not exist for a given system. We define three types of linear systems. 1) A type A system is one in which none of the components of vector i(t) or v(t) at the boundary of L1 and b is a state variable of the system.
2)
A type B system is one in which some or all of the components of vector i(t) are state variable(s) of the system.
3) A type C system is one in which some or all of the components of vector v(t) are state variable(s) of the system.
We make the following observations.
Observation I: If Li is a type A system, both Ri and Gi (5.3a)
exist and are positive definite.
> 0 are always true for nonzero v and i.
W (5.6)
In order to prove the lemma, we must recall from ma- 
(5.8)
A, > 1.
Thus the maximum eigenvalue of (I + GiR)-', A, , is 1 A , = -C l
A s
and Lemma 1 follows. Lemma 1 will be used to derive sufficient conditions for convergence.
Theorem 1 suggests that in order that the algorithm converges to the correct solution, one should choose such resistor values that p(dld2) < 1 if this is at all possible.
Suppose L 1 is of type A. If L 2 is also of type A, let I,,, be the maximum of the diagonal elements of R1 and R2, and let &A be the maximum of the diagonal elements of GI and G2. If L2 is a type B system, R2 does not exist and r,, is the maximum diagonal element of R I . If L2 is a type C system, G2 does not exist and g,, is the maximum diagonal element of G1. Finally, let r,, (rl) be the maximum (minimum) element of R = diag (Ti It should be emphasized that both conditions given by (5.9) and (5.10) are sufficient conditions and need not be satisfied simultaneously. Moreover, they are not necessary conditions for convergence. In the case of a one-dimensional system, for example, if R = rand Gi = gi, the necessary and sufficient condition for convergence reduces to which is always satisfied for 0 < gi < 00 by any r > 0.
In practice, if the input resistance matrix of the partitioned system, Rp = [rjj] is known, we should choose the overlapping network such that R = diag (ri = rii). This could effectively reduce the spectral radius of d, d2 so that faster convergence can be achieved. In other words, if the overlapping network is chosen so that a closely matched condition is created, faster convergence can be expected.
When neither L 1 nor L2 is of type A, by Observations (2)-(4), we have For the WR process to converge, in this case, it is required that This condition can usually be satisfied by a proper choice of the stepsize.
Notice that requirements such as grounded capacitors at every node and weak couplings across the partitions are not necessary for waveform relaxation to converge if the -R -t 2R -R network is inserted. Without the inserted network, these requirements are essential. For example, applying conventional WR (without overlap) to a simple circuit shown in Fig. 17 does not converge if no grounded capacitor is added to the system, whereas waveform relaxation with overlap converges to the correct solution in three iterations.
Next, let us look at Fig. 18 , a high-pass circuit. When we partition the circuit by cutting a strong feedback loop as shown, WR with overlap partition again converges in three iterations.
We have demonstrated, both theoretically and experimentally, that for linear systems the ILWR has better convergence property than the SLWR algorithm introduced in the last section. One great advantage of the algorithm is that one can actually choose the overlapping network to accelerate convergence. In the remainder of this section, we apply the algorithm to a nonlinear circuit to demonstrate the possible extension of the algorithm to general circuit analysis.
While waveform relaxation when applied successfully is a very efficient numerical technique, its major problem has been the lack of robustness when adopted for general circuit simulation. Advantages over conventional discrete time circuit simulation methods have been demonstrated for systems such as MOS circuits. In generalizing the method to systems such as bipolar or GaAs circuits, however, the convergence problem becomes a bottleneck [24] . If not partitioned properly, WR applied to these systems may not converge to the correct solutions, or, it may converge very slowly due to strong couplings and feedbacks between partitioned stages. In this section, the ISLWR algorithm is applied to such "badly behaved" systems to demonstrate that by inserting diagonal resistive overlapping networks, waveform relaxation can be employed efficiently.
The following examples illustrate that even when a system is not partitioned properly, the overlap partition technique helps to improve the convergence of WR.
In [17], a NMOS latch, sketched in Fig. 19(a) , is used to illustrate the convergence problem associated with the conventional waveform relaxation method. It is shown that after 20 iterations, the waveform relaxation process still does not converge to the exact solution. In applying ISLWR to the same circuit, we get very close to the correct solution in four iterations (see Fig. 19(b) ). Fig. 20(a) shows a cross-coupled GaAs inverter circuit. The convergence process of the overlap WR is plotted in Fig. 20(b) . Fig. 19(a) .
VI. CONCLUSION
We have developed and implemented a new algorithm to compute the transient response of a coupled, dispersive multiconductor system terminated in nonlinear loads such as transistors. The characterization of the multiconductor system is obtained from full-wave analysis based on the spectral domain approach, and it is suitable for circuit simulation. To compute the transient response of such a system, a bilevel waveform relaxation method is used. This algorithm allows the interconnects to be separated from the rest of the system so that both the nonlinear termination circuit and the multiconductor system can be analyzed in the most efficient way. The method has been applied to multiconductor systems terminated in MOS, ECL, and GaAs transistors, and it is shown that reflections can create logic errors in the system. Coupling effects are also demonstrated. Both theory and examples are included to show the convergence property of the algorithm. We have also demonstrated by an example the possibility of applying the overlap partition method introduced in this paper to general circuit analysis. . . 
