Abstract. We study inverse problems for the Einstein equations with source fields in a general form. Under a microlocal linearization stability condition, we show that by generating small gravitational perturbations and measuring the responses near a freely falling observer, one can uniquely determine the background Lorentzian metric up to isometries in a region where the gravitational perturbations can travel to and return. We apply the result to two concrete examples when the source fields are scalar fields (i.e. Einstein-scalar field equations) and electromagnetic fields (i.e. Einstein-Maxwell equations).
Introduction
Consider Einstein equations on a smooth four dimensional manifold M :
where Ein(g) denotes the Einstein tensor and T sour is the source stress-energy tensor describing the distribution of source fields, e.g. scalar fields, electromagnetic fields, perfect fluids etc. The solution g describes the space-time structure, or equivalently the gravitational field. Let g be a background field with background stress-energy tensor T such that Ein( g) = T . The problem we study in this work is to determine the background metric g by making small perturbations of T and measuring the perturbations of g. In particular, we consider the Einstein equations with stress-energy tensors of an abstract form. We formulate a microlocal linearization stability condition, under which we prove that the topological, differentiable structure and the metric (up to an isometry) of space time can be determined by making active measurement near the world line of an observer. See Theorem 2.1 for the precise statements. Then we apply the method to two concrete examples of stress-energy tensors: the scalar fields (i.e. Einstein-scalar field equations) and the electromagnetic fields (i.e. Einstein-Maxwell equations). Comparing with previous work, we obtain stronger results (i.e. determination of the metric up to isometries rather than conformal classes) in a general setup. Also, we take a thorough microlocal approach, which makes the arguments more transparent.
The inverse problem for Einstein equations was proposed and studied in Kurylev-Lassas-Uhlmann [26] for the Einstein-scalar field equations. The observation of gravitational waves done first by the LIGO project [31] has opened up the possibility of many more observations of space-times. For Einstein-Maxwell equations, the problem is studied in Lassas-Uhlmann-Wang [29] . The authors considered the Einstein-Maxwell system in vacuum and used the measurements of the response to electromagnetic perturbations. In this article we consider a general stress-energy tensor but we consider the response to both gravitational and electromagnetic perturbations. Similar inverse problems have been studied for semilinear wave equations with quadratic nonlinearity in KurylevLassas-Uhlmann [25] , with general nonlinear term in Lassas-Uhlmann-Wang [28] and with quadratic derivative terms in Wang-Zhou [40] . In particular in [28] , the authors improved the previous results in [25] so that the isometry class of the metric and some information about the nonlinear terms can be determined in many cases. In de Hoop-Uhlmann-Wang [9] , the nonlinear responses of two scalar waves at an interface of different media was considered and the related inverse problem was addressed. Also, in de Hoop-Uhlmann-Wang [10] , the problem for elastic systems is considered. In particular, the nonlinear interaction of two elastic waves is carefully analyzed and used to determine elastic parameters from boundary measurements.
The main results
We introduce notations and assumptions to be used throughout the paper unless otherwise specified. Let M be a 4-dimensional smooth manifold and g a time oriented Lorentzian metric on M . We take the signature of g as (−, +, +, +). For p ∈ M , the set of light-like vectors at p is denoted by L g,p M = {θ ∈ T p M \{0} : g(θ, θ) = 0} and the corresponding bundle by L g M = p∈M L g,p M . The set of future (past) light-like vectors are denoted by L + g,p M (L − g,p M ), and the corresponding bundle L ± g M = p∈M L ± g,p M . Similarly, the set of light-like co-vectors at p ∈ M is denoted by L * g,p M and the bundles L * g M, L * ,± g M . Since the metric g is non-degenerate, it induces a natural isomorphism i g : T p M → T * p M for any p ∈ M . With this isomorphism, we use vectors and co-vectors interchangeably. When it becomes necessary, we use the standard raising and lowering index operation. More explicitly,
We emphasize that these operators depend on the metric g as well, though the dependency is not showing up in the notations , .
Consider causal relations on (M, g). For p, q ∈ M , we denote by p q (p < q) if p = q and there is a future pointing time-like (causal) curve from p to q. We denote by p ≤ q if p = q or p < q. The chronological future of p ∈ M is I + g (p) = {q ∈ M : p q} and the causal future of p ∈ M is J + g (p) = {q ∈ M : p ≤ q}. The chronological past and causal past are defined by I − g (p) = {q ∈ M : q p}, J + g (p) = {q ∈ M : q ≤ p} respectively. For any set A ⊂ M , we denote the causal future, past by J • g (A) = p∈A J • g (p) with • = +, − respectively. Finally, we denote J g (p, q) = J We remark that all of these sets depend on the metric g. Let exp g,p : T p M → M be the exponential map on (M, g). The geodesic from p with direction θ is denoted by γ g,θ : R → M, γ g,θ (t) = exp g,p (tθ). Then we denote the forward light-cone at p ∈ M by L + g,p = {γ g,θ (t) : θ ∈ L + g,p M, t > 0}, which is a submanifold of M .
Throughout the paper, we use the standard Einstein summation convention unless otherwise specified. For (M, g), we denote by Ric(g) the Ricci curvature tensor. Let Sym 2 be the vector bundle of symmetric covariant 2 tensors on M . For any T ∈ Sym 2 , the trace of T with respect to g is Tr g (T ) = g αβ T αβ . The scalar curvature S(g) = Tr g (Ric(g)). The Einstein tensor is Ein(g) = Ric(g) − 1 2 S(g)g.
For T ∈ Sym 2 , the Einstein field equations are Ein(g) = T. It follows from the Bianchi identity that T must satisfy the conservation law div g T = 0, where div g denotes the divergence operator.
We start with the assumptions on the background manifold (M, g). We assume that g is globally hyperbolic. According to [5] , this means that there is no closed causal paths in (M, g) and for any p, q ∈ M and p < q, the set J g (p, q) is compact. In [4] , it is proved that such (M, g) is isometric to the product manifold R × M with metricg = −β(t, y)dt 2 + κ(t, y),
where M is a 3-dimensional smooth manifold, β : R × M → R + is smooth and κ is a smooth family of Riemannian metric on M . From now on, we shall identify (M, g) with this isometric image. We use x = (t, y) = (x 0 , x 1 , x 2 , x 3 ) as the local coordinates on M where y = (x 1 , x 2 , x 3 ) is the local coordinates on M . For t ∈ R, we denote M (t) = (−∞, t) × M .
Also, we assume that g is time oriented and (M, g) has no conjugate point.
(A1)
This assumption is made to avoid some technicalities and to make it easier to follow the proofs in this article. This assumption can be removed by following the arguments in [26, Section 5] .
Next, we want to assume that g satisfies the Einstein equation
Ein( g) = T , T ∈ C ∞ (M ; Sym 2 )
for some background field T . In general, a stress-energy tensor T is a function of the physical fields ψ = (ψ l ) L l=1 , L > 0 in presence and the metric g i.e. T = T (g, ψ). Let B L , L ≥ 0 be a vector bundle on M with fiber dimension L ≥ 1. We assume that ψ are governed by the wave equation
where V l are smooth potential functions and F Ψ is the source term. We shall assume that T = T (g, ψ) is a smooth function of g ∈ Sym 2 and ψ ∈ B L (A2) so the stress energy tensor is essentially described by the field ψ or equivalently the source F Ψ through the wave equation. We remark that T only depends on g and not on the derivatives ∂g. Let ψ be a background field and we assume that g is a solution to Ein(g) = T (g, ψ) for some ψ ∈ C ∞ (M ; B L ) (2.1)
Here, we regard ψ as the background field that produces g, but sometimes we also call T = T ( g, ψ) the background stress-energy tensor. Assumptions (A1)-(A3) are the assumptions for the unperturbed background fields. Now we consider the Einstein equations near a freely falling observer, which is represented by a time-like geodesic on a Lorentzian manifold. Let µ g (t), t ∈ [−1, 1] be a time-like geodesic (segment) on (M, g). Without loss of generality, we assume µ g (−1) ∈ {0} × M . Let V be an open relatively compact neighborhood of µ g ([−1, 1]) and V ⊂ M (t 0 ) for some t 0 > 0. Let F ∈ C 4 (M ; Sym 2 ), F Ψ ∈ C 4 (M ; B L ) be compactly supported in V and sufficiently small. We consider the solution g to (2.2) Ein(g) = T (g, ψ) + F , in M (t 0 ),
where F = (F , F Ψ ). We shall denote by T sour = T (g, ψ)+F the source stress energy tensor. (2.2) is the full version of the forward problem or coupled Einstein-field equations and we establish the local well-posedness in Section 3. There is a complexity coming from the fact that the source T sour is subject to the conservation law div g T sour = 0 as a consequence of Bianchi's identity. Actually, the background system is (2.2) coupled with the conservation law. We address the difficulty later using the concept of microlocal linearization stability in Section 4. In our formulation, we regard F as the active source perturbation that one can control and that generates the gravitational waves, and ψ is some adaptive field so that the conservation law holds.
For our treatment of the inverse problem, sometimes it is convenient to regard ψ, F as the source fields. Once we establish the well-posedness of (2.3), we can ignore the field equations for ψ l in (2.3) and just consider the Einstein equations
. We define the source-to-solution set for the Einstein equation as
is a solution of (2.3) with ψ, F }.
Of course, one can equivalently describe the set using the source F Ψ ∈ C 4 (M ; B L ). Here, to define semi-norms for C m (M ), we shall take a complete Riemannian metric g + on M , whose existence is guaranteed by [38] . Then we can introduce distances on M and T M , and Sobolev spaces on M using g + . The regularity requirements will be explained in Section 3. We remark that the data set also depends on g, ψ, t 0 which does not show up in the notation. Later, we use the abbreviated notation D(δ) when there is no confusion. Let's recall that solutions to the Einstein equations are defined uniquely only as equivalent classes under diffeomorphisms (of certain regularity). Hence in (2.4), the data (g, ψ, F ) should be regarded as the equivalent class under such diffeomorphisms. In any fixed coordinate system or gauge, we obtain a unique representation of the data, so the formulation of the data set should depend on the gauge where the measurements are taken. In this work, we consider Fermi coordinates associated Figure 1 . Illustration of the inverse problem with freely falling observers. The exact formulation and physical explanations of this coordinates is postponed to Section 7. Roughly speaking, this means that we take the data set D(δ; V ) in Fermi coordinates and we denote it by D F (δ; V ), see (7.1) .
The inverse problem we study is follows. Let p ± = µ g (s ± ), −1 < s − < s + < 1 be two points on the time-like geodesic. Suppose that we can control all possible perturbations F in V and measure the metric perturbations g in V , can we determine g in I(p − , p + ) from these information? See Figure 1 . Our main result is that these data sets determine the metric g uniquely up to isometries in I(p − , p + ). More precisely, Theorem 2.1. Let (M, g (i) ), i = 1, 2 be two four-dimensional time oriented, globally hyperbolic smooth Lorentzian manifolds and
± . For δ > 0, we consider solutions g (i) to the Einstein equations
. Suppose that (1) the microlocal linearization stability condition (Definition 4.2) holds for D (i) (δ; V ).
(2) the source-to-solution maps satisfy
In Section 5, we prove the theorem for the data sets formulated in wave gauge. In Section 8, we prove the theorem (see Theorem 8.2) when T is given by scalar fields, improving the result of [26] . In Section 9, we prove the theorem (see Theorem 9.3) when T is given by electromagnetic fields. It is instructive to compare this result with the one in [29] where only electromagnetic source perturbations are allowed.
The way we formulate and solve the problem consists of three parts, according to which we organized the contents of the paper.
(1) Microlocal linearization stability: Section 3 and 4. This part essentially concerns the forward problem, especially the microlocal behavior of the solutions to the Einstein equations. The way we solve the inverse problem is to make use of the nonlinear interaction of progressing gravitational waves. In particular, we consider progressing waves with conormal singularities (called distorted plane waves in Section 4) and study the nonlinear interaction of such waves. So it is desirable that the data set D(δ) contains sources which can generate such waves. Because the source must satisfy the conservation law div g T sour = 0, it is appropriate to consider the coupled system
instead of (2.3). In this work, we do not pursue this point but formulate a microlocal linearization stability condition in Section 4 after we introduce the linearized Einstein equations and distorted plane waves. The condition holds for the Einstein-scalar fields under certain conditions as shown in [26] . One possible approach to verify the condition is to study the coupled system (2.6), especially the propagation of singularities.
(2) Interaction of singularities: Section 5. We study the interaction of four progressive gravitational waves and we show that their nonlinear interaction generates a point source of gravitational waves. All the analysis are carried out in wave gauge, because thanks to the work of ChoquetBruhat, we know that the reduced Einstein equation is a second order quasilinear hyperbolic system which is convenient for analyzing the propagation of singularities. In Section 3, we review the reduced Einstein equations in wave gauge, especially the solvability and stability. In Section 5, we analyze the interactions of four distorted plane waves using methods developed in [28] and [29] to show that a new point source is generated. We determine the leading singularities and find the principal symbols of the new wave. We make specific choices of the sources so that the new singularity is not vanishing and can be detected. We remark that the subject of propagation and nonlinear interaction of gravitational waves is interesting in its own right in General Relativity theory, see [23] and more recently [33, 34] .
(3) The observation sets: Section 6 and 7. As we already mentioned, there is a problem of choosing observation gauges for the gravitational waves produced in part (2) . From a mathematical point of view, the most convenient gauge is the wave gauge. In Section 6, we follow the methods in [26] to prove the determination of the conformal class of the metric. To determine the conformal factor, we analyze the conformal transformation of the principal symbols of the newly generated waves as in [28] and prove Theorem 2.1 when the measurements are in wave gauge. For other gauges e.g. the Fermi coordinates associated with freely falling observers, we need an additional step to show that such singularities are observable after the gauge transformation. This is done in Section 7, where we complete the proof of Theorem 2.1.
Local well-posedness of the Einstein equations
We discuss the well-posedness result needed for our analysis. As this is a well-studied subject, see for example [6] , we shall be very brief. It is convenient to use an equivalent form of the Einstein equations. By taking the trace of Ein(g) = T sour , we have S(g) = − Tr g (T sour ). The Einstein equations are equivalent to
The Laplace-Beltrami operator is given in local coordinates by
∂x α , where Γ α is the contracted Christoffel symbol given by
see e.g. Section 3 of [12] or [26] . Here, the Christoffel symbols are given by
We start with the well-posedness of the Einstein equations in wave gauge where they are reduced to a quasilinear hyperbolic system. Let g be a solution to the Einstein equations (3.1) and g be close to g in C m (M ) with m to be specified later. Consider the wave map f : (M, g ) → (M, g). We refer the reader to e.g. [6, Appendix III] for a general discussion of wave maps and [26, Appendix A.3] for the results we need below. For m ≥ 5 an integer, let g ∈ C m (M (t 0 )), t 0 > 0 be sufficiently close to g in C m (M (t 0 )). Then there is a unique wave map
Moreover, introduce
where • denotes a vector bundle on M . When there is no confusion, we abbreviate the notation as E m (t), E m (•) or even E m . For m ≥ 4 and m an even integer, the wave map
and f depends on g ∈ C m (M (t 0 )) continuously. Here, we will choose t 0 < t 0 so that
If f is a wave map with respect to (g , g) and set g = f * g , then the identity map Id is a wave map with respect to (g, g) and the wave map equation for Id is equivalent to the harmonicity condition Γ n = Γ n , where Γ n = g αβ Γ n αβ . Let F n = Γ n − Γ n . The Ricci curvature can be written as (see [26, equation (23) 
where Ric g (g) denotes the reduced Ricci tensor given by (see [26, equation (23) and (22)
So in wave gauge where F n = 0, the Ricci tensor becomes the reduced Ricci tensor. Finally, the Einstein equation (2.3), which is Ric(g ) = ρ(g , T sour ) in M (t 0 ) using the current notations, becomes the reduced Einstein equation in wave gauge. Thus the coupled system (2.2) in wave gauge becomes (3.5)
where g = f * g , T sour = f * T sour , see [26, Appendix A.4] and ψ, F Ψ are also regarded as the push forward in wave gauge. Notice that (3.5) is a second order quasilinear hyperbolic system for g. Let u = g − g, φ = ψ − ψ be the perturbed fields. The equations for u, φ are
where A , A Ψ are smooth functions and with values in Sym 2 , B L . One can see that the term A Ψ does not depend on ∂g by using the harmonicity conditions in wave gauge. This is a second order quasilinear hyperbolic system. Applying the result in [26, Appendix B], we obtain Proposition 3.1. Let m 0 ≥ 4 be an even integer, t 0 > 0 and ψ ∈ C ∞ (M (t 0 ); B L ). Assume that F ∈ E m 0 (t 0 ; Sym 2 ) and F Ψ ∈ E m 0 (t 0 ; B L ) are compactly supported and F E m 0 (t 0 ;Sym 2 ) ,
For c 0 sufficiently small, there exists a unique solution (u, φ) satisfying the equation (3.6) and
where C denotes a generic constant.
Finally, we consider the well-posedness of the full Einstein equations (2.3) on the data set D(δ). It is known (see e.g. [26] ) that solutions of the reduced Einstein equations give solutions to the Einstein equation only if the conservation law holds. Assume this is the case. Our purpose is to clarify the regularity requirements of the data set. For our later analysis, we would like to take F ∈ E m 0 (M ; Sym 2 ) with m 0 ≥ 7 in wave gauge so that F ∈ C 4 (M ; Sym 2 ). From Prop. 3.1, we need m 0 to be an even integer (m 0 ≥ 8) and get g ∈ E m 0 (M ; Sym 2 ). Now consider the wave map f . If g ∈ C m then f ∈ E m . Since we have g = f * g and F = f * F , we need m ≥ m 0 + 1 ≥ 9 and F ∈ E 7 (M ; Sym 2 ) ⊂ C 4 (M ; Sym 2 ).
Microlocal linearization stability
Let us consider the linearization of the reduced Einstein equations (3.6) in wave gauge. Suppose that the source perturbations F , F Ψ in (3.6) are F , F Ψ depending on a small parameter > 0 and
The solution u , φ of (3.6) with such F , F Ψ depends on by Prop. 3.1 and it is clear that
) be the linearized field. Then v satisfies the linearized reduced Einstein equations of (3.6), which are pq is comparable to the wave operator g . Then the system (4.1) can be written as
where Id • denotes the •×• identity matrix, B 1 is a first order differential operator and
are smooth function of v. It is known that if (M, g) is globally hyperbolic, there exists a causal inverse for g , see e.g. [1] . We next describe the microlocal structure of the causal inverse. Let X be an n-dimensional smooth manifold. For two Lagrangians Λ 0 ,
. We refer the reader to [8, 35, 22, 21] for the precise definition and details. Let P(x, ξ) = |ξ| 2 g * be the symbol of − g pq ∂ p ∂ q with g * = g −1 the dual metric. Let Σ g = {(x, ξ) ∈ T * M : P(x, ξ) = 0} be the characteristic set. Notice that Σ g consists of light-like co-vectors. The Hamilton vector field of P is denoted by H P and in local coordinates
The integral curves of H P in Σ g are called null bi-characteristics and their projections to M are geodesics. Let Diag = {(z, z ) ∈ M × M : z = z } be the diagonal and
be the conormal bundle of Diag minus the zero section. We let Λ g be the Lagrangian obtained by flowing out N * Diag ∩Σ g under H P . Here, we regard Σ g , H P as objects on the product manifold 
Hereafter, whenever the dependence on g is not important, we shall abbreviate the notations as P, Q. Recall that we define Sobolev spaces on M using the Riemannian metric g + . From Prop. 5.6 of [8] or Theorem 3.3 of [21] , we know that Q :
Next we construct distorted plane wave solutions as in [25] . These are conormal distributions, see Hörmander [18, 19] . Suppose that Λ is a smooth conic Lagrangian submanifold of T * X\0. Following standard notation, we denote by I µ (Λ) the Lagrangian distribution of order µ associated with Λ. For u ∈ I µ (Λ), we know that the wave front set WF(u) ⊂ Λ and u ∈ H s (X) for any Let (x 0 , θ 0 ) ∈ L + M (t 0 ). For s 0 > 0 a small parameter, we let
where we used • for composition of sets as relations. By our assumption that there are no conjugation points on (M, g), K(x 0 , θ 0 ; s 0 ) is a co-dimension one submanifold near γ x 0 ,θ 0 (t) and 
In particular, away from Y , we have v ∈ I µ− 1 2 (Λ; S ) and microlocally away from Λ, we have v ∈ I µ−1 (Y ; S ). Moreover, for (p, ξ) ∈ N * Y ∩ Σ g and (q, η) ∈ Λ\N * Y which lie on the same bi-charactersitics, the symbol of v is given by
where σ(Q g ) is an invertible linear map. Now we are ready to define the microlocal linearization stability condition. This concept for the Einstein equation was introduced in Choquet-Bruhat and Deser [7] and developed in FischerMarsden [13] and Moncrief [37] , see also [6, 15] for additional material background and references. In the context of Einstein equations with matter, the condition is formulated by Girbau and Bruna [15] .
Consider the conservation law div g ( T (g, ψ) + F ) = 0 for the Einstein equation (2.3). Now we ignore the field equations for ψ and think of ψ, F are the sources for the Einstein equations (2.3). We assume that
which is a derived version of (L2). Let F be as in (L1). Then from Section 3 we know that the solution g of the reduced Einstein equations in wave gauge can be written as
. We obtain the linearized conservation law
where P j is a smooth function and linear inġ, ∂ġ,ψ, ∂ψ. In our context, the Einstein equation (2.3) is called linearization stable at ( g, ψ) if for any f,ψ andġ satisfying (4.5), one can find a family F , ψ depending on such that
In the case that f has conormal singularities, the condition can be microlocalized as fol-
2 ) away from Λ. Since P j (•) is linear inġ, ∂ġ andψ, ∂ψ, we see that
2 ). Therefore, the leading singularity of the linearized conservation law is in g pk ∂ p f kj . Hence we obtain the microlocal linearized conservation law, that is, the principal symbols of (4.5) should satisfy
for any (y, η) ∈ N * Y \Λ. Now we define the linearization stability condition.
Definition 4.2 (Microlocal linearization stability).
We say that the microlocal linearization stability condition holds for D(δ; V ) if the followings are true: Let Y be a two-dimensional submanifold in a space-like hypersurface of M . Given any (y, η) ∈ N * Y ∩ Σ g , compact neighborhood W of y and 4 × 4 symmetric matrix A satisfying
there is a family F , F Ψ for small and solutions g , ψ to the Einstein equations (2.2) such that (g , ψ , F ) ∈ D(δ; V ). In addition, for some µ < −17,
and the principal symbol σ(f )(y, η) = A. In addition, we assume that (1) The family F , F Ψ are supported in W . (2) The conservation law div g T sour = 0 holds where F , F Ψ vanish.
Remark 4.3. The condition is non-trivial. The additional assumptions (1) and (2) are made for convenience in the consideration of wave interactions. In fact, we only need them in Section 5.0.1 to construct sources of distorted plane waves associated with four small parameters. For the examples studied in Sections 8 and 9, (2) is automatically satisfied. Examples for which (1) holds are constructed in [26] for the Einstein-scalar field equations. One needs sufficiently many scalar fields ψ to construct the family of sources. These additional assumptions can be dropped if the source construction in Sections 8 can be analyzed using other methods.
Finally, we discuss the symbol spaces of the sources and distorted plane waves. We know that the symbols of the sources should satisfy the microlocal linearized conservation law (4.6). In the following, we use the notation I Next, since we work in wave gauge, the metric g should satisfy the harmonic gauge condition Γ k = Γ k . Soġ should satisfy the linearized harmonicity condition, which is
where h depends on g and its derivatives. This is found in [26, Section 3.2.3] . Now consider f ∈ I µ+1 (N * Y ; Sym 2 ) whose symbols satisfy the microlocal linearized conservation law, then the symbol ofġ should satisfy the microlocal linearized gauge condition, which is
for (x, ξ) ∈ Λ. Here, we used that the leading singularities are on the left hand side of (4.8). We let X x,ξ be the space of elements in Sym 2 x which satisfy (4.9). We notice that X x,ξ is of dimension 6. Now in view of Prop. 4.1 and (4.2), we conclude that the principal symbol
Here the symbol map is regarded as the restriction from Sym 2 y to Sym 2 x . We take this conclusion as an important consequence of the microlocal linearization stability condition. It indicates that for the inverse problem we formulated in this work, we need all the possible source perturbations for the Einstein equations in a six dimensional space and measure all possible gravitational perturbations. An interesting question is whether one can solve the problem with fewer sources e.g. in a subspace of Y y,η and/or with measurements of the field ψ. This is studied in [29] for the Einstein equations with electromagnetic sources in vacuum, in which case the sources are essentially taken only in a three dimensional space. This is the key difference between the formulations in [29] and the current work, see Section 9.
Nonlinear interactions of singularities
We construct sources F in the reduced Einstein equations (3.6) which generates four distorted plane waves for the linearized Einstein equation (4.1). Due to the nonlinearity of the Einstein equations, these waves will interact and we analyze such interactions in this section.
5.0.1. Construction of sources and distorted plane waves. Take four points
which means that the points x (i) are causally unrelated. For i = 1, 2, 3, 4 and s 0 > 0 small, we define
similar to the construction of distorted plane waves in Section 4. Then we have
be the distorted plane waves. Finally, we take four small parameters i , i = 1, 2, 3, 4 and set
Now consider the nonlinear equation (3.6) . By the microlocal linearization stability condition, there exists ψ
Actually, since the points x (i) are causally unrelated by (5.1), we can choose compact neighborhoods W i of x (i) which are causally unrelated, namely
as the source in (3.6). To see that the data F admits a solution to the Einstein equation (2.2), we proceed as follows. We use (5.3). For some j = k, there exists some t ∈ R such that W j , W k ⊂ M ( t) and
see Figure 2 .
The two shaded regions are W j , W k , which are neighborhoods of the two points inside
It is clear that there exists a solution g to the Einstein equations (2.3) or (3.5) for t ≤ t, which is the sum of the two solutions corresponding to
Then one can extend g to t > t by solving a Cauchy problem for the vacuum Einstein equation with data on the surface t = t, because in this region the sources all vanish and by condition (2) of the microlocal linearization stability condition Def. 4.2, the conservation law holds. This procedure can be continued to include all the sources in consideration. Thus, we complete the construction of the sources.
Remark 5.1. In general, the construction of the sources involving four parameters would lead to expansions of F containing i j , i j k and higher order terms. This does not happen here because we used the assumptions (1) and (2) in Definition 4.2. However, if the singularities in those expansion terms are known, the analysis below for the interactions can be carried out as well.
5.0.2. The asymptotic expansion. We let u be the solution of the nonlinear equation (3.6) with F , ψ and derive the asymptotic expansion of u to find the nonlinear interaction terms. We shall see that because T (g, ψ) does not depend on the derivative of ψ and below we only look at the leading order singularities which can only come from nonlinear terms with two derivatives, the ψ components of the distorted plane waves v do not play a role (the derivative of the g components takes the leading order singularity). Thus, from now on, we assume that the field ψ are smooth and only look at the Einstein equations in (3.6) . This helps us to focus on the gravitational wave interaction from the Einstein equations, which is the main issue here. Also, one can reuse the analysis and calculations for other models as shown in Sections 8 and 9. The derivation bears some similarities to the Einstein-Maxwell case [29] , however, we repeat some arguments for the reader's convenience.
From equations (3.6) and (4.1) which u , v satisfy, we derive
where R represents the collection of higher order nonlinear terms in O(u 5 ), and the rest are lower order terms. We explain them in detail. First of all, the P i , i = 2, 3, 4 terms come from the quasilinear term −g pq ∂ p ∂ q u in (3.6). In a given local coordinates, we can express two tensors by 4 × 4 matrices. It is easy to see that
Then the P i terms are (5.6)
More precisely, we write down the components of these terms as
Notice that each term has two derivatives and the coefficients of the derivatives are polynomials of the metric component. For convenience, we also regard P j,i , j = 2, 3, 4, i = 1, 2, 3, 4 as multilinear functions. For example, we can write
This type of notations are also used below. Next, the terms H i , i = 2, 3, 4 in (5.4) come from the semilinear terms of (3.6). Each component of H i is a sum of i-th order monomials of u , ∂u . Here, we slightly abused the notation so that u stands for their components u ,ij , i, j = 0, 1, 2, 3. This is also used in the following for simplicity. We point out that H i are at most quadratic in ∂u which can be seen from the expression of the reduced Ricci tensor (3.4) and the fact that the Christoffel symbols only have first derivatives of the metric g, and the assumption on T (g, φ) that it does not involve ∂g. We write the component of H i as multilinear functions as
where the set
and the coefficients are all smooth. We emphasis that the derivatives in these terms appear at most twice and such terms are especially important for the analysis below. We denote such terms i.e. terms in H i with two derivatives, by
For convenience, we denote
then G i are polynomials in u , ∂u of order i. We also denote G i = P i + H i . Then the asymptotic expansion (5.4) can be written as
By the stability estimate, we have u
Therefore, by the continuity of Q, we obtained the first term in (5.8) i.e. v . Notice that all the terms in R are in H 4 (M (t 0 )). To get other terms, we will iterate the formula (5.8) i.e. plug (5.8) to the right hand side of (5.8) to get
where R denotes terms in H 4 (M (t 0 )) and
The process generates many terms. However, we only need term U (4) of the order 1 2 3 4 which can only be obtained from the multiplication of four terms of v and ∂v . 5.0.3. The nonlinear interactions. We recall some results from [28, 29, 40] to analyze the singularities in U (4) . We make some assumptions on
In particular, the last condition means that the four submanifolds intersect at a point q 0 and the normal co-vectors ζ i to K i at q 0 are linearly independent. We shall denote
where 0 stands for the zero section of T * M . All of these are conic Lagrangian submanifolds. We introduce the following notations
For convenience, we introduce a notation that for any Γ ⊂ T * M , Γ g denotes the flow out of Γ under
where the composition is understood as composition of relations.
) be the causal inverse of g . In the study of semilinear wave equations [28] , the singularities of the following terms are carefully analyzed
where a(x), b(x), c(x) are smooth functions. These terms involve multiplication of four conormal distributions whose singular support intersect at q 0 . In fact, all the terms in U (4) are combinations of such terms. It is proved in [28, Prop. 3.9 ] that under appropriate assumptions Y i have conormal singularities to Λ q 0 i.e. q 0 becomes a point source. The result is generalized in [29] to include the case when the order of v i are different and we recall it below.
Let V be a smooth vector field. Microlocally away from Θ, we have the following
We point out that the set Θ contains the singularities produced from the interaction of one, two and three distorted plane waves and K is the singular support. So in the above proposition (as well as the rest of the analysis), we basically only look at the new singularities produced by the interaction of four distorted plane waves.
In Section 3.5 of [28] , the principal symbols of the terms (5.9) are found explicitly, and we recall them here. Consider the symbols at (q, η) ∈ Λ g q 0 \Θ which is joined with (q 0 , ζ) ∈ Λ q 0 by bi-characteristics. We can write ζ = 4 i=1 ζ i where ζ i ∈ N * q 0 K i . Let A i be the principal symbols of v i . By Prop. 3.12 of [28] , we get
where
We remark that these are the principal symbols near the intersection point q 0 , where we can trivialize half density bundles and Maslov bundles using local coordinates. The generalization of the above formulas to the case with derivatives is quite straightforward, see [29] and [40] .
With these preparations, we are ready to state and prove the main result of this section.
,θ (j) (R + ) = q 0 and the corresponding tangent vectors at q 0 are linearly independent. Let s 0 > 0 be sufficiently small such that K j intersect at q 0 only. Let σ(4) denote the set of permutations of (1, 2, 3, 4) . Then the fourth order interaction term U (4) = Q(H + H ) such that
Proof. First of all, we put (5.8) to the right hand side of (5.8) to get one term from G 4 (x, u ):
The summation terms consist of two types of terms because G 4 = P 4 + H 4 . The terms from P 4 can be found in (5.7) and they all have two derivatives. Using Prop. 5.2, we conclude that
The terms from H 4 are of the form Second, we consider the other terms in the asymptotic expansion. To get order 1 2 3 4 terms, we need to iterate twice or three times using (5.8) . From the term G 3 (x, u ), we get
From Prop. 5.2, we know that the term after applying Q is in I Finally, from the term G 2 (x, u ), we obtain from the iteration using (5.8) that
Applying Prop. 5.2, we see that the leading order term is achieved when the G i , i = 2, 3 are G i and the leading terms are in I If K i , i = 1, 2, 3, 4 do not intersect, the singularities of U (4) are at most conic and they live on K ⊂ M . In particular, K is the set in M carrying the singularities produced by three wave interactions. The proof of the proposition below is the the same as that of Prop. 4.1 of [28] for the scalar case, so we just state the result without proving it.
is smooth away from the set K . If 4 j=1 γ x (j) ,θ (j) (R + ) = q 0 but the tangent vectors at q 0 are linearly dependent, then U (4) is smooth away from J + g (q 0 ). 5.0.4. Non-vanishing of the principal symbol. Finally, we show that the newly generated singularities are non-vanishing or more precisely the principal symbol of U (4) is not vanishing. We follow the strategy in [26, Section 4] and [28, 29] .
Proposition 5.5. Under the assumption of Prop. 5.3, the principal symbol of the components of σ(U (4) )(ζ) for ζ ∈ Λ q 0 \Θ are analytic functions defined on
q 0 M are linearly independent, i = 1, 2, 3, 4, and A (i) are 10 × 10 matrices which are the principal symbols of v (i) }.
Moreover, the principal symbol σ(U (4) ) is non-vanishing on any relatively open subset of X .
Proof. The proof is divided into six steps.
Step 1: We first observe that according to (5.11)-(5.15), all the terms in U (4) in Prop. 5.3 are linear combinations of the terms listed in (5.9). Using the formulas for the principal symbols (5.10), we can easily see that the principal symbols σ(U (4) ) is a polynomial function of the symbols σ(v (i) jk ), i = 1, 2, 3, 4, j, k = 0, 1, 2, 3. The coefficients are rational functions of ζ (i) , i = 1, 2, 3, 4 and ζ. Thus we see that the principal symbols are real analytic functions defined on X .
Step 2: We compute the symbols explicitly to show that they are non-vanishing. Since it is always possible to choose local coordinates so that the background metric g is Minkowski at q 0 , we analyze the leading singularities in U (4) when the background metric (M, g) is the Minkowski space-time (R 4 , h),
In this case, the Einstein equations are simpler because Γ k ij and the derivatives of g ij all vanish. Recall that u = g − g is the perturbation. The reduced Ricci tensor can be written as
where the Christoffel symbols can be simplified as
Next g αβ can be computed as following
Since h = h −1 , we obtain
With these formulas, we can find P i , H i , i = 2, 3, 4 in Prop. 5.3 explicitly. Recall that we assumed that there is no derivative of g in T . The linearized reduced Einstein equations (4.1) in this case are
h, where V u is the linear term with V a 10 × 10 smooth matrix and W a smooth matrix. We remark that the term V u comes from the stress-energy tensor term.
Step 3: We claim that for some choice of ζ (i) ∈ L * q 0 (M ), i = 1, 2, 3, 4 and some choice of the symbols of v (i) at ζ (i) , the principal symbol of U (4) is non-vanishing at q 0 . After that, we use the properties of real analytic functions to finish the proof. We need four light-like vectors ζ (i) at q 0 such that their sum is also a light like vector at q 0 . We first choose light-like vectorsζ (i) ∈ L * q 0 M which are linearly independent as following
Then we let α 1 = 1, α 2 = −1, α 4 = ρ 10 with ρ a large parameter, and solve for α 3 such that
In particular, we find that α 3 = − 1 2 ρ −10 . Therefore, the light-like vectors ζ (i) = α iζ (i) at q 0 which we shall work with are
Also, we have
. These terms will appear many times in the computation of the principal symbols.
Now consider the choice of the principal symbols of v (i) , i = 1, 2, 3, 4. Recall that v (i) should satisfy the linearized gauge conditions
This is also called the polarization conditions. Let A (i) be the principal symbols σ(v (i) ), then they should satisfy the microlocal linearized gauge conditions
For ζ (i) , i = 1, 2, 3, 4, we choose
Thus the symbols satisfy the microlocal linearized gauge conditions. Also, it is easy to see that
Step 4: With these choices, we count the order of the principal symbols of terms in U (4) 
• , a, b = 1, 2, 3, 4.
The ζ (a)
• and ζ
(b)
• come from the two derivatives in H 1 . Notice that the order of
• is O(1). To achieve the leading order, we would like a = b = 4 to get ρ 20 . This happens in the term
The symbols of these terms are linear combinations of
where at least one of k, l is equal to c or d. To maximize the order in ρ, we would like a = b = c = d = 4. This implies that one of k, l is 4. The leading order is achieved if the other one of k, l is 3, in which case the order is ρ 40 ρ 0 = ρ 40 . The corresponding terms are
))) where i, j are 1, 2.
(iii) σ(H 3 ): These are linear combinations of
where at least one of j, k, l is equal to c or d. To maximize the order, we take a = b = c = d = 4 which implies that one of j, k, l is 4. The leading order is achieved if the other two of j, k, l are 1, 2 and the order is ρ 40 ρ 0 = ρ 40 . The corresponding terms are
))) where j, k are 1, 2. 
in which at least one of i, j is equal to c or d and one of k, l is equal to e or f . In this case, the leading order terms can be achieved when four of a, b, c, d, e, f are equal to 4 and the leading order is ρ 40 . The corresponding terms are
Recall that G 2 = P 2 + H 2 where H 2 is the quadratic derivative semilinear terms. (v) σ(H 5 ): The symbols are linear combinations of
where at least one of k, l is equal to one of e, f . Consider the term
For example, if k = 3 and i, j are 1, 2, one can check that the max order of the term is ρ 60 ρ −10 = ρ 50 . Unfortunately, as shown below, such terms cancel each other. We compute the symbol of
where A (3) denote the set of permutations of (1, 2, 3). Observe that each component of the above terms are of the type Y 4 in (5.9) so we can write down the symbol easily. Using the metric expansion, we find that
for u, v ∈ C ∞ (M ; Sym 2 ) which will be identified below in local coordinates as 4 × 4 matrix valued. Then we have
We also observe that
So we get
Let's compute the symbol for the six permutations in I . First we have
Similarly, we get
Finally, summing up the above terms (a) to (f), we arrive at σ(I )(q 0 , ζ) = O(ρ 30 ), which is lower than expected.
Remark 5.6. The cancellation of leading order terms is not a coincidence and it happens in later calculations. This phenomena perhaps is related to the null structure of the reduced Einstein equations. In a simpler setting of scalar wave equations with quadratic derivative nonlinear terms, it is showed in [40] that the null terms do not contribute to the leading order singularities in the interaction term, which is regarded as a manifestation of the smoothing effects. In view of (5.23), we heuristically think of P 2 as a null form for our choice of v (i) . (This is part of the so called generalized null condition, see [6, Section XI.5]). P 3 is similar in view of (5.24) below. In fact, as computed explicitly in the following, the symbol of the leading order terms in H we look for involving only P 2 , P 3 cancel each other. Fortunately, the quadratic derivative terms in the reduced Einstein equations are not all null forms, see e.g. [32] , and we expect to (and do) get a non-trivial leading order term. A thorough understanding of this phenomena could greatly simplify the symbol calculation, however, we leave it for future considerations.
We conclude that the leading order for the symbol of H 5 is at most ρ 40 . Thus we need to determine all possible ρ 40 order terms in σ(H 5 ). The case we analyzed above is when all the indices a, b, c, d, e, f in (5.21) equals to 4 and the term I include all the possible ρ 40 order terms. Next, consider the case when five of these indices are 4. This implies that one of G 2 in H 5 must be H 2 . Roughly speaking, there are three cases to consider depending on the position of H 2 . (a) Suppose the first G 2 in H 5 is H 2 . Then the leading order term must be among
We remark that the symmetric term
should be considered as well. For simplicity, here and several places below, we just show one such term and leave the symmetric term in the actual calculation, and we note that this is only necessary when H i terms are present. If i = 3 or j = 3, we find that the order is at most ρ 30 . So we must have k = 3 to get the ρ 40 order term. (b) Suppose the middle G 2 in H 5 is H 2 . Then the leading order term must be among
Here, again the symmetric term within H 2 should be considered. If i = 3 or k = 3, it is possible to obtain ρ 40 . However, if j = 3, the maximal order is ρ 30 . (c) Suppose the last G 2 in H 5 is H 2 . Then the leading order term must be among
We find that i must be 3 to achieve order ρ 40 .
To get the O(ρ 40 ) terms, the last possibility is that four indices of a, b, c, d, e, f are 4. If all the G 2 in H 5 are P 2 , there is one possible term
))) where k, l are 1, 2.
If one of the G 2 in H 5 is H 2 , we should consider
)) where k, l are 1, 2.
At last, if two of the G 2 in H 5 are H 2 , again there are three cases to consider depending on the position of P 2 :
(a) Suppose the first G 2 in H 5 is P 2 . Then the leading order term must be among
However, one can check that all the possible combinations are at most of order ρ 30 . So these terms do not contribute to the leading order terms. (b) Suppose the middle G 2 in H 5 is P 2 . Then the leading order term must be among
Similarly, one find that no such terms are of the order ρ 40 . (c) Suppose the last G 2 in H 5 is P 2 . Then the leading order term must be among
Again, no such term is of order ρ 40 .
To summarize, the leading order of the symbol of H as ρ → ∞ is ρ 40 . This order could be achieved among the following terms (minus sign is added appropriately in accordance with H i in Prop. 5.3): (4) ))) where k, l are 1, 2.
Step 5: We compute the symbols of the terms listed above.
(1) and (2): For these two terms, we only need the expressions of P 2 which is already found, and P 3 . For u, v, w ∈ C ∞ (M ; Sym 2 ), using the metric expansion (5.19), we find that
Therefore, using the symbol expressions in (5.9) , we get
Now we observe that
For i, j = 1, 2, we find that the above number is −ρ 20 . Therefore, we complete the calculate of the symbol of the term in (1):
For terms in (2), the calculation is similar. We have
We see that the sum of the symbols of (1) and (2) is of order ρ 30 , so they do not contribute to O(ρ 40 ).
(3): For this term, if the G 2 is P 2 , the calculation is simple. Actually, we have
When i, j are 1, 2, the symbol of the terms in (3) is
Next, we need H 2 to compute the rest. Recall that the H 2 term is the semilinear term in the (reduced) Einstein equations and has two derivatives. Using (5.18), we see that the semilinear terms in our formulation are
ab g aq g bd ∂u qd ∂x ν ), in which the Christoffel symbols are
where G (u) is defined by the above equation. Then we can determine the quadratic term H 2 as
. Using this symbol expression in (5.10), we find that
is a matrix and
In particular, B (ij) correspond to the term H (2) (v (i) , v (j) ). The minus sign is gone because we have six derivatives which gives (ı) 6 = −1. It is easy to see that
For later reference, we define a matrix A (ij) for 1 ≤ i < j ≤ 4 so that A
µ . Using these pre-calculation, we find that
This completes the calculation of the symbol in (3). (7) and (8): These two terms can be calculated using the calculation result we have so far. For (7), we see that the symbol is
For (8), we first take the G 2 to be P 2 . Then we get (8), we use the calculation in (3) to get
(5): For this term, we use the symbol expression (5.10). To see the structure clearly, we first observe that in the symbol of (5), the matrix corresponding to Q(P 2 (x, v (j) , Q(P 2 (x, v (3) , v (4) )))) is given by
This matrix is a constant multiple of A (4) . So the symbol calculation is similar those for (3), see in particular the matrix B (ij) . Therefore, we get
(6): Using (5.10), we see that
. Here, we used the same trick as in (5) by noticing that the matrix corresponding to (4) which is a constant multiple of A (4) . Now we compute the symbol of (6) when k = 3:
Finally, when i = 3 in (6), we get
To sum up, we showed that the symbol of the sum of (1)- (8) is given by
which is non-vanishing for ρ large.
Step 6: We showed that for the choice of our ζ (i) and A (i) , the principal symbol of U (4) is non-vanishing. Since the symbol is a real analytic function, it cannot vanish on any relatively open subset of X . This completes the proof of the proposition.
The inverse problem in wave gauge
In this section, we prove Theorem 2.1 when the observation data is made in the wave gauge. From the previous sections, we know that the wave gauge is convenient for mathematical analysis and we want to give a clear argument for the inverse problem in this case first, before we turn to the physical gauge in the next section.
Let's recall that for g close to g in C 4 (M (t 0 )), we let f : (M (t 0 ), g ) → (M (t 0 ), g) be the wave map. Then g = f * g is the image of the metric g in wave gauge. To emphasize the dependency of f on g , we also use the notation f g for f . By the observation data in wave gauge, we mean
We shall prove Proof. We divide the proof into three steps.
Step 1: We prove that the source-to-solution set D W (δ) determines the conformal class of the metric, namely there exists a diffeomorphism Ψ : I(p
+ ). We follow the arguments in Section 5 of [26] . It suffices to work with one copy of the Lorentzian manifold (M, g) in wave gauge. We continue using the setup and notations in Section 5. The analysis of singularities in U (4) we did in Prop. 5.4 and Prop. 5.5, immediately gave us the analogue of Prop. 3.3 and Prop. 3.4 of [26] (or similarly Theorem 3.3 and Prop. 3.4 in [25] ). In particular, for s 0 > 0 sufficiently small, we have:
(1) If
j=1 γ x (j) ,θ (j) (R + ) = q 0 and the corresponding tangent vectors at q 0 are not linearly independent, then U (4) is smooth in
j=1 γ x (j) ,θ (j) (R + ) = q 0 and the corresponding tangent vectors at q 0 are linearly independent, then there exists (x j , θ j ) sufficiently close to (x (j) , θ (j) ), j = 1, 2, 3, 4 such that 4 j=1 γ x j ,θ j (R + ) = q 0 . Moreover, by Prop. 5.5, we can find (x (j) , θ (j) ) and
Sym 2 ) as well as σ(U (4) )(y, η) = 0 for any given (y, η) ∈ Λ g q 0 . From the above two points, we can determine the set Λ g q 0 \K using the data in the source-tosolution set D W (δ; V ). As s 0 → 0, the Hausdorff measure of K in Λ g q 0 goes to zero so we determined the set Λ g q 0 up to a measure zero set. For V ⊂ M considered above, the light observation set of q ∈ M is defined as P V (q) = L + q ∩ V , which is the projection of Λ g q 0 to V . We conclude that P V (I(p − , p + )) is determined by D W (δ). The problem is reduced to the inverse problem with passive measurements studied in [27] and Theorem 2.5 of [26] tells that the differential structure of I(p − , p + ) and the conformal class of the metric can be determined.
Remark 6.2. For the vacuum background i.e. T (i) ( g (i) , ψ (i) ) = 0, i = 1, 2, one can complete the proof of the theorem by directly applying Theorem 1.2 and Corollary 1.3 of [27] . This argument was used in [29] to determine vacuum space-times.
Remark 6.3. The proof in Step 1 is simpler than those in [26] because of the no conjugate point assumption. When there are conjugate points, one can modify the proof by following the arguments in [26] line by line. In particular, one should replace the light observation set by the so called earliest light observation set.
Step 2: Without loss of generality, from now on we assume that g (1) = e 2γ g (2) for some γ ∈ C ∞ (M ). From the data set, we know that the metrics g (1) = g (2) on V so that e γ = 1 on V .
To further determine the conformal factor, we follow the argument in [28] to make use of the symbols of the interaction terms. For this purpose, we need the relation of principal symbols of U (4) for two conformal metrics. Let Q g (1) , Q g (2) be the causal inverse of P g (1) , P g (2) respectively. The Lagrangians Λ g (1) = Λ g (2) . We claim that the principal symbols of Q g (1) ,
and their principal symbols in I
for (x, ξ), (y, η) on the same bi-characteristics on Λ g (1) . This result was proved in [28, Prop. 4.6] for the causal inverse of g with no first order terms. The same argument applies here but the first order term V (x, ∂) in (4.2) contribute to the subprincipal symbol of σ(P g ) so we only need to check that it transforms properly under conformal transformations.
Recall see e.g. [17, Appendix A.3.2] that for any two Lorentzian metrics g (1) , g (2) with g (1) = e 2γ g (2) , their corresponding Ricci curvatures satisfy
µν , where · stands for the standard Euclidean norm. So the difference has no derivative in the metric. From (3.3), we know that in corresponding wave gauges, the reduced Ricci curvature also satisfies the above equation i.e. Ric g (1) ,µν (g
µν .
If we let u
µν (x, ∂)(u (i) ) be the first order terms in Ric g (i) (g (i) ), i = 1, 2, we obtain that
µν (x, ∂)(e 2γ u (2) ).
Now the proof of Prop. 4.6 of [28] especially equation (4.3) can be continued to obtain the conclusion. This proves our claim.
Step 3: Now we consider how the principal symbols of U (4) are related for two conformal metrics. We first consider H defined in Prop. 5.3. Let (1) H and (2) H be the defined with respect to two Einstein equation (3.6) where g is replaced by g (1) and g (2) . In particular, they are polynomial functions of the linearized metric perturbation. We are interested in how the coefficients transform and we claim that their principal symbols on Λ q 0 \Θ satisfy the relation
Note this is for the principal symbol of the full term H not just the leading term for some ρ large. Since the coefficients of the terms G i , i = 2, 3, 4 depends on g, we need to find them to see how they transform between two conformal metrics. We recall from the proof of Prop. 5.3 that G i = P i + H i , i = 1, 2, 3 in which u = g − g is the metric perturbation, P i are given by (5.6) and H i come from the semilinear term Q µν in (3.4) with two derivatives. What is important below is the coefficients of u in terms of g, not the exact form of G i . We use G λαβ (u) introduced in (5.25). We start from H 2 and see that it is a summation of terms like
where • denotes a generic index of g. Therefore, for the two conformal metrics, we have H
2 for the same u. Next, H 3 is a summation of terms like
and
Therefore, H
3 . Similarly, one can find that H 4 are summations of
Thus H
4 . By similar argument, we find that P
2 , P
3 , P
4 . Finally, it is straightforward to see that the transformation of H i , i = 1, · · · , 5 are (1) H i = e −8γ (2) H . Thus, we have proved the claim. Now we compare the symbols. From Prop. 5.3, we know that
where (q, η) is jointed to (q 0 , ζ) by bi-characteristics.
Step 2, we know that σ(
Here, we used the fact that e γ(q) = 1 on V . Therefore, we get
Finally, we have
Since the data set D W (δ) is the same, we know that the symbols should be the same. So we get e γ(q 0 ) = 1. Since this is true for all q 0 ∈ I(p − , p + ), the proof is finished.
The inverse problem in Fermi coordinates
We complete the proof of Theorem 2.1 in this section. We begin with some physical considerations, that is how experiments are designed to detect gravitational perturbations. We follow the nice presentation in [36, Chapter 37] closely. Roughly speaking, one considers detecting gravitational waves in the proper reference frame attached to the center of mass of a mechanical detector (e.g. a vibrating bar). To construct the frame, let τ be the proper time measured by the observer's clock (attached to the detector). Let µ(τ ), τ ∈ R be the world line of the observer, which is a time-like geodesic. Then one chooses a orthonormal frame e a , a = 0, 1, 2, 3 at τ = 0 such that e 0 =μ(0). Finally the frame changes from point to point along the world line following the parallel transport, see Figure 3 . The details of this construction can be found in [36, Section 13.6] . Here,For simplicity, we use ζ to indicate the frame as X i are fixed on M . For example, these geodesics will be denoted by µ g,ζ . The Fermi coordinates for (p, ζ) ∈B δ ( p, ζ) give a coordinate system for a neighborhood of µ. We can formulate the observation set in these Fermi coordinate as
Interpreted more physically, what we just described is that many detectors are placed near the observer at time t = 0 and they are set to move along different directions. The data is the gravitational waves detected by these detectors, see Figure 3 .
For the inverse problem we consider, the main issue now is whether we can still observe in these coordinates the waves (singularities) we produced in wave gauge. Let's make the situation more clear. Let = ( 1 , 2 , 3 , 4 ) and g be a family of metrics on M . Here, g 0 = g is the background metric. Let f be the (g , g 0 ) wave map andg = f , * g be the image of g in wave gauge. We assume that f = Id on {0} × M . Notice that when = 0, f 0 = Id. Now we consider two Fermi coordinates. Let Φ g ,Xp be the Fermi coordinates in (M, g ) at p with a frame X p in T * p M . Let Z i , i = 0, 1, 2, 3 be the frame along the geodesic from p. For Fermi coordinates in wave gauge, we takeZ i = f , * Z i , i = 0, 1, 2, 3 to be the frame associated with µg ,Xp (t) = f (µ g ,Xp (t)), t ∈ R, whereX p = f , * (X p ). If we define the Fermi coordinates in (M,g ) using these frames, we have the following commutative diagram
Here, we emphasized which frame of R 4 we are referring to because only under the above two frames, the map f , * becomes the identity map Id. If we pull back the metrics to Fermi coordinates, we have Φ * g ,Xp g = Φ * g ,Xpg .
In particular, the left hand side is what we can observe in the data set D F (δ). So it suffices to analyze the singularities of the right hand side. Let's first clarify what singularities we should consider. In Section 5, we studied the singularities in the interaction term
in wave gauge. By choosing four distorted plane waves, this is a Lagrangian distribution in I , where q 0 is the point where the waves interact. For each point q = µg ,Xp (t) on the geodesic, we will consider singularities in the Fermi coordinates in wave gauge
These three terms are obtained when four derivatives in i fall on one mapping in (7.2). The rest of the derivatives are collected in I 4 , which is a summation of terms like
where V = ∂ α with α ∈ Z 4 , |α| ≤ 3. The I 1 term is just the pull back of the singularities in wave gauge by a smooth map. This is the singularity which we can construct in wave gauge and we hope to observe in the data set. Eventually, we will see that I 4 is smooth thus can be ignored. The obstruction is that I 2 and I 3 have the derivative of Φg ,Xp which may contain other singularities. These are the singularities caused by the coordinate change. We need to distinguish them from the singularities in I 1 . The key point below is that we shall only consider singularities along the geodesic, which also agrees with the physical explanation that the gravitational waves are supposed to be detected at the detector. Let's start with the term I 3 . By definition, for any point q on the geodesic, the map Φg ,Xp is just the normal coordinates based on q. Therefore, the Jacobian DΦg ,Xp = Id at T 0 (T q M ), see e.g. [30, Lemma 5.10] . So, if we restrict I 3 to the associated geodesics, we get I 3 = 0 for all . When = 0, the geodesic is µ g 0 ,Xp . So it suffices to analyze the singularities of I 1 , I 2 only along the associated geodesics. Now we consider the restriction of conormal distributions to a time-like geodesic.
Lemma 7.1. Let S be a co-dimension one submanifold of M and γ(t), t ∈ R be a smooth curve on M . Suppose that γ intersects S transversally only at a point p 0 . Then for any f ∈ I m (N * S), m ∈ R, the restriction of f to γ, denoted byf = f | γ , is in I m+ 3 4 (γ; N * {p 0 }). This means thatf is a distribution on γ and conormal to p 0 . Furthermore, if the principal symbol σ(f ) = 0 at p 0 , then the principal symbol σ(f ) is also non-vanishing at p 0 .
Proof. Since µ intersect S at p 0 transversally, we can choose local coordinates x = (x 0 , x 1 , x 2 , x 3 ) near p 0 such that locally S = {x 0 = 0} and γ = {x 1 = x 2 = x 3 = 0} so p 0 = 0. Since f is a conormal distribution, we can write it as an oscillatory integral
so that a ∈ Sm
Thus we find thatm = m + Let S q 0 = π(Λ g q 0 ) be the projection of Λ g q 0 to M . So S q 0 is the future pointing light-cone at q 0 and a co-dimension one submanifold. Here, for simplicity, we ignored the set Θ and its projection K as it does not matter for the analysis below. Suppose the geodesic µ g,Xp intersect S q 0 transversally at p 0 . Applying the above result, we see that I 1 (t) ∈ I µ+ 3 4 (µ g,Xp ; N * {p 0 }) and we know that the singularity is non-vanishing. See Figure 3 .
Next we use this lemma to analyze singularities of I 2 along µ g 0 ,Xp (t).
Lemma 7.2. Assume that g is such that ∂ α g | =0 is smooth for |α| < 4 and ∂ g | =0 is a conormal distribution to the light cone at S q 0 at q 0 . Assume that µ g,Xp (t) intersects S q 0 transversally at p 0 .
Then the restriction of I 2 (t) to the geodesic µ g,Xp (t), t > 0 is in I µ−1+ 3 4 (µ g,Xp ; N * {p 0 }).
Proof. Observe that Φg ,Xp along µg ,Xp is just the geodesic itself. More precisely, let γ (t) = µg ,Xp (t), t > 0. Then γ satisfies the geodesic equation
p . Here, we write down the equation in some local coordinates. This is a second order nonlinear ODE system. Since the Christoffel symbol Γ k ,ij ofg may be singular, the solution may develop singularities. Since we only need the singularities of ∂ γ (t)| =0 , we resort to asymptotic analysis.
We consider the asymptotic expansion of the Christoffel symbol as → 0. First of all, the order 0 term is given by G k ij (t) = Γ k 0,ij (γ 0 (t)). Next, the a , a = 1, 2, 3, 4 term is of the form G 
where the function is smooth in its arguments. By our assumption ong , G 1 (t) is smooth on M . Now consider the a b , 1 ≤ a < b ≤ 4 terms which can be written as
and the functions are smooth in its argument so they are also smooth on M . The next term i.e.
a b c , 1 ≤ a < b < c ≤ 4 can be written similarly as G
and they are smooth on M . The order 1 2 3 4 term is given by
By the assumption ∂ g | =0 ∈ I µ (N * S q 0 ), we know that this term is in I µ+1 (N * S q 0 ). We remark that it is possible that the singularities may cancel each other so the term is smoother. But the worst case in terms of strength of singularities is that the term belongs to I µ+1 (N * S q 0 ). Now consider the asymptotic expansion of γ (t). We write 
This is a second order linear ODE for A a (t) and since the coefficients are all smooth, we conclude that A a (t) are smooth in t. This procedure can be continued to conclude that A ab (t), A abc (t) are all smooth in t. Finally we reached the equation for A(t) which comes from the order 1 2 3 4 term of the geodesic equation. The equation has many terms but schematically, the equation is of the formÄ k (t) + G From the proof above, we see that the term I 4 in (7.3) is smooth along the geodesic. We conclude that the most singular term among I a , a = 1, 2, 3 is I 1 and we know that the singularity is non-vanishing, under the assumption that the geodesic µ g,Xp intersects the singular support of U (4) transversally. However, this is always possible by our construction of Fermi coordinates. So we proved that one can observe the singularity in Fermi coordinate. This means that D F (δ; V ) determines the light observation set. We follow the argument in Section 6 to prove the determination of the conformal class of the metric, and by considering the symbol on the geodesics, we can determine the conformal factor as in Section 6. This complete the proof of Theorem 2.1.
The Einstein-scalar field equations
We consider the Einstein-scalar field equations studied in [26] . We show that this model fits in our scheme. Moreover, we improve the result of [26] to show that one can determine the metric in I g (p − , p + ), not just the conformal class.
Consider the stress-energy tensor given by scalar fields φ l , l = 1, 2, · · · , L,
where V is a smooth function. Assume further that the fields φ l satisfy the wave equations
and F Ψ l are sources which generates the scalar fields on (M, g). We take (8.2) T sour = T scalar (g, φ) + F as the stress-energy tensor in (2.3) where F is another source perturbation term. Let F = (F , F Ψ ). The system (2.2) becomes the coupled system
The background fields ( g, φ) are solutions to (8.3) with F = 0. Again, once we determine the set of F so that the system (8.3) is well-posed, we can take T sour in (8.2) as the source which is defined using the fields φ l and F . Then we can just work with the Einstein equations, ignoring the equations for the fields φ l . For this concrete model, the data set and microlocal linearization stability condition can be described more explicitly. The data set is the source-to-solution set as in equation (11) of [26] . For δ > 0, we let
We denote the observation in Fermi coordinates by D sca F (δ; V ). The microlocal linearization stability conditions can be reformulated as in [26] . Since T sour is given by (8.2) and the fields φ l satisfy the wave equations, one can derive the conservation law div g T sour = 0 more explicitly as
see equation (159) of [26] . Let F = (f, f Ψ ) depending on a small parameter . We have the linearized conservation law
see equation (160) of [26] . In this case, the linearized conservation law does not depend on the linearization of g and φ. It is easy to see condition (2) of Def. 4.2 is satisfied. Now we can state the microlocal linearization stability condition for the system (8.3). 
Examples when this condition holds are illustrated in [26, Appendix C]. Now we state and prove the result for Einstein-scalar field equations, which improves the result in [26] . g (i) ), i = 1, 2 be two four-dimensional smooth, time oriented, globally hyperbolic Lorentzian manifolds such that
± . For δ > 0, we consider solutions (g (i) , φ (i) ) to the Einstein equations
(1) the microlocal linearization stability condition Definition 8.1 holds for D sca,(i) (δ; V ).
Then there is a diffeomorphism Ψ :
Proof. We reduce the problem into the framework of Theorem 2.1. The only problem is that T (g, φ) depends on the derivatives of the scalar fields φ.
The local well-posedness of the system (8.3) in wave gauge was proved in [26] , see Section 3.1.1 and Appendix B there. We find that
So the reduced Einstein-scalar field equation is
The wave equation for φ can be written as
. Now we let u = (g − g, φ − φ) be the perturbed fields and we label u = (u l ) 10+L l=1 . The system (8.3) can be written as (26) of [26] . In particular, if F is supported in a compact set and F E m 0 (t 0 ) < c 0 sufficiently small with m 0 ≥ 4 even, there is a unique solution u to (8.5) and u E m 0 (t 0 ) ≤ C 1 F E m 0 (t 0 ) . If we take F = f, F Ψ = f Ψ with > 0 a small parameter, the solution φ depends on as well. Therefore, the tensor T sour (x, g, φ) may contribute terms in the asymptotic expansion of u in . Notice that this term only appears in the Einstein equations and the term has no derivative in g. Letġ = ∂ g| =0 ,φ = ∂ φ| =0 be the linearized fields. Consider the linearized system (8.5), which can be written as (8.6) gġ + B 1 (x,ġ, ∂ġ,φ, ∂φ) = ρ( g, f ), in M (t 0 ), gφ + B 2 (x,ġ,φ) = f Ψ , g = 0,φ = 0, in M (t 0 )\J g (supp (f )), wheref = (f, f Ψ ). As before, we can write this in matrix form. Let v = (ġ,φ) and we label as v = (v l )
10+L
l=1 . Then we can write (8.6) as Pv = (ρ( g, f ), f Ψ ). Observe that the linearized Einstein equation is not decoupled from the system. This would cause difficulties as singularities in the metric componentsġ and scalar fields φ may mix together as they propagate. We shall fix the problem by working with a subset of the source. Essentially the idea is to choose the source f so that the linearized scalar fieldsφ becomes smoother, in particular, their leading singularities vanish. This essentially put the problem into our framework.
The causal inverse of P denoted by Q can be written as
where Q denotes the causal inverse of g and U • are some matrices. For (x, ξ), (y, η) on the same null bi-characteristics, as in Prop. 4.1, the principal symbol R . = σ(Q)(y, η, x, ξ) is linear invertible on R 10+L . Because of the gauge condition and conservation law, we know from the discussion in the end of Section 4 that this is indeed a bijection on R 6+L . We'd like to consider the symbol space off at (x, ξ) so that the range of R is X x,ξ consisting of vectors in R 6+L whose last L components are zero. In other words, we consider the subspace of the symbol of the sources so that the scalar field component are zero. We let
then the restriction R : X x,ξ → Y y,η is bijection on the 6-dimensional vector spaces. We remark that when restricted to X x,ξ , the map R is the same R = σ(Q g )(y, η, x, ξ) as what we used for the Einstein equation before, because the B 2 term in the linearized field equation (8.6) does not contribute to the principal symbols. Also, the Einstein equations in (8.5) has the same principal term and subprincipal term as the original Einstein system. In particular, the stress-energy term does not contribute to this term (it does not have derivative in the metric components).
Since the leading order singularities inφ vanishes, when we repeat the calculation in Prop. 5.3, we get the same interaction term. Then Prop. 5.5 holds for system (8.5) . Finally, the rest of the argument in Section 6 and 7 can be continued line by line to complete the proof of Theorem 8.2.
The Einstein-Maxwell equations
Let's consider the electromagnetic fields. In the covariant formulation, the electromagnetic field can be described as a two form F = (F jk ). The stress-energy tensor for F is This can be further generalized to the Yang-Mills equations. The source for the electromagnetic field is the (four) electric current J , a vector field on M . The Maxwell equations for F on (M, g) with source J are given by (9.1) dF = 0, δ g F = J , where the codifferential δ g is the dual of the exterior differential d with respect to g and J denotes the one form obtained from J by lowering the index using g. In simply connected domains, one can find a one form φ by Poincaré lemma such that F = dφ, and φ is called the electromagnetic potential. The Maxwell equations can be written as
while the first set of Maxwell equations is automatically satisfied. The source J is subject to the conservation law div g J = 0. There is a gauge choice for φ. In Lorentz gauge δ g φ = 0, the Maxwell equations for φ are reduced to wave equations g φ = J . We refer to [6] and [39, Section 18.5] for more details of the background of this problem.
We consider the following coupled Einstein-Maxwell system (9.2)
Ein(g) = T em (g, φ) + F in M (t 0 ) δ g dφ = J , g = g, φ = φ, in M (t 0 )\J + g (supp (F ) ∪ supp (J)). Here, we denoted by T em (g, φ) the stress-energy tensor associated with F = dφ. The background fields ( g, φ) are solutions to (8.3) with F = J = 0. Also, the g, φ above shall be regarded as equivalent classes or representatives in a chosen gauge. As before, we let T sour = T em (g, φ) + F .
Remark 9.1. In [26] , the Einstein-Maxwell equations are of the following form where T inter = − 1 2 (J µ φ µ )g is the stress-energy tensor for the interaction term. This model is derived from the Lagrangian formulation in which only electromagnetic source perturbations are considered. So in (9.3), the only source perturbation is J , while for (9.2) studied here, the source perturbations are F and J . For system (9.3), the conservation law is reduced to div g J = 0, while for (9.2), we need the conservation laws div g T sour = 0 and div g J = 0 as discussed below.
The local well-posedness of (9.2) can be established as before. For δ > 0, we let is the Lorentz force where ∇ denotes the covariant derivative. We write this in terms of the potential φ, so the conservation law div g T sour = 0 is
Let (F , J ) = (f, J) depending on a small parameter . We have the linearized conservation law
We still need to consider the conservation law for the Maxwell equations div g J = 0. The linearization gives div g J = 0 which in local coordinates reads
We see that the conservation laws holds where F = J = 0. Now we state the microlocal linearization stability condition for the system (9.2). We say that the Einstein-Maxwell equation (9.2) satisfies the microlocal linearization stability condition if we can find a family (g , φ , F , J ) ∈ D em (δ; V ) such that (1) (F , J ) are compactly supported in a conic neighborhood W of (y, η) in N * V (2) f = ∂ F | =0 , J = ∂ I | =0 are in I µ+1 (N * Y ), µ < −17 such that σ(f )(y, η) = A, σ(J)(y, η) = B.
One can find examples for which the above condition holds in the following way. We consider F = T scalar (g, φ) + F 1 in which F 1 is a compactly supported 2-tensor and φ ∈ B L are scalar fields satisfying the wave equation as before. In other words, we assume that the perturbation tensor F consists of a scalar field and another perturbation F 1 and one can think of further coupling (9.2) with the scalar field equations. From the construction in [26] for the Einstein-scalar field equation, we see that the microlocal linearization holds for the coupled system, which further implies that the condition holds for (9.2) with the tensor F . We remark that in this case, F is no longer compactly supported in V (although F 1 is). So the additional assumptions in Definition 4.2 do not hold. However, this will not affect the analysis of singularities in Section 5, hence is not an issue here. For convenience, we still stated Definition 9.2 with the compact support assumption. Now we state and prove the result for Einstein-Maxwell equations. ± . For δ > 0, we consider solutions (g (i) , φ (i) ) to the Einstein equations Ein(g (i) ) = T em,(i) + F (i) , in M (i) (t 0 ),
which is well-posed on the data set D em,(i) (δ; V ) defined as (9.4). Suppose that (1) the microlocal linearization stability condition Definition 9.2 holds for D em,(i) (δ; V ). Then there is a diffeomorphism Ψ : I g (1) (p
− , p
+ ) such that Ψ * g (2) = g (1) in I g (1) (p Note that T em (g, φ) is a polynomial involving g ij , g ij and first derivatives of φ. Consider the perturbed fields (9.6) w . = (u, φ) = (g, φ) − ( g, φ).
