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Abstract
We present a new approach for synthesizing training data given only a single ex-
ample of each class. Rather than learn over a large but fixed dataset of examples,
we generate our entire training set using only the synthetic examples provided.
The goal is to learn a classifier that generalizes to a non-synthetic domain without
pretraining or fine-tuning on any real world data.
We evaluate our approach by training neural networks for two standard bench-
marks for real-world image classification: on the GTSRB traffic sign recognition
benchmark, we achieve 96% test accuracy using only one clean example of each
sign on a blank background; on the MNIST handwritten digit benchmark, we
achieve 90% test accuracy using a single example of each digit taken from a com-
puter font. Both these results are competitive with state-of-the-art results from
the few-shot learning and domain transfer literature, while using significantly less
data.
1 Introduction
Despite recent advances in deep learning, one central challenge is the large amount of labelled
training data required to achieve state-of-the-art performance. Procuring such large volumes of high
quality, reliably annotated data can be very costly or even border on impossible (e.g., obtaining data
to train an autonomous navigation system for a lunar probe). Additional hurdles include hidden
biases in large datasets [33] and maliciously perturbed training data [1, 3, 10, 38].
One way to address this problem is to train using synthetic data, where the marginal cost of procur-
ing new training data is generally very low, and one has full control over the generation process;
Nikolenko [24] presents a survey. However, training with purely synthetic data is subject to the so-
called “reality gap”, whereby good performance on synthetic data does not necessarily yield good
performance in the real world [11].
We propose a new approach to training with synthetic data which focuses solely on the objects
of interest and forgoes any information about the context, where the datasets we use for training
consisting solely of a single synthetic example per class.
Our contributions are as follows:
– We formally introduce a decomposition of the input space into object and context spaces,
and show how to exploit this decomposition to synthesize data which can efficiently train a
classifier that generalizes over a wider domain.
– Based on this analysis, we propose an algorithm for learning visual tasks using context-
agnostic synthetic data.
Preprint. Under review.
– We evaluate our approach by training deep neural networks to perform real-world image
classification using only a single synthetic example of each class; we achieve state-of-the-
art results among comparable approaches while using substantially less data.
2 Related Work
One approach to learning in the low data regime is few-shot learning, which aims to learn new
classes using few samples by leveraging prior information. Early approaches emphasized capturing
knowledge in a Bayesian framework [4], which was later formulated as Bayesian program learning
[17]. Another approach is to learn an embedding for objects where the geometry of the embedding
generalizes to unseen classes; new objects can then be classified using methods such as nearest
neighbor. meta-learning, or learning to learn, aims to extract higher level meta-concepts which can
be applied to learning new classes. We refer to Wang et al. [37] for a comprehensive survey on
few-shot learning.
A related challenge occurs when the training and test distributions differ, which is known variously
as covariate or domain shift. In this scenario, a classifier which performs well on the training distri-
bution may not generalize well to the test distribution. This problem is quite common in real-world
systems, where obtaining labelled data from the test distribution is difficult. Domain adaptation
seeks to solve this problem by using a small amount of labelled or unlabelled data from the target
domain to adapt a function which is learned over the source domain. A survey is provided in Kouw
and Loog [16].
A specific type of domain adaptation that arises when training with synthetic data is known as the
synthetic-to-real gap. One approach is simply to produce more realistic images, however this is
often not feasible. Within the domain adaptation literature, domain randomization was proposed
for training synthetic data on randomized domains, including synthetic domains [12, 32, 35] or
completely unrelated real world domains [34]. Another body of work exploits generative adversarial
networks [7] to generate adversarial domains [9, 19, 29, 31].
In comparison to the approaches above, we present a novel approach which is able to learn how to
classify real world objects using only a single synthetic image of each object class—without any
pretraining or fine-tuning on additional data. We argue that, for classes of problems for which our
approach is appropriate, this approach affords us a great deal of control over what the model learns,
and sidesteps entirely issues of data provenance and integrity.
3 Setting
We are given an input space X , an output space Y , and a hypothesis space H of functions mapping
X to Y . We define a domainD = (PD,XD) to be an input domainXD ⊆ X along with a probability
distribution PD with support XD. Without loss of generality, assume that every point X has a single
universally correct label Y which holds regardless of the domain. A loss function is a nonnegative
function defined on Y ×Y which measures the difference between two output points. Given a target
domain DT and a loss function ℓ, the goal is to learn a classifier which minimizes the risk over
the target domain, i.e., minh∈H RDT (h), where the risk is defined as the expected loss RDT (h) :=
EPDT
[ℓ(h(x), y)]. We say that the problem is realizable if there exists some h∗ ∈ H such that
RDT (h
∗) = 0.
In the standard supervised setting, we are given n samples (x1, y1), ..., (xn, yn) from a source do-
mainDS and return the classifier which minimizes the empirical riskRemp(h) =
1
n
∑
i ℓ(h(xi), yi).
Assuming thatDS is a good approximation forDT , given enough samples fromDS a classifier with
low empirical risk in the source domain also achieves low risk in the target domain. However, this
assumption often fails to hold in varying degrees, whether by design, accident, or necessity; this
problem is known as domain shift. One common approach is to exploit some small amount of
information about the target domain to perform domain adaptation.
We consider instead the task of learning a classifier on the entire input space X . Clearly, if this
problem is realizable, then we do not even need to know the target domainDT , since
XDT ⊆ X =⇒
[
R(h) = 0 =⇒ RDT (h) = 0
]
(1)
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This is not a viable solution, however, since learning a classifier on X generally requires many more
samples than learning a classifier on XDT . The key observation is that the information necessary
for a given classification task is often much smaller in dimension than the original input space. For
instance, when the classification task is object recognition, there are far more degrees of freedom in
the background of the image than in the foreground objects. What we would really like is to separate
the tasks of (1) learning to classify from the “important” dimensions while (2) learning to ignore the
“noise” dimensions.
3.1 Context Agnostic Learning
Formally, we are given an object space O, a context space C, and an observation function γ with
domainO×C. The input space X is then defined as the image of γ : O×C 7→ X . As before, points
in O are associated with a single label in Y , which induces a label in X via γ. Note that γ need not
be injective in either O or C; however, we do require that the preimages of γ in O have the same
labels for consistency.
As before, our goal is still to learn a good classifier over the entirety of X . To sample from X
we are given oracle access to the observation function and draw (labelled) samples from O and C
independently. Recall that, under our assumption, the task is realizable and through o we also have
unlimited sample access from X ; as such, we can learn h∗ simply by taking the number of samples
to infinity. Thus we aim not to just learn h∗ but rather to learn h∗ using as few samples as possible.
One approach would be to learn a function for (partially) inverting γ while still respecting the labels,
e.g. by projecting from X back onto O via some πγ . Since the dimension of O is generally much
smaller than that of X we could hope that learning a classifier h∗O overO is more tenable. Then the
composition h∗O ◦πγ would be a perfect classifier forX . For instance, one could imagine performing
the task of image classification first by segmenting and then classifying the foreground. However,
this is at least as difficult as learning an end-to-end classifier, and generally impossible as in the case
of occlusions for inverse graphics.
Instead, we note that the presence of the context space C when the sample size is small induces
two effects: firstly, if marginal distribution of samples over C is too concentrated, then the learned
classifier will likely suffer from out-of-sample error; secondly, if the joint distribution of samples
overO×C is too correlated, then the classifiers will be biased toward learning what we call spurious
signals, i.e., statistical correlations which are artifacts of sampling process and do not generalize
outside the test set. This intuition underlies the design of our sampling algorithm.
3.2 Efficient Sampling For Object-Context Decomposed Input Spaces
Our proposed procedure for generating a batch of samples in detailed in Algorithm 1. We use a
subroutine Biregular to generate balanced samples of pairs between objects and contexts, i.e., each
context is matched with exactly e objects and each object is matched with exactly me/n contexts.
The divisibility requirement simply ensures the existence of a biregular graph; strictly speaking the
subroutine Biregular is not necessary and one can replace this step by simply sampling e objects
with replacement for each context; as n andm increase, the statistical properties are identical.
We consider three types of interactions. First, the relationship between labels and objects is the
signal we wish to extract and is controlled by n, the coverage of the object space O. The signal
between labels and contexts is noise by assumption and diminishes as the coveragem of the context
space C increases. These correspond to reducing the out-of-sample error on the marginals.
However, marginal independence is not enough; we would like to learn a function for which the
labels are independent of the context not only marginally, but also conditionally given the objects.
We propose to accomplish this by specifically designing our training set to remove the spurious
signals. The parameter e controls the number of objects which are seen in the same context and
thus reduces this effect. Note that if e = m, by assumption we have that the empirical covariance
between the labels and context of samples given the object is 0. Decreasing e yields a sparser but
still unbiased estimate of these relationships.
Finally, we note that the decomposition of some input space into an object and context space is
generally not unique. In fact there are two degenerate cases: O = Y and O = X . Indeed, the
only requirement is that object labels are preserved by the observation process. In most cases the
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Algorithm 1: Sparse CI Sampling
Input: Object space O, Context space C, observation function γ, parameters n,m, e s.t. n
dividesme, subroutine Biregular for sampling biregular graphs
Output: me samples from X
// Initialize empty sets
O← ∅; C ← ∅;X ← ∅;
// Draw random objects and contexts
for n← 1 to N do
on ∼ O;
O ← O ∪ {on};
end
form← 1 toM do
cm ∼ C;
C ← C ∪ {cm};
end
// Select balanced pairs of objects and contexts
E ← Biregular(O,me/n,C, e);
// Observe inputs from object, context pairs
for o, c← E do
x← γ(o, c);
X ← X ∪ {x};
end
decomposition is determined by the task and tools at hand, e.g., the forward rendering of object
classes. The optimal decomposition also depends on the hypothesis class and regularization regime;
we leave this direction for future work.
4 Learning Visual Tasks Using Context-Agnostic Synthetic Data
We introduce an instantiation of context agnostic learning for visual tasks using synthetic data. We
are given a function which takes a label y and outputs a rendering of the corresponding class in a
random pose without any background. The context is the background of the object, for which we
place no restrictions; the observation function γ simply takes a background and superimposes the
object on top of the background. We make the following two adaptations for the specific case of
learning visual tasks from synthetic data.
Image As Context. As in the previous section, to reduce the spurious correlations between labels
and contexts, we aim to sample several objects and rendered them against the same context. The
key observation is that a rendered image is itself a context; in fact, given that a classifier correctly
classifies some rendered image, this is exactly the context for which we expect the classifier to have
learned the most spurious signals with the label. Therefore the strategy we propose is to superimpose
the next object on top of the previous image. This corresponds to the case where e = 2 and the
context already contains one of the rendered objects.
Local Refinement via Robustness Training. We note that our observation γ is actually fairly re-
strictive. For instance, we cannot express occlusions or more complex relationships such as shading.
Because our ultimate goal will be to perform on data taken from a real-world context, we aim to
capture this discrepancy using robustness training.1 In particular, we assume that the image of γ is
an ǫ-cover of X , where a set A is said to be an ǫ-cover of another set B iff for all points b ∈ B,
there exists a point a such that ||a − b|| < ǫ. Then for a given sample, we will instead add the
point in the ǫ-neighborhoodwhich is most misclassified to the training set, i.e., for a classifier h and
a sample xi = γ(oi, ci), we use x
′
i = argmaxNǫ(xi) ℓ(h(x
′
i), y
′
i). This formulation is often used
1Robustness training is more commonly referred to as adversarial training in the adversarial learning com-
munity whence we borrow this technique. We use the nonstandard term to avoid confusion with the unrelated
(generative) adversarial methods found in the few-shot learning literature.
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Algorithm 2: Visual Learning Using Context-Agnostic Synthetic Data
Input: Object space O, context space C, uniform noise U , random permutationsΠ,
observation function γ, number of roundsR, batch size B, number of classes N ,
resample probability p, classifier update subroutine Fit, projected gradient descent
subroutine PGD, input neural network h
Output: Trained neural network h
for r ← 1 to R do
// initialize empty training batch and random contexts
X ← ∅;
for n← 1 to N do
cn ∼ U ;
end
for b← 1 to B do
π ∼ Π(N);
// generate new training data
for n← 1 to N do
on ∼ O; // sample object without replacement
xn ← γ(on, cπ(n)); // observe object and context
x′n ← PGD(h, xn); // perform local refinement
X ← X ∪ {x′n};
end
// update contexts
for n← 1 to N do
p′ ← Uniform(0, 1);
if p′ < p then
cn ← xn;
else
cn ∼ U ;
end
end
end
// perform classifier update
h← Fit(h,X);
end
to train models which are robust against local perturbations, and an empirically sound method for
finding approximates to x′ is known as Project Gradient Descent (PGD) [8, 20]. The algorithm can
be summarized as
x0 ← x+ δ
xi ← Πx+ǫ
(
xi−1 + α · sgn(∇xℓ(h(xi−1), y))), i = 1, ..., n
where δ is a small amount of random noise, Π is the projection back onto to the ǫ-ball, α is the step
size, and n is the number of iterations. As is standard for robustness training, we use the ℓ∞ norm
defined as ||(x0, ..., xn)||∞ = maxi xi. Our choice of ǫ will depend on the task at hand, and we also
use different ǫ for the portion of the image corresponding to the object and context.
The full algorithm is presented as Algorithm 2. We introduce an additional parameter p to control
the balance between randomly sampling from C to improve coverage, or reusing a context to reduce
correlations. This also allows us to sample points iteratively rather than all-at-once.
From a practical standpoint, this algorithm makes concrete several benefits of our approach. Firstly,
rendering object classes, i.e. sampling from O, is often relatively easy. In the case of two-
dimensional rigid body objects, this can be captured using standard data augmentation such as
rotations, flips, and perspective distortions. Indeed, in this setting, our work can be viewed as a
form of minimal one-shot learning, where the input data consists solely of a single unobstructed
straight-on shot for each object class.
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Secondly, there is absolutely no requirement to perform realistic rendering of contexts C. The con-
text is often where most of the complexity lies, particularly when using synthetic data, where realis-
tically rendering backgrounds requires far more model components than the object classes.
Finally, because our approach is context agnostic, our functions are learned without any reference to
target domains. In our formal setting, it was assumed that the target domain contained in the image
of the sampling function. Realistically, however, this is not the case, and for synthetic images the
domain adaptation problem is known as “bridging the reality gap”. In fact, we show in our experi-
ments that this approach does not seem to suffer from such a domain shift. The local refinement step
of the algorithm is also intended to alleviate some of the problems, capturing perturbations such as
partial shadows.
5 Experiments
We evaluate our approach to learning visual tasks using synthetic data on two common benchmarks
for image recognition. Our performance is presented alongside related results using few-shot learn-
ing and domain adaptation; see Section 2 for an overview. When multiple experiment are run for the
same approach, we compare against the result that used the least data (e.g., one-shot learning). We
distinguish between labelled (L) and unlabelled (UL) data; experiments for which the training data
is not known are marked (?).
In order to isolate the effects of our approach to context agnostic learning, we also report the re-
sults of several ablation studies. All strategies employ the same data augmentation (corresponding
to sampling from the object space) and use the following techniques for sampling from the con-
text space: baseline picks a fresh random background for each training point (data augmentation
only); random-context takes the basic approach of using the same random background over several
training points as described in Algorithm 1; refinement-only is the same as random-context with
the addition of PGD-based refinement; image-as-context uses the previous training images as the
context; full is the full algorithm as described in Algorithm 2.
5.1 GTSRB
The German Traffic Sign Recognition Benchmark (GTSRB) [30] contains photos of 43 classes of
German traffic signs taken from the real world. Our training set consists of a single, canonical
pictogram of each class taken from the visualization software accompanying the dataset, which we
refer to as Picto. For domain adaptation, the SynSign [21] dataset is commonly used; SynSign
consists of 100,000 synthetically generated pictures of signs from Sweden, Germany, and Belgium
in a variety of random poses rendered against domain-appropriate real-world images, and contains
a superset of the GTSRB classes.
Our full algorithm achieve 95.9% accuracy on the GTSRB test set training only on Picto, against a
human baseline of 98.8%. The leading approach, ATT [27], uses domain adaptation from SynSign
and performs marginally better at 96.2% accuracy. Full results are reported in Table 1.
5.2 MNIST
MNIST [18] consists of 60,000 training and 10,000 testing images of handwritten Arabic numerals
in grayscale. Our training set consists of a single example of each digit taken from a standard digital
font, which we call Font. The Omniglot [17] dataset consists of 1623 hand-written characters
from 50 different alphabets, with 20 samples each. Street View House Numbers (SVHN) [23] is a
dataset of house numbers obtained from Google Street View with 73,257 training and 26,032 testing
samples.
Our full algorithm trained on Font achieves 90.2% accuracy on the MNIST test set, compared to
human accuracy of 98%. The second best result, ATT [27], uses domain adaptation to learn on
the full SVHN training set and part of the MNIST training set, achieving 86.0% accuracy. Table 2
compiles the full results.
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Training Data
Approach Name Source Target Accuracy
Baselines
Source Only (Saito et al. [27]) SynSign 79.2
Human (Stallkamp et al. [30]) 98.84
Target Only (Ganin et al. [5]) All L 99.8
Few-Shot Learning
VPE (Kim et al. [14])§ Picto 22 classes L 83.79
MatchNet (Vinyals et al. [36])§ 22 classes L 53.30
QuadNet (Kim et al. [13])§† 22 classes L 45.3
Domain Adaptation
DSN (Bousmalis et al. [2]) SynSign 1280 UL 93.01
ML (Schoenauer-Sebag et al. [28])§ SynSign 22 classes L 89.1
MADA (Pei et al. [25])§‡ SynSign 22 classes L 84.8
DANN (Ganin et al. [5]) SynSign 31367 UL 88.65
ATT (Saito et al. [27]) SynSign 31367 UL 96.2
Context Agnostic
baseline Picto 72.0
+ random-context Picto 72.1
+ refinement-only Picto 86.4
+ image-as-context Picto 87.3
+ full Picto 95.9
†Reported in Kim et al. [14].
‡Reported in Schoenauer-Sebag et al. [28].
§Test accuracy on remaining 21 unseen classes.
Table 1: GTSRB results.
Training Data
Approach Name Source Target Accuracy
Baselines
Human (Netzer et al. [23]) 98
Target Only (Ganin et al. [5]) All L 95.96
Few-Shot Learning
FADA (Motiian et al. [22]) SVHN 1 shot 72.8
SiamNet (Koch [15]) Omniglot 1 shot 70.3
MatchNet (Vinyals et al. [36]) Omniglot 1 shot 72
APL (Ramalho and Garnelo [26]) Omniglot 1 shot 61
Domain Adaptation
DSN (Bousmalis et al. [2]) SVHN 1000 UL 82.7
DRCN (Ghifary et al. [6]) SVHN ? 81.89
DANN (Ganin et al. [5]) SVHN ? 73.85
ATT (Saito et al. [27]) SVHN ? L + 1000 UL 86.0
Context Agnostic
baseline Font 81.9
+ random-context Font 88.3
+ refinement-only Font 89.7
+ image-as-context Font 89.2
+ full Font 90.2
†Reported in Saito et al. [27].
Table 2: MNIST results.
5.3 Discussion
On both benchmarks, we achieved state-of-the-art results using only a single synthetic image of
each object class with no additional information about the target domain; this is, to the best of our
knowledge, significantly less data than any existing approach in the literature.
On the GTSRB benchmark, we achieve performance which is only 2.9% below the human baseline.
We observe that there are far few degrees of freedom in rigid two-dimensional signs than in the
natural world; thus we believe our results support the thesis that object recognition and segmentation
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of rigid or semi-deformable two- and two-dimensional objects is a natural domain for applying
object-context decomposition, where the features of interest can be sampled from an object space of
far lower dimension that the full input space.
The leading approach for GTSRB, ATT [27], achieves 0.3% higher accuracy than us by training
on SynSign and uses samples from GTSRB to perform domain adaptation. One of the goals of
SynSign was to provide realistic synthetic data for the GTSRB benchmark; in particular, the dataset
was created by superimposing synthetic signs on top of domain-appropriate real-world images (e.g.
trees, roads, sky), and includes examples for every GTSRB class. As a result, ATT’s performance
represents a 17% increase in performance over solely training on SynSign itself. We note that
both the refinement-only and image-as-context ablation studies achieve better performance, which
suggests that learning robust features is more important than domain matching.
Additionally, we achieve state-of-the-art results in the low data regime onMNIST at 90.2% accuracy,
which is 7.8% below the human baseline and 4.2% better than the runner-up approach of performing
domain adaption from SVHN using ATT [27]. MNIST classes no longer have a strict specification
and individual examples exhibit high variability; thus the main challenge is learning how to general-
ize over the object class. Given the variation in each class, we were surprised that the model trained
on Font with plain data augmentation was able to achieve 81.9% accuracy, which exceeds many of
the results from domain adaptation and all the approaches using few-shot learning. We hypothesize
that MNIST may be particularly difficult for few-shot learning since any two examples will likely
exhibit high “variance”; conversely, context agnostic learning benefits from using a canonical form
which might be closer to the “mean” representation.
6 Conclusion
We introduce a novel approach to learning from synthetic data which leverages the separation be-
tween objects and contexts to efficiently learn a classifier which generalizes to real world data. On
two vision-based tasks, our approach outperforms comparable algorithms which require not only a
large dataset for training but also some limited access to the test distribution; conversely, we obtain
our results by training on a dataset consisting solely of a single synthetic example of each class. Our
results also suggest that, contrary to the assumption in prior works using synthetic data, bridging the
gap between synthetic data and the real world does not require any natural images or even contextual
information at all. The algorithms we present are most immediately applicable to domains such as
robotics and autonomous navigation systems, where rigid body objects dominate, but our techniques
also show surprisingly good performance on less structured domains (i.e., handwritten digits). More
broadly, techniques for learning from few examples are a component of the grand challenge of ar-
tificial intelligence; we believe this work is a small step in the direction of building machines that
exhibit human-like learning.
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A Models and Hyperparameters
For MNIST, we use the two-layer convolutional neural network from the official PyTorch examples
for MNIST, with Dropout regularization replaced with pre-activation BatchNorm. For the data aug-
mentation step we used RandomAffine, RandomPerspective, and OpenCV blur. For refinement, we
used step sizes of α = 1.6/255 with 8 iterations and no projection (ǫ = ∞). We train for 300
epochs using the Adam optimizer (learning rate 1e-4, weight decay 1e-4), with 5 examples of each
class per batch and 20 batches per epoch. We report results on the test set corresponding to the best
performance on the training set, checking every 5 epochs.
For GTSRB, we use a 5-layer convolutional neural network adapted from the official PyTorch tuto-
rials. Sampling from the object space consists of RandomAffine, RandomPerspective, ColorJitter,
OpenCV Blur, and uniform exposure adjustment. For refinement, we used step sizes of α = 2/255
and an epsilon of ǫ = 4/255 for the foreground only. We train for 300 epochs using the Adam
optimizer (learning rate 1e-4, weight decay 1e-4), with 5 examples of each class per batch and 20
batches per epoch. We report results on the test set corresponding to the best performance on the
training set, checking every 5 epochs.
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