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Abstract
We prove that the classical model of an infectious disseise, which never kills and which does not induce autoimmunity, is
integrable. This model can be written as x′ = −bxy − mx + cy + mk, y′ = bxy − (m + c)y with parameters b, c, k,m ∈ R. We
provide the explicit expression of its first integrals and of the set of all its invariant algebraic curves.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider a simple epidemiological model which is a particular case of the classical SIS model
introduced by Kernack and McKendrick in [7] and which is given by the following differential equation (see [2] for
details):
x′ = −bxy − mx + cy + mk, y′ = bxy − (m + c)y, (1)
where b, c, k,m ∈ R and the prime indicates derivative with respect to the time. We note that x = x(t) is the susceptible
component of the population, y = y(t) is the infected component of the population, mk is the constant birth rate, m is
the proportionate death rate, b is the infectivity coefficient of the typical Lotka–Volterra interaction term, and c is the
recovery coefficient. We note that the disease is assumed to be nonfatal so that the standard term removing deceased
infectaves −ay in reference [2] is omitted.
Of course the polynomial differential system (1) is defined in the whole plane R2. We only consider the differential
system (1) with b = 0 and m = 0, because if b = 0 the system is linear and it can be solved explicitly, and if m = 0,
then the system has the invariant straight line y = 0 of singular points and doing a rescaling of the time variable it
becomes again linear. Moreover these two cases, b = 0 or m = 0, have no interest as SIS models.
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analysis and the Lie theory. Here we shall prove that this system is always Darboux integrable and we will provide its
Liouvillian first integral, see for additional details [9].
A function H :U ⊂ R2 → R is called a first integral of system (1) if U is an open subset dense in R2, H is a
function of class C1 that is constant over the solutions of system (1) contained in U ; that is H satisfies
(−bxy − mx + cy + mk)∂H
∂x
+ (bxy − (m + c)y)∂H
∂y
= 0, (2)
on the points of U . Then we say that system (1) is integrable on U .
The first result shows that the polynomial differential system (1) is always integrable.
Theorem 1. If b,m = 0, then H : U = R \ {y = 0} → R where
H = 1
y
e
b(k−x−y)
m m
[
− b
m
(k − x − y)
] c+m−kb
m − b
(
c + m − bk
m
,
−b(k − x − y)
m
)
,
is a first integral of system (1) on U . Here  is the incomplete Gamma function defined by
(a, z) =
∞∫
z
ta−1e−t dt,
for more details see [1].
The proof of Theorem 1 is immediate checking that the function H satisfies Eq. (2). But in Section 2 we will
provide a second proof using the Darboux theory of integrability. This second proof shows the way for obtaining the
explicit expression of the first integral H given in Theorem 1.
Let C[x, y] denotes the ring of complex polynomials in the variables x and y. The polynomial f = f (x, y) ∈
C[x, y] \ C is a Darboux polynomial of system (1) if f satisfies
(−bxy − mx + cy + k)∂f
∂x
+ (bxy − (m + c)y)∂f
∂y
= Kf, (3)
for some K ∈ C[x, y] called the cofactor of f . Note that for system (1) the degree of the cofactor is at most 1.
Associated to every Darboux polynomial f we have the invariant algebraic curve f = 0. From (3) it follows that
f = 0 is formed by solution curves of system (1).
In Section 2 we will see that all the reducible Darboux polynomial can be obtained form the irreducible Darboux
polynomials. So we only need to characterize the irreducible Darboux polynomials of system (1). This is made in the
next theorem.
Theorem 2. Let b,m = 0. The unique irreducible Darboux polynomials of system (1) are f1 = y and f2 = k − x − y,
and additionally f3 = k − x if c = bk.
The proof of Theorem 2 is given in Section 2.
2. Darboux theory of integrability
The theory of integrating a polynomial differential system by using its invariant algebraic curves was started to be
considered by Darboux in [5]. The version that we present here is the weaker one that we need for proving the results
of this paper, but in any case it improves the Darboux’s one essentially because here we also take into account the
exponential factors. For additional details and proofs on the Darboux theory of integrability, see the Chapter 8 of [6]
and the references therein.
The next proposition shows that if we know all the irreducible Darboux polynomials we know all the reducible
ones. For a proof see for instance [6].
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C[x, y]. Then, for a polynomial differential system (1), f = 0 is an invariant algebraic curve with cofactor Kf if
and only if fi = 0 is an invariant algebraic curve for each i = 1, . . . , r with cofactor Kfi . Moreover Kf = n1Kf1 +· · · + nrKfr .
Let
X = P ∂
∂x
+ Q ∂
∂y
= (−bxy − mx + cy + mk) ∂
∂x
+ (bxy − (m + c)y) ∂
∂y
(4)
be the polynomial vector field associated to system (1).
Now we shall introduce one of the best tools in order to look for invariant algebraic curves of a polynomial
differential system. Let W be a finitely generated vector subspace of C[x, y]. The extactic algebraic curve of X
associated to W is
EW(X ) = det
⎛
⎜⎜⎜⎜⎝
v1 v2 · · · vl
X (v1) X (v2) · · · X (vl)
...
... · · · ...
X l−1(v1) X l−1(v2) · · · X l−1(vl)
⎞
⎟⎟⎟⎟⎠= 0, (5)
where {v1, . . . , vl} is a basis of W , l = dim(W) is the dimension of W , and X j (vi) = X j−1(X (vi)). It is known due
to the properties of the determinant and of the derivation that the definition of extactic algebraic variety is independent
of the chosen basis of W .
Proposition 4. (See [4].) Let X be a polynomial vector field C2 and let W be a finitely generated vector subspace
of C[x, y] with dim(W) > 1. Then every invariant algebraic curve f = 0 for the vector field X , with f ∈ W , is a
factor of EW(X ).
We note that under the assumptions of Proposition 4 is not true that every factor f of EW(X ) contained in W
provides an invariant algebraic curve of X .
By Proposition 4 it follows that f = 0 is an invariant straight line of the polynomial vector field X if the polyno-
mial f is a factor of EW(X ) with W generated by {1, x, y}.
Proposition 5. The unique invariant straight lines of system (1) with b,m = 0 are the ones associated to the Darboux
polynomials f1 = y and f2 = k − x − y, and additionally f3 = k − x if c = bk.
Proof. Let X the vector field (4) associated to system (1). Then E{1,x,y}(X ) is equal to
my(k − x − y)(x2b2 − xyb2 + kmb − 2(c + m)xb + cyb + c2 + cm).
So, by Proposition 4 and the definition of invariant algebraic curve it is easy to check that f1 = y and f2 = k − x − y
are Darboux polynomials of system (1).
If c = bk, then E{1,x,y}(X ) is equal to
bm(k − x)y(k − x − y)(bk + 2m − bx + by).
So in this case it is easy to check that k − x is an additional Darboux polynomial, and that bk + 2m − bx + by is not
a Darboux polynomial. 
Let U be an open set and dense in R2, and R : U → R be a C1 function which is not identically zero on U . The
function R is an integrating factor of the vector field X if one of the following three equivalent conditions holds:
∂(RP )
∂x
= −∂(RQ)
∂y
,
div(RP,RQ) = 0,
XR = −R div(X ), (6)
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div(X ) = div(P,Q) = ∂P
∂x
+ ∂Q
∂y
.
The first integral H associated to the integrating factor R is given by
H(x,y) = −
∫
R(x, y)P (x, y) dy + h(x), (7)
satisfying ∂H/∂x = −RQ. Then
x˙ = RP = −∂H
∂y
, y˙ = RQ = ∂H
∂x
. (8)
We say that F is an exponential factor of the polynomial differential system (1) if F = exp(g/h) /∈ C with g,h ∈
C[x, y] satisfies
(−bxy − mx + cy + k)∂F
∂x
+ (bxy − (m + c)y)∂F
∂y
= LF
for some polynomial L ∈ C[x, y] of degree at most 1. The polynomial L is called the cofactor of F .
Proposition 6. (See [3].) If F = exp(g/h) is an exponential factor for the polynomial differential system (1), then
h = 0 is an invariant algebraic curve.
In fact the existence of an exponential factor exp(g/h) is due to the fact that the multiplicity of the invariant
algebraic curve h = 0 is larger than 1, and the existence of an exponential factor of the form exp(g) is due to the fact
that the multiplicity of the invariant straight line of the infinity is larger than 1, for more details see [4].
Proposition 7. The function e b(k−x−y)m is an exponential factor for the polynomial differential system (1).
Proof. It follows easily from the definition of exponential factor. 
We note that the existence of the exponential factor of Proposition 7 is due to the fact that the invariant straight line
of the infinity is larger than 1.
One of the basic results of the Darboux theory of integrability is the following one.
Theorem 8. (See [6].) Suppose that the polynomial differential system (1) admits p irreducible invariant algebraic
curves fi = 0 with cofactors Ki for i = 1, . . . , p, and q exponential factors exp(gj /hj ) with cofactors Lj for j =
1, . . . , q . Note that the irreducible factors of the polynomials hj are some fi ’s. The divergence of the system is −c −
2m+bx −by. Then, there exist λi,μj ∈ C not all zero such that∑pi=1 λiKi +∑qj=1 μjLj = −(−c−2m+bx −by),
if and only if the (multi-valued) function
f
λ1
1 · · ·f
λp
p
(
exp
(
g1
h1
))μ1
· · ·
(
exp
(
gq
hq
))μq
(9)
is an integrating factor of system (1).
Proof of Theorem 1. Let f1 = y, f2 = k − x − y and f3 = e b(k−x−y)m . Then, by Proposition 6, f1 and f2 are Darboux
polynomial with cofactors K1 = −c − m + bx and K2 = −m, respectively. While F is an exponential factor with
cofactor L = −b(k − x − y). Then the linear combination λ1K1 + λ2K2 + λ3L + div(P,Q), where P and Q are
given in (4), has solution
λ1 = −2, λ2 = c − bk
m
, λ3 = 1.
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R = 1
y2
(−k + x + y) c−bkm e b(k−x−y)m .
Now from (7) we get the first integral H of the statement of Theorem 1. 
Proof of Theorem 2. By Proposition 6 we know that f1 = y and f2 = k − x − y are always Darboux polynomials of
system (1) with b,m = 0, and that f3 = k − x is another Darboux polynomial if c = bk.
Clearly from the expression of H , given in Theorem 1, which is defined in R2 \ {y = 0}, there are no other invariant
algebraic curves than f1 = 0 and f2 = 0 if c = bk. Note that H must be constant on every invariant algebraic curve
different from f1 = 0.
If c = bk, then H becomes
H = −b
y
(k − x)e b(k−x−y)m .
So in this case there is only the additional invariant algebraic curve f3 = 0. 
Acknowledgments
The first author has been supported by the grants MEC/FEDER MTM 2005-06098-C02-01 and CIRIT 2005SGR 00550. The second author
has been supported by the Center for Mathematical Analysis, Geometry, and Dynamical Systems, and through FCT by the grant SFRH/BPD
/26465/2006.
References
[1] M. Abramowitz, I.A. Stegun, Gamma function and related functions, in: Handbook of Mathematical Functions with Formulas, Graphs, and
Mathematical Tables, ninth printing, Dover, New York, 1972, pp. 255–294.
[2] F. Brauer, Basic ideas of mathematical epidemiology, in: C. Castillo-Chavez, S. Blower Sally, P. van den Driessche, D. Kirschner, A. Yakubu
(Eds.), Mathematical Approaches for Emerging and Reemerging Infectious Diseases, Springer-Verlag, New York, 2002, pp. 31–65.
[3] C.J. Christopher, Invariant algebraic curves and conditions for a center, Proc. Roy. Soc. Edinburgh Sect. A 124 (1994) 1209–1229.
[4] C. Christopher, J. Llibre, J.V. Pereira, Multiplicity of invariant algebraic curves in polynomial vector fields, Pacific J. Math. 229 (2007) 63–117.
[5] G. Darboux, Mémoire sur les équations différentielles algébriques du premier ordre et du premier degré (Mélanges), Bull. Sci. Math. Sér. 2 2
(1878) 60–96, 123–144, 151–200.
[6] F. Dumortier, J. Llibre, J.C. Artés, Qualitative Theory of Planar Differential Systems, UniversiText, Springer-Verlag, New York, 2006.
[7] W.O. Kernack, A.G. McKendrick, A contribution to the mathematical theory of epidemics, Proc. R. Soc. Lond. Ser. A 115 (1927) 700–721.
[8] M. Nucci, P. Leach, An integrable SIS model, J. Math. Anal. Appl. 290 (2004) 506–518.
[9] M.F. Singer, Liouvillian first integrals of differential equations, Trans. Amer. Math. Soc. 333 (1992) 673–688.
