It is known that the inconsistent distributions and representations of different modalities, such as image and text, cause the heterogeneity gap, which makes it very challenging to correlate heterogeneous data and measure their similarities. Recently, generative adversarial networks (GANs) have been proposed and have shown their strong ability to model data distribution and learn discriminative representation. It has also been shown that adversarial learning can be fully exploited to learn discriminative common representations for bridging the heterogeneity gap. Inspired by this, we aim to effectively correlate large-scale heterogeneous data of different modalities with the power of GANs to model cross-modal joint distribution. In this article, we propose Cross-modal Generative Adversarial Networks (CM-GANs) with the following contributions. First, a cross-modal GAN architecture is proposed to model joint distribution over the data of different modalities. The inter-modality and intra-modality correlation can be explored simultaneously in generative and discriminative models. Both compete with each other to promote cross-modal correlation learning. Second, the cross-modal convolutional autoencoders with weight-sharing constraint are proposed to form the generative model. They not only exploit the cross-modal correlation for learning the common representations but also preserve reconstruction information for capturing the semantic consistency within each modality. Third, a cross-modal adversarial training mechanism is proposed, which uses two kinds of discriminative models to simultaneously conduct intra-modality and inter-modality discrimination. They can mutually boost to make the generated common representations more discriminative by the adversarial training process. In summary, our proposed CM-GAN approach can use GANs to perform cross-modal common representation learning by which the heterogeneous data can be effectively correlated. Extensive experiments are conducted to verify the performance of CM-GANs on cross-modal retrieval compared with 13 state-of-the-art methods on 4 cross-modal datasets.
. Illustrations of the mainstream framework for cross-modal correlation learning, which aims to project the heterogeneous data from the feature spaces of different modalities into one common space, where the similarity measurement can be directly adopted to establish correlation on the cross-modal data.
modalities. However, most of the existing GAN-based works focus only on the unidirectional generative problem to generate new data for some specific applications, such as image synthesis to generate images by noise input [36] , side information [28] , or text description [40] . Their flexibilities are limited in that they fail to model the joint distribution over multimodal input and cannot effectively establish correlation on heterogeneous data. In contrast to existing works, we use GANs for establishing correlation on large-scale heterogeneous data, which aims to effectively learn the common representations by modeling the joint distributions between the data of different modalities through adversarial training.
In this article, we propose Cross-modal Generative Adversarial Networks (CM-GANs), which can learn discriminative common representation with multi-pathway GANs to bridge the gap between different modalities. The main contributions are summarized as follows.
• CM-GAN architecture is proposed to deal with the heterogeneity gap between different modalities, which can effectively model the joint distribution over the heterogeneous data simultaneously. The generative model learns to fit the joint distribution by modeling intermodality correlation and intra-modality reconstruction information, while the discriminative model learns to judge the relevance of both within the same modality and between different modalities. Generative and discriminative models beat each other as a minimax game for better cross-modal correlation learning. • Cross-modal convolutional autoencoders with weight-sharing constraint are proposed to form the two parallel generative models. Specifically, the encoder layers contain a convolutional neural network (CNN) to learn high-level semantic information for each modality and also exploit the cross-modal correlation by the weight-sharing constraint, aiming to share the knowledge preserved in the network weights at high levels across different modalities and further promote the correlation learning. The decoder layers aim to model the reconstruction information, which can preserve semantic consistency within each modality. • A cross-modal adversarial mechanism is proposed to perform a novel adversarial training strategy in a cross-modal scenario, which uses two kinds of discriminative models to simultaneously conduct inter-modality and intra-modality discrimination. Specifically, inter-modality discrimination aims to discriminate the modality of generated common representation, while intra-modality discrimination tends to discriminate the generated reconstruction representation from the original input, which can mutually boost to force the generative models to learn more discriminative common representation by the adversarial training process. With the learned common representation, heterogeneous data can be correlated by a common distance metric. We conduct extensive experiments on a cross-modal retrieval paradigm to evaluate the performance of cross-modal correlation, which aims to retrieve the relevant results across different modalities by distance metric on the learned common representation, as shown in Figure 2 . Comprehensive experimental results show the effectiveness of the proposed approach, where the proposed approach achieves the best retrieval accuracy compared with 13 state-of-theart cross-modal retrieval methods on 4 widely-used datasets: Wikipedia, Pascal Sentence, NUS-WIDE, and PKU XMediaNet datasets.
The rest of this article is organized as follows. We first briefly introduce the related works on cross-modal correlation learning methods as well as existing GAN-based methods in Section 2. Section 3 presents the proposed CM-GAN approach. Section 4 introduces the experiments of crossmodal retrieval conducted on 4 cross-modal datasets with the result analyses. We present our conclusions in Section 5.
RELATED WORKS
In this section, the related works are briefly reviewed on the basis of the following two aspects: cross-modal correlation learning methods and representative works based on GANs.
Cross-modal Correlation Learning Methods
For bridging the heterogeneity gap between different modalities, there are methods proposed to conduct cross-modal correlation learning that mainly aim to learn the common representation and correlate the heterogeneous data by distance metric. We briefly introduce the representative methods of cross-modal correlation learning with the following two categories: traditional methods and deep learning-based methods.
Traditional methods mainly learn linear projection to maximize the correlation between the pairwise data of different modalities, which project the features of different modalities into one common space to generate common representation. One class of methods attempts to optimize the statistical values to perform statistical correlation analysis. A representative method is to adopt CCA [14] to construct a lower-dimensional common space, which has many extensions, such as adopting kernel function [12] , integrating semantic category labels [39] , taking high-level semantics as the third view to perform multiview CCA [8] , and considering the semantic information in the form of multilabel annotations [37] . In addition, cross-modal factor analysis (CFA) [22] minimizes the Frobenius norm between the pairwise data to learn the projections for common space. Socher and Li [45] perform semi-supervised segmentation and annotation based on kernelized CCA with a new region-based representation for images. Another class of methods integrates graph regularization into cross-modal correlation learning, namely, to construct graphs for correlating the data of different modalities in the learned common space. For example, Zhai et al. [60] propose the joint graph regularized heterogeneous metric learning (JGRHML) method, which adopts both metric learning and graph regularization; they further integrate semi-supervised information to propose joint representation learning (JRL) [61] . Wang et al. [51] also adopt graph regularization to simultaneously preserve inter-modality and intra-modality correlation. Xu et al. [57] propose the discrete cross-modal hashing (DCH) method, which learns modality-specific hashing functions to generate discriminative binary codes and retains the discrete constraints. They also extend label completion methods into multimodal modeling with an iterative algorithm [56] .
As for the deep learning-based, with the strong power of non-linear correlation modeling, the DNN has made great progress in numerous single-modal problems. For example, Shen et al. [43] propose an efficient content-based music retrieval and classification method by constructing music descriptors with a multilayer perceptron neural network. Li et al. [21] integrate the Fisher criterion into bidirectional LSTM to perform hand-gesture recognition. In addition, there is much follow-up progress, such as object detection [42] and image classification [18] . Inspired by these works, the DNN has also been used to model cross-modal correlation. Ngiam et al. [29] propose a bimodal autoencoder, which is an extension of the restricted Boltzmann machine (RBM), to model cross-modal correlation at the shared layer, followed by some similar network structures such as those described in [16] to [48] . A multimodal deep belief network [46] is proposed to model the distribution over the data of different modalities and learn the cross-modal correlation by a joint RBM. Feng et al. [5] propose a correspondence autoencoder (Corr-AE), which jointly models cross-modal correlation and reconstruction information. Deep canonical correlation analysis (DCCA) [1, 58] attempts to combine the deep network with CCA. The above methods mainly contain two subnetworks linked at the joint layer for correlating the data of different modalities. Furthermore, cross-modal multiple deep networks (CMDNs) are proposed [32] to construct a hierarchical network structure for both inter-modality and intra-modality modeling. A cross-modal correlation learning (CCL) [34] method is further proposed to integrate fine-grained information as well as a multitask learning strategy for better performance. He et al. [13] propose the unsupervised cross-modal retrieval method with adversarial learning, which adopts a modality classifier to predict the modality of learned features. Wang et al. [47] employ inter-modality adversarial loss for modality classifiers to distinguish the data of different modalities. It is noted that although their works [13, 47] also adopt adversarial training, they consider inter-modality adversarial learning only to distinguish the data in terms of their modalities with a binary modality classifier. We consider both inter-modality and intra-modality adversarial learning in a more effective manner with cross-modal convolutional autoencoder architecture and a weight-sharing strategy.
Generative Adversarial Networks
Since GANs have been proposed by Goodfellow et al. [9] in 2014, a series of GAN-based methods have arisen for a wide variety of problems. The basic GANs consist of a generative model G and a discriminative model D, which aim to learn a generative model for capturing the distribution over real data with an adversarial discriminative model in order to discriminate real data and generated fake data. Specifically, G and D play the minimax game on V (G, D) as follows:
where x denotes the real data and z is the noise input. This minimax game has a global optimum when p д = p dat a . Mirza and Osindero [28] propose conditional GANs (cGANs) to condition the generated data with side information instead of uncontrollable noise input. Most of the existing GAN-based works focus on the generative problem to generate new data and are mainly developed for specific applications. For example, Gupta et al. [11] combine sequence prediction and GANs to predict socially plausible futures with adversarial training. One of the most popular applications is image synthesis, which aims to generate natural images. Radford et al. [36] propose deep convolutional GANs (DCGANs) to generate images from a noise input by using deconvolutions. Denton et al. [4] use conditional GANs and propose a Laplacian pyramid framework with a cascade of convolutional networks to generate images in a coarse-to-fine fashion. In addition to image generation, Ledig et al. [19] propose a super-resolution GAN (SRGAN), which designs a perceptual loss function consisting of an adversarial loss and a content loss. Wang and Gupta [52] propose a style and structure GAN (S 2 -GAN) to conduct style transfers from normal maps to realistic images. Li et al. [23] propose perceptual GAN that performs small object detection by transferring poor representation of a small object to a super-resolved one to improve detection performance.
These methods cannot handle multimedia data with heterogeneous distribution. Recent works have proposed exploring the multimedia applications. Odena et al. [30] attempt to generate images conditioned on class labels, which forms an auxiliary classifier GAN (AC-GAN). Reed et al. [40] use GANs to translate visual concepts from sentences to images. They further propose the generative adversarial what-where network (GAWWN) [41] to generate images by giving the description on what content to draw in which location. Zhang et al. [62] adopt StackGAN to synthesize photorealistic images from text descriptions, which can generate higher-resolution images than the prior work [40] .
However, the aforementioned works still have limited flexibility, because they address the generative problem from only one modality to another through a one-pathway network structure unidirectionally. They cannot model the joint distribution over multimodal input to correlate the large-scale heterogeneous data. Inspired by GANs' strong ability in modeling data distribution and learning discriminative representation, we use GANs for modeling joint distribution over the data of different modalities to learn the common representation, which aims to further construct correlation on large-scale data across various modalities.
CM-GANS APPROACH
The overall framework of the proposed CM-GANs approach is shown in Figure 3 . For the generative model, cross-modal convolutional autoencoders are adopted to generate the common representation by exploiting the cross-modal correlation with a weight-sharing constraint and also generate the reconstruction representation aiming to preserve the semantic consistency within each modality. For the discriminative model, two kinds are designed, with inter-modality and intra-modality discrimination, which can make discrimination on both the generated common representation and the generated reconstruction representation for mutually boosting. These two models are trained together with a cross-modal adversarial mechanism for learning more discriminative common representation, which can correlate the data of different modalities.
Cross-modal Generative Adversarial Networks for Common Representation Learning 22:7 Fig. 3 . An overview of the proposed CM-GANs approach with two main components.
Notation
The formal definition is introduced first. The multimodal dataset consists of two modalities, image as I and text as T , which is represented as D = {D tr , D te }, where D tr denotes the training data and testing data is D te . Specifically, D tr = {I tr ,T tr }, where I tr = {i p } n t r p=1 and T tr = {t p } n t r p=1 . i p and t p are the pth instance of images and texts, and totally n tr instances of each modality are in the training set. Furthermore, there are semantic category labels {c p } n t r p=1 for each pair of image and text instances. As for the testing set denoted as D te = {I te ,T te }, there are n te instances for each modality, including I te = {i q } n t e q=1 and T te = {t q } n t e q=1 . Our goal is to learn the common representation for each image or text instance to calculate crossmodal similarities between different modalities, which can correlate the heterogeneous data. For further evaluating the effectiveness of the learned common representation, cross-modal retrieval is conducted based on the common representation, which aims to retrieve the relevant text t q from T te by giving an image query i q from I te and vice versa. In the following sections, the proposed network architecture is introduced, followed by the objective functions of the proposed CM-GANs and, finally, the training procedure of our model.
Cross-modal GANs Architecture
In Figure 3 , we introduce the detailed network architecture of the generative and discriminative models in the proposed CM-GAN approach as follows:
Generative
Model. We design the cross-modal convolutional autoencoders to form two parallel generative models for each modality, respectively, denoted as G I for image and G T for text. Each can be divided into two components, including the encoder networks G I enc and G T enc to generate the common representations and the decoder networks G Idec and G T dec to generate the reconstruction representations. The goal of the generative model is to fit the joint distribution by modeling both inter-modality correlation and intra-modality reconstruction information.
Specifically, the encoder layers contain a CNN to learn high-level semantic information for each modality, followed by several fully connected layers that are linked at the last one with weight-sharing and semantic constraints to exploit cross-modal correlation. The decoder layers aim to reconstruct the high-level semantic representation obtained from the CNN ahead, which can preserve semantic consistency within each modality.
For image data, each input image i p is first resized as 256 × 256 and then fed into the CNN to exploit the high-level semantic information. The encoder layers include convolutional layers and fully connected layers. Specifically, the convolutional layers have the same configuration as the 19-layer VGG-Net [44] , which is pretrained on ImageNet and fine-tuned on the training image data I tr . We generate a 4,096-dimensional feature vector from the fc7 layer as the original high-level semantic representation for the image, denoted as h i p . Then, several additional fully connected layers conduct common representation learning, where the learned common representation for the image is denoted as s i p . The decoder layers have a relatively simple structure, which contain several fully connected layers to generate the reconstruction representation r i p from s i p , in order to reconstruct h i p to preserve semantic consistency of the image. For text data, assuming that input text instance t p consists of n words, each word is represented as a k-dimensional feature vector, which is extracted by the Word2Vec model [27] pretrained on billions of words in Google News. Thus, the input text instance can be represented as an n × k matrix. The encoder layers also have the following two subnetworks. The convolutional layers on the input matrix have the same configuration as that described in [17] to generate the original high-level semantic representation for text, denoted as h t p . Similarly, there follow several additional fully connected layers to learn text common representation, denoted as s t p . The decoder layers aim to preserve semantic consistency of text by reconstructing h t p with the generated reconstruction representation r t p , which is also made up of fully connected layers. For the weight-sharing and semantic constraints, we aim to correlate the generated common representation of each modality. Specifically, the weights of the last few layers of the image and text encoders are shared, which are responsible for generating the common representation of images and text, with the intuition that common representation for a pair of corresponding images and text should be as similar as possible. Furthermore, there is an additional supervised training process using semantic categories with softmax loss after the weight-sharing layers, which aims to keep the semantic consistency between different modalities by the guidance of category information. Thus, the cross-modal correlation can be fully modeled to generate more discriminative common representation.
Discriminative Model.
We adopt two kinds of discriminative models to simultaneously conduct intra-modality and inter-modality discrimination. Specifically, intra-modality discrimination aims to discriminate the generated reconstruction representation from the original input, while inter-modality discrimination tends to discriminate the generated common representation from image or text modality.
The intra-modality discriminative model consists of two subnetworks for images and text, denoted as D I and D T , respectively. Each is made up of several fully connected layers, which takes original high-level semantic representation as the real data and reconstruction representation as the generated data to perform discrimination. Specifically, D I aims to distinguish the real-image data h i p with the generated reconstruction data r i p , and D T is similar for text. For the inter-modality discriminative model denoted as D C , a two-pathway network is also adopted, where D Ci is for image pathway and D Ct is for text pathway. Both aim to discriminate which modality the common representation is from. Specifically, D Ci tries to discriminate the image common representation s i p as the real data with both text common representation s t p and the common representation of mismatched imageŝ i p as fake data. Each is concatenated with the corresponding original image representation h i p andĥ i p of the mismatched one for better discrimination. D Ct is similar to discriminate the text common representation s t p with the fake data of s i p andŝ t p .
Cross-modal Adversarial Training Procedure
With the above definitions, the generative model and discriminative model can beat each other with a minimax game, and our CM-GANs can be trained by jointly solving the learning problem of two parallel GANs:
The generative model aims to learn more similar common representation for the instances between different modalities with the same category and closer reconstruction representation within each modality to fool the discriminative model, while the discriminative model tries the distinguish each of them to conduct intra-modality discrimination with L GAN 1 and inter-modality discrimination with L GAN 2 . The objective functions are given as follows:
The generative model and discriminative model are trained iteratively in an adversarial way. The parameters of the generative model are fixed during the discriminative model training stage and vice versa. It should be noted that we keep the parameters of convolutional layers fixed during the training phase because our main focus is cross-modal correlation learning. In the next sections, the optimization algorithms of these two models are presented. Figure 3 , taking the image pathway as an example, we first generate the original high-level representation h i p and the reconstruction representation r i p from the generative model. Then, intra-modality discrimination for images aims to maximize the log-likelihood for correctly distinguishing h i p as the real data and r i p as the generated reconstruction data by ascending its stochastic gradient as follows:
Optimizing Discriminative Model. For intra-modality discrimination, as shown in
where N is the number of instances in one batch. Similarly, the intra-modality discriminative model for text D T can be updated with the following equation:
Next, for inter-modality discrimination, there is also a two-pathway network for each modality. As for the image pathway, inter-modality discrimination is conducted to maximize the loglikelihood to correctly discriminate the common representation of different modalities, specifically s i p as the real data and the text common representation s t p and mismatching image instanceŝ i p with different categories as the fake data, which are also concatenated with their corresponding original representation h i p orĥ i p of the mismatched one for better discrimination. Because both s t p andŝ i p are treated as fake data with the same label "0," we aim to give some hints on the discriminative model by concatenating the original representation h i p orĥ i p as the auxiliary information to guide the discrimination. The stochastic gradient is calculated as follows:
where (s, h) means to concatenate the two representations. Similarly, for the text pathway, the stochastic gradient can be calculated with the following equation:
Optimizing Generative
Model. There are two generative models for images and text. The image generative model aims to minimize the object function to fit true relevance distribution, which is trained by descending its stochastic gradient with the following equation, while the discriminative model is fixed at this time:
where (s i p , h t p ) also means the concatenation of two representations. For the text generative model, it is updated similarly by descending the stochastic gradient as follows:
In addition, these two generative models are further optimized with the semantic category information by softmax loss function as follows:
where s p denotes the learned common representations s i p or s t p , which has the corresponding category label c p , and there are a total of L categories. 1{c p = q} equals 1 when c p = q; otherwise, it is 0. Thus, we can preserve the semantic consistency between different modalities.
The overall training procedure is presented in Algorithm 1. To effectively handle the training process of CM-GAN architecture, we have adopted the following strategies. (1) We first pretrain the convolutional layers in the generative models for both images and text with the training data of the corresponding dataset, and the cross-modal GAN architecture is trained after that by keeping the parameters in convolutional parts fixed, which aims to avoid the instability of training from scratch. (2) We balance the training procedure between the generative and discriminative models, where the generative model is trained for K steps (K = 5) in each iteration to learn more discriminative representation, which aims to effectively back-propagate the gradient information from multiple different kinds of discriminative models to learn more discriminative representation. 
; Update intra-modality discriminative model for image D I with ascending its stochastic gradient by Equation (5); Update intra-modality discriminative model for text D T with ascending its stochastic gradient by Equation (6); Update inter-modality discriminative model D C with ascending its stochastic gradient by Equations (7) for D Ci and (8) for D Ct ; for K steps do Sample matching image and text pairs;
Update the image generative model by descending its stochastic gradient by Equation (9);
Update the text generative model by descending its stochastic gradient by Equation (10); Update both image and text generative models by descending their stochastic gradient of Equation (11). end until CM-GANs converge; Output: Optimized CM-GAN model.
Implementation Details
The proposed CM-GAN approach is implemented by Torch 1 , which is widely used as a scientific computing framework. We set the learning rate as 0.001 and the batch size is 64. The implementation details of the generative and discriminative models are introduced in the following sections.
Generative
Model. The generative model is in the form of cross-modal convolutional autoencoders with two pathways for images and text. The convolutional layers in the encoder have the same configuration with 19-layer VGG-Net [44] for image pathway and word CNN [17] for text pathway, as mentioned above. For text embedding, the maximum length is set as the maximum sequence length in the dataset; we adopt zero-padding for other text sentences beneath this limit. Then, two fully connected layers are adopted in each pathway. Each layer is followed by a batch normalization layer and a ReLU activation function layer. The numbers of hidden units for the two layers are both 1,024. Through the encoder layers, we can get the common representation for image and text. Weights of the second fully connected layer between text and image pathways are shared to learn the correlation of different modalities. The structure of the decoder is made up of two fully connected layers on each pathway, except that there is no subsequent layer after the second fully connected layer. The dimension of the first layer is 1,024 and that of the second layer is the same with the original representation obtained by CNN. The common representations are fed into a softmax layer for the semantic constraint.
Intra-modality Discriminative
Model. The discriminative model for intra-modality is a network with one fully connected layer for each modality, which can project the input feature vector into the single-value predict score, followed by a sigmoid layer. For distinguishing the original representation of the instance and the reconstructed representation, we label the original ones with 1 and reconstructed ones with 0 during the discriminative model training phase.
Inter-modality Discriminative
Model. The discriminative model for inter-modality is a two-pathway network, both of which take the concatenation of the common representation and the original representation as input. Each pathway consists of two fully connected layers. The first layer has 512 hidden units, followed by a batch normalization layer and a ReLU activation function layer. The second layer generates the single-value predicted score from the output of the first layer, which is fed into a sigmoid layer that is similar to the intra-modality discriminative model. For the image pathway, the image common representation is labeled with 1, while its corresponding text representation and mismatched image common representation are labeled with 0 and vice versa for the text pathway.
EXPERIMENTS
In this section, we introduce the configurations of the experiments and present the results and analyses. Specifically, we conduct the experiments on four widely used datasets: Wikipedia, Pascal Sentence, NUS-WIDE datasets, and PKU XMediaNet. We compare our approach with 13 state-ofthe-art methods and 5 baseline approaches to verify the effectiveness of our approach and the contribution of each component comprehensively.
Datasets
The datasets used in the experiments are briefly introduced first, in this order: PKU XMediaNet, NUS-WIDE, Wikipedia, and Pascal Sentence.
• The PKU XMediaNet dataset 2 Figure 4 . • The NUS-WIDE dataset [3] was created by NUS's laboratory for media search. This dataset contains about 270,000 images with their tags, which are categorized into 81 classes. Owing to overlapping among the classes, we select the 10 largest classes from it, including about 70K image/text pairs with unique class labels following [34] . The training set has 42,941 pairs, the testing set has 23,661 pairs, and 5,000 pairs are in the validation set. • The Wikipedia dataset [39] has 2,866 image/text pairs labeled by 10 categories, including history, biology, and more. For fair comparison, the dataset is divided into 3 subsets: a training set with 2,173 pairs, a testing set with 462 pairs, and a validation set with 231 pairs, following [5, 32] . • The Pascal Sentence dataset [38] is generated from the 2008 PASCAL development kit, consisting of 1,000 images with 20 categories. Each image is described by 5 sentences, which are treated as a document. We divided this dataset into 3 subsets as with the Wikipedia dataset, also following [5, 32] : 800 pairs for training, 100 pairs for validation, and 100 pairs for testing.
Evaluation Metric
The heterogeneous data can be correlated with the learned common representation by a similarity metric. To comprehensively evaluate the performance of cross-modal correlation, we perform cross-modal retrieval on 4 datasets with two kinds of retrieval tasks: bimodal retrieval and all-modal retrieval. They are defined as follows.
Bimodal Retrieval.
To perform retrieval between different modalities with the following two subtasks.
• Image retrieve text (image→text): Taking images as queries to retrieve text instances in the testing set by calculating cross-modality similarity. • Text retrieve image (text→image): Taking texts as queries to retrieve image instances in the testing set by calculating cross-modality similarity.
All-modal Retrieval.
To perform retrieval among all modalities with the following two subtasks.
• Image retrieve all modalities (image→all): Taking images as queries to retrieve both text and image instances in the testing set by calculating cross-modality similarity. • Text retrieve all modalities (text→all): Taking texts as queries to retrieve both text and image instances in the testing set by calculating cross-modality similarity.
It should be noted that all of the compared methods adopt the same CNN features for both image and text extracted from the CNN architectures used in our approach for fair comparison. Specifically, we extract CNN features for images from the fc7 layer in 19-layer VGGNet [44] , and CNN features for text from Word CNN with the same configuration as that described in [17] . In addition, we use the source codes released by their authors to evaluate the compared methods fairly with the following steps: (1) common representation learning with the training data to learn the projections or deep models, (2) converting the testing data into the common representation by the learned projections or deep models, (3) Computing cross-modal similarity with cosine distance to perform cross-modal retrieval.
For the evaluation metric, we calculate the mean average precision (MAP) score not only on all returned results but also on top 50 returned results that are considered in Corr-AE [5] and ACMR [47] for comprehensive comparison. First, the Average Precision (AP) is calculated for each query. Then, the mean value of calculated AP on each query is formed as MAP, which joint considers the ranking information and precision and is widely used in cross-modal retrieval tasks.
Compared Methods
To verify the effectiveness of the proposed CM-GAN approach, we compare 13 state-of-the-art methods in the experiments, including 5 traditional cross-modal retrieval methods-CCA [14] , CFA [22] , KCCA [12] , JRL [61] , and LGCFL [15] -and 8 deep learning-based methods-Corr-AE [5] , DCCA [58] , CMDN [32] , Deep-SM [53] , ACMR [47] , SSAH [20] , GXN [10] , and CCL [34] . We briefly introduce these compared methods here.
• CCA [14] learns projection matrices to map the features of different modalities into one common space by maximizing the correlation on them. • CFA [22] minimizes the Frobenius norm and projects the data of different modalities into one common space. • KCCA [12] adopts kernel function to extend CCA for common space learning. In the experiments, the Gaussian kernel is used as the kernel function. • JRL [61] adopts semi-supervised regularization as well as sparse regularization to learn the common space with semantic information. • LGCFL [15] uses a local group-based priori to exploit popular block-based features and jointly learns basis matrices for different modalities. • Corr-AE [5] jointly models the correlation and reconstruction learning error with two subnetworks linked at the code layer, which has two extensions. The best results of these models for fair comparison are reported in the experiments. • DCCA [58] adopts a similar objective function as CCA on top of two separate subnetworks to maximize the correlation between them. • CMDN [32] jointly models the intra-modality and inter-modality correlation in both separaterepresentation and common-representation learning stages with multiple deep networks. • Deep-SM [53] performs deep semantic matching to exploit the strong representationlearning ability of a CNN for images. • ACMR [47] adopts an adversarial training strategy with a modality classifier and a feature projector to learn modality-invariant and discriminative common representations. • SSAH [20] integrates adversarial learning with self-supervised semantic learning to preserve the semantic relevance and representation consistency between different modalities. • GXN [10] incorporates generative processes into cross-modal feature learning for mutual boosting. • CCL [34] explores both intra-modality and inter-modality correlation simultaneously with multigrained and multitask learning.
Comparisons with State-of-the-Art Methods
In this section, we compare cross-modal retrieval accuracy to evaluate the effectiveness of learned common representation on both the proposed approach and state-of-the-art compared methods. The experimental results are shown in Tables 1 to 6, including the MAP scores of both bimodal retrieval and all-modal retrieval on 4 datasets, from which we can observe that the proposed CM-GAN approach achieves the best retrieval accuracy among all compared methods. On the largescale PKU XMediaNet dataset, as shown in Table 1 , the average MAP score of bimodal retrieval has been improved from 0.533 to 0.559, while the proposed approach also improves on all-modal retrieval. Among the compared methods, most deep learning-based methods have better performance than the traditional methods; CCL achieves the best accuracy in the compared methods. Some traditional methods also get benefits from the CNN feature, leading to a close accuracy with the deep learning-based methods, such as LGCFL and JRL, which are the two best compared traditional methods.
On the NUS-WIDE, Pascal Sentence, and Wikipedia datasets, we can also observe similar trends on the results of bimodal retrieval and all-modal retrieval, which are shown in Tables 2 to 6. The proposed approach outperforms all of the compared methods and achieves great improvement on the MAP scores. For intuitive comparison, we have shown some bimodal retrieval results in Figure 5 on the large-scale PKU XMediaNet dataset.
Experimental Analysis
In-depth experimental analyses are presented in this section of the proposed approach and the compared state-of-the-art methods. We also provide some failure analysis on the proposed approach for further discussion. First, for the compared deep learning-based methods, DCCA, Corr-AE, and Deep-SM all have similar network structures that consist of two subnetworks. Corr-AE jointly models the crossmodal correlation learning error and the reconstruction error. Although DCCA maximizes the correlation only on the top of two subnetworks, it uses the strong representation learning ability of the CNN to reach roughly the same accuracy with Corr-AE. Deep-SM further integrates semantic category information to achieve better accuracy. CMDN contains multiple deep networks for intra-modality and inter-modality correlation modeling, while GXN incorporates the Fig. 5 . Examples of the bimodal retrieval results on the PKU XMediaNet dataset by the proposed CM-GAN approach and the best compared deep learning-based method CCL [34] and best compared traditional method LGCFL [15] . The results with green borders are correct, while those with red borders are wrong.
generative processes to boost correlation learning. ACMR and SSAN both adopt the idea of adversarial learning, which makes them outperform the other methods. CCL exploits fine-grained information andadopts a multitask learning strategy to get the best accuracy among the compared methods. For the traditional methods, although their performance benefits from the deep feature, most are still limited in the traditional framework and get poor accuracies, such as CCA and CFA. KCCA, an extension of CCA, achieves better accuracy because of the kernel function to model the nonlinear correlation. JRL and LGCFL have the best retrieval accuracies among the traditional methods and even outperform some deep learning-based methodsbecause JRL adopts semi-supervised and sparse regularization, while LGCFL uses a local group-based priori to take the advantage of popular block-based features.
Compared with the above state-of-the-art methods, the proposed CM-GANs approach clearly keeps the advantages shown in Tables 1 to 6 for the following three reasons. (1) Cross-modal GAN architecture fully models the joint distribution over the data of different modalities with the cross-modal adversarial training process. (2) Cross-modal convolutional autoencoders with weight-sharing and semantic constraints as the generative model can fit the joint distribution by exploiting both inter-modality and intra-modality correlation. (3) Inter-modality and intramodality discriminations in the discriminative models strengthen the generative model.
For the failure analysis, Figures 5 and 6 show the retrieval results from the PKU XMediaNet dataset and the MAP score of each category in the Wikipedia and Pascal Sentence datasets. From Figure 5 , we can observe that the failure cases are mostly caused by the small variance between image instances or the confusion in text instances among different categories, which leads to wrong retrieval results. However, it should be noted that the number of failure cases can be effectively reduced with the proposed approach comparing with CCL as the best compared deep learning-based method and LGCFL as the best compared traditional method. As shown in Figure 6 , the retrieval accuracies of different categories differ from each other greatly. Some categories with high-level semantics, such as "art" and "history" in the Wikipedia dataset, or with relatively small objects, such as "bottle" and "potted plant" in the Pascal Sentence dataset, may lead to confusion when performing cross-modal retrieval. However, the proposed approach still achieves the best retrieval accuracies on most categories compared with CCL and LGCFL, which indicates its effectiveness. 6 . The respective result of each category in the proposed approach as well as the compared CCL [34] and LGCFL [15] , in the Wikipedia and Pascal Sentence datasets. We can see that the retrieval accuracies differ greatly between different modalities. Some categories with high-level semantics, such as "art" in Wikipedia, or with relatively small objects, such as "bottle" in Pascal Sentence, may lead to confusion during retrieval. 
Baseline Comparisons
To verify the effectiveness of each part of the proposed CM-GAN approach, three kinds of baseline experiments are conducted. Tables 7, 8, and 9 show the comparison of the proposed approach with the baseline approaches. A detailed analysis follows here.
Performance of Generative Model.
We have constructed the cross-modal convolutional autoencoders with both weight-sharing and semantic constraints in the generative model, as mentioned in Section 3.2. To demonstrate the separate contribution on each of them, we conduct 3 sets of baseline experiments, where "ws" denotes the weight-sharing constraint and "sc" denotes the semantic constraints. Thus, "CM-GANs without ws&sc" means that none of these two constraints is adopted, and "CM-GANs with ws" and "CM-GANs with sc" means one of them is adopted. As shown in Table 7 , these two components in the generative model have similar contributions on the accuracies for final cross-modal retrieval results, while the weight-sharing constraint can effectively handle the cross-modal correlation particularly in intra-modality discrimination, and semantic constraints can preserve semantic consistency between different modalities. Finally, both of them can boost the common representation learning.
Performance of Discriminative Model.
There are two kinds of discriminative models to simultaneously conduct inter-modality discrimination and intra-modality discrimination. It should be noted that inter-modality discrimination is indispensable for cross-modal correlation learning. Therefore, we conduct the baseline experiment only on the effectiveness of intra-modality discrimination "CM-GANs only inter."
As shown in Table 8 , the proposed CM-GAN approach achieves the improvement on average MAP score of bimodal retrieval in 4 datasets. It indicates that intra-modality discrimination plays a complementary role with inter-modality discrimination, which can preserve semantic consistency within each modality by discriminating the generated reconstruction representation with the original representation.
Performance of Adversarial
Training. We aim to verify the effectiveness of the adversarial training process. In the proposed approach, the generative model can be trained without the discriminative model by adopting the reconstruction learning error on top of two decoders for each modality as well as weight-sharing and semantic constraints, which is denoted as "CM-GANs-CAE."
From the results in Table 9 , we can observe that CM-GANs obtain higher accuracies than CM-GANs-CAE on the average MAP score of bimodal retrieval in 4 datasets because the standard training is conducted only by modeling the reconstruction error within each modality and classification error with the softmax loss, and the cross-modal correlation is only considered in the weight-sharing constraint and semantic consistency between different modalities. Therefore, there is no pairwise correlation considered in the training process, which is the most important information that should be fully modeled for cross-modal modeling and leads to a significant gap between adversarial training and standard training. Therefore, it demonstrates that the adversarial training process can effectively boost cross-modal correlation learning to improve the performance of cross-modal retrieval.
The above baseline results have verified the separate contribution of each component in the proposed CM-GAN approach with regard to the following 3 aspects. (1) Weight-sharing and semantic constraints can exploit cross-modal correlation and semantic information between different modalities. (2) Intra-modality discrimination can model semantic information within each modality to make a complementary contribution to inter-modality discrimination. (3) Cross-modal adversarial training can capture the cross-modal joint distribution to learn more discriminative common representation.
CONCLUSION
In this article, we have proposed Cross-modal Generative Adversarial Networks (CM-GANs) to handle the heterogeneous gap to learn common representation for different modalities. First, CM-GAN architecture is proposed to fit the joint distribution over the data of different modalities with a minimax game. Second, cross-modal convolutional autoencoders are proposed with both weight-sharing and semantic constraints to model the cross-modal semantic correlation between different modalities. Third, a cross-modal adversarial mechanism is designed with two kinds of discriminative models to simultaneously conduct inter-modality and intra-modality discrimination for mutually boosting to learn more discriminative common representation. We conduct crossmodal retrieval to verify the effectiveness of the learned common representation. The proposed approach outperforms 13 state-of-the-art methods on widely used NUS-WIDE, Wikipedia, Pascal Sentence, and PKU XMediaNet datasets.
For future work, we will attempt to further model joint distribution over the data of more modalities, such as video and audio. In addition, we will attempt to make full use of large-scale unlabeled data to perform unsupervised training for eventual practical application.
