Suppose that we are given two distinct points, P1 and P2, in the interior of a triangle, T . Is there always an ellipse inscribed in T which also passes through P1 and P2. If yes, how many such ellipses ? We answer those questions in this paper. It turns out that, except for P1 and P2 on a union of three line segments, there are four such ellipses which pass through P1 and P2. We also answer a similar question if instead P1 and P2 lie on the boundary of T . Finally, an interesting related question, is the following: Given a point, P , in the interior of a triangle, T , and a real number, r, is there always an ellipse inscribed in T which passes through P and has slope r at P ? Again, if yes, how many such ellipses ? The answer is somewhat different than for the two point case without specifying a slope. There are cases where no such ellipse exists.
Introduction
It is not hard to see that if we are given one point, P , in the interior of a triangle, T , then there are infinitely many ellipses inscribed in T and which also pass through P . By inscribed in T we mean that the ellipse is tangent to each side of T . Also, if we are given three points in the interior of T , then it also follows easily that there might not be any ellipse inscribed in T and which also passes through all three of those points. So we decided to look at the average for the number of points: That is, suppose that we are given two distinct points, P 1 and P 2 , in the interior of T . Is there always an ellipse inscribed in T which also passes through P 1 and P 2 ? If yes, how many such ellipses ? We answer those questions below(see Theorem 1.1). It turns out that, except for P 1 and P 2 on a union of three line segments, there are four such ellipses which pass through P 1 and P 2 . We encourage the reader to try to determine what those line segments are and how many ellipses pass through P 1 and P 2 if they lie on one of those segments. We also answer a similar question if instead P 1 and P 2 lie on the boundary of T (see Theorem 3.1).
Finally, an interesting related question, is the following: Given a point, P , in the interior of a triangle, T , and a real number, r, is there always an ellipse inscribed in T which passes through P and has slope r at P ? Again, if yes, how many such ellipses ? The answer here(see Theorem 2.1) is somewhat different than for the two point case without specifying a slope. There are cases where no such ellipse exists. Again, we encourage the reader to try to determine what those cases are.
The reason that we used the word dynamics in the title of this article is the following: Imagine a particle constrained to travel along the path of an ellipse inscribed in a triangle, T . Thus the particle bounces off each side of T along its path. Of course there are infinitely many such paths. Can we also specify two points in T , or a point in T and a slope at that point, which the particle must pass through ? If yes, is such a path then unique ?
At the end we provide some algorithms for finding the ellipses described above, when they exist. A key to our methods is the general equation of an ellipse inscribed in the unit triangle(see Proposition 1.1).
1 Two Points-Interior Theorem 1.1 Let P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) be distinct points which lie in int (T ) = interior of the triangle, T , with vertices A, B, C.
(i) Suppose that P 1 and P 2 do not lie on the same line thru any of the vertices of T . Then there are precisely four distinct ellipses inscribed in T which pass through P 1 and P 2 .
(ii) Suppose that P 1 and P 2 do lie on the same line thru one of the vertices of T . Then there are precisely two distinct ellipses inscribed in T which pass through P 1 and P 2 .
By affine invariance, it suffices to prove Theorem 1.1 for the unit triangle, T -the triangle with vertices (0, 0), (1, 0) , and (0, 1). If P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) are distinct points which lie in int (T ) = interior of the triangle, T , then it follows that 0 < x 1 = x 2 < 1 0 < y 1 = y 2 < 1 (1.1) x 1 + y 1 < 1, x 2 + y 2 < 1.
The theorem above then takes the following form: Theorem 1.2 Let P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) be distinct points which lie in the interior of the unit triangle.
(i) Suppose that x 2 y 1 − x 1 y 2 = 0, (1 − x 2 )y 1 − (1 − x 1 )y 2 = 0, and x 2 (1 − y 1 ) − x 1 (1 − y 2 ) = 0. Then there are precisely four distinct ellipses inscribed in T which pass through P 1 and P 2 .
(ii) Suppose that y 1 x 2 − x 1 y 2 = 0, (1 − x 2 )y 1 − (1 − x 1 )y 2 = 0, or x 2 (1 − y 1 ) − x 1 (1 − y 2 ) = 0. Then there are precisely two distinct ellipses inscribed in T which pass through P 1 and P 2 .
Preliminary Results
Before proving Theorem 1.2, we need several preliminary results. Throughout this section we assume that T is the unit triangle -the triangle with vertices (0, 0), (1, 0) , and (0, 1), and that (x 1 , y 1 ), (x 2 , y 2 ) ∈ int (T ). We also assume that (1.1) holds throughout. Lemma 1.1 Only one of the following three conditions can hold for any given distinct points P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) which lie in the interior of T .
(1) x 1 y 2 −y 1 x 2 = 0, (2) (1−x 2 )y 1 −(1−x 1 )y 2 = 0, (3) x 2 (1−y 1 )−x 1 (1−y 2 ) = 0
Proof. Clearly distinct points P 1 and P 2 which lie in int (T ) cannot lie on the same line through (0, 0) and (1, 0), on the same line through (0, 0) and (0, 1), or on the same line through (1, 0) and (0, 1). Lemma 1.2 x 1 y 2 + x 2 y 1 + 2y 1 y 2 − y 1 − y 2 < 0.
Proof. Note that 1 − x 1 y 1 > 1 and 1 − x 2 y 2 > 1. Then x 1 y 2 + x 2 y 1 + 2y 1 y 2 − y 1 − y 2 = y 1 y 2 2 − 1 − x 1 y 1 − 1 − x 2 y 2 < 0.
Lemma 1.3 2x 1 x 2 − x 1 − x 2 < 0.
Proof. By the arithmetic-geometric mean inequality, 2 √ x 1 x 2 < x 1 + x 2 , which implies that 2x 1 x 2 < x 1 + x 2 since √ x 1 x 2 > x 1 x 2 by (1.1).
Lemma 1.4 Let V be the interior of the medial triangle of T = triangle with vertices at the midpoints of the sides of T , and let S be the unit square = (0, 1) × (0, 1). Then V = 1 2 t w + (1 − w)t , 1 2 w w + (1 − w)t (w,t)∈S Proof. It follows easily that (x, y) ∈ V ⇐⇒ 1 2 − x < y < 1 2 and 0 < x < 1 2 .
Now suppose that (w, t) ∈ S, and let x = 1 2 t w + (1 − w)t , y = 1 2 w w + (1 − w)t . t w + (1 − w)t − 1 = − w(1 − t) w + (1 − w)t < 0, which implies that t w + (1 − w)t < 1. Thus 0 < t w + (1 − w)t < 1, which implies that 0 < x < 1 2 .
w w + (1 − w)t − 1 = − (1 − w)t w + (1 − w)t < 0, which implies that w w + (1 − w)t < 1. Thus 0 < w w + (1 − w)t < 1, which implies that 0 < y < 1 2 .
Finally, w + t w + (1 − w)t −1 = wt w + (1 − w)t > 0 , which implies that w + t w + (1 − w)t >
Thus
and hence 1 2
for w and t is equivalent to solving the equations
Solving the 1st equation for t yields t = 2xw 2xw − 2x + 1 . Substituting into the 2nd equation yields (2y − 1)w + 2yt − 2ytw = −w 2xw − 2y − 2x + 1 2xw − 2x + 1 = 0, and so w = 1 2 2x + 2y − 1 x . Substituting back yields
, and thus w < 1.
, and thus t < 1. Hence (w, t) ∈ S.
We state the following known result without proof. The first inequality insures that the conic is an ellipse, while the second insures that the ellipse is non-trivial.
Lemma 1.5 The equation Ax
2 +By 2 +2Cxy+Dx+Ey+F = 0, with A, B > 0, is the equation of an ellipse if and only if AB−C 2 > 0 and 
for some (w, t) ∈ S = (0, 1) × (0, 1). Furthermore, (ii) If E is the ellipse given in (i) with equation (1.2) for some 0 < t < 1, 0 < w < 1, then E is tangent to the three sides of T at the points T 1 = (t, 0), T 2 = (0, w), and
(iii) Each (w, t) ∈ S gives rise to only one ellipse inscribed in T given by (1.2).
Proof. First, suppose that E is given by (1.2) for some (w, t) ∈ S. Then E has the form Ax 2 + By 2 + 2Cxy + Dx + Ey + F = 0, where
Thus by Lemma 1.5, (1.2) defines the equation of an ellipse for any (w, t) ∈ S. Now let F (x, y) = w 2 x 2 + t 2 y 2 − 2wt (2tw − 2w − 2t + 1) xy − 2w 2 tx − 2t 2 wy + t 2 w 2 , the left hand side of (1.2). Then F (t, 0) = 0, F (0, w) = 0, and
0, which implies that the three points T 1 , T 2 , and T 3 lie on E. Differentiating both sides of the equation in (1.2) with respect to x yields dy dx = D(x, y), where
Thus E is tangent to the vertical side of T , which proves that E is inscribed in T . Second, suppose that E is an ellipse inscribed in T . It is well known( [1] ) that each point of V , the medial triangle of T , is the center of one and only one ellipse inscribed in T , and thus the center of E lies in V . By Lemma 1.4, the center of E has the form 1 2
, (w, t) ∈ S. Now it is not hard to show that each ellipse given by (1.2) has center 1 2
. We have just shown that (1.2) represents a family of ellipses inscribed in T as (w, t) varies over S, so if E were not given by (1.2) for some (w, t) ∈ S, then there would have to be two ellipses inscribed in T and with the same center. That cannot happen since each point of V is the center of only one ellipse inscribed in T . That proves (i). We have also just shown that if E is given by (1.2), then E is tangent to the three sides of T at the points T 1 , T 2 , and T 3 , which proves (ii). Finally, (iii) follows from the fact that the map from (w, t) ∈ S to 1 2
∈ V is one-one and the fact that each point of V is the center of only one ellipse inscribed in T . Proposition 1.2 Let P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) be distinct points in T . Then there is an ellipse inscribed in T which passes through P 1 and P 2 if and only if the following system of equations hold for some (w, t) ∈ S = (0, 1)×(0, 1):
Proof. This follows directly from Proposition 1.1(i) upon rewriting (1.2) as a quadratic in w and then letting x = x j , y = y j , j = 1, 2. We now define the following very useful functions of t, which are closely connected to the system of equations (1.3):
We find it convenient to introduce the following notation:
. Thus q j (t) has no real roots, j = 1, 2. Since q j (0) > 0, it follows that q j (t) > 0 on ℜ, j = 1, 2. Note that j, k, l, and m are each then continuous on ℜ. (i) j(t 0 ) = l(t 0 ) and w 0 = t 0 j(t 0 ), (ii) j(t 0 ) = m(t 0 ) and w 0 = t 0 j(t 0 ), (iii) k(t 0 ) = l(t 0 ) and w 0 = t 0 k(t 0 ), and/or (iv) k(t 0 ) = m(t 0 ) and w 0 = t 0 k(t 0 ).
Proof. Solving each equation in (1.3) separately for w as a function of t yields
If (1.3) holds for some (w 0 , t 0 ) ∈S, then by (1.6), t 0 y 1
for some choice of ± signs on the left and right hand sides of this equality. Dividing thru by t 0 shows that
, and/or k(t 0 ) = m(t 0 ), then y 1
, again for some choice of ± signs on the left and right hand sides. By (1.6), multiplying thru by t 0 shows that (1.3) holds for some (w 0 , t 0 ) ∈S, where w 0 is the common value of t 0 y 1
Proof. Suppose that (w 0 , t 0 ) is a solution of (1.3). If 0 ≤ t 0 ≤ 1, then we know that w 0 is real by looking at (1.6) with t = t 0 . Now, one can also solve (1.2) for t as a function of w to obtain
If w 0 / ∈ [0, 1], then (1.7) with w = w 0 shows that t 0 is not real, a contradiction. That proves (i). Now suppose that 0 < t 0 < 1. If w 0 = 0, then by (1.7), t 0 = 0, so 0 < w 0 . If w 0 = 1, then by (1.7), with w = 1, t 0 = x j 1 − y j , j = 1, 2. Now
, which
implies that
Proof.
> 1, and thus y 1 > y 2 . Suppose now, by way of contradiction, that x 2 y
, which implies that x 2 1
implies that 1 − x 1 − y 1 < 1 − x 2 − y 2 , and so
. Thus we may assume that x 1 < x 2 . Now consider the quadratic polynomial in y 2 , q(
. Since y 2 > 0 and the leading coefficient of q is < 0, some simplification shows that the quadratic inequality q(y 2 ) < 0 implies that
, and thus
We now prove the following lemma about connected sets defined by inequalities involving continuous functions.
Proof. We prove (i), the proof of (ii) being very similar. Let
.., x n−1,1 ), let Γ 1 be the path consisting of the vertical line segment from P 1 to S, so that Γ 1 has parametric equations
.., x n−1,2 ), let Γ 3 be the path consisting of the vertical line segment from Q 2 to P 2 , so that Γ 3 has parametric equations
is a continuous path from P 1 to P 2 which lies entirely in H, which implies that H is connected. Since a set is connected if and only if its closure is connected, it follows immediately that {(x 1 , ..., x n−1 , x n ) ∈ W × ℜ : x n > f (x 1 , ..., x n−1 )} is also connected.
We now introduce the following polynomials, which will be critical for the proof of Theorem 1.2.
We also consider the discriminants, D j,l and D j,m , of S j,l and S j,m as quadratic polynomials in t respectively. Then
which implies, after some simplification(recall (1.5)), that
Similarly, we have
We now set each of these discriminants equal to 0. By Lemma 1.2, x 1 y 2 +x 2 y 1 + 2y 1 y 2 − y 1 − y 2 is nonzero and thus solving for A 1 A 2 in (1.11) gives the following implication:
Lemma 1.10 Define the following polynomials in x 1 , x 2 , y 1 , y 2 :
, and
(1.14)
. Then E = 0 has no solution and F = 0 has no solution.
Either way, we have b E = 0, which implies that y 1 = 1 4
. Thus
0(actually > 0 by Lemma 1.3), which implies that x 1 + y 1 > 1. Thus E = 0 has no solution by (1.1). A similar argument shows that F = 0 has no solution.
Proof. Consider the sets
Choose the following points:
, and E j,l are positive at each of those points, and each of those sets is connected. Hence E > 0 and F > 0 by Lemma 1.10 and an application of the Intermediate Value Theorem. Now a simple computation gives
and thus 
, which yields, by (1.12), the following implication:
(1.17)
In a similar way, setting
We have thus shown
The proof of Theorem 1.2 would be somewhat simpler if one did not have to allow for the possibility that y 2 A 2 q 1 (t)−y 1 A 1 q 2 (t) and −y 2 (x 2 +(1−2x 2 )t)q 1 (t)+ y 1 (x 1 +(1−2x 1 )t)q 2 (t) can equal 0 for the same value of 0 < t < 1. The purpose of the following lemma is to take this possibility into account. Lemma 1.12 Let E and F be given by (1.13) and (1.14), and let q 1 and q 2 be given by (1.5). Suppose that the system of equations in t,
has a solution. Then that solution is unique and is given by
Proof. Suppose first that (1.19) has a solution. If x 2 + (1 − 2x 2 )t = 0, then the second equation in (1.19) implies that x 1 + (1 − 2x 1 )t = 0 since q 2 has no real roots. The system of equations 
2 )t) = 0 since q 1 has no real roots.
(1 − 2x 1 )A 2 , and so
, which implies that
2 ) = 0 and hence x 2 − x 1 = 0, which cannot hold by (1.1).
Thus we may assume that 2A
We have shown that if (1.19) has a solution, then that solution is unique and is given by t = t j,l . Expressing
and substituting
, and then simplifying yields
since E = 0 by Lemma 1.10. Since F = 0 by Lemma 1.10,
A long but very doable polynomial computation with a computer algebra system yields
where
Another compuation shows that the discriminant of p(y 2 ) factors as
which implies that p(y 2 ) has a negative discriminant.
Since p(y 2 ) is never 0, by (1.21) and (1.22),
That proves the first part of (i). Assume now that
(1 − 2x 2 )t j,l )q 1 (t j,l ) = 0 and thus t j,l is a solution of (1.19). That solution is unique since we have already shown that if (1.19) has a solution, that solution must be t = t j,l .
Remark 1.1 By t = t j,l , we mean that either
By t = t j,l , we mean that
By Lemma 1.6, to solve equation (1.3), first set each of j − l, j − m, k − l, and k − m equal to 0. From (1.4), after simplifying we have
Since q 1 (t)q 2 (t) has no real roots, by (1.25) (j − l)(t) = 0 implies that S j,l (t)
by Lemma 1.12. Thus, if
and/or t = t j,l , then we can assume that y 2 A 2 q 1 (t) − y 1 A 1 q 2 (t) = 0 when solving (j − l)(t) = 0. By (1.23), then, we have the following:
and/or t = t j,l , 0 < t < 1, then
Similarly,−2(y 2 A 2 q 1 (t)+y 1 A 1 q 2 (t)) t(1 − t)+y 1 (
and
Thus (j − m)(t) = 0 implies that S j,m (t) = 0. Also, since q j (t) > 0 on ℜ, j = 1, 2, y 2 A 2 q 1 (t) + y 1 A 1 q 2 (t) > 0 on ℜ and by (1.27) we have If 0 < t < 1, then (j − m)(t) = 0 ⇐⇒ t(1 − t) = V j,m (t), where
We also have
and (k − l)(t) = 0 implies that S k,l (t) = 0, where S k,l (t) = S j,m (t). Also,
, where
and (k − m)(t) = 0 implies that S k,m (t) = 0, where S k,m (t) = S j,l (t). Also,
Using the definitions of V j,l (t) and V j,m (t) in (1.26) and (1.29), one has
Summarizing, we have
(1.38) Lemma 1.13 Let j, k, l, and m be defined as in (1.4) and let E and F be given by (1.13) and (1.14). Then (i) j(t) = k(t) and l(t) = m(t) for any 0 < t < 1, and thus (j − l)(t) = (j − m)(t), (k − l)(t) = (k − m)(t), (j − l)(t) = (k − l)(t), and (j − m)(t) = (k − m)(t) for any 0 < t < 1.
(ii) If (j − l)(t 0 ) = 0 and (k − m)(t 0 ) = 0, 0 < t 0 < 1, then
(iii) (j −m)(t) = 0 and (k−l)(t) = 0 cannot hold simultaneously if 0 < t < 1.
Proof. To prove (i): By (1.4), j(t) = k(t) only if t(1 − t) x 1 (1 − x 1 − y 1 ) = 0, and l(t) = m(t) only if t(1 − t) x 2 (1 − x 2 − y 2 ) = 0. Neither equality can hold by (1.1). The rest of (i) then follows immediately. To prove (ii): Suppose that (j − l)(t 0 ) = 0 and (k − m)(t 0 ) = 0, 0 < t 0 < 1. Adding the expressions for j − l and for k − m in (1.23) and (1.32) yields
and thus t 0 is a solution of (1.19). Hence
by Lemma 1.12(i). To prove (iii): (j − m)(t) = 0 and (k − l)(t) = 0 implies that (j − m)(t) = (k − l)(t), which in turn implies that y 2 A 2 q 1 (t) + y 1 A 1 q 2 (t) = 0 by (1.27) and (1.30). That contradicts the fact that y 2 A 2 q 1 (t) + y 1 A 1 q 2 (t) > 0 on ℜ.
Proof of Theorem 1.2
Throughout this section we assume that T is the unit triangle -the triangle with vertices (0, 0), (1, 0), and (0, 1), and that (x 1 , y 1 ), (x 2 , y 2 ) ∈ int (T ). We also assume that (1.1) holds.
Proof of Theorem 1.2(i)
Proof. Suppose that x 2 y 1 − x 1 y 2 = 0, (1 − x 2 )y 1 − (1 − x 1 )y 2 = 0, and x 2 (1 − y 1 ) − x 1 (1 − y 2 ) = 0. By reordering the points P 1 and P 2 , if necessary, we may assume that
(1.39)
. Assume now that
, which implies that each of (j − l)(0) and (j − l)(1), (j −m)(0) and (j −m)(1), (k −l)(0) and (k −l)(1), and (k −m)(0) and (k −m)(1) have opposite signs. By the Intermediate Value Theorem, j − l, j − m, k − l, and k − m each vanish somewhere in (0, 1). That is, (j − l)(t 1 ) = (j − m)(t 2 ) = (k − l)(t 3 ) = (k − m)(t 4 ) = 0, 0 < t 1 , t 2 , t 3 , t 4 < 1.
(1.41) However, t 1 , t 2 , t 3 , t 4 may not all be distinct, and thus we still have to show that one obtains four distinct solutions of (1.3). First, if t 1 = t 2 , t 1 = t 3 , t 2 = t 4 , or t 3 = t 4 , then one would have (j − l)(
, which cannot hold by Lemma 1.13(i). Hence t 1 = t 2 , t 1 = t 3 , t 2 = t 4 , and t 3 = t 4 . Now we must consider two cases.
Case 1:
, which contradicts Lemma 1.13(iii) and thus t 2 = t 3 . Hence t 1 , t 2 , t 3 , t 4 are all distinct. By (1.36), S j,l (t 1 ) = S j,m (t 2 ) = S k,l (t 3 ) = S k,m (t 4 ) = 0. By (1.38), S k,m (t 1 ) = 0 and S k,l (t 2 ) = 0. Thus S k,m = S j,l vanishes at t 1 and at t 4 , and S k,l = S j,m vanishes at t 2 and at t 3 . Now let w 1 = t 1 j(t 1 ), w 2 = t 2 j(t 2 ), w 3 = t 3 k(t 3 ), and w 4 = t 4 k(t 4 ). Then {(w j , t j ), j = 1, 2, 3, 4} gives four distinct solutions of (1.3) by Lemma 1.6. Since S k,m = S j,l cannot vanish at t 2 or at t 3 , and S k,l = S j,m cannot vanish at t 1 or at t 4 , the only way that there could be another solution of (1.3) not in {(w j , t j ), j = 1, 2, 3, 4} is if (t 1 k(t 1 ), t 1 ), (t 2 k(t 2 ), t 2 ), (t 3 j(t 3 ), t 3 ), and/or (t 4 j(t 4 ), t 4 ) were also solutions of (1.3). But then, by Lemma 1.6, at least one of the following would have to hold: Case 2:
F 2 and thus
By Lemma 1.12, (1.19) has unique solution t = t j,l . By (1.23), (j−l)(t j,l ) = 0, which implies that S j,l (t j,l ) = 0 by (1.36). By (1.17), D j,l = 0 and thus S j,l has a double root at t j,l . If t 1 = t j,l , then S j,l would have at least three roots(counting multiplicities) since (j−l)(t 1 ) = 0 implies that S j,l (t 1 ) = 0 by (1.36). Hence t 1 = t j,l , which implies that 0 < t j,l < 1. Also, (k − m)(t 4 ) = 0 implies that S k,m (t 4 ) = 0 by (1.36). By (1.38), S j,l (t 4 ) = 0 and thus one must have t 4 = t j,l since S j,l already has a double root at t j,l . Hence (k − m)(t j,l ) = 0, which implies that (t j,l j(t j,l ), t j,l ) and (t j,l k(t j,l ), t j,l ) are distinct solutions of (1.3) by Lemma 1.6 and Lemma 1.13(i). If t 2 = t 3 , then (j −m)(t 2 ) = 0 and (k −l)(t 2 ) = 0, which cannot hold by Lemma 1.13(iii). Thus t 2 = t 3 . Also, if t 2 = t j,l , then (j − l)(t j,l ) = (j − m)(t j,l ), which cannot happen by Lemma 1.13(i). Thus t 2 = t j,l and for a similar reason, t 3 = t j,l as well. Now (j − m)(t 2 ) = 0 and (k − l)(t 3 ) = 0 implies that (t 2 j(t 2 ), t 2 ) and (t 3 k(t 3 ), t 3 ) are distinct solutions of (1.3) different from (t j,l j(t j,l ), t j,l ) and (t j,l k(t j,l ), t j,l ). That gives four distinct solutions of (1.3): (t j,l j(t j,l ), t j,l ), (t j,l k(t j,l ), t j,l ), (t 2 j(t 2 ), t 2 ), and (t 3 k(t 3 ), t 3 ). Again, we have to show that there are no other solutions of (1.3). Suppose, say, that (t 2 k(t 2 ), t 2 ) is a solution of (1.3). Then (k − l)(t 2 ) = 0 and/or (k − m)(t 2 ) = 0. One cannot have (j − m)(t 2 ) = 0 and (k − l)(t 2 ) = 0 by Lemma 1.13(iii), and one cannot have (j − m)(t 2 ) = 0 and (k − m)(t 2 ) = 0 by Lemma 1.13(i). Thus (t 2 k(t 2 ), t 2 ) cannot be a solution of (1.3). Similarly, (t 3 j(t 3 ), t 3 ) is also not a solution of (1.3). It follow easily that there are no other possible solutions of (1.3). Theorem 1.2(i) then follows from Lemma 1.6 and Proposition 1.2. Before finishing the proof of Theorem 1.2(i), we prove the following lemma.
Lemma 1.14 Suppose that S j,l (t 0 ) = S k,m (t 0 ) = 0 for some 0 < t 0 < 1 and that S k,l (t 1 ) = S j,m (t 1 ) = 0 for some 0 < t 1 < 1. In addition, suppose that
Proof. of Lemma 1.14: By (1.34), (1.35), and (1.38), t 0 (1
. By (1.26), (j − l)(t 0 ) = 0, and by Lemma 1.13(ii), (k − m)(t 0 ) = 0. Conversely, suppose that (j − l)(t 0 ) = 0(we do not actually need (k−m)(t 0 ) = 0 for this part). Then t 0 (1 − t 0 ) = V j,l (t 0 ) by (1.26), which implies that V j,l (t 0 ) > 0. (ii), (iii,) and (iv) follow in exactly the same way and we omit the details. To show that t 0 = t 1 : By (iii) and (iv), either (j−m)(t 1 ) = 0 or (k−l)(t 1 ) = 0. If t 0 = t 1 , then by (i) and (ii), (j−l)(t 1 ) = 0 or (k−m)(t 1 ) = 0, which implies that one of the following must hold: (j − l)(t 1 ) = (j − m)(t 1 ), (j−l)(t 1 ) = (k−l)(t 1 ), (k−m)(t 1 ) = (j−m)(t 1 ), and/or (k−m)(t 1 ) = (k−l)(t 1 ). None of those can hold by Lemma 1.13(i) and so t 0 = t 1 .
We have proven Theorem 1.2(i) when (1.40) holds. To finish the proof of 1.2(i), assume now that the opposite of (1.40) holds. That is,
(1.42)
We shall now prove that S j,l and S k,l each have two distinct roots in (0, 1). We shall do this indirectly, by first showing that S j,l and S k,l have nonzero discriminant and then using a continuity approach. Since we are now assuming that (1.39) and (1.42) hold, 16) . Now define the following sets, where we assume that (1.1) holds. 
Since the minimum or maximum of two continuous functions is also a continuous function(see, for example [3] , p. 149, problem 16), by Lemma 1.9 V is connected and S 1 and S 2 are connected subsets of V . Now let U j,l,1 = {(x 1 , x 2 , y 1 , y 2 ) ∈ S 1 : S j,l has two distinct roots in (0, 1)} and U j,l,2 = {(x 1 , x 2 , y 1 , y 2 ) ∈ S 2 : S j,l has two distinct roots in (0, 1)}. It follows immediately that U j,l,1 and U j,l,2 are open subsets of S 1 and of S 2 , respectively. By (1.37) and the fact that the discriminant of S j,l cannot vanish for 0 < t < 1, U j,l,1 and U j,l,2 are also each closed subsets of S 1 and of S 2 , respectively. To show that U j,l,1 is nonempty, let connected and U j,l,1 and U j,l,2 are open, closed, and nonempty subsets of S 1 and of S 2 , respectively, U j,l,1 = S 1 and U j,l,2 = S 2 . That proves that S j,l has two distinct roots in (0, 1) for any (x 1 , x 2 , y 1 , y 2 ) ∈ S 1 ∪ S 2 . Now D j,m = 0 by (1.18). Let U j,m,1 = {(x 1 , x 2 , y 1 , y 2 ) ∈ S 1 : S j,m has two distinct roots in (0, 1)} and U j,m,2 = {(x 1 , x 2 , y 1 , y 2 ) ∈ S 2 : S j,m has two distinct roots in (0, 1)}. By choosing the same points in each of the sets S 1 and S 2 as above, it follows that U j,m,1 and U j,m,2 are nonempty. Arguing as above, it then follows easily that S j,m has two distinct roots in (0, 1) for any (x 1 , x 2 , y 1 , y 2 ) ∈ S 1 ∪ S 2 . Since S k,m = S j,l and S k,l = S j,m , it also follows that S k,l and S k,m have two distinct roots in (0, 1) as well for any (x 1 , x 2 , y 1 , y 2 ) ∈ S 1 ∪ S 2 . Our ultimate objec-tive is to show that two of the four functions j − l, j − m, k − l, k − m have two distinct roots in (0, 1): So suppose that S j,l (t 1 ) = S j,l (t 2 ) = 0 for some 0 < t 1 = t 2 < 1, which implies that S k,m (t 1 ) = S k,m (t 2 ) = 0 as well. Also, suppose that S k,l (t 3 ) = S k,l (t 4 ) = 0 for some 0 < t 3 = t 4 < 1, which implies that S j,m (t 3 ) = S j,m (t 4 ) = 0 as well. By Lemma 1.14, either (j − l)(t i ) = 0 and (k − m)(t i ) = 0, or (j − l)(t i ) = 0 and (k − m)(t i ) = 0, i = 1, 2, but not both. Similarly, either (k − l)(t i ) = 0 and (j − m)(t i ) = 0, or (k − l)(t i ) = 0 and (j − m)(t i ) = 0, i = 3, 4, but not both. Thus one obtains a total of two distinct roots in (0, 1) in each case for some combination of j − l and k − m, and one obtains a total of two distinct roots in (0, 1) in each case for some combination of k − l and j − m. Furthermore, t 1 = t 3 , t 2 = t 3 , t 1 = t 4 , and t 2 = t 4 by Lemma 1.14. That yields a total of four distinct roots, t 1 , t 2 , t 3 , and t 4 in (0, 1), for some combination of j − l, k − m, j − m, and k − l. Since S k,m = S j,l vanishes at t 1 and at t 2 , and S k,l = S j,m vanishes at t 3 and at t 4 , there cannot be any other roots of j − l, k − m, j − m, or k − l by (1.36). For each of those roots t 1 , t 2 , t 3 , and t 4 , the corresponding w values, w 1 , w 2 , w 3 , and w 4 are obtained from (1.6). For example, if (j − l)(
, and w 4 = t 4 k(t 4 ). Then {(w j , t j ), j = 1, 2, 3, 4} gives four distinct solutions of (1.3) by Lemma 1.6. Theorem 1.2(i) then follows from Proposition 1.2 and Lemma 1.6. Examples:
and (1 − x 2 )y 1 − (1 − x 1 )y 2 < 0, so that (1.39) and (1.42) do not both hold.
Also, y 1 y 2 = 3 4 and
and S j,m (t) =
: Then x 2 y 1 − x 1 y 2 > 0 and (1 − x 2 )y 1 −
(1 − x 1 )y 2 > 0, so that (1.39) and (1.42) both hold. y 1 y 2 = 4 and
S j,l (t) = (3)
and (1 − x 2 )y 1 − (1 − x 1 )y 2 < 0, so (1.39) and (1.42) do not both hold. Also, 
Proof of Theorem 1.2(ii)
Proof. As in the proof of Theorem 1.2(i) above, by reordering the points P 1 and P 2 , if necessary, we may assume that (1.39) holds. Suppose first that
2 , which implies that
, which implies that A 2 =
x 2 x 1 A 1 , and so
, which cannot hold since
and thus we may use Lemma 1.14. We now simplify the expression for S j,l (t) from (1.9). By (1.45), the coefficient of t
upon using (1.44). By (1.45), the coefficient
x 1 upon using (1.44). Finally, the constant term in S j,l then equals − (x 2 − x 1 ) 2 , again upon using (1.44). Thus
. Hence S j,l
when (1.43) holds, so that S j,l has a double root at t 0 = x 1 1 − y 1 and no other roots since deg S j,l = 2. Note that 0 < t 0 < 1 by (1.1). Now some simplification
and, after using (1.44) again we have t 0 (1
S j,l (t 0 ) = 0 and (k − m)(t 0 ) = 0, by Lemma 1.14 (j − l)(t 0 ) = 0. If we let w 0 = t 0 k(t 0 ), then w 0 = 1, so that (w 0 , t 0 ) / ∈ S. By Lemma 1.6, (w 0 , t 0 ) cannot be a solution of (1.3). Since S j,l has no other roots, there is no ellipse corresponding to t = t 0 and which passes through P 1 and P 2 by Proposition 1.2 and Lemma 1.6. By taking limits for the case when x 2 y 1 − x 1 y 2 > 0, (1 − x 2 )y 1 − (1 − x 1 )y 2 > 0, and x 2 (1 − y 1 ) − x 1 (1 − y 2 ) = 0 from the proof of Theorem 1.2(i), it follows that S k,l = S j,m has two distinct roots in [0, 1], counting multiplicities. However, the roots are actually in (0, 1) by (1.37). Since D j,m = 0, S k,l = S j,m has two roots t 1 = t 2 in (0, 1). By Lemma 1.14-(iii) & (iv), k(t j ) − l(t j ) = 0, while j(t j ) − m(t j ) = 0, or k(t j ) − l(t j ) = 0, while j(t j ) − m(t j ) = 0, j = 1, 2. That yields a total of two distinct roots in (0, 1) for some combination of j − m and k − l. Theorem 1.2(ii) then follows from Proposition 1.2 and Lemma 1.6. Now suppose that
(1.46) Solving (1.46) for y 2 yields y 2 = x 2 y 1 x 1 , which implies that x 2 (1−x 2 −y 2 )y 
and thus we may use Lemma 1.14. The rest is very similar to the proof of the case when x 2 y 1 − x 1 y 2 = 0 and we omit the details.
Example:
: Then x 2 y 1 − x 1 y 2 > 0 and 
Point and Slope-Interior
Let P be a point which lies in the interior of a triangle, T . In this section we answer the following question: For which such points P and real numbers r ∈ ℜ is there an ellipse inscribed in T which passes through P and has slope r at P ? Also, if such an ellipse exists, how many such ellipses ? Our main result is Theorem 2.1 Let P = (x 0 , y 0 ) lie in int (T ) = interior of the triangle, T , with vertices A, B, C.
(i) Suppose that r is finite and does not equal the slope of any line through P and one of the vertices of T . Then there is a unique ellipse inscribed in T which passes thru P and has slope r at P .
(ii) There is also a unique ellipse inscribed in T which passes through P and has a vertical tangent line at P .
(iii) Suppose that r does equal the slope of some line through P and one of the vertices of T . Then there is no ellipse inscribed in T which passes through P and has slope r at P .
As earlier, by affine invariance it suffices to prove the above theorem for the unit triangle, T -the triangle with vertices (0, 0), (1, 0) , and (0, 1). The theorem above then takes the following form: Theorem 2.2 Let P = (x 0 , y 0 ) lie in the interior of the unit triangle.
(i) Let r ∈ ℜ with y 0 = rx 0 , y 0 − 1 = rx 0 , and y 0 = r(x 0 − 1). Then there is a unique ellipse inscribed in T which passes through P and has slope r at P .
(iii) Suppose that y 0 = rx 0 , y 0 − 1 = rx 0 , or y 0 = r(x 0 − 1). Then there is no ellipse inscribed in T which passes through P and has slope r at P .
Preliminary Results
Before proving Theorem 2.2, we establish some preliminary results. Analagous to (1.1), we have 0 < x 0 < 1 0 < y 0 < 1 (2.1)
Differentiating the left hand side of (1.2) with respect to x and solving for dy dx yields (2x − 1)
if −2xtw 2 +2xw 2 +(2x−1)wt−xw+yt = 0. Setting dy dx = r and simplifying gives 4 (rx + y) w 2 t 2 + 2 (1 − 2rx − 2y) w 2 t + 2 (r − 2rx − 2y) wt 2 − 2xw 2 − 2ryt 2 + 2 (rx + y) wt = 0. We now let x = x 0 , y = y 0 , and rewrite each equation as a quadratic in w, which yields the following: Proposition 2.1 Let P = (x 0 , y 0 ) lie in the interior of the unit triangle and let r ∈ ℜ. Then the ellipse, E, with general equation w 2 x 2 + t 2 y 2 − 2wt (2wt − 2w − 2t + 1) xy − 2w 2 tx − 2t 2 wy + t 2 w 2 = 0, passes through P and has slope r at P if and only if the following system of equations holds for some (w, t) ∈ S = (0, 1) × (0, 1):
We shall prove below that if y 0 = rx 0 , y 0 − 1 = rx 0 , and y 0 = r(x 0 − 1), then the unique solution of (2.3) is given by
To eliminate the w 2 term from (2.3), multiply thru by 2rt 2 − 2rt − 1 x 0 + 2t(t−1)y 0 +t in the first equation in (2.3), multiply thru by (x 0 −t) 2 +4t(1−t)x 0 y 0 in the second equation in (2.3), subtract, factor, and simplify to obtain:
where p 1 (t) = −r + 2y 0 − 4y Note that we have shown that if (2.3) holds, then (2.5) holds. It is important now to consider when the linear function of w in (2.5) is identically 0, which happens if and only if the following system of equations holds:
We now prove the following lemma.
Lemma 2.1 (2.6) holds if and only if r = y 0 (2x 0 + y 0 − 1)
Simplifying and factoring the numerator gives
The discriminant of the quadratic in t, (4y exactly one ellipse inscribed in Q which passes thru (x 0 , y 0 )(and is thus tangent to Q at one of its sides). Now, given the hypotheses of Theorem 2.1(i), let L denote the line thru P = (x 0 , y 0 ) with slope r. Then L, along with the three sides of T , form a convex quadrilateral, Q. Of course one would have to prove this, but it should not be difficult. One can then use the theorem above to obtain Theorem 2.1(i). 
Two Points-Boundary
We now assume that P 1 and P 2 lie on ∂ (T ) = boundary of the triangle, T .
Theorem 3.1 Let P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ) be distinct points which lie on different sides of ∂ (T ), and assume that neither P 1 nor P 2 equals one of the vertices of T . Then there is a unique ellipse inscribed in T which is tangent to ∂ (T ) at P 1 and at P 2 .
Proof. By affine invariance, it suffices to prove the above theorem for the unit triangle, T -the triangle with vertices (0, 0), (1, 0), and (0, 1). Denote the sides of T by L 1 = (0, 0) (1, 0), L 2 = (1, 0) (0, 1), and L 3 = (0, 0) (0, 1). Case 1: P 1 ∈ L 1 and P 2 ∈ L 3 . Then P 1 = (t, 0) and P 2 = (0, w) for some 0 < t, w < 1. Let E be the ellipse with equation F (x, t) = w 2 x 2 + t 2 y 2 − 2wt (2tw − 2t + 1 − 2w) xy − 2tw 2 x − 2t 2 wy + t 2 w 2 = 0. By Proposition 1.1(ii), E is tangent to L 1 at P 1 and tangent to L 3 at P 2 . That gives existence. To prove uniqueness: Suppose thatẼ is also an ellipse inscribed in T and tangent to L 1 at P 1 and tangent to L 3 at P 2 . Then by Proposition 1.1(i),Ẽ has equatioñ w 2 x 2 +t 2 y 2 − 2wt 2tw − 2t + 1 − 2w xy − 2tw 2 x − 2t 2w y +t 2w2 = 0 for some (w,t) ∈ (0, 1) × (0, 1). By Proposition 1.1(ii),Ẽ is tangent to L 1 at (t, 0) and tangent to L 3 at (0,w). Since an ellipse cannot be inscribed in T and tangent to a particular side of T at more than one point(we do not prove that here), (t, 0) = (t, 0) and (0,w) = (0, w), which implies thatt = t andw = w and thus E =Ẽ since they have the same equation. Case 2: P 1 ∈ L 1 and P 2 ∈ L 2 . Then P 1 = (t, 0) and P 2 = t(1 − w) t + (1 − 2t)w , w(1 − t) t + (1 − 2t)w for some 0 < t, w < 1. Let E be the ellipse with equation F (x, t) = 0. Then by Proposition 1.1(ii), E is tangent to L 1 at P 1 and tangent to L 2 at P 2 . That gives existence. To prove uniqueness: Suppose thatẼ is also an ellipse inscribed in T and tangent to L 1 at P 1 and tangent to L 2 at P 2 . Arguing as in case 1, we have (t, 0) = (t, 0) and
Step 1: As above, use a non-singular affine map, A(x, y), to mapT to the unit triangle, T . Such a map sends Q to the point, P = (x 0 , y 0 ) lying in the interior of T .
Step 2: If y 0 = rx 0 , y 0 − 1 = rx 0 , and y 0 = r(x 0 − 1), then there is a unique ellipse inscribed in T which passes thru P and has slope r at P . The equation of that ellipse is, as above, given by w 2 x 2 + t 2 y 2 − 2tw (2tw − 2t + 1 − 2w) xy − 2tw 2 x − 2t 2 wy + t The inverse of the map, A, gives a unique ellipse inscribed inT which passes through Q and has slope r at Q. If y 0 = rx 0 , y 0 − 1 = rx 0 , or y 0 = r(x 0 − 1), then there is no ellipse inscribed in T which passes thru P and has slope r at P , and hence no ellipse inscribed inT which passes through Q and has slope r at Q.
• Given a point, Q, in the interior of a triangle,T , find all ellipses inscribed inT which pass through Q and have a vertical tangent line at Q.
As above, use a non-singular affine map, A(x, y), to mapT to the unit triangle, T . Such a map sends Q to the point, P = (x 0 , y 0 ) lying in the interior of T . Then there is a unique ellipse inscribed in T which passes through P and has a vertical tangent line at P . The equation of that ellipse is, as above, given by w 2 x 2 + t 2 y 2 − 2tw (2tw − 2t + 1 − 2w) xy − 2tw 2 x − 2t 2 wy + t 2 w 2 = 0, where w = 1 − x 0 − y 0 1 − x 0 and t = x 0 1 − x 0 − y 0 1 − x 0 (1 + y 0 )
. The inverse of the map, A, gives a unique ellipse inscribed inT which passes through Q and has a vertical tangent line at Q.
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