Native speakers have intuitions about how frequently words occur in their language, but methodological limitations have not previously allowed a detailed description of these intuitions. This study asked native and nonnative speakers to give judgements of frequency for near synonyms in 12 lexical sets and compared those responses to modern corpus word counts. The native speakers were able to discern the core word in the lexical sets either 77% or 85% of the time, depending on whether the core word was the reference against which the other words in the set were judged, with the non-native results at 71% and 79%. The correlation between the native speakers' ratings and corpus data was .530, which calls into question the higher results from previous studies. The non-native correlation was .577. A Hellinger distance procedure demonstrated generally good judgements of absolute frequency on an individual word basis. Contrary to previous findings, the correlation and Hellinger analyses indicate that natives are not homogeneous in their frequency intuitions, with education one apparent differentiating factor. The results suggest that, for lexical sets in which all words were rated, educated non-natives have intuitions of word frequency which are as good or better than natives with less education, while educated natives have better frequency intuitions than their educated non-native counterparts.
I Introduction
People considering the nature of vocabulary have long realized that full mastery of a word requires much more than knowing a word's meaning. Descriptive lists of the various kinds of knowledge necessary to master a word have been drawn up and include knowledge of its form, meaning, grammatical behaviour, collocations, associations, register and frequency (Richards, 1976; Nation, 1990: 31) . These 'word knowledge' lists can facilitate the conceptualization of vocabulary knowledge and act as a framework with which to evaluate vocabulary learning activities and tests (Schmitt, 1995) . However, the word-knowledge framework is now starting to be explored as a rationale for vocabulary research as 390 Word frequency well. It has been used to study the acquisition of English vocabulary by Japanese high school and university students (Schmitt and Meara, 1997) , to track the incremental acquisition of English words by advanced L2 postgraduate students in a British university (Schmitt, 1998) , and to evaluate vocabulary items on the TOEFL test (Schmitt, 1999) .
The word-knowledge approach seems to hold promise, but one obstacle to its development is our lack of understanding about several of the word-knowledge components themselves. This is especially true for intuitions of word frequency. We know that how frequently a word occurs in a language can affect how it is processed mentally. Examples of these effects range from the ubiquitous 'frequency effect' in lexical retrieval experiments (Garnham, 1989) to the impact on fixation time when reading (Rayner and Balota, 1989) . The notion of frequency is also interwoven throughout much of the research on familiarity. (See, for example, Lee and Allen (1979) where the measure of familiarity is directly based on frequency and Schulman (1976) where the familiarity and frequency are contrasted.) As a result, some scholars believe that word frequency is a basic issue which needs to be addressed by theories of lexical processing (Forster, 1989) .
Despite general agreement about the importance of absolute word frequency in lexical processing, it is not at all clear how people's intuitions of these frequencies come into play. They may facilitate vocabulary learning, or they may merely be a by-product of that learning. Unfortunately, the limited state of our knowledge concerning frequency intuitions makes it difficult to formulate principled opinions on such matters. It also makes it difficult to incorporate frequency intuitions as one of the components in vocabulary research motivated by the word-knowledge paradigm.
Our lack of knowledge also makes it difficult to explore the more practical applications of frequency intuitions. Two of these include using frequency intuitions as a measure of bilingualism (Cooper and Greenfield, 1969) and as an alternative to corpus word-frequency counts (Ringeling, 1984) . Another interesting possibility is that frequency estimates might be used to partly assess the richness of an L2 learner's knowledge of a word in vocabulary tests.
All of these research and practical applications require an understanding of what typical intuitions of frequency are like, preferably for both native and non-native speakers. Research into frequency intuitions reached its peak in the 1960s and 1970s, but unfortunately petered out before any truly useful conclusions were reached. In addition, many of the previous frequency-intuition studies suffered from small sample sizes and the limitations of early Norbert Schmitt and Bruce Dunham 391 corpora. The purpose of the present study is to provide an improved description of both native and non-native frequency intuitions which can be used to inform future research in this area.
II Previous studies
1 Findings from previous studies Previous studies have shown that the assumption that native speakers have intuitions about how frequently words occur in language is correct. The usual methodology used in these studies involved correlating an L1 study group's Subjective Frequency Estimates (SFE) with an Objective Frequency (OF) baseline, and using the resulting correlation figure as a measure of the accuracy of the SFEs. To elicit the SFEs, subjects were asked either to put words on a list into rank order according to frequency or to estimate how frequently each individual word is used. The OF figures were usually obtained from the Thorndike and Lorge (1944) or Kuc era and Francis (1967) word-count tabulations. The correlations reported in these studies were generally quite high: .74-.78 (Tryk, 1968) ; .92-.97 (Shapiro, 1969) ; .92-.97 (Carroll, 1971) ; .57 (Richards, 1974) ; .91-.94 (Backman, 1976) ; .67-.89 (Ringeling, 1984) ; and .64-.79 (Arnaud, 1989 , cited in Arnaud, 1990 . Beyond showing that frequency intuitions exist, these high correlations were usually interpreted as indicating that they are relatively accurate as well. However, these correlation figures obviously vary a great deal, and there must be some doubt as to whether all of the cited frequency studies are measuring the same thing. It would be useful to determine where the 'real' correlation figure lies within the wide range cited above because, if it is truly at the upper end of this range (> .90), we may well be able to take up Ringeling's (1984) suggestion to use frequency intuitions in lieu of corpus OF figures.
In addition to exploring the accuracy of SFEs, the studies above also suggested some of their traits. First, two studies suggest that native speakers as a group tend to give similar SFEs. Carroll (1971) found that the SFEs of 15 lexicographers correlated with each other at .99 and 13 college-educated adults with each other at .97, while Shapiro (1969) found no statistically reliable differences between the SFEs of sixth graders (aged 12), ninth graders (aged 15), college sophomores (aged 20), industrial chemists, elementary school teachers and newspaper reporters.
Second, the SFEs seem to be reliable as well. Test-retest correlations after three weeks were .96 and .98 for English native speakers (Tryk, 1968) and .80 for French native speakers after five 392 Word frequency weeks (Arnaud, 1989 , cited in Arnaud, 1990 . In addition, Arnaud found an interesting pattern where students who provided the most accurate SFEs also had the most stable intuitions, as indicated by higher individual test-retest correlations. Third, native speakers are able to judge not only the frequency of words in their own personal situation and context, but also the general frequency of words in society. Instructions to rate personal and public frequency of usage separately resulted in essentially the same SFE/OF correlation figures: .77, .78 (public) and .74, .76 (personal) (Tryk, 1968) ; .74-.85 (public) and .67-.87 (personal) (Ringeling, 1984) .
Fourth, SFEs seem to be more closely related to written discourse than spoken discourse. In a large-scale study, Richards (1974) obtained SFEs from 1000 Canadian university students. They correlated poorly with two oral word counts: Schonell et al. (1956) at .37 and Howes (1966) at .39. The student SFEs correlated much better (.57) with the main written word count (Kuc era & Francis, 1967) used. Despite this, subjects do not seem to be able to differentiate consciously between spoken and written frequency for most words. Shapiro (1969) found that instructions to rate frequency in terms of spoken language produced results no different from instructions to rate in terms of written language. Fifth, there is evidence that native speakers have frequency intuitions for multi-word lexemes as well as single-word lexemes. Swedish university students' SFEs of Swedish 3-word lexemes correlated with OF at .56 (Backman, 1978) .
Much less work has been carried out with non-native speakers. Arnaud (1990) suggests that in the process of developing frequency intuitions directly for L2 words, non-native speakers may utilize their frequency intuitions from the target words' L1 translation equivalents. To show that this could be possible, he compared the frequency rankings of the translation equivalents in French and English. They correlated at .84-.89, which is in harmony with the figure (.84) reported by Kirsner et al. (1984) . Non-native speakers could, therefore, rely on their L1 frequency intuitions alone to achieve reasonable estimates of L2 frequency, although this would probably be more accurate when the two languages were closely related. In his 1984 study, Ringeling studied advanced Dutch speakers of English and found that although their SFE correlations for their private use of English words were lower than those of native speakers (Dutch .61-.78; English .67-.87), their SFEs for public use were quite similar (.75-.90; .74-.89) . This indicates the possibility that advanced non-native speakers are able to develop native-like frequency intuitions.
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2 Shortcomings of previous research Previous methodology required subjects to rate unrelated words which varied enormously in frequency, a rather unnatural task. To form a task which is more valid psycholinguistically, we must ask ourselves how frequency intuitions are used in real language. In cases where several near synonyms from a lexical set could be chosen, there must be some determining factor or factors which affect the eventual choice. Frequency is very likely among these factors, since it has close relationships with the register constraints which also affect lexical choice; e.g. more formal words are usually less frequent than less formal words, words typical of written discourse are typically less frequent than words typical of spoken discourse, and words are archaic simply because they have become so infrequent. Thus rating near synonyms within a lexical set may be a more natural task in frequency experiments, as we often have to choose from among a number of near synonyms in our daily communication. Also, the task may be more natural in that the words in a lexical set are not likely to vary as widely in frequency as some used in other studies, e.g., the and echidna (Shapiro, 1969: 249) .
Other methodological weaknesses in previous studies include the fact that the corpora researchers had available at the time (typically 1-5 million words) were quite small compared to some of today's corpora which include hundreds of millions of words. As a consequence, the objective frequency figures obtained from the older corpora are not likely to be as accurate as those which can be obtained from the immensely larger modern corpora. Additionally, prior studies have tended to use rather small numbers of subjects, which severely limits the confidence one can put in their conclusions.
A final problem is the focus on native speakers. Since the research and practical applications mentioned above focus on the area of second language learning and teaching, it would be useful to have more detailed information on non-native frequency intuitions as well.
In summary, the above research suggests that intuitions of frequency are an important part of lexical knowledge, but it has not given us enough detailed information about these intuitions to facilitate their incorporation into vocabulary acquisition research, or to enable the development of any practical applications. This study will use new elicitation and statistical methodology, larger sample sizes and large modern corpora in an attempt to expand our knowledge of these frequency intuitions.
III The study
1 Development of the elicitation instrument The first step in developing the elicitation instrument was isolating a number of lexical-set candidates which had at least five nearly synonymous words. (No two words are likely to be completely synonymous and interchangeable.) The Longman Language Activator (1993) was used as the source, because it contains lexical sets based around key concepts which have been identified from corpus research. Many of the original 67 sets were eliminated because they contained long multi-word lexemes, words which had two or more major meanings within the same word class (attractive, meaning 'beautiful, desirable'; funny, meaning 'comical, strange'), or words of very different lengths. Webster's New World Thesaurus (1974) was then consulted to find additional words for the remaining 36 sets.
Once a number of candidate lexical sets had been isolated, the next step was to fix objective frequency values to the words in the sets. Two large modern corpora were used for this purpose. These were the British National Corpus (BNC) and the COBUILD Bank of English Corpus, 1 consisting of about 88 million and 211 million words respectively at the time of this study. The two corpora did not always agree, so it was decided to use frequency figures from the newer BNC and confirm them with COBUILD data. No lexical set was used unless both word counts agreed on the rank order of the words in the set. This still left words with quite different frequencies from the two corpora, so sets including words on which the two corpora had the best agreement were preferred. This reduced the number of lexical sets down to 12 (3 noun sets, 3 verb sets and 3 adjective sets).
The final 5 words for each of these sets were chosen with the following desirable criteria in mind. Given the salience of the beginning of words, words were chosen so that subjects could not produce correct word-frequency rankings merely from the frequency of the initial letters. Words of a similar length were preferred. The magnitude of frequency difference between words in a set was kept as uniform as possible, although some sets had relatively small magnitudes and some had relatively large ones. It should be noted that these and the previous criteria were not absolute, as it was necessary to compromise between the various criteria in order to achieve the most unbiased sets.
Each lexical set was fixed to the instrument as in the example Each set had one 'anchor word' which served as a benchmark against which other words in the set were to be rated. Thus, for the above set, if a subject judged disaster to be ten times more frequent than catastrophe, then '10' would be written on the blank. If calamity was considered one third as frequent as catastrophe, then '1/3' or '.33' would go on its blank. If a subject (particularly a nonnative speaker) did not know a word, he or she was instructed to write 'X' on the blank. If the anchor word was unknown, then subjects were to write 'X' on its blank, choose another word to be the anchor word and write '1' on its blank, and continue rating the set. Two examples were given in the instructions to ensure subjects understood the task. The anchor words were balanced among the sets both in terms of frequency of the anchor word and in terms of its position within the set. In order to avoid influencing the subjects' SFEs, no parameters of frequency were given. Since objective word counts are better criteria for SFEs of public, rather than private, usage (Ringeling, 1984) , the subjects were instructed to rate the words on the basis of their general frequency in society as a whole.
A pilot study of 10 native speakers indicated that the anonymous instrument would yield useful information and was an appropriate length. The test was then given to the subjects to complete at home, with the exception of members from Groups 1 and 6 who filled it out in class. In all cases, subjects were under no time constraints.
Subjects
In order to achieve as large and diverse a sample of native speakers as possible, respondents were included from 5 groups of various backgrounds from the city of Nottingham. Likewise, non-native speakers were drawn from a number of groups representing a variety of L1s. Description of the subjects is presented in Table 1 . The English Proficiency rating is an approximation stemming from teachers' impressions of their students' abilities, since it was impossible to obtain objective language-proficiency measures for this diverse a subject group. Overall, the non-native subjects can be considered at least moderately advanced, with most being involved with either English teaching or having taken classes in an Englishmedium environment.
IV Results
1 Recognizing the core word in a set A number of progressively more difficult frequency judgements can be made about the lexical sets used in this study. The most fundamental is the ability to pick out the core word. Almost every lexical set has a word that is the most central or basic in terms or frequency, coverage, and other criteria and can be termed core (for a discussion of core vocabulary, see Carter, 1998: Chapter 2) . Although several factors contribute to the concept of coreness, frequency alone is a very good indicator. Thus, it is sensible to ask how well subjects could discern the most frequent (core) word in a set. It turns out that subjects, both native and non-native, were very good at this task (see Table 2 ). An average of 124 out of 160 native subjects (77%) gave the highest frequency rating to the core word in the various sets. This ability to recognize the core word a high percentage of the time is unsurprising, but the moderately advanced non-native subjects in this study were largely able to do the same. In fact, the non-native subjects did slightly better than the native subjects on the sets essential and flimsy.
There are two sets which do not fit with the others, either for native or non-native speakers; these are glisten and awful. On examination, it was found that these two lexical sets had the core word as the anchor word. There are two possible explanations why this should depress the scores. First, respondents may have been hesitant to rate all of the words in a set as being less frequent than the anchor word. Second, many people are not as comfortable working with fractions as with whole numbers. These explanations would indicate that the low figures are an artefact of the elicitation method. Additionally, the glisten set had several words which were very similar in frequency, which surely made it more difficult to judge. This does not account for the low scores for the awful set, however, as the degree of frequency difference among its words was no greater than for other sets. Carroll (1971) previously concluded that the objective frequency of a word chosen as an anchor does not affect the accuracy of subsequent frequency judgements, but it *Lexical sets are labelled by first word appearing in the set seems safest to conclude from these data that core words should not be used as anchor words in future frequency experiments.
If the suspect figures are discarded, we find that both native and non-native speakers do even better at discerning the core word of a set (Mean: native speakers 135, 85%; non-native speakers 164, 79%). The results suggest that a reasonable benchmark for nativeness for this kind of task can be set at about 85% if the core word is not designated as the anchor word.
2 Ranking the words in a lexical set according to frequency A more complex task involves ranking the words in a lexical set according to frequency. We can reduce the subject responses to ordinal information in order to explore the subjects' ability to rank the target words. The results are presented in Table 3 . In this table, any set in which frequency judgements were not given for one or more words (i.e., non-answers) is excluded from the analysis. A transposition occurs when the subject exchanges the ranks of any two words in a set.
Modelling the Correct responses (completely correct rankings within a set) using a log-linear model for binomial data (see McCullagh and Nelder, 1989) , we can reject the hypothesis that there is no difference between the native and non-natives for this task (Chi-square (1df) = 6.66, p < .01). In general, we find that the native speakers did better than the non-native speakers. An obvious 398 Word frequency exception is the lexical set low-tech where the non-natives did better than the natives. But even though the native speakers outperformed the non-native speakers overall, their figures are still quite low. On average, the native respondents were able to correctly rank the words in the lexical sets only about 10% of the time and with one transposition about 22%. If we accept that a single transposition of ranks within a set is a relatively minor error, then the native speakers were able to rank the words in a set reasonably well about one-third of the time (the category Correct plus one transposition). Clearly, ranking words within a set proved a difficult task, and the level of performance varied greatly among the word sets.
Considering how difficult the native speakers found this task, the non-native speakers did surprisingly well in relative terms. In fact, on four sets (chore, deflate, disclose and low-tech) they did better than the native speakers, if we take the 'Correct plus one transposition' results. In sum, although both native and advanced non-native speakers are able to discern core words relatively well, these results suggest that they can rank the words in a lexical set only with minimal accuracy. Even accepting one transposition as a reasonable performance, native speakers usually achieve less than 50% accuracy. Thus, it does not seem that native intuitions of frequency are robust enough to rank the words in a lexical set reliably.
We may need to interpret these results with some caution, however. The task was to rank the various words in a set relative to the anchor word. The resulting figures were transformed into ordinal data, and so the task was not strictly a ranking one. Although one could argue that the most efficient and internally consistent way to approach this task is by considering the ratings given to other words in the set, subjects could still have completed the task by considering only two words at a time (the anchor and the target word being dealt with). Thus, the possibility exists that a straight ranking task may have produced somewhat different results. Because most previous research has shown that native speakers are at least reasonably accurate at ranking words according to frequency, further research is required to determine whether the discrepancy in findings are due to flaws in the prior research or in this study's method of extrapolating ordinal data from judgements of absolute frequency.
3 Judging the absolute frequency of words a Correlation results: The above sections discuss intuitions of how frequent words are relative to each other, but we can also ask Norbert Schmitt and Bruce Dunham 399 how good intuitions are regarding the absolute frequency of individual words, i.e., exactly how often each occurs in language. Almost all previous studies have used correlations between SFEs and corpus word-count data (OF) to answer this question. As previously mentioned, the correlations ranged very widely -from .57 (Richards, 1974) to .97 (Carroll, 1971 ) -indicating that native speakers did have some idea of the absolute frequency of words, but leaving unclear just how accurate these intuitions are. Correlation figures from this study, which is much larger in scope, may help to clarify this issue.
In our study, the SFEs for absolute frequency were calculated in the following manner. The SFE rating for each word in a set was multiplied by the OF of the anchor word. For example, in the lexical set calamity, the anchor word was catastrophe, which occurred 449 times in the BNC. If a subject rated tragedy as 3 times more frequent than catastrophe, then tragedy would be given a rating of 1347. The SFEs of all the native speakers for all of the words involved in the study were pooled and then correlated to the OF data from the BNC, resulting in a figure of .530. 2 The same procedure for the non-native speakers yielded .577. This surprisingly suggests that the non-natives were superior; however, the picture becomes clearer if we look at individual and subgroup performance. The correlations for individuals within each subgroup were calculated. Table 4 illustrates the mean, median, minimum and maximum individual correlations.
Although Carroll (1971) and Shapiro (1969) found that all of their native-speaking subjects performed similarly, that is clearly not the case here. Using the Kruskal-Wallis test, we find very strong evidence that there are differences in the median correlations among the native-speaking groups (p < .001). Further, there are differences between the variances within the groups, there being the most variation within Group 3 and the least within Group 5. These results, which have the benefits of a much larger subject population and more accurate objective data than previous studies, indicates that all native speakers should not be considered as a homogenous group when it comes to frequency intuitions. On the other hand, the non-native speakers showed greater homogeneity with regard to their correlation coefficients. Although the Kruskal-Wallis test 400 Word frequency 2 Because the frequency of words can vary by many degrees of magnitude, researchers have traditionally converted them to a loglinear scale in order to compress the extent of the frequencies into a more useable range. The best known formula for doing this is the Standard Frequency Index (Carroll, 1970) : SFI = 10((log 10 (proportion of word in corpus)) + 10).
Both the SFE and OF figures in this procedure were put through this transformation.
shows some evidence of differences between the non-nativespeaking groups (p < .05), if Group 11 is excluded, the hypothesis for homogeneity is acceptable (p < =.18). Given the small population size (14) of Group 11 it is probably unwise to speculate why the Czech group were apparently more accurate in their frequency ratings.
It is interesting to try to explain why the native groups perform differently. The ordering across the five groups is not due to age or gender. It is true that the elderly respondents did relatively poorly, but this may well be because the frequencies of certain words have changed over the years. Words like chore and errand may have been more current at a time when the elderly respondents were more active in life. However, it seems the most plausible explanation is that education is a factor in better performance on this frequency task. Although the present study was not explicitly designed to test for this factor, the education profile of the groups is highly suggestive. Almost all of the members of Groups 4 and 5 had some form of postgraduate education. Group 1 consisted of students involved in secondary education. Conversely, Groups 2 and 3 had a lower average level of education, with only 23% (Group 2) and 13% (Group 3) reporting any kind of tertiary education and a large number reporting no secondary-education qualifications at all. This lower level of education could be expected, since a much lower percentage of students went on to secondary education or university in England when these subjects were young. If we compare the educationally-active groups (Groups 1, 4 and 5) with the others (Groups 2 and 3) , we find a difference which is highly significant (Kruskal-Wallis, p < .001). The upshot is an apparent Norbert Schmitt and Bruce Dunham 401 correspondence of average group education with performance on this frequency judging task.
Since we have found that native speakers should not be considered as a homogeneous group (see next section for further evidence of this), it makes sense to compare the non-native speakers (who are all involved in education) with the native speakers who are closest in kind, namely Groups 4 and 5. Making this comparison, then, the correlations are similar between natives and non-natives. This is again suggestive of the importance of education, although it is still surprising that advanced non-natives would have more accurate SFEs than lesser educated native speakers. One explanation is that this task requires numeracy skills which are integral to much academic study.
As education seems to be a factor in the results, it seems that using academically-inclined native speakers makes the most sense when developing a baseline of native ability for use with educated non-native students. The results from the correlation analysis indicate that even with this higher baseline standard, the type of advanced non-native speakers participating in this study have reached a stage where their frequency intuitions are generally native-like for the words which they know. Of course the non-native respondents in this study generally did not know and rate as many of the rarer target words as the natives, which probably had the effect of improving their performance in comparison to the natives. The results of this and the following section must be interpreted with this in mind.
One advantage of calculating individual correlations is that the results are more directly comparable to earlier studies, such as Carroll (1971) , which report much higher correlations. There are a number of possible reasons for the discrepancy. First, previous studies used small subject populations. Second, previous studies used words which varied very widely in frequency. For example, Carroll (1971) and Shapiro (1969) used the, which is the most frequent word in English, occurring about 69 000 times per million words. They also used very rare words like echidna, which occur only about once per 4.5 million words. With such a range, there are words which obviously fit at the more frequent end of the frequency scale, while others are obviously very rare. Simply by placing these words at the correct end of the frequency scale, reasonable correlations are achieved, even if words in close proximity to each other are not accurately judged. This study does not contain such an extreme range of frequency, with the most frequent word being problem (563 per million words) and the most infrequent being lowtech (1 per 4 million words). Importantly, the range in any single lexical set would be much less than this. In a sense, we are asking subjects to make more subtle frequency judgements about sets of words which are relatively close in frequency. Natural-language use does not require judgements of unrelated words which vary wildly in frequency, rather of words which are related by meaning and so are likely to be at least somewhat similar in frequency. Thus, the lower correlations in this study may well be more representative of intuitions in natural-language use than the previously reported higher ones.
b Hellinger Distance Modelling: Correlation procedures have several weaknesses and can be perturbed by a number of factors. As mentioned above, the range of frequency of the words used in studies can affect the correlation figures. Likewise, a few subjects behaving quite differently from the rest of the group (outliers) can affect correlations to a greater degree than would be indicated by their numbers. Some procedures of correlation depend on an assumption of normality which is often not strictly valid. In addition, a correlation coefficient would not be an appropriate measure of a subject's performance on a small lexical set. These weaknesses, together with the wide range of correlation figures reported for frequency intuitions, suggest that one should look for another analytical approach to compare the objective and subjective frequency data.
One such approach is to convert the estimates of relative frequencies into assessments of relative probabilities, which has the advantage of allowing better descriptions of individual words and sets than correlational procedures. We can consider SFE responses as probability statements which estimate the 'true' probability of the OF for each word in a lexical set of five. This is analogous to saying 'there is an urn containing balls, each ball having one of five different words written on it. Given the proportion of one kind of ball, estimate the relative proportions of each of the other balls.' That is, we wish to compare the estimated probabilities with the actual probabilities. Hellinger Distance Modelling allows us to do this (see Appendix 2 for the technical details). Hellinger distances have a range from 0 to 2, with 0 indicating exact correspondence and 2 indicating the maximum possible discrepancy; thus, a low value indicates a good performance and a high value a relatively poorer effort. Hellinger distances were calculated for each subject, for each set of words, and the results plotted for the native and nonnative speakers separately (Figures 1 and 2) .
Since scores closest to zero indicate the least disparity between the subjective and objective scores, we can see that in general, both native and non-native respondents performed comparably. Given that zero constitutes perfect frequency assessment, the skewness towards zero in Figures 1 and 2 suggest a reasonable proportion of accurate performances. The mean Hellinger distance for the native speakers is .229. Unfortunately, there is so much variation in performance when judging the different sets, that it would be unwise to use this mean as any form of benchmark. In addition, this mean is based on all five native-speaking groups combined, which has already been shown to be suspect. Comparison of the Hellinger means (see Table 5 ) for all native speakers (L1: All) versus academic native speakers (L1: Groups 4 & 5) shows clear differences, providing further evidence of the lack of homogeneity among native speakers. Using a logarithmic transformation of the raw Hellinger distances for each word set allows the use of t-tests for testing the equality of means between L1 and L2 groups, and F tests for the equality of variances (see Appendix 2 for more details). The results for the tests for equality of means are given in Table 5 .
The means for the non-native speakers' performances are not significantly different from those of the combined natives except for lexical sets calamity, appliance and chore. In two of these sets, the non-native speakers have lower means, which correspond to better performance. However, when we compare like with like, and compare the academic L1 subjects in Groups 4 and 5 with the academic L2 subjects, then the native speakers perform better. They clearly outperform the non-natives in half of the sets (calamity, annihilate, glisten, deflate, essential and flimsy), and in four of the others (emblem, disclose, awful and low-tech) there is suggestion of superior performances, although this is not quite statistically significant. Although we must be careful in combining multiple ttests, we note that in only two groups (appliance and chore) are the means similar or marginally lower for the non-natives. The results from the Hellinger distance method of analysis suggest that educated non-natives have intuitions of word frequency which are as good or better than natives with less education. However, educated natives have better frequency intuitions than their educated non-native counterparts.
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It must be stressed that the analysis only included sets in which all words were rated, and Table 5 makes it obvious that the nonnatives failed to complete a large number of sets. One must assume that the non-natives skipped difficult items they did not know, which would cause their results to be artificially high in comparison to the native speakers, who had very few omissions. This would suggest that the non-native speakers may not be as proficient in frequency judgements as their native-speaking counterparts (controlling for education). In sum, where non-native subjects knew and rated all five words in a set, it seems that the above results obtain. However, since all but the most advanced non-natives are unlikely to know as many words as a native speaker, their overall level of frequency intuition cannot be considered as developed.
An interesting question is why certain word sets are so poorly judged compared to others. One would expect that sets which contain words relatively close in frequency would be harder to rank order, but this was not borne out. The fact that the set glisten had three words of very similar frequency surely contributed the subjects' poor performances in judging it, but this explanation does not extend across all sets. The percentage difference of the closest two words in each set did not correlate significantly with ranking performance, either for natives or non-natives (Spearman, all p > .05). However, a consistent pattern of overestimation was discovered on examination of the more poorly performed sets, particularly chore and awful. For example, 94% of the native speakers overestimated the frequency of the word chore, 79% of them by more than a factor of 10. The figures for the other words in these two sets are similar: duty 69% (overestimated), 29% (overestimated by more than a factor of 10); errand 98%, 85%; job 91%, 58%; awful 98%, 57%; dreadful 92%, 44%; ghastly 86%, 50%; and terrible 94%, 44%. The non-native respondents had analogous results. All of these words were overestimated with respect to the anchor words task and bad respectively. This seems to indicate that the frequency of these anchor words were underestimated, causing all of the other words in the set to be rated poorly. In comparison, the words of sets with more typical performance (such as calamity and appliance) showed no evidence of systematic overestimation.
V Conclusions
This study attempted to arrive at clear statements about native and non-native intuitions of frequency which would facilitate the use of frequency in future vocabulary research and application. The hoped-for clarity proved elusive, but some useful guidance did come out of the analysis. When considering a number of synonyms in a lexical set (presumably a lifelike task), intuitions of the frequencies of the various words can be taken into account. Native speakers are able to discern the core word in a set about 85% of the time (as long as it is not designated as the anchor word), although when their judgements of absolute frequency were turned into ordinal data, the resulting rankings were generally inaccurate. The mean correlations between SFEs and OFs ranged from .499 to .645 for native speakers and from .583 to .699 for non-native speakers, most closely agreeing with Richards' (1974) figure of .57, and casting some doubt on the higher figures reported in other studies. Overall, the advanced non-native subjects used in this study achieved very similar performance to that of the native-speaking subjects for the sets which were completed. To the extent that these results are generalizable, it seems that learners of English, who have reached the same level of language proficiency as the non-native-speaking subjects in this study, are able to choose the core word and rate the absolute frequencies of words in a way similar to native speakers, assuming they know all the words to be rated.
In general, it is extremely difficult to tap into intuitions of any kind, and this inevitably caused problems in this study. Until we have a procedure which can adequately handle non-responses, it will be difficult to come to any firm conclusions about non-native intuitions of frequency, because non-native speakers will always be unlikely to know as many rare words as native speakers; this makes comparisons difficult. It is hoped, however, that the results from this study will aid future vocabulary research and provide the basis for Norbert Schmitt and Bruce Dunham 407 a renewed discussion into the practical applications of frequency intuitions. 2÷(2+.05+1+40+10) = .03770. These proportions can be inserted into the Hellinger distance formula to obtain a single distance score as follows: H(P, Q) = (√.023 -√.037) 2 + (√.004 -√.0009) 2 + . . . (√.337 -√.188) 2 = .00169 + .00152 + .02162 + .01542 + .02144 = .06169
It should be noted that any set of words including at least one missing value was omitted from the Hellinger distance data in this study. Of course, it would have been possible to calculate the score for groups where words were missing, but comparing the distances from four (or fewer) point distributions with the other five point ones would be questionable. In order to better facilitate inferential procedures for the samples under study, we took natural logarithms of the raw Hellinger distances for each word set, and for native and non-native speakers separately. In most cases this led to a reasonable 'bell-shaped' normal-like profile, although in some cases there was evidence of mild skewedness in both the native and non-native distributions. (This was due to very different profiles for the responses to the different word sets, not just in mean and variances (the first two moments) but also in shape. In some cases, extreme departures from normality occurred, including bi-modality.) This allowed the use of a standard t-test for testing the equality of means between L1 and L2 groups, except in cases of unequal variance, in which case Welch's modified two-sample t-test was appropriate. These tests are known to be reasonably robust to modest departures from normality, at least with respect to size. Thus, although the figures in Table 5 are raw Hellinger distances, the t-tests were based on their logarithms. 
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