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Abstract
Following the technique of [1], we show that strictly static and strictly
stationary solutions of the Einstein-Maxwell equations are analytic in har-
monic coordinates. This holds whether or not the Maxwell field inherits
the symmetry.
1 Introduction
In a classic paper from thirty seven years ago, [1], Mu¨ller zum Hagen showed
that static solutions of the Einstein vacuum equations are analytic in suitable (in
fact harmonic) coordinates, at least where the staticity Killing vector is time-
like (which we shall call strictly static). He commented, without going into
details, that the same should be true for the Einstein equations with sources,
given restrictions on the kinds of source. In a second article, [2], he showed that
stationary solutions of the Einstein vacuum equations are also analytic in suit-
able coordinates, where the Killing vector is time-like (say strictly stationary ;
in this article we shall only consider strictly static or strictly stationary solu-
tions). It has been part of the folklore of General Relativity, though doesn’t
seem to have been published explicitly, that the Einstein-Maxwell equations
with a Maxwell field inheriting the symmetry have this property. (Recall that
the Maxwell field inherits the symmetry if LKF = 0 where K is the Killing
vector generating the symmetry and F is the electromagnetic field tensor). In
this note, we shall show that this is true, and that it is also true if the Maxwell
field does not inherit the symmetry (i.e. when LKF 6= 0).
One would like to know whether the analyticity extends up to or even across
any horizons, as this would assist black-hole classification theorems. Known
static or stationary black-hole solutions all are analytic across the horizon but,
aside from [3] for static vacuum solutions with non-degenerate horizons, one
does not have any direct proofs that this must be so.
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The basic technique in this article is to follow [1] and use the following
theorem of Morrey [4]:
Theorem 1.1 (Morrey) Given a system of second-order equations
ΦA(xa, uB , uB,a, u
B
,ab) = 0
in an unknown uA for A = 1, 2, . . . , N , where ΦA is analytic in all arguments
and the system is elliptic in a domain D, then any C2+µ solution in D is in
fact analytic.
Recall that the system is elliptic if the symbol is non-degenerate, that is to say,
define
L AB (x
a, pa) =
∑
a,b
papb
∂
∂uBab
ΦA(xa, uB , uBa, u
B
ab)
and then we require
det L AB (x
a, pa) 6= 0,
for all xa in D and all nonzero pa.
The method of proof will be just as in [1], that is we shall cast the Einstein
equations into a form in which Theorem 1.1 can be applied. For strictly static,
inheriting Einstein-Maxwell this is straightforward, but for the non-inheriting
case there is a small complication. One of the Maxwell equations is first-order
and so does not fit into the pattern considered by Theorem 1.1. Consequently,
we raise the order and obtain a system to which Theorem 1.1 does apply, and
then recover the first-order equation via the Bianchi identities. In the strictly
stationary case, we first assume that a in equation (9) below is constant - an
example shows that this extra assumption is necessary - then we raise the order
and obtain a system to which Theorem 1.1 does apply. This time we don’t
seem able to recover the first-order Maxwell equation but still we can argue as
follows: any solution of the system including the first-order Maxwell equation
satisfies the system with the order raised and therefore is analytic.
The plan of the article is as follows. Material on the static case is in section
2 and on the stationary case is in section 3. In sub-section 2.1, we review
the static Einstein equations with a general stress-tensor. In sub-section 2.2,
we review some fairly standard theory of the static inheriting Einstein-Maxwell
equations as it may be found for example in [5], and note that the equations are
already in a form to which Theorem 1.1 can be applied. Thus these solutions
are analytic. Then in sub-section 2.3, and drawing on [6], we recall the theory
of non-inheriting Einstein-Maxwell equations and see how the argument above,
first raising the order and then recovering the first-order equation, goes through.
The corresponding programme is carried through for stationary solutions in
section 3.
2 The strictly static case
2.1 The Einstein equations
In [1], Mu¨ller zum Hagen first shows that comoving coordinates can be intro-
duced:
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Theorem 2.1 (Mu¨ller zum Hagen) If a static space-time M is C5, with the
Killing vector K being C4, and the metric C3, then there is a C4 atlas with
g = F (xk)dt2 − hij(x
k)dxidxj
with F and hij both C
3.
We shall write a, b, . . . for space-time indices and i, j, k, . . . for spatial indices.
In the standard way (see e.g. [5]), for a convenient form of Einstein’s equa-
tions, we set F = e2U , which is why we insist on strict staticity, and introduce
the rescaled metric:
h˜ij = e
2Uhij .
The (three-dimensional) Ricci tensor transforms as
R˜ij = Rij −DiDjU + U,iU,j − hij(∆U + |DU |
2),
where Di is the Levi-Civita derivative for the metric hij and ∆ = h
ijDiDj is
its Laplacian. The Einstein field equations can be written in terms of hij as the
system
Rij = DiDjU + U,iU,j + P
a
i P
b
j (Tab −
1
2
Tgab)
∆U + |DU |2 = e−2UKaKb(Tab −
1
2
Tgab),
where P ai = g
a
i is the projection into surfaces of constant t and K
a is the Killing
vector. Then, in terms of the rescaled metric h˜ij the Einstein equations become
R˜ij = 2U,iU,j + (P
a
i P
b
j − h˜ije
−4UKaKb)(Tab −
1
2
Tgab) (1)
∆˜U = e−4UKaKb(Tab −
1
2
Tgab), (2)
where ∆˜ is the Laplacian for h˜ij .
Still following [1], we introduce harmonic coordinates x˜i
′
, i = 1, 2, 3 for h˜ij
satisfying:
h˜−1/2(h˜1/2h˜mnx
i′
,m),n = 0
where h˜ = det(h˜ij), then (dropping primes)
R˜ij =
1
2
h˜mnh˜ij,mn + Q˜ij, (3)
where Q˜ij does not contain second derivatives of h˜ij .
The vacuum Einstein equations can be obtained from (1)-(2) by dropping
all terms in Tab. In harmonic coordinates, with the aid of (3), it is easy to
check that they are in the form suitable for application of Theorem 1.1 and so,
following [1], we conclude that strictly static solutions of the vacuum equations
are analytic in these coordinates, which by their definition are only available
away from any horizons (where F = 0). We seek next to carry through the
corresponding calculation for the Einstein-Maxwell equations.
3
2.2 Inheriting Einstein-Maxwell
In this section, we review some standard and fairly familiar material on the
inheriting Einstein-Maxwell equations. This is in order to extend the result
of the previous section to this case, but also to prepare the way for the non-
inheriting case in the next section.
Given a Maxwell field Fab which inherits the symmetry, we introduce the
electric and magnetic fields in the usual way as
Ea = FabK
b , Ba = ⋆FabK
b. (4)
(though some authors including [6] may put a factor e−U on the right in these
definitions). Inheritance of the symmetry is expressed as
LKEa = 0, LKBa = 0,
and, as is very familiar, implies that Ea and Ba are both closed. However, for
a static Killing vector, one may without loss of generality set Ba = 0 (since
staticity implies that the Poynting vector vanishes, so that Ea and Ba are
proportional; the Maxwell equations then force the function of proportionality
to be a constant and then a duality rotation sets Ba to zero).
In a simply-connected region, closedness of Ea implies that there exists a
potential φ with Ea = φ,a. The Maxwell tensor is
Fab = 2e
−2UE[aKb],
and, since Ka is a static Killing vector we also have
∇aKb = 2U[,aKb].
The remaining Maxwell equation is now
∇aE
a = 2EaU,a,
or
∇a(e
−2UEa) = 0.
In terms of φ this is
∇a(e−2Uφ,a) = 0. (5)
The energy-momentum tensor is
Tab = 2FacF
c
b +
1
2
FcdF
cdgab
= −2e−2UEaEb + 2e
−4U |E|2KaKb − gabe
−2U |E|2,
where |E|2 = −gabEaEb which is positive with our conventions. Substitute into
(1) and (2) to find
R˜ij = 2U,iU,j − 2e
−2Uφ,iφ,j (6)
∆˜U = e−2U h˜ijφ,iφ,j (7)
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and the Maxwell equation (5) becomes
∆˜φ = 2h˜ijU,iφ,j. (8)
The strictly static, inheriting Einstein-Maxwell equations have been reduced to
the system (6)-(8). These equations are quite familiar and may be found for
example on p285 of [5]. In harmonic coordinates, the equations are second-order
elliptic and then by Theorem 1.1 their solutions are analytic.
2.3 Non-inheriting Einstein-Maxwell
In this section, we shall follow the derivations in [6] but with a slightly different
definition of Ea, Ba and Wa from that reference. If the static symmetry is not
inherited, then, as shown in [6], without loss of generality, the Maxwell tensor
satisfies
LKFab = −a ⋆ Fab, (9)
for real, non-zero constant a. With Ea and Ba defined as before, this gives
LKEa = −aBa ; LKBa = aEa.
We may therefore introduce Wa by
Ea =Wa sin(at) ; Ba = −Wa cos(at),
to find
LKWa = 0.
The Maxwell equations become
∇b(e−2UWb) = 0 (10)
ǫab cdK
d∇aWb = −aWc, (11)
and, in terms of Wa, the energy-momentum tensor is
Tab = −2e
−2UWaWb + 2e
−4U |W |2KaKb − e
−2U |W |2gab. (12)
From (1) and (2), with (10), (11) and (12), we obtain the system
R˜ij = 2UiUj − 2e
−2UWiWj (13)
∆˜U = e−2U h˜ijWiWj (14)
ǫ˜ jki D˜jWk = ae
−2UWi. (15)
When we rescale, we assume that Wi does not change; thus we must be careful
to distinguish hijWj from h˜
ijWj . For the rest of this section, indices are raised
and lowered only with h˜.
The problem with the system just obtained is that equation (15) for Wi is
first-order, so that Theorem 1.1 does not immediately apply. To deal with this,
we decompose Wi into closed and co-closed parts:
Wi = φ,i + ψi, (16)
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where D˜iψ
i = 0. Then from the divergence of (15),
∆˜φ = 2h˜ijU,i(φ,j + ψj), (17)
which is a suitable, second-order elliptic equation for φ. The rest of (15) can
be written
e2U ǫ˜ jki D˜jψk = a(φ,i + ψi). (18)
Apply e2U ǫ˜ mik D˜m to (18) and simplify to obtain
∆˜ψk = (D˜kD˜m−D˜mD˜k)ψ
m+2U,mD˜kψ
m−2h˜mnU,mD˜nψk+a
2(φ,k+ψk), (19)
where indices are raised and lowered with h˜. The first term on the right sim-
plifies with the Ricci identity
(D˜kD˜m − D˜mD˜k)ψ
m = −R˜kmψ
m,
and now we have a system consisting of (13), (14), (17) and (19) to which The-
orem 1.1 can be applied. This system will have analytic solutions in harmonic
coordinates, which is sufficient for our purposes: non-inheriting, strictly static
Einstein-Maxwell solutions necessarily satisfy the system including (19) and so
are analytic.
It is worth noting that we can in fact recover the first-order equation (15)
for Wi. To accomplish this, introduce the notation:
L ji := e
2U ǫ˜ mji D˜m,
so that (18) and (19) are respectively
L ji ψj = a(φ,i + ψj)
L ik L
j
i ψj = a
2(φ,i + ψj). (20)
Now introduce χj by
χj = L
k
j Wk − aWj ,
so that (15) is just χj = 0. From (20) we have
L ji χj + aχi = 0 (21)
so that either χj = 0, which is (15), or χi is a non-zero solution of (21), which
is just (15) with the sign switched on a. Now return to the system (13)-(14)
and calculate the contracted Bianchi identity. This turns out to be
D˜i(R˜ij −
1
2
R˜h˜ij) = 2e
−4U ǫ˜ ikj Wiχk, (22)
where we have used
D˜iW
i − 2U,iW
i = 0,
which is permissible since, given (16) this is just (17) which is part of the system
already solved.
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Given the (analytic) solution of the system, the left-hand-side of (22) must
vanish. Therefore so must the right-hand-side and either χj = 0, in which case
(15) is satisfied, or χi is proportional to Wi, say χi = fWi for some function f .
In this second case we obtain
0 = L ji χj + aχi
= L ji (fWj) + afWi
= f(χi + aWi) + afWi +WjL
j
i f
= f(f + 2a)Wi +WjL
j
i f,
using (21) and the definition of χi. Now contract withW
i and use the definition
of L ji to find
f(f + 2a)W iWi = 0.
If Wi isn’t zero then f = −2a (since by assumption for this part neither χi nor
f is zero) but now
χi := L
k
j Wk − aWj = −2aWi,
so that
L kj Wk + aWj = 0,
and we recover (15) but with the sign switched on a. Since a enters the second-
order system we are solving (specifically (19)) only through its square, we should
expect to have this ambiguity in the first-order equation (15).
3 The stationary case
We now follow the corresponding chain of arguments to see that, in the strictly
stationary case too, first vacuum, then inheriting Einstein-Maxwell, and then
non-inheriting Einstein Maxwell solutions, subject to an extra assumption, are
analytic in harmonic coordinates.
3.1 The Einstein equations
We begin with the result from [2] on comoving coordinates in stationary space-
times corresponding to theorem 2.1:
Theorem 3.1 (Mu¨ller zum Hagen) If a stationary space-time M is C5, with
the Killing vector K being C4, and the metric C3, then there is a C4 atlas with
g = F (dt+Aidx
i)2 − hijdx
idxj
with F , Ai and hij all C
3.
As before, to simplify the Einstein equations we put F = e2U and h˜ij = e
2Uhij ,
and introduce
ωi = e
U ǫ jki ∂jAk. (23)
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Our definition of ω differs slightly from the definition in [5]: if the definition
there is ωESi then ωi = e
−2UωESi . Note that
Diω
i − ωiUi = 0. (24)
There is more choice in the coordinate t in the stationary case than in the
static case. To reduce it, and following [2], we impose the condition that t be a
harmonic coordinate, and then
gab∇a∇bt = e
−UDi(e
UhijAj) = 0. (25)
The Einstein field equations become
Rij = DiDjU + UiUj +
1
2
(ωiωj − hijωkω
k)
+P ai P
b
j (Tab −
1
2
Tgab)
∆U + |DU |2 +
1
2
hijωiωj = e
−2UKaKb(Tab −
1
2
Tgab)
ǫ jki Dj(e
2Uωk) = 2e
3UP ai K
b(Tab −
1
2
Tgab)
These can be checked against the form of the equations given in [5], taking
account of the different conventions there.
For stationary vacuum solutions, we set the stress-tensor terms to zero and
write the equations in terms of the rescaled metric h˜ij to find
R˜ij = 2U,iU,j +
1
2
ωiωj (26)
∆˜U = −
1
2
h˜ijωiωj (27)
ǫ˜ jki (D˜jωk + 2U,jωk) = 0 (28)
(here ωi and in the next set of equations Ai are both assumed not to change
under rescaling) while (23), (24) and (25) become
ωi = e
2U ǫ˜ jki ∂jAk (29)
h˜ijD˜i(e
−2Uωj) = 0 (30)
D˜i(h˜
ijAj) = 0. (31)
In harmonic coordinates, the system consisting of (26) and (27) is in a suitable
form to apply Theorem 1.1 but (28) isn’t. We write it instead as an equation
on Ai using (29) to find
h˜ij(D˜iD˜jAk + 4Ui(D˜jAk − D˜kAj)− (D˜iD˜k − D˜kD˜i)Aj) = 0,
when, with the aid of the Ricci identity, it takes the right form to apply The-
orem 1.1. Now, following [2], we conclude that strictly stationary vacuum
solutions are analytic in harmonic coordinates.
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3.2 Inheriting Einstein-Maxwell
For inheriting Einstein-Maxwell, we introduce the electric and magnetic fields
as in (4) and then both are closed, so that
Ea = FabK
b = ∇aα, Ba = ⋆FabK
b = ∇aβ,
for two scalar potentials α and β. In rescaled variables, the Einstein-Maxwell
equations become
R˜ij = 2U,iU,j +
1
2
ωiωj − 2e
−2U (α,iα,j + β,iβ,j)
∆˜U =
1
2
h˜ij(2e−2U (α,iα,j + β,iβ,j)− ωiωj)
ǫ˜ jki (D˜jωk + 2U,jωk) = −4e
−2U ǫ˜ jki α,jβ,k
∆˜α = h˜ij(2U,iα,j + ωiβ,j)
∆˜β = h˜ij(2U,iβ,j − ωiα,j),
together with (29)-(31).
As for vacuum, we eliminate ωi in favour of Ai, then in harmonic coordinates
the system is elliptic, Theorem 1.1 applies and solutions are analytic.
3.3 Noninheriting Einstein-Maxwell
In the stationary but non-static, non-inheriting case, we still have (9) but it is
now an extra assumption that a be constant. (For this, see the discussion in [6]:
it is possible to have a non-constant a with a null Maxwell field; there are pp-
wave examples which are stationary, non-static and non-analytic in harmonic
coordinates, for example the metric
g = 2du(dv +A2ζζdu)− 2dζdζ,
with Maxwell field F = Aeif(u)du ∧ dζ + c.c. for real constant A and non-
constant but non-analytic f(u); the stationarity Killing vector is K = ∂/∂u
and LKF = f
′ ⋆ F so that a = −f ′).
We shall therefore assume that a is constant. We introduce Ea and Ba as
before, though these are not now closed. We find
Ea + iBa = ζae
iat,
where ζa, the counterpart of Wa in section 2.3, is complex and LKζa = 0. We
may decompose ζa into real and imaginary parts as
ζa = ξa + iηa.
There is a residual ‘gauge freedom’ under change of choice of time-coordinate:
t′ = t+ f(xi), ζ ′a = e
−iaf ζa, A
′
a = Aa − f,a.
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The Maxwell equations split into divergence equations which can be written in
the form
Diζ
i − (U,i − iωi + iaAi)ζ
i = 0,
and curl equations:
ǫ jki (Djζk − iaAjζk) = ae
−Uζi.
In the rescaled variables, these are:
D˜i(h˜
ijζj)− h˜
ij(2U,i − iωi + iaAi)ζj = 0 (32)
and
ǫ˜ jki (D˜jζk − iaAjζk) = ae
−2U ζi. (33)
where ζi is assumed not to change under rescaling. It is straightforward to
check that the divergence equations follow from the curl equations, and that
both sets retain the residual gauge invariance. The field equations are the
Einstein equations in the rescaled variables:
R˜ij = 2U,iU,j +
1
2
ωiωj − 2e
−2U (ξiξj + ηiηj) (34)
∆˜U =
1
2
h˜ij(2e−2U (ξiξj + ηiηj)− ωiωj) (35)
ǫ˜ jki (D˜jωk + 2U,jωk) = −4e
−2U ξjηk (36)
together with the Maxwell equations. We need to raise the order of the first-
order Maxwell equations, (32) and (33), as before, so decompose ζi into closed
and co-closed pieces:
ζi = ν,i + Zi
for D˜-co-closed Zi: D˜iZ
i = 0. By imposing the divergence equations (32), we
obtain the following elliptic equation for ν:
∆˜ν = h˜ij(2U,i + i(aAi − ωi))(ν,j + Zj). (37)
We shall raise the order on the curl equations (33). Set
Λi = e
2U ǫ˜ jki (D˜jζk − iaAjζk), (38)
then for the new second-order equation, we impose
e2U ǫ˜ jki (D˜jΛk − iaAjΛk) = a
2ζi. (39)
which is a second-order equation for Zi, in which the highest-order derivative
terms are
e4U (h˜jm(D˜jD˜i − D˜iD˜j)Zm − h˜
jlD˜jD˜lZm).
Here, as in (19), the Ricci identity allows the first part to be expressed without
derivatives, while the second part is in the right form for Theorem 1.1.
Note that (39) preserves the gauge-invariance and, if (33), holds then Λi =
aζi and so (39) holds. Thus any solution of the system (32)-(36) also satisfies
the system (34)-(37) together with (39). This latter system, with ωi eliminated
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in favour of Ai, is second-order elliptic and so Theorem 1.1 can be applied.
We conclude that strictly stationary, non-inheriting solutions of the Einstein-
Maxwell equations with constant a are analytic in harmonic coordinates.
It doesn’t seem so straightforward in the stationary case as in the static to
recover the first-order equation (33) (note that the ambiguity in the sign of a
which was a feature of recovering the first-order equation in the static case, is
not present in the stationary case since, for example, (37)-(39) all contain a to
the first power). This difficulty seems to be connected to the fact that there
are six real equations in (33) but one obtains only three real equations from the
contracted Bianchi identity.
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