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Resumo
Nesta tese estudamos problemas relacionados com a ordenação de sufixos e a construção
de estruturas de dados que desempenham um papel fundamental em indexação de textos e
compressão de dados. Esta tese contribui com novos algoritmos para a construção do vetor
de sufixos, da transformada de Burrows-Wheeler (BWT) e do vetor de prefixo comum
mais longo (LCP). Esta tese é organizada como uma coletânea de artigos publicados
em periódicos peer-reviewed. Nossa primeira contribuição é um algoritmo in-place que
calcula a BWT e o vetor LCP simultaneamente em tempo quadrático. Nossa segunda
contribuição é um algoritmo de ordenação de sufixos que constrói o vetor de sufixos e o
vetor LCP em tempo e espaço ótimos para cadeias de alfabetos de tamanho constante.
Nossa terceira contribuição é um conjunto de algoritmos para a construção do vetor de
sufixos aumentado com o vetor LCP e com o vetor de documentos para coleções de cadeias.
As soluções apresentadas nesta tese contribuem com melhorias teóricas e avanços práticos
na construção de importantes estruturas de dados para processamento de cadeias.
Abstract
In this thesis we study problems related to suffix sorting and to the construction of data
structures that play a fundamental role in text indexing and data compression. This the-
sis contributes with new algorithms for the suffix array, the Burrows-Wheeler transform
(BWT) and the longest common prefix (LCP) array construction. This thesis is orga-
nized as a collection of articles published in peer-reviewed journals. Our first contribution
is an in-place algorithm that computes the BWT and the LCP array simultaneously in
quadratic time. Our second contribution is a suffix sorting algorithm that constructs the
suffix array together with the LCP array in optimal time and space for strings from con-
stant size alphabets. Our third contribution is a set of algorithms to build the suffix array
augmented with the LCP array and with the document array for string collections. The
solutions presented in this thesis contribute with theoretical improvements and practical
advances in building important data structures for string processing.
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Chapter 1
Introduction
1.1 Motivation
Strings are prevalent in Computer Science and algorithms for their efficient processing
are fundamental in various applications, including information retrieval, web search and
biological sequence analysis [83]. A full-text index is a data structure built over a string
that allows solving a myriad of string processing problems efficiently, ranging from exact
string matching to more involved tasks1. Moreover, a full-text index allows substring
queries in unstructured texts, like DNA sequences and East Asian languages2, which have
no well-defined notion of words, and where popular word-based indexes, like inverted
lists [15, 109], are not suitable.
The suffix array [69, 34] and the Burrows-Wheeler transform (BWT) [14] are in the
core of recent developments in full-text indexing as building blocks of both practical
solutions and theoretical improvements in algorithms [2, 107, 75]. The suffix array and
the BWT are very closely related.
At the very heart of suffix array and BWT construction is suffix sorting [39, 23]. In
many applications, it is the main bottleneck in time and space [107, 99]. Given a string T
with n symbols from an ordered alphabet of size σ, suffix sorting is to lexicographically
sort all suffixes of T . The list of integers denoting the starting positions of the sorted
suffixes corresponds to the suffix array, while the BWT is a reversible transformation of T
obtained from the preceding symbol of each suffix in the sorted list.
Suffix sorting differs from sorting an arbitrary collection of strings in that the ele-
ments to be sorted are overlapping strings with lengths O(n). By carefully arranging the
computation of suffix relations, the suffix array can be constructed in linear time using
O(σ log n) bits of workspace, that is the additional space on top of what is needed to store
the input and the output, which is optimal for constant size alphabets [80]. The BWT
can be easily obtained in linear time from the suffix array [3].
The suffix array and the BWT are commonly accompanied by their sister-array, the
longest common prefix (LCP) array, which holds the length of the longest common prefix
between two consecutive sorted suffixes. The LCP array can be computed in linear time
1We refer the reader to the recent books [3, 83, 66, 76] for further examples.
2In languages like Chinese, Japanese and Korean, word ends are not indicated by delimiters, such as
spaces.
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using O(n log n) bits of workspace, given the string T and its suffix array as input [49, 71,
46] or given only the BWT as input [32, 11].
Alternatively, the LCP array can be computed during the suffix array construction,
also in linear time using O(n log n) bits of workspace [26].
The first goal of this thesis is to improve LCP array construction by reducing the
workspace required to compute the LCP array together with the BWT and with the
suffix array.
Another important problem related to suffix sorting is the construction of suffix arrays
for string collections [83]. This task may be performed in linear time using a common
suffix sorting algorithm over the concatenation of all strings from the collection. However,
although this approach is straightforward and have been used in different applications
(e.g. [100, 67, 5, 30, 56, 52, 31, 79, 29, 106]), it has some drawbacks, which may deteriorate
both the theoretical bounds and the practical behavior of many suffix sorting algorithms.
The second goal of this thesis is to improve suffix sorting for string collections, allowing
suffix array construction for string collections with optimal theoretical bounds for constant
size alphabets.
1.2 Related work
Manber and Myers in their seminal paper [68, 69], introduced the suffix array and also
presented a suffix sorting algorithm to construct the suffix array in O(n log n) time. In the
late 1990s, Sadakane [93] and Larsson [54] improved the practical performance of Manber
and Myers’s algorithm, and Itoh and Tanaka [36] and Seward [97] presented lightweight3
algorithms to sort all suffixes in O(n2 log n) time
In the early 2000s, Abouelhoda et al. [2] showed that any problem whose solution can
be computed using suffix trees [108] is solvable within the same asymptotic complexity by
using suffix arrays augmented with the LCP array. Moreover, due to the close relationship
between the suffix array and the BWT, suffix sorting became a fundamental task in string
processing algorithms.
Suffix sorting can be performed in linear time by first building a suffix tree [108] and
then obtaining the suffix order from its leaves. However, such approach becomes unfeasible
in practice due the space overhead of suffix trees [102].
Several direct suffix sorting algorithms have been proposed in the past two decades [39].
Puglisi et al. [91] and Dhaliwal et al. [18] present good reviews including more than 20
algorithms designed until 2012.
In 2003, Kim et al. [50], Kärkkäinen et al. [48] and Ko and Aluru [51] independently
presented linear time suffix array construction algorithms, all of them inspired in the
recursive approach by Farach [20] to construct suffix trees. However, these algorithms were
not fast in practice with real data inputs, being outperformed by non-linear algorithms [4,
90]. Later, Maniscalco and Puglisi [70] and Schurmann and Stoye [96] also presented non-
linear algorithms that are fast in practice.
A remarkable algorithm, called SAIS, was presented in 2009 by Nong et al. [82],
3Such term was coined by Manzini and Ferragina [73] to denote algorithms that use small workspace.
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based on the induced sorting principle introduced by Itoh and Tanaka [36] and Ko and
Aluru [51]. SAIS is the first linear time suffix array construction algorithm that is also
fast in practice. The workspace of SAIS is O(n log n) bits.
In 2013, Nong [80] presented SACA-K, an elegant variant of SAIS, which builds on a
clever memory usage strategy. The workspace used by SACA-K is O(σ log n) bits, which
is determined by the alphabet size. SACA-K is an optimal algorithm for strings from
alphabets of constant size σ = O(1), since it runs in linear time using constant workspace
and is also fast in practice. We may consider that suffix sorting for constructing a suffix
array for a single string is solved [39].
Recent advances in suffix sorting include the development of algorithms to con-
struct the suffix array that are non-linear but fast in practice for real input strings
(e.g. [92, 103, 87]), algorithms that compute the BWT directly4 without computing the
suffix array (e.g. [17, 85, 72]), algorithms that compute the LCP array and other structures
simultaneously with the suffix array construction (e.g. [26, 10, 89, 74]). There also exist
construction alternatives for external memory (e.g. [7, 40, 44, 58, 12, 16]) and parallel
architectures (e.g. [86, 59, 57, 101, 53]).
1.3 Organization
This thesis is organized as a collection of articles published in peer-reviewed journals5.
Each one of the next three chapters corresponds to one article as follows, and the last
chapter concludes the thesis.
Chapter 2 presents an algorithm to compute the Burrows-Wheeler transform and the
LCP array using constant workspace. This chapter corresponds to the article [60] pub-
lished in Journal of Discrete Algorithms, where we show how to extend the in-place algo-
rithm by Crochemore et al. [17] to also compute the LCP array using constant workspace,
and also directly in a compressed representation using Elias coding with no asymptotic
slowdown. Furthermore, we provide a time/space tradeoff for our algorithm when addi-
tional memory is allowed.
Chapter 3 presents a linear time algorithm to compute the suffix and LCP arrays using
O(σ log n) bits of workspace, which is optimal for strings from constant alphabets. This
chapter corresponds to the article [63] published in Information Processing Letters, where
we show how to modify the linear time suffix array construction algorithm by Nong [80]
to also compute the LCP array maintaining its optimal theoretical optimal bounds. The
experiments evaluated the overhead added by computing the LCP array and showed that
our algorithm is also competitive in practice.
Chapter 4 presents two linear time suffix array construction algorithms for string col-
lections. This chapter corresponds to the article [62] published in Theoretical Computer
4This is still an open problem [23].
5We refer the interested reader to the textbook by Ohlebusch [83, Section 4.1.2] for the algorithmic
background of Chapters 3 and 4.
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Science, where we show how the algorithms by Nong et al. [82] and Nong [80] can be
modified to construct the suffix array for a string collection maintaining their theoretical
bounds, while improving their practical performance. In particular, we present an op-
timal suffix array construction algorithm for string collections from constant alphabets.
We show how to modify these algorithms to also compute the LCP array and the docu-
ment array as a byproduct of suffix sorting, maintaining their bounds. The experiments
demonstrate that our algorithms have an outstanding practical performance.
Chapter 5 concludes this thesis and outlines directions for further research.
Appendices A, B and C present licenses with terms and conditions provided by
Elsevier to reuse the articles [60, 63, 62] in this thesis.
Chapter 2
Burrows-Wheeler transform and LCP
array construction in constant space ∗
Abstract
In this article we extend the elegant in-place Burrows-Wheeler transform (BWT) algorithm
proposed by Crochemore et al. (Crochemore et al., 2015). Our extension is twofold: we first
show how to compute simultaneously the longest common prefix (LCP) array as well as the
BWT, using constant additional space; we then show how to build the LCP array directly in
compressed representation using Elias coding, still using constant additional space and with no
asymptotic slowdown. Furthermore, we provide a time/space tradeoff for our algorithm when
additional memory is allowed. Our algorithm runs in quadratic time, as does Crochemore et
al.’s, and is supported by interesting properties of the BWT and of the LCP array, contributing
to our understanding of the time/space tradeoff curve for building indexing structures.
∗Louza, F. A.; Gagie, T.; Telles, G. P., Burrows-Wheeler transform and LCP array construction in
constant space, J. Discrete Algorithms 42: 14-22 (2017) [60].
A preliminary version of this work appeared in IWOCA 2015 [64]
15
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Table 2.1: Summary of related works and their theoretical bounds. The last column
shows the additional space used on top of what is needed to store the input and the
output. Belazzougui’s algorithm [9] was randomized but has been made deterministic [10,
74]. Navarro and Nekrich’s algorithm [77] uses (nH0(T ) + o(n log σ)) bits on top of the
text, where (Hk(T ) ≤ log σ) is the kth-order empirical entropy of T . Policriti et al.’s
algorithm [88] uses (nHk(T ) +n+O(σ log n) +o(n log σ)) bits on top of the text and runs
in (O(n(Hk(T ) + 1))) time in the average case. For discussion of empirical entropy, see,
e.g. [83, 66, 76]. For simplicity, in this table we assume (σ ∈ ω(1) ∩ o(n/ log n)).
BWT LCP SA time additional space
Belazzougui [9] X X O(n) O(n log σ) bits
Navarro and Nekrich [77] X O(n log n/ log log n) nHk(S) + o(n log σ) bits
Policriti et al. [88] X O(n(Hk(S) + 1)(log n/ log log n)2) nHk(S) + o(n log σ) bits
Crochemore et al. [17] X O(n2) O(1)
Franceschini and Muthukrishnan [28] X O(n log n) O(1)
Fischer [26] X X O(n) O(n log n) bits
Louza et al. [63] X X O(nσ) O(σ log n) bits
Our algorithm X X O(n2) O(1)
2.1 Introduction
There have been many articles [85, 104, 49, 46, 11] about building the Burrows-Wheeler
transform (BWT) [14] and the longest common prefix (LCP) array. For example, Belaz-
zougui [9] showed how we can compute the BWT and the (permuted) LCP array of a string
T of length n over an alphabet of size σ in linear time and O(n log σ) bits of space (see
also [10, 74]). Navarro and Nekrich [77] and Policriti, Gigante and Prezza [88] showed how
to build the BWT in compressed space and, respectively, O(n log n/ log log n) worst-case
time and average-case time proportional to the length of the compressed representation
of T .
The most space-efficient BWT construction algorithm currently known, however, is
due to Crochemore et al. [17]: it builds the BWT in place — i.e., replacing the input
string with the BWT— in O(n2) time for unbounded alphabets using only a constant
number of Ω(log n) bit words of additional memory (i.e., four integer variables and one
character variable). Unlike most BWT-construction algorithms, this one is symmetric to
the BWT inversion. Its simplicity and elegance make it very attractive from a theoretical
point of view and it is interesting as one extreme of the time/space tradeoff curve for
building BWTs. Because a quadratic time bound is impractical, however, Crochemore et
al. showed how their algorithm can be speeded up at the cost of using more space.
Closely related to the BWT, the suffix array (SA) [69, 34] may be constructed by
many algorithms in linear time (see [91, 18, 39] for reviews). Franceschini and Muthukr-
ishnan [28] presented a suffix array construction algorithm that runs in O(n log n) time
using constant additional space. The LCP array can be computed in linear time to-
gether with SA during the suffix sorting [26, 63] or independently given T and SA as
input [49, 71, 46] or given the BWT [32, 11]. Table 2.1 summarizes the most closely
related algorithms’ bounds.2
2Although the authors did not mention it, it seems likely Navarro and Nekrich’s and Policriti et al.’s
algorithms can also be made to reuse the space occupied by the text for the BWT. With that modification,
their nHk(T ) + o(n log σ) space bounds in Table 2.1 can be made o(n log σ).
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In this article we show how Crochemore et al.’s algorithm can be extended to compute
also the longest common prefix (LCP) array of a string T of length n. Specifically, we
show how, given BWT(T [i+ 1, n− 1]) and LCP(T [i+ 1, n− 1]) and T [i], we can compute
BWT(T [i, n − 1]) and LCP(T [i, n − 1]) using O(n − i) time and constant extra space on
top of what is needed to store BWT(T [i, n − 1]) and LCP(T [i, n − 1]). Our construction
algorithm has many of the nice properties of Crochemore et al.’s original: it is conceptually
simple and in-place, it allows practical time-space tradeoffs 3, and we can compute some
compressed encodings of LCP(T ) directly. This is particularly interesting because in
practice the LCP array can be compressed by nearly a logarithmic factor. Computing
the BWT and LCP together in small space is interesting, for example, when building
compressed suffix trees (see, e.g. [95, 84, 25, 1, 33, 78]), which are space-efficient versions
of the classic linear-space suffix tree [108] that is often based on the BWT and LCP.
There exist external memory algorithms that compute the BWT [22, 7] and the LCP
array [42, 41, 43, 12]. In particular, Bauer et al. [8] and Cox et al. [16] showed how
to construct the BWT and the LCP array simultaneously for string collections. They
compute the LCP values and process the BWT in a order similar to the one we use for
the algorithm in this article, but their solution uses auxiliary memory and partitions the
output into buckets to address external-memory access issues. Tischler [105] introduced
an external-memory algorithm that computes the Elias γ-coded [19] permuted LCP given
the BWT and the sampled inverse suffix array as input. For further discussion, we refer
the reader to recent books by Ohlebusch [83], Mäkinen et al. [66] and Navarro [76].
The rest of the article is organized as follows. In Section 4.2 we introduce concepts and
notations. In Section 2.3 we review the in-place BWT algorithm by Crochemore et al..
In Section 4.4 we present our algorithm and in Section 2.5 we show how the LCP can be
constructed in compressed representation. In Section 2.6 we provide a tradeoff between
time and space for our algorithm when additional memory is allowed. In Section 2.7 we
conclude the article and we leave an open question.
2.2 Background
Let Σ be an ordered alphabet of σ symbols. We denote the set of every nonempty
string of symbols in Σ by Σ+. We use the symbol < for the lexicographic order relation
between strings. Let $ be a symbol not in Σ that precedes every symbol in Σ. We define
Σ$ = {T$ | T ∈ Σ+}.
The i-th symbol in a string T will be denoted by T [i]. Let T = T [0]T [1] . . . T [n − 1]
be a string of length |T | = n. A substring of T will be denoted by T [i, j] = T [i] . . . T [j],
0 ≤ i ≤ j < n. A prefix of T is a substring of the form T [0, k] and a suffix is a substring
of the form T [k, n− 1], 0 ≤ k < n. The suffix T [k, n− 1] will be denoted by Tk.
3We are aware that the LCP array and the BWT array can be computed with similar worst-case
bounds by using a combination of Franceschini and Muthukrishnan’s algorithm to build the SA, then
computing the LCP naively in O(n2) time overwriting the SA, and finally using Crochemore et al.’s
algorithm to compute the BWT overwriting the text. We still think our algorithm is interesting, however,
because of its simplicity — the C implementation fits in a single page — and its offer of encoding and
tradeoffs.
CHAPTER 2. BWT AND LCP CONSTRUCTION IN CONSTANT SPACE 18
Suffix array, LCP array and the BWT
A suffix array for a string provides the lexicographic order for all its suffixes. Formally, a
suffix array SA for a string T ∈ Σ$ of size n is an array of integers SA = [i0, i1, . . . , in−1]
such that Ti0 < Ti1 < . . . < Tin−1 [69, 34].
Let lcp(S, T ) be the length of the longest common prefix of two strings S and T in Σ$.
The LCP array for T stores the value of lcp for suffixes pointed by consecutive positions
of a suffix array. We define LCP[0] = 0 and LCP[i] = lcp(TSA[i], TSA[i−1]) for 1 ≤ i < n.
The BWT of a string T can be constructed by listing all the n circular shifts of
T , lexicographically sorting them, aligning the shifts columnwise and taking the last
column [14]. The BWT is reversible and tends to group identical symbols in runs. It may
also be defined in terms of the suffix array, to which it is closely related. Let the BWT of
a string T be denoted simply by BWT. We define BWT[i] = T [SA[i] − 1] if SA[i] 6= 0 or
BWT[i] = $ otherwise.
The first column of the conceptual matrix of the BWT will be referred to as F , and
the last column will be referred to as L. The LF-mapping property of the BWT states
that the ith occurrence of a symbol α ∈ Σ in L corresponds to the ith occurrence of α in
F .
Some other relations between the SA and the BWT are the following. It is easy to
see that L[i] = BWT[i] and F [i] = T [SA[i]]. Moreover, if the first symbol of TSA[i],
T [SA[i]] = α, is the kth occurrence of α in F , then j is the position of TSA[i]+1 in SA (i.e.
j is the rank of TSA[i]+1) such that L[j] corresponds to the kth occurrence of α in L.
As an example, Figure 2.1 shows the circular shifts, the sorted circular shifts, the SA,
the LCP, the BWT and the sorted suffixes for T = banana$.
circular shifts sorted circular shifts sorted suffixes
i F L SA LCP BWT TSA[i]
0 banana$ $banana 6 0 a $
1 $banana a$banan 5 0 n a$
2 a$banan ana$ban 3 1 n ana$
3 na$bana anana$b 1 3 b anana$
4 ana$ban banana$ 0 0 $ banana$
5 nana$ba na$bana 4 0 a na$
6 anana$b nana$ba 2 2 a nana$
Figure 2.1: SA, LCP and BWT for T = banana$.
The range minimum query (rmq) with respect to the LCP is the smallest lcp value in
an interval of a suffix array. We define rmq(i, j) = mini<k≤j{LCP[k]}, for 0 ≤ i < j < n.
Given a string T of length n and its LCP array, it is easy to see that lcp(TSA[i], TSA[j]) =
rmq(i, j).
Elias coding
The Elias γ-code of a positive number ` ≥ 1 is composed of the unary-code of blog2 `c+ 1
(a sequence of blog2 `c 0-bits ended by one 1-bit), followed by the binary code of ` without
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the most significant bit [109]. The γ-code encodes ` in 2blog2 `c + 1 bits. For instance,
γ(4) = 00100, since the unary code for blog2 4c+ 1 = 3 is 001 and 4 in binary is 100.
The Elias δ-code of ` is composed of the γ-code of 1 + blog2 `c, followed by the binary
code of ` without the most significant bit. The δ-coding represents ` using 2blog2(blog2 `c+
1)c+1+blog2 `c bits, which is asymptotically optimal [19]. For instance, δ(9) = 00100001,
since γ(blog2 9c+ 1) = 00100 and 9 in binary is 1001.
Decoding a γ-encoded number `γ requires finding the leftmost 1-bit in the unary code
of blog2 `c+1, and interpreting the next `−1 bits as a binary code. Decoding a δ-encoded
number `δ requires decoding a γ-code and then reading the proper number of following
bits as a binary code. Both decodings may be performed in constant time in a CPU
having instructions for counting the number of leading zeros and shifting a word by an
arbitrary number of bits.
2.3 In-place BWT
The algorithm by Crochemore et al. [17] overwrites the input string T with the BWT as
it proceeds by induction on the suffix length.
Let BWT(Ts) be the BWT of the suffix Ts, stored in T [s, n − 1]. The base cases are
the two rightmost suffixes, for which BWT(Tn−2) = Tn−2 and BWT(Tn−1) = Tn−1. For
the inductive step, the authors have shown that the position of $ in BWT(Ts+1) is related
to the rank of Ts+1 among the suffixes Ts+1,. . . ,Tn−1 (local rank), thus allowing for the
construction of BWT(Ts) even after T [s+ 1, n− 1] has been overwritten with BWT(Ts+1).
The algorithm comprises four steps.
1 Find the position p of $ in T [s+ 1, n− 1]. Evaluating p− s gives the local rank of Ts+1
that originally was starting at position s+ 1.
2 Find the local rank r of the suffix Ts using just symbol c = T [s]. To this end, sum
the number of symbols in T [s + 1, n − 1] that are strictly smaller than c with the
number of occurrences of c in T [s+ 1, p] and with s.
3 Store c into T [p], replacing $.
4 Shift T [s+ 1, r] one position to the left. Write $ in T [r].
The algorithm runs in O(n2) time using constant space memory. Furthermore, the
algorithm is also in-place since it uses O(1) additional memory and overwrites the input
text with the output BWT.
2.4 LCP array in constant space
Our algorithm computes both the BWT and the LCP array by induction on the length of
the suffix. The BWT construction is the same as proposed by Crochemore et al. [17]. Let
us first introduce an overview of our algorithm.
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At a glance, the LCP evaluation works as follows. Suppose that BWT(Ts+1) and the
LCP array for the suffixes {Ts+1, . . . , Tn−1}, denoted by LCP(Ts+1), have already been
built. Adding the suffix Ts to the solution requires evaluating exactly two values of lcp,
involving the two suffixes that will be adjacent to Ts.
The first lcp value involves Ts and the largest suffix Ta in {Ts+1, . . . , Tn−1} that is
smaller than Ts. Fortunately, BWT(Ts+1) and LCP(Ts+1) are sufficient to compute such
value. Recall that if the first symbol of Ta is not equal to the first symbol of Ts then
lcp(Ta, Ts) = 0. Otherwise lcp(Ta, Ts) = lcp(Ta+1, Ts+1) + 1 and the rmq may be used,
since both Ta+1 and Ts+1 are already in BWT(Ts+1). We know that the position of Ts+1 is
p from Step 1 of the in-place BWT in Section 2.3. Then it is enough to find, in BWT(Ts+1),
the position of Ta+1, which stores the symbol corresponding to the first symbol of Ta.
The second lcp value involves Ts and the smallest suffix Tb in {Ts+1, . . . , Tn−1} that is
larger than Ts. It may be computed in a similar fashion.
Basic algorithm
Suppose that BWT(Ts+1) and LCP(Ts+1) have already been built and are stored in T [s+
1, n − 1] and LCP[s + 1, n − 1], respectively. Adding Ts, whose rank is r, to the solution
requires updating LCP(Ts+1): by first shifting LCP[s + 1, r] one position to the left and
then computing the new values of LCP[r] and LCP[r + 1], which refer to the two suffixes
adjacent to Ts in LCP(Ts).
The value of LCP[r] is equal to the lcp of Ts and Ta in BWT(Ts+1). The rank of Ta is
r and will be r − 1 in BWT(Ts) after shifting. If the first symbol of Ta is equal to T [s]
then LCP[r] = lcp(Ta+1, Ts+1) + 1, otherwise LCP[r] = 0.
We can evaluate lcp(Ta+1, Ts+1) by the rmq function from the position of Ta+1 to the
position of Ts+1. We know that p is the position of Ts+1 in BWT(Ts+1). Then we must
find the position pa+1 of Ta+1 in BWT(Ts+1).
Note that T [pa+1] corresponds to the first symbol of Ta. If T [pa+1] 6= T [s] then
lcp(Ta, Ts) = 0, otherwise the value of lcp(Ta, Ts) may be evaluated as lcp(Ta+1, Ts+1)+1 =
rmq(pa+1, p) + 1.
The value of LCP[r + 1] may be evaluated in a similar fashion. Let Tb be the suffix
with rank r + 1 in BWT(Ts+1) (its rank will still be r + 1 in BWT(Ts)). We must find
the position pb+1 of Tb+1 in BWT(Ts+1) and then if T [s] = T [pb+1] compute LCP[r + 1] =
lcp(Ts, Tb) = lcp(Ts+1, Tb+1) + 1 = rmq(p, pb+1) + 1.
The algorithm proceeds by induction on the length of the suffix. It is easy to see that
for the suffixes with length 1 and 2, the values in LCP will be always equal to 0. Let the
current suffix be Ts (0 ≤ s ≤ n − 3). Our algorithm has new Steps 2’, 2” and 4’, added
just after Steps 2 and 4, respectively, of the in-place BWT algorithm as follows:
2’ Find the position pa+1 of the suffix Ta+1, such that suffix Ta has rank r in BWT(Ts+1),
and compute:
`a =
{
rmq(pa+1, p) + 1 if T [pa+1] = T [s]
0 otherwise.
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2” Find the position pb+1 of the suffix Tb+1, such that suffix Tb has rank r+1 in BWT(Ts+1),
and compute:
`b =
{
rmq(p, pb+1) + 1 if T [s] = T [pb+1]
0 otherwise.
4’ Shift LCP[s + 1, r] one position to the left, store `a in LCP[r] and if r + 1 < n then
store `b in LCP[r + 1].
Computing `a and `b
To find pa+1 and pb+1 and to compute `a and `b in Steps 2’ and 2”, we use the following
properties.
Lemma 1 Let Ts be the suffix to be inserted in BWT(Ts+1) at position r. Let
Ta ∈ {Ts+1, . . . , Tn−1} be the suffix whose rank is r in BWT(Ts+1), and let pa+1 be the
position of Ta+1. If pa+1 /∈ [s+ 1, p) then T [pa+1] 6= T [s].
Proof 1 The local rank of Ta in BWT(Ts+1) is r − s. We know that T [pa+1] corresponds
to the first symbol of Ta, and it follows from LF-mapping that the local rank of T [pa+1]
is r − s in BWT(Ts+1). Then T [pa+1] is smaller than or equal to T [s], since Ts also has
local rank r − s. If T [pa+1] is smaller than T [s], pa+1 must be in [s + 1, n). However, if
T [pa+1] = T [s] then pa+1 must precede the position where T [s] will be inserted, i.e. the
position p of Ts+1, otherwise the local rank of Ts would be smaller than r − s. Then if
T [pa+1] = T [s] it follows that pa+1 ∈ [s+ 1, p). 
We can use Lemma 1 to verify whether T [pa+1] = T [s] by simply checking if there is
a symbol in T [s + 1, p − 1] equal to T [s]. If no such symbol is found, `a = 0, otherwise
we need to compute rmq(pa+1, p). Furthermore, if we have more than one symbol in
T [s+ 1, p− 1] equal to T [s], the symbol whose local rank is r− s will be the last symbol
found in T [s+1, p−1], i.e. the largest symbol in T [s+1, p−1] smaller than T [s]. Then, to
find such symbol we can simply perform a backward scan in T from p−1 to s+1 until we
find the first occurrence of T [pa+1] = T [s]. One can see that we are able, simultaneously,
to compute the minimum function for the lcp visited values, obtaining rmq(pa+1, p) as
soon as we find T [pa+1] = T [s].
Lemma 2 Let Ts be the suffix to be inserted in BWT(Ts+1) at position r. Let
Tb ∈ {Ts+1, . . . , Tn−1} be the suffix whose rank is r + 1 in BWT(Ts+1), and let pb+1 be
the position of Tb+1. If pb+1 /∈ (p, n− 1] then T [s] 6= T [pb+1].
The proof of Lemma 2 is similar to the proof of Lemma 1 and will be omitted. It
is important to remember, though, that Tb will still have rank r + 1 in BWT(Ts) (after
inserting Ts).
The procedure to find `b uses Lemma 2 and computes lcp(Ts+1, Tb+1) in a similar
fashion. It scans T from p+ 1 to n− 1 until it finds the first occurrence of T [pb+1] = T [s],
computing the minimum function to solve the rmq if such symbol is found.
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The C source code presented in Figure 2.4 implements the algorithm using eight integer
variables apart from the n log2 σ bits used to store T and compute the BWT, and the
n log2 n bits used to compute the LCP array. This code is also available at https:
//github.com/felipelouza/bwt-lcp-in-place.
Example
As an example, consider T = banana$ and s = 1. Figures 2.3 and 2.4 illustrate Steps 2’
and 4’, respectively. The values in red in columns LCP and BWT were still not computed.
Suppose that we have computed BWT(T2) and LCP(T2). We then have p = 6 (Step 1)
and the rank r = 4 (Step 2).
Step 2’ finds the first symbol equal to T [s] (A) in T [s+ 1, p− 1] at position pa+1 = 5.
It represents Ta+1 = NA$. In this case, the value of `a is calculated during the scan of T
from p− 1 = 5 to s+ 1 = 2, i.e. `a = rmq(pa+1, p) = rmq(5, 6) = 2. Step 2” does not find
any symbol equal to T [s] (A) in T [p + 1, n − 1]. Thus we know that T [s] 6= T [pb+1] and
`b = 0.
Step 3 stores T [s] (A) at position T [p], p = 6. Step 4 shifts T [s+ 1, r] one position to
the left and inserts $ at position T [r], r = 4. The last step, 4’, shifts LCP[s + 1, r] one
position to the left and sets LCP[4] = `a = 3 and LCP[4 + 1] = `b = 0.
Theorem 1 Given a string T of length n, we can compute its BWT in-place and LCP
array simultaneously in O(n2) time using O(1) additional space.
Proof 2 The cost added by Steps 2’ and 2” were two O(n) time scans over Ts+1 to compute
the values of `a and `b, whereas Step 4’ shifts the LCP by the same amount that BWT is
shifted. Therefore, the time complexity of our algorithm remains the same as the in-place
BWT algorithm, that is, O(n2). As for the space usage, our new algorithm needs only
four additional variables to store positions pa+1 and pb+1 and the values of `a and `b, thus
using constant space only. 
2.5 LCP array in compressed representation
The LCP array can be represented using less than n log n bits. Some alternatives for
encoding the LCP array store its values in text order [94, 24], building an array that
is known as permuted LCP (PLCP) [46]. Some properties of the PLCP will allow for
encoding the whole array achieving better compression rates. However, most applications
will require the LCP array itself, and will convert the PLCP to the LCP array [33]. Other
alternatives for encoding the LCP will preserve its elements’ order [2, 13].
Recall that to compute the BWT and the LCP array in constant space only sequential
scans are performed. Therefore, the values in the LCP array can be easily encoded and
decoded during such scans using a universal code, such as Elias δ-codes [19], with no need
to further adjust the algorithm. Our LCP array representation will encode its values in
the same order, and will be generated directly.
The algorithm will build the BWT and a compressed LCP array that will be called
LCP2. LCP2 will be treated as a sequence of bits from this point on.
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1 void compute_bwt_lcp(unsigned char *T, int n, int *LCP){
2 int i, p, r=1, s, p_a1 , p_b1 , l_a , l_b;
3 LCP[n-1] = LCP[n-2] = 0; // base cases
4
5 for (s=n-3; s>=0; s--) {
6
7 /*steps 1 and 2*/
8 p=r+1;
9 for (i=s+1, r=0; T[i]!= END_MARKER; i++)
10 if(T[i]<=T[s]) r++;
11 for (; i<n; i++)
12 if (T[i]<T[s]) r++;
13
14 /*step 2’*/
15 p_a1=p+s-1;
16 l_a=LCP[p_a1 +1];
17 while (T[p_a1 ]!=T[s]) // rmq function
18 if (LCP[p_a1 --]<l_a)
19 l_a=LCP[p_a1 +1];
20 if (p_a1==s) l_a=0;
21 else l_a++;
22
23 /*step 2’’*/
24 p_b1=p+s+1;
25 l_b=LCP[p_b1];
26 while (T[p_b1 ]!=T[s] && p_b1 <n) // rmq function
27 if (LCP[++ p_b1]<l_b)
28 l_b=LCP[p_b1];
29 if (p_b1==n) l_b=0;
30 else l_b++;
31
32 /*steps 3 and 4*/
33 T[p+s]=T[s];
34 for (i=s; i<s+r; i++) {
35 T[i]=T[i+1];
36 LCP[i]=LCP[i+1];
37 }
38 T[s+r]= END_MARKER;
39
40 /*step 4’*/
41 LCP[s+r]=l_a;
42 if (s+r+1<n) // If r+1 is not the last position
43 LCP[s+r+1]= l_b;
44 }
45 }
Figure 2.2: BWT and LCP array construction algorithm
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s LCP BWT sorted suffixes
0 - b banana$
s→ 1 - a anana$
2 0 a $
3 0 n a$
r → 4 1 n ana$
pa+1 → 5 0 a na$
p→ 6 2 $ nana$
Figure 2.3: After Step 2”: T = banana$ and s = 1.
s LCP BWT sorted suffixes
0 - b banana$
1 0 a $
2 0 n a$
3 1 n ana$
r → 4 `a = 3 $ anana$
5 `b = 0 a na$
6 2 a nana$
Figure 2.4: After Step 4’: T = banana$ and s = 1.
The lcp values will be δ-encoded during the algorithm such that consecutive intervals
LCP2[bi, ei] encode lcp(TSA[i], TSA[i−1]) + 1. We add 1 to guarantee that the values are
always positive integers and can be encoded using δ-codes. We will assume that decoding
subtracts this 1 added by the encoding operation.
Suppose that BWT(Ts+1) and LCP2(Ts+1) have already been built such that every
value in LCP2(Ts+1) is δ-encoded and stored in LCP2[bs+1, en−1]. Adding Ts to the solution
requires evaluating the values of `a and `b computed in Steps 2’ and 2” and the length of
the shift to be performed in LCP2[bs+1, er−1] by Step 4’.
Modified Step 2’
We know by Lemma 1 that if there is no symbol in T [s+1, p−1] equal to T [s], then `a = 0,
which is encoded as δ(0+1) = 1. Otherwise, if T [s] occurs at position pa+1 ∈ [s+1, p), we
may compute rmq(pa+1, p) as the minimum value encoded in LCP2[bpa+1+1, ep]. We use two
extra variables to store the positions bs+1 and ep of LCP2 corresponding to the beginning
of the encoded lcp(TSA[s+1], TSA[s])+1 and the ending of the encoded lcp(TSA[p], TSA[p−1])+1.
These two variables are easily updated at each iteration.
As our algorithm performs a backward scan in T to find T [pa+1], we cannot compute
the rmq function decoding the lcp values during this scan. Therefore, we first search for
position pa+1 scanning T . Then, if pa+1 exists, the first bit of LCP2[pa+1 + 1] is found by
decoding and discarding the first pa+1 − s + 1 encoded values from bs+1. At this point
rmq(pa+1, p) may be evaluated by finding the minimum encoded value from LCP2[pa+1+1]
to LCP2[ep]. At the end, we add 1 to obtain `a.
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Modified Step 2”
The algorithm performs a forward scan in T to find the position pb+1 ∈ (p, n− 1]. Analo-
gously to Modified Step 2’, we know by Lemma 2 that if T [s] does not occur in T [p+1, n−1]
then `b = 0, which is encoded as δ(0 + 1). Otherwise, the rmq over the encoded lcp values
may be computed during this scan. The value of rmq(p, pb+1) is computed decoding the
values in LCP2 one by one, starting at position ep + 1 and continuing up to position pb+1
in T . At the end, we add 1 to obtain `b.
Modified Step 4’
The amount of shift in the compressed LCP2(Ts+1) must account for the sizes of δ(`a +
1), of δ(`b + 1) and of the encoding of the lcp value in position br, which represents
δ(lcp(TSA[r], TSA[r−1]) + 1) and will be overwritten by `b. We use two auxiliary integer
variables to store positions br+1 and er+1. We compute br+1 and er+1 by scanning LCP2
from bs+1 up to finding er+1, by counting the encoding lengths one by one. The values in
LCP2[br+1, er+1] are set to 0 and LCP2[bs+1, br+1 − 1] is shifted |δ(`a + 1)| + |δ(`b + 1)| −
(er+1 − br+1) positions to the left. To finish, the values of δ(`a + 1) and δ(`b + 1) are
inserted into their corresponding positions br and br+1 in LCP2.
Theorem 2 Given a string T of length n, we can compute its BWT in-place and LCP
array compressed in O(n log log n) bits, in the average case, in O(n2) time using O(1)
additional space.
Proof 3 The cost added by the modifications in Steps 2’, 2” and 4’ is constant since the
encoding and decoding operations are performed in O(1) time and the left-shifting of the
encoded lcp values in Step 4’ is done word-size. Therefore, the worst-case time complexity
of the modified algorithm remains O(n2). As for the space usage, the expected value of
each LCP array entry is O(log n) for random texts [21] and for more specific domains,
such as genome sequences and natural language, this limit has been shown empirically [55].
Therefore, in the average case our LCP array representation uses O(n log log n) bits, since
we are using Elias δ-coding [19]. In the worst case, when the text has only the same
symbols, the LCP array still requires n log n bits since
∑n−1
i=0 log(i) = log(n!) = Θ(n log n).

2.6 Tradeoff
Crochemore et al. showed how, given k ≤ n, we can modify their algorithm to run in
O((n2/k+n) log k) time using O(kσk) space, where σk is the maximum number of distinct
characters in a substring of length k of the text. The key idea is to insert characters from
the text into the BWT in batches of size k, thereby using O(1) scans over the BWT for each
batch, instead of for each character. Their algorithm can be modified further to output,
for each batch of k characters, a list of the k positions where those characters should be
inserted into the current BWT, and the position where the $ should be afterward [38].
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(This modification has not yet been implemented, so neither has the tradeoff we describe
below.)
From the list for a batch, with O(1) passes over the current BWT using O(kσk) ad-
ditional space, we can compute in O((n + k) log k) time the intervals in the current LCP
array on which we should perform rmqs when inserting that batch of characters and up-
dating the LCP array, and with O(1) more passes in O(n) time using O(k) additional
space, we can perform those rmqs. The only complication is that we may update the LCP
array in the middle of one of those intervals, possibly reducing the result of future rmqs on
it. This is easy to handle with O(k) more additional space, however, and does not change
our bounds. Analogous to Crochemore et al.’s tradeoff, therefore, we have the following
theorem:
Theorem 3 Given a string T of length n and k ≤ n, we can compute its BWT in-place
and LCP array simultaneously in O((n2/k+n) log k) time using O(kσk) additional space,
where σk is the maximum number of distinct characters in a substring of length k of the
text.
2.7 Conclusion
We have shown how to compute the LCP array together with the BWT using constant
space. Like its predecessor, our algorithm is quite simple and it builds on interesting
properties of the BWT and of the LCP array. Moreover, we show how to compute the
LCP array directly in compressed representation with no asymptotic slowdown using Elias
coding, and we provide a time/space tradeoff for our algorithm when additional memory
is allowed. We note that our algorithm can easily construct the suffix array using constant
space, with no overhead on the running time. We also note that very recently there has
been exciting work on obtaining better bounds via randomization [89].
We leave as an open question whether our algorithm can be modified to compute
simultaneously the BWT and the permuted LCP in compressed form, which takes only 2n
+ o(n) bits, while using quadratic or better time and only O(n) bits on top of the space
that initially holds the string and eventually holds the BWT.
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Chapter 3
Optimal suffix sorting and LCP array
construction for constant alphabets ∗
Abstract
We show how the longest common prefix (LCP) array can be generated as a by-product of the
suffix array construction algorithm SACA-K (Nong, 2013). Our algorithm builds on Fischer’s
proposal (Fischer, WADS’11), and also runs in linear time, but uses only constant extra memory
for constant alphabets.
∗Louza, F. A.; Gog, S.; Telles, G. P., Optimal suffix sorting and LCP array construction for constant
alphabets, Inf. Process. Lett. 118: 30-34 (2017) [63].
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3.1 Introduction
The suffix array [69] and the longest common prefix (LCP) array are fundamental data
structures in string processing [83]. Theoretically both data structures can be constructed
in linear time by building and traversing a suffix tree [108]. However, such approach
becomes impractical due to the large memory requirements of suffix trees. Several linear
time direct suffix array construction algorithms (SACAs) [91] and LCP array construction
algorithms [49, 46] have been proposed in the past two decades.
In 2009, Nong et al. [82] presented a remarkable SACA called SAIS, which was the
first linear time SACA to be also fast in practice. The workspace of SAIS, that is, the
extra space needed in addition to the space of the input and the output, is 0.5n log n+ n
bits for constant alphabets. In 2011, Fischer [26] showed how to modify SAIS to also
build the LCP array in linear time while still being fast in practice.
In 2013, Nong [80] presented an elegant variant of SAIS called SACA-K, which builds
on a clever memory usage strategy. SACA-K runs in linear time using σ log n bits of
workspace, where σ is the alphabet size. Therefore, for constant alphabets, SACA-K is
an optimal algorithm.
In this article we show how to compute the LCP array within SACA-K [80]. We ex-
tended the ideas by Fischer [26] to SACA-K, maintaining its theoretical optimal bounds.
We evaluated the overhead added by computing the LCP array and showed that our
algorithm is also competitive in practice.
3.2 Preliminaries
Let T be a string of length n, T = T [1, n] = T [1]T [2] . . . T [n], over a fixed ordered
alphabet Σ of size σ. T [1, n] requires n log σ bits of space. We assume that T always
ends with a special end-marker, the symbol T [n] = $, that does not occur elsewhere in T
and precedes every symbol of Σ. The substring from T [i] to T [j] inclusive is denoted by
T [i, j], for 1 ≤ i ≤ j ≤ n. A prefix of T is a substring of the form T [1, i] and a suffix is a
substring of the form T [i, n].
The suffix array of T , denoted by SA, is an array of integers in the range [1, n] that
gives the lexicographic order of all suffixes of T , such that T [SA[1], n] < T [SA[2], n] <
. . . < T [SA[n], n] [69]. Let lcp(S, T ) be the length of the longest common prefix of two
strings S and T over Σ. The LCP array of T stores the lcp-value of consecutive suffixes
in SA. We define LCP[1] = 0 and LCP[i] = lcp(T [SA[i], n], T [SA[i − 1], n]) for 1 < i ≤ n.
The arrays SA[1, n] and LCP[1, n] require n log n bits each.
A range minimum query (rmq) on LCP is the smallest lcp-value in a given interval,
that is, rmq(i, j) = mini<k≤j{LCP[k]}, for 1 ≤ i < j ≤ n. Given a string T [1, n], it is
easy to see that lcp(T [SA[i], n], T [SA[j], n]) = rmq(i, j). The arrays SA and LCP can be
partitioned into σ c-buckets, one for each c ∈ Σ, such that the suffixes in a c-bucket start
with the symbol c. The head and the tail refer to the first and the last position of a
c-bucket.
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3.3 Related Work
SAIS Nong et al.’s algorithm [82] is based on the induced sorting technique introduced
by previous SACAs [51].
The suffixes of T are classified as follows. T [i, n] is an S-suffix if T [i, n] < T [i + 1, n],
otherwise T [i, n] is an L-suffix. T [i, n] is also an LMS-suffix if T [i, n] is an S-suffix and
T [i − 1, n] is an L-suffix. The last suffix T [n, n] is defined as an S-suffix. SAIS stores
the type (L or S) of each suffix in a bit-array type[1 , n], where type[i] = 1 indicates that
T [i, n] is an S-suffix. A counter array bkt[1, σ] is used to store the head (or the tail) of each
c-bucket, depending on the step of the algorithm that is being executed. At each step,
SAIS computes the head (or the tail) scanning T [i, n]. These arrays can be computed in
linear time [82]. SAIS consists of the following steps.
1. Sort the LMS-suffixes and then store them in an auxiliary array SA1.
2. Scan SA1 from right to left, and insert each LMS-suffix into the tail of its c-bucket
in SA, decreasing the tail by one.
3. Scan SA from left to right, i = 1, 2, . . . , n, and for each suffix T [SA[i], n] if T [SA[i]−
1, n] is an L-suffix, insert SA[i] − 1 into the head of its c-bucket in SA (i.e. the
T [SA[i]− 1]-bucket), increasing the head by one.
4. Scan SA from right to left, i = n, n − 1, . . . , 1, and for each suffix T [SA[i], n] if
T [SA[i]− 1, n] is an S-suffix, insert SA[i]− 1 into the tail of its c-bucket in SA (i.e.
the T [SA[i]− 1]-bucket), decreasing the tail by one.
In Step 1 T [1, n] is divided into LMS-substrings, such that T [i, j] is an LMS-substring
if both T [i, n] and T [j, n] are LMS-suffixes, but no suffix starting in T [i, j] is also an LMS-
suffix. A modified version of SAIS is applied to sort all LMS-substrings. A new (shorter)
string T 1 = v1v2 . . . vn1 is created, such that vi is a name assigned to an LMS-substring
according to its lexicographical rank. If every vi 6= vj then all LMS-suffixes are already
sorted and SA1 is constructed directly. Otherwise, SAIS is recursively applied to sort all
the suffixes of T 1 in SA1. At the end, the order of all LMS-suffixes of T can be determined
by using the order in SA1.
The time complexity of SAIS is O(n) and the workspace is only the space of type and
bkt, since SA1 and T 1 can be stored in SA[1, n] itself along with all recursive calls [82, 80].
type and bkt use at most n bits and 0.5n log n bits, respectively, over all recursion levels,
since the length of T 1 is at most n/2, and its alphabet size σ1 is integer. Therefore,
SAIS’s workspace is 0.5n log n+ n bits.
SAIS+LCP Fischer [26] showed how to modify SAIS to also compute the LCP array.
The key observation is that lcp-values can also be induced.
In Step 1, the algorithm SAIS+LCP computes the lcp-values of each consecutive
LMS-suffix in SA1 and stores them in LCP1. LCP1 is computed together with SA1 re-
cursively, and the lcp-values are “scaled-up” from names in T 1 to name lengths in the
LMS-substrings.
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In Step 2 the lcp-values in LCP1 are put into their corresponding c-buckets.
In Step 3, whenever two L-suffixes T [i − 1, n] and T [j − 1, n] are induced and
placed in adjacent positions SA[k − 1] and SA[k], the value of LCP[k] is induced from
lcp(T [i, n], T [j, n]), which is already stored in LCP. Suppose that the suffixes in SA[i′] and
SA[j′] induce T [i−1, n] and T [j−1, n] at SA[k−1] and SA[k], where i′ < j′ < k. If k is the
first position in its c-bucket, then LCP[k] = 0. Otherwise, if i′ and j′ are positions in differ-
ent c-buckets, then LCP[k] = 1, otherwise, LCP[k] = lcp(T [i, n], T [j, n])+1 = rmq(i′, j′)+1.
Step 4 is symmetric to Step 3.
At the end, SAIS+LCP computes the lcp-values between the last L-suffix and the first
S-suffix of each c-bucket by direct comparison, since they are not induced in the same
step. Fischer [26] showed that the longest common prefix between these suffixes can only
consist of equal symbols, allowing easy computation in linear time.
There are different alternatives to solve the rmqs in Steps 3 and 4. The simplest
one scans LCP[i′, j′] for each rmq evaluation, resulting in overall O(n2) time. Another
alternative is to keep an auxiliary array C[1, σ] up-to-date, such that, at each step, C[c]
stores the minimum lcp-value between the current suffix and the last induced suffix starting
with c ∈ Σ. After each step, an O(σ) time procedure updates C. This alternative increases
both the time complexity to O(nσ) and adds σ log n bits the workspace. An improved
alternative is to use a semi-dynamic rmq data structure [27] to solve the rmqs in O(1)
time using 2n+ o(n) bits.
The time complexity and the workspace of SAIS+LCP depends on the alternative
used to solve the rmqs. Fischer has implemented the second alternative. In this case,
SAIS+LCP runs in O(nσ) time and its workspace is 0.5n log n+ n+ σ log n bits.
SACA-K Nong’s algorithm [80] is a space efficient variant of SAIS based on a novel
naming approach. The two key observations are: the type array is no longer needed, and
the bkt array is needed only at the top recursion level.
SACA-K computes the type of each suffix T [i, n] on-the-fly in O(1) time.
The names assigned by SACA-K are indexes to head (or tail) positions of SA1, such
that if T 1[i, n1] is an L-suffix then the symbol T 1[i] = vi stores the head of its bucket in
SA1. Analogously, if T 1[j, n1] is an S-suffix, T 1[j] = vj stores the tail of its bucket in SA1.
Recall that the alphabet of T 1 is integer, suitable for such scheme.
In recursive calls of SACA-K, whenever T [i, n] has to be inserted into its c-bucket,
the value stored in T [i] points to the proper head (or tail). Position SA[T [i]] is reserved
to indicate how many suffixes have been added to that bucket. Suffix T [i, n] is added in
position T [i] +SA[T [i]] (or T [i]−SA[T [i]]) of SA, and the value in SA[T [i]] is incremented
(or decremented) by one. Whenever a c-bucket is full, all its suffixes are shifted one
position to the left (or to the right).
SACA-K runs also in O(n) time, since all improvements inherit SAIS bounds. The
workspace of SACA-K is σ log n bits, since the bkt array is used only at the top recursion
level, which is constant for constant alphabets.
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3.4 Our algorithm
SACA-K+LCP We show how to construct the LCP array during SACA-K in optimal
time and space for constant alphabets. Our algorithm can be viewed as an adaptation of
Fischer’s algorithm [26] to SACA-K.
In Step 1, the recursive approach by Fischer [26] to compute LCP1 may increase the
workspace of SACA-K. The linear time procedure that scales up every value in LCP1 uses
additional memory to store an inverse array of SA1 and another array to store the size of
each LMS-substring. In Steps 3 and 4, during the recursive calls, when the alphabet size
is integer, the size of the auxiliary arrays used by any O(nσ) time alternative considered
by SAIS+LCP to solve the rmqs are no longer constant.
A sparse variant of the Φ-algorithm [46] can be used to compute LCP1 immediately
at the top recursion level of SAIS+LCP, just after all LMS-suffixes have being sorted in
Step 1 [26]. The original Φ-algorithm uses additional n log n bits to store auxiliary arrays.
However, Fischer observed that these arrays can be stored in the space of LCP[1, n], being
subsequently overwritten by LCP1.
We augmented this idea by pre-computing LCP1 during naming, while the consecutive
LMS-substrings are compared one-by-one. Notice that any two consecutive LMS-suffixes
in positions SA[i] and SA[i+1] (after Step 1) share an lcp that is larger or equal to the lcp
between the LMS-substrings that were in those positions prior to the LMS-suffix sorting.
The values of LCP1 are stored in the first half of LCP, that is, LCP[1, n/2]. Recall that
there are at most n/2 LMS-suffixes.
Our sparse Φ-algorithm may take advantage of the pre-computed values in LCP1. As
the Φ-algorithm first computes the permuted LCP (PLCP) array and then derives LCP, we
pre-compute PLCP, named PLCP∗, from LCP1 and store it in LCP[n/2, n]. The Φ-array
is computed from SA1 and stored in LCP[1, n/2]. The sparse Φ-algorithm must assess the
distance between the suffixes being compared currently and their respective successors (in
text order), what is given by the text positions of each LMS-suffix stored in an auxiliary
array RA, in positions SA[n/2, n], which are available at this point. PLCP is computed
in the second half of LCP considering PLCP∗, Φ and RA. At the end, LCP1 is computed
from PLCP, overwriting positions LCP[1, n/2]. Figure 3.1 illustrates the Step 1 of our
algorithm by an example.
In Step 2, the lcp-values in LCP1 are inserted into their corresponding c-buckets (as in
SAIS+LCP).
In Steps 3 and 4, the O(nσ) time alternative can be improved (in practice) by using a
stack as described by Gog and Ohlebusch [32] to solve the rmqs. Therefore, the workspace
using this alternative is added by the auxiliary data structures, which fit in 3σ log n bits.
Note that, the other alternatives are not suitable for SACA-K+LCP, since the simplest
one increases the time complexity to O(n2), whereas the improved alternative increases
the workspace to 2n+ o(n) bits.
At the end, SACA-K+LCP computes the lcp-values between the last L-suffix and the
first S-suffix of each c-bucket by direct comparisons (as in SAIS+LCP).
Overall, SACA-K+LCP runs in O(nσ) time and the workspace is (1 + 3)σ log n
bits, which is optimal for constant alphabets.
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Sorting
Pre-computing LCP1 in LCP[1, 6]
← T 1
6 4 2 5 3 1SA =
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Computing SA1 in SA[1, 6] (recursive)
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Computing RA in SA[10, 15], PLCP∗ in LCP[10, 15], and Φ in LCP[1, 6]
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8 6 3 0 1 0LCP = ← PLCP
Computing PLCP in LCP[10, 15]
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Mapping PLCP into LCP1
Step 1
Figure 3.1: Step 1 of SACA-K+LCP for T = banaananaanana$.
CHAPTER 3. OPTIMAL SUFFIX SORTING AND LCP CONSTRUCTION 33
3.5 Experimental results
We implemented our algorithm in ANSI C based on the source code of SACA-K and
SAIS+LCP2. Our source code is publicly available3. We compared the performance of
SACA-K+LCP, SAIS+LCP and SACA-K followed by Φ-algorithm on strings from the
Pizza & Chili datasets4 as shown in Table 3.1. The experiments were executed in a 64
bits GNU/Linux Debian 7.0 system with an Intel i7-3770 3.4 GHz processor with 8MB
cache, 32 GB of RAM. The sources were compiled by GNU GCC version 4.7.2, with the
same optimizing flags for all algorithms.
SAIS+LCP was the fastest algorithm in all experiments. Similar to the re-
sults obtained by Nong [80] for SACA-K and SAIS, the relative difference between
SACA-K+LCP and SAIS+LCP is “almost” constant. The later is derived from the
very optimized implementation by Yuta Mori5.
SACA-K+LCP was the only algorithm that kept the space usage constant across
experiments, namely 1KB of SACA-K’s workspace added by 9KB used by data structures
to solve the rmqs. Comparing SACA-K+LCP and SACA-K followed by Φ we can see
that their speed is similar, and the overhead added by computing the LCP array is small.
However, the workspace of SACA-K and Φ is much larger and is dominated by the
memory requirements of Φ, which uses an additional array of n integers.
Our algorithm is an improvement for the simultaneous construction of SA and LCP,
achieving optimal time and space for constant alphabets, while preserving practical per-
formance.
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Table 3.1: Experiments with Pizza & Chili datasets. The datasets einstein-de, kernel,
fib41 and cere are highly repetitive texts. The dataset english.1G is the first 1GB of the
original english dataset. The speed is reported in µs/byte and each symbol uses 1 byte.
The workspace is the peak space subtracted of the space used by T , SA and LCP (9n
bytes). SACA-K’s workspace is always 1 KB. Φ’s workspace is equal to 4n bytes and
dominates SACA-K and Φ.
speed [µs/byte] workspace [KB]
dataset σ n/210 SA
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+
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Φ
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sources 230 205,924 0.26 0.17 0.24 0.21 0.03 10 16 823,698
xml 97 289,195 0.28 0.18 0.26 0.23 0.03 10 14 1,156,781
dna 16 394,461 0.38 0.27 0.36 0.31 0.05 10 13 1,577,843
english.1G 239 1,071,976 0.43 0.31 0.42 0.35 0.07 10 15 4,287,904
proteins 27 1,156,300 0.41 0.30 0.40 0.34 0.06 10 13 4,625,201
einstein-de 117 90,584 0.34 0.18 0.33 0.30 0.03 10 14 362,338
kernel 160 251,916 0.28 0.16 0.26 0.23 0.03 10 14 1,007,662
fib41 2 261,635 0.34 0.18 0.30 0.27 0.03 10 13 1,046,540
cere 5 450,475 0.34 0.20 0.31 0.28 0.03 10 13 1,801,901
Chapter 4
Inducing enhanced suffix arrays for
string collections ∗
Abstract
Constructing the suffix array for a string collection is an important task that may be performed
by sorting the concatenation of all strings. In this article we present algorithms gSAIS and
gSACA-K, which extend SAIS (Nong et al., 2011) and SACA-K (Nong, 2013) to construct
the suffix array for a string collection maintaining their theoretical bounds, respecting the order
among all suffixes, and improving their practical performance. gSACA-K is an optimal suffix
array construction algorithm for string collections from constant alphabets. Moreover, we show
how to modify gSAIS and gSACA-K to also compute the longest common prefix array and the
document array as a byproduct of suffix sorting, with the same theoretical bounds. We performed
experiments that showed that our algorithms have an outstanding practical performance.
∗Louza, F. A.; Gog, S.; Telles, G. P., Inducing enhanced suffix arrays for string collections, Theor.
Comput. Sci., v. 678: 22-39, (2017) [62].
A preliminary version of this work appeared in DCC 2016 [61]
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4.1 Introduction
Suffix array construction is a well studied problem [83, 66, 76] and currently several linear
time solutions exist [51, 50, 47, 82, 6]. In 2013, Nong [80] presented an optimal suffix
array construction algorithm (SACA) that runs in linear time using constant workspace
for constant alphabet size. By workspace we mean the extra space needed in addition to
input and output.
The suffix array is frequently enhanced with the longest common prefix (LCP) array [2].
The LCP array can be constructed in linear time given the string and its suffix array as
input [49, 71, 46], or alternatively during the suffix array construction [26]. Recently,
Louza et al. [63] introduced a modification of Nong’s algorithm to also compute the LCP
array with the same bounds.
In many applications we are interested in constructing the enhanced suffix array for
a collection of strings [98, 75]. For example, when an index for a document database
is needed, each document may be regarded as a string and the task may be performed
by using a standard construction algorithm over the concatenation of such strings [83].
However, such approach may deteriorate both the theoretical bounds and the practical
behavior of many construction algorithms.
Let T = T1, T2, . . . , Td be a collection of d strings of total length N . There are two
common approaches used to concatenate all strings in T into a single string T cat. The
first alternative uses d pairwise distinct symbols $i as separators, one for each Ti ∈ T ,
such that $i < $j if and only if i < j. The second alternative uses the same symbol $ as
separator for every Ti ∈ T . T cat ends with an end marker symbol # in both approaches,
such that # is smaller than any other symbol.
Although both approaches are straightforward and have been used in different appli-
cations (e.g. [100, 67, 5, 30, 56, 52, 31, 79, 29, 106]), they have some drawbacks. The
first alternative increases the alphabet size of T cat by the number of strings, which may
deteriorate the theoretical bounds of many algorithms. For instance, the workspace of
[80, 63] would increase from O(1) to O(d logN) bits, which is not optimal for a constant
size input alphabet. On the other side, for strings Ti and Tj, i < j, the second alternative
will not guarantee that equal suffixes of Ti and Tj will be sorted with respect to i and j,
in other words, ties will not be broken by the string rank, what may cause unnecessary
comparisons in the suffix sorting, depending on the order of the strings in the collection.
Moreover, this alternative may cause standard algorithms to incorrectly compute the LCP
array, because lcp-values may exceed the length of the strings.
Less emphasis has been put on specific SACAs and LCP array construction algorithms
for string collections (e.g. [98, 61])2. In this article we show how to modify SAIS [82] and
SACA-K [80] to receive as input the concatenation of all strings using the same symbol
$ as separator, while guaranteeing that suffixes that are equal up to $ will be sorted by
string rank3.
2 Our interest, herein, is limited to main memory algorithms. There exists alternatives to sort all
suffixes of a string collection in external memory (e.g. [65, 7, 16]) and in parallel (e.g. [86, 59, 57]).
3In other words, we obtain the same results one would get using distinct separators, but without
increasing the size of the alphabet.
CHAPTER 4. INDUCING SUFFIX ARRAYS FOR STRING COLLECTIONS 37
Our Contributions In this article we make the following three contributions:
1. We propose the general versions of SAIS and SACA-K, called gSAIS and
gSACA-K in this article. The new suffix array construction algorithms work for
string collections and have the same theoretical bounds as SAIS and SACA-K.
2. An extended version, called gSAIS+LCP and gSACA-K+LCP, computes the LCP
array along with the suffix array construction. This was achieved by adapting ideas
from Fischer [26] and Louza et al. [63].
3. Finally, we show how the document array (DA) can also be computed along
with the suffix array construction. We call these algorithms gSAIS+DA and
gSACA-K+DA.
Experimental evaluation with different string collections have shown that the practical
performance of gSAIS and gSACA-K is better than the performance of the original
versions applied to sort strings using both concatenation alternatives above. Experiments
have also shown that gSAIS+LCP, gSACA-K+LCP, gSAIS+DA and gSACA-K+DA
outperform the best known alternatives.
4.2 Background
Let T be a string of length |T | = n over an alphabet Σ of size σ. A constant alphabet has
size σ = O(1) and an integer alphabet has size σ = nO(1). We denote the concatenation
of strings or symbols by the dot operator (·). We use the symbol < for the lexicographic
order relation between strings and suffixes.
The i-th symbol of T is denoted by T [i] and the substring T [i] · T [i + 1] · . . . · T [j] is
denoted by T [i, j], for 1 ≤ i ≤ j ≤ n. A prefix of T is a substring of the form T [1, i] and
a suffix is a substring of the form T [i, n]. We assume that T always ends with a special
end marker symbol T [n] = #, called sentinel, which is not present in elsewhere in T and
precedes every symbol in Σ.
The suffix array (SA) [69, 34] of a string T [1, n] is an array of integers in the range [1, n]
that gives the lexicographic order of all suffixes of T , such that T [SA[1], n] < T [SA[2], n] <
. . . < T [SA[n], n]. We denote the inverse of SA as ISA, such that ISA[SA[i]] = i.
The LCP array stores the lengths of the longest common prefix (lcp) of adjacent suf-
fixes in SA. We define LCP[1] = 0 and LCP[i] = lcp(T [SA[i], n], T [SA[i − 1], n]), for
1 < i ≤ n. A range minimum query (rmq) on LCP is the smallest lcp-value in a given
interval, that is, rmq(i, j) = mini<k≤j{LCP[k]}, for 1 ≤ i < j ≤ n. It is easy to see that
lcp(T [SA[i], n], T [SA[j], n]) = rmq(i, j).
Let T = T1, T2, . . . , Td be a collection of d strings over Σ, of lengths n1, n2, . . . , nd. The
suffix array for T is the SA of the concatenated string T cat, which can be created by two
alternatives that replace the sentinel of each string by a separator symbol, as follows: (1)
using pairwise distinct separator symbols, or (2) using the same separator symbol [83].
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Concatenating alternatives
1. T cat = T1[1, n1 − 1] · $1 · T2[1, n2 − 1] · $2 · · ·Td[1, nd − 1] · $d ·#
2. T cat = T1[1, n1 − 1] · $ · T2[1, n2 − 1] · $ · · ·Td[1, nd − 1] · $ ·#
where $, $1, $2, . . . , $d are not in Σ, and # < $ < $1 < $2 < . . . < $d are smaller than any
other symbol in Σ. The total length of T cat is (Σdi=1ni) + 1 = N .
The usage of d distinct separators may be disadvantageous in many applications due
to the increased alphabet size σ+d [83]. Note that in the second alternative the alphabet
size is σ + 1. In the text that follows the alternative of T cat that is referred to will be
clear by the context.
The suffix array of T cat[1, N ] is commonly accompanied by the document array (DA),
where DA[i] stores the index of the string which suffix T cat[SA[i], N ] came from. We define
DA[1] = d+ 1 as the suffix T cat[N,N ] = # is always in SA[1].
A rank query on a bitvector B[1, n], defined as rank1(B, i), returns the number of
occurrences of bit 1 in B[1, i]. B can be preprocessed in linear time so that rank queries
are supported in constant time using o(n) bits of workspace [37].
DA[i] can be computed in constant time. Given a bitvector B[1, N ] such that B[i] = 1
if T cat[i] is a separator symbol and B[i] = 0 otherwise, then DA[i] = rank1(B, i) + 1.
The arrays SA, LCP and DA can be partitioned into σ buckets, one for each symbol in
Σ∪ {$, $1, . . . , $d}, such that the suffixes in a c-bucket start with the same symbol c ∈ Σ.
The head and the tail of a bucket will refer to the first and the last position of a bucket.
Figure 4.1 shows SA, LCP and DA for a string collection concatenated using alternative
2. Buckets are indicated by dashed lines in the figure. The last column shows each suffix
T cat[SA[i], N ] up to the first separator symbol.
4.3 Related works
Several SACAs of different time and space complexities have been proposed in the past
25 years (see [91, 18, 39] for good reviews).
SAIS [82] and SACA-K [80] are remarkable SACAs based on the induced sorting
principle introduced by Itoh and Tanaka [36] and Ko and Aluru [51]. Induced sorting is
to deduce the order of unsorted suffixes from a set of already sorted suffixes. SAIS and
SACA-K share the following divide-and-conquer framework.
First, all suffixes T [i, n] are classified according to their lexicographical rank relative
to their succeeding suffix T [i+ 1, n].
Definition 1 A suffix T [i, n] is S-type (stands for Smaller) if T [i, n] < T [i + 1, n], oth-
erwise T [i, n] is L-type (stands for Larger).
Note that in a bucket, L-type suffixes are always smaller than S-type suffixes [82].
The suffix classification can be done in linear time as follows. T [n, n] is S-type. T is
scanned from right to left, i = n − 1, n − 2, . . . , 1, and T [i, n] is S-type if T [i] < T [i + 1]
or T [i] = T [i+ 1] and T [i+ 1, n] is S-type, otherwise T [i, n] is L-type.
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i SA LCP DA suffixes
1 19 0 4 #
2 18 0 3 $
3 7 0 1 $
4 13 0 2 $
5 6 0 1 a$
6 12 1 2 a$
7 10 1 2 aba$
8 16 1 3 an$
9 4 2 1 ana$
10 8 3 2 anaba$
11 14 3 3 anan$
12 2 4 1 anana$
13 11 0 2 ba$
14 1 2 1 banana$
15 17 0 3 n$
16 5 1 1 na$
17 9 2 2 naba$
18 15 2 3 nan$
19 3 3 1 nana$
Figure 4.1: SA, DA and LCP for T cat = banana$anaba$anan$#. Note that for T cat
created by alternative 1 the first four entries of SA would be [19, 7, 13, 18].
SAIS stores the type of each suffix T [i, n] in a bitvector t[1, n], whereas SACA-K
computes the type of each T [i, n] on-the-fly in constant time (see [80]).
In the sequel, the suffixes are further classified as follows.
Definition 2 A suffix T [i, n] is LMS-type (stands for LeftMost S-type) if T [i, n] is S-type
and T [i− 1, n] is L-type. The last suffix T [n, n] is LMS-type.
The key observation of SAIS, which is also used by SACA-K, is that the order of the
LMS-type suffixes are enough to induce the order of all suffixes of T . SAIS and SACA-K
work as follows.
Induced sorting (IS) algorithm:
1. Sort the LMS-type suffixes and store in an auxiliary array SA1.
2. Scan SA1 from right to left, and insert each corresponding LMS-type suffix of T into
the tail of its c-bucket in SA, decreasing the tail by one.
3. Scan SA from left to right, i = 1, 2, . . . , n, and for each suffix T [SA[i], n] if T [SA[i]−
1, n] is L-type then insert SA[i]− 1 into the head of its bucket, increasing the head
by one.
4. Scan SA from right to left, i = n, n − 1, . . . , 1, and for each suffix T [SA[i], n] if
T [SA[i] − 1, n] is S-type then insert SA[i] − 1 into the tail of its bucket, decreasing
the tail by one.
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In Step 1, in order to sort the LMS-type suffixes, T [1, n] is divided into a set of
substrings according to the LMS-type suffix positions.
Definition 3 An LMS-substring is a substring T [i, j] such that both T [i, n] and T [j, n]
are LMS-type suffixes, but no suffix between i and j is also LMS-type. The last suffix
T [n, n] is an LMS-substring.
A modified version of the IS algorithm is applied to sort all LMS-substrings. Starting
from Step 2, instead of scanning SA1, T [1, n] is scanned from right to left and each unsorted
LMS-type suffix is inserted (bucket sorted) at the current tail of its c-bucket, and the tail
is decrease by one. Steps 3 and 4 are not modified for this LMS-substring sorting. At the
end of Step 4, all LMS-substrings are sorted and stored in their corresponding c-buckets
in SA.
Let r1, r2, . . . , rn1 be the LMS-substrings of T in order. A name vi is assigned to each
LMS-substring ri of T . The naming procedures of SAIS and SACA-K differ, and we will
postpone the explanation until the end of this section.
A new (shorter) string T 1 = v1 · v2 · · · vn1 is created according to the names of each
LMS-substring. If two LMS-substrings ri and rj are equal, then their names are the same,
vi = vj. When every vi 6= vj, all LMS-type suffixes are already sorted and the suffix array
SA1 for T 1 is constructed directly. Otherwise, the IS algorithm is recursively applied to
sort all suffixes of T 1 in SA1. An important remark [82] is that the order of the LMS-type
suffixes in T is the same as the order of the respective suffixes in T 1. Therefore, the
relative order of the LMS-type suffixes of T can be determined by using the result of the
recursive algorithm.
In Step 2, the LMS-type suffixes are obtained from SA1 and bucket sorted in SA as
follows. SA1 is stored in the first half of SA, that is SA[1, n/2]. The inverse of SA1, ISA1,
is computed in SA[n/2 + 1, n]. Then, T [1, n] and ISA1 are scanned from right to left from
their last positions i = n and j = n1, such that for each LMS-type suffix T [i, n], the value
in SA1[ISA1[j]] receives i, decreasing j by one. In words, each suffix of T 1 is mapped back
to its corresponding LMS-type suffix T [i, n]. At the end, the mapped values in SA1 are
inserted in their corresponding buckets in SA.
In Step 3, the order of all LMS-type suffixes is enough to induce the order of all L-type
suffixes by scanning SA. At the end, all S-type suffixes are induced from L-type suffixes
in Step 4.
The auxiliary suffix array SA1 and the reduced string T 1 are used to store and compute
the order of all LMS-type suffixes. However, Nong et al. [82] observed that the space used
by SA suffices for storing both SA1 and T 1 along all recursive calls of the IS algorithm.
SAIS uses a bucket counter array bkt of size σ that stores in bkt[c] the head (or the
tail) of the c-bucket, for each c ∈ Σ. The bkt array can be computed easily in linear
time by scanning T [1, n]. SACA-K uses the bkt array only at the top recursion level. At
deeper recursion levels, bkt[c] is implicit, as we shall explain below.
Complexity analysis The length of the reduced string T 1 is at most n/2, since there
are at least three symbols in each LMS-substring of T , except for the last one, and since
two consecutive LMS-substrings in T overlap only by a single symbol. In both algorithms,
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the alphabet of T 1 is integer, its size is O(n/2), and T 1 is also terminated by a unique
smallest sentinel.
Each step of SAIS is linear on the length of T , which leads to O(n) worst case
time. The workspace is dominated by the arrays bkt and t, which use at most n bits
and 0.5n log n bits, respectively, over all recursion levels, resulting in 0.5n log n + n bits.
SACA-K is also O(n) time, since all improvements inherit SAIS time complexity. The
workspace of SACA-K is σ log n bits, since the bkt array is required only at the top
recursion level, which is optimal for constant alphabets.
Lexicographic naming
SAIS Let σ1 be the number of different LMS-substrings in T . In SAIS, naming is
performed by assigning, for each LMS-substring ri, its lexicographical rank vi in [1, σ1]
among all LMS-substrings, such that vi < vj if ri < rj and vi = vj if ri = rj, that is, in
the reduced string T 1[1, n1] we have T 1[i] = vi. A naive implementation of this procedure
compares each pair of consecutive LMS-substring sorted and stored in SA. It may be
speed up by comparing their symbols and types [82].
SACA-K In SACA-K, the names are assigned using indexes to positions of SA1, such
that (i) for each L-type suffix T 1[i, n1], the symbol T 1[i] = vi stores the position of the
head of its corresponding bucket in SA1, and (ii) for each S-type suffix T 1[j, n1], the symbol
T 1[j] = vj stores the position of the tail of its corresponding bucket in SA1 [80]. Recall
that the alphabet of T 1 is integer, suitable for such scheme.
Note that the relative order among all LMS-substrings is maintained by SACA-K.
Given any two symbols vi < vj named by SAIS, the equivalent names given by SACA-K
will have the same relative order, since bkt[vi] < bkt[vj]. When vi = vj during SAIS
naming, if both are of the same type (either L- or S-type) they will receive the same
name by SACA-K. However if they are of different types, the L-type will receive a name
smaller than the S-type, but this does not change the relative order of the suffixes in T 1,
since L-type suffixes are always smaller than S-type suffixes.
Moreover, in recursion levels l > 0 of SACA-K, whenever a suffix T [i, n] has to be
inserted into its bucket, the value stored in T [i] points to the beginning (or to the end) of
its bucket. Such position in SA is reserved to indicate how many suffixes of that bucket
had already been added. Then, the value in SA[T [i]] is incremented (or decremented) by
one position. Whenever a c-bucket is full, all its suffixes are shifted one position to the
left (or to the right).
In order to determine whether a bucket is full, it is necessary to find out if the position
to which SA[T [i]] points is a bucket beginning. SACA-K takes advantage of the fact that
at levels l > 0 the most significant bit of any element of SA is always available, since the
reduced problem size is at most n/2. Thus, if SA[T [i]] points to a bucket beginning, its
highest bit is 1.
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4.4 Induced suffix sorting for string collections
In this section we show how to extend induced sorting to collections of strings and also
to encompass the LCP and the document arrays construction.
Starting with T = {T1, T2, . . . , Td}, the strings in T are concatenated into T cat[1, N ] =
T1[1, n1− 1] · $ ·T2[1, n2− 1] · $ · · ·Td[1, nd− 1] · $ ·# using the same symbol $ as separator
(alternative 2). This alternative preserves the alphabet size and we show how to sort
suffixes that are equal up to $ according to string rank.
4.4.1 Inducing SA
We establish an augmented relative order among separator symbols $ in T cat, such that
a $ from string Ti will be smaller than a $ from string Tj if and only if i < j, that is,
a separator in T cat[i′] = $ will be smaller than T cat[j′] = $ if and only if i′ < j′. Our
algorithms use this augmented relative order to produce the same suffix ordering that
would be generated by using different separators, one for each string Ti.
Note that in T cat every suffix starting with $ will be S-type (and also LMS-type), except
for the last one, at position T cat[N−1, N ], which will be L-type, since by definition $ > #.
We know that in a bucket, L-type suffixes are smaller than S-type suffixes (see Sec-
tion 4.3). However, in order to guarantee our augmented ordering we have to handle a
special case for the $-bucket, where the L-type suffix T cat[N − 1, N ] will be larger than
the S-type suffixes. To do this, we modify SAIS and SACA-K as follows.
In Step 2, when the LMS-type suffixes are inserted at the current tail of its bucket,
we reserve the last position of the $-bucket to T cat[N − 1, N ]. Therefore, the LMS-type
suffixes starting with $ are bucket sorted from bkt[$] − 1, where bkt[$] is the tail of the
$-bucket. Then, we insert the suffix T cat[N − 1, N ] directly at the tail of its bucket in the
end of Step 2.
In order to preserve the relative order among suffixes starting with $, we do not induce
any L- or S-type suffix T cat[SA[i]− 1, N ] if T cat[SA[i]− 1] = $ in Steps 3 and 4.
An important observation is that the LMS-type suffixes starting with $ will generate
LMS-substrings that will be sorted by SAIS and SACA-K in Step 1 unnecessarily, since
both SAIS and SACA-K treat $ as any other symbol, but if two suffixes are equal up to
their separators $ then their symbols should not be compared any further.
The LMS-substring sorting may be avoided as follows. In Step 1 (during the LMS-
substring sorting), when T cat[1, N ] is scanned from right to left to bucket-sort all LMS-type
suffixes, we do not insert any LMS-type suffix T cat[j,N ] in its bucket if the next LMS-
type suffix T cat[i, N ] to the left starts with a $, for 1 < i < j ≤ n. The idea is that such
positions j are exactly those that will induce the order of the LMS-substrings starting at
positions i. In practice, as the scan is performed from right to left, T cat[j,N ] is inserted
into its bucket, but whenever T cat[i, N ] starts with $, T cat[j,N ] is removed.
After sorting all LMS-substrings, we scan T cat[1, N ] again, this time from left to right,
and the LMS-type suffixes starting with $ are inserted directly into the $-bucket, starting
from the head of the $-bucket. At the end, all LMS-substrings starting with $ are also
sorted and stored into the $-bucket in SA.
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Then naming takes place considering the order among all $ symbols in T cat mentioned
above, that is, each LMS-substring starting with $ will receive a different name according
to its position in T cat. In other words, given two LMS-substrings starting with $, say ri
and rj with names vi and vj, we have vi < vj if and only if i < j. The reduced string T 1
is created as usual.
Fortunately, the above modifications are necessary only at the top recursion level of
both SAIS and SACA-K, since the reduced string will be almost the same as the one
produced by the original SAIS or SACA-K algorithms applied to T cat using alternative
2, and will be exactly the same when applied to T cat using alternative 1.
Example Figure 4.2 shows Step 1 adapted to sort the LMS-substrings of T cat =
banana$anaba$anan$. The underlined LMS-substrings will not be sorted since they start
with $. In (b) the bucket sorting does not insert the positions 10 and 16 of T cat in
their buckets, since they would induce the order of the LMS-substrings T cat[7, 10] and
T cat[13, 16]. The order of these substrings is set by hand in SA after sorting all LMS-
substrings in (d). Also, notice that the last position of the $-bucket is reserved to the
L-type suffix T cat[18, 19] during the bucket sorting in (b). T cat[18, 19] is inserted directly
in position 4 of SA in (c). At the end, (e) shows the LMS-substrings sorted accordingly.
Complexity analysis The worst-case time complexity of gSAIS and gSACA-K re-
mains linear on the length of input, that is O(N), since we only add a linear time scan at
the recursion top level to directly bucket-sort LMS-type suffixes starting with $. More-
over, we avoid sorting exactly d − 1 LMS-substrings in Step 1, which may improve the
practical performance of the modified algorithms.
The workspace of gSAIS and gSACA-K have the same size of their original versions
when applied to sort T cat created by alternative 2. However, as already mentioned,
alternative 2 does not guarantee the relative order among suffixes that are equal up to
the $.
A theoretical improvement is achieved when comparing gSACA-K and SACA-K ap-
plied to sort T cat created by alternative 1 from a constant alphabet. In this case, the
workspace of SACA-K is (σ + d) logN bits, whereas the workspace of gSACA-K is
σ logN bits, which is optimal for constant alphabets.
4.4.2 Inducing SA and LCP
Fischer [26] and Louza et al. [63] showed how to modify SAIS and SACA-K to compute
the LCP array during the suffix array construction. We show how to apply their ideas to
our algorithms gSAIS and gSACA-K.
In Step 1, the lcp-value of each consecutive LMS-type suffix in SA1 is computed in
LCP1, which is stored in the space of LCP[1, N ]. LCP1 can be computed recursively
together with SA1, or by using a sparse variant of the Φ-algorithm [46] only at the top
recursion level. Although the first approach is elegant and intuitive it requires additional
memory to scale up the lcp-values from recursive calls, whereas in the second approach
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Figure 4.2: Sorting the LMS-substrings for T cat = banana$anaba$anan$#
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the additional arrays required by the Φ-algorithm can be stored in the space of LCP, being
subsequently overwritten by LCP1 (see [63]).
We use the second approach to compute LCP1 in both gSAIS+LCP and
gSACA-K+LCP. Moreover, our sparse variant of the Φ-algorithm may treat each sepa-
rator symbols $ as a distinct symbol, such that the longest common prefix of two suffixes in
T cat is limited to the first occurrence of a $. This requires a straightforward modification
in the algorithm. The lcp-values in the $-bucket will be equal to 0.
In Step 2, the lcp-values in LCP1 are bucket sorted in LCP as the suffixes are bucket
sorted in SA. We set LCP[i] = 1 for each position i that stores in SA[i] the first LMS-type
suffix of its bucket that is not in the head, except for the $-bucket, where all lcp-values
are equal to 0.
Step 3 induces the lcp-values of all L-type suffixes as follows. Whenever two L-type
suffixes T cat[i − 1, N ] and T cat[j − 1, N ] are induced in adjacent positions SA[k − 1] and
SA[k], LCP[k] is induced by lcp(T cat[i, N ], T cat[j,N ]), which is already computed in LCP.
Suppose that the suffixes T cat[i−1, N ] and T cat[j−1, N ] are induced at SA[k−1] and SA[k],
where ISA[i] < ISA[j] < k. It is easy to see that if k is the first position in its c-bucket, then
LCP[k] = 0. Otherwise, LCP[k] = lcp(T cat[i, N ], T cat[j,N ]) + 1 = rmq(ISA[i], ISA[j]) + 1.
Recall that we do not induce suffixes starting with $.
Fischer [26] showed different alternatives to solve the rmqs. We use an alternative
that adds O(σ) time to solve each rmq using σ logN bits of workspace as follows. At each
iteration i = 1, 2, . . . , N , an auxiliary array C[1, σ] is kept up-to-date such that C[c] is the
minimum lcp-value between the current suffix and the last induced suffix starting with
c ∈ Σ. After each iteration i, an O(σ) time procedure updates C[1, σ]. This alternative
can be improved (in practice) by using a stack to solve each rmq. Overall, the auxiliary
data structures fit in 3σ log n bits [32].
Step 4 is symmetric to Step 3.
At the end, the lcp-value between the last L-type suffix and the first S-type suffix for
every c-bucket is computed by direct comparison, since they are not induced. Fischer [26]
showed that these suffixes can only consist of equal symbols, allowing easy computation
in linear time.
The correctness of our approach comes from the fact that we do not induce L- or
S-type suffixes starting with $ in Steps 3 and 4. Therefore the resulting LCP array will
be equal to the one built using different symbols as separators.
Example Figure 4.3 (a) shows the output of Step 2 and Figure 4.3 (b) a snapshot of
Step 3 when i = 8. In (a) the lcp-values of all LMS-type suffixes are computed in their
buckets. The value in LCP[9] is equal to 1 since T cat[10, 19] is the first LMS-type suffix in
its bucket that is not in the head. In (b), when the suffix T cat[9, 19] is induced in position
16, which is adjacent to the position 15, where T cat[5, 19] was induced, LCP[16] is given
by lcp(T cat[6, 19], T cat[10, 19])+1 = rmq(5, 9)+1. The rmq is answered by using C[n] = 1,
as shown in Figure 4.3 (c). Then, LCP[16] = 1 + 1 = 2.
Complexity analysis Our versions, gSAIS+LCP and gSACA-K+LCP, run in
O(Nσ) time, since they inherit the time complexity of gSAIS and gSACA-K added
CHAPTER 4. INDUCING SUFFIX ARRAYS FOR STRING COLLECTIONS 46
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
19 7 13 18 10 16 4 2SA =
0 0 0 0 1 1 2 3LCP =
19 7 13 18 6 12 10 16 4 2 11 17 5 9SA =
0 0 0 0 0 1 1 2 3 0 0 1 2LCP =
# $ a b n
0 0 1 1 1C =
(a)
(b)
(c)
Figure 4.3: Inducing the lcp-values in Step 3 for T cat = banana$anaba$anan$#
by the cost to solve the rmqs in Steps 3 and 4. Note that the modified Φ-algorithm in
Step 1 runs in O(N) time using constant workspace. The workspace of gSAIS+LCP and
gSACA-K+LCP have the same size of their original versions plus the space to store the
auxiliary arrays used to solve the rmqs, that is 3σ logN bits. Therefore, gSACA-K+LCP
uses 4σ logN bits of workspace, which is optimal for constant alphabets.
4.4.3 Inducing SA and DA
We show how to modify gSAIS and gSACA-K to also compute the document array
during the suffix array construction.
In Step 2, we compute DA[i] for each LMS-type suffix bucket sorted in SA[i]. First,
we compute DA-values for the suffixes in SA1. We take advantage of the scanning in
T cat[1, N ] and ISA1 that maps back the suffixes from the reduced string to the LMS-type
suffixes of T cat. Starting from i = N,N − 1, . . . , 1, j = n1 and k = d + 1, if T cat[i, N ] is
LMS-type and T cat[i] = $ then k is decremented by one. If T cat[i, N ] is LMS-type then
SA1[ISA1[j]] = i and the value in DA[ISA1[j]] receives k, which corresponds to the index
of the string which T cat[i, N ] came from. At the end, the DA-values are bucket sorted in
DA following the bucket sorting of SA.
Furthermore, when T cat[N−1, N ] is inserted directly at the tail of its bucket by gSAIS
and gSACA-K, we also set the value of such position of DA as d, since we know that
T cat[N − 1, N ] came from Td.
In Step 3, whenever a L-type suffix T cat[i− 1, N ] is induced in position SA[k], DA[k] is
induced by the value in DA[ISA[i]], which is already computed in DA, since 1 ≤ ISA[i] <
i ≤ N .
Step 4 is symmetric to Step 3.
The correctness of our approach comes from the fact that the DA-values of the LMS-
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Figure 4.4: Computing DA in Step 2 for T cat = banana$anaba$anan$#
type suffixes, computed in Step 2, induce all values in DA (first the L-type suffixes in Step
3, then the S-type suffixes in Step 4), and since we do not induce L- or S-type suffixes
starting with $ in Steps 3 and 4, once a suffix is induced in position SA[k], the document
DA[k] does not change. Therefore, DA is filled entirely with the correct values.
Example Figure 4.4 shows Step 2 augmented to compute DA[i] for each LMS-type suffix
in SA. In (a) SA1, computed in Step 1, and ISA1 are stored in SA[1, 7] and SA[11, 17]. In
(b) T cat[i, N ] is scanned from right to left and the values {1, 5, 3, 4, 2, 6, 7} are mapped
to {19, 16, 13, 10, 7, 4, 2}, that is, the suffix in SA1[1] corresponds to the LMS-type suffix
T cat[19, 19], and the suffix in SA1[5] corresponds to T cat[16, 19], and so on. When the scan
finds the third $ in T cat[7], k is equal to d + 1 − 3 = 1, and the values in DA[7], DA[4]
and DA[2] are equal to 1, that is, the suffixes in these positions in SA1 came from string
T1. In (c) the values in SA1 and DA are inserted into their corresponding buckets in SA
and DA starting from the head of each bucket. Recall that the last position of $-bucket is
reserved to T cat[N − 1, N ], which is inserted directly at the end of Step 2 together with
its value in DA, that is, SA[4] = 18 and DA[4] = 3.
Complexity analysis Our versions, gSAIS+DA and gSACA-K+DA, maintain the
theoretical bounds of their original algorithms, since we added only a constant cost op-
eration in Step 2 to obtain the values of DA, which are moved together with the values
in SA in Steps 3 and 4. Therefore gSAIS+DA and gSACA-K+DA run in O(N) time
using 0.5N logN + N bits and σ logN bits of workspace, respectively. gSACA-K+DA
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is optimal for constant alphabets.
4.5 Experiments
All the algorithms were implemented in ANSI C based on the source codes of SAIS,
SACA-K4 and SACA-K+LCP5. The source code of our algorithms and detailed exper-
imental results are publicly available at https://github.com/felipelouza/gsa-is.
The experiments were conducted on a machine with Debian GNU/Linux 8 (kernel
3.16.0-4) 64 bits operating system with an Intel Xeon Processor E5-2630 v3 20M Cache
2.40-GHz, 386 GB of RAM and a 13 TB SATA storage. The sources were compiled by
GNU GCC version 4.9.2, with optimizing flag -O3. The time was measured using the
clock() function of C and the workspace was obtained by subtracting the memory used
by input and by output from the total peak memory usage measured by malloc_count
library6. We use 32-bits integers when N < 231, otherwise we use 64-bits integers. Each
symbol of T cat uses 1 byte, unless otherwise stated.
We evaluated the performance of each algorithm with real data string collections of size
up to 16 GB from different application domains, described in Table 4.1. The experiments
took about 10 days of computing to finish.
Table 4.1: String collections. Column 2 shows the alphabet size. Column 3 shows the
collection size in GB. Column 4 shows the number of strings. Column 5 and 6 show the
average and maximum length of the strings. Columns 7 and 8 show the average and
maximum lcp-values computed on the single strings, which provide an approximation for
suffix sorting difficulty.
collection σ N/230 d N/d max(|Ti|) mean_lcp max_lcp
pages 205 3.74 1,000 4,019,585 362,724,758 29,595.13 2,912,604
revision 203 0.39 20,433 20,527 2,000,452 31,612.79 1,995,055
influenza 15 0.56 394,217 1,516 2,867 533.83 2,379
wikipedia 208 8.32 3,903,703 2,288 224,488 27.12 61,055
reads 4 2.87 32,621,862 94 101 43.35 101
proteins 25 15.77 50,825,784 333 36,805 91.03 32,882
pages: is a repetitive collection from a snapshot of the Finnish-language edition of
Wikipedia. Each document is composed by one page and its revisions7.
revision: is the same as pages, except that each revision is a separate document.
influenza: is a repetitive collection of the genomes of influenza viruses8.
wikipedia: is a collection of pages from a snapshot of the English-language edition of
Wikipedia9.
4SAIS and SACA-K: https://code.google.com/archive/p/ge-nong/downloads
5SACA-K+LCP: https://github.com/felipelouza/sacak-lcp
6malloc_count library is available at http://panthema.net/2013/malloc_count
7http://jltsiren.kapsi.fi/data/fiwiki.bz2
8ftp://ftp.ncbi.nih.gov/genomes/INFLUENZA/influenza.fna.gz
9http://algo2.iti.kit.edu/gog/projects/ALENEX15/collections/ENWIKIBIG/
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Figure 4.5: Running time for SA construction in µsec/symbol with respect to the size of
each collection.
reads: is a collection of DNA sequencing reads from Human Chromosome 14 (library
1)10.
proteins: is a collection of protein sequences from Uniprot/TrEMBL protein database
release 2015_0911.
4.5.1 Constructing SA
We compared the performance of gSAIS and gSACA-K with the algorithms SAIS and
SACA-K applied to sort the concatenated string T cat created by alternatives 1 and 2
(see Section 4.2). SAIS and SACA-K will be referred to as SAIS* and SACA-K* when
sorting T cat created by alternative 1, otherwise they will be referred to as SAIS and
SACA-K. The algorithms SAIS* and SACA-K* use an array of integers to store T cat12.
10http://gage.cbcb.umd.edu/data/index.html
11http://www.ebi.ac.uk/uniprot/download-center/
12T cat uses 4N bytes when N < 231 and 8N bytes otherwise.
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Figure 4.6: Peak space usage for SA construction with respect to the size of each collection
in bytes.
Time Figure 4.5 shows the running time of each algorithm in µsec/symbol. gSACA-K
and SACA-K were the fastest algorithms. gSACA-K was faster than SACA-K, specially
when the number of strings is large, as in proteins (up to 7.7%) and reads (up to 10.6%),
since it avoids sorting d − 1 LMS-substrings at the top recursion level. Recall that the
output produced by SACA-K (and SAIS) does not guarantee the relative order among
suffixes that are equal up to the separator. Comparing with SACA-K*, which produces
the same output of gSACA-K, the time spent by gSACA-K was 24.3% smaller than
SACA-K* on the average. SACA-K* was the slowest algorithm due to the cache effects
caused by the larger array used to store T cat[1, N ]. We can see that the relative difference
between gSAIS and gSACA-K is almost constant, similarly to the results obtained by
Nong [80] for SAIS and SACA-K.
Peakspace Figure 4.6 shows the peak memory usage of each algorithm in bytes per
symbol. The smallest values were obtained by SACA-K and gSACA-K, which correspond
to their theoretical space of 5N+O(1) bytes when N < 231 and 9N+O(1) bytes otherwise.
CHAPTER 4. INDUCING SUFFIX ARRAYS FOR STRING COLLECTIONS 51
pages revision
influenza wikipedia
reads proteins
0.01
1
100
10000
0.01
1
100
10000
0.01
1
100
10000
1MB 10MB 128MB 1GB 4GB 16GB 1MB 10MB 128MB 1GB 4GB 16GB
W
o
rk
sp
ac
e
in
M
B
SAIS*,SAIS, gSAIS SACA-K* SACA-K, gSACA-K
Figure 4.7: Workspace for SA construction with respect to the size of each collection.
SAIS* and SACA-K* spent more memory since the input string T cat is stored in an array
of integers. The augmented alphabet also increases the space used by the bucket array
bkt of SAIS* and SACA-K*. Note that when the total size N > 231, the peak memory
usage of all algorithms increases, since they use 64-bits integers.
Workspace Figure 4.7 shows the workspace in MB of each algorithm. The workspace
was obtained by subtracting the space used by T cat and SA13 from the peakspace. The
smallest values were obtained by SACA-K and gSACA-K, which are optimal for constant
alphabets, having 1,024 bytes when N < 231 and 2,048 bytes otherwise. The workspace
of SAIS*, SAIS and gSAIS are linearly dependent on the length of T cat, whereas the
workspace of SACA-K* is linearly dependent on the number of strings.
Overall, gSACA-K’s time-space trade-off is Pareto optimal compared to all the other
algorithms in the experiments. Moreover, gSACA-K (and gSAIS) outputs an SA where
13 SAIS* and SACA-K* use 8N bytes for T cat and SA when N < 231, otherwise they use 16N bytes.
SAIS, SACA-K, gSAIS and gSACA-K use 5N bytes for T cat and SA when N < 231, otherwise they
use 9N bytes.
CHAPTER 4. INDUCING SUFFIX ARRAYS FOR STRING COLLECTIONS 52
pages revision
influenza wikipedia
reads proteins
0.0
0.2
0.4
0.6
0.0
0.1
0.2
0.3
0.4
0.5
0.0
0.1
0.2
0.3
0.4
0.5
0.0
0.3
0.6
0.9
0.2
0.4
0.6
0.0
0.5
1.0
1.5
1MB 10MB 128MB 1GB 4GB 16GB 1MB 10MB 128MB 1GB 4GB 16GB
R
u
n
n
in
g
ti
m
e
in
m
ic
ro
se
co
n
d
s
p
er
in
p
u
t
sy
m
b
ol
Φ gSAIS and Φ gSACA-K and Φ gSAIS+LCP gSACA-K+LCP
Figure 4.8: Running time for SA and LCP construction in µsec/symbol with respect to
the size of each collection.
the relative order among suffixes that are equal up to the separator is respected.
4.5.2 Constructing SA and LCP
We compared the performance of gSAIS+LCP and gSACA-K+LCP with the algorithms
gSAIS and gSACA-K combined with Φ-algorithm [46] to compute the LCP array. We
adapted Φ-algorithm to treat each separator $ in T cat (created by alternative 2) as a
distinct symbol, such that the lcp between two suffixes of T cat is limited to the first
occurrence of a separator $. Note that for proteins with 15.77 GB (Table 4.1) the Φ-
algorithm was terminated by the system, as it required too much memory (more than 386
GB of RAM).
Time Figure 4.8 shows the time spent by each algorithm in µsec/symbol.
gSACA-K+LCP and gSACA-K combined with Φ were the fastest algorithms to com-
pute both SA and LCP. Comparing this figure to Figure 4.5 we can see that the time
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Figure 4.9: Peak space usage for SA and LCP construction with respect to the size of each
collection in bytes.
added by computing the LCP array in gSACA-K+LCP was 27.2%, and the time added
by Φ-algorithm was 24.7% in gSACA-K and Φ, on the average.
Peakspace Figure 4.9 shows the peak memory usage of each algorithm in bytes per
symbol. The smallest values were obtained by gSACA-K+LCP, which correspond to
its theoretical space of 9N +O(1) bytes when N < 231 and 17N +O(1) bytes otherwise.
The values for gSAIS+LCP were similar to the values of gSACA-K+LCP. The peak
memory usage of gSAIS and Φ and gSACA-K and Φ were dominated by Φ-algorithm,
which uses an additional array of integers to compute LCP. Φ-algorithm uses exactly 13N
bytes when N < 231 and 25N bytes otherwise.
Workspace Figure 4.10 shows the workspace in MB of each algorithm. The workspace
was obtained by subtracting the space used by T cat, SA and LCP14 from the peakspace.
The smallest values were obtained by gSACA-K+LCP, which are optimal for constant
14 All algorithms use 9N bytes for T cat, SA and LCP when N < 231, otherwise they use 17N bytes.
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Figure 4.10: Workspace for SA and LCP construction with respect to the size of each
collection.
alphabets, equal to 10 KB when N < 231 and 20 KB otherwise. The workspace of
gSAIS+LCP is linearly dependent on N (inherited from gSAIS). The algorithms gSAIS
and gSACA-K combined with Φ are dominated by the workspace of Φ, which requires
an array of N integers in addition to the space of T cat, SA and LCP.
Overall, gSACA-K+LCP’s time-space trade-off is also Pareto optimal compared to
all other solutions to compute SA and LCP for T cat.
4.5.3 Constructing SA and DA
We compared the performance of gSAIS+DA and gSACA-K+DA with gSAIS and
gSACA-K combined with the well know algorithm that computes DA given a bitvec-
tor B[1, N ] prepared for O(1) time rank queries, such that B[i] = 1 if T cat[i] = $ and
B[i] = 0 otherwise, and DA[i] = rank1(B, i) + 1, for i = 1, 2, . . . , N (see Section 4.2). We
evaluated this algorithm using an uncompressed bitvector, referred to as bit, and using a
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Figure 4.11: Running time for SA and DA construction in µsec/symbol with respect to
the size of each collection.
compressed bitvector, referred to as bit_sd. We used the SDSL library [31] version 2.015
that provides the rank support data structures for bit and bit_sd16. The codes for bit
and bit_sd were implemented in C++ and compiled by GNU G++ version 4.9.2, with
optimizing flag -O3.
Time Figure 4.11 shows the time spent by each algorithm in µsec/symbol.
gSACA-K+DA and gSACA-K combined with bit were the fastest algorithms to com-
pute both SA and DA. Comparing this figure to Figure 4.5 we can see that the time added
by computing the document array in gSACA-K+DA was 8.3% on the average, which is
smaller than the overhead added by the LCP array construction in gSACA-K+LCP (see
Figure 4.8). The time added by bit was 10.2% in gSACA-K and bit, on the average.
Note that bit was about 62.5% faster than bit_sd.
15SDSL library is available at https://github.com/simongog/sdsl-lite
16bit uses bit_vector and bit_sd uses sd_vector to store B[1, N ].
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Figure 4.12: Peak space usage for SA and DA construction with respect to the size of each
collection in bytes.
Peakspace Figure 4.12 shows the peak memory usage of each algorithm in bytes per
symbol. The smallest values were obtained by gSACA-K+DA, which correspond to its
theoretical space of 9N+O(1) bytes when N < 231 and 17N +O(1) bytes otherwise. The
peak memory usage by gSAIS and bit_sd and by gSACA-K and bit_sd were similar
to the values of gSACA-K+DA, only 0.03% larger on the average, which corresponds to
the o(n) bits required by bit_sd to solve the rank queries. Note that the peak memory
usage of bit_sd was about 1.53% smaller than the space of bit.
Workspace Figure 4.13 shows the workspace in MB of each algorithm. The workspace
was obtained by subtracting the space used by T cat, SA and DA17 from the peakspace.
The smallest values were obtained by gSACA-K+DA, which are optimal for constant
alphabets, having 1, 024 bytes when N < 231 and 2, 048 bytes otherwise. The workspace
of gSAIS+DA is larger than gSAIS and bit because in gSAIS and bit we first execute
gSAIS and then bit (the same for gSAIS and bit_sd). The workspace of gSAIS+DA is
17 All algorithms use 9N bytes for T cat, SA and DA when N < 231, otherwise they use 17N bytes.
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Figure 4.13: Workspace for SA and DA construction with respect to the size of each
collection.
linearly dependent on the length of N (inherited from gSAIS). The combined algorithms
are dominated by the workspace of bit and bit_sd, which use N + o(n) bits and 2d +
log N
d
+ o(d) bits for B[1, N ], respectively, for the rank enabled bitvector in addition to
the space of T cat, SA and DA.
Overall, gSACA-K+DA’s time-space trade-off is also Pareto optimal compared to all
other solutions to compute SA and DA for T cat. Also, we may conclude that inducing DA
is easier than inducing LCP during the suffix sorting, as the overhead in gSACA-K+DA
is smaller than in gSACA-K+LCP.
4.6 Concluding remarks
We showed how to modify two important suffix array construction algorithms, SAIS [82]
and SACA-K [80], to construct the suffix array for a string collection with the theoretical
bounds of the original algorithms. Moreover, we showed how to adapt these algorithms
to also compute the LCP array and the document array during the suffix sorting. Our
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algorithms, gSACA-K, gSACA-K+LCP and gSACA-K+DA are optimal for strings
from constant alphabets. Experimental results have shown that our algorithms are fast
with a very small memory footprint.
We remark that building a generalized suffix array GSA for T (an array of N pairs
of integers (a, b) corresponding to the lexicographical order of suffixes Ta[b, |Ta|], where
1 ≤ a ≤ d and 1 ≤ b ≤ |Ta|) from the output of gSAIS+DA and gSACA-K+DA is easy
and may be done in linear time with no additional memory. Formally, for i = 1 . . . N ,
GSA[i] = (DA[i], SA[i]− SA[DA[i]]) if DA[i] > 1 or GSA[i] = (DA[i], SA[i]) otherwise.
As future work one can modify algorithms for single strings to handle string collections,
such as the extended versions of SAIS that construct the suffix array in external memory
(e.g. [12, 81, 58, 45]), as well as the modified versions of SAIS that compute directly the
Burrows-Wheeler transform [85] and the Φ array [35]. Moreover one could improve the
practical performance of our algorithms by interleaving the storage of the arrays SA, LCP
and DA in order to reduce the effect of access to random memory positions during the
suffix induction.
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Chapter 5
Conclusions and future works
5.1 Contributions
This thesis contributes with new solutions for three different problems of wide interest
in string processing. In particular, we presented algorithms for suffix sorting and for
the construction of suffix array, Burrows-Wheeler transform (BWT) and longest common
prefix (LCP) array.
In Chapter 2 we presented an algorithm that computes the BWT in-place together
with the LCP array in O(n2) time using constant workspace, that is, the additional space
on top of what is needed to store the input and the output is constant. We showed
how the elegant algorithm by Crochemore et al. [17] can be extended to also compute the
LCP array. Moreover, we showed how to compute the LCP array directly in a compressed
representation using Elias coding, and we provided a time/space tradeoff for our algorithm
when additional memory is allowed. Overall, our results do not improve complexities of
previous algorithms, but show a simpler algorithm supported by interesting properties
of the BWT and of the LCP array. As future work, one can investigate whether our
algorithm can be further modified to compute directly the permuted LCP array, which
can be compressed in only 2n+ o(n) bits, in quadratic or even subquadratic time.
In Chapter 3 we presented an algorithm that computes the suffix array and the LCP
array as a byproduct of suffix sorting in O(n) time using O(σ log n) bits of workspace,
which is optimal for strings from alphabets of constant size σ = O(1). Our algorithm
can be viewed as an adaptation of Fischer’s algorithm [26] to compute the LCP array
during Nong’s algorithm [80], with a more careful usage of the available memory. Over-
all, our result is an improvement for the simultaneous construction of suffix and LCP
array, achieving optimal time and space for constant alphabets, while preserving practical
performance. As future work one can investigate whether the recent linear non-recursive
suffix array construction algorithm by Baier [6] can also be adapted to compute the LCP
array during the suffix sorting.
In Chapter 4 we presented a set of suffix sorting algorithms for string collections to
construct the suffix array enhanced with additional data structures. We showed how to
modify the algorithms by Nong et al. [82] and by Nong [80] to construct the suffix array for
a string collection maintaining their theoretical bounds while improving their practical
performance. In particular, we presented an algorithm that runs in O(N) time using
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only O(σ logN) bits of workspace for a collection of total length N , which is optimal
for strings from alphabets of constant size σ = O(1). Moreover, we showed how to
compute the LCP array and the document array during suffix sorting with no asymptotic
slowdown. Overall, our results improve the theoretical complexity of the solution and
represent practical advances in building indexes for string collections. As future work
one can modify algorithms for single strings to handle string collections (e.g. [12, 81, 58,
45, 85, 35]). Moreover one could improve the practical performance of our algorithms by
interleaving the storage of the suffix array with the LCP and document arrays, reducing
the effect of random memory accesses during the suffix induction.
5.2 Publications
This thesis is based on the following original publications:
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1. Felipe A. Louza; Simon Gog; Guilherme P. Telles. Inducing enhanced suffix arrays
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and LCP array construction in constant space. Journal of Discrete Algorithms. v.
42: 14-22, 2017.
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