We consider a monotone optimal policy for a discrete time problem of controlling the arriving customers. At each period one customer arrives at a manufacturing factory to order a job distinguished by the reward and the service time with a constant delivery interval_ The basic properties of optimal policies are obtained.
Introduction
In this paper we study the monotonicity of optimal policy for the following discrete time problem of controlling the arrival customers. Suppose that in each period one customer arrives at a manufacturing factory to order a job distinguished by the reward and the se~Tice time with the constant delivery interval. Let d be the delivery interval between the acceptance time and the completion time of the job. Let k be the random units of time of job length.
Using queueing terminology we say k is the service time. And let r be the random reward received by the manufacturing factory if the customer is accepted. Let us assume that the joint distribution of (k, r) of successive customers are independent and identicalJ.y distributed. At the decision epoch each job is distinguished by (k, r). Let i be the work backlog (not including the job to be just accepted). Simply we say i is the state of the. system.
The decision maker of the factory decides whether the arriving customer is to be accepted or rejected from i and (k, r). If the customer is accepted, then the next state is i + k -1 with reward r and if the customer is rejected, In section 2, we formulate our model as Markov decision processes for finite-horizon problem with a discount factor a. The basic properties of optimal policies are obtained. Under the condition that the state of the system is i and the service time of the arriving customer is k, criticalnumbers v (i, k) of the reward are inductively obtained on the horizon n,a length n and are nonnegative. An optimal policy is given as follows: if r ~ v (i, k) then the arriving customer is accepted and if r < v (i, k) n,a n,a then he is rejected. The plausible question is whether for fixed a, nand
In other words, the problem n,a is whether the customer who is accepted in the state i, is accepted in the state i'(i' < i). We will answer this question negatively, however, by the first counterexample in Example 1.
In section 3, we consider infinite-horizon problems. Let the state of the system be (i, k, r) and actions be accep'tance and rejection. Using the technique given by [2] , [3] and [6] it is proved that a stationary optimal policy exists and v (i, k) = lim v (i, k) is nonnegative. We also obtain a n-+oo n,a between our examples and unsuspected phenomena that the optimal congestion toll cannot be monotonic as given in [3] and [6] . But the natural requirement that there exists a monotone optimal policy for infinite-horizon problem without discounting a = 1, is proved in 
Finite Horizon Model
In this section we consider the following discrete time Markov decision process. Suppose that at each period one customer arrives at a factory to order a job distinguished by the reward r and the service time k. The r is a random reward received by a factory if the customer is accepted but there is no rejection cost. Assume that each customer has a constant delivery interval a, which means that the job should be completed before a units of time elapse from his arriving time. Let i be the work backlog at a decision epoch not including the job to be accepted (i is the state of the system). 
and to simplify (2) 
Fk(r)
Assume that (3) o ~ m the notation we put
where R+ is the positive part of R. Random variables (K, R) of successive customers are independent and identically distributed and their joint distributions are given by (1) and (2) . the state is i and the service time is k and put Bi
which is an action at the state i.
Let V (i) be the maximal expected a-discounted (0 < a ~ 1) return with n,a the initial state i when the horizon length is n. The V (i) satisfy the n,a following recursive equations:
where
If F(r) is a distribution function with finite mean, we have
n,a attains the supremum in (4), where v
n,a n-,a n-,a k -1» is the critical reward r under given n, a and (i, k). (6) We rewrite (4) as
n,a n,a n,a
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(i, k) is nonn,a n,a
Proof: The proof is given by indu<::tion on n. From the initial condition
n-,a n,a ~ O. Then from (6) we obtain
The third term on the right hand side in (7) is nonnegative. Put the set
and
n,a n,a
The proof is completed.
From Theorem 2.1. negative reward c.ustomers are rejected in optimal policies. The next plausible question is that for fixed a, nand k, v
n,a is monotone nondecreasing in i. In other words, the problem is whether the customer who is accepted in state i, is accepted in state i'(i' < i). We will answer this question negatively by the first counterexample. ,a
,a ,a
,(), 
n,a problems monotone optimal policies are proved inductively ( [2] , [3] and [6] ) and many other decision problems has this property (see, for example, [1] ).
This counter example shows that we cannot use the induction to prove the con-
Infinite Horizon
In this section we consider optimal policies for infinite-horizon problems. We will prove there exists a monotone stationary optimal policy without discounting (a = 1) which maximizes the long-run average expected return per unit time. However, we will obtain a counterexample in Example 2, where this monotonicity of a stationary optimal policy is not satisfied for a discounting problem.
Our original model consists of the infinite action space. We reformulate it to the model with finite actions using the technique (e.g., by Lippman [2], Lippman and Stidham Jr. [3] and Stidham Jr. [6] ). They proved the existence of stationary optimal policies for infinite-horizon controlled queueing problems both with and without discounting. Let the state of the system be (i, k, r) at the arriving time of customers where i is the waiting time not including the work seeking admittance, k is the customer's service time and r is the reward. There are two possible actions: accept (a = 1) or reject (a = 0). Let V (i, k, r) be the maximal expected a-discounted return for n n,a length problem when the initial state is (i, k, r). The functions V (i,k, r) n,a satisfy the following recursive equations: 
It is trivial from definition that V (i) given is the same as (6). n,a
In the reformulated model the action space is finite and the expected expected return function for our original infinite-horizon problem with discounting (0 < a < 1) from a policy TI and the optimal policy, respectively.
Since V (i) is nonincreasing in i, then VN(i) is nonincreasing in i.
We n,a We now turn our attention to the infinite-horizon problem without discounting a = 1, in which the oQjective is to maximize long-run average expected return per unit time. For any bounded function h(i),
is attained by B. k = {r; r ;;: h(i -1) -h(i + k -1)} as was shown in (5) and
. Then, to prove the existence of a stationary optimal policy it is suf-
a using Theorem 6.17 and 6.18 in Ross [5] or Theorem 2.11 and Corollary 2.13 in Stidham Jr. and Probhu [7] . We have
where m ER+. We have
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Monotone Optimal Control of A"ivals Theorem 3.2. There exist the nonincreasing bounded function vU) and the constant g such that for each i 1im a+1
is well defined and satisfies the functional equation
where g is the maximal long-run average expected return per unit time,
. Moreover, the stationary critical-number policy that the acception region of reward under (i, k) is {r: r ::: vU, k)} is optimal among all policies.
We are now in the position to prOVE! the monotonicity of the optimal stationary policy for infinite-horizon problems without
We first treat the case of 0 
and then 1) and
JV(j -1,
From (14) we have Then it is necessary that
and using the monotonicity of uU, 1) in (18) and u{j + k, 1) The proof will be completed if we prove
In the case of i = 0, we have v(O, k) The proof is completed.
If there exists j satisfying (18) and (19), every customer arriving in state j is accepted by the stationary optimal policy because of (20) and (21).
The transition probability from state j to state j -1 is 0 and states i = 0, Proof: The proof is immediately obtained from that V(i) is nonincreasing and concave.
In our model the constant delivery interval is assumed and then the FIFS queue discipline is adopted. We may consider its variations, for example, a variable delivery interval model or a multi-stage production model. Especially in the latter case the decision maker should form the job scheduling at the decision epock. It seems to the author that it is necessary to study composite problems of scheduling and decision.
