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ABSTRACT
We introduce PGSOS, an operator specification format for (reactive) probabilistic transition systems which
bears similarity to the known GSOS format for labelled (nondeterministic) transition systems. Like the standard
one, the format is well behaved in the sense that on all models bisimilarity is a congruence and the up-to-context
proof principle is valid. Moreover, guarded recursive equations involving the specified operators have unique
solutions up to bisimilarity. These results generalize well-behavedness results given in the literature for specific
operators that turn out to be definable by our format.
PGSOS arose from the following procedure: Turi and Plotkin proposed to model specifications in the (stan-
dard) GSOS format as natural transformations of a type they call abstract GSOS. This formulation allows for
simple proofs of several well-behavedness properties, such as bisimilarity being a congruence on all models of
such a specification. First, we give a full proof of Turi and Plotkin’s claim about the correspondence of abstract
GSOS and standard GSOS for labelled transition systems. Next, we instantiate their categorical framework to
yield a specification format for probabilistic transition systems. The main contribution of the present paper is
the derivation of the PGSOS format as a rule-style representation of the natural transformations obtained this
way. We benefit from the fact that some parts of our argument for the nondeterministic case can be reused.
The well-behavedness results for abstract GSOS immediately carry over to the new concrete format.
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1. Introduction
In theoretical computer science one often deals with systems that carry an algebraic as well as a
behavioural structure. For example this is the case when an operational semantics is assigned to the
terms of a programming language. As another example – which is dual in some sense – one may want
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to equip a given domain of behaviours with operators. The algebraic and behavioural structure are
interrelated: the semantics of a composed program for instance is usually determined by the semantics
of its components.
Labelled (image finite) transition systems (LTS) are frequently used as semantic models. At any
moment such a system is in some state p taken from a set of possible states P . We sometimes call the
transition system in this state just the process p. The process p may or may not be able to react to a
given input label a from an input alphabet L. In the first case, this would cause the system to move
to a new state, say p′, which is chosen nondeterministically out of a finite set of possible successor
states of p for the label a. We depict these possibilities by
p
a−→ p′ and p a−9
respectively.
The states of a system are often regarded internal and invisible from the outside. All an observer can
see is which input labels are enabled and which are not. For an enabled label he can of course continue
experimenting with the successor states. When two states are not distinguishable by such experiments
we call them behaviourally equivalent. Behavioural equivalence for LTS can be established by showing
that the states are related by some (strong) bisimulation. Therefore we will often alternatively talk
about bisimilar processes.
Operators acting on the state set of an LTS can be specified by structural operational rules, a format
relating the first steps in the behaviour of a composed process to the behaviour of its components. As
an example, consider the sequential composition of two processes specified by the following rules
x
a−→ x′
x.y
a−→ x′.y
x
l−9 (∀l ∈ L) y a−→ y′
x.y
a−→ y′ (each for all a ∈ L) (1.1)
For any two states p and q in a transition system 〈P, α〉 this defines that p.q allows precisely the
transitions arising in the conclusion after we substitute p for x, q for y, and any states in P for x′ and
y′ such that the corresponding premises are satisfied in the given transition system.
A number of questions naturally arise about such a specification: First of all, the rules should
uniquely determine the behaviour of p.q for any two processes p and q. And moreover, this behaviour
should solely depend on the behaviour of p and q, i.e. for any two processes pˆ and qˆ which are
bisimilar to p and q respectively, we want that p.q and pˆ.qˆ are bisimilar as well. In other words, we
want bisimilarity to be a congruence for the resulting operators.
It turns out that one can guarantee these and other properties by restricting oneself to specifications
where all rules are of a certain format. These formats usually restrict the depth of the terms one may
put as the source or target of the transitions in the premises or conclusion. For some of these places
this may be the application of precisely one operator to variables, or just a variable. The format
may furthermore disallow look-ahead, i.e. a chaining of premises, or negative premises, i.e. premises
requiring that certain transitions are not possible. A number of such formats have extensively been
studied in the literature (for an overview see e.g. [AFV01]). A popular example is the GSOS format
[BIM95], on which we will focus in this paper. It covers the above example specification and is known
to be well-behaved in a number of ways. It has for instance the two properties mentioned above: any
GSOS specification uniquely determines the behaviour of the composed processes and bisimilarity is a
congruence on each of its models. Moreover the specified operators are suitable for the up-to-context
proof principle [San98], and guarded recursive specifications involving them have unique solutions (up
to bisimilarity).
There is by now a rich body of work published on this issue, mostly concerning nondeterministic
transition systems. However, these systems are not suitable for all applications. Often one needs to
represent further aspects, like timed or probabilistic behaviour. Consequently, more complex types
of systems that incorporate these features are nowadays studied. Still there is little known about
well-behaved specification formats in such settings.
4As a step in this direction we consider probabilistic transition systems (PTS): as before, a state p
in such a system may or may not be able to process a given input label a ∈ L, and when it can do so,
it moves to one out of finitely many potential successor states. This time the actual successor is not
chosen nondeterministically, but according to a given probability distribution. We write
p
a[u]−−→ p′ for u ∈ [0, 1]
when it ends up in the state p′ with probability u.
The above describes just one out of several possible ways to incorporate probabilistic behaviour
into transition systems. We took it from the work of Larsen and Skou [LS91], who also introduced
a notion of probabilistic bisimilarity for PTS. Elsewhere, PTS are referred to as the reactive model
of probabilistic processes [vGSS95] as opposed to a generative model, where to each state one also
assigns a probability distribution on the labels (which should then rather be viewed as output labels).
Other authors consider a more complex setting where nondeterministic and probabilistic choice are
incorporated as independent concepts (see [JLY01] for an overview). In this setting our systems appear
as the special case where the nondeterminism disappears and they are therefore called deterministic
in loc. cit. We want to stress that the results for PTS we are about to describe are derived in such a
way that large parts of the argument can easily be adapted to the other types of systems as well.
As before, we are interested in operator specifications for PTS. As an example, we again consider
the sequential composition. It is specified by the following transition rules:
x
a[r]−−→ x′
x.y
a[r]−−→ x′.y
x
l−9 (l ∈ L) y a[r]−−→ y′
x.y
a[r]−−→ y′
(each for all a ∈ L and r ∈ [0, 1]) (1.2)
The same questions as in the nondeterministic case arise here as well: Do the rules uniquely de-
termine behaviours? If so, are the resulting operators well behaved? For example, we again want
(probabilistic) bisimilarity to be a congruence for them.
Specification formats guaranteeing such properties would be helpful in the setting of PTS as well.
The above example may suggest that such formats can easily be given, since the transition rules
appear similar to the ones for nondeterministic systems. But note that the transitions here are of a
rather different nature. Assigning probabilities does not just mean to consider labels of a slightly more
complex type, as we will explain later. This is confirmed by the fact that up to our knowledge no such
formats have been proposed yet, although well-behavedness of concrete specifications is considered in
the literature (see e.g. van Glabbeek et al. [vGSS95]).
In this paper, we introduce a probabilistic version of the GSOS format, which we call PGSOS,
give a number of example specifications, and state that the format has similar well-behavedness
properties as its nondeterministic correspondent: bisimilarity is a congruence on all models, an up-
to-context technique for bisimilarity proofs is available, and guarded recursive specifications involving
the specified operators have solutions which are unique up to bisimilarity.
The paper is divided in two parts: in the first (Section 3 through Section 5) we introduce LTS and
PTS, recall the GSOS format and introduce PGSOS, give examples and state properties. In a second,
technical part we explain how the format together with its properties was derived using (co)algebraic
methods:
It arose from an abstract categorical account of operator specification formats by Turi and Plotkin
[TP97]. Among other things, they generalize the GSOS format for LTS to the abstract GSOS format
for coalgebras of an arbitrary Set-functor B. Such a functor describes the type of system under
consideration and a specification in abstract GSOS is a natural transformation between two functors
constructed from B. It turns out that the abstract framework allows elegant and relatively simple
proofs for several well-behavedness properties of the specification format. It remains to be shown that
the abstract format is indeed related to some concrete rule shape. Turi and Plotkin state that when
one takes a functor B appropriate for modelling LTS, abstract GSOS indeed corresponds to the known
GSOS format. But this fact is not proved in detail in loc. cit.
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B-coalgebras
Abstract GSOS
GSOS PGSOS
LTS PTS
´
´
´
´
´
´
Q
Q
Q
Q
Q
Q
abstract level
concrete level
Figure 1: PGSOS arises as an instance of abstract GSOS.
We fill this gap in Section 7. Our proof establishes the correspondence by first decomposing the
type of natural transformation under consideration in a number of steps. Then an elementary rep-
resentation theorem is developed for the natural transformations of the simplest type encountered
(c.f. Theorem 7.6). A stepwise extension of this result to the more complex types eventually yields
a representation corresponding to GSOS specifications. Through this correspondence, GSOS inherits
the well-behavedness results proved in the abstract framework.
The idea is now to use the same approach to obtain a format for PTS. Therefore we first describe
PTS as coalgebras of an appropriate functor B. Instantiating abstract GSOS with this functor yields a
class of natural transformations which can be viewed as well-behaved specifications for the probabilistic
setting. The natural transformations in this class are then again characterised in terms of transition
rules in a certain format, which can practically be used to write down specifications. The idea is
pictured in Figure 1.
The advantage of our modular proof is that a similar decomposition as in the nondeterministic case
can be carried out in the setting of PTS, so the first part of the proof can basically be reused. The
elementary representation theorem needed this time, which we consider the main technical result of
this paper (c.f. Theorem 8.6), is considerably harder to prove though. This result may be interesting
in its own right.
Our argument establishes a correspondence between PGSOS specifications as introduced in the
first part and abstract GSOS instantiated with the functor B we used to model PTS. Through this
correspondence we obtain a number of well-behavedness results for the new format as special cases
of properties that have been shown for the abstract framework. These include the statements that
bisimilarity is a congruence on every model of a PGSOS specification, that the bisimulation up-to-
context proof technique is valid for them, and that every guarded recursive specification has a solution
in some model of a PGSOS specification, and that this solution is determined up to (probabilistic)
bisimilarity.
This technical report is the full version of the extended abstract presented at CMCS 2002 [Bar02].
It adds the full treatment of the nondeterministic setting as well as several proofs for the probabilistic
case, like the one of the representation result mentioned above (Theorem 8.6).
2. Preliminaries and notation
We use the categorical notions of a functor, natural transformation, and initial/final object. We mostly
work in Set, the category of sets and total functions. We write 1C for a final object in a category C,
which in Set is the singleton set 1 = {∗} (in this case we usually drop the subscript). The unique
morphism from any object to the final one is denoted by !X : X → 1C.
By
∏
i∈I Xi and
∐
i∈I Xi we denote the I-indexed categorical product and coproduct with projec-
6tions pij : (
∏
i∈I Xi)→ Xj and injections ιj : Xj →
∐
i∈I Xi. For arrows fi : X → Yi and gi : Yi → Z
(i ∈ I) we write the pairing as 〈fi〉i∈I : X →
∏
i∈I Yi and the case analysis as [gi]i∈I :
∐
i∈I Yi → Z.
In Set, by (xi)i∈I ∈
∏
i∈I Xi we denote the unique element with pij
(
(xi)i∈I
)
= xj for all j ∈ I. We will
sometimes drop the subscript i ∈ I if it is reasonably clear from the context. In case I = {1, . . . ,m}
for some m ∈ N we further write ~x := 〈x1, . . . , xm〉 ∈ X1 × · · · ×Xm :=
∏
i∈I Xi.
The image and inverse image of a function f : X → Y are written as f−1(y) := {x ∈ X | f(x) = y}
for y ∈ Y and f [X ′] = {f(x) ∈ Y | x ∈ X ′} for X ′ ⊆ X. The non-negative real numbers are
denoted by R+0 . The support of a function µ : X → R+0 is defined to be the set supp(µ) := {x ∈
X | µ(x) > 0} ⊆ X. For such functions µ and X ′ ⊂ X we further overload the bracket notation to
mean µ[X ′] :=
∑
x∈X′ µ(x). This is done in situations only where the sum is defined. We will use the
notation∑(
µ(x)
∣∣ x ∈ X ′) := ∑
x∈X′
µ(x)
if the description of the set X ′ ⊆ X is such that the expression on the right hand side would be
unwieldy. Furthermore, for r ∈ [0, 1] we abbreviate 1− r to r¯.
To update or extend a function u : X → Y by one value, we write
u[d := y] : X ∪ {d} → Y with u[d := y](x) :=
{
y if x = d,
u(x) otherwise.
3. Nondeterministic and probabilistic transition systems
In this section we define nondeterministic as well as probabilistic transition systems. For both we
assume a set L of input labels to be fixed.
Definition 3.1 A labelled transition systems (LTS) is a pair 〈P, α〉 consisting of a set of states
P and a transition function α : P × L → PωP , where for any set X we define the finite powerset
construction Pω to be
PωX :=
{
X ′ ⊆ X ∣∣ X is finite}.
A pair 〈〈P, α〉, p〉 of an LTS 〈P, α〉 and a state p ∈ P is called a (nondeterministic) process. We
will sometimes leave the LTS implicit and just talk about a process p.
At any moment, a process 〈〈P, α〉, p〉 receives input labels from L. If α(p, a) for some input a ∈ L
is empty, we say that in state p the system rejects a or that a is disabled. Otherwise, the label a is
enabled and the process responds to it by making a move to one of the states in α(p, a), the potential
a-successor states of p. In case there is more than one, the choice of the actual a-successor p′ ∈ α(p, a)
is made nondeterministically.
A PTS 〈P, α〉 is a similar type of systems where the choice of the successor states is made proba-
bilistically.
Definition 3.2 A probabilistic transition system (PTS) is a pair 〈P, α〉 of a set of states P and
a transition function α : P ×L→ DωP, where Dω constructs (possibly empty) probability distributions
with finite support, namely
DωX :=
{
µ : X → R+0
∣∣ supp(µ) is finite, µ[X] ∈ {0, 1}},
where supp(µ) := {x ∈ X | µ(x) > 0} and µ[X ′] := ∑x∈X′ µ(x). A pair 〈〈P, α〉, p〉 of a PTS 〈P, α〉
and a state p ∈ P is called a (probabilistic) process. We will again sometimes leave the PTS
implicit.
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When a probabilistic process 〈〈P, α〉, p〉 receives the label a ∈ L, it becomes the process p′ ∈ P with
probability α(p, a)(p′). This probability is positive for at most finitely many states p′ and if it is zero
for all states (i.e. α(p, a)[P ] = 0) then the label a is disabled in p.
We use the following arrow notation for a nondeterministic or probabilistic process 〈〈P, α〉, p〉 re-
spectively in case no confusion about α is likely to arise:
LTS PTS
p
a−9 for α(p, a) = ∅ p a−9 for α(p, a)[P ] = 0
p
a−→ for α(p, a) 6= ∅ p a−→ for α(p, a)[P ] = 1
p
a−→ p′ for p′ ∈ α(p, a) p a[r]−−→ p′ for α(p, a)(p′) = r
We usually do not draw arrows with a zero probability.
Example 3.3 As an example, we consider what could be called a lossy bag: a system that can
perform store (s) and remove (r) operations, where the number of removals is limited to the number
of previous storages. But the system is lossy in the sense that a store operation fails to actually add
something to the bag with a given probability ε ∈ [0, 1]. We model the bag as a probabilistic process
p0 in a PTS 〈P, αP 〉 for the set of labels L := {s, r}. The set of states is P := {pi | i ∈ N}, where
pi is the state of the system with i items in storage. A store event can always be processed and will
increase the number of stored items by one if everything works fine. But with probability ε an error
occurs and the number stays the same. A remove event is possible if there is at least one item stored
and it will decrease the number of stored items by one. Graphically, we have the following system,
where we abbreviate 1− ε to ε¯:
p0
s[ε]
¼¼ s[ε¯] )) p1
s[ε]
¼¼ s[ε¯] ))
r[1]
ii p2
s[ε]
¼¼ s[ε¯] ))
r[1]
ii . . .
r[1]
ii
3.1 Bisimulation
We often assume that the states of a system are internal and cannot be accessed as such. One can
just experiment with the system and observe whether a given action is enabled or disabled. If it was
enabled, one can continue to analyse the successor state. Processes that cannot be distinguished this
way are called behaviourally equivalent. For LTS and PTS this equivalence can be established using
the notion of a bisimulation.
Definition 3.4 A (strong) bisimulation between two LTS 〈P, αP 〉 and 〈Q,αQ〉 is a relation R ⊆
P ×Q such that for all 〈p, q〉 ∈ R and a ∈ L we have that
p
a−→ p′ implies q a−→ y for some y ∈ Q with 〈p′, y〉 ∈ R, and
q
a−→ q′ implies p a−→ x for some x ∈ P with 〈x, q′〉 ∈ R.
The greatest bisimulation between two LTS is called bisimilarity and denoted by ∼.
It is easy to see that the greatest bisimulation always exists and that it is an equivalence relation
when we take the same system for 〈P, αP 〉 and 〈Q,αQ〉. Two processes are behaviourally equivalent
just in case they are bisimilar.
Bisimilarity for PTS is slightly more complicated. The definition can be simplified a bit when it is
restricted to equivalence relations, as done e.g. by Larsen and Skou [LS91]. We prefer to work with a
general notion, mainly because the relations arising in examples are not always equivalences (or it is
at least not clear that they are).
8Definition 3.5 A (probabilistic) bisimulation between two PTS 〈P, αP 〉 and 〈Q,αQ〉 is a relation
R ⊆ P × Q such that for all 〈p, q〉 ∈ R and a ∈ L we have that there exists a distribution µ ∈ DωR
such that
p
a[r]−−→ p′ just in case r =
∑(
µ(〈p′, y〉) ∣∣ y ∈ Q with 〈p′, y〉 ∈ R),
q
a[r]−−→ q′ just in case r =
∑(
µ(〈x, q′〉) ∣∣ x ∈ P with 〈x, q′〉 ∈ R).
The greatest bisimulation between two PTS is called (probabilistic) bisimilarity and again denoted
by ∼.
As for LTS, a greatest bisimulation between two PTS can be shown to exist, and this bisimilarity
relation coincides with behavioural equivalence.
4. The GSOS format for LTS
We now turn to operator specification formats. Before we introduce the new format for PTS we recall
correspondent in the nondeterministic setting and state properties of it. We assume that a signature
Σ = (Σn)n∈N is fixed, where for any n ∈ N we view an element σ ∈ Σn as an operator symbol with
arity n. This signature is finitary in the sense that every operator symbol has a finite arity, but we
do not restrict the overall number of symbols under consideration.
Definition 4.1 Given a signature Σ = (Σn)n∈N and a set X we denote by TX the set of terms for
the signature Σ with variables in X. This is the smallest set containing X such that for all n ∈ N
and σ ∈ Σn whenever t1, . . . , tn ∈ TX then also σ(t1, . . . , tn) := 〈σ, 〈t1, . . . , tn〉〉 ∈ TX. By vars(t)
we denote the set of variables from X occurring in a terms t ∈ TX (i.e. vars(x) := {x} for x ∈ X
and vars(σ(t1, . . . , tn)) := vars(t1) ∪ · · · ∪ vars(tn)).
Definition 4.2 A GSOS rule has the shape
xi
b−→ b ∈ Ri, 1 ≤ i ≤ n (i)
xi
b−9 b ∈ Pi, 1 ≤ i ≤ n (ii)
xij
lj−→ yj 1 ≤ j ≤ m (iii)
σ(x1, . . . , xn)
a−→ t
where
• σ ∈ Σn for some n ∈ N is the type of the rule,
• x1, . . . , xn are distinct argument state variables (we set X := {x1, . . . , xn}),
• for 1 ≤ i ≤ n, Ri, Pi ⊆ L with Ri ∩ Pi = ∅ are the sets of requested and prohibited labels for
the i-th argument,
• y1, . . . , ym for some m ∈ N are distinct successor state variables such that Y ∩ X = ∅ for
Y := {y1, . . . , ym}, where each yj is tagged as a successor of argument ij ∈ {1, . . . , n} for a
requested label lj ∈ Rij (1 ≤ j ≤ m),
• a ∈ L is the label of the rule,
• t ∈ T(X ∪ Y ) such that Y ⊆ vars(t) is the target of the rule.
The premises of type (ii) are called negative, the others are positive. Moreover, we refer to the
premises of type (iii) as reference premises, the others are applicability premises. This presentation
of a GSOS rule differs from the standard one in the literature in that we use positive applicability
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premises (i.e. those of type (i)). Usually one would replace them by reference premises pointing to
fresh variables not used in the target. We introduced positive applicability premises in order to be able
to disclose unused variables, which are troublesome for our purposes, as the treatment of probabilistic
systems will make apparent. We usually omit a positive applicability premise when its presence is
enforced by a reference premise (since we assumed lj ∈ Rij ).
A GSOS specification is a set of GSOS rules satisfying a size restriction which accounts for the image
finiteness assumption we imposed on LTS. The following notion is introduced in order to express this
condition.
Definition 4.3 A tuple E1, . . . , En ⊆ L is a trigger of a GSOS rule
xi
b−→ b ∈ Ri, 1 ≤ i ≤ n
xi
b−9 b ∈ Pi, 1 ≤ i ≤ n
xij
lj−→ yj 1 ≤ j ≤ m
σ(x1, . . . , xn)
a−→ t
if Ri ⊆ Ei and Pi ∩ Ei = ∅ for all 1 ≤ i ≤ n.
For 1 ≤ i ≤ n the set Ei is supposed to hold the enabled transitions for the process supplied as the
i-th argument of σ. The above rule is triggered, if for each argument all requested and non of the
prohibited transitions are enabled.
Definition 4.4 A GSOS specification is a set R of GSOS rules such that for all σ ∈ Σn, a ∈ L,
and E1, . . . , En ⊆ L only finitely many rules with type σ and label a in R are triggered by E1, . . . , En.
Often, a GSOS specification is used to specify one particular LTS, or rather, to equip the set of
terms without variables with a transition function. Here we will adopt a broader notion of a model
of a GSOS specification. The term model above will reappear later as the initial one.
Definition 4.5 A model of a GSOS specification R is a triple 〈P, (σP ), α〉 consisting of an LTS
〈P, α〉 and a collection of operators σP : Pn → P for each n ∈ N and σ ∈ Σn, such that for all
n ∈ N, σ ∈ Σn, and p1, . . . , pn ∈ P the transitions α assigns to σP (p1, . . . , pn) ∈ P are precisely those
derivable as instances of the rules in R.
An instantiation of a rule
xi
b−→ b ∈ Ri, 1 ≤ i ≤ n
xi
b−9 b ∈ Pi, 1 ≤ i ≤ n
xij
lj−→ yj 1 ≤ j ≤ m
σ(x1, . . . , xn)
a−→ t
in R is determined by states p1, . . . , pn, q1, . . . qm ∈ P and it yields the derivation
pi
b−→ b ∈ Ri, 1 ≤ i ≤ n
pi
b−9 b ∈ Pi, 1 ≤ i ≤ n
pij
lj−→ qj 1 ≤ j ≤ m
σP (p1, . . . , pn)
a−→ [[ t[xi := pi, yj := qj ] ]]P
where t[xi := pi, yj := qj ] is the term that results by replacing in t each xi by pi and yj by qj for
1 ≤ i ≤ n and 1 ≤ j ≤ m, and [[t′]]P ∈ P for t′ ∈ TP is the evaluation of t′ by applying the
appropriate operators from (σP ). (Note that the arrows in a GSOS rule are just symbols, whereas the
arrows in the instance of the rule are the transitions allowed by the LTS 〈P, α〉).
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The models of a GSOS specification are well-behaved in many respects. In order to express some of
those properties we define the notions of a congruence, a bisimulation up-to-context, and a guarded
recursive specification.
Definition 4.6 Let 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 be models of a GSOS specification R. A relation
R ⊆ P ×Q is a congruence for the two models if for all n ∈ N and σ ∈ Σn
〈p1, q1〉, . . . , 〈pn, qn〉 ∈ R implies 〈σP (p1, . . . , pn), σQ(q1, . . . , qn)〉 ∈ R.
The congruence closure of a relation R ⊆ P ×Q is the smallest congruence containing R.
Definition 4.7 A bisimulation up-to-context between two models 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉
of a GSOS specification R is a relation R ⊆ P ×Q such that for all 〈p, q〉 ∈ R and a ∈ L we have that
p
a−→ p′ implies q a−→ y for some y ∈ Q with 〈p′, y〉 ∈ R¯, and
q
a−→ q′ implies p a−→ x for some x ∈ P with 〈x, q′〉 ∈ R¯,
where R¯ is the congruence closure of R.
Definition 4.8 A (nondeterministic) guarded recursive specification is a pair 〈P,Tr〉 con-
sisting of a set of variables X and a set of transitions
Tr ⊆ { x a−→ t ∣∣ x ∈ X, a ∈ L, t ∈ TX}
such that for all x ∈ X and a ∈ L the set Tr contains finitely many transitions from x with label
a only. A solution of 〈X,Tr〉 in a model 〈P, (σP ), α〉 of a GSOS specification R is given by an
assignment of variables h : X → P such that for all x ∈ X, a ∈ L, and q ∈ P
h(x) a−→ q just in case (x a−→ t) ∈ Tr for some t ∈ TX with [[ t[y := h(y)] ]]P = q.
In the literature, the term guarded recursive equations is used for a set of equations of the shape
x = t (x ∈ X, t ∈ TX, t guarded),
for a suitable notion of guardedness. This is some syntactical restriction on the terms t guaranteeing
that the immediate transitions of the process denoted by t can be derived without knowing the
instantiation of the variables occurring in it. To this end, one identifies operators that define an initial
transition (like the action prefixing a.x describing a process that can make an a-transition to move to
state x) and demands that every variable is preceded (guarded) by at least one application of such an
operator. Our definition is a slightly more general encoding of the same idea, since it does not require
the presence (and identification) of the operators above.
Models of a GSOS specification are well behaved in many respects. Amongst others, they have the
following properties.
Proposition 4.9 Let 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 be models of a GSOS specification R.
1. The congruence closure of any bisimulation R between 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 is a
bisimulation again. In particular, the bisimilarity relation ∼ ⊆ P ×Q itself is a congruence.
2. Every bisimulation up-to-context between 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 is contained in some
(standard) bisimulation. This enables the following bisimulation up-to-context proof principle:
to prove p ∼ q it suffices to find a bisimulation up-to-context R with 〈p, q〉 ∈ R.
3. Every guarded recursive specification 〈X,Tr〉 has a solution in some model of R. Furthermore,
such a solution is determined up to bisimilarity.
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With the development in Section 7 these properties and others will follows from corresponding
facts about the abstract framework by Turi and Plotkin [TP97]. The first statement is well known.
The other two may be new. The bisimulation up-to-context proof principle was studied by Sangiorgi
[San98], who proves that it is valid for specifications in the more restrictive DeSimone format. He also
gives an example for an operator specification for which the principle is not valid. The example is
beyond GSOS, since it involves a chaining of premises (look-ahead) as exemplified in the rule below.
x
a−→ y y a−→ z
σ(x) a−→ σ(z)
5. The PGSOS format for PTS
In this section we introduce a specification format for PTS. It bears similarity with the GSOS format
above and is therefore called PGSOS for probabilistic GSOS. We start by considering again the speci-
fication of a sequential composition from the introduction, which consisted of the following transition
rules.
x
l[r]−−→ x′
x.y
l[r]−−→ x′.y
x
l′−9 (l′ ∈ L) y l[r]−−→ y′
x.y
l[r]−−→ y′
(both for all l ∈ L and r ∈ [0, 1])
At first sight one may be tempted to view this as a specification for a (nondeterministic) system with
labels from the set { l[r] | l ∈ L, r ∈ [0, 1]} and propose to use the corresponding instance of the
GSOS format for this setting. But the situation is not as simple as that.
First, for a specification to have models, we need to ensure that the generated transitions yield
a probability distribution indeed. So we need a criterion to guarantee that the probabilities of all
generated transitions sum up to one if there are any. This will lead to a new global constraint on the
sets of rules in a PGSOS specification.
Second, we have to realise that we cannot fix the probabilities for the transitions in the premises. To
illustrate this point, we consider the specification rules below. They are meant to define an operator
δ that removes all transitions with probability less than one, i.e. all “nondeterministic” transitions.
x
l[1]−−→ x′
δ(x)
l[1]−−→ δ(x′)
(for all l ∈ L) (5.1)
To see that this specification is troublesome, assume that 〈P, δP , α〉 is a model of it which contains
the following two processes.
p
a[1]
²²
q
a[ 13 ]
¤¤©©
©©
©© a[ 23 ]
¾¾7
77
77
7
p′ q′ q′′
(5.2)
Note that p and q are bisimilar: for both, the only enabled label is a, and the a-transition leads to
an inert state with probability one (it is easy to check that the relation R = {〈p, q〉, 〈p′, q′〉, 〈p′, q′′〉}
is a probabilistic bisimulation). Still, δP (p) and δP (q) are not bisimilar, because δP (p) can do an
a-transition while δP (q) cannot. So no operator δP on 〈P, α〉 satisfying the specification preserves
bisimilarity, one of our basic requirements for the format to be found.
Generally, using an argument similar to the one above we can see that rules with premises demanding
an absolute probability for a transition cause problems. This point is taken care of by our definition
of a PGSOS rule, in which the probabilities in the premises are treated as variables.
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Definition 5.1 A rule in PGSOS has the shape
xi
b−→ b ∈ Ri, 1 ≤ i ≤ n
xi
b−9 b ∈ Pi, 1 ≤ i ≤ n
xij
lj [zj ]−−→ yj 1 ≤ j ≤ m
σ(x1, . . . , xn)
a[w·Qj zj ]−−→ t
where
• σ ∈ Σn for some n ∈ N is the type of the rule,
• x1, . . . , xn are distinct argument state variables (we set X := {x1, . . . , xn}),
• Ri, Pi ⊆ L with Ri ∩Pi = ∅ are the sets of requested and prohibited labels for the i-th argument
xi (1 ≤ i ≤ n),
• y1, . . . , ym for some m ∈ N are distinct successor state variables such that Y ∩ X = ∅ for
Y := {y1, . . . , ym}, where each yj is tagged as a successor of argument ij ∈ {1, . . . , n} for a
requested label lj ∈ Rij (1 ≤ j ≤ m),
• z1, . . . , zm are distinct probability variables,
• a ∈ L is the label of the rule,
• w ∈ (0, 1] is the weight of the rule.
• t ∈ T(X ∪ Y ) such that Y ⊆ vars(t) is the target of the rule.
It is easy to see that whenever such a rule is applicable in a given situation, the probabilities of all
transitions derivable by it sum up to the weight w of the rule. To make sure that in any situation
the accumulated probability of all derivable transitions for the same label is either zero or one, it thus
suffices to require that the weights of all applicable rules sum up to zero or one. we applying the
notion of a trigger from Def. 4.3 in the obvious way to PGSOS rules also to talk about all possible
applicability scenarios.
Definition 5.2 A PGSOS specification is a set R of PGSOS rules such that for all n ∈ N, σ ∈ Σn,
a ∈ L, and E1, . . . , En ⊆ L only finitely many rules with type σ and label a in R are triggered by
E1, . . . , En, and in case there are any, the weights of all these rules sum up to 1.
Definition 5.3 A model of a PGSOS specification R is a triple 〈P, (σP ), α〉 consisting of a PTS
〈P, α〉 and a collection of functions σP : Pn → P for all n ∈ N and σ ∈ Σn such that the following
holds: for all n ∈ N, σ ∈ Σn, a ∈ L, and p1, . . . , pn, q ∈ P we have
σP (p1, . . . , pn)
a[u]−−→ q
just in case u is the sum of all contributions to an a-transitions from σP (p1, . . . , pn) to q that can be
derived from different instantiations of the rules in R.
An instantiation of a rule
xi
b−→ b ∈ Ri, 1 ≤ i ≤ n
xi
b−9 b ∈ Pi, 1 ≤ i ≤ n
xij
lj [zj ]−−→ yj 1 ≤ j ≤ m
σ(x1, . . . , xn)
a[w·Qj zj ]−−→ t
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in R is determined by states p1, . . . , pn, q1, . . . , qm ∈ P and probabilities u1, . . . , um ∈ (0, 1] and it
yields the derivation
pi
b−→ b ∈ Ri, 1 ≤ i ≤ n
pi
b−9 b ∈ Pi, 1 ≤ i ≤ n
pij
lj [uj ]−−→ qj 1 ≤ j ≤ m
σP (p1, . . . , pn)
a[w·Qj uj ]−−→ [[ t[xi := pi, yj := qj ] ]]P
where [[t′]]P ∈ P for t′ ∈ TP is the evaluation of t′ by applying the appropriate operators from
(σP ). This instance contributes a portion of w ·
∏
j uj to the a-transition from σP (p1, . . . , pn) to
[[ t[xi := pi, yj := qj ] ]]P .
Before we consider properties of PGSOS specifications, we first give some examples.
5.1 Some examples of PGSOS specifications
To illustrate the PGSOS format, we present the definitions of some basic operators.
1. A constant 0 ∈ Σ0 is intended to yield the idle process that cannot do any transitions. We
achieve this by giving no rules with type 0.
2. Consider the atomic action constant a ∈ Σ0 for a ∈ L. The associated process should have a
as its only enabled label and an a-transition should lead to the state 0 with probability 1. We
specify the constant with the following single rule without premises.
a
a[1]−−→ 0
3. Next we specify a probabilistic choice operator ⊕r ∈ Σ2 for r ∈ [0, 1]. For processes x and y
we want x⊕r y to be a process behaving either as x or as y, depending on the first input label
and the probability r. In case the input can only be processed by x, the system should behave
like x, and similar for y. If both can react, the decision should be made in favour of x with
probability r and otherwise in favour of y. This is captured by the following set of PGSOS rules
(for r¯ = 1− r):
x
l[z′]−−→ x′ y l−9
x⊕r y l[z
′]−−→ x′
x
l−9 y l[z
′]−−→ y′
x⊕r y l[z
′]−−→ y′
x
l[z′]−−→ x′ y l−→
x⊕r y l[r·z
′]−−→ x′
x
l−→ y l[z
′]−−→ y′
x⊕r y l[r¯·z
′]−−→ y′
(each for all l ∈ L)
To see that these rules satisfy the global constraints from Def. 5.2, for all a ∈ L and E1, E2 ⊆ L
we have to inspect the rules for ⊕r and a which are triggered by E1 and E2: it is either no rule
at all (in case a 6∈ E1 ∪E2), one of the upper ones with l = a (in case a ∈ (E1 \E2)∪ (E2 \E1),
each of which has weight 1, or both lower ones with l = a (if a ∈ E1 ∩E2), the weights of which
sum up to r + r¯ = 1.
To illustrate Def. 5.3, we spell out what the requirement on a model 〈P, (σP ), α〉 amounts to in a
concrete case. Let p, q ∈ P again be the two processes from (5.2). Both can make an a-transition,
so the third and fourth rule with l = a are applicable to p⊕r q (here and in the following, we will
drop the subscript P for the concrete operators. So we just write ⊕r : P ×P → P ). They derive
an a-transition which leads to the a-successor of p with probability r and to an a-successor of
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q otherwise. In case this choice is made for q, the conditional probability of moving to q′i is the
same as the probability of moving from q to it.
p⊕r q
a[r]
ÄÄ Ä
ÄÄ
ÄÄ
Ä
a[ 13 r¯]
²²
a[ 23 r¯]
ÂÂ?
??
??
??
p′ q′1 q
′
2
4. Furthermore, we define the product operator × ∈ Σ2 such that the process x × y consists of
two components x and y waiting for input side by side. The enabled labels are those that are
enabled for each of x and y. On such a label each component will independently make a move
according to its own transition probability and the whole process will become the product of
the two resulting states. The operation is defined by the following set of rules:
x
l[u]−−→ x′ y l[v]−−→ y′
x× y l[u·v]−−→ x′ × y′
(for all l ∈ L)
Considering again p and q from (5.2) we get that p× q is the process below.
p× q
a[ 13 ]
¥¥­­
­­
­­ a[ 23 ]
½½4
44
44
4
p′ × q′1 p′ × q′2
Note that we may have p′× q′1 = p′× q′2. In that case the arrows above would actually represent
one arrow with probability 13 +
2
3 = 1.
5. For any r ∈ [0, 1] the (binary) probabilistic parallel composition x||ry of the two processes x and
y is intended to behave as follows: an input label a can be processed if it can by at least one
of x or y. The input is always handled by one of them only, the other stays unchanged. If a is
enabled for only one process, then this one is taken. If both components are able to deal with
the input, then the choice is made probabilistically, where x is chosen with the probability r.
The operator ||r ∈ Σ2 is specified by the rules below.
x
l[z′]−−→ x′ y l−9
x||ry l[z
′]−−→ x′||ry
x
l−9 y l[z
′]−−→ y′
x||ry l[z
′]−−→ x||ry′
x
l[z′]−−→ x′ y l−→
x||ry l[r·z
′]−−→ x′||ry
x
l−→ y l[z
′]−−→ y′
x||ry l[r¯·z
′]−−→ x||ry′
(each for all l ∈ L)
Again for p and q from (5.2) we get the following transitions:
p||rq
a[r]
{{ww
ww
ww
w
a[ 13 r¯]
²²
a[ 23 r¯]
##G
GG
GG
GG
p′||rq p||rq′1 p||rq′2
6. All the examples so far were simple in the sense that they did not use terms consisting of
more than one operator application as their target. As a more complex example we specify
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a probabilistic variant of the Kleene-Star operator (−)∗r (−) ∈ Σ2 for r ∈ [0, 1]. It uses the
sequential composition from Section 5 (it is easily seen that the rules given there form a PGSOS
specification). The operator is specified by the following rules.
x
l[z]−−→ x′ y l−→
x∗ry
l[r·z]−−→ x′.(x∗ry)
x
l[z]−−→ x′ y l−9
x∗ry
l[z]−−→ x′.(x∗ry)
x
l−→ y l[z]−−→ y′
x∗ry
l[r¯·z]−−→ y′
x
l−9 y l[z]−−→ y′
x∗ry
l[z]−−→ y′
(each for all l ∈ L)
For p and q from (5.2) we get the following picture, where again p∗rq and p′.(p∗rq) may describe
the same state.
p∗rq
a[ 13 r¯]
wwnnn
nnn
nn
a[r]
²²
a[ 23 r¯]
''PP
PPP
PPP
q′1 q
′
2
p′.(p∗rq)
a[ 13 r¯]
ggOOOOOOO
a[r]
GG
a[ 23 r¯]
77ooooooo
One aspect of the format is not illustrated by the examples above, namely the possibility that more
than once a successor of the same argument and label is mentioned in the target of the rule. We give an
artificial example to show that in such a situation it makes a difference whether the same or different
successor variables are used. Consider the following alternative rules for a signature Σ = (Σn)n∈N
with σ ∈ Σ1 and τ ∈ Σ2:
x
l[u]−−→ x′
σ(x)
l[u]−−→ τ(x′, x′)
(for all l ∈ L) or x
l[u]−−→ x′1 x
l[v]−−→ x′2
σ(x)
l[u·v]−−→ τ(x′1, x′2)
(for all l ∈ L)
For q from (5.2) the two rules will generate the following a-transitions for σP (p) respectively:
σP (q)
a[ 13 ]
¦¦­­
­­
­­
­
a[ 23 ]
¼¼4
44
44
44
or
σP (q)
a[ 19 ]
wwppp
ppp
ppp
ppp
a[ 29 ]
­­­
¦¦­­­
a[ 29 ]
444
¼¼4
44
a[ 49 ]
''NN
NNN
NNN
NNN
N
τP (q′1, q
′
1) τP (q
′
2, q
′
2) τP (q
′
1, q
′
1) τP (q
′
1, q
′
2) τP (q
′
2, q
′
1) τP (q
′
2, q
′
2)
5.2 Properties
To state the properties of the models of a PGSOS specification we have to adapt the notion of a
bisimulation up-to-context and a guarded recursive specification to the probabilistic setting.
Definition 5.4 A (probabilistic) bisimulation up-to-context between two models 〈P, (σP ), αP 〉
and 〈Q, (σQ), αQ〉 of a PGSOS specification R is a relation R ⊆ P × Q such that for all 〈p, q〉 ∈ R
and a ∈ L there is a distribution µ ∈ DωR¯ where R¯ is the congruence closure of R such that
p
a[r]−−→ p′ just in case r =
∑(
µ(〈p′, y〉) ∣∣ y ∈ Q with 〈p′, y〉 ∈ R¯),
q
a[r]−−→ q′ just in case r =
∑(
µ(〈x, q′〉) ∣∣ x ∈ P with 〈x, q′〉 ∈ R¯).
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Definition 5.5 A (probabilistic) guarded recursive specification is a pair 〈P,Tr〉 consisting
of a set of variables X and a set of transitions
Tr ⊆ { x a[u]−−→ t ∣∣ x ∈ X, a ∈ L, u ∈ (0, 1], t ∈ TX}
such that for all x ∈ X and a ∈ L the set Tr contains finitely many transitions from x with label a
only, the probabilities u of which sum up to 1 if there are any. A solution of 〈X,Tr〉 in a model
〈P, (σP ), α〉 of a PGSOS specification R is given by an assignment of variables h : X → P such that
for all x ∈ X, a ∈ L, and q ∈ P
h(x)
a[r]−−→ q just in case r =
∑(
u
∣∣ (x a[u]−−→ t) ∈ Tr , [[ t[y := h(y)] ]]P = q).
Models of a PGSOS specification are well behaved in the following sense:
Proposition 5.6 Let 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 be models of a GSOS specification R.
1. The congruence closure of a probabilistic bisimulation R between 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉
is a bisimulation again. In particular, the bisimilarity relation ∼ ⊆ P ×Q itself is a congruence.
2. Every probabilistic bisimulation up-to-context between 〈P, (σP ), αP 〉 and 〈Q, (σQ), αQ〉 is con-
tained in some probabilistic bisimulation. This yields the following principle: to prove p ∼ q it
suffices to find a probabilistic bisimulation up-to-context R with 〈p, q〉 ∈ R.
3. Every probabilistic guarded recursive specification 〈X,Tr〉 has a solution in some model of R.
Furthermore, such a solution is determined up to bisimilarity.
Our experiments indicate that in the probabilistic setting the bisimulation up-to-context technique is
less useful than in the nondeterministic setting. The reason seems to be that the additional information
about transition probabilities helps in distinguishing processes, so that less process equivalences hold.
As an example, notice that with our definition of a PTS and probabilistic choice for any u, v ∈ (0, 1)
there are no values u′, v′ ∈ [0, 1] such that we have
x⊕u (y ⊕v z) ∼ (x⊕u′ y)⊕v′ z
for all states x, y, z in any model of the specification. The bisimulation up-to-context proof principle
is less successful here because its application usually requires such laws to hold in order to rewrite
given process terms into a format that makes the common context visible.
The definition principle using guarded recursive equations however is valuable, as the following
simple example is supposed to demonstrate.
Example 5.7 We can now alternatively specify the lossy bag from Example 3.3 as a state x in some
probabilistic transition system with the following behaviour: it can perform a store action (s) which
keeps it unchanged with probability ε or otherwise leads to a state behaving like x except that it can do
one additional remove action (r) at an arbitrary moment in the future. Using the operators specified
in Section 5.1 this can be expressed by the guarded recursive specification 〈{x},Tr〉 where the set Tr
contains the two transitions drawn below.
x
s[ε]
¥¥­­
­­
­­
­
s[ε¯]
½½4
44
44
4
x r||1x
Proposition 5.6 (3) says that this specification has solutions which are all bisimilar. Such a solution is
given by a model 〈P, (σP ), α〉 of the operators from Section 5.1 and a state p ∈ P (the state that x is
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mapped on) which exhibits the behaviour shown below. The operators appearing in the picture denote
the interpretations of the operator symbols in the model under consideration (the transitions from the
states in the lower row are omitted).
p
s[ε]
¼¼
s[ε¯]
""
r ‖1 p
s[ε]
ºº
s[ε¯]
$$
r[1]
tt
r ‖1 (r ‖1 p)
s[ε]
ºº
s[ε¯]
ÁÁ
r[1]
tt
. . .
0 ‖1 p
∼
0 ‖1 (r ‖1 p)
∼
The states p and 0 ‖1 p (as well as r ‖1 p and 0 ‖1 (r ‖1 p) and so forth) are not necessarily identical,
but they are bisimilar. From this we conclude that the state p in any such solution is bisimilar to the
state p0 from Example 3.3.
6. The abstract GSOS format
Up to now we just stated some of the properties of PGSOS without giving proofs. We now start a
second, more technical part, which will explain that the format was derived in such a way that these
results as well as those in Proposition 4.9 arise as instances of a more general framework.
We show that GSOS as well as PGSOS specifications are instances of an abstract account of operator
specification formats introduced by Turi and Plotkin [TP97]. The approach is based on the fact that
various kinds of transition systems – including LTS and PTS – can uniformly be described as coalgebras
for a functor B, where the functor captures the type of system under consideration. On the same
level of abstraction, the signatures considered earlier give rise to functors Σ such that interpretations
of the operators in the signature correspond to algebras for the functor Σ. Turi and Plotkin observed
that operator specifications in some of the congruence formats give rise to natural transformations ρ
of a certain type involving the two functors above (and others derived from them), and that some of
the well-behavedness results of the formats can nicely be proved on this abstract level. Here we will
concentrate on their abstract modelling of GSOS rules, which they call abstract GSOS. By instantiating
the framework with appropriate functors B, one obtains well-behaved formats for different types of
transition systems. Those are of course still expressed as natural transformations of a certain shape
and are thus not practically usable as such. One needs to characterise the natural transformations in
concrete terms, like for instance by means of transition rules. We do so in Sections 7 and 8, where
we prove that the resulting natural transformations indeed correspond to specifications in GSOS
and PGSOS respectively. Through these results, the concrete formats inherit the well-behavedness
properties of abstract GSOS. Figure 2 shows an outline of the approach, which is a refined version of
Figure 1 from the introduction.
We start in this section by recalling basic coalgebraic notions to model state based systems. We
explain that LTS and PTS are instances of this framework. For a deeper introduction into the theory of
(co)algebras we refer the reader to the tutorial/overview articles of Jacobs and Rutten [JR96, Rut00].
Moreover, we give a brief introduction into the abstract specification format introduced by Turi and
Plotkin [TP97]. In the following two sections we show that GSOS and PGSOS specifications form
concrete representations of specifications in the abstract framework when instantiated for LTS and
PTS respectively.
6.1 Transition systems as coalgebras
Dynamical systems such as transition systems, automata, or models of modal or epistemic logic can
abstractly be described as coalgebras of a functor B, where B determines the type of behaviour under
consideration.
Definition 6.1 For a Set-functor B a B-coalgebra is a pair 〈P, α〉 consisting of a set P and a
function α : P → BP . We will sometimes call P the carrier and α the structure or operation of the
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B-coalgebras
Abstract GSOS
ρ : Σ(Id× B)⇒ BT
ρ : Σ(Id× PωL)⇒ (PωT)L ρ : Σ(Id×DωL)⇒ (DωT)L
?
6
?
6
Section 7 Section 8
GSOS PGSOS
LTS PTS
´
´
´
´
´
+´
B := PωL
Q
Q
Q
Q
Q
Qs
B := DωL
abstract level
concrete level
Figure 2: Outline of the approach.
coalgebra. A pair 〈〈P, α〉, p〉 consisting of a coalgebra 〈P, α〉 and a designated state p ∈ P is called a
process. A homomorphism between two B-coalgebras 〈P, αP 〉 and 〈Q,αQ〉 is a function h : P → Q
satisfying
Bh ◦ αP = αQ ◦ h.
All B-coalgebras together with their homomorphisms form the category CoalgB. A final B-coalgebra
is a final object in CoalgB, i.e. a B-coalgebra such that there exists precisely one homomorphism from
any B-coalgebra to it.
In order to model LTS and PTS as coalgebras, we turn the construction of powersets and probability
distributions into functors.
Definition 6.2 We define Pω to be the finite powerset functor, i.e. the Set-functor defined for
any set X and any function f : X → Y as
PωX :=
{
X ′ ⊆ X | X ′ is finite},
(Pωf)(X ′) :=
{
f(x) | x ∈ X ′}.
Furthermore, we denote by P+ω the nonempty finite powerset functor, i.e. the restriction of Pω
to nonempty subsets.
Definition 6.3 Let the (possibly empty, simple) probability distribution functor Dω : Set→
Set be the functor defined for every set X, function f : X → Y , and element y ∈ Y as
DωX :=
{
µ : X → R+0 | supp(µ) is finite, µ[X] ∈ {0, 1}
}
,
(Dωf)(µ) := y 7→ µ[f−1(y)].
(Remember that for X ′ ⊆ X and µ : X → R+0 we defined µ[X ′] :=
∑
x∈X′ µ(x), in case the sum
exists.) By D+ω we denote the restriction of Dω to such µ ∈ DωP with µ[X] = 1 (or, equivalently,
supp(µ) 6= ∅). An element µ ∈ D+ωX is called a simple probability distribution over X.
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Writing the transition function α : P ×L→ PωP of an LTS 〈P, α〉 equivalently as a function of the
type P → (PωP )L, we see that LTS are coalgebras for the functor PωL. In the same way we get that
PTS are coalgebras for the functor DωL.
The notions of a nondeterministic and probabilistic bisimulation from Def. 3.4 and Def. 3.5 can be
generalized to arbitrary B-coalgebras.
Definition 6.4 (cf. [AM89]) A bisimulation between two B-coalgebras 〈P, αP 〉 and 〈Q,αQ〉 is a
relation R ⊆ P×Q such that there exists a B-coalgebra operation αR : R→ BR making the projections
pi1 : R→ P and pi2 : R→ Q homomorphisms from 〈R,αR〉 to 〈P, αP 〉 and 〈Q,αQ〉 respectively.
P
αP
²²
R
∃αR
²²Â
Â
Â
pi1oo pi2 // Q
αQ
²²
BP BR
Bpi1
oo
Bpi2
// BQ
The greatest bisimulation between two coalgebras is denoted by ∼ and is called bisimilarity.
A greatest bisimulation always exists1, and it can be seen to be the union of all bisimulations. The
definition of bisimilarity induces the following proof principle: in order to show that two processes are
bisimilar, it suffices to exhibit any bisimulation between the respective coalgebras which relates the
two states.
It can easily be checked that the general notion of a bisimulation instantiates to nondeterministic
and probabilistic bisimulation when we instantiate B with the respective functors (Pω)L and (Dω)L
from above.
6.2 Composition operators as algebras
We now express signatures and the operators interpreting them categorically. Again we assume that
there is a finitary (single-sorted) signature Σ = (Σn)n∈N, where σ ∈ Σn is viewed as an operator symbol
with arity n. To a set of states P we want to associate an interpretation (σP : Pn → P )n∈N,σ∈Σn
that contains a function with the corresponding arity for each operator symbol in the signature. We
can combine all these functions into one function β : ΣP → P where we now view Σ as the following
construction:
ΣX :=
∐
n∈N
Σn ×Xn =
{
σ(x1, . . . , xn) | n ∈ N; σ ∈ Σn; x1, . . . , xn ∈ X
}
.
For better readability the tuple
〈
σ, 〈x1, . . . , xn〉
〉∈ ΣX is again written like a function application. We
write σβ : Pn → P for the component of a combined function β : ΣP → P corresponding to σ ∈ Σn.
The construction of the sets ΣX extends to a functor Σ : Set → Set by setting for any function
f : X → Y
Σf :=
∐
n∈N
idΣn × fn =
[
σ(x1, . . . , xn) 7→ σ
(
f(x1), . . . , f(xn)
)]
.
This makes the interpretation (σP : Pn → P )n∈N,σ∈Σn an algebra of a functor.
Definition 6.5 For a Set-functor Σ a Σ-algebra is a pair 〈P, β〉 consisting of set P and a function
β : ΣP → P . A homomorphism between two Σ-algebras 〈P, βP 〉 and 〈Q, βQ〉 is a function h : P → Q
satisfying
h ◦ βP = βQ ◦ Σh.
1This is true here since we restrict ourselves to working in the category Set.
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All Σ-algebras together with their homomorphisms form the category AlgΣ. An initial Σ-algebra is an
initial object in AlgΣ, i.e. a Σ-algebra such that there exists precisely one homomorphism from it to
any Σ-algebra.
For functors Σ arising from a finitary signature as above we obtain an initial Σ-algebra as follows:
the carrier set is given by the set of terms without variables, i.e. T∅, and the structure is usual building
of terms.
In the following we will use the fact that the construction of terms from Def. 4.1 also extends to a
functor.
Definition 6.6 For a signature Σ = (Σn)n∈N we define T : Set → Set to be the term functor that
maps a set X to the set TX of Σ-terms with variables in X, i.e. the smallest set such that
X ⊆ TX and ΣTX ⊆ TX.
For f : X → Y the function Tf : TX → TY replaces each variable x ∈ X occurring in a term t ∈ TX
by f(x) ∈ Y , i.e. for x ∈ X, n ∈ N, σ ∈ Σn, and ti ∈ TX (1 ≤ i ≤ n) we set
(Tf)(x) := f(x) and (Tf)
(
σ(t1, . . . , tn)
)
:= σ
(
(Tf)(t1), . . . , (Tf)(tn)
)
.
Moreover, for a Σ-algebra operation β : ΣP → P we define the term evaluation [[.]]β : TP → P by
[[x]]β := x and [[σ(t1, . . . , tn)]]β := σ
(
[[t1]]β , . . . , [[tn]]β
)
.
The definition of a congruence from Def. 4.6 can be lifted to the categorical setting as well.
Definition 6.7 A congruence between two Σ-algebras 〈P, βP 〉 and 〈Q, βQ〉 is a relation R ⊆ P ×Q
such that there exists a Σ-algebra operation βR : ΣR → R making the projections pi1 : R → P and
pi2 : R→ Q algebra homomorphisms from 〈R, βR〉 to 〈P, βP 〉 and 〈Q, βQ〉 respectively.
ΣP
βP
²²
ΣR
Σpi1oo Σpi2 //
∃βR
²²Â
Â
Â ΣQ
βQ
²²
P Rpi1
oo
pi2
// Q
The congruence closure of a relation R between the carriers of two Σ-algebras again is the smallest
congruence relation containing R.
6.3 Bialgebras
Putting algebras and coalgebras together we can model a transition system with composition operators
as a bialgebra.
Definition 6.8 Given two Set-functors Σ and B, a 〈Σ,B〉-bialgebra is a triple 〈P, β, α〉 consisting of
a set P and two functions β : ΣP → P and α : P → BP , i.e. a Σ-algebra and a B-coalgebra structure
on a common carrier. A homomorphism between two bialgebras 〈P, βP , αP 〉 and 〈Q, βQ, αQ〉 is a
function h : P → Q which is an algebra homomorphism from 〈P, βP 〉 to 〈Q, βQ〉 as well as a coalgebra
homomorphism from 〈P, αP 〉 to 〈Q,αQ〉. All 〈Σ,B〉-bialgebras together with their homomorphisms
form the category BialgΣB. An initial (final) 〈Σ,B〉-bialgebra is an initial (final) object in BialgΣB.
We will sometimes talk about a bisimulation between two bialgebras, by which we mean a bisim-
ulation between the included coalgebras. Similarly, a congruence between bialgebras is one for the
contained algebra operations. Furthermore, we can generalize the notions of a nondeterministic and
probabilistic bisimulation up-to-context from Def. 4.7 and Def. 5.4 to 〈Σ,B〉-bialgebras.
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Definition 6.9 (cf. [San98]) A relation R ⊆ P × Q is a bisimulation up-to-context between
two 〈Σ,B〉-bialgebras 〈P, βP , αP 〉 and 〈Q, βQ, αQ〉 if there exists a mapping γ : R → BR¯ making the
diagram below commute, where R¯ with projections p¯i1 : R¯ → P and p¯i2 : R¯ → Q is the congruence
closure of R with respect to the Σ-algebras 〈P, βP 〉 and 〈Q, βQ〉.
P
αP
²²
R
∃γ
²²Â
Â
Â
pi1oo pi2 // Q
αQ
²²
BP BR¯
Bp¯i1
oo
Bp¯i2
// BQ
In order to show that two states are bisimilar, it is often easier to find a suitable bisimulation up-
to-context then an ordinary bisimulation. To use the former in a bisimilarity proof, we need a result
saying that every bisimulation up-to-context between the bialgebras under consideration is contained
in some standard bisimulation, as we have given it in Propositions 4.9 (2) and 5.6 (2) for the special
case of models of a GSOS and PGSOS specification respectively. Later we will present a generalization
of this result.
The definitions of a nondeterministic and probabilistic guarded recursive specification from Defini-
tions 4.8 and 5.5 can be generalized as follows.
Definition 6.10 We define a guarded recursive specification to be a pair 〈X,φ〉 consisting of a
set of variables X and a function φ : X → BTX. A solution in a 〈Σ,B〉-bialgebra 〈P, β, α〉 is
a mapping h : X → P of the variables to the carrier of the bialgebra such that the diagram below
commutes.
X
φ
²²
h // P
α
²²
BTX
B([[.]]β ◦Th)
// BP
6.4 Operator specification in abstract GSOS
We now sketch a modelling of operator specifications as natural transformations proposed by Turi
and Plotkin [TP97]. To motivate the idea in a simplified setup, we consider a parallel composition for
LTS given by the following transition rules.
x
a−→ x′
x ‖ y a−→ x′ ‖ y
y
a−→ y′
x ‖ y a−→ x ‖ y′ (each for all a ∈ L) (6.1)
If this is the only operator under consideration, we talk about the signature Σ = (Σn)n∈N with
Σ2 = {‖} and Σn = ∅ for n 6= 2, so for the resulting functor we have Σ ' (Id)2. Turning the rules
into a set notation we get that a 〈Σ, (Pω)L〉-bialgebra 〈P, β, α〉 is a model for the specification if for
all p, q ∈ P and a ∈ L we have
α(p ‖β q)(a) = {p′ ‖β q ∣∣ p′ ∈ α(p)(a)} ∪ {p ‖β q′ ∣∣ q′ ∈ α(q)(a)}.
All these equations can be combined in the following single equation
α◦ ‖β= (Pω‖β)L ◦ ρP ◦ (〈id, α〉)2,
where ρ :
(
Id × (Pω)L
)2 ⇒ (Pω(Id2))L is the natural transformation given for all sets X, elements
x, y ∈ X, and functions φ, ψ ∈ (PωX)L by
ρX
(〈x, φ〉, 〈y, ψ〉) := [a 7→ {〈x′, y〉 | x′ ∈ φ(a)} ∪ {〈x, y′〉 | y′ ∈ ψ(a)}].
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The above equation is pictured in diagram (a) below.
P 2(〈id,α〉)2ssgggggg
‖β
²²
ΣPΣ〈id,α〉
ssggggg
gg
β
²²
(P × (PωP )L)2
ρP
²²
Σ(P × BP )
ρP
²²
P
α
²²
(a) P
α
²²
(b)
(Pω(P 2))L
(Pω‖β)L
++WWWWW
W BΣP
Bβ ++WWW
WWWWW
WW
(PωP )L BP
Generalizing this observation to arbitrary signatures Σ and behaviour functors B we would consider
natural transformations ρ : Σ(Id×B) ⇒ BΣ as specifications. They characterise the class of all
〈Σ,B〉-bialgebras 〈P, β, α〉 making diagram (b) above commute.
We can increase the expressiveness of the approach by replacing the use of Σ in the codomain of
the natural transformation ρ from above by T from Def. 6.6 (and one application of β by [[.]]β in the
corresponding diagram). This yields the following definition:
Definition 6.11 Let Σ = (Σn)n∈N be a signature and B a functor. A specification in abstract
GSOS is a natural transformation
ρ : Σ(Id× B)⇒ BT.
A model of a specification ρ in abstract GSOS is a 〈Σ,B〉-bialgebra 〈P, β, α〉 making the diagram
below commute.
ΣPΣ〈id,α〉uukkkk
β
²²
Σ(P × BP )
ρP
²²
P
α
²²
BTP
B[[.]]β
))SSS
SSS
BP
The full subcategory of BialgΣB containing all models of ρ is denoted by ρ-Bialg.
An element σ(p1, . . . , pn) ∈ ΣP is mapped to α
(
σβ(p1, . . . , pn)
)
by the path α ◦ β in the above
diagram. In the setting of LTS for instance – i.e. with B = (Pω)L – the latter is a description of
the outgoing transitions of σβ(p1, . . . , pn). For 〈P, β, α〉 to be a model of a specification ρ in abstract
GSOS, the composition B[[.]]β ◦ ρP ◦ Σ〈id,α〉 given by the left path should yield the same transitions.
The function ρP in the middle receives as an input the operator symbol σ ∈ Σn under consideration
as well as the actual arguments p1, . . . , pn each together with the description α(pi) of its outgoing
transitions (1 ≤ i ≤ n). Based on this, ρP can declare the successors of σβ(p1, . . . , pn) as terms in
the given signature with elements of P in the variable positions, which are then iteratively evaluated
by β. As a consequence of naturality, ρP can plug only those elements of P into the resulting terms
that it received in its input, which were the arguments pi and their immediate successors. Moreover,
it can access them as black boxes only, that is, no inspection is possible (like for instance an equality
check on different arguments).
Intuitively, this interpretation bears some similarity with the GSOS rules from Definition 4.2: Such
a rule also declares an outgoing transition for some σ(p1, . . . , pn); its premises concern immediate
successors of the arguments pi; and the resulting transition leads to a state described as a term for
the given signature in which the pi and their successors may appear. We will prove in the next section
that this correspondence indeed holds, which is the reason why the natural transformations ρ are
called specifications is abstract GSOS.
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Turi and Plotkin [TP97] actually consider this format as a special case of a more general framework,
which is phrased in terms of distributive laws of monads over comonads. Lenisa et alii [LPW00]
consecutively found that specifications in abstract GSOS are actually distributive laws of a monad
over a copointed functor. In this setting it is possible to prove the results listed below, which can be
found in the literature. We do not repeat the proofs here, because they require the introduction of
quite some terminology which is not central to the main focus of this paper.
Proposition 6.12 For a signature Σ = (Σn)n∈N and a behaviour functor B let ρ be a specification in
abstract GSOS.
1. If the functor B has a final coalgebra 〈Ω, ω〉, then there is a unique Σ-algebra structure βρ :
ΣΩ→ Ω such that 〈Ω, βρ, ω〉 is a model of ρ. Moreover, it is a final model, i.e. a final element
in ρ-Bialg.
2. The dual statement is true for the initial Σ-algebra.
3. The congruence closure of any bisimulation between two models of ρ is a bisimulation again. As
a consequence, the greatest bisimulation between two models is itself a congruence.2
4. Every bisimulation up-to-context between two models of ρ is contained in some ordinary bisim-
ulation. This yields the following proof principle: to show that two states p and q in two models
are bisimilar, it suffices to find a bisimulation up-to-context R with 〈p, q〉 ∈ R.
5. Every guarded recursive specification 〈X,Tr〉 has a solution in some model of ρ. Moreover, such
solutions are determined up to bisimilarity, i.e. if hP : X → P and hQ : X → Q are two solutions
in the models 〈P, βP , αP 〉 and 〈Q, βQ, αQ〉 respectively, then hP (x) and hQ(x) are bisimilar for
all x ∈ X.
(Variants of) the first three items are proved by Turi and Plotkin [TP97]. The last two items follow
from previous work of ours [Bar03].
In the following two section we show that GSOS and PGSOS specifications correspond to specifi-
cations in abstract GSOS for the functors B appropriate for LTS and PTS respectively. With these
results we obtain Propositions 4.9 and 5.6 as special cases of the above statement.
7. Deriving GSOS from the abstract framework
In this section we show that the GSOS specifications from Def. 4.4 are representations of the natural
transformations that arise when we instantiate the abstract GSOS framework from Def. 6.11 with the
functor B := (Pω)L modelling LTS. Remember that these are natural transformations of the type
ρ : Σ
(
Id× (Pω)L
)⇒ (PωT)L, (7.1)
where Σ is the functor arising from the signature Σ = (Σn)n∈N and T is the term functor from Def. 6.6.
We will proceed as follows: First, the natural transformations above are in a sequence of steps
explained in terms of less and less complex ones. For this purpose we employ a number of simple
lemmata about equivalences of natural transformations, which we state and prove in Appendix A.
The main types of natural transformation encountered during the decomposition are listed in the left
column of the table in Figure 3. Then we derive a representation result for the bottom most one,
which brings us to the right column. Third, by going back up in the list we compose representations
for the natural transformations on the higher levels of the table, reaching GSOS specifications in the
end. The details of the outlined development will be explained next.
2Note that this statement holds without assuming that B weakly preserves pullbacks and has a final coalgebra. Turi
and Plotkin make these assumptions in their corresponding result, because they base their proof on the construction
of the greatest bisimulation as a pullback of the final homomorphisms. We found that it is sufficient to know that a
greatest bisimulation exists, which is always the case in Set as we mentioned already.
24
Natural transformation Representation
(7.1) ρ : Σ(Id× (Pω)L)⇒ (PωT)L GSOS specification (Def. 4.4)
⇓ ⇑
(7.4) νn,E : (Id)n × (P+ω )E ⇒ PωT (7.22)
{
yj∈X′τj (1≤j≤k)
t∈νn,E(〈x1,...,xn〉,(X′e))
}
finite
⇓ ⇑
(7.8) ξm : (P+ω )E ⇒ P+ω (Idm) (7.20)
{
yj∈X′τj (1≤j≤k)
〈yo1 ,...,yom 〉∈ξm((X′e))
}
finite, nonempty
⇓ ⇑
(7.11) ζ~e(Xe) :
∏
e∈E
P+ωXe ⇒ P+ω (Xe1 × · · · ×Xem)
Cor.
⇒
7.5
M~e ∈ P+ω (Par[m]¹~e)
l l
(7.13) ζ : P+ω ⇒ P+ω (Idm)
Thm.
⇒
7.6
M ∈ P+ω (Par[m])
Figure 3: The outline of our approach ((X ′e) abbreviates (X
′
e)e∈E).
7.1 Top-down: decomposing the natural transformations under consideration
First of all, by Lemma A.1 and the adjunction Id × L a (Id)L natural transformations (7.1) are in
one-to-one correspondence with those of the shape
ρ˜ : Σ
(
Id× (Pω)L
)× L︸ ︷︷ ︸
=:F
⇒ PωT. (7.2)
With Lemma A.2 we can write the functor F as
∐
z∈F1 F|z so that ρ˜ above can by Lemma A.3 be
described by a family of natural transformations
(νz : F|z ⇒ PωT)z∈F1 . (7.3)
We shall now derive a workable description of the individual natural transformations νz for z ∈ F1.
With Pω1 = {∅, 1} ' 2 we get that the functor F from the domain of our natural transformations in
(7.2) maps the singleton set 1 to
F1 = Σ(1 × (Pω1)L)× L
' Σ(2L)× L = {〈σ(E1, . . . , En), a〉 | n ∈ N, σ ∈ Σn, E1, . . . , En ⊆ L, a ∈ L}.
The isomorphism is given by 〈σ(〈∗, θ1〉, . . . , 〈∗, θn〉), a〉 ∈ F1 7→ 〈σ(E1, . . . , En), a〉 ∈ Σ(2L)× L where
b ∈ Ei just in case θi(b) = 1 ∈ {∅, 1} = Pω1. For simplicity we will use elements from the latter
set to describe those of F1 without making the isomorphism explicit. For every set X and z =
〈σ(E1, . . . , En), a〉 ∈ F1 we calculate
F|zX := (F!X)−1(z)
= {〈σ(〈x1, θ1〉, . . . , 〈xn, θn〉), a〉 |
xi ∈ X, θi ∈ (PωX)L s.t. ∀b ∈ L : θi(b) 6= ∅ ⇐⇒ b ∈ Ei, 1 ≤ i ≤ n}
'
n∏
i=1
(X × (P+ωX)Ei).
' Xn × (P+ωX)E ,
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where E := E1 + · · ·+En. So we will study the natural transformations νz from (7.3) as examples of
natural transformations of the following type for n ∈ N and a set E.
νn,E : (Id)n × (P+ω )E ⇒ PωT (7.4)
With Lemma A.5 these natural transformations are equivalent to those of the type
ν˜n,E : (P+ω )E ⇒ PωT(N + Id), (7.5)
where we set N := {1, . . . , n}.
To be able to apply Lemma A.4 for the next step we write the functor PωT(N + Id) as a coproduct
according to the following statement:
Lemma 7.1 For functors Gi : C→ Set (i ∈ I) we have
Pω(
∐
i∈I
Gi) '
∐
M∈PωI
(
∏
i∈M
P+ω Gi).
Proof: For all sets X we have an equivalence of sets
Pω(
∐
i∈I
GiX) '
∐
M∈PωI
(
∏
i∈M
P+ω GiX)
given from left to right by X ′ 7→ ιM ((X ′i)i∈M ) where
M := {i ∈ I | X ′ ∩ ιi[GiX] 6= ∅} and X ′i = {α ∈ GiX | ιi(α) ∈ X ′}.
The equivalence easily extends to one between functors.
2
With Lemma A.2 we get
T(N + Id) '
∐
t∈T(N+1)
(
T(N + Id)
)|t ' ∐
t∈T(N+1)
Id|t|∗ . (7.6)
For the second equivalence let us analyse what the functor
(
T(N + Id)
)|t for t ∈ T(N + 1) looks like.
An element tX ∈
(
T(N + Id)
)|tX = (T(idN+!X))−1(t) differs from t only in that the occurrences of
∗ ∈ 1 in the variable positions are replaced by arbitrary elements from X. Since we use a finitary
signature, the variable ∗ occurs in finitely many places in t only, and we will write |t|∗ ∈ N for
this number. Therefore tX is determined by the elements x1, . . . , x|t|∗ ∈ X that are put into these
positions.
Applying Lemma 7.1 to the representation in (7.6) yields
PωT(N + Id) '
∐
M∈PωT(N+1)
(∏
t∈M
P+ω (Id|t|∗)
)
.
So Lemma A.4 and A.3 (b) say that a natural transformation ν˜n,E from (7.5) is given by
M ∈ PωT(N + 1) and
(
ξt : (P+ω )E ⇒ P+ω (Id|t|∗)
)
t∈M (7.7)
We will now continue to analyse the natural transformations ξt appearing in this representation,
which are of the type
ξm : (P+ω )E ⇒ P+ω (Idm) (7.8)
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for some m ∈ N. The shape that we will transform these natural transformations into next looks more
complicated at first sight, but it is nevertheless preferable because it makes the following information
explicit: For a set X with nonempty, finite subsets X ′e ⊆ X (e ∈ E) we may have ~x ∈ ξmX
(
(X ′e)
)
with xi ∈ X ′e1 as well as xi ∈ X ′e2 for some 1 ≤ i ≤ m and e1, e2 ∈ E with e1 6= e2. To understand
the structure of the natural transformation, we would like to know from which of the two sets xi was
actually taken. To this end, we artificially separate the sets from which the X ′e are drawn, i.e. we put
X ′e ⊆ Xe for sets (Xe)e∈E and change the type of the elements in the resulting tuples from X to the
disjoint union of all Xe, so that we can read off the origin of each element. This brings us to the world
of functors from SetE to Set.
More precisely, we apply Lemma A.6 to find that ξm from (7.8) is equivalent to a natural transfor-
mation
ξ˜m(Xe)e∈E :
∏
e∈E
P+ωXe ⇒ P+ω
(
(
∐
e∈E
Xe)m
)
: SetE → Set (7.9)
The functor describing the codomain of ξ˜m can be manipulated as follows
P+ω
(
(
∐
e∈E
Xe)m
) ' P+ω ( ∐
~e∈Em
(Xe1 × · · · ×Xem)
) ' ∐
M˜∈P+ω (Em)
(∏
~e∈M˜
P+ω (Xe1 × · · · ×Xem)
)
,
where the first equivalence uses distributivity and the second (a variant of) Lemma 7.1. With the last
representation we can again apply Lemma A.4 and Lemma A.3 (b) to find that ξ˜m corresponds to
M˜ ∈ P+ω (Em) along with
(
ζ~e(Xe)e∈E :
∏
e∈E
P+ωXe ⇒ P+ω (Xe1 × · · · ×Xem)
)
~e∈M˜ . (7.10)
For the individual natural transformations ζ~e we will develop a direct representation result next.
7.2 A representation theorem
Fix m ∈ N, a set E, and ~e ∈ Em. In this section we will prove that any natural transformation
ζ~e(Xe)e∈E :
∏
e∈E
P+ωXe ⇒ P+ω (Xe1 × · · · ×Xem) (7.11)
as occurring in (7.10) arises as the point-wise union of certain basic ones, which are constructed as in
the following example:
Example 7.2 With m = 4, E = {1, 2}, and ~e = 〈1, 1, 1, 2〉 we deal with natural transformations
β〈X1,X2〉 : P+ωX1 × P+ωX2 ⇒ P+ω (X1 ×X1 ×X1 ×X2).
Definitions of the following type turn out to specify natural transformations: for all sets X1 and X2
and nonempty, finite subsets X ′1 ⊆ X1 and X ′2 ⊆ X2 set
β〈X1,X2〉(X
′
1, X
′
2) :=
{〈x, y, y, z〉 | x, y ∈ X ′1; z ∈ X ′2}.
Using a more intuitive notation, we could alternatively specify that β〈X1,X2〉(X
′
1, X
′
2) is the smallest
set satisfying the following derivation rule:
x ∈ X ′1 y ∈ X ′1 z ∈ X ′2
〈x, y, y, z〉 ∈ β〈X1,X2〉(X ′1, X ′2)
In the following we will generalize this definition of a basic natural transformation. It will describe
the tuples ~x ∈ β〈X1,X2〉(X ′1, X ′2) as those with xi ∈ X ′ei for all 1 ≤ i ≤ 4 such that the elements in the
second and third position are equal.
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To define the set of natural transformations constructed in the above way formally, we introduce
some notation allowing us to talk about vectors which have the same elements in certain positions.
Definition 7.3 • By Par[m] we denote the set of all partitions of {1, . . . ,m}, i.e. all sets Γ of
nonempty, disjoint subsets of {1, . . . ,m} such that ⋃Γ = {1, . . . ,m}.
• For Γ ∈ Par[m] and 1 ≤ i ≤ m we denote by [i]Γ the equivalence class of i in Γ, which is the
unique c ∈ Γ such that i ∈ c.
• We write ∼Γ for the equivalence relation on {1, . . . ,m} induced by the partition Γ ∈ Par[m],
i.e. i ∼Γ j just in case [i]Γ = [j]Γ. (Since partitions and equivalence relations are in one-to-one
correspondence, we can define one in terms of the other, as we will do below).
• There is an order of partitions defined for Γ,Γ′ ∈ Par[m] as Γ ¹ Γ′ if and only if ∼Γ⊆∼Γ′ ,
which means that for all 1 ≤ i, j ≤ m we have that i ∼Γ j implies i ∼Γ′ j. We write Γ ≺ Γ′ if
Γ ¹ Γ′ and Γ 6= Γ′.
• Given a vector ~x ∈ Xm we define the partition par(~x) ∈ Par[m] induced by ~x to satisfy
i ∼par(~x) j just in case xi = xj.
• For Γ ∈ Par[m] and c ∈ Γ we write c ↓ ∈ {1, . . . ,m} for an arbitrary element in c. This
notation will be used in cases only where no ambiguity arises. As an example, for ~x ∈ Xm,
Γ ∈ Par[m] with Γ ¹ par(~x), and c ∈ Γ we might write xc↓. This is unambiguous because for
i, j ∈ {1, . . . ,m} we have
i, j ∈ c ⇒ i ∼Γ j ⇒ i ∼par(~x) j ⇒ xi = xj .
Generalizing the construction in Example 7.2, a partition Γ ∈ Par[m] determines a natural trans-
formation, say β~e,Γ, of the type (7.11) as follows: β~e,Γ(Xe)
(
(X ′e)
)
contains all tuples ~x such that each
component xi is in the corresponding subset X ′ei and moreover ~x carries identical elements in positions
related by Γ, i.e. Γ ¹ par(~x). We have to be careful with the typing though: we may not prescribe
that two positions i and j should hold the same element if they have different types, i.e. if ei 6= ej .
So whenever i ∼Γ j we require ei = ej , which is Γ ¹ par(~e) (otherwise, the resulting transformations
would neither be natural nor would β~e,Γ(Xe)
(
(X ′e)
) 6= ∅ be guaranteed). This idea leads to the following
formal definition:
Definition 7.4 Define
Par[m]¹~e := {Γ ∈ Par[m] | Γ ¹ par(~e)}.
For Γ ∈ Par[m]¹~e define the basic natural transformation
β~e,Γ(Xe)e∈E :
∏
e∈E
P+ωXe ⇒ P+ω (Xe1 × · · · ×Xem)
for sets Xe, subsets X ′e ∈ P+ωXe (e ∈ E), and ~x ∈ Xe1 × · · · ×Xem as
~x ∈ β~e,Γ(Xe)
(
(X ′e)
) ⇐⇒ Γ ¹ par(~x) ∧ ∀i ∈ {1, . . . ,m} : xi ∈ X ′ei .
The tuples ~x in β~e,Γ(Xe)
(
(X ′e)
)
are generated as follows: for each c ∈ Γ an element yc is chosen from
X ′ec↓ and put in all positions i ∈ c of ~x. This can be expressed by the following schematic rule:
yc ∈ X ′ec↓(c ∈ Γ)
〈y[1]Γ , . . . , y[m]Γ〉 ∈ β~e,Γ(Xe)
(
(X ′e)
) (7.12)
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Note that with Γ =
{{1}, {2, 3}, {4}} this schema instantiates to a rule equivalent to the one in
Example 7.2.
Our main representation result for the nondeterministic setting below states that all natural trans-
formations ζ~e as in (7.11) arise as (point-wise) unions of the basic transformations β~e,Γ.
Corollary 7.5 Every natural transformation ζ~e as in (7.11) can be written as
ζ~e =
⋃
Γ∈M~e
β~e,Γ for some M~e ∈ P+ω (Par[m]¹~e).
To simplify the presentation, we will prove Corollary 7.5 in the special case E ' 1 only. In this
case there is a unique ~e = 〈∗, . . . , ∗〉 ∈ Em (which yields Par[m]¹~e = Par[m]) and we will drop the
corresponding superscripts, e.g. in β~e,Γ from Def. 7.4. So we prove the following theorem.
Theorem 7.6 Every natural transformation
ζ : P+ω ⇒ P+ω (Idm) (7.13)
can be written as
ζ =
⋃
Γ∈M
βΓ for some M ∈ P+ω (Par[m]),
where for Γ ∈ Par[m] the natural transformation βΓ : P+ω ⇒ P+ω (Idm) is given by (cf. Def. 7.4)
~x ∈ βΓX(X ′) ⇐⇒ Γ ¹ par(~x) ∧ ∀i ∈ {1, . . . ,m} : xi ∈ X ′. (7.14)
We do not claim that Corollary 7.5 follows as such from this statement. It rather results from a
straightforward extension of the proof we are about to develop. This extension essentially introduces
some bureaucracy to keep track of the typing. Since this complicates the presentation without adding
considerable insight, we decided to restrict ourselves to showing the treatment of the special case.
Before we approach the proof of Theorem 7.6 we remark that the mentioned representation is not
unique, due to the following fact about the natural transformations βΓ, which immediately follows
from their definition.
Lemma 7.7 For Γ,Γ′ ∈ Par[m] with Γ ¹ Γ′ we have βΓ′ ⊆ βΓ, where the subset relation is to be read
point-wise, i.e. βΓ
′
X (X
′) ⊆ βΓX(X ′) for all sets X and X ′ ∈ P+ωX.
Let M be the representation from Theorem 7.6. With the above lemma, for Γ,Γ′ ∈ M with Γ ≺ Γ′
the union on the right hand side of the equation in Theorem 7.6 would stay the same if we removed
Γ′ from M . We will therefore call Γ′ redundant in this setting. This means that the union is solely
determined by the minimal elements of M . On the other hand, it is easy to verify that the resulting
natural transformations differ for two sets with different minimal elements. So the representation is
unique up to the inclusion or omission of redundant partitions. This remark holds for the more general
case of Corollary 7.5 as well.
For the proof of Theorem 7.6 we need the following lemma.
Lemma 7.8 Let ζ be a natural transformation as in (7.13). For a set X and X ′ ∈ P+ωX we have
that ~x ∈ ζX(X ′) implies xi ∈ X ′ for all 1 ≤ i ≤ m.
Proof: Let in : X ′ ↪→ X be the subset inclusion and consider the following naturality square:
P+ωX ′
ζX′ //
P+ω in
²²
P+ω (X ′m)
P+ω (inm)
²²
X ′
Â ζX′ //
_
P+ω in
²²
ζX′(X ′)_
P+ω (inm)
²²
~x′3 _
inm
²²
P+ωX ζX
// P+ω (Xm) X ′ Â ζX
// ζX(X ′) ~x3
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We can read off that for every ~x ∈ ζX(X ′) there has to be ~x′ ∈ ζX′(X ′) with ~x = inm(~x′). We get
xi = in(x′i) = x
′
i ∈ X ′ for all i as wanted.
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Proof: [Theorem 7.6] We claim that the statement holds for M := {Γ ∈ Par[m] | βΓ ⊆ ζ}, which is
to say that
ζ =
⋃
{βΓ | Γ ∈ Par[m], βΓ ⊆ ζ}
Since the other inclusion is immediate, we need to show ζ ⊆ ⋃{βΓ | Γ ∈ Par[m], βΓ ⊆ ζ} only, which
is to say that for any set X, subset X ′ ∈ P+ωX, and ~x ∈ ζX(X ′) we have to find Γ ∈ Par[m] such that
βΓ ⊆ ζ and ~x ∈ βΓX(X ′). We show that we can take Γ = par(~x). From ~x ∈ ζX(X ′) it follows with
Lemma 7.8 that xi ∈ X ′ for all i. With par(~x) ¹ par(~x) this yields ~x ∈ βpar(~x)X (X ′) as needed (cf.
(7.14)). It remains to be shown that βpar(~x) ⊆ ζ.
Below we will treat the case that X, X ′, and ~x are such that par(~x) is minimal with respect to the
order ≺. By this we mean that there are no Y , Y ′ ∈ P+ω Y , and ~y ∈ ζY (Y ′) with par(~y) ≺ par(~x).
Otherwise, we choose Y , Y ′, and ~y as above such that par(~y) is minimal and carry out the argument
below for them instead to obtain βpar(~y) ⊆ ζ. With Lemma 7.7 we have βpar(~x) ⊆ βpar(~y) and thus
βpar(~x) ⊆ ζ as needed.
To prove βpar(~x) ⊆ ζ under the minimality assumption, we show that for all sets Y and Y ′ ∈ P+ω Y
we have βpar(~x)Y (Y
′) ⊆ ζY (Y ′). Take any ~y ∈ βpar(~x)Y (Y ′), i.e. ~y ∈ Y m with yi ∈ Y ′ for all i and
par(~x) ¹ par(~y). We derive ~y ∈ ζY (Y ′) as follows:
For Z := X ′ × Y ′ we find
~x ∈ ζX(X ′) ⇐⇒ ~x ∈ ζX
(
(P+ω pi1)(Z)
)︸ ︷︷ ︸
nat. ζ
= (P+ω (pim1 ))(ζZ(Z))
⇐⇒ ∃~z ∈ ζZ(Z) : ~x = pim1 (~z)
⇐⇒ ∃~w ∈ (Y ′)m : −−−→〈x,w〉 ∈ ζZ(Z)
(∗)⇐⇒ −−−→〈x, y〉 ∈ ζZ(Z)
=⇒ pim2 (
−−−→〈x, y〉)︸ ︷︷ ︸
=~y
∈ (P+ω (pim2 ))(ζZ(Z))︸ ︷︷ ︸
nat. ζ
= ζY ((P+ω pi2)(Z))=ζY (Y ′)
⇐⇒ ~y ∈ ζY (Y ′),
where
−−−→〈x,w〉 :=〈〈x1, w1〉, . . . , 〈xm, wm〉〉.
The implication “=⇒” in step (∗) remains to be explained: We easily find par(−−−→〈x,w〉) ¹ par(~x),
but with
−−−→〈x,w〉 ∈ ζZ(Z) the above minimality assumption on ~x rules out that par(
−−−→〈x,w〉) is strictly
smaller than par(~x). So we find par(
−−−→〈x,w〉) = par(~x), which implies par(~x) ¹ par(~w). Together with
the assumption par(~x) ¹ par(~y) this means that xi = xj implies wi = wj as well as yi = yj . With
this observation the function f : Z → Z which exchanges 〈xi, wi〉 and 〈xi, yi〉 for all i ∈ {1, . . . ,m} is
well defined (in the sense that whenever multiple cases in the definition apply, then they all determine
the same result) by
f(x, y) :=

〈xi, yi〉 if 〈x, y〉 = 〈xi, wi〉 for some 1 ≤ i ≤ m,
〈xi, wi〉 if 〈x, y〉 = 〈xi, yi〉 for some 1 ≤ i ≤ m,
〈x, y〉 otherwise.
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The function f is self inverse and thus bijective, so that we find (P+ω f)(Z) = Z. Knowing this we
reason as follows:
−−−→〈x,w〉 ∈ ζZ(Z) =⇒ fm(
−−−→〈x,w〉)︸ ︷︷ ︸
=
−−−→〈x,y〉
∈ (P+ω (fm))(ζZ(Z))︸ ︷︷ ︸
nat. ζ
= ζZ((P+ω f)(Z))=ζZ(Z)
⇐⇒ −−−→〈x, y〉 ∈ ζZ(Z).
This concludes the proof of Theorem 7.6.
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7.3 Bottom-up: constructing the rule format
At this point we have completely characterised natural transformations of the type (7.1): Starting with
them, natural transformations of a complex type were successively described by (families of) natural
transformations of a simpler type, until the format (7.11) was reached, which could be understood
in elementary terms. In the overview of Figure 3 we have reached the bottom of the right column.
We will now collect the bits and pieces to construct direct representations of the more complicated
natural transformations, i.e. we will walk up the table again, this time on the right hand side. At
some point it will be convenient to introduce rule notations to express the resulting representations,
and in the end we will rediscover GSOS specifications from Def. 4.4.
Plugging the representation of the natural transformations ζ~e from Corollary 7.5 into (7.10), we
find that a natural transformation ξ˜m as in (7.9) can be characterised by a set
M˜m ∈ P+ω (Em) and sets
(
M~e ∈ P+ω (Par[m]¹~e)
)
~e∈M˜m
We write this more compactly but equivalently as one set
Mm = {〈~e,Γ〉 | ~e ∈ M˜m, Γ ∈M~e} ∈ P+ω
{〈~e,Γ〉 | ~e ∈ Em, Γ ∈ Par[m]¹~e}. (7.18)
Any such Mm represents the natural transformation
ξ˜m(Xe)e∈E =
⋃
〈~e,Γ〉∈Mm
P+ω (ιe1 × · · · × ιem) ◦ β~e,Γ(Xe)e∈E :
∏
e∈E
P+ω Xe ⇒ P+ω
(
(
∐
e∈E
Xe)m
)
.
Through the correspondence given by Lemma A.6, the same sets Mm characterise the natural trans-
formations ξm from (7.8) as
ξmX = P+ω ([idX ]e∈E)m ◦ ξ˜m(X)e∈E
= P+ω ([idX ]e∈E)m ◦
⋃
〈~e,Γ〉∈Mm
P+ω (ιe1 × · · · × ιem) ◦ β~e,Γ(X)e∈E
=
⋃
〈~e,Γ〉∈Mm
P+ω
(
([idX ]e∈E)m ◦ (ιe1 × · · · × ιem)︸ ︷︷ ︸
=idXm
) ◦ β~e,Γ(X)e∈E
=
⋃
〈~e,Γ〉∈Mm
β~e,Γ(X)e∈E : (P+ωX)E ⇒ P+ω (Xm).
After Def. 7.4 we remarked that a basic natural transformations β~e,Γ can be described by a derivation
rule of a certain shape. We will now write this rule using a (finite) set of variables Y = {y1, . . . , yk},
oi ∈ {1, . . . , k}, and τi ∈ E (1 ≤ i ≤ m) as
yj ∈ X ′τj (1 ≤ j ≤ k)
〈yo1 , . . . , yom〉 ∈ β~e,Γ
(
(X ′e)
) (7.19)
It describes β~e,Γ with Γ = par(~o) and ~e = 〈τo1 , . . . , τom〉.
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Of course the step to this rule representation introduces redundancy. In order to get a unique
representation of Γ and ~e – at least up to renaming of variables – we assume that every yj appears in
the conclusion of the rule, i.e. {o1, . . . , om} = {1, . . . , k}.
We will denote the nonempty, finite sets Mm from (7.18) by sets of rules as in (7.19):
ξm
.=Mm .=
{
yj ∈ X ′τj (1 ≤ j ≤ k)
〈yo1 , . . . , yom〉 ∈ ξm
(
(X ′e)
)}
finite,nonempty
(7.20)
This representation is unique up to the inclusion or omission of redundant rules and the renaming of
variables.
Such a set of rules describes the natural transformation ξm for which ~x ∈ ξmX
(
(X ′e)
)
just in case
this is implied by at least one of the rules in the set.
Each natural transformation ξt for t ∈ T(N + 1) appearing in (7.7) can now be represented by
a set of rules as in (7.20) for m = |t|∗, where |t|∗ again denotes the number of occurrences of ∗ in
t. We can easily include the term t into the rule notation: we replace the vector 〈yo1 , . . . , yom〉 by
tY ∈ T(N + Y ), where tY is the term that arises after replacing the i-th occurrence of ∗ in t by yoi .
To get a representation for ν˜n,E from (7.5) we can now just collect all rules for the ξt (t ∈ M) from
(7.7), since this encoding of t makes them all distinct. This yields a no longer necessarily nonempty
(since M could be empty) but still finite set of rules as below. The condition on the variables for each
rule is now that yj occurs at least once in tY for every 1 ≤ j ≤ k:
ν˜n,E
.=
{
yj ∈ X ′τj (1 ≤ j ≤ k)
tY ∈ ν˜n,E
(
(X ′e)
) }
finite
(7.21)
For the step from ν˜n,E in (7.5) to νn,E in (7.4) the elements from N = {1, . . . , n} appearing in each
term tY are treated as variables, which are to be instantiated with the corresponding arguments when
the rule is applied. To reflect this step in the notation, we pick a set X = {x1, . . . , xn} of n variable
names, distinct from those in Y , and replace i ∈ {1, . . . , n} appearing in tY by xi. This yields the
following format, where tX,Y ∈ T(X ∪ Y ).
νn,E
.=
{
yj ∈ X ′τj (1 ≤ j ≤ k)
tX,Y ∈ νn,E
(〈x1, . . . , xn〉, (X ′e))
}
finite
(7.22)
We studied the above natural transformations νn,E as generalisations of the natural transformations
νz from (7.3). To describe the family (νz)z∈F1 mentioned there, we will again collect all rules for the
individual νz. We need to incorporate the information about z = 〈σ(E1, . . . , En), a〉 ∈ F1 into the
rule notation. The rule needs to fire whenever ρ˜ is applied to some σ(〈p1, θ1〉, . . . , 〈pn, θn〉) and the
label a such that θi(b) 6= ∅ just in case b ∈ Ei. To ensure the latter condition we add extra premises.
Furthermore X ′τj is replaced by θij (lj) where τj = ιij (lj) ∈ E = E1 + · · ·+ En.
ρ˜
.=

θi(b) 6= ∅ b ∈ Ei, 1 ≤ i ≤ n
θi(b) = ∅ b 6∈ Ei, 1 ≤ i ≤ n
yj ∈ θij (lj) 1 ≤ j ≤ m
tX,Y ∈ ρ˜
(
σ(〈x1, θ1〉, . . . , 〈xn, θn〉), a
)

image finite
(7.23)
These sets are image finite in the sense that they contain only finitely many rules for each collection
σ ∈ Σn, a ∈ L, and E1, . . . , En ⊆ L. The same set of rules describes ρ from (7.1), except that we
would replace ρ˜
(
σ(〈x1, θ1〉, . . . , 〈xn, θn〉), a
)
by ρ
(
σ(〈x1, θ1〉, . . . , 〈xn, θn〉)
)
(a).
This representation corresponds to that of a GSOS specifications from Def. 4.4. To see this, we
need to modify the formulation in two aspects only:
32
First, we incorporate into the notation the fact that the pairs 〈xi, θi〉 would be instantiated by
〈pi, α(pi)〉 for some (Pω)L-coalgebra (i.e. LTS) 〈P, α〉 with pi ∈ P and that
ρP
(
σ(〈p1, α(pi)〉, . . . , 〈pn, α(pn)〉)
)
is supposed to describe the outgoing transitions of the state represented by σ(p1, . . . , pn) (cf. the
definition of a model of ρ in Def. 6.11). So we replace
• a premise θi(b) 6= ∅ by xi b−→ ,
• a premise θi(b) = ∅ by xi b−9,
• a premise yj ∈ θij (lj) by xij
lj−→ yj ,
• the conclusion by σ(x1, . . . , xn) a−→ tX,Y .
This rewrites the individual rules above into the following shape:
xi
b−→ b ∈ Ei, 1 ≤ i ≤ n
xi
b−9 b 6∈ Ei, 1 ≤ i ≤ n
xij
lj−→ yj 1 ≤ j ≤ k
σ(x1, . . . , xn)
a−→ tX,Y
Second, a GSOS rule (cf. Def. 4.2) mentions the sets Ri and Pi (with Ri ∩ Pi = ∅) of requested and
prohibited labels instead of the sets Ei of enabled labels (for 1 ≤ i ≤ n). This is just “syntactic sugar”
allowing us to abbreviate several rules by one with some of the applicability premises left out. As a
result we obtain rules with Ri ∪ Pi 6= L for some i which we call incomplete. The notion of a trigger
from Def. 4.3 is introduced to recover the original sets of rules from such an abbreviation.
The overall result of our development is expressed in the following statement.
Corollary 7.9 Every specification ρ in abstract GSOS for the behaviour functor B = (Pω)L modelling
LTS (i.e. a natural transformation as in (7.1)) can be characterised by a GSOS specification R. This
correspondence is one-to-one up to the abbreviation of sets of complete rules by sets containing incom-
plete ones, the renaming of variables, and the inclusion or omission of redundant rules. Moreover,
the models of the GSOS specification R (cf. Def. 4.5) are precisely the models of ρ (cf. Def. 6.11) for
the natural transformation ρ represented by R.
Corollary 7.9 is essentially the result of Turi and Plotkin [TP97, Theorem 1.1]. Our treatment now
provides a detailed and modular proof, parts of which are furthermore reusable in other settings, as
we shall see.
More as a byproduct, we have extended the statement from finite to arbitrary sets of labels L, a
task which was explicitly mentioned as an open problem in loc. cit. Actually, an extension from image
finite transition systems to arbitrary ones is straightforward as well (actually we do not need to do
much more than syntactically replacing the finite powerset functor Pω by the unrestricted one P in
the above argument). The restriction to image finiteness is often imposed in order to obtain a final
LTS. It turns out not to be essential for the representation of specifications in abstract GSOS as sets
of transition rules as such. The other finiteness assumption we are making, namely the one about the
arity of the operators in the signature, seems more severe though.
As another advantage, our proof provides a better insight into the type of redundancy contained in
the rule notation. In loc. cit. the correspondence of abstract GSOS and GSOS rules was stated “up
to equivalence of sets of rules” only.
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Natural transformation Representation
(8.1) ρ : Σ(Id× (Dω)L)⇒ (DωT)L PGSOS specification (Def. 5.2)
⇓ ⇑
(8.4) νn,E : (Id)n × (D+ω )E ⇒ DωT (8.22)
{
φj(yj)=uj (1≤j≤k)
νn,E(〈x1,...,xn〉,(φe))(t)+=w·
Q
j uj
}
finite,
P
w∈{0,1}
⇓ ⇑
(8.8) ξm : (D+ω )E ⇒ D+ω (Idm) (8.20)
{
φj(yj)=uj (1≤j≤k)
ξm((φe))(〈yo1 ,...,yom 〉)
+
=w·Qj uj
}
finite,
P
w=1
⇓ ⇑
(8.11) ζ~e(Xe) :
∏
e
D+ωXe ⇒ D+ω (Xe1 × · · · ×Xem)
Cor.
⇒
8.5
µ~e ∈ D+ω (Par[m]¹~e)
l l
(8.13) ζ : D+ω ⇒ D+ω (Idm)
Thm.
⇒
8.6
µ ∈ D+ω (Par[m])
Figure 4: The outline of the approach in the probabilistic setting (e ∈ E).
8. Deriving PGSOS from abstract GSOS
As in the previous section we will now again derive a concrete representation for specifications in
abstract GSOS from Def. 6.11, but this time instantiated with the behaviour functor modelling PTS
instead of LTS, i.e. with B := (Dω)L. So we are dealing with natural transformations
ρ : Σ
(
Id× (Dω)L
)⇒ (DωT)L. (8.1)
Structurally they are rather similar to those in (7.1), so one can expect that the development will be
similar to the one in Section 7. It turns out that the decomposition is indeed the same as before, as the
outline in Figure 4 shows. It differs from the one in the nondeterministic setting (see again Figure 3) in
that the occurrences of the functor Pω are replaced by Dω (and P+ω by D+ω ). The probabilistic nature
comes into play almost only when we turn to the representation result for the natural transformations
at the bottom of the table. The main result here is Theorem 8.6. Its statement closely relates to
that of Theorem 7.6, but the proof is considerably more involved. In the end we will see that the
desired representation for the natural transformations ρ in (8.1) is given by PGSOS specifications
from Def. 5.2.
In the following we explain the details. The presentation will be rather brief whenever the argument
is similar to the one from the nondeterministic case, so the reader is advised to consult Section 7 if
any of the steps are unclear. To facilitate this we kept the equation numbering in both sections alike.
8.1 Top-down: decomposing the natural transformations under consideration
The natural transformations in (8.1) are in one-to-one correspondence with those of the shape
ρ˜ : Σ
(
Id× (Dω)L
)× L︸ ︷︷ ︸
=:F
⇒ DωT, (8.2)
which in turn are equivalent to families of natural transformations
(νz : F|z ⇒ DωT)z∈F1 . (8.3)
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We find Dω1 = {0, 1} ' 2, where the elements in the set are the numbers 0, 1 ∈ R+0 viewed as functions
1 → R+0 . This yields
F1 = Σ(1 × (Dω1)L)× L
' Σ(2L)× L = {〈σ(E1, . . . , En), a〉 | n ∈ N, σ ∈ Σn, Ei ⊆ L, a ∈ L}.
For z = 〈σ(E1, . . . , En), a〉 ∈ F1 we calculate
F|z ' (Id)n × (D+ω )E ,
where E := E1 + · · · + En. So each natural transformation νz from the representation (8.3) is for a
suitable number n ∈ N and set E equivalent to a natural transformation
νn,E : (Id)n × (D+ω )E ⇒ DωT. (8.4)
The latter in turn is, again for N := {1, . . . , n}, equivalent to one of the type
ν˜n,E : (D+ω )E ⇒ DωT(N + Id). (8.5)
At this point, we need the following correspondent of Lemma 7.1.
Lemma 8.1 For functors Gi : C→ Set (i ∈ I) we have
Dω
(∐
i∈I
Gi
) ' ∐
µ∈DωI
( ∏
j∈supp(µ)
D+ωGj
)
.
Proof: For all sets X we have an equivalence of sets
Dω
(∐
i∈I
GiX
) ' ∐
µ∈DωI
( ∏
j∈supp(µ)
D+ωGjX
)
given from left to right by φ 7→ ιµ
(
(φj)j∈supp(µ)
)
where
µ(i) := φ[ιi
[
GiX]
]
and φj(α) :=
φ
(
ιj(α)
)
µ(j)
for all j ∈ supp(µ) and α ∈ GjX.
The equivalence extends from sets to functors.
2
We get
DωT(N + Id)
(7.6)' Dω
( ∏
t∈T(N+1)
(Id|t|∗)
) Lemma 8.1' ∐
µ∈DωT(N+1)
( ∏
t∈supp(µ)
D+ω (Id|t|∗)
)
,
so that with Lemmata A.4 and A.3 (b) we find that any natural transformation ν˜n,E from (8.5) can
be characterised by
µ ∈ DωT(N + 1) and
(
ξt : (D+ω )E ⇒ D+ω (Id|t|∗)
)
t∈supp(µ). (8.7)
Natural transformations of the type
ξm : (D+ω )E ⇒ D+ω (Idm), (8.8)
form ∈ N as they appear in the representation (8.7) are equivalent to natural transformations between
functors from SetE to Set of the type
ξ˜m(Xe)e∈E :
∏
e∈E
D+ωXe ⇒ D+ω
(
(
∐
e∈E
Xe)m
)
: SetE → Set. (8.9)
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With
D+ω
(
(
∐
e∈E
Xe)m
) ' D+ω ( ∐
~e∈Em
(Xe1 × · · · ×Xem)
) ' ∐
µ˜∈D+ω (Em)
( ∏
~e∈supp(µ˜)
D+ω (Xe1 × · · · ×Xem)
)
each of those can be characterised by
µ˜ ∈ D+ω (Em) along with
(
ζ~e(Xe)e∈E :
∏
e∈E
D+ωXe ⇒ D+ω (Xe1 × · · · ×Xem)
)
~e∈supp(µ˜). (8.10)
In the next section we will give a direct representation of the natural transformations ζ~e above.
8.2 A representation theorem for the probabilistic setting
Fix m ∈ N, a set E, and ~e ∈ Em. In this section we will state that any natural transformation
ζ~e(Xe)e∈E :
∏
e∈E
D+ωXe ⇒ D+ω (Xe1 × · · · ×Xem) (8.11)
arises as a convex combination of the following basic ones.
Definition 8.4 For Γ ∈ Par[m]¹~e define the basic natural transformation β~e,Γ of the type in
(8.11) for sets Xe, distributions φe ∈ D+ωXe (e ∈ E), and ~x ∈ Xe1 × · · · ×Xem as
β~e,Γ(Xe)
(
(φe)
)
(~x) :=
{∏
c∈Γ φec↓(xc↓) if Γ ¹ par(~x),
0 otherwise.
To see the similarity with Definition 7.4 note that we could have written the latter alternatively as
β~e,Γ(Xe)
(
(X ′e)
)
(~x) =
{∧
c∈ΓX
′
ec↓(xc↓) if Γ ¹ par(~x),
⊥ otherwise.
In the nondeterministic setting, we gave a derivation rule to calculate these sets. To write down
similar rules we would introduce additional variables uc to carry probabilities. Furthermore we would
stipulate that all tuples for which the rule cannot be instantiated receive a zero probability (similar
to the convention that the rules in the nondeterministic case define the smallest set satisfying them)
φec↓(yc) = uc (c ∈ Γ)
β~e,Γ(Xe)
(
(φe)
)
(〈y[1]Γ , . . . , y[m]Γ〉) =
∏
c∈Γ uc
(8.12)
Corollary 8.5 Every natural transformation ζ~e as in (8.11) can be written as
ζ~e =
∑
Γ∈supp(µ)
µ(Γ) · β~e,Γ for some µ ∈ D+ω (Par[m]¹~e).
The sum above is to be read point-wise, i.e.( ∑
i∈supp(µ)
µ(i) · βi)
X
(α) :=
∑
i∈supp(µ)
µ(i) · βiX(α).
For the same reason as before we will again consider the special case E ' 1 only, i.e. we prove the
following theorem.
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Theorem 8.6 For m ∈ N every natural transformation
ζ : D+ω ⇒ D+ω (Idm). (8.13)
can be represented as a convex combination of the basic ones, i.e.
ζ =
∑
Γ∈supp(µ)
µ(Γ) · βΓ for some µ ∈ D+ω Par[m],
where for Γ ∈ Par[m] the natural transformation βΓ : D+ω ⇒ D+ω (Idm) is given by
βΓX(φ)(~x) :=
{∏
c∈Γ φ(xc↓) if Γ ¹ par(~x),
0 otherwise.
(8.14)
It can easily be shown that for µ, µ′ ∈ D+ω (Par[m]) we have∑
Γ∈supp(µ)
µ(Γ) · βΓ =
∑
Γ∈supp(µ′)
µ′(Γ) · βΓ just in case µ = µ′,
so the representation of ζ by a distribution µ given above is unique. In the probabilistic case there
are no redundant partitions!
For the proof we need a few lemmata. Two of them are solely about real valued functions and we
moved them to Appendix B.
Lemma 8.7 Let ζ be a natural transformation as in (8.13), X and Y be sets, φ ∈ D+ωX and ψ ∈ D+ω Y
be distributions, and let ~x ∈ Xm and ~y ∈ Y m. We find
ζX(φ)(~x) = ζY (ψ)(~y) if par(~x) = par(~y) and φ(xi) = ψ(yi) for all 1 ≤ i ≤ m.
Proof: Let Γ := par(~x) (= par(~y)), Z := Γ∪{∗}, χ ∈ D+ωZ with χ(c) := φ(xc↓) (= ψ(yc↓)) for c ∈ Γ
and χ(∗) := 1− χ[Γ], and let ~z := 〈[1]Γ, . . . , [m]Γ〉. With f : X → Z where
f(x) :=
{
[i]Γ if x = xi for some i ∈ {1, . . . ,m},
∗ otherwise,
we find
ζX(φ)(~x) = ζX(φ)[(fm)−1(~z)]
{
(fm)−1(~z) = {~x}}
=
(
(D+ω (fm))(ζX(φ))
)
(~z)
{
Def. D+ω
}
= ζZ
(
(D+ω f)(φ)
)
(~z)
{
nat. ζ
}
= ζZ(χ)(~z).
{
(D+ω f)(φ) = χ
}
In the same way we obtain ζY (ψ)(~y) = ζZ(χ)(~z), which implies the statement.
2
The above lemma states that the following family of functions is well defined and characterises ζ
uniquely:
Definition 8.8 For Γ ∈ Par[m] let
CΓ := {u : Γ→ R+0 | u[Γ] ≤ 1}.
Every natural transformation ζ as in (8.13) induces a family of functions(
γΓ : CΓ → [0, 1])
Γ∈Par[m]
defined by γΓ(u) := ζX(φ)(~x) where X, φ, and ~x are such that Γ = par(~x) and u(c) = φ(xc↓) for
c ∈ Γ. (For all Γ ∈ Par[m] and u ∈ CΓ we can find suitable X, φ, and ~x. Take e.g. X := Γ ∪ {∗},
~x := 〈[1]Γ, . . . , [m]Γ〉, φ := u[∗ := u[Γ]].)
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It will be handy to talk about ζ in terms of these functions. For later use we check what they look
like in the case of our basic transformations: For Γ′ ∈ Par[m] we find that βΓ′ induces a family of
functions
(
γΓ : CΓ → [0, 1])
Γ∈Par[m] with
γΓ(u) =

∏
c′∈Γ′
u([c′ ↓]Γ) =
∏
c∈Γ
u(c)|l(Γ
′,c)| if Γ′ ¹ Γ,
0 otherwise.
where l(Γ′, c) := {c′ ∈ Γ′ | c′ ⊆ c}.
The functions γΓ induced by a natural transformation ζ have the following property:
Lemma 8.9 For Γ ∈ Par[m], d ∈ Γ, u : Γ \ {d} → R+0 , and r, s ∈ R+0 such that u[d := r+ s] ∈ CΓ we
have
γΓ(u[d := r + s]) = γΓ(u[d := r]) + γΓ(u[d := s]) +
∑
∅⊂d′⊂d
γΓ(d
′)(u[d′ := r, (d \ d′) := s]),
where Γ(d′) ∈ Par[m] for ∅ ⊂ d′ ⊂ d results from Γ by splitting d into d′ and d \ d′, i.e.
Γ(d′) := (Γ \ {d}) ∪ {d′, d \ d′} ≺ Γ.
Proof: The statement follows from the following consideration:
Let Y be a set with p 6∈ Y . Set X := Y ∪ {p} and let φ ∈ D+ωX and ~x ∈ Xm such that p occurs in
~x, i.e. d := {i | xi = p} 6= ∅. We can “split” the state p into two, say q1 and q2 (for qi 6∈ Y ), and
distribute the original probability of p as φ(p) = r+s on the two copies. This yields X ′ := Y ∪{q1, q2}
and φ′ ∈ D+ωX ′ with φ′(q1) := r, φ′(q2) := s, and φ′(y) = φ(y) for y ∈ Y . From the naturality square
of ζ for f : X ′ → X with f(qi) := p and f(y) := y for y ∈ Y we read off that ζX(φ)(~x) is the sum of
all ζX′(φ′)(~x′) where the ~x′ arise by replacing in ~x each occurrence of p by either q1 or q2. Formally,
for d′ ⊆ d set
~xd
′
= 〈xd′1 , . . . , xd
′
m〉 with xd
′
i =

q1 if i ∈ d′,
q2 if i ∈ d \ d′,
xi otherwise.
Then we calculate as follows:
φ′ Â
ζX′ //
_
D+ω f
²²
nat. ζ
ζX′(φ′)_
D+ω (fm)
²²
φ Â
ζX
// ζX(φ)
ζX(φ)(~x) = ζX
(
(D+ω f)(φ′)
)
(~x) {(D+ω f)(φ′) = φ}
=
(
(D+ω (fm))(ζX′(φ′))
)
(~x) {nat. ζ}
= ζX′(φ′)[(fm)−1(~x)] {def. D+ω }
= ζX′(φ′)[{~xd′ | d′ ⊆ d}] {f−1(xi) =
{
{p, q} if i ∈ d,
{xi} otherwise.
}
=
∑
d′⊆d
ζX′(φ′)(~xd
′
)
= ζX′(φ′)(~x∅) + ζX′(φ′)(~xd) +
∑
∅⊂d′⊂d
ζX′(φ′)(~xd
′
).
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This idea leads to the statement through an application of Lemma 8.7 to both ends of the computation,
together with the observation that for Γ = par(~x) (which yields d ∈ Γ) we have par(~x∅) = Γ = par(~xd)
and par(~xd
′
) = Γ(d′) for ∅ ⊂ d′ ⊂ d. (Of course we again need to show that for all suitable Γ and u
we can find appropriate X, φ, and ~x. This can be done as in the proof of Lemma 8.7.)
2
Lemma 8.10 Let ζ be a natural transformation as in (8.13) inducing the family (γΓ)Γ∈Par[m] from
Definition 8.8. For every downwards closed set M ⊆ Par[m] there exist weights (τΓ ∈ R+0 )Γ∈M such
that for all Γ ∈M and u ∈ CΓ we have
γΓ(u) =
∑
Γ′¹Γ
τΓ′ ·
∏
c∈Γ
u(c)|l(Γ
′,c)|, (8.15)
where again l(Γ′, c) := {c′ ∈ Γ′ | c′ ⊆ c}.
Proof: The statement is proved by induction on the size of M . For M = ∅ there is nothing to
do. For nonempty M choose a maximal element Γˆ ∈ M . Take (τΓ)Γ∈Mˆ as given by the induction
hypothesis for Mˆ :=M \{Γˆ}. These coefficients satisfy the statement for all Γ ∈ Mˆ already. We have
to find τΓˆ so that it holds for Γˆ as well.
For all v ∈ CΓˆ defining
f(v) :=
∑
Γ′≺Γˆ
τΓ′ ·
∏
c∈Γˆ
v(c)|l(Γ
′,c)| and h(v) := γΓˆ(v)− f(v),
we need to show that there exists a τΓˆ ∈ R+0 such that
h(v) = τΓˆ ·
∏
c∈Γˆ
v(c).
The set CΓˆ satisfies the assumption on C in Lemma B.2. Applying the lemma we get that it suffices
to show that h is linear in all components. So for any d ∈ Γˆ and u : Γˆ \ {d} → R+0 we need to show
that
hu(c · r) := h(u[d := c · r]) = c · hu(r) for all c ∈ [0, 1] and r ∈ R+0 with u[d := r] ∈ CΓˆ.
The latter condition is satisfied for all r ∈ [0, u[Γˆ \ {d}]], and since hu is bounded (because γΓˆ and f
are), we can apply Lemma B.1 for this task. With this statement, it remains to be shown that
hu(r + s) = hu(r) + hu(s) for all r, s ∈ R+0 such that r + s ≤ u[Γˆ \ {d}].
Abbreviating as before γΓˆ(u[d := r]) to γΓˆu (r) and f(u[d := r]) to fu(r) this is equivalent to
γΓˆu (r + s)− γΓˆu (r)− γΓˆu (s) = fu(r + s)− fu(r)− fu(s). (8.16)
For the left hand side we compute
γΓˆu (r + s)− γΓˆu (r)− γΓˆu (s)
Lemma 8.9=
∑
∅⊂d′⊂d
γΓˆ(d
′)(u[d′ := r, (d \ d′) := s])
I.H.=
∑
∅⊂d′⊂d
( ∑
Γ′¹Γˆ(d′)
τΓ′ ·
( ∏
c∈Γˆ\{d}
(u(c))|l(Γ
′,c)|
)
︸ ︷︷ ︸
=:τ˜Γ′
·r|l(Γ′,d′)| · s|l(Γ′,d\d′)|
)
=
∑
Γ′≺Γˆ
(
τ˜Γ′ ·
∑
∅⊂d′⊂d,Γ′¹Γˆ(d′)
r|l(Γ
′,d′)| · s|l(Γ′,d)|−|l(Γ′,d′)|
)
.
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With
fu(x) =
∑
Γ′≺Γˆ
τΓ′ ·
( ∏
c∈Γˆ\{d}
u(c)|l(Γ
′,c)|
)
︸ ︷︷ ︸
=τ˜Γ′
·x|l(Γ′,d)| and (r + s)k = rk + sk +
k−1∑
j=1
(
k
j
)
· rj · sk−j
for the right hand side of (8.16) we get
fu(r + s)− fu(r)− fu(s) =
∑
Γ′≺Γˆ
(
τ˜Γ′ ·
|l(Γ′,d)|−1∑
j=1
(|l(Γ′, d)|
j
)
· rj · s|l(Γ′,d)|−j
)
.
So we are done if for all Γ′ ≺ Γˆ we can show that the two inner sums are equal, i.e.
∑
∅⊂d′⊂d,Γ′¹Γˆ(d′)
r|l(Γ
′,d′)| · s|l(Γ′,d)|−|l(Γ′,d′)| =
|l(Γ′,d)|−1∑
j=1
(|l(Γ′, d)|
j
)
· rj · s|l(Γ′,d)|−j . (8.17)
Let’s investigate what the sum on the left hand side ranges over: For d′ ⊆ d we can rewrite the
condition Γ′ ¹ Γˆ(d′) into Γ′ ¹ Γˆ and c′ ⊆ d′ or c′ ⊆ d \ d′ for all c′ ∈ Γ′ with c′ ⊆ d, i.e. for all
c′ ∈ l(Γ′, d). The first part is implied by our assumption Γ′ ≺ Γˆ. The second can be stated as d′ = ⋃C
for some C ⊆ l(Γ′, d). The condition ∅ ⊂ d′ ⊂ d is satisfied just in case ∅ ⊂ C ⊂ l(Γ′, d). So with
|l(Γ′, d′)| = |C| the sum on the left hand side of (8.17) rewrites to
∑
∅⊂C⊂l(Γ′,d)
r|C| · s|l(Γ′,d)|−|C| =
|l(Γ′,d)|−1∑
j=1
∣∣{C ⊆ l(Γ′, d) ∣∣ |C| = j}∣∣︸ ︷︷ ︸
=(|l(Γ′,d)|j )
·rj · s|l(Γ′,d)|−j .
This completes the proof of (8.17) and thus of (8.16).
We have demonstrated that there is a τΓˆ ∈ R such that equation (8.15) holds for γΓˆ. It remains to
be shown that τΓˆ ≥ 0. For r ∈ R+0 let vr : Γˆ→ R+0 denote the constant function with vr(c) = r for all
c ∈ Γˆ. With 0 < r ≤ 1|Γˆ| we find vr ∈ CΓˆ. We have
0 ≤ γΓˆ(vr) =
∑
Γ′¹Γˆ
τΓ′ ·
∏
c∈Γˆ
r|l(Γ
′,c)| =
∑
Γ′¹Γˆ
τΓ′ · r|Γ′| = r|Γˆ| · (τΓˆ +
∑
Γ′≺Γˆ
τΓ′ · r|Γ′|−|Γˆ|).
This implies τΓˆ ≥ −
∑
Γ′≺Γˆ τΓ′ · r|Γ
′|−|Γˆ|. Since |Γ′| > |Γˆ| for all Γ′ ≺ Γˆ we have that the right hand
side converges to 0 for r → 0, and so τΓˆ ≥ 0 as wanted.
2
Proof: [Theorem 8.6] Just take µ(Γ) = τΓ for the values from Lemma 8.10 for M = Par[m]. These
weights satisfy the left identity above. It remains to be shown that we get a probability distribution
indeed, i.e. that all weights sum up to one. For an arbitrary set X and distribution φ ∈ D+ωX we have
1 = ζX(φ)[Xm] =
∑
Γ∈Par[m]
τΓ · βΓX [Xm]︸ ︷︷ ︸
=1
=
∑
Γ∈Par[m]
τΓ.
2
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8.3 Bottom-up: constructing the rule format
We have proved a representation result for the simple natural transformations from the bottom row
of the table in Figure 4 and claim that with a straightforward extension of the proof one obtains
Corollary 8.5 for the line above. We will extend the representation to the more complex types.
Plugging the representation of the natural transformations ζ~e in (8.11) given by Corollary 8.5 into
(8.10), we find that a natural transformation ξ˜m as in (8.9) can be characterised by a distribution
µ˜ ∈ D+ω (Em) and distributions
(
µ~e ∈ D+ω (Par[m]¹~e)
)
~e∈supp(µ˜). We write this more compactly as one
distribution
µm ∈ D+ω
{〈~e,Γ〉 | ~e ∈ Em, Γ ∈ Par[m]¹~e},
where
µm(〈~e,Γ〉) :=
{
µ˜(~e) · µ~e(Γ) if ~e ∈ supp(µ˜),
0 otherwise.
This distribution µm represents the natural transformation
ξ˜m(Xe)e∈E =
∑
〈~e,Γ〉∈supp(µm)
µm(〈~e,Γ〉) · (D+ω (ιe1 × · · · × ιem) ◦ β~e,Γ(Xe)e∈E)
:
∏
e∈E
D+ωXe ⇒ D+ω
(
(
∐
e∈E
Xe)m
)
.
Through the correspondence given by Lemma A.6, the same distribution µm characterises a natural
transformation ξm from (8.8) as
ξmX = D+ω ([idX ]e∈E)m ◦ ξ˜m(X)
= D+ω ([idX ]e∈E)m ◦
( ∑
〈~e,Γ〉∈supp(µm)
µm(〈~e,Γ〉) ·
(
D+ω (ιe1 × · · · × ιem) ◦ β~e,Γ(X)
))
=
∑
〈~e,Γ〉∈supp(µm)
µm(〈~e,Γ〉) ·
(
D+ω
(
([idX ]e∈E)m ◦ (ιe1 × · · · × ιem)︸ ︷︷ ︸
=idXm
) ◦ β~e,Γ(X))
=
∑
〈~e,Γ〉∈supp(µm)
µm(〈~e,Γ〉) · β~e,Γ(X) : (D+ωX)E ⇒ D+ω (Xm).
Below Def. 8.4 we remarked that a basic natural transformation β~e,Γ can be described by a derivation
rule as in (8.12). To use these rules for the description of ξm, we have to incorporate the weight w =
µm(〈~e,Γ〉) of the contribution of β~e,Γ. Using again a finite set of successor variables Y = {y1, . . . , yk}
each yj with an associated type τj ∈ E and probability variable uj , and a vector ~y = 〈yo1 , . . . , yom〉 ∈
Y m (with the requirement that every yj appears in ~y) to encode ~e and Γ, this yields a rule as below.
φj(yj) = uj (1 ≤ j ≤ k)
ξm
(
(φe)
)
(〈yo1 , . . . , yom〉) += w ·
∏
j uj
(8.19)
We will denote the distribution µm characterising a natural transformation ξm as in (8.8) as a finite
set of such rules. Since the set of rules has to represent a probability distribution, we impose the
global constraint that the weights w of all rules should sum up to 1.
ξm
.= µm .=
 φj(yj) = uj (1 ≤ j ≤ k)ξm((φe))(〈yo1 , . . . , yom〉) += w ·∏j uj

finite,
P
w=1
(8.20)
8. Deriving PGSOS from abstract GSOS 41
We write a plus above the equality sign in the conclusion to express that after instantiating one of the
rules, the real value calculated in the conclusion does not denote an overall probability, but the rule’s
contribution to it. The overall probability of a tuple is given by the sum of all contributions derivable
from different instances of the rules. The following example is intended to explain how such a set of
rules defines a natural transformation.
Example 8.11 Suppose in the case E = {1, 2} and m = 3 that ξm is represented by the following
two rules.
φ1(x) = u φ2(z) = v
ξm(〈φ1, φ2〉)(〈x, z, z〉) += 15 u v
φ1(x) = u φ1(y) = v φ2(z) = w
ξm(〈φ1, φ2〉)(〈x, y, z〉) += 45 u v w
For a set P , states p, q ∈ P , and distributions φ1, φ2 ∈ D+ωP we calculate the probability of 〈p, q, q〉 in
ξmP (φ1, φ2). Set r := φ1(p), s := φ1(q), and t := φ2(q). The rules can be instantiated to contribute to
the probability of 〈p, q, q〉 as
φ1(p) = r φ2(q) = t
ξmP (〈φ1, φ2〉)(〈p, q, q〉) += 15 r t
and
φ1(p) = r φ1(q) = s φ2(q) = t
ξmP (〈φ1, φ2〉)(〈p, q, q〉) += 45 r s t
We conclude
ξmP (φ1, φ2)(〈p, q, q〉) =
1
5
r t+
4
5
r s t.
Remember that – in contrast to the nondeterministic case – the representation of a natural trans-
formation ξm by a distribution µm over the basic natural transformations is unique. However, the
move to the rule notation introduces redundancy, even if we look at the rules up to the renaming of
variables. The reason is that we can write down more then one rule to encode the same ~e and Γ. The
weights of these rules would add up to the contribution of β~e,Γ to ξm. We call this the splitting of a
rule and we will not disallow it, since it does not really harm (the above interpretation of the rules
for instance still works fine.) So the representation is unique up to the renaming of variables and the
splitting of rules.
According to (8.7) the representation of ν˜n,E from (8.5) is now given by a distribution µ ∈
DωT(N + 1) and for each t ∈ supp(µ) a set of rules as in (8.20) with m = |t|∗. We again re-
place the vector ~y in each rule for one t by the term tY ∈ T(N + Y ) that arises after replacing the
i-th occurrence of ∗ in t by yoi for all i. The condition on ~y translates into the postulation that every
yj for 1 ≤ j ≤ k should occur in tY at least once.
We can again collect the rewritten rules for all t ∈ supp(µ) into one set, but we have to take the
probabilities in µ into account: For t ∈ supp(µ) a rule in the representation of ξt with weight w would
be adapted to have weight µ(t) ·w. This yields a finite set of rules as below with the global condition
that all their weights should sum up to 0 (i.e. the set is empty) or 1, since µ[T(N + 1)] ∈ {0, 1}.
ν˜n,E
.=
 φj(yj) = uj (1 ≤ j ≤ k)ν˜n,E((φe))(tY ) += w ·∏j uj

finite,
P
w∈{0,1}
(8.21)
For the step from ν˜n,E in (8.5) to νn,E in (8.4) the elements from N := {1, . . . , n} appearing in
each term tY are again replaced by distinct variables {x1, . . . , xn} =: X different from those in Y .
This yields sets of rules as below where tX,Y ∈ T(X + Y ).
νn,E
.=
 φj(yj) = uj (1 ≤ j ≤ k)νn,E(〈x1, . . . , xn〉, (φe))(tX,Y ) += w ·∏j uj

finite,
P
w∈{0,1}
(8.22)
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To characterize ρ˜ from (8.2) we collect the descriptions as above of the individual νz from (8.3)
after including into each rule an encoding of the corresponding z = 〈σ(E1, . . . , En), a〉 ∈ F1. To
this end we again add premises ensuring that the rule can be used just in case ρ˜ is applied to
σ(〈x1, θ1〉, . . . , 〈xn, θn〉) and the label a such that θi(b) is the zero map (i.e. has empty support)
just in case b 6∈ Ei. Again, X ′τj is replaced by θij (lj) where τj = ιij (lj) ∈ E = E1 + · · · + En. This
leads to sets of rules of the type below.
supp(θi(b)) 6= ∅ b ∈ Ei, 1 ≤ i ≤ n
supp(θi(b)) = ∅ b 6∈ Ei, 1 ≤ i ≤ n
θij (lj)(yj) = uj 1 ≤ j ≤ k
ρ˜
(
σ(〈x1, θ1〉, . . . , 〈xn, θn〉)
)
(a)(t) += w ·∏j uj (8.23)
The condition on the original sets of rules translates into the following one: the specification contains
finitely many rules only for the same σ ∈ Σn, a ∈ L, and E1, . . . , En ⊆ L, and the weights w of all
these rules sum up to 1, if there are any.
This characterization is essentially a PGSOS specification from Def. 5.2, if we syntactically replace
• a premise supp(θi(b)) 6= ∅ by xi b−→ ,
• a premise supp(θi(b)) = ∅ by xi b−9,
• a premise θij (lj)(yj) = uj by xij
lj [uj ]−−→ yj ,
• the conclusion by σ(x1, . . . , xn)
a[w·Qj uj ]−−→ tX,Y ,
and allow to abbreviate several complete rules as above by incomplete ones, i.e. by rules where for
some xi and label b ∈ L neither the positive applicability premise xi b−→ nor the negative one xi b−9
is present.
Taken together, we obtained the following result.
Corollary 8.12 Each specification ρ in abstract GSOS instantiated with the behaviour functor B =
(Dω)L modelling PTS (i.e. a natural transformation as in (8.1)) can be characterised by a PGSOS
specification R. This correspondence is one-to-one up to the abbreviation of sets of complete rules by
sets containing incomplete ones, the renaming of variables, and the splitting of rules. Moreover, the
models of the PGSOS specification R (cf. Def. 5.3) are precisely the models of ρ (cf. Def. 6.11) for
the natural transformation ρ represented by R.
With this statement, Proposition 5.6 arises as an instance of Proposition 6.12 about the abstract
framework. Note though that in order to obtain this result most of the effort we spent establishing the
correspondence of abstract GSOS and PGSOS is not necessary. It would have been sufficient to know
that a specification in PGSOS can be captured by a natural transformation ρ as in (8.1). We do not
need to prove that all natural transformations ρ arise in such a way, which is actually the hard part.
We tackled both directions in order to determine the exact position of PGSOS in Turi and Plotkin’s
framework.
We have for instance experimented with a format for transition systems showing nondeterministic
as well as probabilistic behaviour. As of yet we are not able to prove a similarly strong result for it, but
it is not so difficult to show that it is well-behaved by proving that the rules give rise to specifications
in the corresponding instance of abstract GSOS.
9. Related and future work
We developed a specification format for (reactive) probabilistic transition systems (PTS) as studied by
Larsen and Skou [LS91], who also introduced the corresponding notion of a probabilistic bisimulation.
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These systems were studied from a coalgebraic point of view e.g. by de Vink and Rutten [dVR99] and
Moss [Mos99].
Larsen and Skou [LS92] furthermore defined a set of basic operators to construct (finite) probabilistic
transition systems and stated that probabilistic bisimulation is a congruence for them. A similar set
of operators, but this time including recursion, was considered by van Glabbeek, Smolka, and Steffen
[vGSS95] (The type of system we treated here is called the reactive model in loc. cit. and it is just
one out of several types of probabilistic systems considered there.) The congruence result they give
is wider in scope than the one by Larsen and Skou in that it reaches infinite systems as well through
the use of the recursion operator. Our specification format and thus our congruence statement covers
their operators but for the recursion operator, which yields solutions of recursive specifications. In
our framework we treated solutions of (guarded) recursive specifications separately, without defining
an operator for it.
We are not aware of any proposal for a specification format for probabilistic transition systems
ensuring well-behavedness properties. The only step in this direction that we have seen appears in the
overview paper by Jonsson, Larsen, and Yi [JLY01], who work with a richer type of system exhibiting
nondeterministic as well as probabilistic behaviour. They explain how specifications in the DeSimone
format — a format weaker than GSOS — for LTS can be interpreted in the richer setting. But except
for a “built-in” probabilistic choice no real probabilistic operator can be defined this way.
The categorical framework generalizing GSOS rules is taken from the work of Turi and Plotkin
[TP97], with additions from an article by by Lenisa, Power and Watanabe [LPW00] and our previous
work [Bar03]. Turi [Tur97] has worked out concrete examples for several instances of the abstract
GSOS format, but no rule format was developed out of these considerations and none of the examples
involved probabilistic systems. The idea of using the abstract format for the derivation of novel
specification formats for concrete systems has recently also been followed by Marco Kick [Kic02a,
Kic02b], who works with timed systems.
The aim of the work reported here was not only to derive a specification format for one particular
kind of (probabilistic) system, but also more generally to gain experience in the development of
concrete formats out of abstract GSOS. With this approach and the given lemmata one for instance
immediately gets a format for generative probabilistic transition systems (as defined by van Glabbeek
et al. [vGSS95]) as well, and one can make first steps toward an adaptation to systems that include
both, nondeterministic and probabilistic choice. We leave the study of the latter type of system –
which has received a lot of attention recently – to future work.
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Appendix
A. Basic equivalences of natural transformations
In order to decompose the natural transformations arising from the abstract GSOS format, we used
some general but simple lemmata, which we state and prove here.
Lemma A.1 Consider categories and functors as pictured below, where L is left adjoint to R:
D
L
&&
⊥ E
R
gg
C
F
PP
G
NN
There is a one-to-one correspondence between natural transformations
ν : F⇒ RG and ξ : LF⇒ G
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given by ν 7→ εG ◦ Lν and ξ 7→ Rξ ◦ ηF, where η : Id⇒ RL and ε : LR⇒ Id are the unit and counit
of the adjunction.
Proof: To show that the two constructions are inverses of each other, we calculate using (i) naturality
of η and (ii) the adjunction law Rε ◦ ηR = idR
R(εG ◦ Lν) ◦ ηF = RεG ◦ RLν ◦ ηF (i)= RεG ◦ ηRG ◦ ν = (Rε ◦ ηR)G ◦ ν (ii)= idRG ◦ ν = ν
and similarly, using (i) naturality of ε and (ii) the adjunction law εL ◦ Lη = idL
εG ◦ L(Rξ ◦ ηF) = εG ◦ LRξ ◦ LηF (i)= ξ ◦ εLF ◦ LηF = ξ ◦ (εL ◦ Lη)F (ii)= ξ ◦ idLF = ξ.
2
Lemma A.2 Let C be a category with a final object 1C. Every functor F : C→ Set can be written as
F '
∐
z∈F1C
F|z
with F|zX := (F!X)−1(z) for a C-object X, and F|zf : F|zX → F|zY for an arrow f : X → Y is the
restriction of Ff : FX → FY to F|zX.
Proof: For any f : X → Y and x ∈ F|zX we need to check that (Ff)(x) ∈ F|zY indeed, but this
easily follows from finality:
F!Y ((Ff)(x)) = (F(!Y ◦ f))(x) = (F!X)(x) = z.
2
We furthermore used the following special case of the fact that point-wise (co)limits of any type in
D yield (co)limits of that type in DC:
Lemma A.3 Let Fi ,G : C→ D for i ∈ I be functors.
(a) Let the category D have I-indexed coproducts. There is a one-to-one correspondence between
natural transformations ν :
∐
i∈I F
i ⇒ G and families of natural transformations (νi : Fi ⇒ G)i∈I .
(b) Dually, let the category D have I-indexed products. There is a one-to-one correspondence between
natural transformations ν : G⇒∏i∈I Fi and families of natural transformations (νi : G⇒ Fi)i∈I .
Lemma A.4 Let C be a category with a final object 1C and let F,Gi : C → Set (i ∈ I) be functors
with F1C ' 1. Every natural transformation
ν : F⇒
∐
i∈I
Gi
factors as ν = ιj ◦νj for some j ∈ I and natural transformation νj : F⇒ Gj , where ιj : Gj ⇒
∐
i∈I G
i
is the coproduct injection.
Proof: Let j ∈ I be such that ν1C(φ1C) = ιj(ψ1C) for some ψ1C ∈ Gj1C, where φ1C is the unique
element of F1C. It suffices to show that for all sets X and φX ∈ FX we have that νX(φX) = ιj(ψX)
for some ψX ∈ GjX. This is equivalent to saying that (
∐
i∈I G
i !X)νX(φX) = ιj(ψ′1C) for some
ψ′1C ∈ Gj1C, where !X : X → 1C is the unique map given by finality of 1C. But this is the case since
by naturality of ν we have (
∐
i∈I G
i !X)(νX(φX)) = ν1C(F!X(φX)) = ν1C(φ1C) = ιj(ψ1C).
FX
F!X
²²
νX // ∏
i∈I G
iX
(
Q
i∈I G
if)(!X)
²²
φX_
F!X
²²
Â νX // ιj(ψX)_
(
Q
i∈I G
if)(!X)
²²
F1C = {φ1C} ν1C
// ∏
i∈I G
i1C φ1C
Â
ν1C
// ιj(ψ1C)
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2
Lemma A.5 Let F,G : Set→ Set be functors and let A be a set. There is a one-to-one correspondence
between natural transformations
ν : (Id)A × F⇒ G and ξ : F⇒ G(A + Id)
given by ν 7→ ξν and ξ 7→ νξ defined for any set X, α ∈ FX, and f : A→ X as
ξνX(α) := νA+X(ι1, (Fι2)(α)) and ν
ξ
X(f, α) := (G[f, idX ] ◦ ξX)(α).
Proof: It is easy to check that the two constructions define natural transformations. Moreover, they
are each others inverses, as the calculations below for all sets X, α ∈ FX, and f : A→ X show. Using
(∗) naturality ξ we have
ξν
ξ
X (α) = ν
ξ
A+X(ι1,Fι2(α))
= (G[ι1, idA+X ] ◦ ξA+X ◦ Fι2)(α)
(∗)
= (G[ι1, idA+X ] ◦ G(idA + ι2) ◦ ξX)(α)
= (G [ι1, ι2]︸ ︷︷ ︸
=idA+X
◦ ξX)(α)
= ξX(α).
With (∗) the naturality of ν we find
νξ
ν
X (f, α) = (G[f, idX ] ◦ ξνX)(α)
= (G[f, idX ] ◦ νA+X)(ι1,Fι2(α))
(∗)
= (νX ◦ ([f, idX ]A × F[f, idX ]))(ι1,Fι2(α))
= νX(([f, idX ]A)(ι1)︸ ︷︷ ︸
[f,idX ]◦ι1=f
, (F([f, idX ] ◦ ι2︸ ︷︷ ︸
=idX
))(α))
= νX(f, α).
2
Lemma A.6 Let C and D be categories with I-indexed coproducts and products respectively and let
Fi ,G : C → D for i ∈ I be functors. There is a one-to-one correspondence between natural transfor-
mations of the type
ν :
∏
i∈I
Fi ⇒ G and ξ(Xi)i∈I :
∏
i∈I
FiXi ⇒ G(
∐
i∈I
Xi).
The correspondence is given by ν 7→ νΛ ◦
∏
i∈I F
i ιi and ξ 7→ G[Id]i∈I ◦ ξ∆, where ∆ : C → CI is the
diagonal functor mapping X to (X)i∈I and Λ : CI → C is its left adjoint, i.e. the functor mapping the
tuple (Xi)i∈I to the coproduct
∐
i∈I Xi.
More precisely, we should have written the natural transformation ξ as
ξ :
∏
i∈I
Fipii ⇒ G(
∐
i∈I
pii),
where pii : CI → C for i ∈ I is the projection functor mapping (Xj)j∈I to Xi. We prefer the above
notation since we deem it more readable.
Proof: The statement follows from the dual of Lemma A.1 when instantiated with ∆ and its left
adjoint, which exists by the assumption that C has I-indexed coproducts.
2
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B. Simple statements about real valued functions
Below we present two facts about real valued functions that we used in the proof of Theorem 8.6.
Lemma B.1 For u ∈ R+0 let f : [0, u]→ R be a function with a bounded range satisfying
f(r + s) = f(r) + f(s)
for all r, s ∈ R+0 such that r + s ∈ [0, u]. Then for all r ∈ [0, u] and c ∈ [0, 1] we find
f(c · r) = c · f(r).
Proof: By induction on p we easily get that for all p ∈ N and r ∈ R+0 with r, p · r ∈ [0, u] we have
f(p · r) = p · f(r), which further implies f(r/q) = f(r)/q for all q ∈ N with q > 0 and r ∈ [0, u]. So
the statement is true for c = p/q, i.e. for rational c. For an arbitrary c choose a sequence of rational
numbers (cn)n∈N with cn ≤ c and cn → c for n→∞. We calculate
c · f(r) = ( lim
n→∞ cn) · f(r) = limn→∞(cn · f(r)) = limn→∞ f(cn · r)
(∗)
= f(c · r).
For the step (∗) we instantiate the following calculation with dn = cn ·r and d = c ·r: for any sequence
(dn)n∈N and d ∈ [0, u] with dn → d for n→∞ and dn ≤ d we have
f(d) = lim
n→∞ f
(
dn + (d− dn)
)
= lim
n→∞
(
f(dn) + f(d− dn)
)
= lim
n→∞ f(dn) + limn→∞ f(d− dn)︸ ︷︷ ︸
=0
.
To see that the last addend is zero indeed, note that d − dn converges to zero. Now the identity
follows from the general fact that f(en)→ 0 for en → 0. This is because otherwise there exists ε > 0
such that arbitrary close to zero we can still find values e ∈ R+0 with ε < |f(e)|, which contradicts
our assumption on f being bounded. To see this, take any bound b > 0. Let k = d bεe and choose
e ∈ [0, u/k] such that ε < |f(e)|. This implies k · e ∈ [0, u] and b ≤ k · ε < k · |f(e)| = |f(k · e)|.
2
Lemma B.2 For a finite set M let f : C → R be a function on a set C ⊆ (R+0 )M such that
for all i ∈ M , ~v ∈ (R+0 )M , and c ∈ [0, 1] we have that ~v ∈ C implies ~v[i := c · vi] ∈ C and
f(~v[i := c · vi]) = c · f(~v). Then there exists τ ∈ R with
f(~v) = τ ·
∏
i∈M
vi for all ~v ∈ C.
We bother to prove this rather obvious statement only because of the nonstandard domain restric-
tion.
Proof: Choose ~u ∈ C such that ui > 0 for all i ∈ M . (For all ~u ∈ C with ui = 0 for some i the
assumption easily implies f(~u) = 0, so there is nothing to show in case all ~u ∈ C have at least one
zero component.) Set
τ :=
f(~u)∏
i∈M ui
.
For any ~v ∈ C with I := {i ∈ M | vi > ui} by applying the assumption |I| and |M \ I| times
respectively we get
(
∏
i∈I
ui
vi
) · f(~v) = f(min(~u,~v)) = (
∏
i∈M\I
vi
ui
) · f(~u)
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where by min(~u,~v) we denote the point-wise minimum of the two vectors. This implies
f(~v) = (
∏
i∈M
vi
ui
) · f(~u) = τ ·
∏
i∈M
vi.
We use the step via min(~u,~v) to make sure that we do not run out of the domain of f on our way.
2
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