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INTRODUÇÃO 
Em [19], H. S. Ribeiro estuda um sistema hiperbólico de duas 
equaçoes diferenciais parciais, com condições de fronteira en-
volvendo derivadas, proveniente de um problema em linhas de 
transmissão com perdas, e dá uma versão do Teorema de Bifurcação 
de Hopf em espaços de dimensão infinita para equações da forma 
(1) dv dS = Av(s) + f(r,v(s)) (s > O). 
Mo ti vades por este trabalho e por trabalhos anteriores, Brayton. 
I 8 I , Lima [ 1] 1 [ 2 J , Crandall e Rabinowitz [ 3] , Henry [ 7 J 
[ 12 J , Lopes [ 13 J , Oliveira [ 15 1 e Sattinger [ 20] entre outros, 
procuramos generalizar alguns dos resultados. Com este objetivo 
estudamos no Capítulo I um sistema hiperbólico com n equaçoês di-
ferenciais parciais, com condições de fronteira mista, que ~ce 
no livro de Godunov [4 1, e no Capítulo II demonstramos um Teo-
rema de Bifurcação de Hopf, para equações do tipo acima onde o 
parâmetro r perturba também a parte ilimitada A(r) 
O procedimento adotado no nosso trabalho, para o estudo do 
Sistema Hiperbólico, é o de transformar o problema dado, em uma 
equaçao diferencial ordinária X(t) = Ax(t) (t > 0) num espaço de 
Hilbert H onde A é um operador linear fechado definido num sub-
espaço vetorial denso de H, que gera um Semi -Grupo fortemente CO_!! 
tínuo {T(t): t > O} de operadores lineares contínuos sobre H. 
i i 
Estudamos aqui o espectro do operador A e obtemos uma expressao 
para o operador resolvente R C\ :A) do operador A, entretando o 
objetivo principal é obter estimativas exponenciais para o Semi-
Grupo T (ti . 
Através da divisão do espectro do operador A por retas ver-
ticais no plano complexo, conseguimos decompor o espaço de Hilbert 
H em soma direta de sub-espaços X e Y, invariantes por A, com 
y de dimensão finita. A estimativa exponencial para o Semi-Grupo 
restrito a X segue via Transformada Inversa de Laplace, com o 
operador resolvente R(À :A) expandido de maneira conveniente. O 
resultado principal na obtenção dessa expansão, aparece no Teorema. 
4.1. Anteriormente Pazy [16] encontrou uma condição necessária e 
suficiente, (de difícil aplicação) para um Semi-Grupo T(t) sa-
tisfazer a estimativa exponencial 11 T (ti 11 -wt _::. Me , onde M > e 
~ > O, num espaço de Hilbert, isto foi obtido através de funções 
de Lyapunov. 
O Teorema de Bifurcação de Hopf, garante unicidade e existên-
cia de bifurcação de soluções periódicas de uma equaçao de evo-
lução. Neste trabalho nós provamos uma versão deste teorema, num 
espaço de dimensão infinita para equações da forma 
( 2 I dv ds ~ A(rlv(sl + f(r,v(sll (s > O I 
onde A(r), para lrl < n, n >O, é um operador linear fechado, 
definido num sub-espaço vetorial V {independente de r), A(r) é o 
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gerador infinitesimal de um Semi-Grupo, fortemente continuo, 
{T(r,t) : t ~ O} de operadores lineares contínuos, não necessaria-
mente analítico. Colocamos hipóteses de decomposição do espaço em 
soma direta de sub-espaços y 
r 
invariantes em relação a 
A(r), com dim Yr = 2 -at e IIT(r,t)ll ..:::_ M1e 
ainda hipóteses de regularidade de função f. 
a>O,' em 
O problema de bifurcação de soluções periódicas, (existência, 
unicidade, estabilidade de soluções, etc.) tem atraido a atenção 
de muitos autores, desde 1942 com o trabalho pioneiro de Hopf. 
Desde então, generalizações e problemas relacionados t·_em sido 
desenvolvidos, e é difícil comparar tais trabalhos, devido às di-
ferentes técnicas e às diferentes hipóteses utilizadas. 
A motivação e o procedimento empregados aqui, aparecem nos 
trabalhos de Ribeiro [19] , Oliveira [15] e Lima [12] • Consiste na 
introdução de um novo parâmetro na equação, relativo ao período, 
e utilizando as hipíteses de decomposição do espaço, de dicotomia 
exponencial para o Semi-Grupo, e o Teorema das Funções Implícitas 
obter soluções "mild", dependendo de parâmetros, mas com período 
conhecido. Trabalhamos portanto diretamente na classe das funções 
periódicas. A semelhança entre o nosso trabalho e os trabalhos 
citados acima é o desconhecimento a priori da diferenciabilidade 
dessas soluções "mild", e isto é o ponto crucial na obtenção da 
bifurcação. A dificuldade adicional encontrada, com relaç?o a esses 
trabalhos, é devido à perturbação na parte ilimitada, pelo pa-
râmetro r. Esta dificuldade é estudada no parágrafo 1 do Capitulo 
i v 
II, onde obtemos resultados sobre a diferenciabilidade de Semi-
Grupo T{r,t)u, em relação a r, para u E V, e sobre a dife-
rencíabilidade das soluções da equação (2), com condições iniciais 
diferenciavelmente perturbadas. Tais resultados são obtidos uti-
lizando-se o Teorema de diferenciabilidade de Ponto Fixo dependente 
de parâmetro. A partir dessas técnicas demonstra-se também o Teo-
rema de Bifurcação de Hopf no parágrafo 2. 
CAP!'rULO l 
SISTEMAS HIPERB0LICOS 
l. INTRODUÇÃO 
Consideremos um sistema hiperbólico na sua forma canômica 
(l.l) 3u 3t + K 
3u 
ax + Cu = o 
para O < x < Jl.. e t > O, onde K é uma matriz diagonal 
K = K(x) = diag(k1 (x)); i= 1, .•• ,n 
com ki >O para i= l, ... N, ki <O para i= N + l, ... ,n e 
C = C (x) = (cij (x) I; 
e onde 
classe 
c .. 
1) 
pelo 
Colocaremos 
são funções de 
menos) • 
i,j=l, ... ,n 
x suficientemente suaves (de 
com 
N 
V E JR e n-N WEJR e tomaremos o sistema hiperbólico aci-
ma com as seguintes condições de fronteira: 
2 
v(O) = Ew(O) 
(C. F.) 
w(1) = Dv(t) 
-D sao matrizes constantes de tamanhos N x (n - N) e 
(:l - N) x N respectivamente. 
2 • O ESPECTRO E O OPERADOR RESOL VENTE PARA O OPERADOR A, 
ORIGINÂRIO DO SISTEMA HIPERBÓLICO 
Consideremos o Espaço de Hilbert 
cvm o produto inteiro usual dado por: 
s2 f= (fi) e g = (gi) pertencem a H e definimos o operador A 
A :V (A)CH ~ H 
por 
= - K •' ( ~) I ) 
3 
onde 
e 
1"(0) = E~(O), ~(2) = 01"(2) }. 
Temos que A é um operador linear fechado e V (A) e wn sub-
espaço vetorial de H, denso em H. 
Para determinar o conjunto resolvente p(A) e o operador re-
solvente R(À:A) do operador A, dado (f,g) E H, é preciso deter-
minar os valores complexos de À para os quais 
(1. 2) (À - A) ( ~) 
admite solução (~ 1 ~) pertencente a V(A) e dependendo contin~n-
te de (f,g). Neste caso podemos escrever 
e colocando 
( l. 3) 
se 
I'' 
+ K(~,) 
-I 
K1 = - K , 
-I 
c 1 = - K c 
' ' (~ ') = 
obtemos 
4 
X(x,y,À)= 
xl'(x,y,À)Nx(n-N) ) 
x22 (x,y ,À) (n-N) ~< (n-N) 
e a matriz principal do sistema 
(1. 4) '" ' '" (• ) (Cl + ÀK 1 ) (') w' = w 
temos que X(y,y,À) =I, que as soluções desse sistema sao fun-
ções inteiras de À e que as soluções de (1. 3) são da.das, usando 
a fórmula de variação das constantes, por 
(1. 5) (
op(x)) 
W (x) (
op(O)) 
= X(x,O,À) 
w (o) f
x (f 1 (y)) 
+ X(x,y,À) dy. 
o gl (y) 
Colocando op(O) = EW(O), temos, para x = Q,, que 
~ 
+ t (xll(~,y,À)fl(Yl + xl'(~,y,À)gl(ylldy 
·H~l = x 21 (~,D,À)Ew(DJ + x 22 (~,o,À1 w(DJ + 
~ 
+ J (X21 (~,y,À)f 1 (yl + x" (~,y,À)g 1 (ylldy 
o 
e para termos IJ!(R.) = Dop(.\!..) e preciso que 
t ~-f (X21 (t,y,À)f 1 (y) + x 22 (t,y,À)g 1 (y))dy + 
o 
t . 
+ D f (X 11 (t,y,À)f 1 (y) + X 12 (t,y,À)g 1 (y))dy. 
o 
Portanto colocando 
h(À) ~ det H(À) 
temos que, h(À) é uma função inteira de À, e: 
1. Os zeros de h(À) pertencem ao espectro pontual 
do operador A, pais 
(~ (x)) ljJ (x) Eb ~xlx,D,À)(b) 
onde, b é uma solução nao nula do sistema H{À)b = O, satisfaz 
I À - A) (~) ~ o 
2. Os valores complexos de À tais que h (À) :;!, O pertencem 
5 
_ll 
210 conjunto resolvente p (A), do operador A, pois (1.6) fornece 
~ 
il.7) ljJ(O) = H(AJ- 1[- t (X21 (~,y,À)f 1 (y) + X22 (~,y,À)g 1 (y))dy + 
~ 
+ D f (X 11 (t,y,A)f 1 (y) + X 1 2(~,y,À)g 1 (y))dy] 
o 
portanto, colocando ~P (0) = EljJ(O) em (1.5) obtemos (<P,lj;) E V(A) 
e (<P,lj;) dependem linearmente e continuamente de (f,g). 
Portanto, temos que: 
a (AI 
e se À f/. o (A) , então 
= o (A) 
p ={À /h(A) =O) 
R (À 
(
E ljJ (O)) 
= X(x,Ü,À) 
w I O I 
L_.nde ljJ(O) e dado por (1.71 e 
7 
3. SEMI-GRUPO, FORTEMENTE CONTÍNUO, DE OPERADORES LINEARES 
CONT!NUOS, DEFINIDOS SOBRE O ESPAÇO DE HILBERT H E 
GERADO PELO OPERADOR A 
TEOREMA 3.1: O opuwdo!t A de.6J..n-i..do babiLe. V(A) c.om·vatoJLe..6 em H 
é_ o ge.JtadoJt i»6inLte.f.imat de. um Se.m..í..-GJtupo 1 6oJt-te.me.n-te. c.ovz;Únuo 1 
{T (t) t > O) 
de. ope.Jtado!te.LJ .tin.e.aJte..6 ,c.on-tlnuo.6 de.6.in.ido.6 .t>obJte. H, .6ati.6fiaze.ndo 
t > o 
pa!La M > o e W E IR e, além d . L6.6 o, pa!La u E V (A 2 ) 
b+ioo 
T(t)u l Lioo eHR (À ' A) udÀ ~ 2 ni 
o11de. b > max {O,w}. 
DEMONSTRAÇÃO: Temos que, para (~ 1 ~) E V(A), 
onde 
r a dor 
K ~ K (x) ~ diag(k. (x)) 
l 
- c 
e C ~ C (x) = (C .. (x)). Como ,o ope-
l) 
8 
f "" (f 1 , ••• , fn) E H 
e um operador linear limitado definido sobre H pois 
n 
~ 11 ( ~ C •. f · ) li H j~l ,J J (i~ l, ... ,n) 
logo, pela desigualdade de Schwarz, temos 
11 C f li H ~ [ ~ 
i=-1 
); f ~ ( ~ C .. (x) f. (x)) 2dx] o j=-1 ~) J < 
< 
n 
~ 
i=l 
portanto, tomando 
2 
cij ( x) 
n 
~ 
i ~1 
); f; (x) )dx ] 
M1 = max 
n 
{ sup ( ~ 
O<x<i j=l 
2 
cij (x)) i= 1,2, ... ,n} 
temos que 
isto é 
-r o 
n 
~ 
j~l 
11 C f 11 H < H 11 f 11 H 
2 % f. (x)dx I 
J 
com H~~ 
9 
portanto, basta mostrar que o operador linear 
A V (A) ~ H 
dado por 
•• K (~') 
gera Semi-Grupo fortemente contínuo, e para isto, (aplicando o 
Teorema de Lumer- Phillips em A - w1 I) temos de verificar que 
~ E V (A) 
onde p é o produto inteiro sobre H, equivalente ao produto ori-
ginal de H, dado por 
p(f,g) 
onde os pesos 
p. (x)f. (x)g. (x)dx; f= 
1 1 1 
ll· (x) sao funções positivas de classe 
1 
H 
que serão escolhidas convenientemente de modo a obter a seguinte 
condição de dissipatividade: 
n 
i) ~ p. (O)k. (0)~ 2 (0) < o 
i=l 1 1 1 -
( l. 8) 
n 
i i) ~ 2 o (~i) V (A) pi (t)ki (t)<J>i (J\) > com <P = E 
-i=l 
lO 
e 11 P é a norma em H, proveniente do produto interno p. Jus-
tificaremos a existência dos pesos fli (x), i= 1, ... ,n, observando 
que, se t- (til E V(A), temos 
.i(~) -
se 
n 
~ e .. t. (O I 
j=N+l lJ J 
N 
~ d ..•. (~) 
. 1 lJ J J-
e 
para i=l, ... ,N 
para i=N+l, ..• ,n 
0 
- (dij) (n-N) x N 
portanto, substituindo em i) de ( 1. 8) e usando a desigualdade de 
Schwarz podemos escrever 
n 
~ 
i=l 
N 
~ 
i=l 
~. (O)k. (0)t 2 (0) -
l l l 
+ 
n 
~.(O)k.(O)( l: 
1 1 j:o::N+l 
N 
2: 
i=l 
n 2 
~· (O)k. (0) ( 2: e .. tJ· (0)) + 
1 1 j=N+l lJ 
n 
,. 
-
2 
"· (O)k. (O)t. (O) J J J < j ==N+ 1 
n 
2 
e .. ) I l:: 
lJ j=N+l 
t 2 IO)) + 
J 
n 
~ 
j=N+l 
2 ~.(O)k.(O)t.IO) 
J J J 
pois ki para i =l, .•• ,N e \li, i =l, •.. ,n, sao funções posi-
tivas, logo ternos 
n n 
2: "· (O)k. (O)t~(O) < 2: 
i::::l 1 1 l j=N+l 
N 
l: "' (O)k. (0) (2: e 2 .) l l lJ + ". (O)k. (O) lt
2 (OI J J J i=l 
11 
que para obter a desigualdade i) de (1. 8) basta tomar funções 
J.li (x), i =1, •.• ,N, com JJ. (O) suficientemente pequenos, 
' 
pois 
kj(O) <O para j = N + l, ... ,n. De modo análogo, para obter o 
item ii) de (1.8), devemos escolher funções JJ. (x), i= N + l, ••• ,n 
' 
com JJ 1 (t) suficientemente pequenos. 
Nessas condições temos, para ~E V(A), que 
= 
-p(A~,~) 
l 
2 
n 
~ 
i=l 
= 
= 
n ( ~ i=l 
n 
~ ~ - 2 i=l 
~i (x)ki (x)~i (x)~i (x)dx = 
r o d 2 ~i (x) ki (x) dx (~. (x))dx = ' 
-r o d dx ( ~. (x)k. (x)) ~ 2 (x)dx ' ' ' 
portanto, usando i) e ii) de (1.8), podemos escrever que 
p (A~'$) < 
l 
=2 
n 
~ 
i=l 
logo, tomando 
w1 = max 
obtemos 
{ sup 
o<x<t 
d 
dx ( ~. (x)k. (x)) $ 2 (x)dx = l l l 
ll{ (x)ki (x) 
~i (x) 
[ 
~ ~ (x)k. (x) ~ _l=-.,_--"..,l -
Mi (x) 
+ ki (x) ] 
$~ (x)dx 
l 
i =l, ... ,n} 
12 
se ~ E V (A) • 
Como V (A) é denso em H e o espectro de A são zeros de uma fun-
çao analítica não nula, portanto pontos isolados, podemos afirmar 
que operador A :V (A) ---* H gera um Semi-Grupo, fortemente contí-
nua, de operadores lineares contínuos, definidos sobre H, T (t) , 
t > O, satisfazendo 
11 T (t) 11 wt < Me , M > 1, W E JR 
e pelo Corolário 7.5, pg. 31 de (Pazy, [17]) temos, para uEV(A2), 
que 
T(t)u = u e R (À : A)udÀ 
onde b > max { O , w } completando a prova do teorema. O 
13 
4. EXPANSÃO DAS MATRIZES 
O teorema seguinte nos dará uma expansao da matriz principal 
de soluções do sistema (1.4) para À ~ O, que exercerá um papel 
fundamental nos resultados que se seguirão neste capítulo, que são: 
Uma análise mais detalhada do espectro do operador 'A e a obten-
çao de uma dicotomia exponencial para o Semi-Grupo gerado por A, 
à partir da divisão do espectro de A no plano complexo, por uma 
reta vertical. Para isto colocaremos 
e 
onde 
-I ~ - K (x) C (x) ~ (aij (x)); 
À. (x) 
> 
-1 
k. (X) 
> 
·i, j = l, ... ,n 
portanto i\i <O para i =l, ••. ,N e Ài >O para i= N + l, .•. ,n 
TEOREMA 4.1: A ma~~iz p~in~ipal de ~oiuçõe~ 
X(O,i\) =I, do .6-i..õtema 
e dada, pa~a i\ ~ O, pon 
X(x,À), À E !C, 
l4 
X(x,À) l À X 1 (x,À) + 
Oi'tde.: 
i) X
0
(x,À)= diag 
i i) x 1 (x,') = (d 1 A ij, onde. 
À.(s)ds Jx 
J o 
ajj (s)ds 
ai.(x)e 
d .. ~----------~~-----------
>] 
paJta i t j, e 
iii) Pa.Jta O < x < i 
Ài (s)ds 
ai.(O)e 
e_ 1 _;: À < a 
l Xz (x,À) 
À2 
J
x 
aii(s)ds 
o 
(a > O) 
c.on6tante lK =JK(R, J) >O .ta.t que., .6 e. 
dy 
e.x.L&te. uma 
X 2 (x,À) ~ (eij(x,À)) 
então 
IXz (x,À) I < lK 
pa1La O < x < Q,, onde. 
le .. (x,À)I; 
l] i,j = 1,2, ... ,n. 
15 
DEMONSTRAÇÃO: Mostraremos primeiramente que, se f é de classe 
2 -C , entao para i -I j e À complexo na o nulo, temos: 
( 1. 9) 
l 
~ À 
com 
(1.10) 
x À( À1 (s)ds f e y 
o 
+À r 
o 
À. (s)ds 
J 
f(y)dy 
À r Àj (s)ds À L\,i{s)ds 
o f (x) 
e 
+ 
- e 
Àj(x)-Ài (x) 
JK .. (f,x,À) 
l] 
f (o) 
À . (o) 
J 
- À i (O) 
se O < x < Q, e IRe À I < a 
+ 
a >O, 
16 
onde IK 1 = lK 1 (f, Q., a) > O, I À. (x) I < M 
' 
para 
i= l, ... ,n. De fato, como 
I
X eÀ rÀi(S)dS +À r Àj(S)ds 
y o f (y) dy ~ 
o 
À Ix Ài (s)ds Jx À Jy(Àj (s) - Ài (s))ds 
~ e 0 e 0 f (y) dy ~ 
o 
d 
dy e 
À fy (À . ( s) 
o J 
temos integrando por partes que 
ll.ll) 
À.(s)ds 
J Ài(s)ds +À r o f(y)dy ~ 
l 
À 
ÀJxÀ.(s)ds 
e o J ----~f~(x~) __ __ 
Àj(xJ-Ài (x) 
À IxÀi(s)ds 
e o 
Ü < X < Q. e 
f (y) dy 
--=._f )..!!.( OLl --]-
1..(0)-)..(0) 
J ' 
1 
À 
ÀfxÀ.(s)ds ÀJY(À.(s)-À.(s))ds 
' IX J ' e 0 
0 
e 0 h (y) dy 
onde 
17 
h(y) 
Integrando novamente por partes o Último termo, obtemos que 
À Jx À. (s)ds Àr(À.(s)- Ài(s))ds 
1 ~ (X o J 
e 
o J o e h (y) dy = À 
Àf\.(s)ds À r À.(s)ds 1 o J h (x) ~ h (O) = e + e o + [-À2 À. (x) 
-À i (x) Àj (0) - Ài (O) J 
+ r o 
onde 
Àj(s)ds +À r À1 is)ds 
y g(y)dy 
g (y) = d 
dy ( h(y) ) Àj (y) - Ài (y) 
portanto chamando o termo entre colchetes acima de 
justificamos a igualdade {1. 9 ), e para O < x < R. e 
temos que 
~ij (f,X,À) I crMx[ I < e 2 sup 
o<x<R. À.(x)-À.(x) J ~ 
aM9. 
+ e sup 
o<x<!l., 
h (x) 
portanto para obter (1.10) basta tomar 
]K .. (f,X,À) 
~] 
IReÀI::_cr 
lgix) lt J 
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JK, = max sup 
o<x<~ 
h (x) aM~ 
e sup 
o<x<Q. 
lq(xll·~. 
i ;" j 
Começaremos a demonstração do teorema tomando 
isto é, 
Temos que 
portanto multiplicando esta igualdade por 
mos a 
-À r K1 (s)ds 
e o 
_L 
-À f\, (s)ds 
e 0 x 
-À I: K 1 (s) ds 
= e c 1 (y)X(y,À) dx 
logo 
-À r K 1 (s)ds 
e 
0 X(x,À) =I+ r
x 
-À JYK 1 (s)ds 
e o 
ou melhor 
X(x,À) =e 
ÀCK,<•ld• 
!o 
Àfx K 1 (s)ds rx 
+ J e y 
o 
C 1 (y) X (y, À) dy 
c 1 (y)X(y,À)dy 
chega-
segue daí, que 
X 
11.12) 
ÀJ K 1 1s)ds 
= e 
0 
- X (x, À) + 
o 
x À[\ 1 1s)ds ( 
+ t e y C 1 ly) Y 1 lx, À) 
Analisaremos primeiramente a matriz 
11.13) 
À [\1 ls)ds C e Y C 1 ly)X0 1x,À)dy 
que possui na posição ij o termo 
X À ( 
J e J Y 
o 
À. ls)ds 
1 
À • I s) ds + [y a .. I s) ds 
J JJ 
o dy = 
À[xÀ.Is)ds 
= fx e Y l + À [Y À . I s) ds o J a .. ly) 
1] 
f ya .. {s)ds o JJ 
·o 
para i j temos 
À[xÀ. ls)ds Jya .. ls)ds 
IX l ll o o e aii(y)e o 
À. (s)ds + fx a .. (s)ds 
~ o ll 
e 
Àfx À. ls)ds 
=e o -l ix d~ 
o 
À. ls)ds 
1 
19 
dy. 
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isto é, a diagonal da matriz (1.13) e igual a diagonal de 
K 1 (s)ds 
' 
para i f:. j, usamos a igualdade dada em ( 1. 9) com 
f (y) = aij (y) e r.
Y a .. (s)ds 
o JJ 
de modo que a igualdade (1.12) fica 
Y1 (X, À) = 
+ 
À f\. (s) ds rxa .. (s)ds 1o J Jo JJ 
aij (x) e 
l 
e 
À 
l 
-]J( .. 
À2 ~J 
(a .. (·) 
>] e 
!·a .. (s)ds o J J 
rx t..Jx K 1 (s)ds 
+ J e Y C 1 (y) Y 1 (y, À ) dy 
o 
- e 
X' À. ) 
ifj 
aij (0) 
À. (0) -À. (0) J , 
+ 
onde a primeira matriz dessa soma possui a diagonal nula. 
Colocando 
z 1 
y1 = -À- obtemos 
+ 
1 
T 
onde z1 deve satisfazer 
(1.14) 
/ ÀJ\. (s)ds (ajj(s)ds 
o J a .. (x) e 0 
e ~1~--------------
À r\ (s)ds a .. (0) 
_ e o _ _;12_ ______ _ 
Àj (x)- À i (x) 
1 
+ T lKij (aij (•) 
r· a .. (s)ds Jo JJ 
e , x,À) 
f
x À r 
+ e y 
o 
K 1 {s} ds 
C1 (y)Zl (y,À)dy. 
À. (0)- À. (O) J 1 
+ 
21 
+ 
Procuraremos então determinar numa matriz x 1 (x,À) tal que, para 
À ~O, deve satisfazer 
( 1.15) 
+ 
onde 
e 
ÀJxÀ.(s)ds 
o J a·. (x} e 
1] 
(X a .. (s)ds Jo JJ 
À. (x) - À. (x) 
J l 
ÀfxK1(s)ds r e y CJ(y)Xj(y,À)dy + 
o 
À roxÀi (s}ds J. aij (0) 
- e --~----
1 
À 
À. (0)-À. (O) 
J l 
+ 
i ;':i 
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(1.16) 
com 
JK 2 =TI< 2 (t,o) >o. 
Procuraremos X1 (x,À) na forma de uma sorna 
l 2 
= X r (x,À) + X1 (x,À) 
onde 
e 
À.(s)ds 
J 
À. (s)ds 
l 
temos então que 
À Jx K 1 {s) ds ~c e Y 
x À Jx K 1 (s)ds 
+ J e Y 
o 
n x n 
n x n 
e o problema pode ser dividido em duas partes: 
l a . , PARTE. A matriz 
X À fx K 1 (s) ds 
J e Y 
o 
possui na posição ij o termo 
À Jx À. (s)ds 
f
x l . 
e Y aik (y) 
o 
À.(s)ds 
J 
À . (s) ds 
J 
akj (y)dy = 
n 
= l: 
k=l J
x À Jx Ài {s)ds + 
e Y 
o 
aik(y)akj (y)dy 
que para i I j, através da igualdade (1.11) com 
f (y) = aik (y) akj (y)' 
pode ser transformado numa expressao em 1 
À do tipo 
l 
À 
23 
Yij(x,À) 
satisfazendo (1.16), qualquer que seja akj (y) continuamente di-
ferenciavel considerada, logo podemos tomar 
(1.17) 
que os termos i I j de 
f
x 
ajj (s)ds 
a .. (x) e 0 
l i ,. j 
24 
serao eliminados pelos termos da matriz e esta-
remos de acordo com a igualdade (1.15). Na posição :Li temos o 
termo 
I
X À r Ài (s)ds 
e o 
o 
portanto para X l (x, À) satisfazer (1.15) procuraremos 
que satisfaça 
isto é 
n 
:!: 
k=l 
n À Jx 
:!: e o 
k=l 
logo, resolvendo achamos 
"ii (x) = l c :!: 
k;'l 
À. (s)ds 
1 r 
o 
a.k (y)ak. (y)dy 1 ], 
- {aii (s)ds J 
e o 
Jxa .. (s)ds 
e o l.I. 
como aki (y), para k I i, e dada por {1.17) obtemos 
(1.18) 
=e J:aii (s)ds 
a 2. PARTE: A matriz 
K1 (s)ds 
possui na posição ij o termo 
n 
L 
k=l 
ÀJx À. (s)ds 
J.
x 1 
e y 
o 
aik(y)aki (y) 
À i (y) - Àk (y) 
c, lylxi ly)dy 
Àk(s)ds 
skjly)dy= 
n 
L 
k=l 
X À r À i (S) ds + À ( Àk (S) ds 
f. e Y aik (y) Bkj (y) dy 
o 
dy 
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aqui, como na 1~ parte, podemos eliminar os termos para os quais 
k I i, usando a igualdade {1.11), portanto temos que considerar 
na posição ij somente a expressao 
xÀJxA.i(s)ds 
f. e 0 a .. (y)B .. Iy)dy o ~l lJ (k = i) 
logo para 
, 
X 1 (x,À) satisfazer (1.15) procuraremos B .. (x) lJ que 
26 
satisfaça, para i r j 
À r Ài (s)ds À r 
e o ~ij (x) o ~ - e 
+r e À( Ài (s)ds 
o 
isto é, 
s .. (x) ~ Jx a .. (y) ~ .. (y)dy -
~] o ~~ l.J 
portanto, resolvendo achamos 
(l.l9) 
- aij (0) 
e para i = j 
' IX A Ài(s)ds 
o ,, 
logo 
À. (s)ds 
l ai. (O) 
À . (o) -
J 
aii (y) sij (y)dy 
e 
a .. (0) 
l] 
c a .. (s)ds H 
. 
' 
+ 
Ài (O) 
(:L"' j) 
(i" j) 
( l. 20) sii (x) ,. o. 
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Determinamos dessa maneira, itens {1.17) a (1,20), a matriz 
X1 (x,À) satisfazendo o item ii) do teorema. 
Temos que 
X(x,À) l À 
onde Z1 (x,À) satisfaz {1.14), logo fazendo 
obtemos 
X(x,À) 
onde 
z 1 (x,À) 
=X(x,À)+ 
o 
l 
À 
l 
À x 2 (x,À) 
l X1 (x, À) + --=---
À2 
X2 (x,À) = À (Zl (x,À) - X1 (x,À)). 
Por (1.14) e (1.15) obtemos que 
+ 
onde 
l 
À 
X2 (x,À) 
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!Y .. (x,À)I < eaMx JK 3 se lJ 
e JK 3 > O 1 portanto 
IReÀI <a, a > D 
X 
ÀJK 1 (s)ds rx 
x 2 (x,À) = J e Y c 1 (y)X 2 (y,À)dy + R(x,À) 
o 
onde. 
portanto para os valores complexos de À. com IRe À I < a 
lx, (X, À) I < r eaM(x -y) lei (y) I lx, (y,À) lcty + eaMxJK, = 
o 
logo 
e-aMx lx,(x,ÀJI .::_JK, +r lc!(Yll e-aMy IXz(y,À)Idy 
o 
e aplicando a desigualdade de Gronwall obtemos;. 
-aMx 
e IX2 (x,ÀJI 
temos 
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portanto 
(~IC!(Ylldy aM~ lK lo 
< e 3 e = lK 
onde ]( =lK(t,o) > O satisfaz o item iii) do teorerp.a. o 
Como 
xi2 (x,X)N x (n-N) 
X(x,À) = X(x,O,À) 
x21 (x,À) (n-N) xN X'' (x,À) (n-N)x (N-N) 
podemos escrever, usando o teorema 4.1, que: 
x 11 (x,À) xii(xÃ) + 1 xfl (x,À) + 1 Xil(x,Ã) = o ' À À' 
xl'(x,À) 1 x{zcx,Ã) 1 Xi2 (x,À) = +- + À À' 
x
2 1 (x, À) 1 2 1 1 2 I (1.21) = +- x 1 {x,Ã) + x 2 (x,Ã) À À' 
x
22 (x,Ã) 22 1 22 1 22 = X0 (X,À) + x 1 (x,À) + 7 X 2 (x,À) À 
onde ij I limitado o ~. IRe À I limitado, IX2 (x,À) e para < X < 
- -
i, j = 1,2 e daí enunciar o seguinte corolário. 
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COROLARIO 4.1: A maLtiz p!Linc.ipal de .áoluç.Õe..á X(x,.y,À) do hi.á-
tema (1.4), X(y,y,À) =I, pall.a l ~ o, i dada po~ 
X(x,y,À) = 
011de. 
x 1 (x,y,À) 
x (x,y,t..) + 
o 
~[Xj(X,l)-
l 
l X r (x,y,À) + 
-j 
X (x,À)X (y,À) 
o o 
l 
e_ jx 2 (x,y,À) I ê. Limitado paJta O< x, y < t e jReÀI .tim.Ltada, 
e ainda mai.&, ~amo 
X(x,y,À) = 
o b.te.rno.& que 
xll (x,y,À) 
xll(x,y,À)NxN 
xzr (x,y,À) (n-N) xN 
l 
+-l 
xrz (x,y,À)N x (n-N) 
xz 2 (xty, À) (n-N) x (n-N) 
[Xi 1 {x,À)-
-1 -I -2 
-xll(xÀ)Xll(yt..) xll(yÀ) X 11 (yÀ) + termoem À 
o'o' 1' o' 
x 21 (x,y,Ã) = 
x 22 (x,y,À) -1 = x.; 2 (x,À)x.;• (y,À) 
x 22 (x À)X 22 (y À)- 1x''(y À) 0 I 0 I l f 
+-f- [xj 2 (x,À) -
-1 
x 22 (y À) + termo em 
o ' 
+ _L [ X 21 (x À) -À 1 ' 
+ 
l 
À [ x122 (x,À) -
x22(y À)-l +termo em 
o ' 
c.om a.& ma.tJz.-i.ze.-6 1'!.0.6 .te.Jtmo.6 e.m À - 2 .também l.J..m.Lta.da-6 pa.Jta. 
y < ~ IRe À I LLmLtada. 
DEMONSTRAÇÃO: Temos, pelo teorema 4.1, que 
X(y,À) = Xo(y,.\) + 
com 
portanto podemos escrever que 
l 
À x1 (y,À)+ 
l x2 (y,À) 
À. (s)ds + Jya .. (s)ds) l ll 
o 
-2 À 
-2 À 
-2 À 
31 
o < x, 
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-1 ( 1 -1 1 = X0 (y, À) I + x 1 (y,À)X0 (y,À) + -- X 2 (y,À)X (y,À) À À2 . o 
-1 ( 1 -1 1 R (y, À)) -· X0 (y, À) I - T X 1 (y, À) x0 (y, À) +-À2 
pois, para I À I grande com IRe À I limitado, a invE~rsa 
e dada pela série 
00 
2: 
n=O 
1 
À 
-- l 
x 1 (y,À)X (y,.\) -o 
-1 
x 2 (y,.\)X0 (y,.\) 
Xz (y,À)X (y,À) 
o 
-
-1 
r1 
)
n 
e ainda mais, a matriz R(y,À) é inteira em À com IR(y,À) I li-
mi ta do para O .:::_ y .:::_ J!, e IRe À I limita do. Obtemos dess.a maneira 
·~1ma expansao para a matriz À f:- O, dada por 
-1 -1 
X(y,À) =X0 (y,À) -
1 -l -1 1 -X (y,À) X 1 (y,.\)X (y,À) + - X 2 (y,À) À o o À 2 
onde 
X 2 (y,À) 
-1 
=X (y,À) R(y,À). 
o 
Corno 
X(x,y,,\) -1 ~ X(x,À)X(y,À) 
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temos, multiplicando as expansoes j ã obtidas, a . expansao de 
X(x,y,À) dada no corolário. Para obter a segunda parte, observa-
mos que 
(x11 (x À) 
o ' 
X0 (x,À) ~ 
o 
o 
x 2'(x À) 
o ' 
xi 1 (x,À) j 
-1 
x,;1(y,À) o 
X0 (y,À) 
-1 
~ 
x 22 (y À) -1 o 
o ' 
xi2 (x À) 
1 ' 
e dai substituindo na expansão de X(x,y,À) e efetuando as opera-
ções indicadas obtemos as expressões de ij x (x,y,À)i i,j = 1,2, 
colocadas no corolário. O 
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5. DISTRIBUIÇÃO DO ESPECTRO DO OPERADOR A E DECOMPOSIÇÃO DO 
ESPAÇO DE HILBERT H EM SOMA DIRETA DE SUB-ESPAÇOS 
INVARIANTES POR A 
Sabemos, pelo parágrafo 2, que o espectro a(A), do ~perador 
A é formado pelos zeros da função inteira h(À) onde 
hiÀ) = detHIÀ) 
com 
H(>..) = x21 (i,>..)E + x22 (.Q.,>..) - oxl 1 (Q.,À)E- ox 12 (i, À) 
que pode ser expand.tda, usando (1.21), para À 'I O, na forma 
ll. 22) H I À) 
onde 
l 
À H2 1 À l 
e H2 (À) e inteira com 1Hz (À) I limitado para 
do. 
limita-
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Como 
xii(~À) 
o ' 
= diag e o cj\ '"""' C "u '""") 
À. < o' , i = 1, ... IN 
x 22 ( ~ À l 
o ' 
= diag e(<,'"""' (•a '""") 
À. > o, , i = N+l, ••• ,n 
e D e E sao matrizes constantes, podemos escrever que 
= det H
0 
(À) = 
com bk e wk reais, e ainda mais, usando a --:;xpansao (1.22), ob-
temos que 
(l. 23) l 
À 
com h 1 inteira e limitada em faix~verticais do plano complexo. 
LEMA 5.1: Se z = O /h0 (À) =O) e a < 8, então: 
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0/a<ReÀ<S t<ImÀ<t+l} 
quaique.Jt que ,::,e_ja t E lR. 
iii) Palta todo ó > O, e.xL6te. rn(ô) > o taf. que, -!>e 
dist(À,Z) > 6, 
então Ih (À) I > m(o). 
o -
DEMONSTRAÇÃO: Veja Levin [ll]. 
TEOREMA 5.1: 0,; ponta,; da e,;peetfto de A, a(A) ~ ( ÀI h(À) ~O), 
po~.t.uem pa.h..te. !te.a..t menott ou igual a w, e .óe. 
e1t:tão, o nume.Jt.o de t:'Len1eJ1.tof.l À E o(A), c.am a< ReÀ, e 6in.Lto. 
DEMONSTRAÇÃO: Que os pontos do espectro de A possue>.m parte real 
menor ou igual a w segue do fato de que A é o gerador infinite-
simal do C0 -Semi-Grupo T (t) satisfazento 11 T (t) 11 < Mewt. Para 
completar a demonstração, suponha que a quantidade de zeros de 
h (À) com o < Re À < w é infinita, então se (Àj) j E N e uma se-
quencia desses zeros, temos que ~ + 00 pois os zeros da função 
inteira h sao pontos isolados, e de (1.23}, que 
logo, como 
h (À.) = 
o J 
- l 
À. 
J 
ihi(À.)) é limitado, obtemos que 
J 
contraria o item iii) do Lema 5.1. 
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que 
TEOREMA 5. 2 (Divisão do Espectro): Seja r uma c.uJtva 6e.c.hada, .6.-im-
pie..&, di6e.Jte.nc.iave.l po!t pall.Xe.-6 do plano c.ornple.xo, ~ai que. h t- o 
em r. Ve.61n.Lmo.6 o ope.Jtado!t Line.a.Jt Pr, de.6in1do .óobJte. o e..&paç_o 
do H"-lbe!t.t H, pa!t' 
= -=-LJ R(À 'A)udÀ, 
2n i r 
u E H 
r oltie.ntada. no .&entido anti-hoJtáJtio. Então: 
i) Pr e. uma pJr..oje.ção tlne.a.Jt c.ontZnua 'de.6inida .6obJte. H. 
ii) Se x = Núc..te.a de. Pr e Y = Imagem de. Pr, .te.rno.6 que 
H = X ffi Y 
c.om X e Y .õub-e..&paç_ofl de. H inva.Jtia.nte.-6 em Jte..f.aç.ão ao ope.Jta.doJL 
A de .tal rnane.iJta que. a Jte..6tJtição de. A a X, que é um ope.JtadoJt li-
ne.aJt 6e.c.hado de.6inido num .&ub-e..&paço ve..toJtiai de.n.&o de. X, po.&.&ui 
e.&pec.ttt.o óoJLma.do pe..ta.6 ponto.6 do e..6pe.c..tJto de. A (ze.Jto.6 de h) que 
e..õ.tão óOJta da. C.lUtva. f, e. a. Jte.~.tfti.çâo de. A a. Y, é um o pena.doJr.. 
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finea.Jt L.i..mL:tado de.6.inido .õobJr.e. Y, CUJO e..6pe.c.tno e: &o!tmado pe..to.6 
ponto.& do e..&pe.c...tJto de A que. e . .& tão 110 J.nte.Jt-ioJr. da C.Ltltva r, 
iii) Se u 0 E X e t > O, .te.mo.6 que. 
l 
2TT i 
iv) Se 1.
0 
ê um ze.Jto 1.1J.mp.te..6 de. h e e. o Únic.o ze.Jr.o do ..i.n-
te.Jr.lo!t da C.Ultva r , temo.& que 
dim Y = L 
DEMONSTRAÇÃO: Para os itens i) e ii) veja (Kato [ 9 ] ) , para o 
item iii) veja (Ribeiro [19]) e para iv)
1 
temos por hipótese que 
com h* ~ O no interior de r , portanto podemos afirmar que 
H ( .\ ) e uma matriz c0m núcleo de dimensão 1. Por outro lado corro, 
o 
para .\E ~ com h(À) t O temos que 
onde 
~ X(x,À) (E~(O)) 
~ (0) IX (f 1 (y)\) + X(x,y,Ã) o g, (y) dy 
39 
~(O) - 1 ~ H(À) • Slf,g,À) 
com 
~ 
Blf,g,À) (n-N)x 1 ~ t [ (-x 21 (~,y,À) + ox' 1 (~,y,À)) f 1 (y) + 
e a Última parcela do operador resolvente e analítica no interior 
de r , vem, para {f,g) E H, que 
- 1 
2rri 
-1 EH(À) • S(f,g,À) 
- 1 
~ 
211 i 
-1 
H(Ã) • S(f,g,À) 
Fazendo 
temos que G (À) e anal i ti c a num domínio contendo r e seu interior, 
.40 
e 
Observe que a matriz G(À) também pode ser olhada como 
G (À) = l 
h* (À) 
adj H (À) 
onde adj H(À) é a transposta da matriz dos cofatores de H (À) , 
portanto temos que 
2n i 
l (EG(À) • S(f,g,À)) 
-"'--- X(x,À) 
À- Ào G(À) S(f,g,À) 
dÀ -l 
- residuo [ 
(EG(À) • S(f,g,À)) 
l=À 
l X(x,>.) = = 
À -À G (À) • S(f.g,À) o 
o 
c G (À 0 ) • S(f,g,À 0 )) 
= - X(x,À
0
) 
G (À • S(f,g,À
0
) ,• 
Como 
H(À
0
) • G (À
0
) = lim H (À) . (À - À )H(À)-l = 
À o \ o 
o 
= lim (À - À
0
)I = o 
À+ À 0 
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vem que a imagem de G(À 0 ) está contida no núcleo de H(À 0 ), por-
tanto 
logo existe 
modo que 
dim ( Im G (À I I ~ l 
o 
n-N 
a(À 0 ) E~ , gerador da imagem de 
onde k(f,g,À ) E ~. portanto 
o 
-k(fgÀI· • • o 
de tal 
donde podemos concluir que Y = Pr (H) tem dimensão 1 e é gerado 
por 
o 
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6. EXPANSÃO DO OPERADOR RESOLVENTE R (À , A) E ESTIM~TIVAS 
EXPONENCIAIS PARA O SEMI-GRUPO GERADO POR A 
LEMA 6.1: c. o mo no te.oli.e.ma 5. 1 e. a < a < S, e.ntão pMa 
o 
o~ vatoJte..6 c.omp.te.x.o.õ de. À .ta.L6 que. 
cx<ReÀ</3, h(À) r' o 
temo& que.: 
00 Àyk 
i) 1 :E = ak e com 
h 0 (À) k=1 
i i) IH (À)- 11 - .f. :m.U:ado e 
o 
iii) 
com IF(À) I Li.mi.:tado. 
e 
00 
:E 
k=1 
À r' o 
Re Àyk 
I akl e < 00 
1 
À z 
DEMONSTRAÇÃO: Os itens i) e ii) seguem do resultado de 
F (À) 
Pitt, 
veja [181. A expansão dada em iii) é obtida pelo mesmo processo 
usado na demonstração do rnrolário 4 .1. D 
Daremos no próximo teorema uma expansao para o operador re-
solvente R(À: A) do operador A, onde colocaremos somente as ex-
pressões da primeira componente desse operador, isto devido ao 
tamanho das expressões envolvidas e do fato que a segunda 
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-componente, tem o mesmo tipo da primeira, nao necessitando por-
tanto de uma anâlise especial. 
TEOREMA 6.1: Se_Ja a
0 
c.omo n.a te.ohe.rna 5.1. PaJta o.b valoJte..b À E «:: 
tai._.õ que. 
h (À) = det H ( \) f O a
0 
< Re À 
temo.b, paha (f,g) E H e À/O, que. 
+ 
onde. 
- limitado paJta e 
e.n.tão 
l 
\ 
ao 
R ( \ 
o 
; A) (~) + 
R,(\:A)(~) 
11 R2 (\ 
< a < Re À < s 
Ro(\ ; A) (~) = 
R1 ( \ ; A) (~) = 
e. ainda .6 e. : 
( ::) 
( ::) 
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~ '(x) 
-l J 
- x~ 2 (~,À)X~' (y,Ã) g 1 (y) dy 
-1 f~ { [ 21 11 ~~ (x) = X~ 1 (x,À)EH0 (À) 0 - X1 (~,À) + DX, (~,À) + 
. ( [nx~J (~,À) • 
o 
- xzz (~,À)X22 (y,À)- 1g 1 (y)J dy + o o 
(::) = 
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DEMONSTRAÇÃO: Temos, pelo parágrafo 2, que a primeira componente 
do operador resolvente é 
[ x 11 (x,À)E + x 12 (x,À)J w (O) + 
onde 
>);(O) ~ H(À)-l ( [ (- X21 (~,y,À) + DXll (~,y,À)) f 1 (y) + 
logo para obter a expansao dada neste teorema, basta substituir 
nas expressões acima, as expansões colocadas em (1.21), no Colá-
rio 4.1 e no Lema 6.1. O 
TEOREMA 6.2, 
r = [ 0: 1 b] X [ - T 1 T J 
o ~e.tânguio do plano eomptexo, onde. a
0 
< a, h(À) nao ~e anula em 
Re (À) = a, b > max {O, w} e r > r , de. modo que r contenha e.m 
o 
-6eu. .<.nte~t.<.oJL .todo-6 0.6 ze.II.o-6 de. h c.om paiL.te. !Leal maio!!. que. a. En-
tão, -6e X= Núcleo de Pr dado pelo .te.olle.ma 5.2, te.mo-6 que 
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T(t)u ~ l 
2 ni 
pa.!ta. e t > O. 
DEMONSTRAÇÃO: Se a > max {O, w } o teorema é imedlato. Caso con-
trário, usando os teoremas 5. 2 e 3.1, temos para obi:er que 
a+ico 
T (t) u ~ ~l.__ f eHR(À :A)udÀ a-ioo 2ni 
se u E V(A2 ) ~X e t > O, basta mostrar que 
b 
aR 
onde dR± indica os segmentos do plano cem--
plexo com extremidades + . a _ J.r e b ± ir 
respectivamente, e para isto é suficiente 
verificar o termo em Ào do operador re-
solvente, R (À :A)u, dado no teorema 6.1, que envolve expressoes 
o 
do tipo 
ü (x) 
que pode ser simplificada para a forma 
~ 
h(y)dy 
S(x,À) r 
o 
~ 
f(y)dy 
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onde I B (x,À)) é limitado se O < x < J1, e a < Re À < b. Podemos 
supor, sem perda de generalidade, que f é continuamente diferen-
ciavel e daí, como ~ ~ O, através de uma integração por partes, 
podemos mostrar que 
[slx,À) 
~ 
completando a demonstração. O 
f (y) dy J d À 1 < K(t) l 
r 
TEOREMA 6.3: (E.6:t.i.ma.t.<.va. e..xpone.nc..ia.ll: Seja a .ta..t que. a
0 
< a e 
h (!t) não .fie. a.nuf.a em Re À = o:. E.óc.oihe.mo-6 r 0 :tal que. 
c.on:te.nha em .6eu .Ln:te.n-i..olt todo!l o.ó Ze.JL0.6 de. h c..om pan:te. ne.a.t mai..oJL 
que a. Então exúte K [que depende de a) tal que 
IIT(t)u li H < at Ke lluiiH' t > o 
2 u E V(A ) n X, onde. X = NÚcleo de Pr 
DEMONSTRAÇÃO: Pelo Teorema 6. 2, temos para a e u nas condições 
acima, que 
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T(t)u = 1 fa+ioo À.t -"--- e R(À 
2 lf i a-ioo 
:A)udÀ, t > o. 
Usaremos a expansao do operador resolvente, dada no Teorema 6.1, 
para obter a estimativa exponencial colocada no enw1Ciado. Aqui, 
como no Teorema 6.1, trabalharemos somente com a prtmeira campo-
nente do resolvente. A estimativa para o termo em -z À é: inediata, 
para os termos em Ào e -I À veja os cálculos abcüxo: 
1 ~ PARTE: O termo em À 0 envolve expressoes do tipo: 
-À r~ 
e 0 h (y) dy 
onde a, b e i1 sao funções contínuas definidas em [o 1 Q.. 1 I 
yk E m e ~ ;1: O, logo a estimativa exponencial para este termo 
pode ser justificada usando a integral pho:tõ:t-tpo seg·uinte: 
l 
2ni 
e fazendo À = a + is e r X "fl + J(Q_ \J = C (X) 1 teffiQS 
Jo o 
que esta 
jntegral pode ser colocada na forma 
( l. 24) 1 
2rr 
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oo ay 
a(x}eat eac(x) ~ ake k 
k~l 
-a r~ 
lim e 0 h(y) f
r is(t 
-r e 
+ c(x) + yk-JY ~) J 
o ds dy 
r+oo 
resolvendo a integral em s, obtemos que a segunda linha de (1.24) 
é igual a 
-a r~ 
(l. 25) lim tb(y) e 0 h(y) 
r+co o 
2 sen r(t+c(x) +yk- r w) 
o 
t + c (x) + yk - r~ 
o 
dy 
fazendo h ~ o fora do intervalo [ o' t J e colocando z ·= 
temos que y ~ i; ( z) com 
que (1.25) e igual a 
corno, vale a fórmula 
senr(9 - z) 
8 - z 
r, continuamente diferenciavel de 
senr(t + c(x) + yk - z) 
t +c (x) + yk - z 
V (z) dz 
dz = ; [ f(8 +O) + f(S - O)] 
r~. 
o 
modo 
se f é de variação limitada, veja [211 pg. 25, temos que (1.26) 
é igual a 
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-a (t+c (x) +yk) 
e r;' (t + c (x) + yk) ' 
[ hl~lt + c(x) + yk + 0)) + h(~(t + c(x) + yk- 0))] 
e esta expressao é nao nula somente se O~ ~(t + c(x) + yk) < i 
portanto t + c(x) + yk também é limitado e levando em conta que 
podemos escrever que (1.24) em módulo -e menor 
ou igual a 
e daí obter finalmente que ~ 
11 2~ i fa+ioo Àt [ ÀC(x) e a (x) e a-ioo ( 00 Ày ) L ak e k k~l 
< Ke"tllh 11 L' . 
a 2. PARTE: As matrizes que entram no termo em 
-1 
À do operador 
resolvente dado no Teorema 6.1 possuem em cada posição expressões 
do tipo 
a(x)eÀy(xl, l; 
k~l 
b(y)eÀS(y) 
c 
--
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logo após efetuarmos as operaçoes indicadas no referido teorema, 
vamos obter uma matriz que em cada posição possue uma soma finita 
de termos do tipo 
l 
À ( ) 
À y (X) 
a x e J1b(y)eÀB(y) h(yidy 
o 
logo uma integral p~otôt~po, para este caso, terá a forma 
(1.27) l 2 ni . \ a(x)eÀy(x) ~ "ke k b(y)eÃB(y) h(y)dy dÃ fa+ioo[ Àt ( oo Ày) fl J a-1 00 k=:l o 
onde a, y, b e 13 sao contínuas em [ O,Q.J. Fazendo À = a + is 
em (1.27) obtemos 
(l. 28) 
lim 
r+oo 
is (t +yk +y (x) 
e 
a + is 
Não é difícil calcular e obter que 
+ B (y) 
ds J dy. 
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1 J.r lim 2TI 
r-+a:> -r 
is(t + yk + y(x) + S(y)) 
e 
a + is 
ds -
. -a(t +yk +y(x) +S(y)) 
1e se a(t + yk + y(x) + Sly)) >O 
= % 
o 
logo 
l lim r~oo 1 '"2iT 
se (t + yk + y(x) + S(y)) =O 
se a(t + yk + y(x) + Sly)) <O 
is(t + yk + y(x) + S(y)) J:r_:e _________ a __ + __ i_s __________ __ < 1 
e dai segue que (1.27) em módulo é menor ou igual a 
logo existe K1 tal que este termo é menor ou igual a 
portanto 
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1 Ja.+io;l[eÀt /.. (x) 
........, - a(x) e Y 
27Tl. ' À 
a-l.co 
< Ke 0 t llh 11 Lz t > o. o 
COROLÁRIO 6.1: Com a6 rne~ma~ h~pôte~e~ do Teokema 6.3, temoh que 
exi.óte K -tal que 
at IIT(t)uiiH < Ke llull H t > o 
pa!La. u E X = Núcleo de P f' • 
CAPITULO II 
BIFURCAÇÃO DE HOPF EM ESPAÇOS DE DIMENSÃO INFINITA 
COM PERTURBAÇÃO NA PARTE ILIMITADA 
l. DIFERENCIABILIDADE EM RELAÇÃO AO PARÂMETRO 
Seja (W, 11 11) um espaço de Banach e [ -11,n J, n > O, um in-
tervalo real. Suponhamos que para cada r E f -n, n ] , temos um 
operador linear fechado A{r), definido num sub-espaço vetorial 
V (A (r) ) = V (independente de r) , denso em W, e com valores em W 
tal que: 
(HA-1) O ope.JtadoJt A(r), r E [-n,nJ, e 6oJtte.me.nte. c.ovdinu..ame.n.te. 
d-i.óe.Jte.nc...i.ave..t em V, i..!J:to ê., a fiunç.ão u(r) =A(r)u patta 
u E V ê c.ontinuame.n.te. dlóe.JLe.nc.ia.ve..t e.m [ -ll,ll] com 
u'(r) =A'(r)u. 
Temos portanto, que A' (r) é um operador linear definido em V, 
fortemente contínuo em V. Indicaremos por p o conjunto formado 
pelos valores complexos À tais que 
mitada -I R{À :A{r)) ~ {À- A{r)) 
À - A(r) possui inversa li-
para r E [-n,nJ. 
TEOREMA 1.1: Na.-6 c.ondlç.Õe..õ acima, .6e À E p, .te.mo.6 qu.e.: 
i) A(r)R(À: A(s)) e. um ope.ttado!t line.att limitado de.6inido 
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em W, c.on.tZnuo na. no!Lma do e..ópaç.o .f (W,W) do.ó opeJtadoJte..ó 
t~ne.atLe..ó tim1tado.ó, em ne.faç.ão a r e s, -n ~r, s < n. 
ii) A(r)R(À :A(s)) e R(À :A(r)) .óa.o 6otL.te.me.nte. di6e.tLe.nc.iave.i.ó 
em Jte..tação a r c.om 
a; ( A(r)R(À :A(s))) ~A' (r)R(À :A(s)) 
a 
ar (R(À:A(r))) ~R" :A(r))A'(r)R(À :A(r)) 
e ainda. mal.& A' (r) R (À : A (s) ) e um o pe.Jta.doh Li..ne.a.!L l1m-t-
tado óotL.te.me.nte. c.on.tZnuo c.om 6unç.ão da.ó dua.ó vatLiâve.l.ó r 
< s. 
DEMONSTRAÇAO: Para a demonstração veja Krein [ 101 , páginas 
176 - 180. 
Em particular, segue desse lema e do Teorema de Banach-
Steinhaus, que A' (r)R(À :A(r)) e uniformente limitado, 
liA' (r)R(À :A(r))II~(W,WI <C r E [-n,nl. 
Suponhamos ainda que: 
(HA-2) O ope.Jtado-'l. A (r) ê. o gcuwdoJt ..i.n6..i.nite..ó..i.ma..e. de. um Semi-
T(r,t); t > o 
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.tal que 
t > o 
onde M e B ~ão c.onó.tan.te.-6 po-6-Lt.ivall que. .-Lnde.pe.ndem de. r. 
OBSERVAÇÃO 1.1: Para simplificar as expressoes deste parágrafo, 
vamos supor, sem perda de generalidade, que O E p, de modo que 
-I A (r) ; r E [-11, nl 
é um operador limitado. 
TEOREMA 1.2: Na.6 c.ondi..ç,Õe.-6 ante.Jtiolte.-6, te.mo-6 que.: 
i) Se em { ~ n, 'l ], quando n --+ oo, e.ntã.o 
T(rn,t)w-+ T(r,t)w, t > O, W E W 
quando n 4 oo, unlóoJtme.me.nte. em t e w pa!La tE[O,T], 
T>O,e.wEJK onde. JK é: um -6ub-c.onjun:to compacto de. w. 
ii) T(r,t) 
oom 
( T(r,t)u) ~ JtT(r,t -s)A' (r)T(r,s)uds, 
o 
u E 0. 
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DEMONSTRAÇÃO: i) Como A ( ·) u é contínuo se u E V 1, segue do te<:r 
rema de aproximação de Trotter, veja 3.4 de Pazy [17] que 
T(r ,t)w ~ T(r,t)w 
n 
quando n _,. oo, uniformemente para t em intervalos limita dos e 
w E W. Logo para w E IK existe nw tal que 
se n > nw 
B0 (w) é a 
mos que 
11 T (r ,t)w - T (r ,t)wll < e/3 
n 
qualquer que seja t E [O,T]. Para 
bola aberta com centro em w e raio 
w' 
8 
IIT(r ,t)w' - T(r,t)w'll < IIT(r ,t)w' - T(r ,t)wll + 
n n n 
+ IIT(rn,t)w- T(r,t)wll + IIT(r,t)w- T(r,t)w'll < 
< 
se 
2MeBT llw' - wll + IIT(r ,t)w- T(r,t)wll < e: 
n 
n > n 
- w 
Eõ B0 (w). onde 
E te--· 
3MeST ' 
As bolas Bô (w) cobrem o compacto TI<, logo toma.ndo a subco-
bertura finita B6 (wl), ..• ,B0 (wk) e 
n
0 
= max { n , . . . , n } 
wl wk 
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temos, para n > n
0 
, que 
IIT{r ,t)w- T(r,t)wll < E 
n 
para todo t em [ O, T] e todo w E lK • 
Para o item ii) temos de mostrar que 
(1.1) 
t 
T(r + h,t)u- T(r,t)u- h J T(r,t- s)A'(r)T(r,s)uds 
o 
e o(h) quando h~ O, para tE [O,T], T > O. Usando o 
4.1, pg. 87 de Pazy [17] temos que 
A- 1 (r+ h) I T(r + h,t) - T(r,t) J A- 1 (r)w = 
vale para w E W e t > 0 1 portanto tomando w E w tal que 
-1 
u = A (r)w 
podemos escrever que 
T(r + h,t)u- T(r,t)u = 
=A(r+h) JtT(r+h 
o I -1 -1 J ··s) A (r) -A (r +h) T(r,s)wds 
Lema 
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e usando que A(r) é um operador fechado e comuta com T(r,t) em 
V, para r E [-n.n 1 e t > O, obtemos que 
T(r + h,t)u- T(r,t)u = 
= t T(r +h,t- s)[ A(r +h) 
o 
- A(r) A (r)T(r,s)wds J -I 
r:;ortanto, como 
-I A (r) também comuta com T(r,t), tt:!mos que (1.1) 
É: igual a 
rT(r +h,t -s)[ A(r +h)A-l (r) -A(r)A-I (r) -hA' (r)A-I (r)]T(r,s)wds 
o 
ft [ J -1 -1 +h T(r+h,t-s)A'(r)A (r) -T(r,t-s)A' (r)A (r) T(r,s)wds o 
a segunda parcela da soma acima e o(h) pelo item i) desse teo-
rema e pelo Teorema 1.1, para a primeira parcela, observamos que 
d -I ~ A(r + 8h)A (r) T(r,s)wd8 = 
=h ( A' (r+ Gh)A __ , (r)T(r,s)wd8 
portanto 
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-I [ A(r + h)A- 1 (r) 
- A (r)A (r) -l J 
- hA' (r)A (r) T(r,s)w = 
= h r [A' (r + 6h)A-l (r) - A' (r)A-l (r) J T (r,s)wd6 
o 
como {T (r,s)w: O < s < T} é compacto em W temos que este ter-
mo e o (h) quando h -+ O, uniformemente em s, para 
logo a primeira parcela da soma acima também é 
h-+ O, completando a demonstração do teorema. o 
o (h) ' 
Segue dos Teoremas 1.1 e 1.2 o seguinte corolário: 
O < s _:, T, 
quando 
COROLÂRIO 1.1: Se f(r,t} e QOntinuame.nte. difie.~e.nc.iave.i em r ~ 
t, paka r e [-n,nl e t > O, e À E p, então 
T(r,t)R(À :A(r))f{r,t) 
e c.onLi.nuarne.nte. d.lfie.Jte.nc.lave.l. em tte.la.ç.ã.o a. r e a t. 
Consideremos o problema de evolução a valores iniciais nao 
linear em w. 
(l. 2) 
dw 
dt = Aw + f(t,w) 
w(O)=w
0 
onde A é o gerador infinitesimal de um Semi-Grupo, fortemente 
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contínuo T(t) e f é uma função contínua de [O,TJ x w em w. 
DEFINIÇÃO 1.1: Uma óun~ão continua w(t), O< t < t 1 é chamada 
de_ .õo.tuçéio "m.Ltd" do ptr.ob.te.ma a valo!Le-6 inc.1ail.l (1.2) 
l.lati-66az a equação inte.gtr.a.t 
t 
w(t) = T(t)w0 + t T(t- s)f(s,w(s) )ds. 
w (t) 
Nessas condições podemos enunciar o seguinte resultado& 
TEOREMA 1.3: Se. w: {O,t 1 )-+ W ê. uma ,&O!uç.ão "m..i..!d" de. [1.2), 
w E V (A) 
o 
< f é c.ontinuame.nte. d-ióe/t.enc-i.âve.t, então 
lliWme.n-te. di6 e..Jte.nciâve.f.. 
w < c. anti-
DEMONSTRAÇÃO: Seja t 0 um ponto de (O,tl), mostraremos que w e 
continuamente diferenciável em [O, t
0 
1 • O próblema a valores 
iniciais 
dv dt =Av+ ft(t,w(t)) + fw(t,w(t))v 
v (0) = Aw + f{O,w ) 
o o 
possui uma solução "mild" v{t) contínua em é 
mostrar que w(t) é diferenciável com ;,(t) = v(t), para isto, con-
sideremos 
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Rh (t) ~ w(t +h) - w(t) - hv(t) 
logo 
(1. 3) w(t +h) - w(t) ~ Rh (t) + hv(t) 
e temos de mostrar que 11 ~ {t) 11 e o(h) quando h ~ O, 
f
t+h 
~(t) ~ T(t + h)w0 + 0 
T(t +h- s)f(s,w(s)) d·s-
- T(t)w0 + J: T(t- s)f(s,w(s))ds-
- h T (t) (Aw + f(O,w )) -
o o 
Notando que 
ft T(t- s)f(s + h,w(s +h) )ds 
o 
podemos escrever que 
J.
t+h 
~ h T(t +h- s)f(s,w(s)) ds 
'1, (t) = T(t) [ (T(h) - I)w
0
- hAw
0
] + 
(1. 4) 
+ t [T(t +h- s)f(s,w(s))- T(t)f(O,w
0
)J ds + 
o 
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+ CT(t -s{ f(s +h,w(s +h)) - f(s,w(s +h)) - hft(s,w(s))Jds 
+ tT(t-s{f(s,w(s +h)) -f(s,w(s))- hfw(s,w(s))v(s)J ds 
o 
as três primeiras parcelas sao o(h) quando h ~ O, com relação à 
última parcela, observamos que 
f1 d f(s,w(s +h))- f(s,w(s)) = 0 dO (f(s,Sw(s +h)+ (1 -·S)w(s)) de= 
1 
= t fw(s,Sw(s +h)+ (1- 8)w(s)) • (w(s +h)- w(s)) d8 
colocando 
1 
S(s,h) =f fw(s,Sw(s +h)+ (1- S)w(s)) d8 
o 
temos, pela continuidade de fw(s,w) e pela cómpacidade 
{w(s) : O < s < t } que fw(s,w) é limitado para 'V.' numa 
- o 
de 
vizi-
nhança de {w(s):O<s < t } 
o 
de modo que, para h suficiente -
mente pequeno, o operador S(s,h) é uniformemente limitado, 
O< s < t 0 , e S(s,h) é fortemente convergente para fw(s,w(s)), 
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portanto usando (1.3) podemos escrever que 
f(s,w(s +h))- f(s,w(s)) = S(s,h)Rh(s) + hS(s,h) • v(s) 
por (1.4) que 
Rh(t) = rT(t -s{ S(s,h)Rh (s) +h(S(s,h)) -fw(s,w(s))v(s)]ds + o(h) 
o 
portanto 
t ll~(t)ll < Kf IIRh(s)llds + o(h) 
o 
logo, obtemos que 
Kt 
IIRh(t)ll < e 0 o(h) 
completando a demonstração. O 
Consideremos agora o problema a valores iniciais 
em W 
(l. 5) 
dw 
dt :o=o A(r)w + f(r,w) 
perturbado 
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onde A(r) satisfaz as hipóteses {HA-1, 2) anteriores e f(r,w) é 
uma função contínua de [-n,nl x w em w. 
TEOREMA 1. 4: Se e c.ontZnua pa!La 
r E [-n, n], f(r,w) é. c.on..t-i.nuame..nte. d-i6e.Jte.nc.-<.áve.i e w(r,t) é uma 
6otução "mi..td" de. (1.5) c.on..t1nua e.m r e t paJr.a r E [-n,nl e 
tE [O,t ] , e.n.tã.o w(r,t) ê. c.ontirtuame.nte. d-i6e.Jte.nc.iâve.t em JLe.laç.ão 
o 
a t c.om ~(r,t) ~ .;.,.(r,t), quando r-+ r, unifiotr.me.me.nte. e.m t paJta. 
DEMONSTRAÇÃO: Temos pelo teorema anterior que, para cada 
r E [ -n, n J , w {r, t) é diferenciável em relação a t e se 
Wcr,t) = v(r,t), então 
v(r,t) ~ T(r,t)v0 (r) +I: T(r,t- s)fw(r,w(r,s)) • v(r,s)ds 
onde v
0
(r) = A(r)w
0
(r) + f(r,w
0
(r)) é contínua e v(r,t) é con-
tínua em t para r fixo. Para r e r em [ -n, n J temos que 
v{r,t) - v(r,t) = T(r,t)v
0
(r) - T(r,t)v
0
(r) + 
(1.6) + ( T(r,t -s)fw(r,w(r,s)) [ v(r,s) - v(r,s)] ds + 
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chamando de sr o operador, dado por 
t 
sru(t) = J T(r,t- s)fw(r,w(r,s) )u(s)ds 
o 
definido, sobre o espaço C{ [O,t0 ] ), das funções contínuas de 
[O, t 0 ] em W com a norma usual do supremo, temos que (I- Sr) 
é inversível com inversa (I - Sr)- 1 uniformemente limitada por 
uma constante k, para r E [-n,n], de modo que da igualdade (1.6) 
podemos escrever 
llv(r,tl - v(r,t)ll < 11 rr-
usando agora a continuidade de 
tos {v 0 (r) : - n < r :2. ll} e 
• (T(r,t) - T(r,t))v
0
(r)ll + 
- T(r,tlv (rllll + 
o 
v 0 (r) e a compacidade 
{v(r,sl : o < s < t } 
- - o 
dos conjun-
temos que 
o lado direito da desigualdade anterior tende a zero uniformemen-
te em t para t E [O, t 0 ] qUando r -+ r, completando a demonstra 
ção. o 
TEOREMA 1.5: (V~6<kenQ~ab~l~dade de Ponto F~xo, Dependendo de 
PaJt.âme.ttto} • 
Sejam X e. Y e.l!paç.ol! de. Ba.n.ac.h, A c Y abe.Jt-to e. 
,, ' ' ·i 
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~ a.LL6 á a.z e.ndo: 
i) F(•,x) A ~ X eon~Znua., x E X. 
ii) F(y,·) ; X -J" X c.ontlnua, y E A. 
iii) Pct4a. c.ada y E A, F(y,·) te.m um ponto fi..ixo x*(y) que. 
de.pe.nde. c.ont..inuame.nte. de. y. 
iv) Se F = {x* (y) : y E 11.} então F ê dlfie.Jte.nc.iâ.ve.l. em /[_e.-
tação a y, palta (y,x) E 11. x F com 
c.ontlnua. 
3F 
ay (• ,x*(•)) fi.-+ f. (Y,X) 
v) F e di6e.Jte.nc.-i,âve..t em Jte.laçã.o a x, c.am 
3F 
ax 
\ -1 (y 1 ~ x* (y2:) )} u~ 
Oo4me.me.nte. l...im..itada e óoh~e.me.nte. c.ontZnua e.m y 1 e Y2; 
Yl , Y2 E A. Então y --+ x* (y) ê c.orU:J.nuarne.nte~ di..6e.f{_e.nc.))i-
ve..t e.m Jte.laç.ão a y c.om 
d x* (y) 
dy =(r - 3F a x (y,x*(y))) -1 • a F ay (y' x* (y) ) • 
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DEMONSTRAÇÃO: Para y E A e h E Y temos, para t suficien -
temente pequeno, que 
x*(y + thl- x*(yl =.F(y + th,x*(y + thll- F(y,x*(yll = 
= F(y + th,x*(y + thll - F(y + th,x*(yll + F(y + th,x*(yll -
- F(y,x* (yl I = 
a F 
= (y +th,x*(yll • [x*(y +thl -x*(yl] + o(llx*(y + thl -x*(yllll ax 
+ 
a F 
a Y (y, x* (y I I • th + o (llt h 11 I 
e daí podemos escrever que 
x*(y + thl - x*(yl =(r ; ~ (y + th, x* (yl ~ - 1 • 
e como 
o(llx*(y + thl- x*(yllll +(r- o F a x 
[ : ~ (y, x* (y I I • th + o ( IIth 11 I J 
(y + th 'X* (y I ~ - 1 
----ª.!:_ 
ax 
~ -1 (y + th,x*{y)) • o ( 11 x* (y + thl - x* (yl 11 I = 
= o(llx*(y + thl - x*(ylll I 
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vem que 
x*(y + th) - x*(y) - o(ll x*(y + th) - x*(y)ll) = 
(1. 7) 
a F 
a x ) -I ['F J (y + th,x*(y)) • ay (y,x*(y)) ·th+o(llthll) 
Mostraremos agora que 
o(llx*(y + th) - x*(ylll) 
t 
~ o 
quando t ~ O, para isto, basta mostrar que 
llx*(y+t~)-x*ly) 11 
e limita do, quando t ......, O. Temos que 
llx*ly+th) -x*(y)ll < llx*(y+th) -x*(y) -olllx*(y+th) ·-x*(y)ll) 11 + 
+ llo(llx*(y + th) - x*lylll) 11 
logo 
llx*(y +th) -x*(y)ll < 211x*(y +th) - x*(y)- o(llx*(y +th) -x*(y)ll)ll 
}0 
para I tI < t
0 
t
0 
suficientemente pequeno, pois 
o ( 11 x* (y + th) - x* (y) 11 ) < 1 2 llx*(y+th) -x*(y)ll 
para 1t1 < t
0
• Portanto usando a igualdade (1.7) obtemos que 
11 x* (y + th~- x*(y) 11 < 
~ -1 [ aF (y+th,x*(y)') • ay (y,x*(y)) •h + o( 11 thll ) I ti J 11 
que é limitado, quando t ~O. Temos portanto da igualdade (1.7) 
que 
lim 
x* (y + th) - x* (y) 
= t~ o t 
=(r a F (y,x* (y) )) -1 ---a x 
e ainda mais, como 
yr- a F a x ) 
-1 (y,x*(y)) . 
a F 
a Y 
a F 
ay 
(y,x*(y)) . h 
(y,x* (y)) E .f, (Y,X) 
é continua, podemos afirmar que x*(y) e continuamente diferen-
ciável com 
dx*(y) 
dy 
2.!.. 
a x 
completando a demonstração. O 
TEOREMA l. 6 : 
(y, x*(y)~ -1 • à F 
ay 
7l 
(y,x*(y)) 
-w
0 
(r) e c.on-
-t..Lnua.me.nte di6eJte.nc.táve.l pa!La r E [ -n, n]; f (r,w) e con.t.i.nuament:e 
d-L6vr.e.nc...Lâvef. e pollLJui de!tlvadaLJ m.i~ta.LJ c.on.tZnua..t>; e w* (r,t) e 
uma Jo.tuç.ã.o "mif.d" de {1.5), c.on.tZnu.a em r e t patr.a. r E [-n,n I 
e t E [ O,t0 1, então w''' (r,t) é c.on.t..inua.rne.n-te. dlfie.Ju~nc.-<.âve.e na.õ 
dua-6 va.Jtiâvei.õ r e t com 
d w* (r ,i-l__ 
a t 
élw*{r,t) 
a r 
aw*(r,t) 
a t 
aw*(r,t) 
a r 
quando r-+ r, uni6oJtme.me.n+.e em t, palta t E [O,t
0
]. 
DEMONSTRAÇÃO: O Teorema 1. 4 garante a diferenciabilidade e a con-
tinuidade da derivada de w*(r,t) em relação a t. Para a dife-
renciabilidade em relação ao parâmetro r, consideremos o operador 
dado por 
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t 
F(r,w) (t) = T(r,t)w0 (r) +f T(r,t- s)f(r,w(s))ds 
o 
ternos que F é continua em cada variável, w* (r, • ) é ponto fixo de 
F (r, •), F é diferenciável em relação a w com 
~! (r,w) • u(t) = J: T(r,t -'s)fw(r,w(s))u(s)ds 
logo 
a F 
aw 
e o núcleo T(rl,t)fw(rl,w*(rz,s)) e uniformemente limitado 
e o < t, s < t
0 
a F 
aw 
Portanto a inversa 
para 
existe e é fortemente contínua em r1 e r 2 . Daí para aplicar-
mos o Teorema 1.5, temos que analisar a diferenciabilidade de F 
em relação ao parâmetro r, para (r ,w) E [- n, n ] x F, onde 
rE{-n,nll 
para isto temos que, w e continuamente diferenciável, e podemos 
escrever que 
F(r,w) (t) = T(r,t)w0 (r) +I: T(r,t- s)f(r,w(s))ds --
= T(r,t)w
0
(r) + rT(r,t -s)A(r)A- 1 (r)f(r,;r(s) )ds = 
o 
= T(r,t)w (r) - ft 
o o 
dT(rt-s) 
ds 
- 1 
• A (r)f(r,w(s))ds = 
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- 1 - l 
= T(r,t)w
0
(r) + T(r,t)A (r)f(r,w(O))- A (r)f(r,w(t)) 
+ Jt T(r,t-
o 
-1 
s)A (r)fw(r,w(s)) 
. 
w(s)ds 
logo F{r,w) é diferenciável em relação a r para (r,w) E [-n,TJl xF, 
pelo Corolário 1.1, e ainda mais 
a F 
ar (r, w*(r, • ~ 
e contínua em r, portanto, pelo Teorema 1.5, temos que 
r - w* (r, •) 
é continuamente diferenciável em relação ao parâmetro r, cornple-
tando a demonstração. D 
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2. BIFURCAÇÃO DE HOPF 
Nosso objetivo neste parágrafo é obter urna versao do teorema 
de Bifurcação de Hopf para a equação diferencial ordinária per-
turbada em W 
( 2 .l) dv ds ~ A(r)v(s) + f (r,v(s)) (s > O) 
onde W é um Espaço de Banach real, A {r) satisfaz as hipóteses 
HA-1, 2, mais a seguinte hipótese de decomposição do espaço: 
(HA- 3) o e.llpaç.o W pode. .6etL de.c.ompo~.:,:to. 
c.om p!Loje.ç.Õe..ó .óob!Le Xr e Yr, 6onte.me.n-te. c.att-t-i.nuame.n.te. 
difie.Jte.nc..iãve...L-6 e.m Jte.iaç.ão a r. c.om xr e Yr invaJLJ.antu em 
!te.laç.ão à A (r) e. ainda mai.ó 
IIT(r,t)xll < -at M 1e 11 X li 
palta todo x E Xr e t _::: O, onde. M1 > e. a > O 
c.on.ótante..ó que. independem de. r. Yr e um .óub-e..ópaç.o de. 
di_me.n.óão 2 de. w, c.om uma ba.t.e. {e 1 (r), e 2 (r)}, em fLe.ia-
ç.ão a quat a matJtiz da Jr..e..ó.tJLiç.ãa de. A (r) a Y " r 
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a(r) S(r) 
[ A(r)] = 
-B (r) a (r) 
c.om et(r) e S (r) c.ont-Lnuame.nte. d.{6e.Ae.nc.iâ.ve.i..r., e .6ati.6-
áazendo: 
i) a(O) =O, 
ii) S(r) r' O, rE[-n,nl 
iii) a' (OI r' O 
A função f : [- n, n ] x W -+ '.V, com componentes F X e fy em 
r r 
relação à decomposição em soma direta citada em (HA-·3) 
f (r,w) = f X (r,w) + fy (r,w) E Xr $ Yr 
r r 
satisfaz: 
(Hf-1) f po.6.6Ui de.Jtivada.s c.ontZnua.6 a.tê. a .6e.gunda. oJLde.m e.m Jt.e.-
ta~ão a r e. w. 
IHf-2) f (r, O) = o' r E [ - n, n 
_li 
afy 
,Hf-3) (0 'o) o r (r,O)/. o, r E [ -n, n I = = aw 3w y 
r 
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(Hf-4) Ex.itJ.tem L > O e 6 > o, .ta.-tl.l que 
o 
(r,wl)w-
3 fx 
""'a""'w:_r_ (r , w 2 ) w li < 
i = 1,2. 
Dentro dessas hipóteses estamos interessados nas possíveis so-
luções periódicas da equação (2.1), como esta equação é autônoma, 
nao conhecemos as priori o per!odo de tais soluções, introduzire-
mos então um novo parâmetro p na equaçao, relativo ao período, 
colocando 
s=(1+p)t, p > - 1 
(2. 2) 
w(t) = v((1 + p)t) 
com essa mudança de variável (2.1) fica equivalente a 
. 
I 2. 3 l w(t) = (1 + p)A(r)w(t) + (1 + p)f(r,w(t)) 
onde o ponto indica derivação em relação a t. 
Observe que a cada solução w-periódica de {2.3) temos em cor-
respondência, através da mudança de variável (2.2), uma solução 
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( 1 + p)w- periódica de (2. 3). Nosso procedimento então será o de 
buscar soluções de (2.3) w -periódicas para um w conveniente. 
o o 
Com relação a decomposição em soma direta e a base 
{e 1 (r),e 1 {r)} dadas em (HA-3), fixaremos algumas notações: 
l. x(r,t) e y(r,t) para indicar as projeções de w (t) E W 
em Xr e Yr respectivamente, de modo que 
w(t) = x{r,t) + y(r,t) E Xr $ Yr 
l. (Y1Ir,t\ 
Y2 Ir ,tJ 
para indicar as coordenadas de y(r,t) em relaç.3.o a base 
{e 1 (r),e 2 (r) }, identificando portanto y(r,t) com 
(
Yllr,t) ' 
Y2 (r ,t) 
identificação esta que sera usada até o final deste capítulo. 
3. Da mesma maneira que em 2., 
2 fy (r,w(t)) 
r 
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indica as coordenadas de fy (r, w(t)) 
r 
em relação -a base 
Nessas condições a equação {2.3) e equivalente as equaçoes 
abaixo em Xr e Yr 
( 2 • 4) 
~(r,t) = (1 + p)A(r)x(r,t) + (1 + plfx (r,w(t) l 
r 
y(r,t) = (1 + p)A(r)y(r,t) + (1 + plfy (r,w(t)) 
r 
em coordenadas a segunda equaçao de (2.4) fica 
. 
Y1 (r,t) Y1(r,t) 
l 
fy (r,w(t)) 
r 
(1 +p)[A(r)) + (1 +p) 
. 
Y2 (r,t) y 2 (r,t) 2 fy (r,w(t)) 
r 
Trabalharemos com essa equaçao na seguinte forma 
• Yl(r,t) Y1 (r,t) 
I 2 • 5 l = [A(O)] + g(r,p,w(t)) 
• Y2 (r,t) Y2 (r ,t) 
onde 
g(r,•,·J {- 1, oo) X W -+ Yr I r I < ~ 
e àada, em coordenadas, por 
g(r,p,w) = 
Y 1 (r) 
= (1 +p) [A(r)] 
Yz (r) 
+ 
g 1 (r ,p,w) 
g 2 (r,p,w) 
z 
fy (r ,w) 
r 
onde w = x(r) + y(r) E Xr $ Yr e 
Y l Ir) 
Yz Ir) 
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= 
Y1 (r) 
- [A(O)) 
Yz (r) 
sao as coordenadas 
de y (r) em relação à base {e 1 (r), e 2 (r)}. Temos que g possui as 
seguintes propriedades: 
a) g(r,p,O) =O; I ri < n e p > - 1. 
b) g é continuamente diferenciável em todas as variáveis, com 
(2. 6) ~i! (r,p,w) também continuamente diferenciável em todas 
as variáveis, e (0,0,0) =o. 
Dado um espaço de Banach IE, denotaremos por P"o (IE) o es-
paço das funções contínuas, w
0 
-periódicas, definidas em lR+ e 
com valores em IE, equipado com a norma do supremo. 
usaremos as no.taç.Õe..6 e. o!J 1Le..6 ui'..tado4 dados em Hal.e [ 5 ] pag. 
263, no nosso caso, obtendo que: 
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i) a matriz ~ lt) cujas colunas formam uma base para 
luçoes 2 TI periódicas de w = -
o VO 
I 2 • 7 l X = [A lO) ]x 
é a matriz principal do sistema, isto e, 
[AIO)]t senlv0 t)] 
coslv t) 
o 
as so-
ii) a matriz ~(t) cujas linhas formam uma base para as solu-
çoes w
0
- periódicas da equação adjunta 
I 2 • 8) x=-x[AIO)] 
é 
-[AIO)]t 
~ lt) = e = $' (t) {' denota t~an~po4ta) 
logo, ternos que C=D=wi 
o 
(I= matriz identidade), e final-
mente que as projeções P e Q que projetam Pw
0 
(IR 2 ) respectiv~ 
mente sobre o sub-espaço de Pw
0 
(IR 2 ) gerado pelas soluções de 
(2. 7) e sobre o sub-espaço de Pw
0 
(JR 2 ) gerado pela transposta das 
soluções de equação adjunta (2.8) também são iguais e dadas por: 
onde 
iii) se 
b = 
Ph - Qh = ~(·)b 
w i 0~(t)h(t)dt 
o 
h E p (m2) e Qh = O, então existe uma única 
wo 
ção da equação 
X= (A(O)] X+ h(t) 
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solu-
w0 ":"periódica Kh, tal que PKh = O e ainda mais K(I- Q) 
é um operador linear continua de 
Nessas condições se o sistema (2.4) tiver uma solução 
w -periódica, devemos ter, usadO a forma (2 .5), que 
o 
mas 
J (I- Q) (y(r,·)- [A(O)]y(r,•)) =(I- Q) (g(r,p,w(•))) 
l (Q(y(r,•)- [A(O)]y(r,·)) = Q(g(r,p,w(·))) 
w 
w (t) ' 
Q(y(r,•)- [A(O)] y(r,•)) =~;o t0 (~(t)y(r,t) -~(t)[A(O)]y(o,t))dt = 
wo l (~(t)y(r,t) +~(t)y(r,t))dt = 
o 
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logo 
y(r,•) = [A(O))y(r,·) + (I- Q) • g(r,p,w(·)) 
Q(g(r,p,w(•))) =O (Equação de bifurcação) 
Como o sistema é autônomo, existe a, tal que 
( 2. 9) y(r,t) = t(t) (~) + K(I - Q) • g(r,p,w(t)). 
Por outro lado, usando a primeira equaçao de {2.4), 
escrever que 
( 2 .lO) x(r,t) = T(r, (1 + p)t)x0 
+c T(r, (1 + p) (t- S)).(1 + 
onde x0 deve satisfazer 
w 
+ 
p)fx (r,w(s) )ds 
r 
podemos· 
x =T(r, (1 +p)w )x + 
o o o 
( 
0
T(r, (1 +p) (w
0
- s)),(1 +p)fX (r,w(s))ds. 
lo r 
Como em Xr temos a estimativa de decaimento exponencial para o 
Semi-Grupo 
IJT(r,t)x)) -a t < M 1 e llxll, 
obtemos que 
w 
-1 r o 
= (I-T(r,(l+p)w0 )) } T(r,(l+p)(w -s)).(l+p)fX (r,w(s))ds 
o 0 r 
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dai, com base nas igualdades (2.9) e (2.10), definimos o seguin-
te operador: 
F JR X ( -n 1 n ] X (- J 1 00) X 
por 
F (a,r ,p,w) (t) = w(t) - T{r, (1 + p)t)x (r,p,w) 
o 
,t 
- J T(r, (I+ p) (t- s)).(l + p)fx (r,w(s))ds-
o r 
- ~(t) (~) - K(I- Q)g(r,p,w(t)) 
onde x (r,p,w) é dado por (2.11). Observe que o open1ddr F esta 
o 
bem definido, isto é, F(a,r,p,•) aplica Pw
0
(W) em Pw
0
(W). 
LEMA 2.1: Com a.õ h.<.põte.õe.-6 (HA-1, 2, 3) e (Hf-1, 2, 3, 4) e.x-U:tem 
ccn.õtante.6 po.6.6Lti..va.o a
0
, r
0 
e p
0 
e uma 6unç.ã.o w* (a,r,p) de-
em 
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i) F(a,r,p,w*(a,r,p)) =O 
ii) w* e c. o ntZnua 
iv) w*{O,r,p) ""O. 
DEMONSTRAÇÃO: Temos que F é continua, continuamente diferenciá-
vel nas variáveis a e w, F(O,O,O,O) =O e 3F ãW{O,O,O,O) = I p w (W)' 
o 
portanto o Teorema das Funções Implícitas garante a existência das 
constantes a
0 
, r
0 
, p
0 
e da função w* satisfazendo as condições 
do lema, sendo que o item iv) decorre da unicidade do 
das Funções Implícitas e do fato que F(O,r,p,O) = O. 
Teorema 
LEMA 2.2: Com a.6 hi.pôte_.6e6 {HA-1, 2, 3), (Hf-1, 2, 3, 4) e. d.ún--i.nu-f_ndo 
e. dado.6 no Lema 2.1, te-
mo h que. w* (a,r,p) (t) ê c.onLüwamen.te. di6e.ne.nc.iâ.ve..t em Jtelação a t. 
DEMONSTRAÇÃO: Temos que 
w*(a,r,p) (t) ~ x*(a,r,p) {t) + y*(a,r,p(t) E xr m Yr 
onde 
x*(a,r,p) (t) = T(r, {I + p)t)x0 (r,p,w*(a,r,p)) + 
e 
(I+ p) rT(r,(l + p) (t- s))fx (r,w*{a,r,p) (s))ds 
r 
y*(a,r,p) (t) = <f;l(t) (~) + K(I - Q) • g(r,p,w*(a,r,p) (t)) 
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logo y*(a,r,p) (t) é continuamente diferenciável em relação a t, 
temos portanto que analisar a diferenciabilidade de x*(a,r,p) (t) 
em relação a t e faremos isto aproximando x* (a,r,p) (t) por uma 
sequência x;(a,r,p) (t) de funções continuamente diferenciáveis em 
rElação a t. Começaremos definindo o operador 
por 
s 
a,r,p 
S (x) (t) = T(r, (1 + p)t)x0 (r,p,x + y*(a,r,p)) + a,r,p 
rt 
+ ( I + p) J 
o 
T(r,(l + p) (t-s)lfx (r,x(s) 
r 
+ y*(a,r,p) (s) )ds 
atx 
temos que s 
a,r,p está bem definido e como 
-o~r~(r,w), y*(a,r,p) 
a w 
suo continuas e fx (r,O) =o, 
r 
afx 
-.,a-w"'r- ( o ' O I =O, y*(O,O,O)=O, então 
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existem constantes positivas a
0 
r 
o 
e E0 , onde tomamos 
O < E
0 
< 60 (6 0 é dado na hipótese Hf-4) tais que: 
( 2. 12) 
lly*(a,r,p)IIP (W) 
wo 
< 
a llwll 
11 W] 11 
se jaj.::_a
0
, Jrl.::_r
0
, jpj.::_p
0
, llw 1 11 .::_2e: 0 e wEW. 
sas condições, podemos afirmar que a restrição de 
jaj < a • I rj < r o e IPI < o Po ' a bola fechada 
tro na origem e raio E o' e um operador de B E 
o 
satisfaz 
(2.13) IIS (Xj) -
a,r,p S (xz)ll P (W) < a,r,p w 
o 
B 
s 
a,r,p 
·de 
E o 
em B 
E 
o 
Nes-
para 
cen-
que 
para x 1 e xz em B 
E o 
Para a justificativa veja os calcules 
abaixo. Se X E ternos que 
llx (r,p,x + y*(a,r,p)ll < 
o 
w 
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< 
M 1 (1 + p) f o -a(l +p) (w -s) 
__ .:._..,.,.-,-:..,.- M 1e 
0 JJtx (r,x(s) +y''(a,r,p)) JJcts 
-a(1 +p)w 
o o r 
-e 
Mi ( 1 + p) 
[ 1 
-cd1 +p)w 
a 
11 X + y* (a,r,p)" p 
o 
-e < 
-a ( 1 • +p)w 4M 3 (W) a ( ·1 + p) o wo 
-e 1 
l 
< < 2 M1 o 
portanto 
11 S (x) (t)ll < IIT(r, (1 + p)t)x (r,p,x + y*(a,r,p) )11 + 
a,r,p o 
t 
+ (1 + p) f IIT(r, (1 + p) (t- s) )fx (r,x(s) + y* (a,r,p) (s) 11 ds < 
o r 
< M -a(1+p)t I e + 2 < o < € o 
]2 
A desigualdade (2.13) segue através de cálculos semelhantes. 
Ternos portanto, que s a,r,p 
e uma contração de em 
x * (a, r, p) , logo 
para < a ' o 
cujo único ponto 
elpl<p, 
- o 
fixo é 
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llx*(a,r,p)llp (W) 
wo 
la I < a ' o Ir I < r o 
e x*(a,r,p) é aproximada pela sequência (x;(a,r,p)) onde 
x~+l {a,r,p) = sa,r,p{x~(a,r,p)) n =0,1,2, ... 
< p 
o 
portanto, temos por recorrência que x~(a,r,p) (t) é contínua em 
todas as variáveis e continuamente diferenciável em relação a t 
com 
x~+t (a,r,p) (t) = 
w 
~ T(r, (1 +p) (t)(r -·r(r, (1 +p)w0 ))-I (1 +p) to T(r,(1 +p) (w0 -s)) 
af X 
r 
aw (r,x~ (a,r,p) (s) + y* (a,r,p) (s)) • 
(2.14) • (x~ (a,r,p) (s) + y* (a,r,p) (s~ ds + (1 +p) J:T(r, (1 +p) (t-s)) 
aw (r,x~(a,>-,p) (s) + y*(a,r,p) (s)) 
.(x~(a,r,p) (s) + y*(a,r,p) (s)) ds. 
segue dai que 
11 ~1\ 1 (a,r,p)ll P n w 
o 
(W) < 
1 
2 
n =O, 1 , 2, ••• , portanto 
11 ~~+ 1 (a,r,p)llp (W) < 
wo 
+ .•• + 
(a,r,plllp (W) 
wo 
< lly*(a,r,plllp (W) 
wo 
1 
-2-
I 
2 
n=D,1,2, .•. 
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e ainda mais, usando a hipótese (Hf-4), podemos most1:-ar, para 
n=O,J,2, ••• , que 
11 ~~+l (a,r,p) (t) - ~~ (a,r,p) (t)ll .z 
< L 1 11x~(a,r,p)- x~-l (a,r,p)IIP (W) + 
wo 
i 11 ~~(a, r, p) -~~+ 1<a,r ,p)ll P (W) 
wo 
')n- 1 
~ 
. 
2 llx~(a,r,p) -X~_ 1 {a,r,pli!P (W) 
wo 
< ---
onde L 1 e uma constante que independe de a, r, p e t 
< a 
o I r I < r ' - o < p - o e t > O, temos portanto que 
se 
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< 
11 ~~+l (a,r,p) (t) - ~~ (a,r,p) (t)ll < 
n 
n-1 
2 
• logo x~(a,r,p) (t) converge, quando n ~ oo, uniformemente em re-
!ação a a, r, p e 
então 
x* (a,r ,p) = lim 
n + oo 
t, se 
x*(a,r,p) 
n 
I ri < 
em 
r ' o 
e continuamente diferenciável em relação a t com 
~*(a,r,p) (t) ""lim X~(a,r,p) (t) 
n + oo 
completando a demonstração. D 
e tz:.. O, 
LEMA 2.3: Com a.& h-i..põte..óe..ó (HA-1, 2, 3) e (Hf-1, 2, 3, 4) :temof.J que. 
w*(a,r,p) (t) ê c.ontlnuame.nte. di6e.fle.nc.iáve.l. e.m ;todaJ:. a.o vafl))ive.i.ó, 
pa.!La. la I < a o I r I < r , - o e t > O, onde. a ' o e 
DEMONSTRA.ÇÃO: A diferenciabilidade em relação a a e a t de-
correm respectivamente dos Lemas 2.1 e 2.2. A diferenciabilidade 
em relação a r e p será feita via Teorema 1.5 (Diferenciabili-
dade de ponto fixo dependendo de parâmetro). Temos que w*(a,r,p) 
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e ponto fixo do operador dado por 
E(a,r,p,w) (t) == w(t)- F(a,r,p,w) (t) == 
t 
= T(r, (1 +p)t)x0 (r,p,w) +f T(r, (1 +p) (t -s) ),(1 +p)fx (r,w(s))ds + 
o r 
+ ~(t) (~) + K(I- Q) • g(r,p,w(t)). 
onde x0 (r,p,w) é dado por (2.11), isto e, 
x (r,p,w) = 
o 
" 
-(r- T(r,(1 +p)w0~ -l f 0 T(r, (1 +p) (w0 -s) ).(1 +p)fx (r,w(s))ds. 
r 
Seja 
F= {w*(a,r,p) I I ai 
o 
< a 
o ir! < r o e I Pl < p ) o 
para w* E F, temos que w*(t) e continuamente diferenciável, lo-
go colocando 
I.{J(r,p,t) =r T(r, (1 + p) (t- s)).(1 + 
o 
=r o 
+ p)t 
T(r s>fx (r,w*(t-
r 
p)fx (r,w*(s))ds = 
r 
s )) ds 
+ p 
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temos que ~(r,p,t) também é continuamente diferenciável em rela-
çao a t, pertence a V e satisfaz 
~(r,p,t) ~ (1 + p)A(r)~(r,p,tl + (1 + plfx (r,w*(t)) 
r 
portanto, segue dai que 
também pertence a V, pois - 1 (I- T(r,(1 + p)w0 )) 
dominio V e ainda mais, como 
preserva o 
~(r,p,t) ~J\(r, (1 +pl (t -s)),(1 +p)A(r)A 1 (rlfx (r,w*(s) )ds ~ 
o r 
-t 
o 
dT(r,(l +pl (t-s)) 
ds 
temos, integrando por partes r que 
~P(r,p,t) = 
- 1 A lrlfx (r,w*(s))ds 
r 
= T{r, (1 -1 + p) t) A (r) fx (r ,w* (O I I 
-1 
-A (rlfx (r,w*(t)l 
r r 
afx 
-1 r 
+p)(t-s))A (r) 8w (r,w*(s)) • W*(s)ds 
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logo ~(r,p,t) também é continuamente diferenciável em relação a 
r e p, portanto o op~~rador E é diferenciável em relação aos pa-
rârnetros r e p e satisfaz as condições do Teorema 1.5, comple-
tando assim a demonstração. D 
Estamos agora prepc:radas para justificar a seguinte versao do 
Teorema de Bifurcação de Hopf. 
TEOREMA 2.1 (Bifurcação de Hopf) : Se A (r) e. f ~~r, w) .6a..tÁ..I.! 6 a. z e.m 
a.6 hipã:te..&e..& (HA-1, 2, 3) e (Hf-1, 2, 3, 4) Jte.6pect-<'.\Htmente, e.n:tão 
e..x.i.Jte.m conJ.ta.n.te..6 pa.6i:t.<..va.6 a
0 
, S
0 
, y 
0 
, uma O:u.nç.ão 
jaj < ~o e uma 6arnllia 
(v*(a) I a I < a ) 
o 
de. .6oiuç.Õe..6 pe.!LLÕdic.a-6 da e.quaçã.o 
dv*(a) 
ds (s) = A (r* (a)) v* (a) (s) + f (r* (a), v* (a) (s)); 
com pe.!Llodo P(a) onde: 
r* (a) , 
s > o 
i) v* (a), r* (a) e. P (a) .6cto c.ontinuame.nte. di61'Ur.e.nc..<.ã.vW pa-
ii) dr* da (0) = dx* (O) = O, onde da x*(a) e a c.ompone.n:te. de 
v*{a) 6e.gundo Xr*(a) da deeompo~iç~o em ~ama di~eta de 
w. 
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e < y ' 
- o 
i v) v* (0) = O, v*(a) r' O 
llv*(a)IIP (W) 
P(a) 
< 
v) A me.no.ó de tJtan.6R.aç.ão no tempo, toda .6oR.uç.ã.o v(s), w-pe-
ltlôd-i..c.a. de v' {s) = A(r)v(s) + f{r,v(s)), 
e llvllp (W) 
w 
< B 
o 
s > o 
DEMONSTRAÇÃO: Ternos que w*(a,r,p) dada no Lema 2.3 satisfaz 
eom 
w(a,r,p) (t) = (I+ p)A(r)w(a,r,p) (t) + (I+ p)f(r,w*(a,r,p) (t)) 
- Q • g(r,p,w*(a,r,p) {t)) 
portanto basta resolver 
Q • g(r,p,w*(a,r,p) (t)) =O 
para p e r como função de a. Como isto nao pode ser feito di..-
Jt.e.tame.nte. via Teorema das Funções Implícitas, pois 
Q • g(r,p,w*(O,r,p)) =O 
visto que g(r,p,O) =O e w*(O,r,p) =O, resolveremos então 
onde 
G(a,r,p) = 
G(a,r,p) =O 
(r,p.O) • aw• a a (O,r,p); Ir I 
Q • g(r,p,w*{a,r,p)); 
a 
<r 
o 
temos que G e continuamente diferenciável e como 
e 
w*(a,r,p) = x*(a,r,p) + y*(a,r,p) E Xr $ Yr 
com 
Y7{a,r,p) 
y*(a,r,p) = 
y~(a,r,p) 
em relação à base {el (r), e 2 (r)}, nao e difícil verificar que: 
(0 ,O ,p) 
G(O,O,p) ~ p Q[ A(O)] 
(O,O,p) 
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G(O,r,O) =Q [A (r) J 
[A(O)] 
(0,0,0) (t) = <P(t) ( o) 
-v o 
ay* 
1 
a a (O,r,O) 
dy~ 
da (O,r,O) 
Yt(O,r,O) 
a w* (r,O) • da {D,r,O) -
3G 
--ar (0,0,0) (t) = <P (t) ( o.'(O)) \-s· (OJ 
sendo que na última igualdade usamos que 
aw (r,Oy 
~Yr 
dado pela hipótese (Hf-3), portanto 
= o 
det [aG(O,O,O)] = 
a(r,p) 
a' I 0) J 
=v a'(O) ;r' O 
-S'IO) 0 
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pela hipótese de Hopf dada em (HA-3) e daí pelo Teorema das Fun-
çoes Implícitas existe a0 e funções r*(a) e p*(a) 
para /a/ < a
0 
tais que: 
G(a,r*(a), p*{a)) =O 
r• (0) = O 
p*(O) =O 
r* e p* são continuamente diferenciáveis 
dr* 
da (0) =~ da 
Finalmente colocando 
(O) -· O, pois 
v* (a) (s) = w* (a,r* (a) ,p* (a)) s I 1 + p* (a) . ' 
definidas 
temos que v* (a) é solução periÓ'~ica da equaçao dada com período 
P(a) = (1 + p*(a))w
0
, completando a demonstração do teorema. D 
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