The present paper studies existence of solutions to the problem pA'(x) = B'{x) where A and B are Frechet differentiate functionals on a Banach space. For every given value of A(x) = t we prove existence of a solution x and present an expression for the eigenvalue p = p(t). The result is applied to quasilinear elliptic equations.
Introduction.
A typical problem of the second order studied below is (1.1) -divΛ£'(x, Vu) = /(x,iι),
where ΩcR" is an open bounded domain, and "ellipticity" of sf is defined as:
( 1.2) £s? (x, ) is convex for any XGΩ, sf ξ '(x,ξ) ξ>c\ξp 9 p>l, c>0, (x 9 ξ)eΩxR n .
When J/ is a quadratic form of ξ and p = 2, (1.1) becomes a semilinear equation. The study extends also to equations of higher order and to systems.
Our approach follows the approach of Browder [2] and Berger [1] with a subsequent refinement due to [3] and [4] , Let X be a Banach space, A, B eC ι (X ->R) . We consider a critical point equation
(1.3) pA\x) = B'{x).
This equation might be associated with the maximum problem (1.4) σ{t)= sup B(x).
A(x)=t
Under general compactness conditions, the maximum in (1.4) is attained and provides (1.3) . Remarkably the eigenvalues p are derivatives of the function of critical values σ(t). More precisely, since we prove that σ might have different right and left hand derivatives σ± (t) (An immediate consequence of (2.5) is that σ{t) = β{t).) Without loss of generality one can assume from now that (2.8) ,4(0) = 0.
Then, due to (A3)
Jo "t Jo
By (Al) the range of A is [0, oo).
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Proof of Lemma 2.1. Consider a maximizing sequence Uj G ω t in (2.4) . By (Al) it is bounded in norm. Then there is a weakly convergent renamed subsequence Uj -^-> WQ . By (A2) UQ G ω t . By (B2) B(Uj) -> B(UQ) = /?(ί). If UQ φ S t , then it is a point of interior maximum for B in ω t . This contradicts (Bl). Consequently, UQ G S t . This implies in turn that σ(t) = β(t) and it is a monotone increasing function. For the given t, the point u$ is a point of maximum over S t . Thus, (2.5) and (2.7) are proved. Consider (2.10) (A2) ^4 w weakly lower semicontinuous.
is weakly continuous. Then for every t>0 there exist left and right derivatives σ±
Before we prove the theorem, we wish to note that supremum in (3.1) and infimum in (3.2) From (3.9) it follows that θj is a bounded sequence. Let us consider a renamed convergent subsequence: θj -• 0Q Then θ 7 w 7 -^-> ^o w o and, necessarily, θo = 1. Therefore τ/ 7 -• 1 and
Similarly,
We have to note only that 
-a'{t).
The proof follows from Theorems 3.1 and 3.2. Proof. Let u, v e A[ u) u Φ υ . Then by (Ah), h (u, v) 
Proof. Let pt -σ(t) have a local minimum at to > 0. Then σL(t 0 ) > p > σ'+(t 0 ). By Theorem 3.1, σL(t 0 ) < σ+(fo)
τhus > σ is differentiate at t 0 and σ ; (ίo) = P Then by Theorem 3.2, (4.1) has a solution with A(u) = t$.
•
In order to get a more extensive result we use a mountain pass theorem from [5] . Then there is a sequence u k E X and γ > 0 such that 
A θ = θ{A'(u),u)-A(u), B θ = θ(B'(u),u)-B(u), Φ = {θ E R: \Aβ\ is coercive},
Q(θ) be set of limit points for Bg(u)/Aβ(u)
when ||w|| -• oo, θ EΦ. Let p e I (A, B) \Q*, i.e., p is a slope of a secant to the graph of σ(t), the functional \A Θ \ is coercive for some θ and p is not a limit point of B θ /A θ at infinity. If pt-σ(t) has a local minimum at t Φ 0, then /? is an eigenvalue (Proposition 4.5). Thus we would consider the case when pt-σ(t) has no local minimum. If p = σ+(to) or p = σ'_(to) for some to > θ, then it is an eigenvalue by Theorem 3.2. The remaining case is: for some to > 0, σ'(to) < pσ+(to). This implies that to is a point of local maximum of pt -σ(t). Since we assume that pt -σ(t) has no local minimum, to is a point of strict global maximum. In particular, δ := pto -σ(to) > 0 -σ(0) = 0, and there exists t\ > to, such that δ\ := /?/i -σ(t\) < δ.
2. Let 
, which contradicts the assumptions. Thus the sequence u^ is bounded in norm. Let now u^ be a renamed weakly convergent sequence, and u 0 = wΊimu k . Then by (ABw) from (4.14) follows:
Moreover, by (B3), (4.14), (4.17) Thus by (4.13), (B2),
which proves that UQΦQ. 
Proof. The verification of continuity and differentiability properties is standard and based on compactness in the Sobolev embedding theorem. We wish to make remarks on only a few details.
1. Relation (5.3) implies (A3) and also (Al), since it immediately gives Proof. From (5.10) it follows that {B'(u), u) > 0 unless u = 0. The point u = 0 is not a point of maximum, but rather of minimum, since for every «eI\{0}, B increases along the line t -• tu, t>0.
• 
A{u)=t
We now will look for realization of conditions (Ah), (Bh) to get continuous curves of eigenfunctions. ) and (Bl) . Let &(x, •) . By Theorem 4.7, (5.26 ) is solvable for p e I (a,b) . The lower bound in I(a 9 b) is less than σ(t)/t which goes to zero when t tends to oo. The upper bound of I (a, b) is greater or equal to any given slope of a secant line to the graph of σ, e.g. σ(t)/t, which implies (5.27 
