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Abstract
NASA’s exploration program envisions the utilization of a Deep Space Habitat
(DSH) for human exploration of the space environment in the vicinity of Mars and
beyond. Communication latency and extreme limitations of power and life-supporting
resources make it imperative to operate the DSH systems in a highly autonomous
fashion. One such system is the Environmental Control and Life Support System
(ECLSS) which needs to be monitored and optimized to support its designated
missions.
Integrated System Health Management (ISHM) technologies have been developed
in the past decades to provide a real-time assessment of system health and use
this information to improve system safety and reduce operation cost. The goal
of this study is to apply the ISHM principle to ECLSS, and bring in innovative
solutions to address several key elements that NASA has been soliciting in its
recent research announcements.

To achieve this goal, Water Recycling System

(WRS) deployed at NASA Ames Research Center’s Sustainability Base is selected
as a testbed. Efforts are then made to develop a physics-based model with high
fidelity fault simulations and data-driven model enhancements. With the system in
place, an Automatic Contingency Management (ACM) system concept is introduced
to embrace the fault diagnosis, prognosis, and automated fault accommodation
through control reconfiguration and optimization, thus contingencies in the system
are managed automatically without human in the loop. The ACM system architecture
and key enabling techniques are developed.

The fault diagnosis and prognosis

task are accomplished by a novel method combining Lebesgue sampling (LS) and

vi

unscented Kalman filter (UKF) that allows computing resources to be allocated
efficiently based on system health conditions without sacrificing performance.
Multi-Stage PID and Time-Varying Weight Model Predictive Control (MPC) based
fault mitigation strategies are designed for automatic fault accommodation which
allows the integration of diagnostics and prognostics in the control strategy. Special
consideration is given to distinguish sensor faults from system component faults since
faulty sensor information could confuse the ACM system if not addressed sufficiently.
Overall, the development and enhancements of WRS modeling, the ACM system
architecture for the WRS, as well as the novel fault diagnosis and control algorithms
constitute the major contributions from this study.
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Chapter 1
Introduction
1.1

Motivation

The Deep Space Habitat (DSH) is a series of concepts by NASA that would be used
to support crewed exploration missions to the Moon, asteroids, and eventually Mars.
Early preliminary concepts are composed of International Space Station-derived
hardware, the Orion crew capsule, and various support craft. Developing a deep
space habitat would allow a crew to live and work safely in space for about one year
on missions to explore the space. The environmental control and life support system
(ECLSS) supply air, water, and food, as well as to provide shielding against harmful
external influences such as radiation and micro-meteorites.
Since the ECLSS system and its components are life-critical, they are designed
and constructed using safety engineering techniques. Moreover, the system needs to
be monitored closely to handle unexpected contingencies to maintain its functionality
in the presence of faults [1–5].
Traditionally, planning and health management of space operations are conducted
locally on the earth.

This is subject to a large communication latency and

limits real-time inputs from crew members during space missions. By migrating
operational support from the Earth to the habitat in space, crew members can be
allowed to manage, plan, and operate much of the purpose themselves in real-time
with first-hand information, furthermore, if the operational support system can be
made intelligent and autonomous, the crew member can be alleviated from such

1

maintenance burden and focus their precious time on scientific research work. This
motivates the Automatic Contingency Management concept which is further detailed
in this dissertation.
Due to the criticality of the ECLSS for space exploration missions, NASA
has solicited, in several recent Research Announcements, Model-based Systems
Engineering approaches for failure mode analysis, fault diagnosis, prognosis, and
automated fault accommodation strategies. The development of these technologies
can certainly leverage a great deal from the Integrated Vehicle Health Management
(IVHM) techniques that were developed in the past three decades, as well as from
the broader PHM community across industries. However, these approaches have to
be improved to address the particular challenges in harsh DSH environments with
extreme resource limitations. This motivates the development of innovative fault
diagnosis, prognosis, and accommodation methods that are optimized for deployment
in deep space habitat environments.

1.2

Literature Review

The development of the Automatic Contingency Management system (ACM)
for ECLSS requires innovative technologies for fault diagnosis, prognosis, and
fault-tolerant control methods that are optimized for deep space applications. A
literature review is conducted to understand the state of the art in these areas and to
identify candidate algorithms for this study. Previous work done on ECLSS modeling,
controls, and operation optimization is also studied and included in this dissertation.

1.2.1

Introduction to ACM

The goal of ACM is to enhance the reliability of the system during harsh conditions
and component fault. ACM diagnosis fault information and utilize fault information
to optimal control strategy to mitigate the effect of fault.
2

ACM is a software

framework, which main modules are anomaly detection, diagnosis/prognosis, and
control. ACM has been adapted to Simulink models like the propulsion system and
unmanned aerial vehicle (UAV)., etc. In [6], a Simulink/Stateflow based ACM isolate
valve stuck the fault in the propulsion system, the Stateflow model automated choose
optimal strategy based on the fault type, In [7], a proactive prognostic enhanced
ACM is proposed to mitigate the effect of actuator faults in UAV based on both
current health state and future health state. The proposed ACM framework will be
introduced in Chapter 2.

1.2.2

Current Research on ECLSS

1.2.2.1

Current Research on ECLSS Modeling

The ECLSS’s reliability and survivability are critical to NASA especially in long-term
human space exploration missions. The health management of life support systems
has to cover several critical components such as the power unit, waste processing
system, water recovery system, and biomass processing system, etc.. Under the recent
rapid growth of space commercialization efforts, many environment control and life
support simulation models have been developed.
The investigated models include BioSim [8] developed by TracLabs and
commissioned by NASA Johnson Space Center (JSC). BioSim simulates an advanced
life support system in which many resources are reused or regenerated. The model
integrates several major components, such as air, biomass, food, thermal, waste, and
water. This model is designed for long-duration human missions where resupply
systems are tightly integrated and computation resources are very limited. The
model can be used as a platform for the development of control methods. V-HAB,
led by Space Exploration Lab in the Technical University of Munich, simulates a
system-level dynamic of the mission and crew for the Life Support System (LSS).
The innovation of the V-HAB, compared with BioSim, is that it simulates crew
3

activities using the human model and crew controller. The human model predicts
the physiological response from the human body, which can be associate with the
crew member’s schedule and task assignment.
HabNet [9] is another simulation platform that was developed in the MIT Strategic
Engineering lab. It is a MATLAB simulation model based on BioSim. HabNet
quantitatively evaluates many technology options for a proposed mission architecture
regarding their functional performance, failure modes, supportability requirements,
initial deployment, and operational cost. The innovation of this model, compared
with BioSim and V-HAB, is that HabNet not only focuses on the LSS and crew
model but also includes many technology modules such as Water Processor Assembly
(WPA), Urine Processor Assembly (UPA), Oxygen Generation Assembly (OGA),
and Carbon Reduction Assembly (CRA). All of these models have achieved a certain
level of fidelity ( from medium to high) and have been validated by real data from
ISS! Live! website [https://isslive.com/displays]. However, most of these models are
system-level models focusing on the producer-costumer relationship instead of the
dynamics of the system. To address these limitations, one of the work in this project
is to develop a high fidelity model that focuses on the system dynamics for diagnosis
and control. Since the scope of ECLSS covers a wide range of subsystems, this
project focuses on the modeling of the water recycling system (WRS) and uses this
model as a platform for diagnosis, control, and automated contingency management
development.

1.2.2.2

Current Studies on ECLSS Health Management

There are reported works on using data-driven approaches to analyze data from
NASA Ames Sustainability Base for health monitoring purposes.

Studies have

shown that weather effects have a significant effect on the power production of the
photovoltaic (PV), to monitor the power production for different weather conditions,

4

an artificial neural network is trained by using the on-site sensor data from the PV
system [10]. Instead of only monitoring the power generation based on weather
conditions, it is also important to monitor the system operation in the presence of
faults. To detect abnormal events in the NASA Ames Sustainability Base building, a
MATLAB adverse condition detection algorithm called ACCEPT [11] is developed.
ACCEPT integrates dimensionality reduction and Bayesian network to detect the
thermal discomforts of occupants. In the area of Fault identification and parameter
identification, a distance-based anomaly detection method [12] is used to monitor
parameter values in the space applications including International Space Station
flight control, satellite vehicle system health management, launch vehicle ground
operations. Besides data-driven based methods, there are also several model-based
diagnoses and prognosis approaches designed for the ECLSS. To simulate the WRS
and study approaches for fault diagnosis, a hydraulic system model and diagnosis and
prognosis methods are developed for the WRS deployed at NASA Ames Research
Center’s Sustainability Base in [13]. However, fault accommodation strategies are
not studied in the reported work.

1.2.3

Fault Diagnosis

1.2.3.1

Fault Diagnosis Concepts

Undetected faults can cause severe system performance degradation that could
jeopardize the designated mission. A fault is different from a failure in that the
affected system does not totally lose its functionality, i.e. system can still operate
at a deteriorated condition. In many cases, it indicates an unexpected change of
system dynamics or continuous degradation of the component performance. Examples
are clogging of filter, degradation of motor insulation [14], etc. If these faults are
not detected and maintained in a timely manner, they could lead to severe system

5

degradation resulting in loss of critical function, failed mission and even injuries and
casualties.
Fault diagnosis consists of fault detection, fault isolation, and fault identification.
Fault detection refers to the detection of an anomaly in system functionality or
performance by observing measured system outputs. This process often involves
comparing measured parameters to the prediction/estimation from a nominal model
to determine noticeable deviations. Other methods include combining empirical fault
dynamic models constructed from data-driven or machine learning methods with
real-time measurement. Fault detection only recognizes if a fault occurs, but does
not locate the root cause. Once a fault is detected based on observed anomalous
system behavior, it is important to isolate the faulty component/subsystem in order
to fix and accommodate it. This is a fault isolation problem. In a complex system
like the WRS, the effect of a fault in a certain component may propagate in the
system, causing confusion and ambiguity in fault isolation. Isolability of faults usually
depends on the observability of the system, which means more sensors are needed to
isolate the fault modes. When a fault is detected and isolated, it is often useful to
determine the severity (or magnitude) of the fault in order to accommodate it with
proper control reconfiguration. The estimation of fault magnitude is often referred to
a fault identification problem. For example, as water flows through the filter, certain
particles will be trapped, causing filter deterioration and eventually clogging. Fault
identification aims to determine the severity of filter clogging.
In general, the methods of fault diagnosis can be divided into three categories:
model-based, data-driven, and hybrid approaches [15]. These approaches have their
own advantages and disadvantages. In these approaches, model-based approaches
require extensive domain knowledge to build the system model, and it is often
time-consuming. On the other hand, data-driven approaches requires statistically
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sufficient data under different operating conditions and different fault modes.
Detailed reviews of all three categories follow.

1.2.3.2

Data Preparation and Data Driven Diagnosis

Data-driven approaches can be further divided into supervised learning methods
(classification and regression) and unsupervised learning methods (clustering).
Since the data collected from system often contain noise, outliers, or other forms
of errors and duplications, they typically need to be preprocessed. Some widely
used data preprocessing methods include de-noising, signal enhancement, missing
value imputation [16], categorical feature encoding [17], dimension reduction [18].
In order to extract hidden factors in the dataset, dimension reduction methods
such as principal component analysis (PCA) [19] and linear discriminant analysis
(LDA) [20] can be used. PCA converts observations of possibly correlated variables
into a set of linearly uncorrelated variables.
features to characterizes two or more classes.

LDA uses a linear combination of
Multi-scale principal component

analysis (MSPCA) extracts the correlation by decomposing the individual variables
into wavelet approximation, which is able to detect and identify faults earlier [21].
There are a variety of data-driven models for fault diagnosis. An artificial neural
network (ANN)

[22] is an information processing algorithm inspired by human

nervous systems that can be used in pattern recognition and classification problems.
The process of ANN can be divided into the training phase and testing phase. The
training phase uses labeled data to train weights of the network while the testing
phase uses testing dataset to verify the accuracy of the network. There have been
a lot of applications of ANN for fault diagnosis. For example, in [23], a neural
work model is applied together with a discrete wavelet transform method to analyze
gearbox vibration data and diagnose different fault conditions accordingly.
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Deep Learning is a subfield of machine learning algorithms inspired by the
structure of artificial neural networks [24]. It provides efficient learning algorithms for
large neural networks with numerous (hundreds or thousands of) hidden layers. Deep
learning can be applied to several different network architectures such as deep neural
networks, deep belief networks [25], recurrent neural networks [26], and convolutional
neural networks [27], long short-term memory network [28]. Deep learning approaches
are capable of modeling complex systems without much domain knowledge if sufficient
data is provided. However, in the case of the deep space habitat applications where
data (particularly failure data) is rather limited, deep learning’s applicability is rather
limited at the early phase of the development.

1.2.3.3

Model Based Diagnosis

Model based methods compare observed behavior (through measurements) with
modeled behavior to detect and isolate faults. In such approaches, the dynamics
of the system and its components are often described using dynamic models.
Causal model based methodologies considers the system as a combination of
correlated dependent variables [29]. Those approaches have been used to diagnosis
intermittent faults (IF) in the system, such as pump or valve stuck. In [30], a simple
first-order system to construct the system and linear functions is used to show the
relationship between components. The fault mode is the component stuck. Based
on it, discrepancies between the observed and expected system behaviors are used to
identify conflicts first (conflict recognition). When there are more components in the
system, there are more conflicts. Then system-level reasoning is proposed to reduce
the number of conflicts by comparing the failure probability of each candidate.
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1.2.3.4

Bayesian Based Diagnosis

In order to combine the benefits of domain knowledge (as represented by the models)
and the information from data (measurements), Bayesian-based diagnosis methods
are introduced in many model-based applications. Bayesian approach is a recursive
algorithm that estimates the true state of a system based on noisy measurement. It
involves two steps, namely prediction and correction. The prediction step estimates
the state value based on the dynamic model and the previous state estimate. This
step generates a priori distribution of the state variable which is then adjusted by
the correction step based on the actual measurement [31]. This step generates a
posterior distribution of the fault state. Many Bayesian estimation methods have
been investigated for diagnosis and prognosis, such as the Kalman Filter (KF) [32],
Extended Kalman Filter (EKF) [33], Unscented Kalman Filter (UKF) [34], and
Particle Filter (PF) [35]. The comparison between these approaches is shown in
Table 1.1.
Table 1.1 Evaluation between different state estimation methods
State estimation
KF
EKF
UKF
PF

Model
Linear
Locally Linear
Nonlinear
Nonlinear

Noise distribution
Gaussian
Gaussian
Gaussian
Non-Gaussian

Computational effort
Low
Medium
Medium
High

KF produces an optimal solution for a linear system with Gaussian noise.
Although KF provides optimal state estimates for linear systems, its real world
applications are rather limited since most systems are essentially nonlinear. To
address nonlinear systems, EKF is introduced, which linearizes the state model using
Taylor expansion [36]. EKF has a lot of application in diagnosis. For example, In
[37], EKF and autoregressive exogenous (ARX) models were used for the diagnosis of
faults in heating, ventilating, and air-conditioning (HVAC) systems. However, EKF
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algorithms are usually computational expensive since they try to linearize the system
equations by taking the Jacobians. It is also difficult to apply machine learning
models such as Neural Networks due to the difficulties associated with the Jacobian
calculation for black-box models. To solve this problem, the UKF algorithm is
introduced. Unlike the KF algorithm, which only evolves the mean and variance
of state variables, the UKF uses a set of sigma points to approximate the distribution
of state variables. The UKF method does not require taking Jacobians which makes
it a suitable solution to combine with the data-driven, black-box models such as
Neural Networks. For highly nonlinear fault dynamics with non-Gaussian noises,
particle filter (PF) is introduced [38]. However, due to the use of a large amount of
“particles” (often hundreds or thousands), the PF algorithms typically have a high
demand on computation which is not suitable for deep space applications where the
computation resources are very limited.

1.2.4

Fault Tolerant Control

Fault-Tolerant Control System (FTCS) can be classified into two types: passive
(PFTCS) and active (AFTCS) [31]. In PFTCS, the controller is designed in a
way that it can tolerate presumed faults by sacrificing performance. An example
is robust control design. In such a design, control parameters are set such that,
when a fault happens, the robust control can accommodate the change of system
dynamics caused by the fault. In other words, it can maintain system stability and
performance. However, since the robust control needs to work in a wide range (with
and without faults), the control will not work in the optimal state in this wide range.
On the contrary, AFTCS designs the controller in a way that it can monitor the fault
state and adjust the control strategy accordingly. In such a scheme, the controller is
first optimally designed for the healthy system. When a fault happens, the fault is
detected and fault severity is evaluated. This information is then used to reconfigure
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the control structure or parameters so that the control still maintains the optimal
operation even with the presence of faults. Although AFTCS has obvious advantages
over PFTCS, it needs sensing systems and reliable diagnostic algorithm to provide
real-time fault information. Examples of AFTCS include Linear Quadratic (LQ) [39],
Model Predictive Control (MPC) [40], Adaptive Control [41], etc.
A proportional–integral–derivative controller (PID controller or three-term
controller) is a classic control mechanism, which has been used in many industrial
applications. A PID controller uses the error value between the desired setpoint (SP)
and a measured process variable as a correction based on proportional, integral, and
derivative gains (denoted as P, I, and D respectively). While a PID controller is
capable of tracking the system reference signal, from a system health management
perspective, it lacks a systematic means to handle system constraints imposed by not
only hardware limits, but also system faulty behaviors.
Dynamic Programming (DP) is an optimization method that breaks the problem
into subproblems, which are locally optimized, then the optimization results are
combined with a global optimization solution [42]. In [43], a boundary line DP
that has better efficiency is proposed. The author uses the model of Lotka-Volterra
fish population and hybrid electric vehicle problem to justify the efficiency of this
approach. The limitation of DP is that it seeks a global optimization solution, which
will request a lot of computation efforts.
In order to realize real time implementation on deep space habitat, MPC that
seeks a local optimization is introduced. MPC is an advanced control method that
can be used to control a process while satisfying specified system constraints. It
takes the current state of the plant as the initial states and defines a finite horizon
open-loop optimization problem. Optimization produces an optimal control sequence
by minimizing the cost function, in which the first value in the sequence is used as
the input to the system and the rest are discarded. An essential advantage of MPC
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is its ability to generate optimal solutions with constraints on control inputs and
states. In some applications with crucial constraints, MPC has been widely used for
its efficiency reaching operating points or working under predefined state and input
constraints. MPC is based on iterative a finite-horizon optimization of a plant model
[44]. In [45], Moving Horizon Estimation (MHE) and Unscented Kalman Filter (UKF)
are utilized for parameter estimation in a Quad-Rotor Helicopter application. The
estimated fault information is then used to construct an AFTCS control strategy to
accommodate the fault.
For the control of the deep space habitat systems where the components are costly
and replacing them are labor-intensive, strategies that could optimize the usage of
components during the mission based on health information are highly sought after.
The MPC framework, with the potential to incorporate diagnostics and prognostics
in its objective function and/or constraints, lends itself a candidate approach to deep
space habitat applications.

1.3

Research Objectives and Contributions

This work aims to support NASA’s deep space habitat development by providing
innovative solutions for managing and optimizing the operation of Environmental
Control and Life Support Systems (ECLSS). The ECLSS recycles air and water
to the International Space Station (ISS) crew by using major components like the
Oxygen Generation System (OGS) and WRS. To ensure the normal operation of
the ECLSS in harsh deep space environments, such as on Mars, a highly resilient
health management system is needed to quickly detect/isolate system faults and
promptly reconfigure/react to accommodate the faults. For this purpose, the concept
of Automatic Contingency Management (ACM) is introduced. The ACM system
consists of a suite of techniques for fault detection, isolation, and prognostics, as
well as the fault accommodating control strategies. Similar concepts and methods
12

have been developed for other applications, such as the concept of Integrated
Vehicle Health Management systems for aircraft and related technologies. However,
innovations are needed to adjust and improve these methods to tackle the particular
challenges in the deep space environments, where the resource is extremely limited
when it comes to electrical power, computing power, and materials.
Responding to these challenges, the following research contributions are
established:
1. Focus on the Water Recycling System (WRS), further develop a physics-based
model and enhance it with high fidelity fault simulations.

The WRS is

a critical system of the ECLSS that NASA is particularly interested in.
In-depth knowledge of the physical interactions among its components and the
introduction of high fidelity failure models are highly desired in the research
community. Efforts on these models also help to lay the foundation for the rest
of the algorithm development.
2. Develop the concept and architecture for the Automatic Contingency
Management system and apply it to the WRS. The ACM is an autonomous
system that automatically detects and reacts to contingencies in the system with
human intervention. Autonomy is a pivotal feature since the communication
latency can delay decisions that need to be made promptly in the presence of
certain faults.
3. Develop

system

health-aware,

computationally-efficient

fault

diagnosis

algorithms for the WRS. Due to the limited computing power available in
the DSH, all the algorithms (software) need to be designed with consideration
of computing power. This leads to the idea of combing Lebesgue Sampling
techniques with traditional fault estimation algorithms to save computing time.
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4. Introduce diagnostics into control objectives; this is the key to implementing
proactive fault accommodation strategies.

The Model Predictive Control

algorithm is enhanced with time-varying weights to incorporate diagnostics
information into the control loop.
5. Address sensor faults that could otherwise mislead the ACM system; a method
is put in place to distinguish sensor faults from component faults.

1.4

Dissertation Organization

Following these objectives, research work is carried out in each area. The rest of the
dissertation presents the results on each topic and is organized as follows: Chapter 2
discusses the framework and main modules of ACM. Chapter 3 discusses the modeling
and simulation of the WRS based on hydraulic equations and high-fidelity filter
clogging model based on particle accumulation. Chapter 4 addressed the system
health-aware, computationally efficient fault diagnosis algorithm which introduces
Lebesgue Sampling to the well-known Unscented Kalman Filter algorithm (aka
LS-UKF). the LS-UKF algorithm is then applied to the filter clogging fault scenario
as a proof of concept. Chapter 5 presents the implementation of the ACM for the
WRS to mitigate the performance degradation caused by filter clogging. The fault
diagnosis information is used in an MPC framework to optimize the control objective.
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Chapter 2
ACM Framework
To effectively optimize the operation and safety of WRS, an ACM framework that
enables the mitigation of the fault condition using fault information is proposed,
which shown in Figure 2.1. The main modules of ACM include a high fidelity model
which represents the physical dynamic of the system, fault diagnosis which provides
fault severity information, and fault-tolerant control which utilizes fault information
and mitigates the effect of fault. The main modules are discussed in the following
chapters.

Figure 2.1 ACM Main Modules
ACM health management strategies include two features. The first feature is, to
make ACM achieve safe and optimal solutions, it is essential that the fault diagnosis
algorithm not only detects and identifies a fault component but also determines the
severity of the fault, i.e. its potential impact on the health and stability of the
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overall WRS. Some faults may be considered as minor and not affecting major mission
objectives, while others may contribute to an eventual catastrophic failure or mission
failure. The first category of faults may be accommodated but the second most
certainly will require a reconfiguration strategy if major objectives are to be achieved.
The second feature of the ACM is considering the capabilities and constraints of
the components and systems, which are indicated by the FDP information. Since
the violation of any of the constraints is detrimental to the ACM optimization
solution validity. The impact of any constraint violation on the cost function must
be negative.

The ACM collects all the diagnosis information and capability at

components, systems, and mission to determine the optimal solution.

Figure 2.2 ACM with WRS
This dissertation uses WRS simulation model as a testbed to validate the proposed
ACM framework. The integration of WRS and ACM is introduced in Figure 2.2. For
deep space habitat, the computation resource is limited, Lebesgue Sampling-based
unscented Kalman filter (LS-UKF) based fault diagnosis is introduced to reduce the
utilization of the computational resource. The fault diagnosis function provides fault
information that an ACM system can use to reconfigure system control strategy to

16

accommodate current and future faulty conditions, which based on the PID controller
and MPC separately.

Figure 2.3 Finite State Machine (FSM) of ACM
When faults are detected, the ACM is triggered and moves the system to a failure
state. Repairable failures allow the system to eventually come back to the normal
state, whereas irreparable failures may force the system to a fail-safe state to avoid
further catastrophes and buy some extra time before external help can be sent, if
possible. However, in case of faults that may not be completely repairable, ACM
tries to find alternatives that will still let the system perform within acceptable limits
but with degraded performance. The transition between states is described in Figure
2.3.
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Chapter 3
Water Recycling System modeling and filter
clogging component fault scenario modeling
This chapter introduces the functions and modeling of WRS based on hydraulic
equations. A high fidelity filter clogging fault scenario based on Ergun equation
and Darcy’s law is injected in the Water Recycling System (WRS) model.

3.1

Water Recycling System Modeling

A WRS plays a critical role in life support system in human habitats. The WRS
collects waste water from sinks and showers and recycles them into clean water, which
reduces the water consumption and extends the duration of NASA missions [46]. In
this research, the WRS deployed at NASA Ames Research Center’s Sustainability
Base is used as a reference for modeling, fault injection, diagnosis, and automated
contingency management. Figure 3.1 shows the diagram of sustainability base grey
WRS.
This WRS consists of some pumps, filters, valves, tanks, pipes and is a complex
hydraulic system. In the service of WRS, these components degrade, such as clogging
of filter, corrosion of pumps, fatigue, fraction, and cracking of pipes, etc. These
degradation result in performance degradation (clogging of the filter), and if not
detected or maintained, they eventually lead to system failure (breakage of pipe or
pump). Therefore, diagnosis of WRS is of vital importance to the efficiency, reliability,
and safety of life support systems. In the past, the results from monitoring have often
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Figure 3.1 Sustainability base grey water recycling system. [46]
been used in maintenance. With development of diagnosis and prognosis, when a fault
is detected, it is desirable that the system can accommodate the fault to maintain
the system performance or extend the life of the system. For NASA’s outer space
missions, when the maintenance is not available, such capability is significant to the
safety of the system and crew. To enable such capabilities in WRS, this section builds
a model of the WRS with fault injection for simulation of different fault modes in
WRS.

3.1.1

Forward Osmosis Module

The forward osmosis (FO) module and a reverse osmosis (RO) module are major
components in the WRS with their operating mechanisms being shown in Figure
3.2.

Figure 3.2A shows the FO module, in which it separates the wastewater

through a semi-permeable membrane and moves the water from a region of higher
water chemical potential (greywater) to a region of lower water chemical potential
(saltwater). Eventually, when the liquid level pressure difference (∆p) between the
two sides is the same as the osmotic pressure difference (∆π), the liquid level of the
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saline water stays constant. The FO module has two parts FO1 and FO2 which are
separated by a semi-permeable. The RO module has a similar structure.

Figure 3.2 FO and RO module [47]

3.1.2

Osmotic Agent

The WRS in Figure 3.1 shows that the grey water is re-circulated through the FO
module for filtration purposes. The grey water is first pre-processed by the FO
module and is then processed by osmotic agent (OA), which is a 10% NaCl salt
solution together with a semi-permeable membrane.

3.1.3

Reverse Osmosis Module

Then the water is transferred from OA to RO module. The RO module uses another
set of semipermeable membranes and RO Pump provides hydraulic pressure to the
lower water chemical potential (saltwater), as shown in Figure 3.2B. The RO pump
moves the water from a region of lower water chemical potential (saltwater) to an
area of higher water chemical potential (clean water) [47]. With outer pressure (∆p)
on the saline water side as shown in Figure 3.2B, the water moves from saline water
side to the pure water side through the semipermeable membrane due to the outer
pressure (∆p > ∆π) in the RO process.
Figure 3.3 shows a schematic diagram of the WRS described in Figure 3.1. The
Waste Water Tank contains the grey water to be processed. The pumps provide force
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Figure 3.3 WRS layout [13]
to make sure the water recycles in the WRS. The filters are mainly used to filter the
particles in the water physically. The filtered water is then transferred to FO and
RO modules. The water cleaning materials in FO and RO modules are mainly used
to clean water. Clean water is stored in the Product Tank. In normal operation,
Pump 1 transfers water from the Waste Water Tank into Feed Tank 1. Then Pump
2 transfers water into Feed Tank 2 with suspending solids being trapped in the feed
solution by Filter 1 and anti-scale chemical being added to adjust the pH value of the
water. Pump 4 recirculates the water through Filter 2 and FO 1. The RO module
maintains the flow of water through RO membranes by applying external pressure
from RO Pump. Eventually, the clean water in Product Tank is then used as the
flush water which reduces the water consumption in the building. In [13], a model
of the WRS system has been developed in Eq. (3.1). White Gaussian noise is added
to the model to make the model more realistic. This model is further developed and
used in this research. The parameters in the model are shown in Table 3.1. The
parameters are selected based on the physical limitation of the components, such as
tank capacity, filter pressure, and flow rate range.
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p·WT =
p·FT1 =

1
CWT

(−qPump1 )

1

(qPump1 − qPump2 )
CFT1
1
(qPump2 − qFilt1 )
p·Pipe1 =
CFilt1
1
(qFilt1 + qFO1FT2 − qPump4 )
p·FT2 =
CFT2
1
(qPump4 − qFilt2 )
p·Pipe2 =
CFilt2
1
p·FO1 =
(qFilt2 − qFO1FT2 − qFO )
CFO1
1
(qFO + qRO1FO2 − qROPump )
p·FO2 =
CFO2
1
p·RO1 =
(qROPump − qRO1FO2 − qRO )
CRO1
1
p·RO2 =
(qRO − qProd )
CRO2
1
p·Prod =
(qProd )
CProd
x·NaCl = −1.1111 × 10−5
∆xNacl

155 × 2.78 × 10−8
= min 20,
− xNaCl
0.841 × 105 × AFO

!



q





q



qPump1 = uPump1 RPump1 |pWT + pPump1 − pFT1 | sign (pWT + pPump1 − pFT1 )

qPump2 = uPump2 RPump2 |pFT1 + pPump2 − pFilt1 | sign (pFT1 + pPump2 − pFilt1 )
q

qFilt1 = RFilt1 |pPipe1 − pFT2 | sign (pPipe1 − pFT2 )




q

qPump4 = uPump4 RPump4 |pFT2 + pPump4 − pFilt2 | sign (pFT2 + pPump4 − pFilt2 )
q

qFO1FT2 = RFO1FT2 |pFO1 | sign (pFO1 )
q

qFilt2 = RFilt2 |pPipe2 − pFO1 |
qFO = uFO · AreaFO · AFO · (xNaCl + ∆xNaCl ) × 0.841 × 105
q

qRO1FO2 = RRO1FO2 |pRO1 − pFO2 | sign (pRO1 − pFO2 )




q

qROPump = uROPump RROPump |pFO2 + pROPump − pRO1 | sign (pFO2 + pROPump − pRO1 )
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(3.1)



qRO = uRO · AreaRO · ARO 20 × 0.841 × 105 − (xNaCl + ∆xNacl ) × 0.841 × 105



q

qProd = RProd |pRO2 − pProd | sign (pRO2 − pProd )
pFilt1 = pPipe1 − pFT2
pFilt2 = pPipe2 − pFO1

(3.2)
Table 3.1 Parameters for WRS model
Parameter
CWT
CFT1
CFT2
CFilt1
CFilt2
CFO1
CFO2
CRO1
CRO2
CProd
RPump1
RPump2
RPump4
RFilt1
RFilt2
RFO1FT2
RRO1FO2
RProd
RROPump
AreaFO
AFO
AreaRO
ARO

Values
1.8614 × 10−4
9.1207 × 10−5
5.1207 × 10−5
2.0682 × 10−7
2.0682 × 10−7
2.0682 × 10−6
2.0682 × 10−7
2.0682 × 10−6
2.0682 × 10−6
3.4952 × 10−5
1.0000 × 10−7
1.5000 × 10−7
1.2000 × 10−7
1.1000 × 10−7
5.0000 × 10−7
5.0000 × 10−7
2.6800 × 10−7
1.0000 × 10−7
8.2000 × 10−8
1.0000 × 10−5
5.1196 × 10−6
1.0000 × 10−5
5.1196 × 10−6
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3.2

Simulation Results for Normal System

The WRS mission usually takes 6 months to one year to replace filters or membrane
and the data sampling rate is given by 1 sample/minute. In this thesis, a mission
given in 1000 seconds is used and the data sampling rate is given by 1 sample/second.
This accelerated 1000 second simulation with an increased sampling rate of 1
sample/second is accelerate fault scenarios and develop fault diagnosis and ACM.
In the simulation, the case study uses an operating profile sheet shown in Table
3.2 and Figure 3.4 to simulate the real-time operational condition in the system and
validate the WRS model. The operating profile sheet is adjusted from the WRS data
file from NASA. The initial condition of the model is shown in Table 3.3. This system
operating profile is to be used for all the simulations in this thesis.
Table 3.2 Pump open time sheet
Pump Input
uPump1
uPump2
uPump4
uROPump

Time Range(s)
0∼ 248
109∼ 387
317∼ 1000
817∼ 1000

Table 3.3 Initial value of state
Initial Value of State
pWT
pFT1
pPipe1
pFT2
pPipe2
pFO1
pFO2
pRO1
pRO2
pProd
xNacl
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Values
5(psi)
2(psi)
0(psi)
0(psi)
0(psi)
0(psi)
0(psi)
0(psi)
0(psi)
0(psi)
10(gL-1)

Figure 3.4 The operation time for pumps and membranes
At the beginning of the simulation, the Waste Water Tank has an initial water
pressure of 5 psi. Then, Pump 1 starts working from 0 second to 248 seconds. At
this time, water pressure in the Waste Water Tank decreases, because wastewater is
transferred from the Waste Water Tank to the Feed Tank 1, as shown in Figure 3.5f.
Feed Tank 1 has a water pressure of 2 psi at the beginning. As Pump 1 transfers
water to the Feed Tank 1 from the beginning to the 248th second, the water pressure
in the Feed Tank 1 increases. In the 109th second to the 387th second, the Pump
2 works and transfer water from Feed Tank 1 to the Feed Tank 2. As a result, the
water level in the Feed Tank 1 decreases as shown in Figure 3.5g.
At the 109th second, the Pump 2 starts to transfer water and the pressure in Feed
Tank 2 starts to increase, and at the 317th second, the Pump 4 turns on and it starts
to transfer water from Feed Tank 2 to the FO 1 and the pressure in Feed Tank 2
decrease and eventually kept at a steady state as shown in Figure 3.5h.
At the 317th second, the Pump 4 starts to transfer water through the filter.
Figure 3.5a shows that the voltage of the Pump 4 changes from 0 V to 20 V, which
indicates the motor is turned on. In the normal operation, 20 V is considered as
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(a) Voltage of Pump 4

(b) Pressure of Filter 2

(c) Outflow rate of Filter 2

(d) Pressure of FO Module 1

(e) Outflow rate of Pump 4

(f) Pressure of Waste Tank

(g) Pressure of Feed Tank 1

(h) Pressure of Feed Tank 2

(i) Pressure of Pipe 2

(j) Pressure of Product Tank

Figure 3.5 WRS normal system simulation result
normal operational voltage. According to the motor setting, the voltage range of the
motor is from 0 V to 24 V.
In this simulation, the water is assumed clean. When Pump 4 turns on, the
clean water with a very small number of particles passes through the filter. The
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degradation rate of Filter 2 is very small with clean water and can be neglected.
The flow rate keeps at a constant of 2.2 e-5 cu. m/s, as shown in Figure 3.5c. The
increase in pressure of Filter 2 is very slow. Therefore, the pressure is caused by the
filter hydraulic resistance when the filter is clean is 1 psi as shown in Figure 3.5b.
The pressure of FO 1 represents how much water in FO 1. In the normal condition,
the pressure of FO 1 is stable which means there is enough water for the following
modules in the system as shown in Figure 3.5d. In the end, the pressure in FO 1
remained at a steady level for the reason that the water transferring into FO 1 and
the water transferring out from the FO 1 are the same. A similar analysis can be
obtained from the RO module.
At the 817th second, with constant water flow into the Product Tank, the water
level in the Product Tank begins to increase, which is shown in Figure 3.5j.

3.2.1

Filter Clogging Fault Scenario Based on the
Hydraulic Resistance

In the previous study [48], a degradation model based on the decreasing of the
hydraulic resistance R is used to describe the degradation of filter.
As an example, when a clogging fault happens in Filter 2, the hydraulic resistance
related to the outflow rate of Filter 2, denoted by RFilt2 , decreases. The clogging of
the Filter 2, reflected by RFilt2 , can be represented as:

RFilt2 =






5 × 10−7 , t ≤ tf





5 × 10−7 − 5 × 10−14 ∗ (t − tf )2 , otherwise

(3.3)

where tf is the time when the clogging fault occurs. In this example, tf = 317 second
and RFilt2 is the hydraulic resistance with initial value of RFilt2 = 5 × 10−7 , and the
sampling time is 1 second. Figure 3.6 shows the filter resistance degradation curve
defined in Eq. (3.3).
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Figure 3.6 The degradation of hydraulic resistance R

(a) Outflow rate of Filter 2

(b) Outflow rate of Pump 4

(c) Pressure of Filter 2

(d) Pressure of Forward Osmosis 1

Figure 3.7 WRS filter clogging simulation result
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The filter clogging fault scenario is realized by reducing the hydraulic resistance
R. When fault happens, the value of R decreases to indicate the decrease of the
permeability of filter. Therefore, flow rate of Filter 2 decreases (shown as Figure
3.7a) and pressure of Filter 2 increases (shown as Figure 3.7c). As a result, the water
in the FO 1 decreases, shown as Figure 3.7d.

3.3

High Fidelity Filter Clogging Component Fault
Model

3.3.1

Filter Physical Configuration

Although the model shown in Eq. (3.3) is simple to analyze, the hydraulic resistance
R does not illustrate the physical structure of filter as well as the degradation
mechanism. For fault diagnosis and ACM development, it is desirable to develop
a high-fidelity model.
To increase the fidelity of the clogging modeling in WRS, Ergun equation and
Darcy’s law are used to develop a more realistic filter model. Figure 3.8 shows
the physical configuration of the filter. When water with high suspension rate pass
through the filter, the filter filtrate water, particles remain in the filter and clean
water with low suspension rate come out. The particles remained in the filter cause
the decrease of porosity ϵ and increase of cake thickness L.
The high fidelity modeling of this configuration is discussed as follows.

3.3.2

Ergun Equation

Ergun equation represents the relationship between pressure drop across a filter and
a number of factors of filter including viscosity, velocity of fluid, cake thickness, and
porosity of cake, particle diameter and particle roundness. It has the form of:
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Figure 3.8 The physical configuration of the filter

∆p =

150vs µ(1 − ϵ)2 L 1.75(1 − ϵ)ρvs2 L
+
Dp2 ϵ3
ϵ3 Dp

• ∆p is the pressure drop across the bed
• L is the length of the bed
• Dp is the equivalent spherical diameter of the packing
• ρ is the density of the fluid
• µ is the dynamic viscosity of the fluid
• vs is the superficial velocity
• ϵ is the void fraction of the bed (bed porosity at any time)
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(3.4)

3.3.3

Darcy’s Law

Darcy’s law shows a proportional relationship between the instantaneous flow rate
through a porous medium of permeability, the dynamic viscosity of the fluid and the
pressure drop over a given distance in a homogeneously permeable medium. The
permeability is used to measure filter’s capability to filter the solid particles and
organisms in the water. The Darcy’s law has the form of:

Q=

KA
∆p
µL

(3.5)

• K is the permeability
• A is the cross-sectional area to flow
• µ is the dynamic viscosity of the fluid
• L is the length of the bed

3.3.4

Parameters in Filter Clogging Model

Besides filter pressure and flow rate, the length of the bed L, porosity ϵ, and
permeability K of the filter need to be modeled as well. They are quantified for
each particular filter. The cake thickness is related to the water quality and physical
configurations of the filter, which can be described as follows:
ln
L=
where

P

 P

Qx
l1 Af

l2



(3.6)

Qx stands for cumulative particle volume retained in the filter chamber, Q is

the flow rate, x is the solid fraction of the suspension, l1 and l2 are fixed parameters,
and Af stands for filtration area.
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The porosity of the filter measures the void spaces in the filter, which is represented
by a fraction of the volume of voids over the total volume, between 0 and 1. It can
be described as:
 P
p1

ϵ=1−
where

P

Qx
Vf

e

Qx



Vf

p2

(3.7)

term gives the solid fraction of the cake, p1 and p2 are fixed parameters,

Vf is the maximum filtration volume that can be filled in the filter chamber.
The permeability of the filter can be described as:

K=

1
ϵ3
CS 2 (1 − ϵ)2

(3.8)

where C is Kozeny constant, which is a function of the shape and size distribution of
the cross-sectional areas, and S is the mean surface of the particles.
Filter Clogging Component Fault Scenario under Constant Flow Rate
In this case study, we want to study the filtering model response when the flow rate
from the pump is constant. The flow rate is set as 600 ml/min and the percentage
of suspension x is 0.14%. Other parameters of the simulation are shown in Table 3.4.
Table 3.4 Parameters for filter clogging fault scenario
Parameters
Vf
Af
ρ
µ
Dp
l1
l2
p1
p2

Value
6.7 × 10−6
0.001344
1000
8.9 × 10−4
5.8 × 10−5
4 × 105
899
2.2346
9.1464

Figure 3.9 shows that when the pump starts to transfer water through the filter,
particles accumulate in the filter and the fault of clogging is initiated. This leads
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to an increase of cake thickness of L, a decrease of porosity ϵ, and a decrease of
permeability K. According to the Ergun equation, the two parameters L and ϵ cause
an increase of pressure across the filter.

Figure 3.9 Filter clogging fault scenario simulation result under constant flow rate
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Filter Clogging under Constant Flow with Different Particle Volume
Fractions x
Different volume fractions of particles x in the water represent how many particles
are suspended in the incoming gray water transferred through the filter.

The

simulation is conducted at constant flow rate at 1 × 10−5 m3 /s which is 600 ml/min,
and x is set at 0.14%, 0.21% and 0.28% to represent different levels of the water
quality. A larger number represents more particles in the water stream. Figure
3.10 shows the changes of length of bed and porosity under different percentages of
suspension. It can be seen that more particles in the water leads to faster decrease
of porosity and increase of cake thickness. Moreover, based on the Ergun equation,
the pressure increase faster.
Filter Response Scenario Under Impulse Flow Rate
In this scenario, Pump 4 provides water at 1 × 10−5 m3 /s, for only 1 second as
an impulse input, and the percentage of suspension x is 0.14%. Figure 3.11 shows
the filter clogging fault scenario simulation result under the impulse flow rate. The
flow rate continues to decrease because water flow in the filter is for a very short
time. The pressure increases at first because water passes through the filter at first.
When water is gone, the pressure remains as a very small constant because there are
particles accumulated in the filter. Cake thickness L increases at the very beginning
but stay as a constant because particles stop being accumulated in the filter. A
similar analysis can be observed for the porosity ϵ.

3.3.5

Integration of Ergun Equation and Darcy’s Law with
WRS

To integrate the Ergun Equation and Darcy’s Law with WRS and generate a more
realistic filter clogging fault scenario, the pressure, and flow rate equations for Filter
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(a) Cake thickness L

(b) Porosity

(c) Pressure

Figure 3.10 Filter clogging fault scenario simulation result under constant flow rate
with different percentages of suspension x
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Figure 3.11 Filter clogging fault scenario simulation result under impulse flow rate
2 are replaced by the Ergun equation and Darcy’s law respectively, as shown in Table
3.5.
Table 3.5 Compare previous filter clogging model with current model
Measurement
Pressure
Flow Rate

Previous Model
pFilt2 = pPipe2 − pFO1

Current Model
2L
pFilt2 = 150vsDµ(1−ϵ)
+
2 ϵ3
p

q

qFilt2 = RFilt2 |pPipe2 − pFO1 |

qFilt2 =

1.75(1−ϵ)ρvs2 L
ϵ3 Dp

KA
p
µL Filt2

The Ergun equation and Darcy’s law-based filter clogging fault with WRS is
shown in Figure 3.12. In this fault scenario, the filter begins to clog when the Pump
4 starts to transfer water through the filter. When water flows through Filter 2, the
particles in the water accumulate in the filter as x

P

Q, which leads to the decrease

of porosity ϵ shown in Eq. (3.7) and increase of the cake thickness L as in Eq. (3.6).
As mentioned earlier, the change of these two parameters L and ϵ cause the increase
of filter pressure based on the Ergun equation, Eq. (3.4). When ϵ decreases, the
permeability decrease as shown in Eq. (3.8). Eventually, the flow rate decreases,
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because K has a significant influence on flow rate Q based on Darcy’s law as shown
in Eq. (3.5).

Figure 3.12 Injecting Darcy’s law and Ergun equation-based filter clogging fault
scenario in the WRS

3.3.6

Simulation Results for Filter Clogging Component
Fault

The simulation is performed corresponding to the profile given in Table 3.2. In the
fault condition, it is assumed that the water has many particles. The particles begin
to accumulate in the filter when the water pass through the filter, which leads to
the increase of pressure of Filter 2 pFilt2 (as shown in Figure 4.3a) and the decrease
of flow rate of Filter 2 qFilt2 (as shown in Figure 4.3b). The variation of these two
measurements can be used to estimate the value of ϵ, which are introduced in the next
section. When the pressure of Filter 2 pFilt2 increases, the pressure difference between
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pPump4 and pFilt2 decreases. Therefore, the flow rate of Pump 4, qPump4 decreases, as
shown in Figure 3.13e.
Note that, in these results, no control is added and therefore the flow rate and
pressure of Filter 2 change as the physical degradation of filter. When control is
added, the filter should be able to maintain the desired working condition even under
clogging conditions.
In previous work, the fault severity is introduced by the coefficient of filter
resistance, which does not demonstrate the mechanism of filter clogging.

To

improve the fidelity of the filter clogging model, Ergun equation and Darcy’s law
are introduced. The effectiveness of the improved model is demonstrated by a series
of simulation results. In the following sections, Ergun equation and Darcy’s law
are combined to achieve more realistic filter clogging fault model in WRS model for
diagnosis and ACM.

3.4

Conclusion

In this section, the physical dynamic model for WRS is introduced. In previous work,
the fault severity is introduced by using the coefficient of filter resistance, which does
not demonstrate the mechanism of filter clogging. To improve the fidelity of the filter
clogging model, Ergun equation and Darcy’s law are introduced. The effectiveness of
the improved model is demonstrated by a series of simulation results. The main work
is combining Ergun equation and Darcy’s law to achieve more realistic filter clogging
fault model in WRS model for diagnosis and ACM.
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(a) Voltage of Pump 4

(b) Pressure of Filter 2

(c) Outflow rate of Filter 2

(d) Pressure of Forward Osmosis Module 1

(e) Outflow rate of Pump 4

Figure 3.13 WRS filter clogging simulation results
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Chapter 4
Unscented Kalman filter for fault diagnosis
and prognosis
This section introduces Lebesgue Sampling and Unscented Kalman Filter (LS-UKF)
based fault diagnosis and prognosis. The fault diagnosis function provides fault
information that an ACM system can use to reconfigure system control strategy
to accommodate current and future faulty conditions. The fault information includes
fault mode, fault severity level, fault detection time and time to failure. Since
computational resources are limited in space operations, Lebesgue Sampling is
introduced to reduce the computational resource requirements.

4.1

Lebesgue Sampling based Fault Diagnosis

In a remote environment like deep space habitat, computational resource is extremely
limited. A fault diagnostics system has to share processor time and power with
many other mission critical systems. Therefore, the diagnostic algorithms have to
be as computationally efficient as possible. To this end, Lebesgue sampling (LS) is
introduced in diagnosis and prognosis to reduce the computation and enable real-time
fault diagnosis [35]. While most diagnostic algorithms run at a fix interval (step size),
Lebesgue sampling method allows "event driven" execution of the diagnostic algorithm
at an uneven step size. In the LS-based diagnosis algorithm, the range of the state
x(t) is partitioned into Lebesgue states {F1 , F2 , · · · , Fn }, with which the diagnostic
model is discrete. The event is defined as the state x(t), which is reflected by the
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fault indicator extracted from the raw measurement, changes from one Lebesgue
state to another. The time instant when an event is generated is called the “event
stamp”. The sequence of the event stamps is denoted as {T1 , T2 , · · · , Tn }. If an event
happens when a new measurement becomes available, it indicates the fault state
has significant change and the diagnostic algorithm is executed. The output of the
diagnostic algorithm is an estimate of the current states and the probability that a
fault has been detected. On the other hand, if a new measurement does not trigger
an event, it indicates the fault state does not have much change and the diagnostic
algorithm will not be executed. In this case, the fault state estimated from a previous
time stamp is used as the fault state at the current time instant.

(b) LS with fixed Lebesgue state length

(a) RS with fixed time interval

Figure 4.1 Illustration of LS
To illustrate the advantages of LS, suppose filter pressure is used as a feature to
estimate the filter clogging. Note that, filter pressure is not used as feature in this
thesis, and it is only used as illustration purpose.
Figure 4.1a shows that the filter pressure pFilter increases at the constant flow rate
operating condition when filter clogging happens. The red curve is the pressure of
filter pFilter , the black vertical lines represent the RS time interval. The pressure of
filter in the range R1 = [0, 500] second is slower than that in the range R2 = [500,
600] second. Using the Riemann sampling (RS) method with fixed time interval, as
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shown in Figure 4.1a, the diagnosis algorithm is executed at each time instance no
matter whether the measurement shows the fault condition has changes or not. This
requires a lot of computation resources and is not suitable for applications where the
computation resource is limited, like the deep space habitat.
To address this problem, LS is introduced and integrated with diagnosis. For
example, Figure 4.1b shows that only 5 Lebesgue states are defined in 500 seconds
when the pressure increases with a slow rate. On the contrary, 10 Lebesgue states
are defined in 100 seconds in R2 when the pressure increases with a fast rate. This
indicates that the filter pressure causes 5 events in the range of R1 and the diagnostic
algorithm only executes 5 times. Similarly, the filter pressure causes 10 events in
the range of R2 and the diagnostic algorithm executes 10 times. Compared with the
RS scheme, Figure 4.1a, in which the diagnostic algorithm executes every time when
a filter pressure measurement becomes available, the LS scheme shown in Figure
4.1b can significantly reduce the computation. It is worth noting that during R2 ,
LS scheme allows more computing resource to be allocated to the algorithm due
to the more frequent transitions between Lebesgue states. This indicates that the
LS-based scheme can adaptively configure the computation resources, which saves
computation when the fault dynamic is slow and assigns more computation power to
diagnosis when the faulty dynamic is fast to get more accurate diagnosis results.

4.2

Unscented Kalman Filter

Traditional Bayesian estimation methods such as Kalman filter (KF), extended
Kalman filer (EKF) and unscented Kalman filter (UKF) have shown many successes
in diagnosis and prognosis. In the diagnosis of filter clogging, UKF is selected due
to its advantages of highly efficiency and better linearization. Moreover, UKF does
not need to calculate the Jacobian of process and measurement equations, which is
suitable for data-driven modeling.
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Fault diagnosis in the Bayesian estimation framework can be formulated as a state
estimation problem. In this framework, unobserved faulty conditions is estimated
from system observations that are related to the unobserved faulty condition and a
dynamic faulty degradation model. Mathematically, LS-based diagnosis is defined as
follows: Assume the unobserved fault process X to be a Markov process characterized
by initial distribution p (x0 ) and the transition probability p (xk |xk−1 ), which is
defined by xk = f (xk−1 , ωk ) with ωk being the process noise, subscript k represents
the k th event stamp caused by the transition of Lebesgue states. The observations
Z are assumed to be conditionally independent of all other variables given X. The
distribution of Zk |Xk is defined by zk = h (xk , vk ) with vk being observation noise.
Let x0:k = {x0 , · · · , xk } and z1:k = {y1 , · · · , zk } denote the state and the observation
up to the k th event. It is of interest to estimate the posterior distribution p (x0:k |z1:k ).
Consider the following nonlinear system, described by the process and the
observation model with additive noise:

xk = f (xk−1 ) + wk−1
zk = h (xk ) + vk
where wk−1 and vk are process noise and measurement noise that are subject to
Gaussian distributions. In filter clogging case, state x is the filter porosity ϵ and
z is the feature, which is extracted from filter measurements of flow rate and filter
pressure. The implementation of UKF involves selection of sigma points, forecast,
and data assimilation [49], which are discussed as follows:

4.2.1

Selection of Sigma Points

Let Xk−1 be a set of 2n + 1 sigma points (where n is the dimension of the state space)
and W as their associated weights:

xk−1 =

n



xjk−1 , W j |j = 0 . . . 2n
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o

(4.1)

Let Pk−1 be the co-variance and W j for all j = 1 . . . 2n be the weights on the sigma
points j = 1, . . . , 2n.
Consider the following selection of sigma points that incorporates higher order
information in the selected points[50]:

x0k−1 = xak−1 , the first sigma point is the mean

xik−1

xi+n
k−1

=

=

xak−1

xak−1

−

+

q

q

(4.2)

(n + λ) ∗ Pk−1 )i for all i = 1 . . . n

(4.3)

(n + λ) ∗ Pk−1 )i for all i = n + 1 . . . 2

(4.4)

Wm0 =

λ
n+λ



Wc0 = Wm0 + 1 − α2 + β

Wmj = Wcj =

(4.5)



λ
for allj = 1 . . . 2n
2(n + λ)

(4.6)

(4.7)

where λ is given as λ = α2 (n + k) − n. Table 4.1 shows the parameters that determine
the sigma points. Moreover, the sum of weights must be 1, i.e.,
2n
X

Wmj = 1

j=0

Table 4.1 Parameters in UKF
Parameters
α
k
β
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Values
1e-3
0
2

(4.8)

4.2.2

Prediction

In the prediction stage, each sigma point propagates through the nonlinear process
model:



j
xf,j
k = f xk−1



(4.9)

where xf,j
k are the sigma points after propagated through the nonlinear process model.
The transformed points are used to compute the mean and covariance of the
forecast value of xfk :

xfk =

2n
X

Wmj xf,j
k

(4.10)

j=0

Pkf

=

2n
X



f
Wcj xf,j
k − xk



f
xf,j
k − xk

T

+ Qk−1

(4.11)

j=0

where Qk−1 is the process noise covariance.
f,j
propagate through the nonlinear
The sigma points of measurement zk−1

observation model:



f,j
zk−1
= h xjk−1



(4.12)


f
f
and covariance Cov z̃k−1
With the transformed observations, the mean zk−1



(innovation covariance) are computed as:

f
zk−1

=

2n
X

f,j
Wmj zk−1

(4.13)

j=0





f
Cov z̃k−1
=

2n
X



f,j
f
Wcj zk−1
− zk−1



j=0

where Rk is the measurement noise covariance.
f
The cross-covariance between xefk and zek−1
is:
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f,j
f
zk−1
− zk−1

T

+ Rk

(4.14)





f
Cov x̃fk , z̃k−1
=

2n
X



Wcj xfk i − xfk



fi
f
zk−1
− zk−1

T

(4.15)

j=0

4.2.3

Data Assimilation

The information obtained in the prediction stage needs to be updated with the
new observation zk (the feature extracted from filter measurements) to achieve the
posterior estimation of states. The mean value is updated as:



f
xak = xfk + kk zk − zk−1



(4.16)

where gain Kk is given by:







f
f
Kk = Cov x̃fk , z̃k−1
Cov−1 z̃k−1



(4.17)

The posterior covariance is updated as:





f
Pk = Pkf − Kk Cov z̃k−1
KkT

4.3

(4.18)

LS-UKF Diagnosis Methodology

When a fault is formulated as a state, the diagnosis problem becomes estimating
fault magnitude (severity) based on system measurements (observation of feature).
In LS-UKF, the algorithm first checks if the measurement (observation of a feature)
triggers an event, i.e., if the feature value changes from one Lebesgue state to another
one. If yes, it indicates the fault state has a significant change. Then, the LS-UKF
takes the measurement to conduct fault diagnosis and estimates the fault state.
If not, it indicates the fault state does not have significant change. In this case,
fault diagnosis is not needed, and the fault state estimated from diagnosis at the
previous timestamp is used as the fault stat at the current time instant. When
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LS-UKF based fault diagnosis is implemented, the sigma points drawn from the
state probability density function are propagated through the state equation (process
model) to predict the state at the next time instant. Then the predicted state is
updated based on systematic observation of the feature by applying a filtering process
to get the posterior estimation of fault state and covariance. Figure 4.2 shows the
implementation flow chart of the above-discussed LS-UKF based fault diagnosis.

Figure 4.2 LS-UKF based fault diagnosis

4.4

LS-UKF Diagnosis with WRS

In this thesis, the fault scenario under study is filter clogging. This section provides
details on integrating LS-UKF with filter clogging.
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4.4.1

Process Model and Measurement Model of LS-UKF

Feature Extraction
As motioned in previous section, when the filter starts clogging, more and more
particles are gathered in the filter, which results in decrease of the porosity ϵ. Figure
4.3 shows the simulation results of filter porosity ϵ, pressure and flow rate when
filter clogging happens without control method. The results are based on the same
operation profile in section 2. The figure shows that the decrease of the porosity ϵ
results in the deterioration of the filtering performance and, therefore, can be used to
indicate the clogging state of the filter. For the filter model with fault being injected,
the decrease of filter porosity ϵ leads to the increase of pFilt2 and decrease of qFilt2
because less water can pass through the filter, shown in Figure 4.3. This leads to
increase of ratio of

pFilt2
.
qFilt2

Note that flow rate or pressure alone cannot be used as measurement in diagnosis
to effectively diagnosis clogging.

It may work under one particular operating

condition. When the operating condition changes, diagnostic algorithm based on flow
rate or pressure alone cannot accurately estimate the fault state of porosity ϵ. For
example, Figure 4.4 shows the estimation results when only flow rate is used as feature
under three different working conditions: (i) constant flow rate without control; (ii)
constant flow rate with PID-based fault-tolerant control; and (iii) reconfigured PID
(in which the system has constant flow rate at the beginning of the clogging and
switches to constant pressure control when the clogging becomes severe and the filter
pressure reaches the safety critical threshold). Figure 4.4a shows the estimation result
under operating condition of (i) constant flow rate when fault happens, which shows
the estimation result is close to the ground truth. However, Figure 4.4b and Figure
4.4c, which correspond to operating conditions (ii) and (iii), respectively, indicate that
the estimation results cannot accurately estimate the fault condition, especially at the
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(a) Pressure of Filter 2

(b) Outflow rate of Filter 2

(c) Porosity ϵ of Filter 2

Figure 4.3 WRS filter clogging simulation result
later stage of clogging. The reason is that, when the WRS is working under constant
flow rate condition for operating conditions (ii) and (iii), although the porosity ϵ
decreases as more particles are trapped, the controller will maintain the constant
flow rate and this constant flow rate cannot indicate the decrease of the porosity ϵ.
Similar analysis applied to the filter pressure pFilt2 .
Based on the results of Figure 4.3, it is clear that the filter condition, described
by porosity ϵ, can be indicated by combining flow rate and filter pressure. Figure
4.5 shows that, when the filter clogging condition increases, the porosity of the filter
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(b) Constant flow rate based PID

(a) Constant flow rate without control

(c) Reconfigured PID

Figure 4.4 Porosity ϵ estimation under different operating conditions
decreases, along with the increase of

pFilt2
.
qFilt2

That is,

pFilt2
qFilt2

is inversely proportion to ϵ,

which can be used as a feature to indicate the decrease of porosity ϵ.
When pFilt2 is divided at both sides of Darcy’s law, we have:
qFilt2
KA
A K
=
= ×
pFilt2
µL
µ
L

(4.19)

pFilt2
µ
L
= ×
qFilt2
A K

(4.20)

Then we have:

• K is the permeability
• A is the cross-sectional area to flow
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Figure 4.5 Feature

pFilt2
qFilt2

and ϵ variation when filter clogging

• µ is the dynamic viscosity of the fluid
• L is the cake thickness
where the cross-sectional area A and the viscosity of the fluid µ can be considered
as constant, permeability K and cake thickness L can be approximated as function
of porosity ϵ. When the filter is in operation and water pass through the filter,
particles accumulate in the filter, which causes increase of cake thickness L, decrease
of permeability K. As a result,
constant,

µ
L
×K
A

L
K

in Eq.(4.20) increases. Since

increases, which shows that

pFilt2
qFilt2

µ
A

is considered as a

increases. This analysis is consistent

with the results shown in Figure 4.5. Both analysis of Eq.(4.20) and the result in
Figure 4.5 show that

pFilt2
qFilt2

can be used as a feature to indicate the clogging of the

filter.
Figure 4.6 shows the results to validate this feature. The x-axis is the value of

pFilt2
.
qFilt2

The y-axis is the value of ϵ. Figure 4.6a-c shows the ϵ variation when the constant
flow rate set at 1.8×10−5 m3 /s, 2.0×10−5 m3 /s, 2.2×10−5 m3 /s, respectively. Figure
4.6d shows the curve at different flow rates are all comparable. In the view of analysis
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(a) Flow rate at 1.8e-5 m3 /s

(b) Flow rate at 2.0e-5 m3 /s

(c) Flow rate at 2.2e-5 m3 /s

(d) Comparison at different flow rates

Figure 4.6 Porosity ϵ versus feature when WRS at different constant flow rates
above, with the clogging of the filter, the ratio

pFilt2
qFilt2

is inversely proportional to the

porosity ϵ curve.
Since the task is to detect clogging and estimate the clogging state indicated
by ϵ, these results show that

pFilt2
qFilt2

is a good feature. Moreover, Figure 4.6d shows

that, when the flow rate does not have significant changes, its influence on porosity
degradation is very small and can be ignored. In other words, Figure 4.6d indicates
that the porosity vs feature (the ratio of flow rate and pressure) curve is similar under
different flow rates. This indicates that the feature extracted from filter flow rate and
pressure is good for diagnosis and prognosis under different flow rates. This greatly
facilities the modeling and design of fault diagnosis algorithms.
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In this study, the ratio is normalized as

pFilt2
×
qFilt2

2.0×10−5 and is used as the feature

vector for fault identification. The normalized feature is shown in Figure 4.7. To
implement diagnosis in LS framework, 100 Lebesgue states are used to evenly divides
the feature vector ranging from 0 to the maximum of the feature value shown as the
red horizontal lines. The maximum of the feature value can be different based on
the filter parameters and consumer requirements. In this case study, the maximum
of feature value is set as 50. The number and the range of Lebesgue states are
chosen based on the dynamics and the range of the feature vector, respectively. The
LS-based approach takes fewer samples when the fault is not severe (P1), but takes
more samples when the fault becomes severe (P2), which will save the computational
time, shown in Figure 4.7.

Figure 4.7 Feature vector(zk ) with Lebesgue length
Above analysis shows that the filter clogging is reflected by ϵ and the ratio of
flow rate and pressure can be used as feature in fault diagnosis and prognosis to
estimate the fault state. The task of fault diagnosis is to estimate the parameter ϵ
from the feature given by

pFilt2
.
qFilt2

The estimated porosity ϵ̂ is then used in ACM for

fault mitigation.
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From the above analysis, the process model and measurement model were
developed as follows:
Process Model in UKF

x(k) = x(k − 1) − C × (qFilt2 ) × LBG + wk ∼ N (0, Qk )

(4.21)

where x (k) is the state ϵ, which is the porosity of Filter 2, qFilt2 is the flow rate of
Filter 2, C is a constant, LBG is the Lebesgue length and wk is the process noise. The
process model is derived based on the relationship between flow rate qFilt2 and filter
porosity ϵ, shown in Figure 4.8. When water pass through the filter, the particles will
remain in the filter and cause the decrease of filter porosity to decrease.

Figure 4.8 Porosity ϵ versus flow rate when filter clogging
Measurement Model in UKF
The measurement model shows the relationship between fault state, porosity of
filter ϵ, and feature, the ratio of filter pressure and filter flow rate
is given as follows:
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pFilt2
.
qFilt2

The model

zk = h (xk ) + vk
where zk =

pFilt2
qFilt2

vk ∼ N (0, Rk )

(4.22)

is the measurement (feature) and vk is measurement noise, h (xk )

is the nonlinear function that describes the relationship between measurements and
filter state. Since the relationship is nonlinear, a machine learning approach based
on neural networks is used to get this model.
The structure of the neural network implemented has 1 hidden layer with 10
neurons. The input is porosity ϵ and the output is

pFilt2
.
qFilt2

In the simulation, the fault

is injected at the 317th second, and the mission ends at the 1000th second. Next,
we randomly selected 70% samples as training data, 15% samples as testing data,
and 15% samples as validation data. Levenberg-Marquardt algorithm in MATLAB
neural network fitting toolbox is used for training. This algorithm typically requires
more memory but less time. Training automatically stops when generalization stops
improving, as indicated by an increase in the mean square error of the validation
samples.
Figure 6.12a shows the neural network fitting result, in which the x-axis represents
the input ϵ and the y-axis represents the predicted

pFilt2
qFilt2

from the model. Ground

truth (target value) and output of the model from training dataset, testing dataset
and validation dataset are represented by the blue, red and green dots. Figure 6.12b
shows the errors between targets and outputs of the training dataset, testing dataset
and validation dataset.
Figure 6.13 shows the modeling error histogram. The blue, green, and red bars
represent the errors of model on the training data, validation data, and testing data,
respectively. The x-axis represents the errors between the predicted
truth

pFilt2
,
qFilt2

pFilt2
qFilt2

and ground

while the y-axis is the number of instances (samples) fall into these error

ranges.
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Figure 4.9 Neural network fitting result

Figure 4.10 Neural network error histogram

4.5

Results Analysis

4.5.1

Fault Detection

Fault detection is conducted by comparing the baseline ϵ distribution against the
real-time ϵ̂ distribution. Figure 4.11 shows the comparison of baseline distribution
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Figure 4.11 The fault detection results
and real-time distribution when the fault of clogging was detected. The baseline
distribution is established from the ϵ values without clogging. In WRS, before fault
occurs (the filter is in clogging-free working condition), the ϵ is assumed to follows
a Gaussian distribution with mean of 0.8907 and standard deviation of 1 × 10−3 , as
shown in blue bars in Figure 4.11. For detection, the false alarm rate and probability
of missing detection are both set to 5%. The fault detection threshold can then be
determined from the baseline distribution and the 5% false alarm rate, which is 0.9984,
indicated by the yellow vertical line. The estimation PDF shows the diagnostic results
at the 334th second when the fault was detected. The mean value of the real-time
distribution at the 334th second is 0.8876 with standard deviation at 1 × 10−4 and
its 95% confidence interval is [0.9695, 1.0009].

4.5.2

Comparison between RS and LS

In RS, the estimation of porosity ϵ is calculated every time when a new feature
Filt2
( pqFilt2
) becomes available. However, in LS-based algorithm, the Lebesgue states are
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defined as 100 states with even length ranging from 0 to 50. In the operation of
the system, when a new feature becomes available, the feature is compared with the
predefined Lebesgue states and the diagnosis algorithm is executed only when an
event happens, i.e., the feature changes from one Lebesgue state to another one. The
results of filter clogging estimation from LS-UKF are shown in Figure 4.12. Since
the output of LS-UKF is a distribution, the figure shows the mean and upper/lower
bounds of the estimation of porosity ϵ. In this case, the fault is detected at the 334th
second. For a mission that ends at the 1000th second, there are only 44 executions
to the end of the estimation process, which is very small compared with RS-UKF
(1000-317=683 executions). The reduced execution times for the diagnosis algorithm
benefits applications have limited computation resource, like deep space habitat.

Figure 4.12 Lebesgue sampling-based fault identification simulation result

4.5.3

Fault Identification Under Different Water Quality

Due to its high modeling capability, neural network model can describe the faults
under different operating conditions. To demonstrate this, the filter is simulated with
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different flow rates in this case study and the neural networks model is implemented
to validate the model.
When the flow rate is high, the accumulation rate of particles in the filter becomes
fast and lead to fast degradation of porosity ϵ. We want to test if LS-UFK is capable
of estimating ϵ under different flow rates. Figure 4.13 shows the simulation result
with flow rates of 2.3 × 10−5 m3 /s, 2.0 × 10−5 m3 /s, 1.8 × 10−5 m3 /s. For this test, the
flow rate is set as a constant and the PID controller (discussed in the next section)
is used to maintain the flow rate as the filter condition degrades, i.e., the clogging
condition becomes severe as particles accumulate.

Figure 4.13 LS-UKF based fault identification tested under different flow rates
The accuracy of LS-UKF based fault identification under different flow rates is
evaluated by using the Root Mean Square Error (RMSE), which is defined as:

RM SE =

v
u n
uX
t

(ŷi − yi )2
n
i=1

(4.23)

where ŷi and yi , i = 1, 2, · · · , n are predicted value and ground truth value
respectively, n is the number of observations.
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In this case study, RMSE is used to evaluate the residual between the predicted ϵ̂
and the ground truth ϵ. Table 4.2 shows the results, which indicate that the RMSE
under different flow rates are very close to 0. The simulation results indicate that the
developed LS-UKF has high accuracy for the prediction of the ϵ in different operating
conditions.
Table 4.2 Estimation RMSE for fault with PID at constant flow rate
Constant flow rate
2.3 × 10−5 m3 /s
2.0 × 10−5 m3 /s
1.8 × 10−5 m3 /s

4.6

RMSE
0.0012
0.0012
0.0013

Lebesgue Sampling based Fault Prognosis

4.6.1

Prognosis methodology

The diagnosis process only provides information about current system health status,
i.e., does a fault exist in the system? It does not necessarily predict future health
state, the propagation of a fault if exists. The latter is addressed by a prognosis
module.
In the process of prognosis, the Lebesgue time model (LTM) is developed to
predict the operation time reaching each predefined Lebesgue state. The estimated
state PDF can not be used for prognosis directly in the developed LTM, which
needs to be converted to the corresponding time distribution PDF and is used as the
initial time state for prognosis once the prognosis algorithm is triggered, as shown
in Figure.4.14. With the developed LTM and the initial converted time state, the
operation time PDF reaching each predefined Lebesgue state is predicted, and the
operation time PDF that reaches the predefined failure threshold is the remaining
useful life (RUL). In the absence of future measurements, the propagation of future
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Figure 4.14 Prognosis methodology framework
states does not involve the updates from measurement as applied in a filtering
framework.

Compared to the RS-based prognosis, the uncertainty of LS-based

prognosis caused by noise accumulation is significantly reduced since the prognosis
horizon of the LS-based method has been reduced considerably. The performance of
prognosis is evaluated by the α-λ metrics, defined as follows:

[1 − α] · r∗ (tλ ) ≤ r (tλ ) ≤ [1 + α] · r∗ (tλ )

(4.24)

where r∗ is the predicted RUL at tk , rt is the ground truth RUL, α is the accuracy
modifier, shown in Figure 4.15.

4.6.2

Prognosis result

The Filter clogging fault scenario is illustrated as a case study for the prognosis
function. After the filter clogging fault is detected, the estimated filter porosity ϵ
PDF from diagnosis function is converted to the corresponding time distribution
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Figure 4.15 α-λ metrics

Figure 4.16 Prognosis process
PDF and is used as the initial time state for prognosis once the prognosis algorithm
is triggered, as shown in Figure 4.16.
When the filter clogging happens, flow rate decreases, and pressure increases. A
combination of those two measurements

pFilt2
qFilt2

has been used as a feature in the filter

clogging fault diagnosis section. In the prognosis section, we still use

pFilt2
qFilt2

as a feature

in the prognosis model, shown as Eq. (4.25):

t(k) = t(k − 1) + A ∗

pFilt2
+ wk
qFilt2
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wk ∼ N (0, Qk )

(4.25)

The prognosis module takes the initial time distribution PDF and the feature

pFilt2
qFilt2

as inputs to the prognosis model to calculate the prognosis result iteratively when
the predicted time distribution PDF reaches the next predefined Lebesgue state,
until the predicted time distribution PDF reaches the failure threshold. The final
time distribution PDF is time to failure (TTF) PDF.

(a) Prognosis result at Time 1

(b) Prognosis result at Time 2

Figure 4.17 Prognosis result
Figure 4.17 also shows the prognosis result at two different timestamps when
the Filter 2 clogging happens. The number of Lebesgue states in the prognosis is
calculated by the difference between the estimated filter porosity ϵ and filter porosity
ϵ threshold divided by the predefined Lebesgue state length. At the 508th second,
the difference between current time and TTF (921) is 413 seconds, or 413 sampling
points in Riemann sampling, However, there are only 28 Lebesgue states in Lebesgue
sampling. Therefore, Lebesgue sampling based prognosis save 93.23% computation.
Similarly, at the 723rd second, there are only 18 Lebesgue states, compared to 198
Riemann sampling points, it saved 90.91% computation.
As for prediction accuracy, at the 508th second, TTF PDF has a mean value of
819 seconds and 95% CI (confidence interval) of [811 827]. At the 723rd second, TTF
PDF has a mean value of 868 seconds and 95% CI of [856 881]. Compared with the
ground truth TTF 921 seconds, the differences between the ground truth and the
predictions are 82 and 53 seconds at the 508th and 723rd second, respectively. The
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RDT prediction deviation from the ground truth TTF 921 seconds is 82/921×100%
= 8.9% and 53/921×100% = 5.7%, respectively.
Given the above analysis, the proposed LS-based prognosis has better performance
than RS-based methods in terms of computation cost and uncertainty management,
which lays a solid foundation for decision-making and safety system operation.

4.6.3

Prognosis result evaluation

(a) Prognosis result evaluation under α-λ (b) Prognosis result evaluation under α-λ
metrics
metrics under constant flow rate

Figure 4.18 Alpha lambda metrics
The prognosis result is evaluated by the α-λ metrics. From Figure 4.18a, we can
see the prognosis result located within the α-λ metrics lower bound and upper bound,
showing satisfactory results, which indicates that the prognosis algorithm can be used
to predict RUL of the component.
Figure 4.18a shows that when the filter clogging fault happens and no control
method is applied, the TTF is 930 seconds. However, if the flow rate is maintained
as constant by a controller, which means there will be more water being transferred
through the filter, more particles will accumulate in the filter. Therefore, the clogging
of the filter will be faster, and the TTF is 880 seconds, as shown in Figure 4.18b. The
prognostic algorithm is able to predict both scenarios accurately, as shown in Figure
4.18.
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4.7

Conclusion

This section develops an LS-UKF based diagnostic and prognostic algorithms for filter
clogging. The results under different operating conditions show the effectiveness of
the proposed method. Since our objective is to develop ACM strategies based on
diagnostic information, fault-tolerant control for ACM will be developed in the next
section.
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Chapter 5
Control based ACM Strategies
This chapter introduces health management approach after component fault is
detected and identified. After fault diagnosis, the component fault can be mitigated
in order to maintain mission success.

5.1

PID Based ACM Strategies

5.1.1

PID Controller Introduction

PID control is a classic control mechanism, which has been used in many industrial
applications. A PID controller uses the error value between the desired reference
signal and a measured process variable to adjust the control variable to the system
and eliminate the error.
The block diagram in Figure 5.1 shows the implementation of PID controller. The
error signal e(t) is the difference between the reference signal r(t) and the measured
process variable y(t). The control output is calculated by the gains of proportional
Kp , integral Ki , and derivative Kd as shown in Eq. (5.1):

u(t) = Kp e(t) + Ki

Z t
0

e(t) dt + Kd

de(t)
dt

(5.1)

Since the WRS is a discrete time system, the continuous time signals, r(t), y(t),
e(t), and u(t) need to be discretized. The discretized signals are denoted as r(k),
z(k), e(k), and u(k), where k is the index of the sampling time. Then, the discrete
error signal becomes e(k) = r(k) − z(k). A discrete PID-controller is obtained
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by substituting the integral of the error by the sum of discrete error signal and
substituting the derivative by the difference of error signal. Then the discrete PID
controller can be written as:

u(k) = Kp e(k) + Ki

X

e(k) + Kd (e(k) − e(k − 1))

(5.2)

Figure 5.1 PID controller diagram
From the above equations, the function of PID terms can be summarized as
follows:
Term P, is proportional to the error. In a proportional controller, steady state
error tends to depend inversely upon the proportional gain Kp . For Kp > 0, the
controller output u(k) increases as its input signal e(k) decreases. When Kp < 0,
the controller is said to be direct acting because the controller output increases as
the output increases. A high proportional gain Kp results in a large change in the
output for a given change in the error. If the proportional gain Kp is very high, the
system can become unstable. In contrast, a small proportional gain Kp results in a
small output response to a large input error. If the proportional gain Kp is very low,
the control action may be too small when responding to system disturbances.
Term I, is the integration of past values of error, which is proportional to both
the magnitude of the error and the duration of the error. The integral is the sum of
the instantaneous error over time and gives the accumulated offset that should have
been corrected previously. Therefore, it has the effect of eliminating the steady-state
error, but it may make the transient response worse.
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Term D, takes the derivative of the process error and determines the slope of the
error over time. The derivative term slows the rate of change of the controller output.
It has the effect of increasing the stability of the system and improving the transient
response.
The previous WRS model was built without a controller. The WRS model was an
open-control system. As the first step to introduce ACM to WRS system, the PID
control was added to the WRS to accommodate filter clogging fault in the system.

5.1.2

Reconfigured PID based fault tolerant control

Figure 5.2 Framework of PID based fault tolerant control
The thesis considers two operating modes, constant flow rate, and constant
pressure. Here, it is assumed that the water requirement is constant, which requires a
constant water flow rate. In PID-based ACM, the main objective of the WRS system
is to maintain sufficient water, i.e., maintain a constant flow rate of water. When the
fault of filter clogging happens, the water flow rate will decrease under open control
mode (before the PID-based ACM is activated). When the fault is detected, the
PID-based ACM is activated to recover the constant flow rate to guarantee enough
water is generated. Meanwhile, the system keeps monitoring the severity of filter
clogging. When filter clogging becomes severer, the filter pressure will increase, when
the filter pressure increase to a critical value (a predefined safety threshold), keeping
the constant flow rate will endanger the system safety. Under this situation, the main
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objective of the WRS system is to keep the system safety but work under a degraded
but acceptable performance, i.e. a reduced but acceptable water generation. With
this consideration, the operating mode switches to constant pressure mode. The
constant pressure model under severe fault conditions will lead to the decrease of
flow rate. However, it guarantees the filter pressure is under the safety threshold
such that the system is not endangered.
Figure 5.2 shows the framework of PID based fault mitigation. At each discrete
time step k, the fault detection and identification algorithm takes the measurement
pFilt2
qFilt2

(z(k) in the figure) from the WRS plant to estimate the filter porosity ϵ̂ to detect

if clogging happens in the system. Once the fault is detected, the PID based fault
mitigation is activated to control the WRS. In this case, the PID controller controls
the input voltage to the pump, i.e., u(k) is the pump voltage. The fault detection
and identification module uses the LS-UKF developed in the previous section to
estimate the porosity of the filter. When the fault is detected, the PID controller
starts working. As mentioned early, at the early stage of filter clogging, when the
clogging is not severe, the PID is a constant flow control. During the operation of the
filter, when the clogging becomes severe, the pressure is monitored as a switch signal
of PID control mode. When the safety-critical signal pFilt2 becomes larger than a
threshold, the PID control switches to constant pressure mode. Although the switch
of control model from constant flow rate to contestant pressure causes the change of
reference signal r(k), the PID controller always works on the pump input voltage.

5.1.3

PID Simulation Case Studies

This section shows two PID simulation case studies of constant flow rate and
reconfigured PID based fault tolerant control. The objective of those two case studies
is to mitigate the effect of the filter clogging based on different control priorities.
The operating profile of the WRS follows the one described in WRS modeling and
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simulation.

In the simulation, the parameters are set as follows: the particle’s

suspension rate is 0.14% and the normal flow rate is set as 2.2 × 10−5 m3 /s. The
filter pressure limit is different for different filters. In this case study, the limit is 32
psi. The nominal voltage of the Pump is 20 V, and the maximum voltage is 24 V.
In the simulation, the parameters for the PID parameters are shown in Table
5.1. The PID parameters show in this table were tuned to achieve good tracking
performance of the reference signal and stability under both constant flow rate and
constant pressure control modes.
Table 5.1 Parameters for the PID controller
Parameters
Kp
Ki
Kd

5.1.3.1

Values
100000
40000
10

Constant Flow Rate PID based Fault Tolerant Control

The first case study is for a filter working under constant flow rate mode.

As

mentioned early, this control mode is activated when the fault of clogging is detected
at its early stage and the fault severity is low. The main objective at this moment
is to maintain the quantity of the water. To demonstrate the effects of PID based
ACM, the results are shown and compared with fault WRS without PID controller.
Figure 5.3 shows the simulation results of WRS filter clogging under constant flow
rate PID based fault tolerant control (given by magenta curves), which are compared
with the WRS filter clogging without fault tolerant control (given by red curves).
Figure 5.3a shows the input signal of the Pump 4 in which the voltage at the 317th
second indicates that the pump-filter system starts to operate. The operation ends
at the 1000th second. Figure 5.3b-d shows measurements of the WRS of Filter 2
flow rate qFilt2 , pump flow rate, and Filter 2 pressure pFilt2 by red curves). Figure
5.3a shows the input signal of the Pump 4 qPump4 in which the voltage at the 317th
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second. Figure 5.3e-g shows the parameters of Filter 2 porosity ϵ, cake thickness L,
and permeability K.

(a) Voltage of Pump 4

(b) Outflow rate of Filter 2

(c) Outflow rate of Pump 4

(d) Pressure of Filter 2

(e) Porosity of Filter 2

(f) Cake thickness of Filter 2

Figure 5.3 WRS filter clogging with PID simulation result 1
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(g) Permeability of Filter 2

Figure 5.3 WRS filter clogging with PID simulation result 1
At the 317th second, the system is put into operation and the pump starts to
transfer water through the filter. The input voltage of the pump is shown in Figure
5.3a. When water passing through the filter, the filter begins to clog because the
particles in the water accumulate in the filter. For the original WRS without PID
control to mitigate the fault, the input voltage of Pump 4 is a constant as there is no
control to adjust it, Figure 5.3a. With the presence of clogging, the flow rate of Pump
4 and Filter 2 decrease as shown in Figure 5.3b and 5.3c. The clogging also leads to
the pressure increase on the flow-in side and pressure decrease on the flow-out side of
Filter 2, which results in the increase of pressure of Filter 2 (defined as the pressure
difference on flow-in and flow-out side) as shown in Figure 5.3b. The simulation
also shows the change of filter parameters with clogging. With particles trapped in
the filter, the porosity and permeability of the filter decrease, as shown in Figure
5.3e and Figure 5.3f. Meanwhile, the cake thickness of the filter increases with the
accumulation of particles, as shown in Figure 5.3f. The change of filter parameters
consistent with the change of filter variables. For instance, according to Ergun’s law,
when cake thickness increases, the filter pressure increases. According to Darcy’s
law, the decrease of permeability and the increase of cake thickness are dominant, as
shown in Figure 5.3f and Figure 5.3g. Although the filter pressure increase, due to
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the dominant influence of permeability and cake thickness, the flow rate of Filter 2
decreases as shown in Figure 5.3d.
For the same simulation scenario, when the PID-based ACM is included, the PID
controller is activated when the fault is detected. At the 317th second, the system is
put into operation and the pump starts to transfer water through the filter. Particles
start to accumulate on the bed of the filter, and the fault was detected at the 347th
second. At this time, the PID controller starts to work. Based on the fault diagnosis
and check if safety critical threshold reaches 32 psi, the filter clogging is not severe
at this moment. Therefore, the main objective of the system is still to maintain the
quantity of water. Since the clogging causing decrease of flow rate (as shown in the
[317, 347] second in Figure 5.3b and Figure 5.3c), the PID adjusted the input voltage
of the pump. This leads to an increase of pump voltage shown in Figure 5.3a to
compensate for the decrease of flow rate. With the increase of pump voltage, the flow
rate of Pump 4 increases, which also leads to an increase of the flow rate of Filter 2.
This happens after the PID controller starts to work. From Figure 5.3b and Figure
5.3c, it is clear that after 347 second, the decreased flow rate of Pump 4 and Filter 2
gets back to their reference values in 349 seconds. The response under the selected
PID gains are good. Moreover, with the increase of clogging severity, the destined
PID control can maintain the flow rate and, therefore, meet the mission needs.
However, with the clogging of the filter, maintaining a constant flow rate leads
to an accelerated increase of filter pressure, as shown in Figure 5.3d. At the end
of the simulation, the pressure of Filter 2 increases to 45 psi, compared with 31 psi
without PID. The maintaining of the constant also accelerate the degradation of the
filter condition. In Figure 5.3e-g, the porosity, cake thickness, and permeability of the
filter degrade faster with PID. At the end of the simulation, the values of porosity,
cake thickness, and permeability degrade to 0.780, 0.0072, 2.183 × 10−10 compared to
0.793, 0.0071, 2.597×10−10 . The conclusion is that, at the early stage of the fault, the
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ACM strategy focuses on maintaining water quantity but not on the system remaining
useful life.
Limitation of the Approach:
This case study only considers the flow rate to maintain water quantity. As a
result, at the end of the operation, the filter pressure increases significantly. Suppose
that the filter pressure increases exceeds the safety threshold, it may lead to damage
to the filter or the WRS. Therefore, in the operation of the WRS, the filter pressure
must be regulated to keep the safety of WRS. This leads to the PID-based ACM
with switching mode from constant flow rate to constant pressure. That is, the PID
control is reconfigured in the operation of the system. Details are discussed below

5.1.3.2

Reconfigured PID based Fault Tolerant Control

This section presents the result for reconfigured PID based fault tolerant control.
Previous case study shows that when the fault is not severe, the PID-based ACM
keeps constant flow rate. Although it maintains the water quantity, the filter pressure
increase significantly. For the safety of the WRS, the pressure needs to be regulated.
In this case study, the pressure critical threshold of 32 psi is introduced. That is,
the filter pressure cannot be higher than this threshold. With this design, when
the filter pressure reaches 32 psi, the PID control strategy is reconfigured from
constant flow rate to constant pressure. In other word, the main objective changes
from guaranteeing water quantity to maintaining system safety. Figure 5.4 shows
the simulation results (given by magenta) and its comparison against the scenario
without PID based ACM (given by red).
Again, the case study adopts the same operating mode. The system is put into
use at the 317th second, as shown in Figure 5.4a. The P1 stage shown in the figure
is the constant flow rate. In this stage, the system works exactly as described in
previous case study. With the clogging of filter, the PID controller can keep the flow
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(a) Voltage of Pump 4

(b) Outflow rate of Filter 2

(c) Outflow rate of Pump 4

(d) Pressure of Filter 2

(e) Porosity of Filter 2

(f) Cake thickness of Filter 2

Figure 5.4 WRS filter clogging with PID simulation result 2
rate of Pump 4 and Filter 2, as shown in Figure 5.4b and Figure 5.4c. Meanwhile, the
pressure of Filter 2 increases as shown in Figure 5.4d. The degradation of the filter
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(g) Permeability of Filter 2

Figure 5.4 WRS filter clogging with PID simulation result 2
parameters, porosity, cake thickness, and permeability are shown in Figure 5.4e-g. At
the 871st second, the pressure of Filter 2 reaches the safety critical threshold of 32 psi.
Then, the control strategy switches from constant flow rate to constant pressure, the
P2 stage. When the operation moves into the P2 constant pressure mode, the Filter 2
pressure keeps as a constant, as shown in Figure 5.4d, which keeps the pressure under
threshold to guarantee the system safety. With this objective, the input voltage of
Pump 4 is decreased. The reason is that, with the clogging becomes severe, the
pump should decrease work load to reduce the pressure. Consequently, the flow rates
of Pump 4 and Filter 2 decrease. This is acceptable to the system because, at this
fault severity, the water quantity has to be reduced to maintain the system safety.
Note that even with the decrease of water flow, the filter keeps degrading, which can
be observed from filter parameters of porosity, cake thickness, and permeability. It
is easy to understand because the filter is still in operation and more particles are
trapped in the filter.
With this reconfigured control, the system works more efficient and has a longer
life. This can be observed by comparing the results from the two case studies. The
comparison can be observed from Figure 5.4c-d, and are summarized in Table 5.2.
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Table 5.2 PID simulation results evaluation at the end of simulation

ϵ
ϵ decrease percentage
Average flow rate (m3 /s)
water produced (m3 )
Pump voltage(V)
Energy cost(J)

Fault only
0.7935
11.37%
1.9869 × 10−5
0.0136
20
2.7320 × 104

Constant flow based PID
0.78
12.43%
2.179 × 10−5
0.0149
21.615
2.9526 × 104

Reconfigured PID
0.785
11.87%
2.179 × 10−5
0.0145
21.1122
2.8839 × 104

At the end of the mission at 1000 second, the porosity of filter is 0.78 in constant
flow rate, (decreased by 12.43% compared with the value under normal condition),
which is also smaller than that in reconfigure) PID at 0.785 (decreased by 11.87%
compared with the value under normal condition. The reason is that, during the
constant pressure period (P2), the flow rate decrease, and fewer particles accumulate
in the filter. Therefore, filter porosity ϵ degradation rate decreases. Similar analysis
for the cake thickness L and permeability K. That is, the filter life is extended
with this reconfigured PID. However, the water quantity from the reconfigured
PID is reduced. The constant flow rate case generates water average flow rate at
2.179 × 10−5 m3 /s (0.0149 m3 water produced during mission) in this mission, while
the reconfigured PID only generates water average flow rate at 2.1219 × 10−5 m3 /s
(0.0145 m3 water produced during mission). Moreover, the energy consumption is
also different, the constant flow rate used average voltage at 21.6150 V (2.9526 × 104 J
energy usage during the mission), while the reconfigured PID used average voltage
at 21.1122 V (2.8839 × 104 J energy usage during the mission).
The previous two case studies demonstrate the effectiveness of the PID-based
ACM. However, the control strategy is only reactive. That is, use fault information
as a trigger. The ACM control strategy itself does not make use of the diagnostic
information. For example, the detection of a clogging fault is only used to activate the
PID-based ACM. The control strategy in this design is presumed. With diagnostic
information about fault severity being available, it is desirable to integrate this
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information in ACM strategy to achieve optimal fault mitigation results. To this
end, it is desirable to integrate an MPC-based ACM strategy in WRS and this will
be discussed in the next section.

5.2

MPC based Fault Mitigation

In the last section, a PID-based fault-tolerant control was introduced in the WRS
for fault mitigation.

However, PID-based control has a few limitations: First,

it only makes the system follow a reference signal, which makes it not suitable
for multi-objective optimization. It may be possible but very challenging to use
more than one closed-loop PID controller to satisfy the output performance when
the multi-input multi-output (MIMO) system have interactions between inputs and
outputs. For example, a change in the first output also affects the second output in a
MIMO system, which is a challenging task to design the two PID control loops because
the two control loops are coupled. It is more challenging to design large systems, as
they require tuning too many controller gains. In our application, it is desirable to
include filter life, energy consumption, control signal variation in the optimization.
This requires a multi-objective optimization approach. Second, PID-based control is
a reactive approach, in which the fault detection is only used as a trigger signal to
activate different mitigation strategies at different fault severity levels. It is more
desirable to develop a proactive mitigation strategy in which the fault diagnosis
information can be used directly to obtain the optimal mitigation strategy. To
address this problem, this section develops a model predictive control (MPC)-based
fault-tolerant control with prediction capability to follow the reference trajectory.
Different from PID-based approach, MPC-based approach is able to integrate different
objectives for multi-objective optimization and at the same time, consider different
constraints in the control and the constraints are incorporated explicitly. MPC
formulates the control problem as a constrained optimization problem [51]. For these
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reasons, MPC approach is often easy to implement and maintain. MPC has the
ability to anticipate future events and can take control actions accordingly. This
makes MPC an excellent control strategy for a diagnostics and prognostics enhanced
ACM system. The comparison between the reconfigured PID controller versus the
MPC controller is shown in Table 5.3.
Table 5.3 Comparison between reconfigured PID controller and MPC
Reconfigured PID based

MPC based

Reference signal based on
the required of crew or system itself
Human involved

Constraints based on the physical
limitation of the system
Required more computation effort

Diagram
Pros
Cons

MPC is a control method that takes the current state of the plant as the initial
states and defines a finite horizon open-loop optimization problem. Optimization
produces an optimal control sequence by minimizing the cost function, in which
the first value in the sequence is used as the input to the system and the rest are
discarded. An essential advantage of MPC is its ability to generate optimal solutions
with constraints on control inputs and states. In some applications with crucial
constraints, MPC has been widely used for its efficiency reaching operating points or
working under predefined state and input constraints. As for the deep space habitat,
the components are also precious and the replacement of the component requires
a significant amount of resource. Therefore, MPC can be adopted into deep space
habitat applications.
Figure 5.5 shows an MPC process. In this figure, the measured past output are
the measurements of WRS subsystem (qPump4 , qFilt2 , qFO1FT2 ), the predicted future
outputs are obtained from the prediction model, and the target output or set-point
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are the desired value of the output. In this case study, the target output is the
reference pressure of FO Module 1. The manipulated variable is the control output,
which is the voltage of the Pump 4 uPump4 in this case study. Prediction horizon p is
the number of future control intervals during which the MPC controller is evaluated
by the prediction model and optimizer. Prediction horizon p defines how far MPC
looks into the future. The control horizon, m, is the number of control sequence to
be optimized in the optimization process. The control horizon is often set as a value
between 1 and the prediction horizon p.
The objective of MPC is to minimize the cost function (objective function) process.
At time k, the controller signal is calculated by optimizing the cost function in a
relatively short time horizon [k, k+p] based on current system states and the predicted
system trajectory (from a dynamic model). When the control signal is applied to the
system, only the first step of the control strategy is implemented, while the remaining
ones are discarded. At the next time step k + 1, system state estimates are updated
with measurements from the system at k + 1 and the calculations are repeated. This
yields a new control strategy and a new predicted state path. The prediction horizon
keeps being shifted forward and, for this reason, MPC is also called receding horizon
control.

5.2.1

Implementation of MPC in WRS

In a control problem, the goal of the controller is to calculate the input to the
plant such that the plant output follows a desired reference. MPC computes the
input by predicting the future. MPC mainly includes two parts: prediction model
and optimizer. MPC uses prediction model (also known as plant model) to make a
prediction about the future plant output behavior. The optimizer is used to ensure
that the predicted future plant output tracks the desired references. Figure 5.6 shows
the block diagram of WRS with MPC. In the diagram of MPC, the inputs of the
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Figure 5.5 MPC process [44]

Figure 5.6 MPC with ACM framework
prediction model are the measurements of WRS (qPump4 , qFilt2 , qFO1FT2 ). The output
of the prediction model is the predicted outputs during the prediction horizon p. The
MPC controller uses the prediction model to find the best predicted path that is the
closest to the reference. So it simulates multiple scenarios in the prediction horizon
p systematically by using the optimizer of MPC. The inputs of the optimizer are
predicted variables from the prediction model and the cost function J. The predicted
variables include q̄Filt2 , the error between p̄FO1 and pFO1 . Cost function J includes
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MPC parameters include control horizon m, prediction horizon p, sampling time Ts ,
and weights w. By solving an optimization problem, the optimizer minimizes the
error between the reference pFO1 and the predicted outputs p̄FO1 . It also minimizes
Filter 2 degradation and control signal variation from one time step to the next. If
Filter 2 degradation is fast, the filter life can be enhanced by increasing the weights
on filter life. If the control signal variation is too large, it can be reduced by increasing
the weight for fluctuation of the input signal. The cost function J of this optimization
problem includes all these terms and is represented as a weighted squared sum of the
predicted errors, control signal variation, and Filter 2 degradation. While minimizing
the cost function J, the optimizer of MPC makes sure that the input constraints and
state constraints are within the safety thresholds. The output of MPC is the input
voltage to the pump uPump4 .
At each discrete time step k, the fault detection and identification algorithm takes
the measurement

pFilt2
qFilt2

from the WRS plant to estimate the filter porosity ϵ̂ to detect

if clogging happens in the system. If no fault happens, MPC is not activated. Once
the fault is detected, the MPC based fault-tolerant control is activated to control the
system based on the constraints, objective function, and prediction model. When the
output of the MPC, which is the voltage to the Pump 4 uPump4 , increases, the pressure
of Pump 4 increases, which aims to compensate the flow rate decrease caused by the
Filter 2 degradation. This process continues until the mission ends. By including
fault diagnosis information in the cost function, MPC is able to take advantage of its
preview ability to balance the water production and filter life.

5.2.1.1

Objective function

By solving an optimization problem, the optimizer minimizes the cost function J,
which represents the sum of error between the reference trajectory and the predicted
outputs in the prediction horizon p while all the parameters and variables satisfying
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their constraints. The objective function J is the most important part of the optimizer
since it considers the health condition of the filter, and system performance (water
production and the acceleration rate of the pump input voltage). The influence of
these factors is adjusted by changing their corresponding weights in the objective
function.
The optimal control problem is to find an admissible control sequence uk , k =
0, 1, . . . , m (m indicates the control horizon) such that the cost function is minimized,
and the constraints are satisfied. The problem is defined as below:
Consider the stabilization of the discrete time-invariant nonlinear system of the
form:

x(k + 1) = x(k) + f (x(k), u(k)),

x(0) = x0

(5.3)

where x(k) are the states of the pump filter subsystem and x0 are initial states,
u(k) are the inputs of the subsystem, u(k) and x(k) are subject to input and state
constraints:

u(k) ∈ U,

∀k ≥ 0

(5.4)

x(k) ∈ X,

∀k ≥ 0

(5.5)

where U and X are input constraints and state constraints respectively.
Find

min J(x(k), ū(·))

(5.6)

subject to: x̄(h + 1) = x̄(h) + f (x̄(h), ū(h)), x̄(h) = x(k)

(5.7)

ū(·)
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u(h) ∈ U, ∀h ∈ [k, k + m]

(5.8)

u(h) = u (k + m) , ∀h ∈ [k + m, k + p]

(5.9)

with the cost function of

J(x(k), ū(·)) :=

k+p
X

F (x̄(h), ū(h))

(5.10)

k

where p and m are the prediction and the control horizon with m ⩽ p, ū(h)
represents internal controller sequences obtained from the optimizer by minimizing
the cost function J, and x̄(h) is the internal state sequences acquired from Eq.
(5.6) driven by the input signal ū(h) sequences under the initial condition x(k).
The internal input sequences ū(h) and the internal state sequences x̄(h) are used to
calculate the prediction trajectory simultaneously in the time range [k, k + p]. The
function F (x̄(h), ū(h)) is defined as:

F (x̄(h), ū(h)) = (p̄FO1 (h) − pFO1 )T Q (p̄FO1 (h) − pFO1 ) + (q̄Filt2 (h))T T (q̄Filt2 (h)) +
(ū(h + 1) − ū(h))T R(ū(h + 1) − ū(h))
(5.11)
where (p̄FO1 (h) − pFO1 )T Q (p̄FO1 (h) − pFO1 ) represents state tracking cost on
pressure of FO module 1, (q̄Filt2 (h))T T (q̄Filt2 (h)) represents the cost on the
filter life degradation because higher flow rate leads to faster filter degradation,
(ū(h + 1) − ū(h))T R (ū(h + 1) − ū(h)) represents accumulated rate of change cost
from ū(h + 1) to ū(h), p̄FO1 (h) and pFO1 represent the estimated and the reference
values of the pressure of FO Module 1, respectively, q̄Filt2 (h) represents the estimated
flow rate qFilt2 from MPC prediction model, ū(h) and ū(h + 1) represent the control
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signals at the current and the next time instants, respectively. The control signal
variation ū(h + 1) − ū(h) is used to reduce the fluctuation in the control signal.
These factors are weighted by positive definite matrices Q, R, and T .
• For a higher value of Q, the cost function puts more effort into keeping the
pressure of FO Module 1 stable, which means the system provides the required
water.
• For a higher value of R, the cost function puts more effort into reducing the
fluctuation in the control signal, which makes the system operating smoothly.
• For a higher value of T , the cost function puts more effort into extending the
life of the filter.

5.2.1.2

Prediction Model

The prediction model represents the dynamic and static interactions between input
and output of the WRS. The case studies in this section are simulation results based
on short time accelerated experiments.

In these simulations, the filter clogging

does not affect its following modules too much, and the optimization of the MPC
takes more computation time if the whole WRS model is taken into consideration.
Therefore, the pump-filter subsystem as shown in Figure 5.7 is used in the MPC,
in which the filter clogging can be injected as discussed in the previous section.
The hydraulic equations are used to build the prediction model, which describes the
dynamics of the components.
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Figure 5.7 Simplified diagram of subsystem of WRS [13]

pFT2

= Hydraulic pressure in Feed Tank 2

pPipe2

= Hydraulic pressure in Pipe 2

pFilt2

= Hydraulic pressure in the Filter 2

pFO1

= Hydraulic pressure in the FO Module 1

qPump4
qFO1FT2
qFilt2

= Outflow rate of Pump 4
= Flow of water from the FO Module 1 to Feed Tank 2
= Flow rate of Filter 2

When clogging fault occurs in Filter 2, the pressure of Filter 2 (pFilt2 ), defined as
the pressure difference before and after Filter 2 increases. As a result, the outflow
rate at Pump 4 (qPump4 ) and the flow rate of Filter 2 (qFilt2 ) decreases. The water
transferred from FO Module 1 to Feed Tank 2 is denoted by (qFO1FT2 ). Therefore,
based on these measurements and states, the filtering subsystem has three states
(pPipe2 , pFO1 , pFT2 ) and three measurements (qPump4 , qFilt2 , qFO1FT2 ). Here, qFO is a
constant based on the assumption that the water flow through the FO module 1 is
stable.
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For the pump-filtering subsystem shown in Figure 5.7, the following equations
describe its dynamics:

p·FT2 =

1
CFT2

p·Pipe2 =

p·FO1 =



(qFilt1 + qFOIFT2 − qPump4 )

1

(qPump4 − qFilt2 )

(5.13)

(qFilt2 − qFOIFT2 − qFO )

(5.14)

CFilt2

1
CFO1

(5.12)



q

qPump4 = uPump4 RPump4 |pFT2 + pPump4 − pFilt2 | sign (pFT2 + pPump4 − pFilt2 )

(5.15)

q

qFO1FT2 = RFO1FT2 |pFO1 | sign (pFO1 )

pFilt2 =

(5.16)

150vs µ(1 − ϵ)2 L 1.75(1 − ϵ)ρvs2 L
+
Dp2 ϵ3
ϵ3 Dp

(5.17)

KA
pFilt2
µL

(5.18)

qFilt2 =
Neural Network Model

When filter clogging happens, the porosity ϵ decreases and cake thickness L
increases. In order to make MPC prediction model adaptive to the degradation
of the component. The prediction models for ϵ and L need to be established based
on the measurements

pFilt2
.
qFilt2

To make the simulation close to real application, models

need to be developed to estimate the value of porosity ϵ and cake thickness L.
Since the relationship between measurement and porosity ϵ and cake thickness
L are nonlinear, neural networks are used to estimate them based on measurements
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qFilt2 and pFilt2 . The same neural network structure, which has 1 hidden layer with
10 neurons, is used for estimating both porosity and cake thickness. For the neural
network models, the input is

pFilt2
qFilt2

and the output is either porosity ϵ or cake thickness

L. The operation profile is the same as the one used in the previous section, in which
the fault happens at the 317th second, and the mission ends at the 1000th second.
For data processing, porosity ϵ and

pFilt2
qFilt2

after fault happens are interpolated 10 times

its original samples, which provide (1000 − 317) × 10 = 6830 samples. We randomly
select 70% samples as training data, 15% samples as testing data, and 15% samples as
validation data. Levenberg-Marquardt algorithm in MATLAB neural network fitting
toolbox is used for training. Training automatically stops when generalization stops
improving, as indicated by an increase in the mean square error of the validation
samples.
Neural Network Curve Fitting Porosity ϵ
In this case, the output is porosity ϵ. Figure 5.8 shows the neural network fitting
result. In this figure, x-axis represents the neural network input

pFilt2
qFilt2

and y-axis

represents neural network output of porosity ϵ, which is compared against the ground
truth (target value). The figure shows the model output from training dataset, testing
dataset and validation dataset. The bottom subfigure shows the error from target to
the output for each input

pFilt2
.
qFilt2

Figure 5.9 represents the neural network fitting error histogram. The x-axis
represents the errors between the predicted porosity ϵ̂ and ground truth porosity
ϵ. The y-axis represents how much instances (samples) located in these error areas.
Figure 5.10 shows the regression plots that display the network outputs Y
(estimated porosity ϵ̂) to targets T (ground truth porosity ϵ) for training, validation,
and test sets. By looking at the regression plot, the correlation R values are larger
than 0.999. Therefore, the neural network model provides good fitting. Neural

88

Figure 5.8 Neural network fitting plot of porosity ϵ

Figure 5.9 Neural network error histogram of porosity ϵ
Network Curve Fitting Cake Thickness L
In this case, the output target is cake thickness L.
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Figure 5.10 Neural network regression plot of porosity ϵ

Figure 5.11 Neural network fitting plot of cake thickness L
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Figure 5.11 shows the neural network fitting result. In this figure, the x-axis
represents the input

pFilt2
qFilt2

and y-axis represents neural network output of cake

thickness L, which is compared against the ground truth (target value). The figure
shows the model output from training dataset, testing dataset and validation dataset.
The bottom subfigure shows the error from target to the output for each input.

Figure 5.12 Neural network error histogram of cake thickness L
Figure 5.12 represents the neural network histogram. The x-axis represents the
errors between the predicted L and ground truth L. The y-axis represents how many
instances (samples) located in these error areas.
Figure 5.13 display the network outputs Y (estimated cake thickness L) with
respect to targets T (ground truth cake thickness L) for training, validation, and test
sets. By looking at the regression plot, the correlation R values are larger than 0.99.
Therefore, we can claim this is a good fit.
Since the framework of MPC involves the WRS plant, fault diagnosis, and
prediction model, it is necessary to explicitly compare the models used in each part.
Table 5.4 shows the model used in each part.
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Figure 5.13 Neural network regression plot of cake thickness L
Table 5.4 Comparison of models in WRS plant and prediction model in MPC
WRS
 Plant 
P

ln l1

Cake thickness L

L=

Af

l2P
(p1

Porosity ϵ
Filter flow rate qFilt2
Filter pressure pFilt2
Other components in WRS

5.2.1.3

Prediction Model

Qx

Neural network curve fitting
Qx

Vf

)

ϵ = 1 − e p2
Darcy’s law
Ergun equation
WRS model in Section 2

Neural network curve fitting
Darcy’s law
Ergun equation
Eq. (5.12) - Eq. (5.16)

Constraints Function

The constraints function considers the crew requirements and the physical limitation
of the components. Note that the constraint on the pressure of FO Module 1 (pFO1 )
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is based on the assumption that, at the range of [15,19] (psi), the water flow into the
FO Module 1 is sufficient for the crew and other components. The constraint on the
voltage of Pump 4 (uPump4 ) is based on the assumption that the motor voltage range
is [20,24] (V).

5.2.2

MPC Simulation Results

This section shows three MPC simulation case studies of constant weight MPC based
fault tolerant control. The objective of those case studies is to mitigate the effect of
the filter clogging based on different control priorities. The operating profile of the
WRS follows the one described in WRS modeling and simulation. In the simulation,
the parameters are set as follows: the particles’ suspension rate is 0.14% and the
normal flow rate is set as 2.2 × 10−5 m3 /s. The nominal voltage of the Pump 4 is 20
V, and the maximum voltage is 24 V, pFO1 is set as 17.8 psi and initial porosity ϵ is set
as 0.89 (initial condition when no degradation happens in the filter). For prediction
horizon and control horizon, large values involve more computation resources. In this
simulation, prediction horizon p and control horizon m are both given as 10 [52]. The
values are chosen based on the simulation time of 1000 second and computational
time for real time implementation.

5.2.2.1

MPC Case Study I: Keeping the Pressure of FO Module 1
Stable

In this case study, the optimization function is primarily focusing on guaranteeing
that enough water is generated by the WRS. This is realized by keeping the pressure
in the FO Module 1 stable. Figure 5.14 shows the simulation results with constant
weight MPC (given by magenta) and its comparison against the results without MPC
(given by red). In the simulation, the pressure of the FO Module 1 is set as 17.8 psi
to make sure the following modules have enough water to use, shown in Figure 5.14a.
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To maintain enough water in the nominal condition, the water flow in and flow out
of the FO Module 1 should be the same to maintain the FO Module 1 at a steady
state. The parameters in cost function are set as Q = 0.1, R = 0.005, T = 0. The
Q is the weight of pressure of the FO Module 1 to make sure enough water can be
produced.
At the 317th second, the system starts operating, and the pump starts to transfer
water through the filter. The input voltage of the pump is shown in Figure 5.14b.
When water passing through the filter, the filter begins to clog because the particles
in the water accumulate in the filter. For the original WRS without MPC control to
mitigate the fault, the input voltage of Pump 4 is a constant as there is no control
to adjust it. With the presence of clogging, the flow rate of Filter 2 decreases as
shown in Figure 5.14c. The clogging also leads to the pressure increase on the
flow-in side and pressure decrease on the flow-out side of Filter 2, which results in
the increase of pressure of Filter 2 (defined as the pressure difference on flow-in and
flow-out side) as shown in Figure 5.14d. The simulation also shows the change of filter
parameters with clogging. With particles trapped in the filter, the porosity decreases,
as shown in Figure 5.14e. When porosity decreases, the permeability decreases and
cake thickness increases. The change of filter parameter (porosity, permeability, cake
thickness) are consistent with the change of filter measurements (flow rate, pressure).
For instance, according to Ergun’s law, when porosity decreases, the filter pressure
increases. According to Darcy’s law, the decrease of permeability and the increase of
cake thickness leads to the decrease of flow rate of Filter 2 as shown in Figure 5.14c.
For the same simulation scenario, when the MPC-based ACM is integrated, the
MPC-based ACM is activated when the fault is detected. In this simulation, the fault
was detected at the 331 second. At this time, the MPC-based ACM starts to work.
In Figure 5.14a, the two horizontal lines represent the constraints of the pressure in
the FO Module 1, which means the pressure must stay in 15 psi to 19 psi to make
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(a) Pressure of FO Module 1

(b) Voltage of Pump 4

(c) The outflow rate of Filter 2

(d) The pressure of Filter 2

(e) Estimated porosity ϵ of Filter 2

Figure 5.14 MPC case study I simulation result
sure the following system has enough water to use. When the fault happened, the
pressure in the FO Module 1 decreases to lower than 15 psi shown as the red line.
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With MPC based mitigation, the pressure of the FO Module 1 maintains at the
reference pressure.
Since the clogging cause decrease of pressure of FO 1 in the [317, 331] second
(as shown in Figure 5.14a), after fault was detected at the 331st second, the MPC
adjusted the input voltage of the pump. This leads to an increase of pump voltage,
shown in Figure 5.14b, to compensate for the decrease of pressure of FO 1. With
the increase of pump voltage, the flow rate of Pump 4 increases, which also leads
to an increase of the flow rate of Filter 2. From Figure 5.14c, it is clear that after
361 second, the decreased flow rate of Filter 2 gets back to their reference values.
The response under the selected MPC parameters shows that it can manage the
contingency caused by clogging. Moreover, with the increase of clogging severity, the
MPC control is able to maintain the pressure of FO1 and, therefore, meet the mission
needs.
However, the simulation results in Figure 5.14b shows that the control signal has
significant fluctuation. In the real situation, this fluctuation can be harmful to the
pump motor. Therefore, the value of R needs to be increased to suppress the control
signal oscillation. This will be studied in the next case study to reduce the effect of
the fluctuation of the control signal.

5.2.2.2

MPC Case study II: Reducing the Fluctuation of the Control
Signal

In this case study, parameters in the cost function are set as Q = 0.1, R = 10, T = 0.
With the increase of R, the objective function also considers reducing the fluctuation
of the input signal, instead of only focusing on keeping enough water production. In
this case study, clogging is detected at the 331st second, which is the same as case
study I as all the simulation condition in system operation and fault diagnosis are
the same.
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(a) Pressure of FO Module 1

(b) Voltage of Pump 4

(c) The outflow rate of Filter 2

(d) The pressure of Filter 2

(e) Estimated porosity ϵ of Filter 2

Figure 5.15 MPC case study II simulation result
Figure 5.15 shows the simulation results of scenario with constant weight MPC
(given by magenta) and its comparison against the scenario without MPC (given
by red). By comparing the control signal in case study I shown in Figure 5.14b,
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the fluctuation of the control signal in this case study has been significantly reduced,
shown in Figure 5.15b, which is beneficial to the motor of the pump and improves the
system reliability. Note that the increase of R does not affect the system performance
as the other signals are similar to those in Case study 1, but without oscillations.
This case study shows that by including a proper R in the cost function, the
system runs smoothly. Apart from water production and system smooth operation,
another objective of ACM is to extend the remaining useful life of the filter. The
next case study will integrate the filter life into the cost function.

5.2.2.3

MPC Case Study III: Better Filter Life

In this case study, parameters in the cost function are set as Q = 0.1, R = 10,
T = 100. With the increase of T , the objective function also considers keeping the
balancing between reducing the fluctuation of the input signal, keeping enough water
production and better filter life. Same as the operation and fault diagnosis in the
previous two case studies, clogging is detected at the 331st second.
Figure 5.16 shows the simulation results of scenario with constant weight MPC
(given by magenta) and its comparison against the scenario without MPC (given by
red). In this case study, since the objective function focuses on enhancing filter life,
the water production represented by the pressure of FO Module 1 is not considered
as a priority. Note that the filter life is indicated by porosity ϵ. Therefore, the voltage
of the Pump 4 decreases (shown in Figure 5.16b), the water pass through the Filter
2 decrease (shown in Figure 5.16c), and the water transferred to the FO Module 1
decreases. As a result, the pressure of FO Module 1 is kept around the lower safety
constraints, shown in Figure 5.16a. Eventually, the porosity of the filter decrease
slowly since the water pass through the filter decreases, shown in 5.16e.
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(a) Pressure of FO Module 1

(b) Voltage of Pump 4

(c) The outflow rate of Filter 2

(d) The pressure of Filter 2

(e) Estimated porosity ϵ of Filter 2

Figure 5.16 MPC case study III simulation result

5.2.3

Comparison of Different MPC Case Studies

The simulation result under fault condition without and with different MPC case
studies are compared in Figure 5.17.
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(a) Estimated porosity ϵ of Filter 2

(b) Pressure of FO Module 1

(c) Voltage of Pump 4

Figure 5.17 Comparison of different MPC case studies
In Figure 5.17a, when the fault happens, the particles begin to accumulate in
the filter and the porosity ϵ decreases. With the increased control input from MPC,
the flow rate increases. Therefore, the particle’s accumulation speed increases, which
makes the clogging more severe.
In Figure 5.17b, when the fault happens, less water transferred into the FO Module
1 and the pressure of FO Module 1 decreases. Eventually, the pressure level becomes
lower than the threshold. With MPC, case studies I and II keep the pressure of FO
Module 1 at the reference value of 17.8 psi to maintain enough water production, while
case study III keeps the filter life as long as possible, which maintains the pressure of
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FO Module 1 at the lower state constraint of 15 psi to generate just sufficient water
production.
Figure 5.17c shows that the fluctuation of the input signal is significantly reduced
when the cost function considers the fluctuation of the input signal.
Quantitative Evaluation Between Different MPC Case Studies
Table 5.5 shows quantitative evaluation of these case studies. In case study I,
when the priority for the cost function is to make sure that the following modules
have enough water, the average flow rate is maintained at the nominal condition. In
case study III, when the priority for the cost function is to keep the filter life as long
as possible, the filter life, indicated by porosity ϵ, is improved compared with that of
case study I, but with less water production.
Table 5.5 Quantitative evaluation of different MPC case studies

ϵ
ϵ decrease percentage
Average flow rate (m3 /s)
Water produced (m3 )
Pump voltage(V)
Energy cost(J)

Without MPC
0.7935
10.91%
1.9869 × 10−5
0.0136
20
2.7320 × 104

Case study I
0.7840
11.98%
2.1274 × 10−5
0.0145
21.1811
2.8933 × 104

Case study II
0.7851
11.86%
2.1102 × 10−5
0.0144
21.0400
2.8741 × 104

Case study III
0.7894
11.37%
2.0473 × 10−5
0.0140
20.5168
2.8026 × 104

At the end of the mission at 1000 second, the porosity of filter is 0.7840 in MPC
case study I (decreased by 11.98% compared with the value under normal condition),
which is smaller than that in case study III at 0.7894 (decreased by 11.377% compared
with the value under normal). The reason is that, in case study III, the flow rate
decrease and fewer particles accumulate in the filter. Therefore, filter porosity ϵ
degradation rate decreases. Similar analysis for the cake thickness L and permeability
K. That is the filter life is extended with this case study III.
However, the water quantity from the case study III is reduced. The case study
I generate water average flow rate at 2.1274 × 10−5 m3 /s (0.0145 m3 water produced
during the mission) in this mission, while the case study III only generates water
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average flow rate at 2.0473×10−5 m3 /s (0.0140 m3 water produced during the mission).
Moreover, the energy consumption is also different, the case study I used average
voltage at 21.1811 V (2.8933 × 104 J energy usage during the mission) while the case
study III used average voltage at 20.5168 V (2.8026 × 104 J energy usage during the
mission).
Therefore, tuning weights on objective function enable MPC to operate under
different priorities.

However, tuning these weights requires human involvement.

Moreover, in a deep space habitat, the crew activities are limited, and tuning
these weights requires domain knowledge and expertise. Therefore, an automated
time-varying weight based on the fault severity and fault detection time is developed
next to accommodate the fault conditions.

5.3

MPC with Variant Weights based on the Fault
Severity

When the fault severity and fault detected time are different for different case studies,
the optimization for the MPC controller should be different. For example, when the
fault happens at the beginning of the mission, the priority for the optimization should
be extending the filter life, so that the mission can be accomplished in degraded
performance.

However, when the fault happens at the end of the mission, the

priority for the optimization should be enhancing the system performance, which
means generating more water. Furthermore, the optimization should also be related
to fault severity. Fault severity can be represented by the measurements (pressure,
flow rate) or the parameters (porosity, cake thickness, and permeability). As discussed
earlier, pressure or flow rate alone cannot be used to represent fault severity. The
reason is that, when the WRS is working under constant flow rate condition, although
the porosity ϵ decreases as more particles are trapped, the controller will maintain
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the constant flow rate and this constant flow rate cannot indicate the decrease of the
porosity ϵ. Similar analysis applied to the filter pressure pFilt2 .
For filter parameters, LS-UKF was used to estimate the porosity. The estimated
porosity is used to represent fault severity. When the fault is not severe and the
porosity of the filter is large, the weight of filter life in the objective function can
be small such that the objective function focuses more on enhancing the system
performance. When the fault become severe and the porosity of the filter is small,
the weight of filter life in the objective function should be significant such that the
objective function focuses more on extending the filter life by reducing the filter
performance.

5.3.1

Variant Weight MPC

As discussed in the previous section, the objective function of MPC has three factors
Q, T , and R, which represent the water production, fluctuation of the input signal,
and the filter life.

When the weight coefficient for a particular factor is more

significant, the factor in the objective function is more substantial. The objective
function focuses more on this particular factor.
To connect the weight coefficient T with the fault detection time and fault severity,
the modified Sigmoid function is introduced, shown in Eq. (5.19). Note that two
factors of fault detection time and estimated porosity are chosen in the function of
T . The reason is that: 1) the estimated porosity represents the capability of water
passing through the filter and is directly used as the health condition of the filter;
2) the fault detection time is essential in mission scenarios. In other words, the
remaining useful life of the filter has different levels of critically for fault at different
periods of the mission. In the cost function, T is the weight for filter life. A higher
value of T indicates the optimization function focuses more on enhancing filter life.
Therefore, the optimization in MPC does not consider the filter life factor when T is 0.
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In this simulation, T = 50 is set as a benchmark for the optimization. Different fault
detection time and estimated porosity will lead to different weight T and, therefore,
different ACM strategies. With this consideration, the weight T is given as follows:

T =
where tx =

Td
Tf

(100/ϵ)
(1 + e(20(tx −0.5)) )

(5.19)

in which Tf is the mission time and Td is the fault detection time.

Figure 5.18 shows how T changes with tx . The value of tx is determined when the
fault is detected. The estimation of porosity ϵ changes during the simulation because
when the water passes through the filter, more and more particles are trapped in the
filter. Therefore, T is time-varying in the simulation. Since the porosity decreases in
the operation, the value of T increase with the operation time.
To study the effect of variant weight MPC, three simulation studies are provided
in the next section. In these three studies, the fault is detected at different time, as
indicated by vertical lines in Figure 5.18. The setting of three simulation studies are
as follows:
1. Fault happens at the beginning of the mission: In this study, the fault is injected
at the 317th second and detected at the early stage of the mission at the 331st
second. If the estimated porosity at this time is 1, according to the T function,
the initial value of T is 95, and it increases in the simulation. With this setting,
the optimization focuses more on enhancing filter life.
2. Fault happens in the middle of the mission: In this study, the fault is injected
at the 500th second and detected at the middle stage of the mission at the
520th second. If the estimated porosity at this time is 1, according to the T
function, the T function generate an initial weight of 48 so that the optimization
consider the filter life, but it is no longer dominant over other two factors of
water production and extending filter life.
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3. Fault happens in the middle of the mission: In this study, the fault is injected
at the 700th second and detected at the middle stage of the mission at the 721st
second. If the estimated porosity at this time is 1, according to the T function,
the T function generate an initial weight of 3 so that the optimization considers
the filter life, but it is no longer a major factor of optimization.

Figure 5.18 T variation versus tx = Td /Tf

5.3.2

Variant Weight MPC Simulation Results

This section shows three MPC simulation case studies of variant weight MPC based
fault-tolerant control. The objective of these case studies is to mitigate the effect of
the filter clogging based on the fault detection time and fault severity. The operating
profile of the WRS follows the one described in WRS modeling and simulation. In
the simulation, the parameters are set as follows: the particle’s suspension rate is
0.14% and the normal flow rate is set as 2.2 × 10−5 m3 /s. The nominal voltage of the
Pump 4 is 20 V, and the maximum voltage is 24 V. The Pump 4 starts to transfer
water from the 317th second.
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5.3.2.1

Fault Happens at the Beginning of the Mission

In a deep space habitat, the replacements of components are limited since the
transport of those components requires a significant number of resources. Therefore,
when the fault happens at the early stage of the mission, the objective of the ACM
is to make sufficient use of each component. The component’s remaining useful life
is very significant, and the priority now is to keep mission success and let the system
operate in degraded performance.
Figure 5.19 shows the simulation results of scenario with variant weight MPC
(given by blue) and its comparison against the scenario without MPC (given by red)
and scenario with constant weight MPC (given by magenta). In this case study,
the T value for variant weight MPC increasing from 97 when the fault happens at
the beginning of the mission to 109 at the end of the mission. The increasing of
T is caused by the decrease of porosity when fault becomes severer. Figure 5.19a
shows the change of T in the mission. The results show that variant weight MPC
generates lower voltage of Pump 4 (Figure 5.19b). As a result, the pressure of the
Filter 2 decreases (Figure 5.19c). This leads to a lower average flow rate cross the
filter (Figure 5.19d), which represents the water production is lower (Figure 5.19e).
When less water pass through the Filter 2, fewer particles are trapped in Filter 2.
Therefore, the degradation of Filter 2, indicated by the decrease of porosity ϵ, is slower
(Figure 5.19f). This case study proves that, when fault happens at the beginning of
the mission, the value of T is higher, which represents the system focuses more on
enhancing filter life instead of generating water.
Table 5.6 summarizes the performance of three cases in terms of filter life (given
by porosity ϵ at the end of the mission), water production (given by average flow
rate), and energy consumption (given by pump voltage).
At the end of the mission at 1000 second, the porosity of filter for MPC with
constant weight is 0.7843 (decreased by 11.95% compared with the value under normal
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(a) T variation

(b) Voltage of Pump 4

(c) The pressure of Filter 2

(d) The outflow rate of Filter 2

(e) Pressure of FO 1

(f) Porosity of Filter 2

Figure 5.19 MPC simulation when fault happens at the beginning
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condition), which is smaller than that MPC with variant weight at 0.7869 (decreased
by 11.65% compared with the value under normal).
However, the water quantity from the MPC with variant weight is reduced. The
MPC with constant weight generates water average flow rate at 2.1212 × 10−5 m3 /s
(0.0145 m3 water produced during the mission) in this mission, while the MPC with
variant weight only generates water average flow rate at 2.0844 × 10−5 m3 /s (0.0142
m3 water produced during the mission). Moreover, the energy consumption is also
different, the MPC with constant weight used average voltage at 21.1380 V (2.8875 ×
104 J energy usage during the mission), while the MPC with variant weight used
average voltage at 20.7469 V (2.8340 × 104 J energy usage during the mission).
The quantitative results in this table show that MPC with variant weight has
better filter life and less energy consumption than MPC with constant weight.
However, it also generates less water than MPC with constant weight. The MPC
with variant weight achieves the ACM objective better than other cases.
Table 5.6 Comparison of results from case studies when fault happens at the
beginning of the mission

ϵ
ϵ decrease percentage
Average flow rate (m3 /s)
Water produced (m3 )
Pump voltage(V)
Energy cost(J)

5.3.2.2

Without MPC
0.7935
10.91%
1.9869 × 10−5
0.0136
20
2.7320 × 104

Constant weight MPC
0.7843
11.95%
2.1212 × 10−5
0.0145
21.1380
2.8875 × 104

Variant weight MPC
0.7869
11.65%
2.0844 × 10−5
0.0142
20.7469
2.8340 × 104

Fault Happens in the Middle of the Mission

In this study, the fault is injected at the middle stage of the mission. The fault is
injected at the 500th second and detected at the 528th second. The T value for
variant weight MPC increases from 41 when the fault is injected to 44.5 at the end
of the mission.
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Figure 5.20a shows the change of T . Same as the previous case, the increase of
T is caused by the decrease of porosity when fault becomes severer. Figure 5.20
shows the simulation results of scenario with variant weight MPC (given by blue)
and its comparison against the scenario without MPC (given by red) and scenario
with constant weight MPC (given by magenta). The increase of T is caused by the
decrease of porosity when the fault becomes severer. Since T changes from 41 to 44.5
in variant weight MPC, which is very close to the benchmark value of T = 50 in the
constant weight MPC, their simulation results are very similar.
Compared with constant weight MPC, variant weight MPC generates a similar
increase of voltage of Pump 4 (Figure 5.20b). Therefore, the pressure of the Filter
2 increases (Figure 5.20c). This leads to a higher average flow rate cross the filter
(Figure 5.20d). This indicates that the water production is maintained (Figure 5.20e).
When more water pass through the Filter 2, more particles are trapped in Filter 2
and the degradation of Filter 2 becomes faster (Figure 5.20f).
Table 5.7 summarizes the performance of three cases in terms of filter life (given
by porosity ϵ at the end of the mission), water production (given by average flow
rate), and energy consumption (given by pump voltage). The quantitative results
in this table show that MPC with variant weight has comparable performance with
MPC with constant weight.
Table 5.7 Comparison of case studies when fault happens at the middle of the
mission

ϵ
ϵ decrease percentage
Average flow rate (m3 /s)
Water produced (m3 )
Pump voltage(V)
Energy cost(J)

Without MPC
0.8234
7.56%
2.0823 × 10−5
0.0104
20
2.0 × 104

Constant weight MPC
0.8201
7.93%
2.1432 × 10−5
0.0107
20.4372
2.0437 × 104
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Variant weight MPC
0.8196
8.09%
2.1487 × 10−5
0.0107
20.4972
2.0497 × 104

(a) T variation

(b) Voltage of Pump 4

(c) The pressure of Filter 2

(d) The outflow rate of Filter 2

(e) Pressure of FO 1

(f) Porosity of Filter 2

Figure 5.20 MPC simulation when fault happens at the middle
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5.3.2.3

Fault Happens Late in the Mission

In this study, the fault is injected at the later stages of the mission. The fault is
injected at the 700th second and detected at the 730th second. Since the mission is
approaching the end, MPC aims to enhance the system performance, i.e., maintain
the water production in WRS. The reason is that, at the end of the mission, as long
as the faulty component can hold until the mission end, then the remaining useful
life for this particular component is no longer significant. Figure 5.21 shows the
simulation results of scenario with variant weight MPC based ACM (given by blue)
and its comparison against the scenario without MPC (given by red) and scenario
with constant weight MPC (given by magenta).
In this case study, the T value for variant weight MPC increases from 1.12 when
the fault happens to 1.17 at the end of the mission, which is shown in Figure 5.21a.
The increase of T is caused by the decrease of porosity when the fault becomes
severer. Compared with constant weight MPC, variant weight MPC generates higher
voltage of Pump 4 (Figure 5.21b). Therefore, the pressure applied to the Filter
2 increases (Figure 5.21c). This leads to a higher average flow rate cross the filter
(Figure 5.21d). This indicates that the water production is maintained (Figure 5.21e).
When more water pass through the Filter 2, more particles are trapped in Filter 2
and the degradation of Filter 2 is faster (Figure 5.21f). This case study proves that,
at the end of the mission, a low value of T is reasonable and makes the system focuses
more on improving water production instead of enhancing filter life.
Table 5.8 summarizes the performance of three cases in terms of filter life (given
by porosity ϵ at the end of the mission), water production (given by average flow
rate), and energy consumption (given by pump voltage). The quantitative results in
this table show that MPC with variant weight generates the most water production.
Meanwhile, this ACM strategy consumes the most energy consumption and filter life.
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At the end of the mission at 1000 second, the porosity of filter for MPC with
constant weight is 0.8524 (decreased by 4.3% compared with the value under normal
condition), which is larger than that MPC with variant weight at 0.8516 (decreased
by 4.4% compared with the value under normal).
Table 5.8 Comparison of case studies when fault happens at the end of the mission

ϵ
ϵ decrease percentage
Average flow rate (m3 /s)
Water produced (m3 )
Pump voltage(V)
Energy cost(J)

Without MPC
0.8532
4.21%
2.1493 × 10−5
0.0064
20
1.2 × 104

Constant weight MPC
0.8524
4.3%
2.1657 × 10−5
0.0065
20.1170
1.2070 × 104

Variant weight MPC
0.8516
4.4%
2.1830 × 10−5
0.0065
20.2307
1.2138 × 104

When a fault is detected in the system, the fault mitigation uses this fault
information to reduce the failure impact and prevent the mission from failure.
The constraints consider the physical limitation of the components and the crew
requirement. The cost function in MPC considers the water production, fluctuation
of the input signal and degradation of filter. The variant weight MPC integrates the
fault information at different fault detection times and fault severity in the objective
function to achieve more flexible and robust ACM strategies.

5.4

Conclusion

In the previous chapter, the diagnosis function detects the fault and identifies the fault
severity. After the fault is detected, the fault mitigation uses this fault information to
reduce the failure impact and prevent the mission from failure. The cost function in
MPC considers the water production, fluctuation of the input signal and degradation
of filter. The constraints consider the safety constraint for the component. The main
contribution of this work is in traditional MPC, the weight in MPC objective function
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is fixed as constant. However, in the variant weight MPC use the information of fault
severity to adjust the weight in the MPC.
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(a) T variation

(b) Voltage of Pump 4

(c) The pressure of Filter 2

(d) The outflow rate of Filter 2

(e) Pressure of FO 1

(f) Porosity of Filter 2

Figure 5.21 MPC simulation when fault happens at the end
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Chapter 6
Sensor and Component Faults Diagnosis
Sensors are important components of all modern machines and vehicles, from the
ground, to oceans, air and space, both for manned and unmanned missions. Sensors
provide critical information for the control, operation and monitoring of such systems.
Health monitoring systems, particularly for diagnostics and prognostics of faults and
failures, rely on sensor information to make PHM decisions. Most of the algorithms
presented in the previous chapters have implicitly assumed the sensors are healthy,
i.e., giving accurate measurements without significant bias or drifting. In this chapter,
sensor health is considered as a fault mode of the system. A systematic method is
developed to distinguish sensor faults from component faults, and to ensure a faulty
sensor would not mislead the PHM system to a wrong diagnosis. The method is
demonstrated with the WRS application on a single sensor. However, the method can
be extended to cover the case of multiple faulty sensors with some future development.

6.1

Sensor Faults

6.1.1

Effects of Sensor Faults on System Performance

Sensors are essential components for monitoring the health condition of a complex
system like deep space habitat. However, sensors may generate inaccurate or poor
quality data due to long-term operation in adverse conditions.
To demonstrate the influence of sensor fault, three different fault modes, namely,
sensor drifting, precision degradation(i.e., noisy sensor), and sensor bias, are studied
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in the WRS system.

The target sensor in this example is the flow sensor in

the pump-filtering subsystem discussed in the previous chapter. To make a fair
comparison with the results from previous chapters, simulations are conducted based
on the same operating profile discussed early, i.e., a simulated 1000-second mission
in which the system is put in use from the 317th second. The simulation results
(without incorporating the ACM strategy described in the previous chapter) with
Filter 2 flow rate sensor drifting fault, sensor precision degradation and sensor bias
fault are shown in Figures 6.1a, 6.1b, and 6.1c, respectively. The Pump 4 starts to
transfer water at the 317th second. If the water is free of particles, the Filter 2 keeps
in healthy condition when the water passes through the Filter 2. The true flow rate
pass through Filter 2 is a constant (2.2 × 10−5 m3 /s), as shown by the orange line
in the simulation. With sensor drifting fault, the sensor reading decreased over time,
as displayed in the blue line in Figure 6.1a. With sensor precision degradation, the
sensor measurement becomes rather noisy, as displayed in the blue line in Figure
6.1b. With sensor bias fault, the sensor reading increases or decreases by a certain
constant, as displayed in the blue line in Figure 6.1c.
Apparently these sensor faults can lead to false alarms, missed detections or
incorrect diagnosis. If misdiagnosed, the fault accommodation logic, such as the MPC
optimization algorithm presented in the previous chapter can potentially act on a
wrong decision and bring the system to undesired states. Therefore, it is important to
be able to detect sensor faults, and further to distinguish sensor faults from component
faults, such that they can be addressed accordingly.

6.1.2

Sensor Drifting Fault

The sensor drifting fault scenario in this simulation study is configured based on the
assumption that sensor reading decreases over time while the actual value remains a

116

(a) Sensor drifting

(b) Sensor precision degradation

(c) Sensor bias

Figure 6.1 Sensor fault types
constant and no component fault is present. The sensor drifting fault of Filter 2 in
the simulation is defined in Eq. (6.1).

sFilt2 =









qFilt2 ,

t ≤ tf

(6.1)

qFilt2 − 5 × 10−9 × (t − tf ) , otherwise

where tf is the time when the sensor fault occurs. In this example, tf = 317 second
and the sampling time is 1 second. In the simulation, drifting rate and fault injection
time can be adjusted by the parameters in this equation.

117

Sensor Drifting Fault Simulation Results
The operating profile of the WRS follows the one described in the WRS modeling
and simulation chapter. In the simulation, the parameters are set as follows: the
particles’ suspension rate is 0.14% and the normal flow rate is set as 2.2 × 10−5 m3 /s.
The nominal voltage of the Pump 4 is 20 V, and the maximum voltage is 24 V, pFO1
is set as 17.8 psi and initial porosity ϵ is set as 0.89 (initial condition without filter
degradation).

(b) Sensor drifting fault pressure sensor
(a) Sensor drifting fault flow rate sensor
reading
reading

Figure 6.2 Sensor fault simulation results
Here is a comparison between sensor fault (as shown in Figure 6.2) and component
fault(as shown in Figure 6.3). When the flow rate sensor-drifting fault happens while
the component (Filter 2) remains healthy, the pressure of Filter 2 keeps at around
1.15 psi (as shown in Figure 6.2b) because the component (Filter 2) is not clogged.
Note that while the faulty flow rate sensor reading is drifting low, the actual flow rate
remains constant (as shown in Figure 6.2a). However, when the component (Filter
2) fault happens, the flow rate sensor reading will decrease as the actual flow rate
decreases (as shown in Figure 6.3a), and at the same time, the pressure sensor reading
will increase (as shown in Figure 6.3b) because of the filter clogging. This indicates

118

(a) Filter clogging component fault flow rate (b) Filter clogging component fault pressure
sensor reading
sensor reading

Figure 6.3 Component fault simulation result
that the sensor fault can be detected by leveraging the Filter 2 pressure measurement,
since the flow rate sensor fault does not affect the downstream pressure measurement
at Filter 2.

Figure 6.4 Comparison of sensor fault and component fault

By analyzing the physics of fault propagation in the system, shown as Figure
6.4, the consequence of sensor faults, as compared with component faults, can be
modeled and used for correct fault isolation. In general, a component fault affects
multiple sensor measurements while a sensor fault only affect itself unless the sensor
is included in the control loop.
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6.2

Sensor Fault Diagnosis Case Study I

6.2.1

Sensor Fault Diagnosis

Figure 6.5 shows a sensor fault accommodation scheme leveraging analytical
measurement redundancy. Suppose n measurements are used to estimate a parameter.
With analytical sensor redundancy in the system, it is often feasible that the
parameter can be estimated using multiple, different subsets of the measurement
combinations. For example, one estimate could be based on (m1 , m2 ), while another
based on (m2 , m3 , m4 ). If all sensors are healthy, the two estimates will be rather
close. Otherwise, the sensor suite configuration used in the estimation provides insight
into which sensor might have contributed to the discrepancy. The differences in the
estimates can be further utilized to generate a health index for the sensor of interest.
Note that the Bayesian Network in Figure 6.5 is just a representative estimator that
can be replaced, in general, by other form of estimators.

Figure 6.5 Sensor fault accommodation diagram
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In case of the flow rate sensor drifting fault mentioned above, the flow rate reading
from the sensor will gradually increase/decrease while the filter pressure response to
fault is different. To diagnose this fault, a model is built to describe the relationship
between flow rate and filter pressure for healthy nominal condition. This model will
generate an estimated pressure values. A residual pressure ∆p will be calculated using
the estimated pressure and measured pressure. LS-UKF is then applied to estimate
the sensor health index based on the residual. When the fault is correctly classified,
the appropriate fault mitigations can be carried out. This fault accommodation
scheme is described in Figure 6.6 below.

Figure 6.6 Sensor fault classification diagram
Feature Extraction (Predicted Pressure From Flow Rate Sensor)
As mentioned earlier, we use the pressure residual to detect the sensor fault and
identify the health index of the sensor.
We assume the sensor-drifting fault and component fault do not happen at the
same time. In order to estimate filter pressure, we need to build a simple model.
Figure 6.7a, Figure 6.7b, Figure 6.7c shows the relationship between pressure and
flow rate when the water particle percentage are 0.01%, 0.07%, 0.14%, respectively,
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(b) Particle suspension rate at 0.07%

(a) Particle suspension rate at 0.01%

(c) Particle suspension rate at 0.14%

Figure 6.7 Pressure versus flow rate for different levels of particle suspension rates
in which the x-axis represents the flow rate through Filter 2, qFilt2 , and the y-axis
represents the pressure of Filter 2, pFilt2 .
Since the relationship between Filter 2 pressure and flow rate is linear for all
operating conditions, a linear model is used to represent the relationship between
pFilt2 (output y) and qFilt2 (input x) when Pump 4 operates at a constant voltage.
The linear model is shown in Eq. (6.2). The dataset in Figure 6.7a, Figure 6.7b,
Figure 6.7c are used to validate the accuracy of this model. The Root Mean Square
Error (RMSE) between the predicted pressure and the actual pressure are 0.4115,
0.6529, and 0.8913 respectively.
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y = −6.5171 × 106 × x + 144.5

6.2.2

(6.2)

LS-UKF based Sensor Fault Diagnosis

The fault detection is based on the LS-UKF method developed in the previous section.
To take advantage of the Lebesgue sampling method, the state space (flow rate) is
divided into several Lebesgue states, and the LS-UKF is implemented as follows:
At first, the LS-UKF checks if the feature (Filter 2 pressure residual) reaches
a new Lebesgue state. Consequently, the sigma points of the UKF are initialized
based on the dimension of the state, and sigma points are propagated through the
process model to obtain the prediction results. Next, the prediction obtained in the
forecast step is combined with the measurements and the state co-variance is updated
if new Lebesgue state is reached, as well as the state estimation. The final output of
the algorithm is the estimated sensor health index and co-variance or the previously
estimated sensor health index if the feature did not reach the next Lebesgue state.
The LS-UKF diagnosis framework requires a process model and a measurement
model. The process model and measurement model were developed as follows:
Process Model in UKF
The process model describes the degradation of the sensor health index. The
sensor health index is related to the residual pressure of ∆p, which is the difference
between the predicted pressure from the linear model given in Eq. (6.2) and the
sensor reading. Since the model given in Eq. (6.2) describes the pressure with the
actual flow rate (no matter clogging happens or not), it predicts pressure based on
the actual flow rate. The pressure reading, however, behaves differently under sensor
fault or component fault. When the component fault happens, the pressure sensor
reading will be close to the predicted pressure. On the other hand, when the flow
rate sensor fault happens, the pressure sensor reading will deviate from the predicted
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pressure. Therefore, the difference between the predicted pressure and pressure sensor
reading can be used to distinguish sensor fault and component fault.
To quantify sensor fault, a sensor health index is introduced. The sensor health
index has a range from 1 to 0. When the sensor is in good condition, the health index
is 1, the sensor health index decreases when the ∆p increases as the sensor starts to
drift from its true value. When the value of sensor health index reaches 0, it indicates
a complete sensor failure. With this consideration, the process model for sensor fault
index can be given as follows:

x(k) = x(k − 1) − C1 × (∆p) × LBG1 + wk

wk ∼ N (0, Qk )

(6.3)

where ∆p is the residual of predicted pressure and sensor reading, x (k) is the state
of sensor health index of Filter 2, C1 is a constant, LBG1 is the Lebesgue length and
wk is the process noise.
Measurement Model in UKF
The measurement model shows the relationship between fault state xk (sensor
health index) and feature zk (∆p). The model is given as follows:

zk = 20 − 20 × xk + vk

vk ∼ N (0, Rk )

(6.4)

where zk = ∆p is the measurement (feature) and vk is measurement noise.
Simulation Results
Figure 6.8 shows the sensor fault detection simulation result.

The baseline

distribution has a mean value of 1 (healthy condition) and a standard deviation
of 0.1. The detection threshold is established by threshold the intersection of healthy
state distribution and estimated faulty state distribution, as shown in Figure 6.8.
The thresholds reflect the trade-off between false alert rate and miss-detection rate.
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Figure 6.8 Sensor fault detection simulation result
In this case study, the sensor fault is injected at the 317th second, and the fault
is detected at the 386th second, and then at the 409th second the fault is classified
as a sensor fault.

Figure 6.9 Estimated sensor fault index

Figure 6.9 shows the estimation of the sensor health index, in which mean value,
lower and upper bounds of 95% confidence interval are shown by blue, yellow and red
lines, respectively. At the beginning, the sensor drifting happens, the sensor health
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index decreases from 1 to 0 as the residual pressure ∆p increases. At the 852nd
second, the residual pressure is larger than 20 psi, the sensor health index is 0, the
sensor is in complete failure.
Limitation of This Approach
This case study only applies when Pump 4 operates at constant voltage. However,
in real applications, WRS may work under different conditions, such as constant
pressure, constant flow, water quality variation, etc.

To make the sensor fault

diagnosis more complete, a more advanced sensor fault diagnosis approach by
involving another measurement is studied in case study II.

6.3

Sensor Fault Diagnosis Case Study II

In the previous case study, a sensor fault detection method was developed based on
the relationship between pFilt2 and qFilt2 when Filter 2. It only works for certain
working conditions. When the system operating condition changes as mentioned
above, its detection accuracy may decrease. To address this problem, and make the
sensor fault diagnosis more robust, another example of exploring analytical sensor
redundancy is developed.
When pFilt2 and qFilt2 are used to estimate the porosity of Filter 2 ϵ, the estimation
may be affected by a faulty flow rate sensor. To leverage this knowledge, another
measurement pFO1 is employed to estimate the porosity of Filter 2 ϵ in parallel. The
reason we choose pFO1 is that qFilt2 and pFO1 have similar responses when a component
fault of filter clogging occurs, as shown in Figure 6.10. Therefore, qFilt2 pFO1 can be
combined with qFilt2 to estimate porosity at the same time.
Sensor Fault Diagnosis
When the flow rate sensor has a drifting fault, the flow rate reading from the
sensor will consistently increase or decrease. This case study focuses on the decrease
scenario.

pFilt2
qFilt2

is used as a feature to estimate porosity, the estimation result is ϵ̂1 .
126

(b) pFO1 variation with Filter 2 clogging

(a) qFilt2 variation with Filter 2 clogging

Figure 6.10 Comparing qFilt2 and pFO1 variation with Filter 2 clogging
Meanwhile,

pFilt2
pFO1

is also used to estimate porosity, the estimation result is ϵ̂2 . The

error between the two estimations is used to generate the sensor health index.

Error = |ϵ̂2 − ϵ̂1 |

(6.5)

Eq. (6.6) is used to convert the Error into sensor health index (SensorHI) as
shown in Figure 6.11.

SensorHI = 1 − 20 × Error
LS-UKF Diagnosis for Feature

(6.6)

pFilt2
pFO1

Process Model
The process model is derived based on the relationship between the pressure of
FO Module 1 pFO1 and the filter porosity ϵ. When water pass through the filter,
particles will remain in the filter and cause the decrease of filter porosity.

x(k) = x(k − 1) − C2 × (pFO1 ) × LBG2 + wk
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wk ∼ N (0, Qk )

(6.7)

Figure 6.11 Sensor vs component failures: diagnosis framework
where x (k) is the state, which is the porosity of Filter 2 ϵ, pFO1 is the pressure of
FO Module 1, C2 is a constant, LBG2 is the Lebesgue length and wk is the process
noise.
Measurement Model in UKF
The measurement model shows the relationship between fault state (porosity of
filter ϵ) and feature (the ratio of filter pressure and pressure of FO Module 1

pFilt2
).
pFO1

The model is given as follows:

zk = h (xk ) + vk
where zk =

pFilt2
pFO1

vk ∼ N (0, Rk )

(6.8)

is the measurement (feature) and vk is measurement noise, h (xk )

is a nonlinear function that describes the relationship between measurements zk and
filter state xk , in this case, a Neural Network model trained with operation data.
The neural network has 1 hidden layer with 10 neurons. The input is ϵ and the
output is

pFilt2
.
pFO1

We randomly selected 70% samples as training data, 15% samples as

testing data, and 15% samples as validation data. Levenberg-Marquardt algorithm in
MATLAB neural network fitting toolbox is used for training. Training automatically
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stops when generalization stops improving, as indicated by an increase in the mean
square error of the validation samples.

Figure 6.12 Neural network fitting result
Figure 6.12a shows the neural network fitting result, in which the x-axis represents
the input ϵ and the y-axis represents the predicted

pFilt2
pFO1

from the model. Ground

truth (target value) and output of the model from training dataset, testing dataset
and validation dataset are represented by the blue, red and green dots. The errors
between targets and outputs of the training dataset, testing dataset and validation
dataset are also shown in the figure.
Figure 6.13 shows the modeling error histogram. The blue, green, and red bars
represent the errors of model on the training data, validation data, and testing data,
respectively. The x-axis represents the errors between the predicted
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pFilt2
pFO1

and ground

Figure 6.13 Neural network error histogram
truth

pFilt2
,
pFO1

while the y-axis is the number of instances (samples) fall into these error

ranges.

Simulation Results Comparison

6.4

When filter clogging happens without sensor fault, the two features

pFilt2
qFilt2

and

pFilt2
pFO1

are used to estimate ϵ1 and ϵ2 in parallel. The error between the two estimates is
calculated by Eq. (6.5). The two features have very similar estimation result when
component fault happens, and the error between the two estimates are shown in
Figure 6.14c.
When filter clogging and sensor fault happens at the same time, the two features
pFilt2
qFilt2

and

pFilt2
pFO1

are used to estimate ϵ1 and ϵ2 in parallel. The error between two

estimation is calculated by Eq. (6.5). The two features have different estimates when
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(a) Use

pFilt2
qFilt2

(b) Use

to estimate porosity ϵ̂1

pFilt2
pFO1

to estimate porosity ϵ̂2

(c) Error between two estimations

Figure 6.14 Error between two estimations when Filter 2 clogging
sensor fault happens and the error between the two estimates, shown in Figure 6.15c
increases as the sensor drifting fault happens.
Consequently, the error is converted to the sensor health index model to generate
a sensor health index by Eq. (6.6). Figure 6.16 shows the comparison between two
health indexes from the errors mentioned above. When there is no sensor fault, the
error between the two estimates remains small, which generates a high sensor health
index, as shown in Figure 6.16a.
When there is a sensor fault, the error between the two estimates starts to deviate,
which generates a low sensor health index, as shown in Figure 6.16b. The sensor fault
detected threshold of 0.77 on the health index is established to distinguish the sensor
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(a) Use
ϵ̂1

pFilt2
qFilt2

as feature to estimate porosity (b) Use
ϵ̂2

pFilt2
pFO1

as feature to estimate porosity

(c) Error between two estimations

Figure 6.15 Error between two estimates with Filter 2 sensor drifting
fault and component fault. In this case study, at the 621st second, the sensor fault
is detected.
The simulation results above show that the sensor health index can be obtained
by comparing the two estimates of filter parameter from different sensors for sensor
fault detection. When the sensor is in good condition, the health index defined based
on the difference of two estimates of filter parameter should be close to 1. When
the sensor drifting happens, the health index decreases as the error between the two
estimates increases. When the health index drops below the threshold, a sensor fault
is detected.
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(a) Sensor Health Index when Filter 2 (b) Sensor Health Index when Filter 2
clogging (no sensor fault)
clogging (with sensor fault)

Figure 6.16 Comparing sensor health index
Compared with case study 1 that focuses on the flow rate qFilt2 and pressure pFilt2
relationship under Pump 4 constant voltage condition, case study 2 estimates ϵ from
different sensors and uses the error of the two estimates to generate the health index.
Therefore, the approach in case study 2 is more generic and can be applied to different
operating conditions.

6.5

Conclusion

In this chapter, a systematic sensor fault diagnosis method is developed to distinguish
sensor fault and component fault. Two cases studies have been discussed in this
chapter using two different method. The first case study is developed based on
the measurements’ variation difference when component and sensor fault happens.
However, this method only apply to certain condition. The second case study is
developed by bring extra estimator using existing sensor measurements.The second
case study is more generic and more practical to be used in complex physical system.
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Chapter 7
Conclusions and Future Works
7.1

Conclusions

To enable effective management, planning, and operations for future space exploration
missions that involve a crewed space habitat, operational support must be migrated
from Earth to the habitat and be operated at a higher level of autonomy
and resilience.

In recent years, the developments of Intelligent System Health

Management technologies (ISHM) across the industries have brought promising
solutions to help ensure the normal operations of future deep space habitats (DSH)
in harsh deep space environments while minimizing operational risks and costs. In
this thesis, the concepts of ISHM are applied and implemented as an Automatic
Contingency Management (ACM) system. The ACM system provides an architecture
that embraces a suite of enabling techniques from modeling, simulations to fault
diagnosis, prognosis and accommodation. More specifically, a physics-based, discrete
component-oriented model is developed for the Grey Water Recycling System (WRS),
which represents one of the principal subsystems of the Environmental Control
and Life Support Systems (ECLSS). This dynamic model is based on an existing
operational WRS platform deployed at NASA Ames Research Center’s Sustainability
Base. Diagnosis and automated contingency management strategies are developed to
enhance the resilience and optimal operations of the system to ensure mission success.
The main contributions of this dissertation are:
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1. Developed a physics-based model for the WRS with a high-fidelity filter clogging
fault scenario.

Unlike most conventional ECLSS models, which are based

on a conventional “producer-costumer” relationship, a physics-based dynamic
model for WRS is developed. In previous works, filter fault severity is mostly
modeled using the coefficient of filter resistance, which does not demonstrate
the mechanism of filter clogging. To improve the fidelity of the filter clogging
model, the Ergun equation and Darcy’s law are introduced. The effectiveness
of the improved model is demonstrated by a series of simulation results.
2. Implemented a computationally efficient “Lebesgue sampling – Unscented
Kalman Filter” (LS-UKF) algorithm for fault diagnosis and prognosis, applied
it to the WRS. Since the computational resource is extremely limited for space
operations, the LS-UKF algorithm is introduced to reduce the utilization of the
computational resource. In several previous studies, the LS method has been
integrated with KF, Particle Filter (PF), and Extended Kalman Filter (EKF)
algorithms and applied to other application domains (such as battery diagnosis
and prognosis). However, these forms of Kalman Filters are not optimal for
DSH applications because PF is computationally expensive and EKF requires
closed-form derivatives of system dynamic equations, which is prohibitive.
UKF, on the other hand, is a perfect fit due to its performance advantages
and relaxed requirements for calculating derivatives. The integration of LS
and UKF and the application of LS-UKF algorithm to the WRS are the first
attempt in this research area.
3. Developed diagnostics enhanced automatic fault accommodation control
strategies. A variant weight MPC algorithm is proposed to mitigate the effect of
component faults. The fault diagnosis function provides fault information that
an ACM system uses to reconfigure system control strategy to accommodate
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current and future faulty conditions. As proof of the concept, a reconfigurable
PID-based fault-tolerant control algorithm is implemented to switch the WRS
control schedule depending on system health condition, e.g. between constant
flow rate mode and constant pressure mode based on the fault severity. To
further utilize fault information in system reconfiguration and optimization,
a varying weight model predictive control (MPC)-based fault-tolerant control
algorithm with prediction capability is developed to allow better tracking of
a reference trajectory that optimizes overall system performance throughout
the entire mission. Unlike the traditional MPC algorithm which only considers
tracking performance from controls perspective, a new algorithm in this work
essentially takes into consideration system health information. For example,
the proposed time-varying weight MPC algorithm in this study considers two
factors: estimated filter porosity and fault detection time in the optimization
process.
4. Developed a systematic method that distinguishes sensor fault and component
fault in order to improve the reliability of automated systems.
faults in engineering systems are often challenging to avoid.

Sensor

In complex

systems, any fault possesses the potential to impact the entire system’s
behavior. In a manufacturing process, a simple sensor fault may result in
off-specification products, higher operation costs, a shutdown of production
lines, and environmental damage, etc. In a continuously operating system,
ignoring a small fault can lead to disastrous consequences. For instance, a
position sensor fault in an automated guided vehicle (AGV) may bring the
vehicle towards hazardous directions or cause a collision. Without considering
these faulty conditions, fully automated systems are not reliable. However,
when component fault happens, there might be multiple measurements related
to this component variant, which is different from single sensor fault that
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only have one measurement variant. A systematic method utilizes LS-UKF
estimation and analytical redundancy in system parameter relationships is
developed based on this observation to distinguish sensor fault and component
fault.
With the highlights of the aforementioned contributions, as well as many
productive ongoing research conducted by NASA and collaborators, it is fair to
conclude that the success of future DSH projects can leverage greatly from the
advances of ISHM techniques and the development of an Automatic Contingency
Management System. The key is to fully understand the unique challenges in harsh
deep space environments and the extreme limitation on materials and resources, such
that innovative algorithms are developed to address these challenges as attempted in
this dissertation.

7.2

Future Work

Based on the work done in this dissertation, a significant amount of effort is still
needed in order to improve the Technological Readiness Levels of the proposed
methods before they can be deployed in actual systems. At a high level, the following
topics need to be addressed thoroughly.
1. The proposed sensor fault detection method focuses on single sensor fault but
not simultaneous multiple sensor faults in the whole WRS system. The chance
for multiple sensor faults to occur at the same time is minimal. When they
occur at different time, they can be tackled separately, leveraging the approach
developed in this dissertation.
2. Integration of Remaining Useful Life (RUL) and mission resources to realize
mission level optimization. Current research only considers the current health
state in the optimization process. However, the future health state could also
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be considered. Therefore, the future health state, (e.g., RUL) can be considered
as an importation factor in a mission level optimization as well as other factors
like system performance and resources.
3. Extend the ISHM and ACM study to cover more sub-systems of the DSH. The
current work only covers the WRS system, which is only one of the sub-system
of DSH. The idea and algorithms developed in this work can be applied to a
broader scope of subsystems in DSH.
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