General captioning practice involves a single forward prediction, with the aim of predicting the word in the next timestep given the word in the current timestep. In this paper, we present a novel captioning framework, namely Dual Prediction Network (DPN), which is end-to-end trainable and addresses the captioning problem with dual predictions. Specifically, the dual predictions consist of a forward prediction to generate the next word from the current input word, as well as a backward prediction to reconstruct the input word using the predicted word. DPN has two appealing properties: 1) By introducing an extra supervision signal on the prediction, DPN can better capture the interplay between the input and the target; 2) Utilizing the reconstructed input, DPN can make another new prediction. During the test phase, we average both predictions to formulate the final target sentence. Experimental results on the MS COCO dataset demonstrate that, benefiting from the reconstruction step, both generated predictions in DPN outperform the predictions of methods based on the general captioning practice (single forward prediction), and averaging them can bring a further accuracy boost. Overall, DPN achieves competitive results with state-of-the-art approaches, across multiple evaluation metrics.
INTRODUCTION
Image captioning is an emerging challenge in Vision-toLanguage (V2L) research and has been studied extensively in recent years. The purpose of this task is to translate visual images into sensible sentences, which not only reflect objects appearing in images, but also describe their spatial configurations, attributes, as well as the activities.
The early research in image captioning tends to utilize the retrieval-based approaches [1, 2] which first retrieve the closest matching images, and then transfer their captions to the query image. Without learning a language model, these approaches can return decent descriptions for the query images, but they are unable to generate new captions for unseen scenes and are highly dependent on the training data. Recently, more and more attention has been paid to the generative-based approaches [3] [4] [5] [6] [7] [8] , which can create novel captions rather than retrieving existing ones. The typical pipeline for these approaches consists of a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). The CNN is used to extract image features, and the RNN, typically implemented with long short-term memory (LSTM) unit [9] , seeks to synthesize semantically meaningful captions. Currently, there is extensive research focusing on how to generate a more appropriate image feature to predict the image caption. An intuitive scheme for improving the image feature is to employ more advanced CNN models, such as VGGNet [10] and ResNet [11] . In addition to compressing the image into a static representation for the RNN, numerous works [5, 8, [12] [13] [14] suggest to dynamically adapt the salient features to the forefront in different time steps and have proposed diverse attention models. The aforementioned methods handle the image captioning task through a unidirectional prediction, but ignore its reverse prediction, which may optimize the generated descriptions from the other side. The bidirectional captioning idea has ever been investigated in [7] , which proposed Bi-directional LSTM (Bi-LSTM) to make use of history and future context information for image captioning. However, their Bi-LSTM is implemented with two independent LSTMs, and it actually generates two independent sentences of different orders. For each individual sentence, it is still a unidirectional prediction.
In this work, we propose a Dual Prediction Network (DPN) to jointly optimize the forward prediction and the backward prediction, as shown in Fig. 1 . There are three components in DPN: the bottom blue region IN → TAR * is the prediction part, which denotes the general captioning practice and formulates the caption through a unidirectional prediction. The middle pink region TAR * → IN * is the reconstruction part, which strives to reconstruct the input sentence through the prediction. The top yellow region IN * → TAR + is the re-prediction part, which aims to get another high-quality prediction using the reconstructed input.
The benefits of DPN are twofold: on the one hand, it introduces an additional supervision on TAR * , enabling the TAR * to be optimized from two directions, i.e. IN → TAR * and TAR * → IN * , thus guarantees TAR * can achieve better performance. From another perspective, by constraining IN * has a small reconstruction error, it can be employed as a transformation of the input sentence, and generate an additional prediction, i.e. TAR + . During the test phase, we can combine both predictions to boost the performance.
RELATED WORK
Image captioning has received a surge of research interest in recent years. We are particularly interested in the CNN-RNNbased literatures for caption generation, as they are most relevant to our work. Such models typically extract the image feature using a CNN, and then send the feature to a RNN for caption generation.
The differences of various models mainly lie in how to employ the image feature. For example, NIC [3] proposed to utilize the image feature once at the first time step for a better initialization, while LRCN [4] employed the image feature at each time step. Aside from feeding a static image feature into the RNN, various attention models have been proposed to dynamically adjust the image feature during the caption generation process. For instance, Xu et al. [5] proposed two attention-based mechanisms, i.e. soft attention & hard attention, to learn where to focus in the image at each time step. This work was extended by [14] to improve the correctness of the visual attention. In addition to the spatial attention, one more recent work, SCA-CNN [8] , incorporated channel-wise attention in a CNN and achieved promising performance.
As the image features of the CNN part have been extensively exploited for the image captioning task, there is quite limited work on how to generate better captions of the RNN part. In this work, we propose to supervise the prediction from two directions, and jointly optimize the forward as well as the backward prediction. Some works have ever investigated the bi-directional mapping from one domain to another. For instance, Chen et al. [15] proposed a bi-directional model that is capable of generating captions from visual features, as well as reconstructing visual features given a description. Rohrbach et al. [16] intended to localize textual phrases in visual content, and utilized an attention mechanism to reconstruct the given phrases. Feng et al. [17] constructed a dual space to compare the image and text features, and minimized the reconstruction error from the dual space to the original space. The main purpose of these approaches is to learn a good association across the multiple modalities. In contrast, our proposed framework aims to associate the input/target sentences, therefore, we only need to fulfill the reconstruction within one modality, i.e. text. This formulation enables efficient and intuitive inference without resorting to other complex projections or assumptions.
DUAL PREDICTION NETWORK

Overview
The overall schematic framework of DPN is shown in Fig. 2 (c). The framework consists of three LSTM modules, in which the first LSTM takes the embedded input sentence as input, and the remaining two LSTMs take the output of the previous LSTM as input. The first and the third LSTM aim to make the sentence prediction, therefore, both of them employ the target sentence as the supervision signal. During the test phase, we combine both predictions to formulate the final prediction of DPN, as shown by the red dashed line in Fig. 2 (c) . The second LSTM intends to make the reconstruction, so it utilizes the input sentence as the supervision signal.
Model Formulation
Given an image and its corresponding caption S = {s 1 , ..., s T }, the input sentence can be written as S I = {s 0 , s 1 , ..., s T }, and the target sentence is S P = {s 1 , ..., s T , s T +1 }. Each word s t is a 1-of-D ('one-hot') encoding vector, with D the size of the vocabulary. The s 0 in S I and the s T +1 in S P denote the 'Start' and 'End' of the sentence, and they are normally implemented with zero index.
We first utilize CNN to extract the image feature V . As suggested in LRCN [4, 18] , the visual feature would be propagated into each time step for the LSTM modules. Next, we linearly embed each word s t into an n-dimensional realvalued vector x t = E m s t , where E m is a word embedding matrix (learned). Finally, we get an embedded input sentence X = {x 0 , x 1 , ..., x T }, with each element x t is a column of E m chosen by the one-hot s t . For each LSTM module, we aim to maximize the probability of the corresponding target description, thus define the objective of DPN as:
Where Θ is the parameter of the model. p * and p + are the probabilities of the target sentence, and p r is the probability of the input sentence. LST M 1 and LST M 2 are the outputs of the first and the second LSTM modules.
Using the chain rule, the log likelihood of each probability distribution can be decomposed into ordered conditionals:
Each conditional is specified as: p(S t |S 0 , ..., S t−1 ) ∼ sof tmax(h t W ), where W is the weight matrix connecting the hidden state h t with the distribution over words, and h t is recursively updated through h t = LST M (x t−1 , h t−1 , V ). For the details of the LSTM function, we refer the reader to several recent image captioning works [3, 4] .
To maximize the joint probabilities in Eq. 1, we define the loss function as the sum of negative log likelihood of the correct word at each time step:
The first LSTM and the third LSTM aim to maximize the probability of the target sentence, while the second LSTM aims to maximize the probability of the input sentence. As the input sentence S I is one time step prior to the target sentence S P , for time step t, we choose the probability of word s t−1 for the second term.
During the training phase, the loss function is minimized through adjusting the parameters of the model, i.e. Θ. During the test phase, DPN would generate two predictions (i.e. sof tmax(h t W )), in which we can choose either one as our final prediction, and we can also average their predictions for a further performance boost.
Comparison with other models
Comparison with LSTM: The generic CNN-LSTM captioning practice, demonstrated by Fig. 2 (a) , is the first part of the proposed DPN, in which the 'one-hot' input sentence is embedded into a 'real-valued' vector through the word embedding matrix E m , and then propagated into a LSTM for caption generation. Although E m can be automatically learned by optimizing the network, we cannot ensure the prediction is good enough with a single forward pass of the LSTM.
Comparison with LSTM-AE: LSTM-AE is the intermediate transition model between LSTM and DPN, as is shown in Fig. 2 (b) . Compared to the generic CNN-LSTM framework, it additionally introduces a supervision to the prediction process, by explicitly requiring the prediction can reconstruct the input well. This enables the prediction can be optimized from two directions. In addition, the reconstructed input coding of LSTM-AE can be employed for another prediction, as is done by our proposed DPN.
Comparison with Bi-LSTM: Bi-LSTM generates the forward and backward predictions separately through two independent LSTMs, and chooses the one with higher probability as the final prediction. In contrast, DPN jointly optimizes the forward and backward predictions through two cascading LSTMs. Bi-LSTM and DPN are not mutually exclusive, and they can be combined for a stronger bi-directional mapping. In Fig. 3 , we demonstrate how we can adapt our DPN model on top of LSTM and Bi-LSTM. For Bi-LSTM, we employ DPN on each individual prediction process, and get two corresponding predictions. The final prediction is the one with higher probability.
EXPERIMENTS
Experimental setup and implementation details
We conduct our experiments on the international benchmark MS COCO dataset [19] , which contains 82783 training images, 40504 validation images and 40775 testing images. Each image has at least five human-annotated captions. Following the normal benchmarking procedure [7, 8, 20] , we use the whole training set for training, and choose 5000 images from the validation set for testing.
Visual feature. In order to make a fair comparison, we follow most relevant works and employ the 16-layer VGGNet [10] in the CNN part. We extract the 1000-Dim activations from the last fully-connected layer as the visual feature.
Textual feature. We first build the word vocabulary by performing basic tokenization and removing the words that appear less than 5 times in the training set. The vocabulary contains 8800 words. Next, we represent each word in the sentence as a one-hot vector, and utilize an embedding matrix E m to encode the vector as the textual feature.
Evaluation Metrics. We use BLEU (B-1,B-2,B-3,B-4) [21] , METEOR (M) [22] , ROUGE-L (R) [23] and CIDEr (C) [24] as evaluation metrics. All metrics are computed with the public available MS COCO evaluation code.
Training Details. We first utilize the off-the-shelf CNN feature to train the RNN part for 5 × 10 4 iterations, in order to examine our proposed scheme. Next, we jointly fine-tune the CNN and RNN for another 5 × 10 4 iterations to achieve better performance. Other configurations are the same with the work in LRCN [4] . All of the experiments are conducted within the Caffe framework.
Experimental results
Evaluation of the DPN model with LSTM. In this part, we incorporate the DPN module with the unidirectional LSTM and test its performance, as shown in Table 1 . We can observe: (1) LSTM-AE and DPN-1 obtained similar performance, suggesting whether we utilize the reconstructed input coding to predict or not, it does not affect the original prediction greatly; (2) Both DPN-1 and DPN-2 achieved better performance than solely utilizing LSTM, demonstrating that it is beneficial to constrain the prediction to reconstruct the input, and the reconstructed input is also more advantageous in predicting the target; (3) The DPN gained remarkable improvement over LSTM. For example, for all of the BLEU metrics, DPN improved the accuracy by about 2 percent over LSTM. This verifies the effectiveness of our proposed model.
In Fig. 4 , we present an image caption example from the MS COCO dataset. As can be seen, DPN can effectively in- corporate the DPN-1 and DPN-2 predictions, and generates closer result with the human-written groundtruth caption.
Evaluation of the DPN model with Bi-LSTM. In this part, we evaluate the performance DPN model on Bi-LSTM, and report the results in Table 2 , from which we can notice that: (1) For the BLEU metric, the DPN module improved the accuracy by about 1 percent for forward/backward/bidirectional predictions. This demonstrates that, our proposed DPN can also be effectively incorporated with the Bi-LSTM; (2) Although the Bi-DPN achieved better performance than Bi-LSTM over all evaluation metrics, the advantage is not as large as LSTM. The reason is that Bi-LSTM shares similar motivation with DPN, incorporating them may be a little redundant. Nevertheless, it should not decrease the awareness of the effectiveness of our proposed DPN.
In Fig. 5 , we present an example image to show the generated forward/backward captions of Bi-LSTM and Bi-DPN, in which Bi-DPN can generate a more sensible caption.
Evaluation of end-to-end fine-tuning. We now consider the effect of jointly fine-tuning CNN and RNN components. As can be seen in Table 3 , both DPN and Bi-DPN are signif-GT: a man is on a horse in a field
Bi-LSTM-F: a man and a hose are standing in a field
Bi-LSTM-B: two sheep that are standing in a field
Bi-DPN-F: a man is riding a horse in a field
Bi-DPN-B: two horses with two horses in a field icantly improved by the fine-tuning. Notably, the fine-tuning process brings about 5 percent improvement on DPN, demonstrating the necessity of adapting visual features.
Comparison with the state-of-the-art
In Table 4 , we compare our proposed scheme with state-ofthe-art methods. Most of these methods are established based on VGGNet. Others are built on CNN networks which have similar or better discriminative power than VGGNet, such as GoogLeNet [25] and ResNet [11] .
We can notice that: (1) Our scheme achieves better performance than most state-of-the-art methods (the upper part in Table 4 ). Compared with the works [8, 26, 27] which also employ the VGGNet, we obtain 1-2 percent improvement over the BLEU, ROUGE-L and CIDEr, and competitive performance over the METEOR. Notably, our approach even outperforms SCA-Res152 [8] that uses a more powerful image encoder. (2) We implement our experiments based on LRCN [4, 18] . In contrast to their latest update [18] , we obtained considerably better performance than their best results. This further demonstrates the effectiveness of the DPN. (3) For benchmarking it is common practice to compare to algorithms that use similar features. Within the scope of benchmarking using the VGG feature, our algorithm had the highest performance. In the future, we would try to incorporate the more optimized features in [28, 29] to further boost the performance.
DISCUSSION
As we utilized three LSTM modules in DPN, it would triple the parameters for the language modelling part. Even so, we should not expect that increasing the parameters would neces- sarily improve the performance. To verify this, we stack three LSTM modules in the language modelling part, and utilize the target sentence to supervise each of them. We jointly train the three LSTM modules in the training phase, and average the three predictions as the final prediction in the testing phase. We name this model with deep supervision as 3LSTM-DS (we also attempt to train the model without deep supervision, but it is hard to converge). 3LSTM-DS has the same parameter number with DPN. Following the same training and testing procedure, we compare their performance in Table 5 . As can be seen, 3LSTM-DS achieves competitive results with LSTM, and inferior results than DPN. The phenomenon demonstrates that, the considerable superiority of DPN over LSTM is owing to the dual predictions, rather than increasing the parameters.
CONCLUSION
In this work, we propose DPN for image captioning task, which can not only improve the prediction by explicitly constraining to a low reconstruction error, but also generate an additional high-quality prediction by utilizing the reconstructed input. State-of-the-art performance is achieved by averaging both predictions. In the future, we would strive to make use of various attention models in this framework.
