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Abstract  
Study Objectives: Microsleep episodes (MSEs) are brief episodes of sleep, mostly 
defined to be shorter than 15 s. In the electroencephalogram (EEG), MSEs are mainly 
characterized by a slowing in frequency. The identification of early signs of 
sleepiness and sleep (e.g. MSEs) is of considerable clinical and practical relevance. 
Under laboratory conditions, the maintenance of wakefulness test (MWT) is often 
used for assessing vigilance. 
Methods: We analyzed MWT recordings of 76 patients referred to the Sleep-Wake-
Epilepsy-Center. MSEs were scored by experts defined by the occurrence of theta 
dominance on ≥1 occipital derivation lasting 1–15 s, while the eyes were at least 80% 
closed. We calculated spectrograms using an autoregressive model of order 16 of 1-
s epochs moved in 200-ms steps in order to visualize oscillatory activity and derived 
seven features per derivation: power in delta, theta, alpha and beta bands, ratio 
theta/(alpha+beta), quantified eye movements, and median frequency. Three 
algorithms were used for MSE classification: support vector machine (SVM), 
random forest (RF), and an artificial neural network (long short-term memory 
[LSTM] network). Data of 53 patients were used for the training of the classifiers, 
and 23 for testing. 
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Results: MSEs were identified with a high performance (sensitivity, specificity, 
precision, accuracy, and Cohen’s kappa coefficient). Training revealed that delta 
power and the ratio theta/(alpha+beta) were most relevant features for the RF 
classifier and eye movements for the LSTM network.  
Conclusions: The automatic detection of MSEs was successful for our EEG-based 
definition of MSEs, with good performance of all algorithms applied.  
 
 
KEYWORDS: microsleep; excessive daytime sleepiness; vigilance assessment, maintenance 
of wakefulness test, machine learning 
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Statement of Significance   
The identification of early signs of sleepiness and sleep is of considerable clinical 
and practical relevance. We developed methods for the automatic classification of 
microsleep episodes in a clinical setting using expert scoring and features derived 
from the electroencephalography and electrooculography. We would like to propose 
these methods for clinical use as a semi-automatic procedure where automatic 
scoring would still need to be reviewed and, if necessary, modified by clinical 
experts. This would lead to a much faster and standardized detection of microsleep 
episodes.  
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Introduction  
Up to 15-20 % of individuals in the general population suffer from excessive daytime 
sleepiness (EDS),1-4 leading to reduced performance at work, and while driving. The 
main causes for EDS are socially induced sleep deprivation in healthy individuals, 
medical disorders such as sleep apnea or narcolepsy, and sedative drugs.5-7 The 
objective assessment of sleepiness is of high relevance for diagnosis, treatment, and 
the judgment of fitness to drive. Even though sleep-wake medicine profited from the 
recent technological progress, the objective assessment of sleepiness still remains a 
challenge.  
Up to now, the gold standard to objectively assess sleep and wakefulness is based on 
polysomnographic (PSG) data, in particular on the electroencephalogram (EEG). 
Visual sleep scoring criteria were initially established by Rechtschaffen and Kales 8 
in 1963, and are currently applied in a version which was adapted and amended by 
the American Academy of Sleep Medicine (AASM).9,10 These criteria are based on 
30-s epochs, which are classified into wakefulness, rapid eye movement (REM) 
sleep, and non-rapid eye movement (NREM) sleep stages 1-3 (N1-N3). The multiple 
sleep latency test (MSLT 11) and the maintenance of wakefulness test (MWT 12) are 
clinically applied to assess EDS.5,13 The MWT evaluates the patient’s ability to resist 
falling asleep despite the presence of EDS and is considered to be the most important 
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vigilance test to assess patient’s fitness to drive.12,14,15 Whether it is still accurate to 
classify wakefulness and sleep based on 30-s epochs is debatable 16, especially in the 
context of driving where short lapses can have fatal consequences. Thus, the term 
“microsleep” appears more often in today’s scientific literature and mostly refers to 
“sleep” of < 15 s duration derived from PSG data, but microsleep can also be based 
on behavior assessed by videography, such as eye lid closure, or based on 
psychomotor performance tests. EEG derived microsleep episodes (MSEs) are 
visually scored as 3 to 15 s periods dominated by theta activity (EEG power in the 
4 – 8 Hz frequency range) that replaces alpha activity (power in the 8 – 12 Hz range) 
and often accompanied by eye lid closure. Also less precise definitions were used for 
MSEs, such as “short-lasting burst of typical stage 1 sleep”.17-21 Only rarely MSEs 
shorter than one second are taken into account.22 Besides the lack of standardization 
and the different approaches used for MSE identification, visual scoring is time 
consuming, requires training and experience, and remains subjective. 
 
State of the art of the automatic vigilance detection 
Algorithms have been developed to track vigilance and to detect MSEs based on 
electrophysiological (mainly EEG) and videography data. Already in 1997, 
automatic estimation of alertness levels during an auditory monitoring task was 
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performed using EEG data and a neural network approach with spectral data as 
input.23 Among the increasing number of EEG-based algorithms developed, the 
Vigilance Algorithm Leipzig (VIGALL) has become popular to track vigilance (i.e. 
vigilance regulation) in health and disease.24,25 After artefact removal, 1-s EEG 
segments of multiple channels were classified into 7 different stages of vigilance 
reaching from fully awake to sleep. Sleep latency in the MSLT was correlated with 
the vigilance score predicted by the VIGALL measured in the wake EEG recording 
after the MSLT, showing a moderate correlation between these two measures.24 
Other studies performed drowsiness detection based on a single EEG channel with 
an artificial neural network approach and spectral or wavelet derived features,26,27 or 
based on a means comparison test to detect changes of relative power in different 
frequency bands.28,29 The classification of drowsiness in these studies was performed 
on 1-s,29 5-s,26 or 10-s28 epochs, and expert scoring was performed on 20, 30, and 30 
s, respectively. Sauvet et al. 28 detected MSEs in pilots during long-haul overnight 
flights. Classification was performed to discriminate “awake” and “sleepy”, where 
“sleepy” was defined as any sleep stage (N1-N3, or REM sleep) and a sensitivity of 
87 %, an accuracy of 98 %, and a kappa of 0.94 was reported. The aim of some other 
studies was to discriminate wakefulness and N1 in PSG data recorded during the 
night.26,27,30 Garces Correa et al. 26 obtained an average of 85.5 % of correct detections 
with a neural network approach using spectral analysis features. Sriraam et al. 30 used 
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spectral entropy and a multilayer perceptron feed forward neural network and 
reported an accuracy of 99.2 %. Belakhdar et al. 27 achieved an accuracy of 
approximately 89 % using a multi-layer perceptron and spectral power in 1-Hz 
bands. However, detecting N1, which is usually scored in 20-s or 30-s epochs, may 
differ from detecting short MSEs.  
Other algorithms used the EEG in combination with videography and performance 
testing to detect MSEs. For example, Peiris et al. 31 estimated the fractal dimension 
of the EEG to detect behavioral MSEs, which were identified by experts based on 
face videography and lapses in a tracking task, with a weak correlation between 
automatic detection and expert scoring. Further algorithms detected behavioral 
performance lapses on a second resolution based on spectral EEG features, as well 
as facial video recordings and tracking task performance.32,33 Davidson et al. 33 used 
long short–term memory (LSTM) recurrent neural network reaching a sensitivity of 
48 % and specificity of 93 %, while Peiris et al. 32 used linear discriminant analysis, 
and obtained a sensitivity of 73.5 % and a specificity of 25.5 %. These two studies 
applied interesting approaches but did not obtain a good performance, and detection 
was based on task performance and thus, were not suited as benchmark for our study. 
Golz and colleagues 34 used EEG data recorded in a driving simulator for MSE 
classification (detection and prediction) based on support vector machines and 
optimized learning vector quantization. Expert scoring of MSEs was based on visual 
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inspections of video material, of lane deviation time series and of the 
electrooculogram (EOG). Input data were features derived from spectral power or 
the Choi-Williams distribution of 8-s EEG segments reaching accuracies >80 %. 
Another study developed online detection of MSEs,29 based on a means comparison 
test to detect changes in relative alpha power, with a sensitivity of 85 % and 
specificity of 80 %.  
To the best of our knowledge, automatic detection of MSEs was not investigated in 
a clinical setting with the commonly used MWT. The aim of this study was to 
develop machine learning based algorithms to automatically detect MSEs in a 
clinical setting using features derived from EEG and EOG data.  
 
Methods  
Patients  
Seventy-six patients that were suspected to have excessive daytime sleepiness (EDS) 
and consequently underwent a MWT were analyzed. They were randomly selected 
out of patients who had been referred to the Sleep-Wake-Epilepsy-Centre, Bern 
University Hospital, Inselspital. Patients with a large diversity of suspected 
diagnoses were included: excessive daytime sleepiness, sleep apnea, narcolepsy, 
idiopathic hypersomnia, non-organic hypersomnia, insomnia, and others (Table 1). 
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No medical in- or exclusion criteria for the patients existed. Subgroups of patients 
were not selected for this study since only few patients were available with a certain 
suspected diagnosis due to their low prevalence (e.g. prevalence for narcolepsy is 
25-50 per 100,000 people),35,36 and the algorithms should be valid independent of 
any disorder or medication. Further, variability in the EEG recorded during the MWT 
is mainly related to the severity of sleepiness.37 The mean age of the patients was 
45.6 years (range: 18.0 – 81.4 years), and 50 of them were male, 97 % were 
Caucasian, and approximately 1/3 were obese, mostly sleep apnea patients.  
The study was conducted according to the Declaration of Helsinki, Swiss Law, and 
the ethical approval of the local ethics committee (KEK-Nr. 308/15). Data were 
included based on a general consent that patients signed with the hospital. 
 
Assessment 
As part of the clinical routine procedures, patients underwent four 40-min MWT 
trials in one day (starting at approximately 8:00, 10:00, 15:00 and 17:00). Since 
visual scoring was very time consuming (see below), only the MWT recorded at 
15:00 (MWT-3) was analyzed. MSEs were most likely to occur in this trial according 
to clinical experience, and might be related to a circadian or time of day contribution 
(mid-afternoon or post-lunch dip). In the MWT, patients were seated on a chair in a 
semi-darkened room (0.1 Lux at corneal level) and were instructed to stay awake for 
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as long as possible without any interaction or activities. Each trial lasted 40 min, and 
it was supposed to be terminated earlier if three consecutive 30-s epochs of N1 or 
one epoch of any other sleep stage was observed. However, if the laboratory 
technician missed to terminate the recording due to the appearance of sleep epochs, 
data from the entire recording were used in this study for training and testing of the 
classifiers in order to obtain as much data as possible (i.e. also including sleep 
episodes longer than 15 s).  
 
EEG recordings and data pre-processing  
A standard EEG, EOG, submental electromyography (EMG), electrocardiography 
(EKG, 2 electrodes placed subclavicular (right) and on the lateral thorax on the 
approximate height of the heart point (left)), respiratory flow, and face videography 
including audio were simultaneously recorded. EEG electrodes were placed 
according to the 10-20 electrode placement system,38 at sites O1-M2, O2-M1, C3-
M2, C4-M1, CZ-M1, F3-M2, F4-M1 (referenced to the contralateral mastoids). 
Impedance values were at or below 5 kΩ at the beginning of the recordings.  
Data were recorded using RemLogic™ (Embla Systems LLC) devices. The sampling 
and storage rates were 200 Hz, and the following hardware filters were applied: a 
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high-pass at 0.3 Hz, a low-pass at 70 Hz, and a notch filter at 50 Hz. Data were 
exported in the European Data Format (EDF) for further processing. 
EKG artefacts contaminating the EEG were removed using a procedure modified 
from Purcell et al. 39: first the EKG pattern in the EEG was calculated (moving 
window; triggered with the R peak of the EKG), and next the corresponding pattern 
was subtracted from the EEG (see Supplementary methods). This procedure was 
applied to all recordings irrespective of whether EKG artifacts were clearly visible 
in the EEG or not. 
The quantitative analysis was performed in MATLAB R2018a (The Math Works 
Inc., Natick, MA, USA), using left and right occipital EEG derivations (O1-M2 and 
O2-M1) and left and right EOG derivations. We focused in a first step on occipital 
channels as the alpha rhythm, present during rest with eyes closed, originates from 
the occipital lobes of the brain. Further, the wake-sleep transition zone characterized 
by the loss of alpha activity and shift to theta activity is best seen in the occipital 
channels.40 
 
Visual scoring 
The scoring was conducted by an experienced scorer (see Hertig-Godeschalk et al.40 
for details) and in in around 2/3 of the trials, the final scoring was verified by other 
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experienced scorers and differences were resolved by discussions. MSEs (visible in 
both channels), unilateral MSEs, microsleep episode candidates (MSEc) or episodes 
of drowsiness (ED) were scored as defined in Bern continuous and high-resolution 
wake-sleep (BERN) scoring criteria.40 MSEs were scored based on occipital EEG 
derivations (O1-M2, O2-M1), EOG, and videography. MSEs were visually defined 
as episodes of 1-15 s duration with clear slowing in the EEG with a theta dominance 
similar to N1, and eyes at least 80 % closed (visually determined from face 
videography). MSEs were typically preceded by slow eye movements in the EOG. 
If a MSE fulfilled all criteria only at one occipital channel, it was categorized as a 
unilateral MSE. Borderline EEG sections between clear wakefulness and MSEs were 
categorized as MSEc or as ED that were particularly difficult to score (see 40). This 
time-consuming visual scoring resulted in a total of 1262 MSEs and segments of 
sleep.  
 
Power spectral analysis  
Spectral analysis of the EEG was performed using an autoregressive model of order 
16 (Burg method 41). A 1-s sliding window was moved through the data in steps of 
200 ms. This approach allows high temporal resolution and good visualization of 
oscillatory activity such as alpha or theta activity.42 The model order was chosen 
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based on our experience. For the automatic detection of oscillatory events order 8 
was applied.43,44 However, to illustrate oscillations in the spectrogram we 
experienced that order 16 is better suited (see Figure 1 in Olbrich et al.45). Figure 1 
illustrates 20 s of an EEG signal (O2-M1, upper panel), and the corresponding 
spectrogram (lower panel) with a MSE occurring between the two vertical red lines. 
Oscillatory alpha activity (10 Hz) is clearly visible. 
 
Feature engineering  
Feature engineering is the process of extracting quantifiable properties from the data 
that will serve as an input for the classification algorithms. Furthermore, features 
may serve as objective markers to support scoring of MSEs.40 Although there is still 
an ongoing discussion about the best markers and criteria for MSE detection, most 
of the studies agree that the alpha and theta bands, as well as slowing of eye 
movements (i.e. rolling eye movements) and a lack of eye blinks are good 
indicators.29,46 The disappearance of alpha activity in the EEG is predominantly seen 
in the posterior region of the brain.29 In our study, different MSE markers were 
identified from two occipital EEG derivations, and from the EOG. The occurrence 
of eye movements was quantified by the ratio of delta power of the EOG (difference 
between two EOG channels) and delta power of the EEG from occipital derivations.47 
This is a rough and simple overall quantification of eye movements that does not 
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allow to dissociate different kind of eye movements or lid blinks. Measures derived 
from the EEG were: power in the delta (0.8 – 4 Hz), theta (4 – 8 Hz), alpha (8 – 12 
Hz) and beta (12 – 26 Hz) bands, the ratio theta/(alpha+beta) (T/AB), and the median 
frequency in the 0.8 – 26 Hz range (Figure 2). Power in the delta, alpha, theta and 
beta were smoothed by a 1-s moving median filter. These features proved to be 
helpful for the visual scoring of MSEs.40 The seven features mentioned above were 
calculated from left and right occipital EEG derivations (O1-M2 and O2-M1). 
Features of both derivations were used as input for classification algorithms, 
resulting in a total of 14 features sampled every 200 ms (see spectral analysis).  
 
Training of the classifiers, testing, and post-processing  
We applied three classifiers: a long short-term memory recurrent neural network 
(LSTM 48,49), random forest (RF, 100 trees 50), and a support vector machine (SVM, 
radial basis kernel 51). Recurrent neural networks are taking the temporal structure 
into account and therefore have a good performance for time series data.52 LSTMs 
as well as other artificial neural networks usually consist of an input layer (having 
the size of the feature vector), one or more hidden layers, and the output layer. The 
structure of our LSTM was as follows: an input layer (14 neurons), 2 LSTM layers 
(100 neurons each) each followed by a dropout layer (dropout probability 0.3), 
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followed by a fully connected layer (2 neurons), a softmax layer, and classification 
output layer. Sixteen training epochs were applied, i.e. the entire training data was 
passed through the neural network 16 times. The adaptive moment estimation 
optimization algorithm (Adam) was used to update network weights during 
training.53 The input of the LSTM consisted of a moving time window of 9 s (45 
samples; step 200 ms).  
The number of trees of the RF, SVM kernel functions and LSTM architecture were 
optimized (manual tuning) on a smaller data set (when not all data were scored yet), 
and 100 trees, the best kernel and model were applied to the final data set. 
According to Oshiro et al.54 64 to 128 trees would be sufficient for medical data 
without any performance gain with a further increase in the number of trees. We 
tested with 50 and 100 trees and did not observe a substantial performance increase. 
Thus, we finally selected 100 trees. For the SVM we compared the linear and radial 
basis kernel with a better performance for the radial basis kernel. For the LSTM 
network the number of neurons in the hidden layer, the number of hidden layers, the 
inclusion and probability of the dropout layers, a bidirectional/unidirectional 
architecture, and the window size were tested. Best performance was achieved with 
the above-mentioned architecture and parameters.  
The classifiers were trained on 53 patients (70 %; 18 without MSEs) and tested on 
23 patients (30 %; 12 without MSEs). Patients were randomly assigned to the training 
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and testing sets, and data of a patient contributed to only one set (either training or 
testing). Only bilateral MSEs and wakefulness were included for training (unilateral 
MSEs, MSEc and ED were excluded). All data contributed to the training of the 
LSTM, while data were balanced for the training of the RF and the SVM such that 
the same number of 200-ms data points of MSE and wakefulness categories were 
used, i.e. all data points corresponding to MSEs were included and the same number 
of data points were randomly selected from wakefulness data. Balancing was 
performed across the pooled data since some patients did not have MSEs. After 
classification (at 200-ms steps), identified MSEs shorter than 1 s were excluded 
before comparison with visual scoring. Furthermore, we applied smoothing with a 9-
s moving median filter to the SVM and RF classifications in order to account for the 
temporal structure of the data. This time interval was selected to be the same as the 
one used in the LSTM neural network. 
 
Assessment of classification performance   
Performance of the classifiers was assessed by determining specificity, sensitivity, 
precision, accuracy, and the Cohen’s kappa coefficient.55-59 The human scoring was 
converted to same temporal resolution (200 ms) of the features. Sensitivity represents 
the true positive rate (i.e. the proportion of MSEs that are correctly identified – true 
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positives divided by the sum of the true positives and false negatives), and specificity 
stands for the true negative rate (i.e. the proportion of wakefulness that are correctly 
identified – true negatives divided by the sum of the true negatives and false 
positives). Accuracy is a measure combining sensitivity and specificity (correctly 
identified positives and negatives divided by the sum of the correctly and incorrectly 
identified ones). Specificity and accuracy are biased measures and are only reported 
for comparison with published data. Precision is a ratio of true positives and the 
combination of true and false positives. The Cohen’s kappa coefficient is a more 
robust measure than accuracy, which takes the possibility of the agreement occurring 
by chance into account.59 Interpretation of the performance results for Cohen’s kappa 
was made using Landis and Koch levels 60: <0.00 – poor; 0.00-0.20 – slight; 0.21-
0.40 – fair; 0.41-0.60 – moderate; 0.61-0.80 – substantial; 0.81-1.00 – almost perfect 
identification.  
Training of the classifiers was performed by taking only bilateral MSEs and 
wakefulness into account. Testing was performed on the entire MWT-3, and 
performance was estimated based on only bilateral MSEs and wakefulness, or 
considering unilateral MSEs, MSEc and ED either as wakefulness or MSEs (see 
Table 2 and S1 for the different combinations applied). Overall performance 
measures across all patients (pooled data) and mean values across patients are 
reported. Recordings not having MSEs had to be excluded for the calculation of mean 
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sensitivity, precision and Cohen’s kappa since these measures take into account 
positives (i.e. MSEs). Individual performance measures are reported in 
supplementary Figure S3.  
 
Assessment of inter-scorer variability   
Out of 23 patient recordings used for testing performance of the algorithms, 5 were 
scored independently by 2 different scorers. These records were randomly selected 
from those recordings in the test data set which had MSEs. Performance measures 
were calculated in the same way as for the algorithms.  
 
Assessment of the importance of the features  
During training the RF classifier constructs a variety of decision trees. It is possible 
to rank the importance of features contributing to the classification with RF, which 
can bring new knowledge about the properties of the data. The RF uses a “tree 
bagging” algorithm,50 which takes a random subset of data from a training set, and 
creates a decision tree for each random subset. In order to create the decision trees, 
the RF selects a random subset of features at each node of the tree (decision split). 
Feature importance was calculated as the increase in prediction error if the values of 
D
ow
nloaded from
 https://academ
ic.oup.com
/sleep/advance-article-abstract/doi/10.1093/sleep/zsz225/5574726 by E-Library Insel user on 22 O
ctober 2019
Ac
ce
pt
ed
 M
an
us
cr
ipt
 20 
 
 
the corresponding feature were permuted. This measure was computed for every tree, 
then averaged over the entire set of decision trees and divided by the standard 
deviation over the entire set of decision trees (TreeBagger class, Matlab R2018a). 
Feature importance was also assessed for the training of the selected LSTM network. 
Feature permutation was performed (one feature at a time) in the training set and 7 
models were trained, each with one of the features “destroyed” and we determined 
the corresponding accuracy and loss functions, and model performance (overall 
Cohen’s kappa).  
In addition to the feature importance during training, we determined how corrupted 
features affect classification of the test set. Thus, we performed feature permutation 
(“destroyed” features) one at a time in the test set and calculated performance with 
Cohen’s kappa for the three algorithms (LSTM, RF and SVM).  
 
Results  
One example of a MSE in the EEG with the corresponding spectrogram is plotted in 
Figure 1. Beginning and end of a MSE are marked with vertical red lines. Alpha 
activity was present just before the MSE and thereafter, but not during the MSE. 
Alpha activity is evident in spectrogram as high power at around 10 Hz (red color; 
Figure 1). Furthermore, there was a drop in beta activity during the MSE, visible in 
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spectrogram as low power above 12 Hz (dark blue areas). Moreover, appearance of 
theta activity is evident as high power in 4 – 8 Hz range (yellow color) during the 
MSE.  
The different features, mostly derived from power spectra, serving as input vectors 
for the classifiers are depicted in Figure 2 (3 min exemplary data of one patient). 
Alpha and beta activity decreased during MSEs. Although theta activity was not 
clearly increased, the ratio theta/(alpha+beta) revealed an increase during MSEs. The 
median frequency indicated the slowing of the EEG during MSEs, and eye 
movements were mostly lacking.  
 
Classification performance  
MSE detection in one patient with the three classifiers and the corresponding expert 
scoring are illustrated in Figure 3. Only bilateral MSEs and wakefulness are plotted 
(excluding unilateral MSEs, MSEc and ED; i.e. time axis is compressed). The entire 
recording with all the scored categories is provided in supplementary Figure S3 
(Patient 22).  
All three feature-based classifiers showed good performance (high sensitivity, 
specificity, precision, accuracy, Cohen’s kappa) with e.g. kappa coefficients ranging 
from 0.75 to 0.83 when considering only bilateral MSEs and wakefulness (Table 
D
ow
nloaded from
 https://academ
ic.oup.com
/sleep/advance-article-abstract/doi/10.1093/sleep/zsz225/5574726 by E-Library Insel user on 22 O
ctober 2019
Ac
ce
pt
ed
 M
an
us
cr
ipt
 22 
 
 
1A), i.e. reflecting substantial to almost perfect identification.60 The mean duration 
of false positives (MSEs) amounted to 1.10 ± 0.29 (SD) min (n= 23).  
For exploratory purposes, we also calculated performance considering not only 
bilateral MSEs, but also assigning unilateral MSEs, MSE candidates, and ED to the 
category MSE or to wakefulness when calculating performance (Table 1B, 1C). This 
reduced the performance estimates, i.e. kappa values became moderate. Assigning 
MSEc to the category MSE and ED to the category wakefulness resulted in a 
substantial performance (Table 1D) indicating that MSEc might be closer to MSE 
and ED closer to wakefulness.  
Detection of MSEs in the entire MWT-3 of all 23 patients in the test set are illustrated 
in Supplementary Figure S3, with the expert scored categories at the top (red). Some 
of the false positive MSEs coincided with MSEc or ED. To quantify this 
correspondence, MSE detection performance was evaluated either against MSEc 
(Table S1A) or ED (Table S1B). The low performance indicates that detected MSEs 
only partially correspond to MSEc or ED.  
Our three algorithms had a high ability to correctly identify MSEs. Overall, all three 
classifiers performed well, although the LSTM showed generally a better 
performance than the SVM and RF classifiers (Tables 1, S1).  
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Importance of the different features  
During training, the RF classifier provides information on the importance of different 
features for the classification (Figure 4A). The ratio theta/(alpha+beta) (increase), 
delta activity (increase), and beta activity (reduction) had the highest contributions. 
This was expected from the expert scoring criteria where experts score MSEs 
according to the slowing of the EEG, a shift from the alpha to the theta range.40 
However, by visual inspection of Figure 2, one might have expected that the slowing 
of the EEG (median frequency) is also an important feature. Destroying features in 
the training of the LSTM neural network resulted in a hardly affected Cohen’s kappa 
(Figure 4B) with eye movement showing a small decrease of kappa, and accuracy 
and loss functions were very similar (Figure S3), indicating that neural networks are 
quite robust.  
Destroying features in the test set (i.e. corresponding to corrupted features) revealed 
that eye movements were of importance for all three algorithms (Figure 4 C, D, E). 
In addition, the ratio theta/(alpha+beta) was important for the RF algorithm (Figure 
4D) and alpha activity for the SVM (Figure 4E).  
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Discussion   
The three algorithms developed for the automatic detection of MSEs showed a good 
performance, indicating that reliable computerised MSE detection is feasible based 
only on EEG and EOG data. To our knowledge, this is the first study to automatically 
detect MSEs in a clinical setting (MWT) in which visual scoring of MSEs is routinely 
performed. The concept behind the definition of sleep-like episodes (bilateral and 
unilateral MSEs, MSEc and ED) representing different levels of sleepiness is 
presented in Hertig-Godeschalk et al.40 
Automatic classification slightly outperformed human scoring in performance, 
having an average Cohen’s kappa coefficient of 0.68 (LSTM), while the human inter-
scorer kappa was 0.67 (average of 5 recordings). MSEs are short fragments (1–15 s) 
of sleep stage N1 scored in 30-s epochs. Interestingly, the inter-scorer agreement for 
MSEs was higher than the one reported for N1: Cohen’s kappa coefficient for the 
Rechtschaffen and Kales scoring was 0.35 61 and for the AASM scoring 0.31 62 or 
around 0.60.63,64 Further, automatic scoring of N165,66 was worse than the 
performance of our algorithms. This indicates that our visual MSE scoring was 
precise.  
In this study, the analysis was performed on two occipital EEG derivations and a 
bipolar EOG derivation. The occipital region was selected as region of interest since 
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clinical scoring is also performed on occipital channels and features of the MSEs are 
often best visible in this brain region. Nevertheless, considering local aspects of 
sleep, in future applications it may be of importance to apply the algorithm to other 
brain regions. Furthermore, including further brain regions might lead to a better 
discrimination between wakefulness and EDs or MSEc.  
The features used as input for classifiers were mostly EEG power in different 
frequency bands (e.g. delta, theta, alpha, beta), which are well-established and 
commonly used features for MSE or drowsiness classification.32,33,67-69 Besides these 
well-established features we also defined the ratio theta/(alpha+beta) that was of  
importance for the RF classification. In addition, eye movements were quantified and 
median frequency of the EEG between 0.8 – 26 Hz was calculated to track the 
slowing of the EEG frequency during MSEs. These features were selected based on 
expert experience, literature, and from inspecting numerous spectrograms.40 
Corrupted eye movements reduced the quality of classification of all three 
algorithms. We are also working on detecting MSEs based on raw EEG/EOG data 
with deep learning, i.e. features are “learned” by the artificial neuronal network 
applied.65  
All classifiers showed a good performance (Table 1). The classifier with the best 
performance was the LSTM neural network, with an average Cohen’s kappa 
coefficient of 0.83 (only MSEs and wakefulness; almost perfect identification) or 
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0.68 (unilateral MSEs, MSEc and ED assigned to wakefulness; substantial 
identification). In contrast to the SVM and RF, LSTM neural networks take the 
temporal context into account. The LSTM network had a 9-s memory, while SVM 
and RF classified single 200-ms intervals independently of each other (picking up 
information of 1 s), which were afterwards smoothed with a 9-s moving median 
filter.  
Features were sampled at 200-ms intervals. However, as a 1-s window was used for 
spectral analyses and moved through the data, detected events are always at least 1 s 
long and their beginning and end is smeared. Additionally, the automatic 
classification uses a binary system (MSE, wakefulness) while scorers are confronted 
with gradual changes which sometimes make it hard to clearly define the beginning 
and the end of a MSE. Detected MSEs that start or end a bit earlier or later than the 
scored ones will lead to a penalty in the performance, although this is not clinically 
relevant. Furthermore, features of the episodes scored as unilateral MSEs, MSEc, or 
ED may have very similar features to MSEs or wakefulness, depending on the case. 
In order to reduce above-mentioned problem (avoid ambiguity), only data scored as 
MSEs and wakefulness were used for the training of the classifiers.  
MSEs (positives) are rare compared to wakefulness (negatives). Therefore, measures 
like specificity and accuracy that consider correctly identified negatives are highly 
biased (e.g. if the classification algorithm predicts only wakefulness, it will have high 
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sensitivity and accuracy due to the correct prediction of the majority of the data 
points, which will not be informative about how well MSEs were detected). 
Therefore, it is important to calculate measures taking positives into account, like 
sensitivity and precision. Precision informs about the appearance of false positives 
in the prediction. It differs from sensitivity which informs about how many MSEs 
are correctly identified compared to all scored MSEs. We consider sensitivity, 
precision and the Cohen’s kappa coefficient as relevant measures for our application, 
but we still report specificity and accuracy since these two measures were often 
reported in the literature regarding MSE or drowsiness detection.26,27,29,30,32-34 
Further, performance measures carry different information, and it is important to 
assess them together to get the most optimal impression about the performance of 
the classification. It is essential that the algorithm does not detect a large number of 
false positives in patients not having any MSEs, therefore, we also report overall 
performance (pooled data).  
Although MSE detection worked generally very well in most of the patients, in three 
patients we identified a higher amount of false positive MSEs (Figure S3, Patients 
14, 16 and 19) with 4.0, 3.3 and 4.4 min of false positives. However, we do not 
consider false positives to be a systematic problem of the algorithm since the 
classifier worked well in patients which did not have any MSEs, i.e. hardly any MSEs 
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were detected. In 11 out of 12 patients not having any MSEs, also no MSEs were 
detected with at least one of the three classifiers (Figure S3, Patients 1-11).  
Inter-patient variability in automatic MSE detection was also reflected in the human 
scoring, while in some cases humans agree on most of the episodes, in others there 
was a lot of variability. Therefore, we consider the variability in the algorithm 
performance to be due to the data itself and not due to the algorithm.  
Our classifiers were more sensitive than precise, i.e. they detected most of the MSEs 
without missing MSEs, but they detected more MSEs than they should, resulting in 
false positives. For the clinical application of MSE detection, it is more favorable to 
have higher sensitivity and not to miss MSEs. Furthermore, the clinical scoring of 
the MSEs was rather conservative, and it could well be that some of the false positive 
MSEs were real MSEs missed by the human scorer. Moreover, the visually scored 
MSEs were considered here as a sort of “gold standard” for the training and the 
validation of the automatic detection of MSEs, being aware of the great uncertainty 
in the visual scoring (especially if done by a single expert).  
Our performance mostly exceeded performance obtained with other algorithms 
reported in the literature.26,27,29,32-34 However, MSE detection was performed in 
different settings across the different studies. Some studies used sleep recordings to 
discriminate between wakefulness and N1 sleep,26,27,29,30 while others analyzed data 
recorded in a driving simulator,34 or even recordings of real-life situations in pilots 
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during long-haul overnight flights.28 Further, MSE scoring in some studies was EEG-
based,26,27,30 and in others based on behavioral lapses and videography.32-34 
Our algorithms could be used as a semi-automatic procedure in clinical practice and 
research laboratories, where the automatically detected MSEs could be quickly 
checked by clinical experts. This would result in a much faster evaluation of the 
recordings compared to the traditional visual scoring, and in more standardized and 
replicable results.  
 
Limitations and outlook 
The classification algorithms developed in this paper were trained using expert 
labels. Human scoring of MSEs is very time consuming and there was no capacity 
for scoring the data by multiple experts in the scope of this study. Therefore, the 
algorithms were trained using labels only of one expert. Ideally, data would be scored 
independently by multiple scorers and the consensus scores would be used for 
training and testing (in a form of probability of being in a specific stage), which 
would lead to more generalizable algorithms. However, training based on a very 
experienced scorer may lead to better performance than training based on multiple 
less experienced scorers which could result in more noise or even decrease the 
performance of the algorithm. 
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Furthermore, a feature-based approach was applied, but there are deep learning based 
approaches that automatically detect optimal features and perform classification at 
the same time with raw data. Some of these cutting-edge approaches were used for 
reliable automatic sleep stage scoring,70,65,66 even with a higher time resolution of 5 
s than the classical 30 s and speeded up the diagnosis of type 1 narcolepsy.66  
Our approach was developed with classical occipital EEG derivations. Whether MSE 
detection works equally well in other derivations or with around-the-ear EEG 
recordings71 needs to be explored in the future.  
Further, only one MWT per patient (the one at 15:00) was used in this study due to 
the limitations of the time-consuming human scoring. The additional MWT 
recordings could be automatically scored and might reveal time-of-day influences on 
the occurrence of MSEs.  
In this study MSEs were defined mainly based on the EEG, and behavioral lapses 
and their connection to MSEs were not investigated. It may be of interest to apply 
these algorithms in a driving simulator setting and compare the detected MSEs with 
behavioral lapses (e.g. off-road events). Moreover, MSEs detected in an MWT could 
be related to driving performance in a driving simulator.  
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Conclusion 
We proved that MSEs can reliably be detected with machine learning, applying 
classical (SVM or RF) as well as state-of-the-art deep learning algorithms (LSTM). 
RF and SVM classifiers revealed a similar performance, while classification with a 
LSTM resulted in slightly better performance. Interestingly, this performance was 
achieved with a mainly EEG centred approach, while the human scorer used face 
videography in addition. Our algorithms are well suited for a semi-automatic 
application in a clinical setting, i.e. automatic MSE detection in a first step and next, 
the validation by experts. This would lead to a much faster and more standardized 
detection of MSEs as there is currently no agreement in the field about MSE scoring. 
In most clinical sleep labs, MSEs are not scored due to the ambiguity and the time-
consuming procedure. Instead, sleep is scored in 30-s epochs. However, short sleep 
of 1-3 s (i.e. MSE) may have fatal consequences e.g. while driving. We proposed 
criteria for MSE scoring40 on which these algorithms were trained. What we are 
hoping for is that the proposed scoring criteria and the automatic MSE detection will 
increase the attention on the wake-sleep transition zone, encourage clinicians to 
assess MSEs in their daily work, and open new doors for fitness-to-drive 
assessments. 
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Figure legends  
Figure 1:  EEG (top) and corresponding spectrogram (bottom; Burg’s algorithm; 1-
s sliding window moved in steps of 200 ms) of derivation O2-M1. A 20-s epoch with 
a microsleep episode delineated by red lines is illustrated. Scaling of power density:   
-20 dB  30 dB; 0 dB = 1 µV2/Hz. 
 
Figure 2: Features used for the classification of microsleep episodes (MSEs). A 180-
s segment is illustrated with the occurrence of MSEs indicated by the red shading. 
Features consist of power in the delta (0.8 – 4 Hz), theta (4 – 8 Hz), alpha (8 – 12 
Hz), beta (12 – 26 Hz) frequency bands, the ratio theta/(alpha+beta) (T/AB), eye 
movements (delta activity of EOG divided by delta activity of O2-M1) and median 
EEG frequency (0.8 – 26 Hz range). Derivation O2-M1 was analyzed. Features were 
calculated for a 1-s sliding window moved in steps of 200 ms through the data. Power 
in the different bands was smoothed by a 1-s moving median filter.  
 
Figure 3: Microsleep episodes (MSEs) of one patient scored by an expert (red) and 
detected by three classifiers (blue) are depicted. Long short-term memory (LSTM) 
neural network, random forest (RF), and support vector machine (SVM). As the 
training was performed only on MSEs and wakefulness (unilateral MSEs, MSE 
candidates and episodes of drowsiness were omitted), only MSEs and wakefulness 
are plotted in this figure, thus, the x-axis is compressed due to the omission of 
episodes. The entire recording of this patient is illustrated in supplementary Figure 
S3 (ID: tG6i).  
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Figure 4: Feature importance obtained in training (panels A and B) and in testing 
(panels C, D and E). A: Importance (arbitrary scale) of the different features used in 
the classification with the Random Forest (RF) approach. B: Performance (Cohen’s 
kappa coefficient) of the LSTM network when one feature at a time was permuted in 
the training. C-E: Performance (Cohen’s kappa coefficient) of the three classifiers 
when one feature at a time was permuted in the testing. Features were calculated for 
O1-M2 and O2-M1 leads and their combination was used for the training on 53 
patients. For panels B-E one feature at a time was permuted in both O1-M2 and O2-
M1 leads at the same time for testing in 23 patients. Higher values indicate a higher 
feature importance in panel A, while the opposite holds for panels B-E. See Figure 
2 for the definition of the features. 
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Tables  
 Training Testing 
n 53 23 
Male 38 12 
Female 15 11 
Age 46.4 ± 19.0 43.8 ± 15.2 
Total # MSEs 912 351 
Total duration MSE (min) 160.6 56.1 
Total # MSEc 733* 231 
Total duration MSEc (min) 37.1* 11.6 
Total # ED 860* 392 
Total duration ED (min) 102.4* 46.9 
% sleep apnea patients 32.1 26.1 
% EDS with unclear cause 30.2 43.5 
% excessive tiredness 9.4 8.7 
% narcolepsy 9.4 4.3 
% idiopathic hypersomnia  5.7 4.3 
% non-organic hypersomnia 1.9 0 
% insomnia 1.9 0 
% others  9.4 8.7 
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Table 1: Demographic data, diagnosis, and total number and duration of MSE, 
MSEc and ED of patients contributing to the training and test data sets: total number 
of patients (n), number of males, females, mean age of patients and standard error 
of the mean, total number of MSEs, MSEc, and ED, total duration in minutes of 
MSEs, MSEc, and ED, and the percentage of patients with a suspected diagnosis of 
sleep apnea, EDS with unclear cause, excessive tiredness, narcolepsy, idiopathic 
hypersomnia, non-organic hypersomnia, insomnia and others. * not used for the 
training of the classifiers.  
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A: Only MSE and wakefulness considered  
 Sensitivity Specificity Precision Accuracy Kappa 
LSTM 92.1 98.8 85.3 98.4 0.88 
87.7 ± 5.0 98.7 ± 0.5 85.7 ± 6.9 98.2 ± 0.5 0.83 ± 0.06 
RF 90.7 98.5 81.8 98.0 0.85 
83.5 ± 5.8 98.2 ± 0.7 81.7 ± 8.2 97.7 ± 0.7 0.78 ± 0.08 
SVM 88.0 98.1 77.2 97.4 0.81 
80.4 ± 5.7 97.8 ± 1.0 80.5 ± 9.1 97.1 ± 1.0 0.75 ± 0.08 
 
B: Unilateral MSE, MSEc, and ED considered as wakefulness  
 Sensitivity Specificity Precision Accuracy Kappa 
LSTM 92.1 96.8 66.0 96.5 0.75 
87.8 ± 4.9 96.1 ± 0.2 63.9 ± 7.0 96.2 ± 0.2 0.68 ± 0.06 
RF 89.4 97.0 66.8 96.5 0.75 
81.9 ± 6.6 96.2 ± 0.2 63.8 ± 7.7 96.2 ± 0.2 0.66 ± 0.07 
SVM 87.0 96.7 63.7 96.0 0.71 
79.7 ± 6.2 95.9 ± 0.2 62.9 ± 8.4 95.7 ± 0.3 0.63 ± 0.08 
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C: Unilateral MSE, MSEc, and ED considered as MSEs  
 Sensitivity Specificity Precision Accuracy Kappa 
LSTM 55.7 98.8 88.4 92.8 0.65 
53.3 ± 8.1 98.7 ± 0.5 81.1 ± 7.8 92.3 ± 1.7 0.58 ± 0.06 
RF 51.7 98.6 85.3 92.0 0.60 
50.7 ± 9.1 98.3 ± 0.7 77.8 ± 10.5 91.6 ± 2.0 0.55 ± 0.08 
SVM 50.1 98.1 81.0 91.4 0.57 
54.0 ± 7.7 97.9 ± 1.0 84.1 ± 8.7 90.9 ± 2.1 0.52 ± 0.08 
 
D: Unilateral MSE and MSEc considered as MSEs, ED considered as wakefulness  
 Sensitivity Specificity Precision Accuracy Kappa 
LSTM 81.2 97.6 75.0 96.3 0.76 
71.5 ± 8.4 97.1 ± 0.7 67.2 ± 8.1 96.1 ± 0.9 0.64 ± 0.08 
RF 77.7 97.7 74.8 96.1 0.74 
72.5 ± 7.4 97.1 ± 0.9 73.7 ± 7.3 95.8 ± 1.0 0.66 ± 0.07 
SVM 75.7 97.3 71.4 95.5 0.71 
70.7 ± 6.9 96.8 ± 1.1 72.4 ± 8.0 95.3 ± 1.2 0.64 ± 0.08 
 
 
  
D
ow
nloaded from
 https://academ
ic.oup.com
/sleep/advance-article-abstract/doi/10.1093/sleep/zsz225/5574726 by E-Library Insel user on 22 O
ctober 2019
Ac
ce
pt
ed
 M
an
us
cr
ipt
 44 
 
 
Table 2: Performance of the classifiers in percentages for all measures except for 
kappa. Performance measures: sensitivity, specificity, precision, accuracy and 
Cohen’s kappa coefficients. Three classification algorithms were evaluated in 23 
patients (test set): long short-term memory (LSTM) neural network, random forest 
(RF), and support vector machine (SVM). Overall performance measures across all 
patients (gray shading; data of all patients were pooled) and mean across patients 
and standard error of the mean (white). Recordings not having MSEs (≤1 MSE, 
n=13) were excluded for calculation of mean performance for sensitivity, precision 
and Cohen’s kappa since these measures take into account positives (i.e. MSEs). The 
performance was calculated based on the 200-ms resolution. A: algorithm 
performance taking into account only MSEs and wakefulness; B: unilateral MSEs, 
MSEc, and ED were assigned to the category wakefulness; C: in addition to MSEs, 
unilateral MSEs, MSEc, and ED were considered as MSEs, D: unilateral MSEs and 
MSEc were assigned to the category MSEs, while ED were assigned to wakefulness.  
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 Sensitivity Specificity Precision Accuracy Kappa 
 74.1 98.1 86.6 94.7 0.77 
 62.6 ± 12.7 97.7 ± 1.6 91.1 ± 2.8 94.7 ± 1.5 0.67 ± 0.10 
 
Table 3: Inter-scorer performance (5 patients; 2 independent scorers). The 
performance was calculated with the 200-ms resolution. Unilateral MSE, MSEc and 
ED were assigned to the category wakefulness for calculating the inter-scorer 
performance.  
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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