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Effectively maintaining production equipment is a constant battle for maintenance 
departments because if not maintained all operated systems eventually fail. Jiang [2001] 
states that in eleven Canadian industries, for every dollar spent on new assets, $0.58 is 
spent on maintaining existing assets. The key to an effective maintenance strategy is to 
develop a maintenance plan that maximizes, as much as possible, the profitability of the 
organization. To do this, a manager must consider the current state of the organization in 
addition to the current state of the specific production (sub) system. 
The current generation of production strategies, such as lean and agile 
manufacturing, are forcing organizations to reduce inventory levels to enable faster 
response to changing demands in the marketplace [McKone, 1996]. The effect of these 
production strategies, from a maintenance viewpoint, is that system downtime is more 
costly to the organization. Consequently, the maintenance manager strives to maximize 
equipment uptime. While this goal may seem worthwhile, the cost of this "diligent 
maintenance" can be high. 
The objective of this research is to provide the maintenance planner a set of 
maintenance strategy selection decision variables and a maintenance strategy selection 
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decision framework. This framework provides the maintenance planner a methodology 
for selecting the economically preferred maintenance strategy for specific (sub) systems 
within the production environment. 
This chapter introduces the topic of this research (Sections 1.1, 1.2, and 1.3). 
Next, this chapter presents the problem and the research questions of this research 
(Sections 1.5 and 1.6) .. Sections 1. 7 and 1.8 present the anticipated challenges and 
methodological approach of this research. Sections 1.9 and 1.10 discuss the research 
boundaries and assumptions. Finally, Sections 1.11 and 1.12 present an overview and 
summary of the remainder of this dissertation. 
1.2 Maintenance Strategies 
In general, there are three maintenance strategies in use in industry. In implementation 
order from simple to complex, they are Corrective or Reactive Maintenance (CM), 
Preventive Maintenance (PM), and Condition-Based Maintenance (CBM). 
During the initial stages of this research, a literature review for maintenance 
strategies revealed many inconsistencies regarding the definition of preventive 
maintenance and condition-based maintenance. For example, one researcher defined 
preventive maintenance as that maintenance that excludes general repairs, overhauls, 
replacement, inspections, and lubrication [Al-Sultan and Duffuaa, 1995]. Another 
researcher defined preventive maintenance as maintenance that includes preplanned.and 
scheduled adjustments, major overhauls, inspection, and luQrication I Ashayeri, Teelan, 
and Selen, 1996]. 
Bahrami-G, Price, and Matthew [2000] separated preventive maintenance into 
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two categories, age-based and·constant interval-based (time-based maintenance). Age-
based preventive maintenance is that maintenance that is performed every x units of asset 
use. Constant interval-based preventive maintenance is that maintenance that is 
performed every y units of calendar time. McCall [1965] described preventive 
maintenance as that maintenance that is applicable when equipment fails stochastically 
and the state of the system is always known with certainty. Mann, Saxena, and Knapp 
[ 1995] subdivided preventive maintenance into that maintenance that uses statistical and 
reliability analysis and that maintenance that utilizes sensors to monitor an asset's 
operational state. 
The purpose of the following three subsections is twofold. First, these sections 
define, as explicitly as possible, the three major maintenance strategies as they are used 
throughout this research. Second, these sub-sections present a list of the minimum 
implementation knowledge requirements for.each strategy. 
1.2.1 Corrective or Reactive Maintenance 
A corrective maintenance· strategy describes maintenance performed on an asset after 
failure.[Gits, 1994]. ·Corrective maintenance (CM) is also referred to as emergency 
maintenance [Al-SultanandDuffuaa, 1995], breakdown maintenance [Al-Najjar, 1999], 
· reactive maintenance [Bahrami-G, Price, and Matthew, 2000], failure-based maintenance 
[Gits, 1994], and/or operate-to-failure (run-to-failure) maintenance [Sherwin, 2000]. 
This maintenance strategy is the least complex and least expensive to implement of the 
three general maintenance strategies because no system maintenance is performed until a 
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failure occurs. However, the total cost of this strategy may be very high if the cost of 
asset failure is high. 
There are two primary disadvantages to this strategy [Campbell and Jardine, 
2001]. First, the organization has no control over the time ofrepair/replacement of the 
asset. Consequently, corrective maintenance cannot be planned. Second, asset failure 
can be more costly and take more time to repair than the cost and time required to 
perform maintenance before failure. 
1.2.2 Preventive Maintenance 
The discussion in the introduction of this dissertation shows that there is no universally 
accepted definition of preventive maintenance. To avoid this problem, this research 
defines (and consistently uses) two terms: time-based maintenance (TBM) and age-based 
maintenance (ABM). 
Time-based maintenance is that maintenance performed at calendar time intervals. 
The selection of the length of the maintenance event interval is based on expert 
knowledge, vendor recommendations and/or historical operational data (estimates of the 
Mean-Time-to-Failure (MTTF), Variance-Time-to-Failure (VTTF), and/or failure 
distribution ( F(t) ). An implicit assumption of time-based maintenance is that an asset 
may fail during an idle state. 
Age-based maintenance is a maintenance strategy that incorporates knowledge 
( expert and/or historical) of asset use, such as actual operational time or output volume, 
to estimate the interval between maintenance events. The important difference between 
time-based maintenance and age-based maintenance is the implied decrease in 
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uncertainty to which the MTTF, VTTF, and/or F(t) is known. This decrease in 
uncertainty is based on the premise that more in-depth knowledge is known about the 
asset if the parameters and/or distribution are derived from specific asset level data In 
addition, an age-based maintenance strategy ties asset failure with asset operation. 
For example, a car owner can schedule an engine oil change interval using either 
of these strategies. Under a TBM strategy, the owner changes the engine oil after a 
specified length of time (e.g., 3 months). Conversely, under an ABM strategy the owner 
changes the oil after a specified number of miles (e.g., 3,000 miles). Historically, these 
two maintenance strategies are the most widely used forms of maintenance [Campbell 
and Jardine, 2001]. However, in recent times there has been a push toward condition-
based maintenance ( discussed in the next section). 
1.2.3 Condition-Based Maintenance 
Conceptually, a CBM strategy involves measuring/monitoring/ inspecting1 (MMI) the 
condition of an asset to assess/predict whether the asset is likely to fail during some 
specified future period [Moubray, 1997]. The condition of an asset may be obtainable 
• by measuring equipment parameters (e.g., temperature, vibration, pressure, and/or 
flow), 
• with statistical process control techniques, by monitoring equipment performance 
( e.g., capacity, energy usage, and/or efficiency) and/or 
• using human senses [Moubray, 1997]. 
1 This research will use MMI to represent either measuring/monitoring/inspecting or 
measurement/monitoring/inspection. 
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Condition-based maintenance is also referred to as maintenance on demand [Pate-
Comell, Lee, and Tagaras, 1987] and predictive maintenance [Paz and Leigh, 1994]. 
However, Riis, Luxhoj, and Thorsteinsson [1997] classified condition-based maintenance 
and predictive maintenance separately. Sherwin [2000] divided condition-based 
maintenance based on whether the asset's MMI process occurs while the asset is in 
operation or while the asset is stopped. 
This research follows Riis, Luxhoj, and Thorsteinsson's [1997] and Sherwin's 
[2000] lead and defines four levels of CBM. The distinguishing difference between the 
levels is the implied level of certainty regarding the true state of the asset that the 
decision maker achieves. 
1.2.3.1 Indirect Oflline Condition-Based Maintenance 
The first level ofCBM is a maintenance strategy based on oflline MMI of the asset's 
performance ( e.g., production quality or resource use). This is the lowest level of CBM 
because the asset's condition MMI process only provides information concerning the 
recent, past performance of the asset. 
1.2.3.2 Direct Non-Operating Condition-Based Maintenance· 
The second level of a CBM inspects the asset while the asset is not operating. This 
strategy provides the lowest level of direct knowledge of an asset's current state. 
However, the current state described is that of a non-operating asset. Therefore, 
operating conditions such as dynamic fluid pressure or operating vibration level are not 
observable/measurable. 
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1.2.3.3 Direct Periodic Online Condition-Based Maintenance 
The third level ofCBM is periodic MMI of the asset while it is in operation. This 
strategy gives a description about the current state of the asset at each periodic interval. 
1.2.3.4 Direct Continuous Online Condition-Based Maintenance 
The fourth, and highest, level of CBM is continuous MMI of the asset while it is in 
operation. This strategy can provide a measure of the real time state of the asset. 
1.2.4 Minimum Required Practioner Knowledge at each Level of Maintenance 
The preceding sub-sections described several possible maintenance strategies. Table I 
shows the possible maintenance strategies in order of increasing required knowledge. 
TABLE I 
MAINTENANCE STRATEGIES IN ORDER OF 
INCREASING ASSET KNOWLEDGE 
Maintenance Strategy Asset·Knowledge Level 
Corrective maintenance None 
Time-based maintenance Qualitative Asset Knowledge 
Age-based maintenance Quantitative Asset Knowledge 
Indirect Offline CBM Indirect Asset Performance Knowledge 
Direct Non-operating CBM · Direct Non-Operating Asset Condition Knowledge 
Direct Periodic Online CBM Direct Periodic Asset Condition Knowledge 
Direct Continuous Online CBM Direct Continuous Asset Knowledge 
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The purpose of this sub-section is to identify the minimum level of knowledge a 
practitioner has at each level. The goal is to show qualitatively that at each subsequent 
levei · the practitioner has more knowledge regarding the true time of failure of an asset 
[Andersen and Rasmussen, 1999]. 
The practitioner requires no asset knowledge to implement a CM strategy. The 
strategy is to run the asset until failure. 
For a TBM strategy, the practitioner must establish a basis for the selection of the 
length of the maintenance event interval. This basis may be expert knowledge, vendor 
recommendations and/or historical operational data. For example, a time-based 
maintenance strategy may be developed from vendor recommendations or from estimates 
ofMTTF, VTTF, and/or F(t) developed from historical, chronological maintenance data. 
As with TBM, the practitioner must establish the interval schedule for the past 
performance of ABM. However, in an ABM strategy, the practitioner has the additional 
knowledge gained from operational performance data of the specific asset as a function 
of asset run time. This increased knowledge leads to a decrease in the uncertainty in the 
estimates for the MTTF, VTTF, and/or F(t), which allows the practitioner to make a more 
informed decision regarding the appropriate interval for the performance of a 
· maintenance event. 
The important distinction between the knowledg~ required for TBM/ ABM and 
knowledge required for CBM is that the estimates for MTTF, VTTF, and F(t), used in 
TBM/ABM strategies describe the average failure characteristics of the asset [Aven and 
Sandve, 1999; Lu, Lu, and Kolarik, 2001; Mann, Saxena, and Knapp, 1995]. In CBM, 
the practitioner has recent or current, direct or indirect knowledge concerning the recent 
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performance or operational state of the asset. 
For example, consider the activity of a person who drives a fixed route every day. 
Assume that a log· is kept of the average departure and return time of all the drivers who 
have driven the route in the past. The current driver could estimate his own mean return 
time based on an average of the past averages. This is analogous to a TBM strategy. 
Alternatively, if a log of the current driver's departure and return time is kept the current 
driver could estimate his return time based on an average of his own departure and return 
times. This is analogous to an ABM strategy. In both cases, if at any point in the route 
the person wishes to estimate the return time of the route, the only estimate available is 
the estimated mean return time. 
Now consider the situation where not only the departure and return time are 
recorded, but also the current driver's arrival and departure time at each stop is recorded. 
Wrth this additional information, the person can estimate the mean return time 
conditioned on each stop for the trip. Therefore, an estimate of the return time for the 
current route is the conditional mean estimate based on the current time and location. 
At the first level of CBM, the practitioner has knowledge ( either direct or 
indirect) of the recent past performance of the asset. With regard to the route driver 
example above, this level of CBM is analogous to the driver estimating the return time 
conditioned on the number and average time of deliveries completed. 
The second level of a CBM is inspection of the asset while the asset idle. 
Returning to the route driver example, this level is analogous to the person estimating the 
return time conditioned on the departure time from the last delivery. The distinction 
between level one and level two CBM is, that in level one the estimate for the return time 
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is conditioned on the recent past performance measure (number of deliveries) of the asset 
and the level two estimate of the return time is based a value of the parameter, time, 
itself. More concisely, the difference is whether the asset performance results are 
measured or whether asset operational variables _are measured. 
The third level of CBM is periodic MMI of an asset's condition while it is in 
operation. In the route driver example, this level is analogous to the driver periodically 
estimating the return time conditioned on a periodic reading showing on the dash clock 
and the average rate of completion of the remaining stops. 
The fourth, and highest, level of CBM is based on the continuous MMI of the 
asset's condition while it is in operation. Staying with the automotive theme, this 
strategy is the one preferred by the children in the back seat while on a long trip. 
Specifically, they want to continually know when they will arrive. With regard to the 
route driver example, this strategy is analogous to continuously monitoring time and 
readjusting the average rate of the completion of the remaining stops so that, the return 
time can be continuously estimated. In the ideal situation, this level of maintenance 
. provides the decision maker with certain knowledge of the state of an asset during every 
moment of operation. 
1.2.5 Summary 
In a global view, each "next" step in maintenance strategy requires the practitioner to 
have more knowledge about the state of an asset. The underlying assumption in the 
above discussion is that as knowledge about the operation of an asset increases, the 
practitioner's ability to predict the nature of asset failure increases. This in turn, 
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increases the practitioner's certainty regarding when an asset will fail or will fail to 
perform at a satisfactory level. 
1.3 Variables Affecting Maintenance Strategy Selection 
Section 1.2 discussed several maintenance strategies that are available to a practitioner. 
The thrust of the ordered listing of these strategies is that more knowledge leads to more 
informed maintenance strategy selection decisions. Therefore, one might assume that 
more knowledge is better than less knowledge in every situation. This is not necessarily 
the case, however. 
The two issues neglected in this ''more is better" reasoning are the cost required to 
gain the additional knowledge and the expected cost of the anticipated maintenance 
events. The following two subsections discuss these issues. 
1.3. I Cost of Knowledge 
The total cost of knowledge, with regard to maintenance, is encompassed in three general 
costs; administrative costs, technological costs, and safety costs [ Al-Sultan and Du1fuaa, 
1995; Al-Najjar, 1999]. Administrative costs are those organizational costs required to 
implement and maintain a maintenance system. Technological costs relate to the cost of 
specialized tools, inspection, and monitoring equipment necessary to perform a 
maintenance event. Safety costs are incurred if the performance of the maintenance event 
poses a safety hazard to personnel, the environment or to the organization. 
It is important to note that these costs of knowledge are affected by the nature of 
the asset in question. For example, in a continuously operated process, performing 
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stopped CBM may be much more expensive than performing periodic oflline CBM. The 
result is that there is not necessarily a direct relationship between the knowledge and the 
cost of knowledge. 
1.3 .2 Expected Cost of the Maintenance Events 
What is the cost of performing maintenance? In general, it is the sum of the expected 
cost of the maintenance action and the expected cost of failure. Unlike the maintenance 
strategy definition issue, the descriptions of the costs incurred during a maintenance 
event are standard in the literature. The following list is compiled from the work of Al-
Sultan and Duffuaa [1995], Al-Najjar [1999], Andersen and Rasmussen [1999], Ben-
Daya and Alghamdi [2000], Cavalier and Knapp [1996], Dohi, Kaio, and Osaki [1998], 
Duffuaa and Ben-Daya [1995], Gits, [1994], Kumar and Westberg [1997] and Mann, 
Saxena, and Knapp. [1995]. 
1. Planned maintenance costs (Time-based, Age-based or Condition-based) 
a. Personnel 
b. Materials 
c. Tools and equipment 
d. Spare parts 
e. Production losses at the maintained asset 
£ Administrative 
2. Unplanned maintenance costs (Corrective or Run-to-Failure) 
a. All of those listed for planned maintenance (note that these costs are 
usually higher for unplanned maintenance) 
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b. Consequential damage to surrounding assets 
c. Production losses at the surrounding assets 
d. Delivery delays 
e. Personnel safety costs 
f. Environmental cost 
Much of the literature in the last decade has focused on the interaction between 
time-based maintenance and age-based maintenanc~ strategies, and production [Rishel 
and Christy, 1996; Weinstein, 1996; McKone, 1996; Ashayeri, Teelan, and Selan, 1996]. 
However, there are still avenues of research available regarding the relationship between 
condition-based maintenance and production. 
1.4 Major Literature Reviews 
Between 1965 and 1997, there were six major maintenance literature reviews. The focus 
· of this section is not to discuss the research surveyed in each review but to present what 
each review article foresaw as the areas of future work. The next section discusses the 
. problem with the current maintenance models. 
In the first review paper, McCall [1965, p. 519] stated that time-based and age-
based maintenance models ''have been the topics of a thorough and exhaustive analysis." 
However, the existing studies (circa 1965) only considered single-unit assets. Therefore, 
it was suggested that future work should concern multi-unit assets that have stochastic 
and economic dependencies. The next area suggested for research was that of sequential 
age-based maintenance models. A sequential model allows a decision maker to change 
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the interval for the next maintenance event based on information gained from the current 
maintenance event. 
Another suggested area for research was the relation between the inventory policy 
and the maintenance policy. The question posed was how an optimal time/age-based 
maintenance strategy is derived when it is connected with a particular inventory policy. 
Deteriorating single-unit maintenance models began appearing in the maintenance 
literature after 1965 [Pierskalla and Voelker, 1976]. These models were based on a 
Markov chain approach. With regard to single-unit assets, these researchers believed that 
the underlying model was sound and few practical improvements were achievable. The 
suggestion was that future work should concentrate on adding more system constraints 
and developing more efficient solution algorithms. The area believed to need future 
work, was in the area of multi-echelon multi-part maintenance models. 
The review by Sherif and Smith [1981] was a biographical review and did not 
contain future work recommendations. The review by Valdez-Flores and Feldman 
[1989] also did not include future work recommendations. However, there were two 
conclusions that relate directly to this dissertation's research. The first conclusion was 
that the current inspection maintenance models ( circa 1989) are all very similar to the 
model discussed by Barlow, Hunter, and Proschan in 1963. The second conclusion 
concerning minimal repair models was that the current studies ( circa 1989) were based on 
Barlow and Hunter's [1965] presentation. The apparent major contribution to 
maintenance research occurring over this survey' s review period was that of the 
maintenance shock model. 
Maintenance shock models describe a system that is randomly subjected to 
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shocks. These shocks cause a random amount of damage to the system. The damage 
accumulates until either the system is replaced or it fails. 
The Cho and Parlar [1991] review presented research concerning multi-unit 
systems. This review stated that the areas of asset repair models and group/block/ 
canmbalistic/opportunistic maintenance and replacement models were well developed 
(circa 1991). The recommended area for future research concerned the study ofmulti-
unit repairable item inventory-maintenance models. This area was recommended even 
though the focus of 40% of the 129 listed references were on these models. 
Dekker, van der Duyn Schouten, and WIideman [1997] reviewed multi-
component maintenance models that have economic dependence. While this review did 
not have a recommended future work section, it did provide the following information. 
First, the interactions between the components in a multi-component system were 
classified as either economic, structural, and/or stochastic. Economic interactions relate 
to the idea that it may be more economical to perform maintenance on several 
components at a time, as opposed to scheduling and performing maintenance on each 
component independently. Structural interactions relate to components that are 
physically connected to each other. Stochastic interactions occur if the state of one 
component affects the state of one or more of the other components. Most multi-
component maintenance models incorporate only one of these interactions because the 
model becomes too complicated to solve or analyze otherwise. Finally, most multi-
component maintenance optimization models in the literature assume complete 
information with regard to the cost structure and the lifetime distn"butions. 
To summarize, there were 1190 references in the combined reviews. Theoretical 
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time-based and age-based maintenance models were well defined for single-unit assets by 
1965. Theoretical deteriorating single-unit time/age based models were well defined by 
1976. As of 1989, theoretical inspection maintenance models were still based on work 
presented in 1963 and minimal repair maintenance models were still based on work 
presented in the early 1960's. The 1980's saw the maturation of theoretical work 
concerning maintenance shock models and multi-component repair, and group/block/ 
canmbalistic/opportunistic replacement maintenance models. By 1997, there was 
significant theoretical work concerning multi-component maintenance models with 
economic dependence. 
1.5 The Problem 
Dekker [1996] identified three reasons why the maintenance optimiz.ation models 
developed by theoreticians have seen limited application to real problems. First, there is 
a lack of application tools utilizing these models. Second, there is a lack of data and 
knowledge regarding the modeling of the deterioration process and the occurrence of 
failures in a system over time. In addition, there is a lack of data and knowledge · 
regarding the direct and indirect costs associated with these parameters. Third, there is a 
gap between theory and practice. Dekker [1996] explained this gap by presenting the 
following issues. 
1. Maintenance optimiz.ation models are frequently complex and the 
average maintenance engineer is not experienced in dealing with 
these types of models. 
2. Many models are set up for mathematical convenience. 
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3. Maintenance problems are complex and diverse, and therefore 
difficult to model. 
4. Not all maintenance decisions are worth optimizing. 
5. Models are said to concentrate on the wrong type of maintenance. 
Dekker is not the only researcher, nor the first, who has voiced concern about 
these issues. Tukey [1962] stated that maintenance models that fail to account for the 
practical aspects of maintenance are transient and doomed to be forgotten. Scarf [ 1997] 
stated that too much attention is focused on new models. Modelers should consider 
"restricting attention to simple models, and approximate solutions to problems of interest 
to decision-makers" [Scarf, 1997 p. 494]. Thorstensen and Rasmussen [1999] stated that 
despite the huge and constantly growing amount ofliterature in this area, the models are 
of little value to the practitioner. The real problem is that researchers pay little attention 
to data collection and to the consideration of the usefulness of the models for solving real 
problems [Thorstensen and Rasmussen, 1999]. 
Lu, Lu, and Kolarik [2001] and Mann, Saxena, and Knapp [1995] discussed the 
use of time to failure distributions in traditional reliability approaches. 
Traditional reliability. approaches are based on probability 
distnoutions of time to failure. The distributions are usually 
obtained through analysis of life test data sampled from test 
populations. Such approaches yield statistical results that reflect 
'average' characteristics of the same kind of systems, under the same 
conditions, as those constituted in the data In reality, however, 
system reliability characteristics are strongly affected by application 
and operating conditions. Variations also exist among individual 
systems. Therefore, traditional reliability methods, although widely 
used, are limited in estimating individual system reliability under 
dynamic operating and environmental conditions. Considering all 
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possible system failure modes, each failure mode may be correlated 
to one or more physical performance measures [Lu, Lu, and Kolarik, 
2001, p.1]. 
The primary disadvantage is that the results of the calculations ... are 
based on the use of the mean value as the measure of central 
tendency. If the standard deviations of these means are large, then 
the probability of ascertaining the maintenance interval with 
accuracy is small. In many of these cases, the plant is over-
maintained. Other disadvantages include more emergency 
maintenance, more overtime, and less equipment util.iz.ation" [Mann, 
Saxena, and Knapp, 1995. p. 49]. 
While both of these arguments may seen intuitive, criticism of using time to failure 
distributions must be weighed against the cost of obtaining more certain knowledge. 
The next section discusses the problem with current maintenance models. As 
seen, the trend in research has been to develop maintenance models that have more 
academic appeal than practical usability. The problem, and the area of focus of this 
dissertation, is how does the maintenance practitioner use the wealth of academic 
maintenance research to solve their specific maintenance strategy selection problem. 
1.6 Research Questions 
As stated Section 1.5, the problem studied in this research is how does the maintenance 
practitioner use the wealth of academic maintenance research to solve his maintenance 
strategy selection problem. To solve this problem, this research will answer the 
following research questions. 
1. At what level of failure cost is an age-based maintenance strategy 
economically preferable to corrective maintenance? 
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2. At what level of failure cost and the cost of performing condition-based 
maintenance is a condition-based maintenance strategy economically 
preferable to an age-based maintenance strategy? 
3. At what level of failure cost and the cost of performing condition-based 
maintenance is a condition~based maintenance strategy preferable to a 
corrective maintenance strategy? 
4. At what level of condition-based maintenance implementation and 
continuation costs is a condition-based maintenance strategy economically 
preferable to an age-based maintenance strategy? 
5. What level of accuracy is necessary to make a condition-based 
maintenance strategy an economically preferred maintenance strategy? 
Answers to these questions will provide the maintenance practitioner with a means to 
select an economically preferred maintenance strategy based on economic and asset 
operational decision variables. The next section discusses the specific challenges faced 
by this research that must be addressed before the research questions can be answered. 
1. 7 The Challenges 
There are six challenges (presented as questions to answer) to overcome to answer the 
research questions stated above. 
1. What are the basic decision variables regarding the selection of an economically 
preferred maintenance strategy? 
2. How can the ''recent/current operational parameters " of an asset be incorporated 
into the maintenance strategy selection model? 
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3. What models are available to compare the different maintenance strategies? 
4. How does the literature compare time/age-based maintenance and CBM? 
5. What conceptually and computationally simple and comparable maintenance cost 
models are available for corrective, time/age-based and CBM. 
6. What maintenance strategy selection methodologies have been developed that 
provide a maintenance practitioner the means to economically discriminate 
between different maintenance strategies? 
This research addresses these challenges with the research methodology presented in the 
next section. 
1.8 Methodology 
This research divides the research methodology into five phases; preparation, analysis, 
synthesis, answer the research questions, and conclusions/contnbutions. 
1.8.1 Preparation 
This research begins, as does all research, with a collection/review of the current 
literature. The focus of the literature review (Chapter II) is to supply the solid theoretical 
foundation necessary to answer the challenge questions presented in Section 1. 7 and 
ultimately, to answer the research questions presented in Section 1.6. 
1.8.2 J\nalysis 
During this phase (Chapter ill), the literature gathered in the preparation stage is studied 
in detail. The focus of this phase is to answer the first five challenge questions (Section 
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1.7). This information is used to accomplish phase three of this methodology. 
1.8.3 Synthesis 
This phase (Chapter IV) uses the results of the analysis phase to develop/present 
maintenance costs models for corrective maintenance, age"'-based maintenance, and 
condition-based maintenance strategies. The major focus of these models is that they are 
formulated· such that direct economic comparisons are achievable between the strategies. 
In addition, these.models should reasonably satisfy Scarfs [1997] recommendation that 
current research focus on simple maintenance models, i.e., models with few decision 
variables. 
1.8.4 · Answer the Research Questions 
This research uses the maintenance models obtain~d from the synthesis phase to 
determine the expected cost of corrective, age-based, and condition based maintenance, 
for various levels of the decision variables. This phase (Chapter IV) addresses the 
challenge identified in challenge question 6, in Section 1. 7 and answers the research 
questions presented in Section 1.6. 
1.8.5 Conclusions/Contributions 
The most significant contribution of this research is the maintenance strategy 
selection decision methodology produced from the results of the preceding phase 
(Answer the Research Questions). Ideally, this methodology should allow a practitioner 
to determine the economically preferred maintenance strategy given the values of the 
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defined decision variables. 
The deliverables for this research are a maintenance strategy selection 
methodology for corrective, age-based, and condition-based maintenance strategies, a 
maintenance strategy taxonomy, and the required minimum knowledge for each level of 
maintenance strategy. 
1.9 Research Boundaries 
As with any research effort there must be scope and limitations, else there can be no 
reasonably defined end. To this end, this research will adhere to the following criteria. 
This research is only concerned with corrective, age-based, and condition based 
maintenance strategies. This research does not distinguish between the different levels of 
condition-based maintenance. This research will only study single component assets or 
assets that can be described using single component analyses. The intent is that this 
research will form the basis for more exhaustive future comparisons. 
The focus of the degradation model is to represent asset degradation in a general 
manner. Therefore, this research avoids specific failure mode degradation models. 
Additionally, because of the need to compare age-based maintenance with condition-
based maintenance, this research does not consider models that preclude such a 
comparison. 
1.10 Assumptions 
This research makes the following assumptions. This researcher believes·that each 
assumption is reasonable and does not detract from this research's objectives or its 
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general applicability. 
1. The repair of an asset returns the asset to as-good-as-new condition. This 
assumption implies condition equivalence between repair and replacement of an 
asset. 
2. This research assumes an infinite planning horizon for the cost models. 
3. This research assumes that a Weibull failure distribution can be used to describe 
an asset's failure distribution. 
4. This research assumes that failure costs are proportional to age-based 
maintenance costs. 
5. This research assumes that the implementation and continuation cost for 
condition-based maintenance is proportional to the implementation and 
continuation cost for age-based maintenance. 
The next section presents an overview of the organization of this dissertation. 
1.11 Organization of the Dissertation 
This dissertation is organized into three distinct, but interrelated parts. 
1.11.1 Part 1: Understanding the Challenge 
Part I provides a frame ofreference and context for the dissertation. It consists of the 
first two chapters of the dissertation. 
• Chapter I is the introduction. 
• Chapter II is the literature review. The literature review focuses on 1) the basic 
maintenance strategy decision variables, 2) asset degradation models, 
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3) maintenance strategy comparisons, and 4) maintenance cost models for 
corrective, time/age-based, and condition-based maintenance. 
Part I provides a basis and path for the remainder of this dissertation. 
1.11.2 Part II: Obtaining and Analyzing Total Maintenance Costs for Each Maintenance . 
Strategy 
Part II uses the results of Part I to generate total maintenance strategy costs, for each of 
the three selected maintenance strategies, under varying levels of the decision variables. 
Part II consists of two chapters. 
• Chapter III synthesizes the discoveries/findings of Chapter II, and presents the 
methodology that this research uses to answer the research questions. 
• Chapter IV presents the quantitative results of the methodology presented in 
Chapter III. 
Part II will provide the basis for the theoretical contribution of this research 
1.11.3 Part III: Summary of Research 
Part III (Chapter V) presents a summary of this dissertation. This includes the a 
discussion of the results of this research, a review of the contributions to the existing 
body of knowledge and research weaknesses, and a discussion of anticipated future 
research. 
1.12 Summary 
This purpose of this chapter is to serve as an introduction and roadmap for the research 
presented in this dissertation. The focus of this chapter is to provide a broad overview of 
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the research questions and the general solution methodology. It is expected, that any 






Forty years of maintenance modeling research has provided a wealth of information. 
However, industry practitioners still contend that there are few models applicable to real-
world maintenance scheduling and implementation [Dekker, van der Duyn Schouten, and 
Wilderman, 1997]. The problem revolves around the complexity of the maintenance 
process. Real assets have several components that have different modes of failure. 
Additionally, the term failure has a duel meaning, that is, there are two forms of failure. 
A failure can occur when an asset fails to operate or when it fails to operate at a specified 
performance level 
The objective of this research is to provide a maintenance practitioner with a 
methodology to select an economically preferred maintenance strategy. This objective 
serves as a guidepost for this literature review chapter. 
The following literature review for this research is divided into four sections. The 
first section is this introduction. The second section focuses on maintenance models for 
time/age-based maintenance and condition-based maintenance. The third section focuses 
on the comparison between time/age-based maintenance and condition-based 
maintenance. The final section summarizes the findings of this literature review. 
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2.2 Maintenance Models 
Even a casual study of Sherif and Smith's [ 1981] review paper shows that a researcher 
has a very broad range of maintenance models from which to choose. Adding to this 
review, the reviews of Valdez-Flores and Feldman [1989], Cho and Parlar [1991] and 
Dekker, van der Duyn Schouten and Wilderman [1997] provide an even broader range of 
possibilities. However, this research only focuses on those models Scarf [1997] classifies 
as simple maintenance models, i.e., models that have a small number of decision 
variables (parameters). The motivation for this restriction is that ... 
. . . (m)ore complex models with a large number of 
parameters usually posses the characteristic of high 
correlation between parameter estimates; this indicates that 
the data is unable to distinguish between equally plausible 
parameter combinations. Such models are difficult to 
resolve, and have low predictive power [Scarf, 1997 p.495]. 
This section uses the following classification for this literature survey. The first 
subsection discusses single component replacement/repair models. The second 
subsection discusses inspection models with the focus on recent models. The last section 
. discusses condition-based maintenance models. 
2.2.1 Age-Based Replacement and As-Good-As-New Repair Models 
An age replacement maintenance model prescribes replacement of the asset at a fixed 
operational age, T, or at failure, whichever occurs first. If T is a random variable then the 
model is referred to as a random age replacement model. 
The measures of merit for age replacement models are, generally, the distribution 
and expected value of the number of planned replacements, the number of failures, and 
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the total number of removals due to either failure or planned replacement during the 
replacement time, T [Barlow and Proschan, 1965]. The usual assumption regarding age 
replacement models is that the asset's failure rate increases with time (the asset wears at 
an increasing rate). If an asset's failure rate is constant or decreasing, asset replacement 
provides either no improvement or a worsening of the asset's failure potential, 
respectively. 
Under an increasing failure rate assumption and a replacement· schedule of every 
T operating hours, the probability that an asset does not fail in service before time t, 
Si-( t) , is shown in Equation 1 [Barlow and Proschan, 1965; Ebeling, 1997]. 
8.r(t) = [F(T)]°F(t-nT) for nT ~ t < (n + l)T (1) 
where 
F(t) = the cumulative failure probability, 
1-F(t) = F(t) 1 = the survival probability without a replacenient policy, 
[F(T)j = the probability of surviving n maintenance intervals and 
F(t-nT) = the probability of surviving (t - nT) time units past the last 
maintenance event. 
Therefore, the meantime to failure of the interval (0-T), assuming a replacement every 
T operating hours ( MfTF(T) ), over an infinite time span and under an age-based 
maintenance strategy is derived as follows (Equations 2-5) [Ebeling, 1997]. 
1 The overscore bar above the variable in this specific case represents one minus the value of the variable. 
This method is used to remain consistent with literature under study. Later in this dissertation, the bar · 
above the variable will be used in the more traditional way to represent an average. 
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oo 00 (n+l)T 
MTTF(T) = J°sr(t)dt = L J"sr(t)dt 
0 n=O nT 
00 (n+l)T 
= L jF(TtF(t-.cnT)dt 
n=O nT 
00 (n+l)T 
= LF(Tt jF(t-nT)dt 
n=O nT 
"' T 
= LF(Tt jF(t')df where, f =t-nT 
n=O o 
However since the term f F(Tt is an infinite geometric series equal to ~ the 
n=O 1-F(T) 
MTTF(T) can be found using Equation 6. 
T 
jF(t)dt 







Note that as the maintenance interval increases to infinity, the MTTF(T) approaches the 
mean offtt), the probability density function. The cost modei2 under an age replacement 
strategy and over an infinite time span is (Equation 7) [Barlow and Proschan, 1965]. 
- . {CPNp(t) CUNU(t)} Cp[l-F(T)]+CUF(T) CABM(T)=lim + =--T-----
t~oo t t J [1-F(t)]dt (7) 
0 
2 As stated in footnote 1, the overscore bar in this case represents the long run average cost of the variable. 
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where 
C ABM (T) = the asymptotic cost per unit time of operating the asset when the 
asset is replaced at failure or at age T, which ever comes first, 
Cu = the cost of replacing a failed asset, 
Cp = the cost of performing maintenance before asset failure, 
Np(t) = the expected number of preventive maintenance events in the 
interval (0, t), 
Nu(t) = the expected number of failures in the interval (0, t), 
T = replacement interval, 
F(T) = probability of failure by time T, and 
T 
J[l-F(t)]dt = the expected time horizon. 
0 
Al-Naijar [1999] incorporates the long run average implementation cost per unit time 
(Cic-p) with the infinite time span age replacement model as shown in Equation 8. 
- . Cp[l-F(T)] + CUF(T) 
C ABM (T) = T + CIC-p (8) f [1-F(t)]dt 
0 
Another approach to the age-based model is to assume that the conditional mean 
time to failure in the interval [O, T], MTTF(tlt~T), is equal to the sum of the expected time 
for replacement, E[Tr], and the expected time to failure, E[Tr], in the interval [O, T] 
[Jardine, 1973] (Equation 9). 
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- CPF{T)+C0 [l-F{T)] CpF{T)+C0 [l-F{T)] C (T)- - · (9) 
ABM - · E[Tr] + E[Tr] - T · F{T) + MMTF{t It ST)· [1-F{T)] 
However, if the MTTF(tltST)is defined as Equation 10 [Jardine, 1973], Equations 8 and 9 
are equivalent. Consider the following derivation. 
T 
Jt •f(t)dt 
MTTF(t Its T) = -0 ----,,,,,.-
1-F{T) 




Integrating the numerator, J- dR(t) tdt, by parts gives (u = t, dv = -dR(t)/dt) 
O dt 
T 
-T F{T) + j'F(t)dt 
MTTF{t It ST)= O 
F(T) 
Solving for the integral term, gives Equation 13. 
T 






Equation 9 results when this result is substituted into the denominator of Equation 7. 
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Setting the derivative of C ABM (T) (Equation 7, repeated here as Equation 14) equal 
to zero and solving for T gives the optimal interval for minimizing C ABM (T) . Equation 15 
shows the expression for this derivative [Barlow and Proschan, 1965]. 
- . {CPNP(t) C N (t)} Cp[l-F(T)]+CUF(T) C (T)=lim + u u =.........c._-. ---





h(T) j[l-F(t)]dt-F(T) = P 
o Cu -Cp 
(15) 
where 
h(T) = the hazard rate off( t) calculated at time T. 
If the hazard rate is continuous and increasing, the left side of Equation 15 is 
continuous and increasing and an optimum interval, T, exists [Barlow and Proschan, 1965]. 
If the optimum interval is infinite then the optimal maintenance policy is to replace an asset 
only at failure [McCall, 1965]. IfT is finite, then the Weibull distnbution with a shape 
parameter greater than one is a reasonable model [McCall, 1965]. Finally, assuming that T 
uniquely satisfies Equation .15 and minimizes Equation 14, the resulting minimum cost is 
calculated using Equation 16 [Barlow and Proschan, 1965]. 
C ABM (T) = (Cu - cp )h{T) (16) 
The above discussion represents the age-based maintenance model under 
replacement or under as-good-as-new repair, and an infinite time span. The following 
discussion highlights some modifications researchers have proposed to this simple model 
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If the time span is finite, a sequential replacement strategy is preferred [Barlow 
and Proschan, 1962]. Under a sequential replacement policy, the next maintenance 
interval is based on the preceding maintenance interval, whereas under a periodic 
replacement interval the intervals are preset initially and remain unchanged regardless of 
when the preceding interval occurred. Barlow and Proschan [1962] show that the 
expected cost of an optimal sequential strategy over the interval (0, t) is always less than 
or equal to the expected cost of an optimal periodic strategy. 
If instead of as-good-as-new repair, the assumption is as-good-as-old (minimal 
repair), the long run average cost is shown in Equation 17 [Barlow and Proschan, 1965]. 
T 
{ C N () . } Cu Jh(u)du+CP C(T)=lim P Pt + CuNu(t) =-.;;....o ----
t-+"' t t T 
(17) 
where 
h(u) = the hazard rate of ftt). 
The optimal maintenance interval is shown in Equation 18. 
T C 
J[h(T)- h(u)]du = _P 
0 cu 
(18) 
The optimal value for T satisfies Equation 19. 
(19) 
Additionally variations of the basic age replacement or minimal replacement 
maintenance models include [Pierskalla and Voelker, 1976] 
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• the addition of an age dependent cost ( either discretely or continuously) to the age 
replacement model that reflects the increase in maintenance cost as asset age 
increases, and 
• the assumption, under the minimal repair model, that the minimal repairs do not 
continue indefinitely, but only for a finite number of minimal repairs. The asset is 
replaced after the (k-l)th repair. 
2.2.2 Inspection Maintenance Models 
Inspection maintenance models assume that an asset degrades with age and that this 
degradation is observable through inspection. The pure inspection model also assumes 
that 
1. the inspection time is negligible, 
2. there is no preventive maintenance; the asset is replaced only upon failure, 
3. the inspection process does not degrade the asset, 
4. the asset cannot fail during inspection, 
5. the cost of each inspection is c1 and the cost of not detecting a failure is c2 per unit 
time, and 
6. inspection stops upon asset failure [Barlow and Proschan, 1965]. 
If assumption 6 is replaced with 'at failure, the repair/replacement occurs at an average 
cost of c3 and inspection continues', the model represents an inspection model over an 
infinite time span [Barlow and Proschan, 1965]. The following discussion presents this 
last model and a discussion of the delay time, inspection model as suggested by Scarf 
[1997]. 
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2.2.2.1 Inspection Model Assuming Renewal at Detection of Failure 
The long run average cost of an inspection maintenance model assuming renewal at the 
detection of failure is developed similar to the age replacement model [Barlow and 
Proschan, 1965]. Specifically, the long run average cost is equal to the expected cost per 
cycle, C(x), divided by the expected maintenance cycle time, T(x) (Equation 20). 
R(x) = C(x) 
T(x) 
(20) 
Let the set of inspection times be the set x, where x = (xi, x2, ... I x1 < x2 < ... ) = 
the inspection time after a repair/replacement. The long run average cost is then shown 
in Equation 21. 




µ+ L Jcxk+I -t)dF(t) 
k=O xk 
where 
k = the kth inspection event, 
Xk = the inspection time of the kth inspection event, 
F(t) = the cumulative prnbability distribution of the asset, 
c1 = the cost of each inspection, 
c2 = the cost of not detecting a failure, 
c3 = the cost of repair/replacement of the asset, and 
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µ = the mean failure time. 
The optimal solution is the set of inspection times, x, that minimize Equation 19'(see 
[Barlow and Proscban, 1965 p. 116] for the solution algorithm). 
2.2.2.2 Delay Time Inspection Model 
The delay time inspection model incorporates a two stage stochastic process. The first 
stage is the initiation phase of a defect3• The second stage is failure. The time between 
the observable initiation of a defect and failure is defined as the delay time [Wang, 1997]. 
Christer and Waller [1984, page 401] state that using the delay time concept ''represents a 
considerable advance over (the) current knowledge" required for an age-based 
maintenance strategy. 
The simplest of the delay time models is that of a Poisson process of defect 
arrivals with a rate a, exponentially distributed delay times with a mean 1/y and perfect 
inspection [Scarf: 1997]. For an asset where inspections are equally spaced at A time 
units apart over a time interval [O, T], the maximum likelihood estimate satisfies 





(n~k)yA + ~)ti =(n-k) 
e1ti.-1 e1t;_l . 
(22) 
(23) 
3 The term defect is used as a generic term. The idea is that an asset begins to degrade immediately, but it 
is undetectable until some time in the future 
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k = number of failures observed at time, ti, (i = I, 2, ... , k), from the last 
inspection, and 
n - k = the number of defects found at inspection. 
Note that there are a total ofn defects. However, because failure occurred k times the 
inspection process must have failed to detect k defects. Therefore, the number of defects 
detected at inspection is n - k. The cost per unit time is (Equation 24) 
(24) 
where 
c1 = the cost of inspection, 
er = the cost of failure, and 
I - Po = the fraction of defects that result in failures. 
The optimum inspection interval satisfies Equation 25. 
(25) 
Scarf [ 1997] states that the data required for more complex delay time models 
(NHPP and/or imperfect inspection), generally does not exit. Therefore, it may be more 
sensible to derive a rough estimate using the simple model, rather than an "optimum 
inspection interval" using highly variable data. 
2.2.3 Condition-Based Maintenance Models 
Recent years have seen a rapid increase in the use of condition based maintenance 
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techniques [Scarf, 1997]. The generally accepted reason for this is that the demand for 
production performance has increased, technological advances have increased the 
complexity and cost of operations, and the available downtime for maintenance events 
has decreased [Scarf, 1997]. 
This section is divided into two major subsections. The first subsection departs · 
from the traditional academic literature review by presenting a technical discussion 
concerning condition-based maintenance. The second subsection returns to the academic 
literature and discusses theoretical approaches to condition based maintenance. 
2.2.3.1 A Practical View of Condition-Based Maintenance 
During operation, physical assets are under a variety of stresses. Furthermore, while not 
all failures are age related, most failures give a warning (which may or may not be easily 
identified) before failure occurs [Moubray, 1997]. This insight is the motivation for 
concept of P-F (potential failure-functional failure) curves. 
Figure 1 shows a generic P-F curve. Note that there are two identifiable points on 
. the curve. Point P is the point where the potential for failure is detectable. Point F is the 
point where failure occurs. 
The time span between point P and point F is the available time for prevention of 
the failure (P-F interval) [Moubray, 1997]. If the asset is degrading rapidly, this time is 
generally small. If the asset is degrading slowly, this time is generally large. An 
important observation concerning the P-F curve is that MMI must occur at intervals 
smaller than the P-F interval; otherwise, it is possible that a potential failure will not be 
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Figure 1. Generic P-F curve [Moubray, 1997] 
Figure J shows a P-F curve for a single failure mode and one detection point. 
However, consider the P.;.F curve in Figure 2, which describes the possible detection 
. points for bearing failure. The conclusion is that there may be many measurable 
condition parameters. As seen, however, some parameters provide more reaction time 
than others do. 
Returning to Figure 1, one can note that the P-F curve is decreasing at an 
increasing rate. Is this a reasonable assumption for most asset degradation? Moubray 
[1997] believes it is and states that degradation accelerates as the time to failure decreases 
in most cases. However, in some cases the degradation can be linear. A linear 
degradation occurs generally when the failure mechanism is intrinsically related to age 
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Figure 2. Possible detection points for bearing failure [Moubray, 1997] 
An interesting note concerning P-F curves is that the focus is on the point of first 
detection and the point of failure. The time interval between these two points is the 
starting point for determining the condition monitoring interval. The path taken by the 
asset from the point of detection to the point of failure is not critical to the 
implementation of condition-based maintenance on a practical level. 
2.2.3.2 Theoretical Approaches to Condition-Based Maintenance 
This subsection discusses theoretical approaches to condition-based maintenance. The 
literature presents four general approaches to condition-based maintenance modeling. 
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The first approach uses the proportional hazard model. The second approach uses a 
modified form of Barlow and Proschan's age replacement maintenance model (presented 
in Section 2.2.1 ). The third approach uses a two part empirical model to represent asset 
degradation. The fourth approach used a condition state model such as a Markov chain 
model. 
2.2.3 .2.1 Proportional Hazards Model 
D.R. Cox [1972] introduced the Proportional Hazards Model (PHM) model in the 1970's 
for use in the area of lifetime data analysis. One advantage of this model is that it 
incorporates the current age and the current condition of an asset [Jardine et al, 1998]. 
This subsection discusses the hazard rate function and the PHM. 
Reliability theory descnbes the hazard rate function, h(t), as the instantaneous rate 
of failure [Ebeling, 1997]. The failure density function uniquely describes the hazard rate 
function as shown in Equation 26. 
h(t) = CX) f(t) = f(t) = f(t) f f(t)dt R(t) 1-F(t) 
t 
In the mid 1980's, reliability researchers began studying the applicability of the 
PHM to condition-based maintenance on assets that have an increasing hazard rate. 
Dhananjay and Dlefsjo [1994] provide a review of this research. 
The concept of the PHM model is that the failure rate function of an asset is 
(26) 
decomposable into a baseline failure rate function and a function dependent on covariates 
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resulting :from a multiple regression analysis of historical data [Ansell and Phillips, 
1994]. In general, the failure rate function is expressed as Equation 27. 
h(t I z) = w[h0 (t),4>(z;~)1 
where 
\fl = is an arbitrary function, 
ho(t) = the baseline failure rate function, 
cl> = an arbitrary function of covariates, and 
z, ~ = parameters of the function cj>. 
(27) 
Cox [1972] suggests that \fl be a multiplicative function and that cl> be an 
exponential function with a linear argument. Jardine et al. [1998] defines the failure rate 
function for the PHM in this manner. Equation 28 is the composite of a baseline failure 
rate function, ho(t), and a degradation function, e:I:1;~<t>, which is based on the current 
condition parameters of an asset. Essentially, the degradation function serves as an 
acceleration factor for the baseline hazard function. 
where 
'Yi = constants where, ifyi = 0, then ~(t) has no influence on asset 
degradation ( also called importance factors), 
Zi(t) = observed variables values at time t and are assumed to be factors for 




ho(t) = baseline failure rate function. 
The variables, ~(t), may be measurements of asset condition, such as metallic particulate 
contamination in oil, or the vibration level. Increases in ~(t) lead to reduced estimates of 
asset survival time [Mann, Saxena, and Knapp, 1995]. 
To use the PHM, the first step is to define a stopping rule (the interval for 
maintenance) as Td, where d > zero and is equal to the value of the PHM at t = Td 
[Jardine, Banjevic, and Maids, 1997]. To find the optimum value of d, (d*), the cost 
model shown in Equation 9 (repeated as Equation 29) is used with Equation 28 to 
recursively determine an optimal maintenance event time by minimizing the expected 
maintenance cost (Equation 30). 
- CpF(T) + Cu[l- F(T)] CpF(T) + Cu[l-F(T)] 
C(T) = E[Tr]+E[Tr] = T ·F(T)+MMTF(t It S T)·[l-F(T)] (29) 
- Cp[l-Q(d*)]+ Cr[Q(d*)] 
C(d*)= . = 
W(d*) 
C [ f(t) J+c [l- f(t) ] 
P d*·e-l);Z;<•> r d*·e-LY;Z;<•> (30) 
t. f(t) + ·1 f(t') dt' ·[1- f(t) ] 
d * -LY;Z;(t) d* -LY;Z;(t') d* -LY;Z;(t) 
· e o • e · e 
where 
Q( d*) = the probability that an asset will fail before maintenance and 
W( d*) = the expected time between two consecutive replacements (regardless of 
whether replacement resuhs from maintenance or failure). 
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Operators perform maintenance on the asset when the current asset condition 
level exceeds d*. Note that variables such as temperature, :frequency and particulate level 
are being measured. The assumption is made that as these levels increase the condition 
level of an asset decreases. 
Consider the following model (Equation 31) developed from oil analysis records 
of certain diesel engines [Jardine et al., 1998]. 
h(t z) = ~ .!. eLY;Z;(t) = 4.166 t e0.1467z1(t)+O.Ol2z2(t) ( )IH ( )3.166 
' e e 43560 43560 
(31) 
where 
~ = 4.166, 
e = 43,560, 
z1(t) = accumulated ppm iron, 
z2(t) = accumulated ppm copper, 
yl = 0.1467, and 
y2 = 0.012. 
The point of interest regarding Equation 31 is that the estimated mean time to 
failure for the engines is 6,000- 7,000 hours. If the estimated values for the parameters 
. ~ and 0, in Equation 31, are used to calculate the meantime to failure, the result is 39,575 
hours (Equation 32) [Ebeling, 1997]. 
(32) 
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The explanation for this discrepancy [Jardine et al., 1998] is that the large value of 
9 in Equation 31 compensates for the strong influence of covariates on the asset's 
underlying haz.ard rate. However, consider the following substitution of variables 
(Equation 33). 
9P 9P -k 
= re•>· e (33) 
where, 91(t) is the scale parameter for the asset's probability density function. 
Equation 31 then becomes (Equation 34) 
h(t ) _: ~ t k+~);z;(t) _ 4.166 t -7.53+0.1467zt(t)+0.012z2 (t) ( ) p-1 . .( )3.166 z --- -- e --- -- e 
' er<•> . er<•> 1155 7155 · · 
(34) 
However, even with this linkage between the asset's density function and the condition 
variables.it is difficult to make general comparison between age-based.and condition 
based maintenance strategies. The difficulty arises because there is no general form for 
the covariate values. These values must be estimated for each specific asset. 
Additionally, the model has an unstated assumption that hinders its general 
acceptance in industry. First, it uses historical data to develop a single covariate model. 
This covariate model is then used with current covariant variable values to estimate the 
current state of a system. The major problem with this approach is that there is an 
assumption that the history of the current values matches that of the historical values. 
This may be an acceptable assumption, but in general, many researchers do not agree that 
there is sufficient evidence to make such a generaliz.ation. Scarf [1997, p. 501] explains 
this problem as follows. 
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The main criticism of the work to date on proportional 
haz.ards modeling in condition-based maintenance is that 
the conditional residual life is determined by the current 
haz.ard, that is, the current values of the condition related 
variables (and the full condition history is not used). Thus, 
this does not capture the essence of the problem as 
illustrated in Fig. 1. 
Either it is necessary to forecast the haz.ard to date, or the 
condition-related covariates must reflect recent history, that 
is for example x,_ = tz: ,z:_pZ; ,Z;_1,•••L say where Z1, 
Z2, Z3, ••. are condition related variables. 
Time/usage t 
Figure 1. Conceptual view of two different condition histories: 
condition history 1, with large expected residual life ( .... ); and 
condition history 2 with small expected residual life ( __ ). 
However, ifwe recall the discussion concerning the shape of the P-F curve and 
we assume that the condition related variables are proportional to the condition of an 
asset, the above criticism may not be significant. Specifically, the P-F curve ( condition 
level versus age) can be assumed to be a function that decreases at an increasing rate. 
Therefore, it seems reasonable that if the variables that are being measured are 
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proportional to the condition of an asset then the measured variables will increase at an 
increasing rate. 
2.2.3.2.2 · Modifications to Barlow and Proschan's Infinite Time Span Age Replacement 
Model 
McKone's [1996] doctoral work focuses on the implementation of Total 
Productive Maintenance, which endeavors to marry production requirements with 
maintenance requirements. To model the maintenance activity, McKone modifies 
Barlow and Proschan's [1965] infinite time span age replacement maintenance model as 
shown conceptually in Equation 35. 
(35) 
where 
CceM = the cost of a condition-based maintenance event, 
Cu = the cost of asset failure, 
Cp = the cost of an age-based maintenance event, and 
T = time horizon. 
Equation 36 shows the general formulation. 
(36) 
Mpd[JJf(s,x)osax + jJf{s,x)asaxJ + Mb Jjf(s,x)osax + Mp jjf(s,x)osax 
0 0 NO ox NN 
[ JJsf(s,x)os& + jJsf{s,x)osax] + jJxr(s,x)os& + jjNf(s,x)osax 
0 0 NO Ox NN 
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where 
Mp<1 = cost of a condition-based maintenance event, 
Mb = cost of asset failure, 
Mp = cost of an age-based maintenance event, 
s = time of the potential failure prediction signal, 
x = time of equipment failure without intervention, 
fts, x) = joint density of the prediction signal and equipment failure, fts/x)f(x), 
and 
N = time of planned replacement. 
The first two terms in the numerator of this model are noteworthy concerning the 
Nx 
current research. The first term in the numerator, J Jf(s,x)Bsox, represents the joint 
0 0 
probability that a signal for CBM will occur before failure and the probability of failure 
before the age replacement maintenance interval. The second term in the numerator, 
coN 
J Jf(s, x)Bsox, represents the joint probability that a CBM signal will occur before the 
NO 
age replacement maintenance interval and the probability of survival given the system 
survives the age replacement maintenance interval. 
These two terms do appear to follow the same logic as the original model 
presented by Barlow and Proschan [1965] (i.e., they both consider the probability that an 
asset will fail before maintenance and the probability that an as will survive until 
maintenance). However, the results of this research are very limited (see Section 2.3) 
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2.2.3.2.3 General Empirical Model 
Another approach to condition-based maintenance starts with an estimate of the 
degradation function of an asset and then incorporates a stochastic component to 
represent the failure potential of the system. This approach is generally found in the 
literature under the topic of"degrading assets under random shock," where the random 
shock component is related, tightly or loosely, to the failure probability of the system 
Chikte andDeshmukh [1981] presented such an approach. Their model describes 
the state of an asset as a function of system's cumulative damage level, which randomly 
increases·with time and is affected by the maintenance strategy. The damage 
accumulation level, while always increasing, is an inversely related function of the level 
of maintenance performed (i.e., the more maintenance performed the slower damage 
accumulates in the system). 
Thorstensen and Rasmussen [1999] define a two component, empirical asset 
degradation model (Equation 37). 
d(t) = g(t) + b./i. u U - N(O,l) (37) 
The first component, g(t), represents the deterministic degradation of an asset. The 
second component, b./i U, represents the stochastic nature of an asset's degradation. 
Figure 3 shows a graphical representation of this model. 
This model is appealing because of its simplicity. However, it is not apparent 
how a CBM strategy using this model would be compared to an ABM strategy. 
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Thorstensen and Rassmussen's [1999] Empirical 
Degradation Function 
time (t) 
Figure 3. Graphical representation ofThorstensen and Rasmussen's [1999] empirical 
degradation function 
2.2.3 .2.4 Condition State Model 
Another approach is the condition state models, e.g., Markov chain models (see 
[Pierskalla and Voelker, 1976] for a review of the literature). Figure 4 shows the general 
approach. 
At any time, the asset can fail, degrade to the next state or remain in its current 
state. The level of degradation at each degraded state can be either constant or a 
stochastic function of the state and/or time. Maintenance can be performed in any of the 
degraded states. However, maintenance may not bring the system back to as-good-as"' 
new condition. 
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If maintenance is perfonned, the 
maintenance may be imperfect. The 




Figure 4. General approach for a condition state type of analysis 
This approach has seen a large amount of support in the theoretical literature [Pierskalla 
and Voelker, 1976]. HQwever, the data requirements for determining the state transition 
probabilities are generally large [Scarf, 1997]. 
Van Noortwijk [1998] stated that a generalized gamma function is the appropriate 
distribution to descnbe asset deterioration ( degradation). However, this approach focuses 
on age-based maintenance. In a methodological sense, this approach is, in concept, 
similar to the condition state approach. 
2.3 Time/Age-Based versus Condition-Based Maintenance 
There is only one quantitative comparison paper for ABM versus CBM in the literature 
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[McKone, 1996]. The apparent reason is that it is a difficult comparison to make. 
· McKone's [1996] model and the condition state model should allow such comparisons. 
However, only a comparison using McKone's model is presented in the literature. As a 
result, this section is restricted to a discussion ofMcKone's results. 
McKone's [1996] analysis phase began with descriptions of the decision variables 
(Table Il). Table ID shows the ranges for these decision variables (DV). 
TABLE IT 
DESCRIPTION OF DECISION VARIABLES USED IN MCKONE [1996] 
Decision variable Descri tion 
Shape parameter of the Weibull distribution 
Characteristic life of the Weibull distribution 
Ratio of age~based cost to corrective cost 
Ratio of CBM cost to corrective cost 
Prediction accuracy of CBM signal 
Prediction precision of CBM signal 
TABLE ID 
VARIABLE SETTINGS FOR THE ANALYSIS PHASE 
Experiment Variable Description Variable Range 
# 
1, 2, 3 · Mp/Mb· Ratio of age-based 
cost to corrective 0.499 0.823 1.000 1.180 
cost 
1, 2, 3 Mixt!Mb Ratio of CBM cost 1.000 3.910 5.500 7.090 
to corrective cost 
1, 2, 3 · 0 Characteristic life 2.141 1.176 1.333 1.176 
of the Weibull dist. 
1 f3 Shape parameter of 0.576 0.850 1.000 1.150 
the Weibull dist. 
2 f3 Shape parameter of 1.226 1.500 1.650 1.800 the Weibull dist. 








Justification for the experimental ranges for the decision variables relied on 
personal experience. A careful study of the DV ranges shows that the ranges restrict the 
research to the point of providing limited results. Specifically, it is unclear why Mp/Mb 
ratios greater than one should be tested, since this result is shown in the literature [ e.g., 
Barlow and Prochan, 1965]. If the cost of age-based maintenance is greater than the cost 
of failure, then the appropriate strategy is a corrective strategy [McCall, 1965]. 
The range for Mi,ii/Mb is even more questionable, however. In this case, the range 
selected restricts the cost of condition-based maintenance to be always greater than or 
equal to the cost of failure. It is unclear, why a practitioner would choose a CBM 
strategy over a corrective maintenance strategy in this situation. 
However, McKone does provide a list of general classification guidelines 
regarding maintenance strategy selection. These guidelines, while not quantitatively 
specific, will allow for a reasonableness check for the maintenance models used in the 
current research. The guidelines are as follows. 
• When the Weibull shape parameter, beta, is less than or equal to one, CM 
is preferred over ABM. 
• When beta is less than one, CBM is preferred if the cost ofCBM is 
significantly less than the cost of failure and the precision of the CBM 
signal is good. 
• When beta is greater than one, the decision to use CBM is over ABM and 
CM is based on the failure cost, the ABM cost, the CBM cost and the 
precision of the CBM signal. 
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As stated previously, this list does not provide quantitative discrimination levels for the 
maintenance strategies. That is the focus of the current research. 
In summary, there are two reasons why this direction of research needs :further 
study. 
• The ranges assumed for the decision variables, and the even smaller range of 
practical values, limits generalization of the results beyond the current literature. 
• The general model is complex and computationally difficult to solve, making its 
acceptance to a practitioner limited. 
The next section presents a summary of the findings of this literature review. 
2.4 SUilllllal'Y 
The literature review presented in this chapter highlights the fundamental 
concepts of maintenance as developed over the last 40 years ago. Even though condition 
based maintenance is generally regarded as a recent area of study, the general concepts/ 
formulations promoted today were first presented in the late 1960's (inspection models). 
However, as stated by Dekker [1996] there remains a gap between the academic research 
of maintenance and the practical application of maintenance strategy selection 
methodology. 
The specific conclusions resulting from this chapter's literature review are listed 
below. 
1. There is no consensus in the literature regarding the best method of incorporating 
the cost of condition-based maintenance into maintenance strategy selection 
decision theory. 
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2. There is no consensus in the literature regarding the appropriate method of 
describing the degradation of an asset under a condition-based maintenance 
strategy, in such a way that a comparison can be made to an age-based 
maintenance strategy. 
3. The literature is nearly void of studies that directly compare corrective 
maintenance, age-based maintenance and condition-based maintenance. This 
probably results from conclusion two. 
4. Beyond the generali7.ations provided by Barlow and Proschan [1965] and their 
contemporary researchers, the literature provides little assistance to the 
practitioner regarding which maintenance strategy ( corrective, age-based, 
condition-based) is preferable under general conditions. 
5. Because of the lack of consensus regarding the asset degradation formulation, the 
literature provides the practitioner little surety regarding the appropriate decision 
variables when condition based maintenance is an alternative. 
6. The complexity of the existing models dissuades industry practitioners from 
embracing them. 
7. In general, asset condition can be modeled as a function that decreases at an 
increasing rate. 
The task of current researchers is to either 
• provide industry practitioners with less computationally difficult, but still 
theoretically sound, models or 
• provide industry practitioners with a set of decision variables and a 
decision methodology that does not require the practitioner to carry out the 
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complex and data intensive computations for every maintenance strategy 
selection decision. 
This research takes up the second task because it has had the least support in the 
literature. The Chapter III uses the knowledge gained from this literature review to 




ANALYSIS AND SYNTHESIS OF LITERATURE REVIEW 
3 .1 Introduction 
Section 1.8 states that this research is accomplished in five phases; Preparation, Analysis, 
Synthesis, Answer Research Questions, and Conclusions/Contributions. The purpose of 
the literature review, as stated in section 1.8.1, was to gather sufficient literature to answer 
challenge questions 1 through 5. Therefore, Chapter II constitutes the Preparation phase of 
this research's methodology. This chapter presents an analysis of the literature review and 
answers challenge questions 1 through 5. This chapter then uses the results of the analysis 
phase to develop/present maintenance costs models for corrective maintenance, age-
based maintenance .and condition-based maintenance strategies, which will address 
challenge: question six. Therefore, this chapter constitutes the Analysis and Synthesis 
phase of this research's methodology. 
The major focus of these models is that they are formulated such that direct 
economic comparisons are achievable between the maintenance strategies. In addition, it 
is the intent of this research that these models should reasonably satisfy Scarfs [1997] 
recommendation that current research focus on simple maintenance models, i.e., models 
with few decision variables. 
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3.2 Challenge Questions 1 through 5 Answered 
This section re-states challenge questions one through five. Each question is then 
followed by a discussion of the :findings resulting from an analysis of the literature review 
presented in. Chapter II. 
What are the basic decision variables regarding the selection of an economically 
prefe"ed maintenance strategy? Barlow and Proschan [1965] stated that the cost of 
failure, the cost of performing age-based maintenance and the failure density function are 
required for an age-based maintenance model. Al-Na.ijar [1999] stated that the cost of 
performing condition-based maintenance, the implementation and continuation costs of 
an age-based, and a condition-based strategy should be included in a maintenance model 
Scarf[1997], Wang[1997], and Moubray [1997] indicated the importance of the delay-
time (P-F interval) when considering condition-based maintenance. 
How can the "recent/cu"ent operational parameters " of an asset be 
incorporated into the maintenance strategy selection model? Cox [1972], and later 
Jardine et al. [1998], shows that the proportional hazards model can incorporate the 
historical/current operational parameters of an asset into a condition-based maintenance 
model. 
What models are available to compare the different maintenance strategies? 
McKone [1996] presents a condition-based maintenance model (a modified form of 
Barlow and Proschan, 1965) that allows comparison between corrective, age-based, and 
condition based maintenance strategies. The important note concerning McKone's 
formulation is that the major issue for determining the cost of condition-based 
maintenance is accuracy ofan asset's condition MMI process. 
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How does the literature compare time/age-based maintenance and condition-
based maintenance? The literature is sparse in this regard. McKone's work is the only 
quantitative research in this area and the results are of limited value with regard to 
developing a general decision methodology. 
What conceptually and computationally simple and comparable maintenance cost 
models are available/or co"ective, time/age-based and condition-:based maintenance? 
Although, McKone presents a comparison that· is conceptually simple, the method is 
computationally difficult and not likely to be embraced by industry users. 
The remaining sections synthesize the findings of this chapter into a quantitative 
procedure that can be used to answer the research questions of this study. The next 
section presents a discussion of the measurement/monitoring/inspection (MMI) process 
forCBM. 
3.3 The Condition-Based Maintenance Measurement/Monitoring/Inspection Process 
An ideal condition-based maintenance strategy would prevent all failures and 
allow maximum asset usage before maintenance. However, an asset's condition MMI 
process measures parameters that a maintenance practitioner believes represents the 
actual state of the asset. The extent to which asset condition is predicted by these 
parameters determines the user's ability to predict asset failure. The less predictive 
power the measured parameters have toward describing the future state of an asset, the 
higher the probability that a failure may occur before maintenance is performed. In a 
sense, this uncertainty creates a window for failure. This window for failure is the P-F 
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interval concept, as discussed by Moubray [1997], and the delay time concept as 
discussed by Scarf [1997] and Wang [1997]. 
As seen above, in practice an asset's condition MMI process does not eliminate 
the possibility of failure. This, therefore, begs the question, "Why should I use condition-
based maintenance?'' The answer to this question is that condition MMI reduces a user's 
uncertainty regarding when a failure may occur. 
For example, suppose that a user has installed a MMI process that can detect a 
25% change in an asset's condition. Assuming the MMI process's signal has no error, 
the user will receive a signal when the asset is at its 75%, 50%, and 25% condition level. 
The 0% condition level will coincide with asset failure. Effectively, the user is now able 
to predict with certainty that asset failure will occur some time after the 25% condition 
level signal. In general, increasing the precision of the detection capability of the MMI 
process allows for better and better estimates of asset failure. 
· The next subsection presents the decision variables used in this research. The 
preceding discussion serves as justification for one of these decision variables. 
3.4 Decision Variables 
The first decision variable concerns the failure distnbution. This research uses the 
Weibull failure distnbution because of its nearly unanimous support in the asset failure 
literature. Initial trials are conducted by varying the shape parameter, (3, of the Weibull 
distribution. A beta value of one indicates a constant failure rate, in which case the 
performance of maintenance has no effect on the probability of failure during an arbitrary 
''next" maintenance period. A beta value of approximately two indicates a relatively 
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linear increase in the probability of failure over time. A beta value between 
approximately three and four indicates an increasing probability of failure over time. 
Cavalier and Knapp [ 1996] state that many mechanical failures have beta values less than 
four. Assets that have beta values of greater than four are generally exlnbiting rapid old-
age wear out and should be replaced or extensively refurbished rather than maintained. 
The goal of the initial trials is to determine the boundaries for the remaining 
decision variables. In later trials, the Weibull scale parameter is varied to determine 
whether changing the scale parameter results in a different maintenance strategy selection 
decision. This research initially makes the assumption that the scale parameter, 0, will 
have little effect on the maintenance strategy selection process. However, this 
assumption will be tested in Chapter IV. 
The next three decision: variables have broad support within the literature. They 
are the cost ofCBM (CceM), the cost of ABM (Cp) and the cost of failure (Cu, corrective 
maintenance costs). This research will generically define these costs as the cost of 
performing a CBM event, the cost of performing an ABM event and the cost of replacing 
. a failed asset. This failure cost is meant to include the cost oflost production. 
The next decision variables are the resuh of the recent CBM research [Al-Najjar, 
1999, for example]. Specifically, these decision variables (C1c.ceMand C1c-p) represent 
the cost per unit time of implementing and continuing a maintenance strategy. These 
costs are different from CceM, Cp, and Cu in that the costs C1c.ceM and C1c-p, represent the 
initial cost of implementing and the annual administrative cost of maintaining a specific 
strategy (CBM and ABM, respectively). This research does not delve deeply into these 
costs, but it does provide a solid starting point for a future researcher. 
61 
The last decision variable is motivated by the conceptual discussion in Section 
33. This decision variable represents the discriminatory ability of the asset's condition 
MMI process. The purpose of this decision variable is to represent inaccuracy of the 
MMI process in predicting the true condition level of an asset. In summary, the decision 
variables for this research are. 
• f3. = the shape parameter of the Weibull distnbution, 
• 0 = the scale parameter of the Weibull distribution, 
• Cc:BM = the cost of condition-based maintenance, 
• Cp 
• Cu 
= the cost of age-based maintenance, 
= the cost of asset failure, 
• C1c-eBM = the initial cost of implementing and the annual administrative cost of 
maintaining a condition-based maintenance strategy, 
= the initial cost of implementing and the annual administrative cost of 
maintaining an age-based maintenance strategy, and 
= discrimination ability of the condition monitoring/inspection process. 
The next three subsections presents maintenance models used in this research. 
The CBM model is presented first, followed by the ABM and the CM. 
3.5 Condition-Based Maintenance Model 
One difficulty encountered when modeling CBM is how to model the condition level of 
the asset. In general, the idea is to select a set of parameters that, as a group, reliably 
represent the current condition level (performance level) of the asset and then monitor 
these parameters. However, as seen in the Chapter II the literature does not agree as to 
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the best method to accomplish this task. Each method presented may be acceptable for 
many or few specific assets. 
Recall that the focus of this research is to predict in a general sense, under what 
conditions CM, ABM or CBM is economically preferred. To accomplish this task the 
following reasoning is used to construct a generic asset degradation model to represent 
the deterioration of an asset's condition level over time/use. 
3.5.1 Degradation Function 
After a study of failure and operational data (using an approach similar to the 
PHM approach), the user discovers that increasing levels of stress (percentage utilization, 
abuse, instantaneous throughput, temperature variation, etc.) result in accelerated 
degradation of the asset. The user may identify several degradation paths. However, this 
discussion (and this research) assumes that only one average path is identified. The 
specific approach used to identify this path is not the focus of this research but it is 
anticipated that this topic will be in the forefront of future research. 
Further, assume that the termination point of this path corresponds to the MTTF 
of the asset's failure density function. Next, recalling that Moubray [1997] stated that 
most mechanical systems degrade at an increasing rate, we could superimpose the 
distinguishable degradation path over the failure density function (Figure 5). 
How is the specified degradation path related to the failure density function and 
the condition parameters? The theoretical and technical literature, while not in agreement 
on the specific form, is in agreement as to the general shape of an asset's degradation 
function. Specifically, asset condition decreases at an increasing rate. The challenge is 
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how to define this decreasing :function in such a way that it models, at least 
approximately, a wide range of degradation :functions. To this end, this research takes the 
following approach. 
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Figure 6. Generic P-F curve 
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There are two points of interest on this curve, P and F, the first point of detection(P) and 
the point of failure (F). In addition, recall, that in practice the path from P to Fis not as 
critical as the time duration between the points ( see also the discussion on delay time in 
section 2.2.2.2). Consequently, a general function that approximately represents the 
curve should provide a reasonable approximation of the degradation process (Equation 
38). 
where 
1 2 d(t) = 1--. -t 
h(t) 
h(t) = the hazard rate of the failure density function at a specific time and 
t = the age of the asset. 
(38) 
This form~ation is appealing because of the inclusion of the hazard rate function, 
which allows a link to be made between the proportional hazards model, the degradation 
function, and practical knowledge. This link potentially eliminates the criticism voiced 
by Scarf [1997]. 
Future research will search for specific methods of incorporating an asset's hazard 
rate into this equation and incorporating multiple degradation functions into the analysis 
of CBM modeling. The current research, however, assumes that there is one degradation 
function that represents the average of all the possible distinguishable degradation 
functions of a specific asset. Consequently, in this research, the function, h(t), is 
65 
approximated as the {MTTF)2 of the asset The next subsection presents the decision 
variables that are used in this research. 
3.5.2 Condition-Based Maintenance Model 
Two approaches may be used to formulate an analytical model for CBM. The first 
approach is to perform CBM immediately after the last expected CBM signal (i.e., the 
last signal BEFORE failure). The second approach is similar to the ABM model in that it 
incorporates the cost of failure and optimizes the maintenance·schedule by minimizing 
the expected maintenance cost. This research uses the first approach with the intent that 
it will serve as the baseline for future work. A brief preliminary presentation of the 
second approach is presented in Appendix A. 
The long run average cost of performing CBM ( CCBM ) is equal to the cost of 




CcaM = the cost of performing a CBM event and 
ts = the expected time of each CBM event which, in this research, is assumed to be 
equal the time of the last signal BEFORE failure. 
3.6 Age-Based Maintenance Model 
This research uses Barlow and Proschan's [1965] infinite time span age replacement 
maintenance model (Equation 40) to calculate the cost for an ABM strategy. The 
66 
motivation for using this simple model is due to the expository nature of this research. 
Specifically, since the literature is sparse concerning comparisons between age-~ and 
condition-based maintenance, this simple model will provide a solid starting point for 
more detailed future research. 
- Cp[l-F(T)]+ CUF(T) C{T) = ___;___T ___ _ (40) 
J[l-F(t)]dt 
0 
3. 7 Corrective Maintenance Model 
As stated previously, a CM strategy is a run-to-failure maintenance strategy. Therefore, 
the long run average cost of implementing a CM strategy ( Cu) is the cost of asset failure 
divided by the expected time to asset failure (Equation 41 ). 
(41) 
where 
Cu = the cost of repairing/replacing a failed asset and 
MTTF = the mean time to failure of the asset. 
The last component to add to the cost equation is the implementation/continuation cost of 
age-based and condition-based maintenance, C1c-p and C1c-eeM, respectively. This 
research incorporates these costs by following the approach presented by Al-Najjar 
[1999]. Specifically, the continuation and implementation cost for an age-based 
maintenance strategy and a condition-based maintenance strategy is the expected cost per 
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unit time. The age-based maintenance cost model with implementation and continuation 
cost is shown in Equation 42. 
- CP[l- F(T)] + CuF(T) 
C(T) = T + CIC-p (42) 
J(l-F(t)]dt 
0 
The condition-based maintenance cost model with implementation and continuation cost 
is shown in Equation 43. 
- CCBM 
CCBM = --· + CIC-CBM t . 
s 
(43) 
3.8 Comparing Corrective, Age-Based and Condition-Based Maintenance 
This research compares CM, ABM, and CBM strategies in two phases. In the first phase 
the scale paramet~r, 0, of the Weibull :fitllure density function is arbitrarily set equal to 
one. Additionally, the implementation and continuation costs are ignored. Table IV 
shows the ranges of remaining decision variables used in this research for phase one. The 
range for the Weibull shape parameter, ll, is chosen to include constant and increasing 
:fitllure rates. The ranges for CceM, Cu, and DL are chosen to provide a broad coverage of 
the possible ranges. The variables CceM and Cu are standardized relative to Cp. 
Phase two studies the effect of changing the scale parameter 0 and incorporating 
the implementation and continuation costs into the ABM and CBM models. The scale 
parameter is tested at twice the original value (0 = 2). The implementation and 
continuation cost for ABM is arbitrarily set equalto0.01 and the implementation and 
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continuation cost for CBM is set equal to 1 *C1c-eP, lO*C1c-eP, lOO*C1c-eP, lOOO*C1c-eP, 
and lOOOO*C1c-ep. Futme research will explore this issue further. 
In general, this research calculates the cost of CM, ABM, and CBM under 
comparable conditions. Next, this research chooses the lowest long run average cost of 
the three strategies, for each practical combination of decision variables, as the 
economically preferred strategy. 
TABLEN 
PROPOSED RANGES FOR THE VARYING DECISION 



































Those decision variable combinations that specify.CcsMto be greater than the cost of 
failure are ignored. If the cost of CBM was greater than the cost of failme, why would a 
practitioner implement a CBM strategy? The remainder of this section presents the 
systematic methodology used by this research. 
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Given a set of decision variable values and recalling that a corrective maintenance 
strategy is a run to failure strategy, the long run average cost of corrective maintenance is 
computed using Equation 44. 
C = Cu =--C-"-u-




Given the same set of decision variable values, the long rung average cost of an 
age-based maintenance strategy is computed by minimizing Equation 45 for T the 
. optimized maintenance interval. 




In this research, this minimization process is accomplished using MathCad®, Version 8. 
The long run average cost of condition-based maintenance, again using the same 
set of decision variable values as above, is computed using Equation. 
C -.cCBM CBM -
ts 
(46) 
The next chapter presents the results of this quantitative procedure. 
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CHAPTER IV 
RESULTS AND ANALYSIS 
4.1 Introduction 
This chapter constitutes the fourth phase of this research's methodology. Specifically, 
this chapter presents the results of the experimental methodology presented in Chapter 
III. This chapter then uses these results to answer the research questions posed in 
Chapter I. 
4.2 Initial Results of Phase One 
This section presents the quantitative results for Phase One of the methodology presented 
in Chapter III. Table V shows the economically preferred maintenance strategy for the 
· combinations of decision variables when the scale parameter e is equal to one, the 
implementation and continuation costs are equal to zero and the cost of performing CBM 
is greater than or equal to the cost of asset failure. The implementation and continuation 
costs are ignored in this presentation because it presents a picture of the "best possible" 
feasibility of ABM and CBM. The complete data set for Phase One that includes the 
implementation and continuation costs are presented in Appendix B. 
A study of the results show that the maintenance cost models presented/proposed 
in this research are in agreement with the list of maintenance strategy selection 
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guidelines presented Chapter II. Specifically, the first guideline states that when the 
failure rate is constant, ABM maintenance is never the preferred strategy. This is shown 
in trials 16 through 30. 
TABLEV 





































































































































































































































































































































































































































































The next guideline states that when beta is greater than one (trials 31- 105), the 
decision to use CBM over ABM and CM, is based on the failure cost, the ABM· cost 
(equal to one in this research), and the CBM cost. Again, this guideline appears to be 
supported by these initial results (i.e., as the failure cost (Cu) increases the ABM tends to 
be the preferred strategy). 
The agreement between the general guidelines presented in Chapter II and the 
initial results serve as a reasonableness check for the maintenance models used in this 
research. Specifically, and most importantly, this reasonableness check supports the 
CBM cost model proposed by this research. 
4.3 Using Phase One Results to Build a Maintenance Strategy Selection Decision 
Model 
This subsection details the evolutionary approach used in this research to. develop a 
maintenance strategy selection decision model for CM, ABM and CBM. The first step in 
this model building process was to perform a multivariate linear regression analysis on 
the data shown in Table V (minus the trials where beta is equal to one). To perform the 
regression analysis, the classification variables of the data set (CM, ABM, and CBM) 
were set to 0, 1 and -1, respectively. If the regression model produces a result less than -
0.33, CBM is selected. If the regression model produces a result greater than 0.33, ABM 
is selected. Otherwise, CM is selected. These boundaries were set to obtain three equally 
sized intervals between -1.0 and 1.0. 
The results (shown in Appendix C) show that only the shape parameter ~ and the 
cost of CBM are significant. A comparison of the regression model against the original 
data shows that only 19 out of75 results were predicted correctly. A second regression 
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analysis was performed using the logarithm of the cost of failure and the cost ofCBM 
values to determine if the order of magnitude differences between the values of the three 
decision variables were adversely affecting the regression results. The results are shown 
in Appendix C. 
The second regression analysis correctly predicted 56 of the original 75 data 
combination results. This is a significant improvement over the results of the first 
regression analysis but still unimpressive considering that the regression model was.being 
fit to the original data and not new data. However, these initial regression analyses 
indicate that beta, CcBM and Cu are probably not a set of :fundamental decision variables 
for determining the economically preferred maintenance strategy. Moreover, it seems 
possible that logarithmic :functions of these variables will provide a preferred set of 
decision variables. Therefore, the next step in the process for developing a maintenance 
strategy selection decision model searches for a set of decision variables that are 
:functions of beta, CcBM and Cu and will accurately predict the economically preferred 
maintenance strategy. This is accomplished through a trial and error approach. 
The following ordered list of decision rules (Table VI) accurately predicts the 
economically preferred maintenance strategy for all 90 decisions of the original data set. 
Appendix D presents a detailed discussion of the evolutionary development of the 
decision rules shown in Table VI. 
To test this set of decision rules, a validation data set (Validation Set # 1, VS 1) 
was generated using MS Excel's random number generator. The validation sets 
discussed in this chapter are shown in Appendix E. Table VII (page 75) shows the 
criteria used to generate VSl. 
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TABLE VI 
DECISION RULES TO TEST VALIDATION SET #1 
Order 
of Decision Rules 
Use 
If beta is less than or equal to one and the ratio ~ is equal to one 
1 CceM 
then choose CM. 
If the cost ofCBM (CceM) is equal to one and the cost of failure (Cu) is equal to 
2 one then choose CM. 
,, 
" 
If log(CCBM) + log(Cu) + beta is less than 1.06 and beta is less than or 
3 log(CCBM) + log(C.) + log( __s_) 
' CCBM 
equal to one then choose CBM. 
4 
If the ratio ~ is equal to one then choose ABM. C . CBM 
5 If log(CCBM) + log(Cu) + beta is greater than 9.6 then choose ABM. 
c7c . 
6 If CCBM -:1- log(CCBM) + log(C0 ) + beta is greater than 75 then choose CBM. beta 
7 If log(CCBM) + log(C0 ) + beta is greater than 7.9 then choose ABM. 
c7c 
If CCBM * log(C ) + log(C ) + beta . . . . CBM · u · . IS greater than or equal to 5.5, 
beta 
log(CCBM) + log(C.) + 1o{ __s_) 8 
CCBM 
. then choose CBM. 
9 If log(CCBM) + log(C0 ) + beta is greater than 6.42, then choose ABM. 
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TABLE VII 
VALIDATION SET #1 
Trial Number Criteria 
1 <beta<6 
1 - 10 0 < CcaM <= 10 
CcaM <= Cu <= 10000 
1 <beta<6 
11 -20 0 < CcBM <= 100 
CcBM <= Cu <= 10000 
1.<beta<6 
21 - 30 0 < CcBM <= 1000 
CcaM <= Cu <= 10000 
1 <beta<6 
31-40 0 < CcaM <= 10000 
CcaM <= Cu <= 10000 
1 <beta<6 
41 - 50 O<CcaM<= 10 
CcBM <=Cu<= 10 
The validation results tables shown in the chapter only lists the misclassified/non-
classified trials~ The assumption made is that all of the remaining trials were correctly 
classified. Table VIII shows the results of using the decision rules shown in Table VI to 
test VS 1. As is seen, no trials were misclassified. However, two trials were unclassified 
by the decision rule model. 
TABLE VIII 
RESULTS OF VALIDATION SET #1 
Trial Economically Predicted 
Number beta CcBM Cu Preferred Strategy Strategy 
41 4.62 2 6 CBM Unclassified 
42 3.38 2 9 CBM Unclassified 
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To properly classify the two non-classified strategies, three additional decision 
rules were added to the existing decision rule set (see Table IX). The added decision 
rules have asterisks on their "order of use" number. 
TABLE IX 
DECISION RULES TO TEST VALIDATION SET #1 
Order 
of Decision Rules 
Use 
1 
If beta is less than or equal to one and the ratio ~ is equal to one 
CCBM 
then choose CM. 
2 If the cost ofCBM(CcBM) is equal to one and the cost of failure (Cu) is equal to 
one then choose CM. 
,, 
" 
If the function log(CCBM) + log(Cu) + beta is less than 1.06 and beta is 3 
log(CCHM) + log(C.) + 10{ cc. ) 
, CBM ) 
less than or equal to one then choose CBM. 
4 If the ratio ~ is equal to one then choose ABM. 
CCBM 
5 If the function log(CCBM) + log(Cu) + beta is gi:eater than 9.6 then choose ABM. 
c7c . 
6 If the function · CCBM + log(CCBM) + log(Cu) + beta is greater than 75 then 
beta 
chooseCBM. 
7 If the function log(CCBM) + log(Cu) + beta is greater than 7.9 then choose ABM. 
c7c 
If the function CCBM * log(CCBM) + log(Cu) + beta . 1 than 1 53 ( ress ., 8* beta log(CCBM) + log(Cu) + log C: 
then choose ABM. 
77 
TABLE IX continued 
Order 
of Decision Rules 
Use 
c/c 
If the :function CCBM * log(CCBM) + log(Cu) + beta . than _ IS greater or 
9 beta 
log(CCIM) + log(C.) + log( c:.) 
equal to 5.5, then choose CBM 
10 If the :function log(CCBM) + log(Cu) + beta is greater than 6.42, then choose 
ABM. 
c/c log(CCBM) + log(Cu) + beta . 1 than 2 65 If the :function CCBM * ( r·ss . ' 11* beta log(CCBM) + log(Cu) + log C: -
then choose CBM. 
12* If the function log(C""') + log(C,) + 1o{ c:.) is less than 3, then choose 
CBM. 
Validation Set #2 was generated using the same criteria used to create VS1. This new 
· validation set was then used to test the new decision rule set shown in Table IX. 
Table X shows that two trials were misclassified and four trials were non-
classified. The economically preferred strategy for trials 21, and 45 were ABM but the 
decision rules misclassified these trials as CBM. Three decision rules were added to 
properly classify the four non-classified trials (Table XI). The added decision rules have 
asterisks on their "order of use" number. 
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TABLEX 
RESULTS OF VALIDATION SET #2 
Trial Economically 
Number beta Cc BM Preferred Predicted Strategy Strategy 
21 2.04 185 2019 ABM CBM 
41 1.16 9 10 CBM Unclassified 
43 1.47 2 8 .CBM Unclassified 
45 4.96 2 5 ABM CBM 
47 3.16 4 9 ABM Unclassified 
49 2.89 4 8 ABM Unclassified 
TABLE XI 
DECISION RULES TO TEST VALIDATION SET #3 
Order 
of Decision Rules 
Use 
1 
If beta is less than or equal to one and the ratio s_ is equal to one 
CCBM 
then choose CM. 
2 If the cost of CBM (CcBM) is equal to one and the cost of failure (Cu) is equal to 
one then choose CM. 
3 / 'I 
If the function log(CCBM) + log(C0 ) + beta is less than 1.06 and beta is 
log(Ccm,) + Jog(C.) + 1o{ c: J 
less than or equal to one then choose CBM. 
4 If the ratio s_ is equal to one then choose ABM 
CCBM . 
5 If the function log(CceM) + log(C0 ) + beta is greater than 9.6 then choose ABM. 
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TABLE XI continued 
Order 
of Decision Rules 
Use 
6 c/c 
If the function CCBM + log(CrnM) + log(C0 ) + beta is greater than 75 then 
beta 
choose CBM. 
7 If the function log(CrnM) + log(C0 ) + beta is greater than 7.9 then choose ABM. 
8* If beta is less than 1.26, then choose CBM. 
9 c/c 
If the function CrnM * log(CrnM) + log(C0 ) + beta . 1 han l 53 ( f esst . , beta 
log(CrnM) + log(C0 ) + log __S_ 
CCBM 
then choose ABM. 
10 c/c 
If the function CrnM * log(CCBM) + log(C0 ) + beta . han IS greater t or 
beta 
log(CCBM) + log(C,) +log(_<;_ J 
CCBM 
equal to 5.5, then choose CBM. 
11* If the function log(CrnM) + log(C0 ) + beta is less than 3.87, then choose CBM. 
12 If the function log(CrnM) + log(C0 ) + beta is greater than 6.42, then choose 
ABM. 
l3 c/c 
If the function CCBM * log(CCBM) + log(C0 ) + beta . 1 han 2 65 ( Jisesst . , beta 
log(CCBM) + log(C0 ) + log __S_ 
CCBM 
then choose CBM. 
14* c/c 
If the function CrnM * log(CrnM) + log(C0 ) + beta . l han 1 95 ( r esst . , beta 
log(CrnM) + log(C0 ) + log __S_ 
CCBM 
then choose ABM. 
15 




Validation Set #3 was generated to test the revised decision rules shown in Table XI 
when the beta parameter was restricted to be greater than 1.0 and less than L5 (Table 
XII). This was done to explore transition range where ABM may be preferred and where 
ABM will never be preferred. Traditional thought indicates that the transition point is 
occurs when the beta parameter is equal to one ([McKone, 1996], for example). 
TABLE XII 
VALIDATION SET #3 
Trial Number Criteria 
1 <beta< 1.5 
1 - 10 O<CcBM<= 10 
CcBM <= Cu <= 10000 
1 <beta< 1.5 
11 - 20 0 < CcBM <= 100 
CcBM <= Cu <= 10000 
1 <beta< 1.5 
21 - 30 0 < CcBM <= moo 
CcBM <= Cu <= 10000 
1 <beta< 1.5 
31-40 0 < CcBM <= 10000 
CcBM <= Cu <= 10000 
1 <beta< 1.5 
41- 50 O<CcBM<= 10 
CcBM <=Cu<= 10 
The decision rules shown in Table XI neithermisclassified nor failed to classify any of 
the trials in VS3. VS4 was generated using the criteria shown in Table XIII. In this 
criteria set the beta parameter is restricted to be greater than one and less than two. 
Additionally, Cu is restricted to greater than or equal to CcBM and less than or equal to 
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four times CcnM, The focus of this validation set was to study what this researcher 
perceived as a problem area for the decision model 
TABLE XIII 
VALIDATION SET #4 
Trial Number Criteria 
1 <beta<2 
1 - 10 O<CcnM<= 10 
CcnM <= Cu <= 4*CcnM 
l<beta<2 
11 -20 0 < CcBM <= 100 
CcnM <= Cu <= 4*CcnM 
l<beta<2 
21 -30 0 < CcnM <= 1000 
CcnM <= Cu <= 4*CcnM 
1 <beta<2 
31-40 0 < CceM <= 10000 
CceM <= Cu <= 4*CceM 
1 <beta<2 
41-50 O<CceM<= 10 
CcnM <= Cu <= 4*CcnM 
Table XIV shows that the decision rules shown in Table XI (page 78) did not 
misclassify any of the trials. However, the decision rules did fail to classify three trials 
{Trials 11, 15, and 39) 
Decision Rule 16 (noted with an asterisk) was added to the decision rules shown 
in Table XI (page 78) to correctly classify the non-classified trials (Shown in Table XV). 
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TABLE XIV 
RESULTS OF VALIDATION SET #4 
Trial Economically Predicted 
Number beta CceM Cu Preferred Strategy Strategy 
11 1.91194 41 148 ABM Unclassified 
15 1.94446 18 63 ABM Unclassified 
39 1.82195 78 224 ABM Unclassified 
TABLE XV 
DECISION RULES TO TEST VALIDATION SET #5 
Order 
of Decision Rules 
Use 
I 
If beta is less than or equal to one and the ratio C Cu is equal to one 
CBM 
then choose CM. 
2 If the cost of CBM (CceM) is equal to one and the cost of failure (Cu) is equal to 
one then choose CM. 
/ 'I 
If the :function log(CCBM) + log(Cu) + beta · is less than 1.06 and beta is 3 
log( c""') + log( c.) + 1og( s__ J 
' CCBM ) 
less than or equal to one then choose CBM. 
4 If the ratio s_ is equal to one then choose ABM. 
CCBM 
5 If the :function log(CCBM) + log(C0 )+beta is greater than 9.6 then choose ABM. 
c/c 
6 If the :function . CCBM + log(CcaM) + log(C0 ) + beta is greater than 75 then 
beta 
chooseCBM. 
7 If the :function log(CCBM) + log(C0 ) + beta is greater than 7.9 then choose ABM. 
8 If beta is- less than 1.26, then choose CBM. 
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TABLE XV continued 
Order 
of Decision Rules 
Use 
c7c 
If the function CcaM * log(CcaM) + log(Cu) + beta is less than 1.53, 
9 beta log(CCHM) + log(C.) +log(_<::.._) 
CCBM 
then choose ABM. 
c7c 
If the function CCBM * log(CcaM) + log(Cu) + beta . 1 than IS grea er or 
10 beta 
log(CCBM) + log(C.) + log( c:J 
equal to 5.5, then choose CBM. 
11 If the function log(CCBM) + log(Cu) + beta is less than3.87, then choose CBM. 
12 If the function log(CcaM) + log(Cu) + beta is greater than 6.42, then choose 
ABM. 
c7c 
If the function CcaM * log(CcaM) + log(Cu) + beta . 1 han 2 65 
. ( f esst . , 13 beta log(CCBM) + log(Cu) + log C: 
then choose CBM. 
c7c 
If the function CCBM * log(CCBM) + log(Cu) + beta . l than 1 95 ( r·ss ., 14 beta log(CCBM) + log(Cu) + log _S_ 
CCBM 
then choose ABM. 
15 If the function log( Ccm,) + log( c.) + lo{-~"--) is less than 3, then choose CCBM . 
CBM. 
16 If the function log( CCIIM) + log(C.) + log( c: ) is greater than or equal to 3, 
then choose ABM. 
The criteria used to generate VS5 are the same as for VS1 and VS2. Table XVI shows 
that the revised decision rules shown in Table XV misclassified one trial (Trial 41 ). 
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Validation Set #6 was generated using the criteria shown in Table XVII. Note that the Cu 
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CceM <=Cu<= 3*CceM 
l<beta<6 
0 < CceM <= 100 
CceM <=Cu<= 3*CceM 
1 <beta<6 
0 < CceM <= 1000 
CceM <= Cu <= 3*CceM 
l<beta<6 
0 < CceM <= 10000 
CceM <=Cu<= 3*CceM 
l<beta<6 
0 < CceM <= 10 
CceM <=Cu<= 3*CceM 
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Two trials in VS6 were misclassified (Table XVIII) 
TABLE XVIII 
RESULTS OF VALIDATION SET #6 
Economically Predicted Trial Number beta CceM Cu Preferred Strategy Strategy 
8 3.57555 4 12 ABM CBM 
49 4.38021 3 9 ABM CBM 
If the original data set (90 trials) and the six validation sets are combined and tested using 
the decision rules shown in Table XV (page 82), Table XIX shows that four trials are 
misclassified. 
TABLE XIX 
TOTAL NUMBER OF MISCLASSIFICATIONS 
Validation Trial Economically 
Set Number beta CceM Cu Preferred Predicted Strategy Strategy 
vs2 21 2.04 185 2019 ABM CBM 
vs5 41 3.59 3 9 ABM CBM 
vs6 8 3.58 4 12 ABM CBM 
vs6 49 4.38 3 9 ABM CBM 
What is different about these four trials? Trial 21 from VS2 has a beta parameter of 
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approximately two and a ~ ratio of approximately 10. The most evident 
CCBM 
characteristics of trials 41, 8 and 49 (from VS5, VS6 and VS6, respectively) are that the 
~ratio is equal to three and the beta parameter values are between approximately 3.5 
CCBM 
and 4.5. ·These characteristics do not indicate why these trials are not classified properly 
by the decision rules since other trials with these characteristics were properly classified 
in one or more of the previous validation sets. However, the decision rules did accurately 
classify 386 out of a total 390 trials. 
The last set of decision rules (Table XV, page 82) shows 16 steps are required to 
obtained the results shown in Table XIX. Generally, the larger the order of use number a 
rule has, the smaller the number of trials predicted by the rule. This research believes 
that the "point of diminishing returns" has been reached with regard to adding additional 
rules. Therefore, this experimental methodology will return to MVLR analysis to attempt 
to explain those trials that are difficult to classify using the decision rules. 
Similar to the multivariate linear regression (MVLR) performed at the beginning 
of this experimental methodology, a MVLR was performed (Appendix F) on the 428 
trials plus 50 additional trials (VS6a) that were generated using the criteria shown in 
Table XX. There are only 428 trials instead of 440 because those trials that specified CM 
were omitted. Corrective maintenance is considered separately. The purpose for this 
additional data set was to give the MVLR model more information concerning values 
similar to trial number 21 in VS2 (beta parameter of approximately 2 and a ~ ratio 
CCBM 
of approximately 10). 
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The MVLR model accurately predicted 223 out 248 ABM trials and 160 out of 
180 CBM trials (Table XXI). The linear equation is shown in Appendix F. 
TABLE XX 
VALIDATION SET #6A 
Trial Number Criteria 
1.5 <beta<2.5 
1 - 10 O<CcaM<= 10 
9*CcaM <= Cu <= 11 *CcaM 
1.5 <beta< 2.5 
11 - 20 0 < CcaM <= 100 
9*CcaM <= Cu <= 11 *CcaM 
1.5 <beta<2.5 
21 - 30 0 < CcaM <= 1000 
9*CcaM <= Cu <= 11 *CcaM 
1.5 <beta<2.5 
31-40 0 < CcaM <= 10000 
9*CcaM <= Cu <= 11 *CceM 
1.5 <beta<2.5 
41 - 50 O<CcaM <= 10 
9*CcaM <= Cu <= 11 *CcaM 
TABLEXXI 
RESULTS OF MULTIVARIATE LINEAR REGRESSION ANALYSIS 








The next subsection studies the results presented above and presents a recommended 
maintenance strategy selection decision model. 
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4.4 Analysis of the Results of Phase One 
The first step in this analysis is to compare the trials that were misclassified by the 
decision rule model and that were misclassified by the regression model. If VS6a is 
included, the decision rule model misclassified seventeen trials (Table XXII). 
TABLEXXII 
MISCLASSIFICATIONS FOR DECISION RULE MODEL 
Validation Trial Economically p d" t d beta CcBM Cu re 1c e Set Number. Preferred Strate Strategy gy 
1 vs2 21 2.04 185 2019 ABM CBM 
2 vs5 41 3.59 3 9 ABM· CBM 
3- vs6 8 3.58 4 12 ABM CBM 
4 vs6 49 4.38 3 9 ABM CBM 
5 vs6a 11 2.05 71 746 ABM CBM 
6 vs6a 12 2.31 30 324 ABM CBM 
7 vs6a 13 2.12 98 1000 ABM CBM 
8 vs6a 14 2.27 19 194 ABM CBM 
9 vs6a 15 2.22 92 978 ABM . CBM 
10 vs6a 16 2.01 46 432 ABM CBM 
11 vs6a 17 2.41 40 434 ABM CBM 
12 vs6a 19 1.92 50 455 ABM CBM 
13 vs6a 24 1.89 138 1272 ABM CBM 
14 vs6a 25 1.68 281 2813 ABM CBM 
15 vs6a· 29 1.86 208 2103 ABM CBM 
16 vs6a 32 1.50 9241 94284 ABM CBM 
17 vs6a 39 1.56 3450 37795 ABM CBM 
An interesting note concerning the decision rules' misclassifications is that only ABM 
strategies were misclassified. The regression model misclassified 46 trials (Table XXIII). 
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TABLEXXIII 
TOTAL NUMBER OF MISCLASSIFICATIONS FOR 
REGRESSION MODEL 
Validation Trial beta CcBM Cu Economically Predicted 
Set Number Preferred Strategy 
Strategy 
Original 57 2.50 100.00 10000.00 ABM CBM 
Original 83 4.50 10.00 1000.00 ABM CBM 
Original 99 5.50 10.00 10000.00 ABM CBM 
VS1 16 2.69 68.00 4973.00 ABM CBM 
VS1 49 1.48 7.00 7.00 ABM CBM 
VS1 50 1.43 10.00 10.00 ABM CBM 
VS2 15 3.63 24.00 1954.00 ABM CBM 
VS2 18 2.24 94.00 9854.00 ABM CBM 
VS2 44 1.42 3.00 3.00 ABM CBM 
VS3 42 1.31 8.00 9.00 ABM CBM 
VS3 47 1.30 9.00 9.00 ABM CBM 
VS3 48 1.36 7.00 8.00 ABM CBM 
VS3 49 1.28 10.00 10.00 ABM CBM 
VS3 50 1.41 8.00 8.00 ABM CBM 
VS4 2 1.79 8.00 15.00 ABM CBM 
VS4 15 1.94 18.00 63.00 ABM CBM 
VS4 41 1.79 8 10.00 ABM CBM 
VS4 44 1.83 10.00 23.00 ABM CBM 
VS5 11 4.77 25.00 9573.00 ABM CBM 
VS5 43 1.56 8.00 10.00 ABM CBM 
VS5 46 1.87 6.00 9.00 ABM CBM 
VS6 20 1.81 18.00 54.00 ABM CBM 
VS6A 12 2.31 30.00 324.00 ABM CBM 
VS6A 14 2.27 19.00 194.00 ABM CBM 
VS6A 16 2.01 46.00 432.00 ABM CBM 
VS6A 19 1.92 50.00 455.00 ABM CBM 
Original 29 1.00 1000.00 10000.00 CBM ABM 
Original 41 1.50 100.00 1000.00 CBM ABM 
Original 92 5.50 1.00 10.00 CBM ABM 
VS1 21 1.21 313.00 5744.00 CBM ABM 
VS1 41 4.62 2.00 6.00 CBM ABM 
VS2 23 1.10 655.00 3459.00 CBM ABM 
VS3 21 1.05 851.00 2228.00 CBM ABM 
VS3 23 1.44 316.00 5963.00 CBM ABM 
VS3 25 1.25 342.00 1136.00 CBM ABM 
VS3 28 1.08 475.00 7072.00 CBM ABM 
VS3 31 1.10 269.00 7088.00 CBM ABM 
VS3 35 1.08 476.00 8891.00 · CBM ABM 
VS4 12 1.41 50.00 175.00 CBM ABM 
VS4 19 1.26 92.00 357.00 CBM ABM 
VS4 20 1.14 75.00 198.00 CBM ABM 
VS4 26 1.02 661.00 1302.00 CBM ABM 
VS4 27 1.09 107.00 376.00 CBM ABM 
VS6 11 1.05 65.00 195.00 CBM ABM 
VS6 50 5.34 2.00 6.00 CBM ABM 
VS6A 28 1.69 72.00 694.00 CBM ABM 
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The regression model results are more difficult to analyze. There appears to be small sets 
of commonality within the data, however, broad generalizations are not evident. 
Consequently, the approach taken by this research is to combine the results of the 
decision rules model and a MVLR model. Specifically, a regression analysis, shown in 
Appendix G, was performed on VS6a (1.5 >beta> 2.5, 9*CcaM < Cu < 11 *CcaM). This 
· regression model will then be used to prescreen fot the decision rule model. Specifically, 
if beta is between the values 1.5 and 2.5 and the cost of failure is between nine and 10 
times the cost of performing CBM then the regression model will be applied before the 
decision rules. 
The linear regression model is shown in Equation 4 7. The decision rule is to 
select ABM when Ms is greater than zero, otherwise choose CBM. 
Ms = 7.3089 + 2.48305 * beta - 10.3378* (47) 
where 
Ms=ABMifMs>OorCBMisMs ~ 0 
Table XXIV shows the regression analysis results. The regression results show that all of 
the specified ABM trials were predicted accurately and only one of the specified CBM 
trials were misclassified. Using this combined decision methodology, the total number of 
misclassifications is shown in Table XXV. The first four trials listed are the result of 















MISCLASSIFIED TRIALS USING THE COMBINED METHODOLOGY 
Validation Trial Economically p d" t d beta CcaM Cu 
re 1c e 
Set Number Preferred Strate Strategy gy 
vs2 21 2.04 185 2019 ABM CBM 
vs5 41 3.59 3 9 ABM CBM 
vs6 8 3.58 4 12 ABM CBM 
vs6 49 4.38 3 9 ABM CBM 
· What is the impact of making the misclassifications shown in Table :XXV? Table XXVI 
shows the calculated long run average cost and the expected maintenance interval for the 
misclassified trials shown in Table XXV. Note that there are two columns for CBM. 
Column "CBM Cost (50)" represents the cost of performing CBM under a 50% 
discrimination level. Column "CBM Cost (min)" represents the cost of performing CBM 
under a 9. 7 6E-07% discrimination level. The maintenance interval times are interpreted 
similarly. 
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The cost data for trials 8, 41 and 49 (fromVS6, VS5 and VS6, respectively) show 
that cost of performing CBM versus ABM is less than a factor of two. Admittedly, this 
difference could be significant. However, each of these three misclassifications occur 
when the cost of performing CBM is only 3 to 4 times greater than the cost of performing 
ABM. Furthermore, the cost of failure is only three times greater than the cost of 
performing CBM. Therefore, unless the cost of performing ABM is large these costs 
differences are likely not large. Table XXVI also shows that in trial 28 (from VS6a) the 
cost of performing ABM is between the two values shown for performing CBM. 
Therefore, the discriminatory ability of the CBM MMI process will determine if CBM is 
economically preferred. A discussion of the maintenance interval times will be presented 
at the end of this chapter. 
TABLEXXVI 
COSTS AND MAINTENANCE INTERVAL OF MISCLASSIFIED TRIALS 
USING THE COMBINED METHODOLOGY 
- ~ 6' 'c 6' 0 00 ] I~ ~ G) e g e G) 6 ~ G) E .5-E ~ ~ G) I ai e '2 1;s 0 F 0 F E I- .5 ·c: :ii 0 F :ii E I- o e t: :ii :ii :ii 0 § ~ 00 0 0 ~ m :ii :ii :ii m--; <( m m m 0 > ~ 0 0 0 
VS5 41 ABM 9.99 0.90 3.24 0.43 4.71 3.33 0.64 0.90 
VS6 8 ABM 13.32 0.90 3.54 0.39 6.28 4.44 0.64 0.90 
VS6 49 ABM 9.88 0.91 2.76 0.47 4.66 3.29 0.64 0.91 
VS6A 28 CBM n1.so 0.89 94.33 0.03 114.07 80.66 0.63 0.89 
To test the combined decision methodology, two new validation sets (VS7 and 
VS8)were generated. The criteria used for VS? limited the maximum beta value to 
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seven, otherwise the criteria used for VS7 andVS8 were the same as those used for VSl. 
Table XXVII shows the three trials that were misclassified out of 100 trials. 
Table XXIII shows that the cost of performing ABM maintenance is, at most, less 
than four times greater than performing CBM. Again noting that the cost of performing 
CBM is only two to four times greater than performing ABM, in a practical sense the 
difference is likely minimal. 
TABLEXXVII 
TRIALS MISCLASSIFIED USING THE COMBINED METHODOLOGY 
Validation Trial Economically Predicted 
Set Number beta CcaM Cu Preferred Strategy Strategy 
VS7 1 6.98 2.00 8792.00 CBM ABM 
VS7 3 5.56 2.00 5916.00 CBM ABM 
VS8 2 5.89 4.00 9794.00 CBM ABM 
TABLE XXVIII 
COSTS AND MAINTENANCE INTERVAL OF MISCLASSIFIED TRIALS USING 
THE COMBINED METHODOLOGY 
0 ~ 6' c 6' c 
r/'J B "'8 >. ~ G) ~ 
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.§ E E ~ G) G) iii ·~ I:: IOI) (.) i= ~ E e <E ~ (.) i= E t;j 'C :::!!: :!! (.) i= I- 8 0) J:: :!! :!! (.) I= "O al al :!! :a 8 i:I:: r/'J (.) (.) <( <( ~ ~ :!! al al al al > r.tl (.) (.) (.) (.) 
VS7 1 CBM 9400.00 0.94 5.54 0.21 3.02 2.14 0.66 0.94 
VS7 3 CBM 6404.00 0.92 7.64 0.16 3.06 2.17 0.65 0.92 
VS8 2 CBM 10570.00 0.93 7.51 0.16 6.10 4.32 0.66 0.93 
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4.5 Summary of Phase One 
Phase one of this research methodology focused on developing a maintenance strategy 
selection decision model. ·As might be expected the first half of the decision rules predict 
the majority of the trials. For example, the regression model combined with the first five 
decision rules correctly predicts 72% of the trials. 
Two specific areas are difficult to predict. The first area occurs when beta is 
· between 3.5 and 4.5 and the ratio CulCcBMis approximately equal to three. However, this 
area does not appear to pose a significant problem with regard to the applicability of this 
decision model. The reason is that the decision model only has prediction difficulties 
when the cost of performing ABM is of the same :magnitude as the cost of performing 
CBM. Therefore, a prediction error by the model is likely not significant on a practical 
level. 
The other area that is difficult to predict occurs when beta is between 1.5 and 2.5, 
and the ratio C/CcBM is between 9 and 11. The need to accurately predict this area was 
the major reason that a regression component was added to the decision model. It 
appears that even though the set of decision rules developed using the defined decision 
variables performed satisfactorily for the majority of the trials studied, these decision 
rules did not perform well in this problem area. This would indicate that the defined 
decision variables do not constitute a complete decision variables set. Unfortunately, this 
researcher was unable to identify any additional variable(s). The search for this/these 
variable(s) will be left to future work. The regression, however, performs well in this 
problem area. It is interesting to note that even though all of the defined decision 
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variables were used in the regression analysis, only two decision variables were found to 
be significant. They were the beta parameter and the functional relationship 
4.6 Results of Phase Two 
The purpose of phase two of the research is to comment on the effects of the Weibull 
scale parameter e and the implementation and continuation costs on the maintenance 
strategy selection decision process. Doubling the scale parameter e did not change the 
economically preferred maintenance strategy decision for any of the trials (Appendix H) 
The effects of the implementation and continuation costs on the maintenance 
strategy selection process when the implementation and continuation cost for ABM is 
equal to 0.01 times the cost of performing ABM was explored (see Appendix B). This 
value was arbitrarily chosen. The implementation and continuation costs for CBM were 
defined as order of magnitude changes of the implementation and continuation cost for 
ABM and range from 1 to 10000 times the ABM implementation and continuation cost. 
Future work will study a broad range of implementation and continuation costs. A more 
complete discussion concerning the implementation and continuation costs is presented in 
the next subsection. 
4. 7 The Research Questions 
This research, as in all research, asked questions and searched for answers or more 
insight into the questions. Specifically, this research asked five questions. The goal of 
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these questions was to better understand and to ultimately predict an economically 
preferred maintenance strategy when the choices are between CM, ABM and CBM. The 
following discussion addresses each of the five research questions. 
1. At what level of failure cost is an age-based maintenance strategy 
economically preferable to corrective maintenance? 
Table XXIX shows that CM is preferred over ABM when beta is equal to one or 
when the cost of failure is equal to the cost of performing ABM. 
TABLEXXIX 
TRIALS WHERE CM IS THE ECONOMICALLY 
PREFERRED MAINTENANCE STRATEGY 
>, Q) 
= u Q) 
E 
-~i ~ ~ en tu a, ::I Q) .0 I ·c: u () g,m!g I- .0 () 
C 8 n: ·cu en 
w ~ 
Original 16 1.00 1 1 CM 
Original 31 1.50 1 1 CM 
Original 46 2.50 1 1 CM 
Original 61 3.50 1 1 CM 
Original 76 4.50 1 1 CM 
Original 91 5.50 1 1 CM 
VS1 48 5.57 1 1 CM 
Original 21 1.00 10 10 CM 
Original 25 1.00 100 100 CM 
Original 28 1.00 1000 1000 CM 
Original 30 1.00 10000 10000 CM 
2. At what level of failure cost and condition-based maintenance event cost 
is a condition-based maintenance strategy economically preferable to an 
age-based maintenance strategy? 
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The approach taken to gain an understanding of when CBM is preferred over ABM was 
to perform two Principal Component analyses. The first analysis was performed on those 
trials that resulted in a CBM selection. The second analysis was performed on those 
trials that resulted in an ABM selection. Appendix I shows the complete results of these 
analyses. 
Table XXX shows the first four principal components that explain 94% of the 
variation in the data when CBM is the preferred maintenance strategy. If the two largest 
contributors 1 (including ties) to each principal component are selected it is seen that the 
variables first principal component is described by the variables CCb, CCBLB and 
LLCCB descnbe the first principal component (Table XXXI). The variables beta and LL 
describe the second principal component. The variables beta and LB describe the third 
principal component. The variable Ccbm describes the fourth principal component. 
Only Ccbm was selected for the fourth principal component since it is significantly larger 
than the other variables. Table XXXII (page 100) shows the definition of the variables 
used in the principal component analysis. 
Table XXXIII (page 101) shows that the first four principal components explain 
95% of the variation in the data when ABM is the preferred maintenance strategy. The 
first four principal components are listed in Table XXXIV (page 102). Again, if the two 
largest contributors (including ties) to each principal component are selected it is seen 
that the variables first principal component is described by the variables CCb, CCBLB, 
CuCcbm and LLCCB describe·the first·principal component. 
1 There is no exact approach to choosing the major contributors when using a principal component analysis. 
The focus of a principal component analysis is to gain insight into the minimum number of independent, 




PRINCIPAL COMPONENT ANALYSIS RESULTS ON THE CBM 
SELECTED TRIALS 
CBM Selected 
Eigenvalue · Difference Proportion Cumulative 
Prin 1 5.11 2.79 0.46 0.46 
Prin2 2.32 0.27 0.21 0.68 
Prin3 2.05 1.16 0.19 0.86 
Prin4 0.89 0.58 0.08 0.94 
PrinS 0.31 0.11 0.03 0.97 
Prin6 0.19 0.11 0.02 0.99 
Prin 7 0.08 0.03 0.01 1.00 
Prin8 0.05 0.05 0.00 1.00 
Prin9 0.00 0.00 0.00 1.00 
Prin 10 0.00 0.00 0.00 1.00 
Prin 11 0.00 0.00 0.00 1.00 
TABLEXXXI 
THE FOUR LARGEST PRINCIPAL COMPONENTS FOR 
THE CBM SELECTED TRIALS 
CBM Selected 
Print Prin2 Prin3 Prin4 
beta 0.00 0.38 0.54 -0.17 
Ccbm 0.02 -0.33 0.14 0.89 
Cu 0.35 · -0.18 0.25 -0.05 
CuCcbm · 0.36 0.29 0.01 0.05 
CCb 0.38 0.26 -0.18 0.15 
LL -0.26 0.42 0.16 0.26 
LB 0.21 -0.13 0.59 -0.02 
LCC 0.33 -0.31 0.29 -0.13 
LBLC -0.29 0.36 0.31 0.19 
CCBLB 0.38 0.26 -0.18 0.15 
















DEFINITION OF VARIABLES USED IN THE PRINCIPAL 
COMPONENT ANALYSIS 
Variable Definition 
The beta parameter of the Weibull distribution 
The cost of performing CBM 





log(CCBM) + log(Cu) + beta 
log( CCBM) + log( C,) + to{_c::.,_ J 
CCBM 
log(CCBM) + log(Cu) + beta 
log(Ccm,) + log(C,) + lo{-~"--J 
CCBM 
log(C""') + log(C,) + beta- (log(CCBM) + log(C,) + to{-~'--} 
CCBM 
c/c 
CCBM + log(CCBM) + log(Cu) + beta 
./ beta 
c/c 
CCBM * log(CCBM) + log(Cu) + beta 
beta 
log( Ca.,) + log( C,) + log(-·(:;'--- J 
CCBM 
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Four variables where chosen for the first principal component because of their 
nearly equal weighting within the principal component. The variables LL and Ccbm 
describe the second principal component. The variables beta and LBLC describe the 
third principal component. The variable Cu describes the fourth principal component. 
Only Cu was selected for the fourth principal component since it is significantly larger 
than the other variables. 
Table XXXIII 
PRINCIPAL COMPONENT ANALYSIS RESULTS ON THE 
ABM SELECTED TRIALS 
ABM Selected 
Eigenvalue Difference Proportion Cumulative 
Prin 1 4.24 1.18 0.39 0.39 
Prin2 3.06 0.71 0.28 0.66 
Prin 3 2.35 1.53 0.21 0.88 
Prin 4 . 0.82 0.42 0.07 0.95 
Prin 5 0.40 0.29 0.04 0.99 
Prin 6 0.10 0.08 0.01 1.00 
Prin 7 0.03 0.02 0.00 1.00 
Prin 8 0.01 0.01 0.00 1.00 
Prin 9 0.00 0.00 0.00 1.00 
Prin 10 0.00 0.00 0.00 1.00 
Prin 11 0.00 0.00 0.00 1.00 
Table XXXV summarizes the results shown in Table XXXIV. A significant note 
regarding these results is that the ration CufCcaMis not listed in the CBM selected column 
of Table XXXV. The same is true for the variable LBLC, which is the difference 
between beta and the logarithm of CufCcaM· 
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TABLEXXXIV 
THE FOUR LARGEST PRINCIPAL COMPONENTS FOR 
THE ABM SELECTED TRIALS 
ABM Selected 
Prinl Prin2 Prin3 Prin4 
beta 0.07 0.31 0.52 -0.12 
Ccbm 0.06 -0.39 0.26 0.44 
Cu 0.14 -0.36 0.13 0.62 
CuCcbm 0.45 0.19 -0.09 0.08 
CCb 0.46 0.16 -0.12 0.07 
LL -0.18 0.43 0.18 0.47 
LB 0.20 -0.23 0.50 -0.28 
LCC 0.24 -0.43 0.19 -0.29 
LBLC -0.05 0.30 0.54 0.00 
CCBLB 0.47 0.11 -0.03 0.02 
LLCCB 0.45 0.18 -0.11 0.07 
TABLEXXXV 
SUMMARY OF PRINCIPAL COMPONENT ANALYSES 
CBM Selected ABM Selected 
Prin 1 CCb, CCBLB and LLCCB CCb, CCBLB, CuCcbm and LLCCB 
Prin2 Beta and LL LLandCcbm 
Prin3 Beta and LB Beta and LBLC 
Prin4 Ccbm Cu 
Figure 7 shows a scatter plot of the logarithm of Cuf CcaM versus beta, for the trials of 
either the original data set or VS 1 to VS6a, where either CBM or ABM was preferred. 
The dashed line shows an approximation of the boundary for determining CBM is 
preferred over ABM (i.e., CBM is always preferred above the dashed line). Note that the 
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lower left hand comer of the data plot corresponds to CufCcsM ratios of approximately 10 
or less. This was also identified as an area that was difficult to predict in the preceding 
subsection. Consequently, the decision model required the use of a MVLR model to 














Log(Cu/Ccbm) versus Beta Conditioned on the 
Preferred Maintenance Strategy 
I I I I 
2 3 4 5 
Beta 
Triangle = CBM Circle=ABM 
I 
6 
Figure 7. Scatter plot ofthe logarithm ofCu/CCBM versus beta conditioned on the 
preferred maintenance strategy 
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3. At what level of failure cost and condition-based maintenance event cost 
is a condition-based maintenance strategy preferable to a corrective 
maintenance strategy? 
The answer to this research question is the same as stated for research question 
number one. 
4. At what level of condition-based maintenance implementation and 
continuation costs is a condition based maintenance strategy economically 
preferable to an age-based maintenance strategy? 
This research question is answered by assuming a worst-case approach because 
the discriminatory ability of the CBM MMI process affects the flexibility that a 
practitioner has regarding the acceptable level of implementation and continuation 
costs. Specifically, it is assumed that the discriminatory ability of the CBM MMI 
process is the largest level possible such that CBM is still the economically 
preferred maintenance strategy. 
Figure 8 shows a plot of the cost difference between the cost of ABM and 
the cost of CBM, when CBM is preferred, divided by the ratio CufCcaM versus 
beta (see Appendix J for the data set). Therefore, given values for beta and the 
ratio C./CcaM a· practitioner can determine the possible range of acceptable 
implementation and continuation costs when CBM is to be preferred over ABM. 
For example, suppose that a practitioner has an asset that has a Weibull 
. . 
failure density function beta parameter of two, a C./CcaM ratio of 100 and the 
combined decision methodology predicts a CBM strategy. Figure 9 indicates that 
difference between the cost of ABM and the cost ofCBM is approximately 100 or 
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less. Therefore, if the implementation and continuation cost per unit time for 
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Figure 8. Plot of the cost difference between the cost of ABM and the cost of 




































' ' ' 
' :- • i ~ :- ~ :-
: •: : : : : 
I I I I I I 
------------~-----------~------------~------------~-----------~------------~------------
• I I I I 
: • : : I : : 
------------:------------ :--------- ·--: ------------:------------ :------------:------------
•• •• I I I I I 
: . : : : . : : 
------ ------,. -- -------~ ------ .-- ---r- ---- -------:- -----------~-- -------- --~-- -------- --
t 1 I I I . I 
I I I I I I 
.- - -------- __ :_ -- - - - - - - __ _._ - - - - - - - - - - - ~- - - - --- - --- _:_ -- -- -- -----~--- - - - ----- - ~ - -- - - - - -- --
: . •: : : : : 
I .I I I I I 
I I I I I I 
--- ---------·------------ ~ -------- -- __ .. -. - - -- ---- --:-- -- --- - - - - -;- -- - - - ------~-------- -- --
. . : : 
I I I I I I 
--- - ---- ----:-- - - - - - --. :- - - ----- ----:- --- ------. -:--- -- ------:- - - .- - --- ---: ---- - - - - - - --
: . :• : : : : 
----------- ··-----·. t------· -----~------------~------. ----~------------~-----------
: : • • : : : I 
- - - - - .. - . -- - -:-- --•- - - --·- - - - - - - - - - - - ~ - - - - - - - - - ·- -:- - - -- - - ----- ~---------- - - ~ -- - - - -------
I I... I I I I I. I.--- • .I • I I I 
: • : •• : • I : 
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 
Beta 
Figure 9. Enlargement of the lower portion of Figure 8 
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5. What level of accuracy is necessary to make a condition-based 
maintenance strategy an economically preferred maintenance strategy? 
Table XXXVI (page I 08) shows the necessary discrimination level for selecting 
CBM using the combined decision methodology presented in this chapter and 
using VS I - VS6. The values shown in the discrimination level columns are the 
difference between the cost of ABM and the selected discrimination level cost of 
CBM. The "boxed" values indicate the worst case (but acceptable) level of 
discrimination. 
This researcher attempted to classify the discrimination levels using both 
MVLR analysis and decision rules. However, both of these approaches failed to 
predict the correct discrimination level effectively. This leads this researcher to 
propose that there are other factors that remain to be determined before an 
. accurate classification process is determined. In general, the table shows that a 
50% discrimination level is acceptable for a majority of the trials. 
4.8 Sunnnary 
This chapter presented the result and analysis of the experimental methodology 
presented in Chapter 3. The focus of this research was to explore the conditions 
under which corrective maintenance, age-based maintenance, and condition-based 
maintenance are economically preferred. 
The result of this exploration was a maintenance strategy selection decision model 
that incorporates a multivariate linear regression model and a set· of ordered decision 
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rules. This decision model should be useful on a practical level to maintenance 
practitioners. 
The development of the decision model led to the discovery that the traditional 
decision variables - beta, the cost of CBM, the cost of failure, and the cost of ABM - are 
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vs2 45 4.96 2 5 -0.89 -0.32 -0.14 -0.0 
vs6 50 5.34 2 6 -0.87 -0.31 -0.12 -0.01 
vs4 4 1.90 8 19 -3;56 -1.22 -0.45 0.0 0.10 
vs6 10 2.15 7 21 -3.11 -1.06 -0.38 0. 0.10 
vs1 19 3.33 15 1666 -6.55 -2.21 -0.78 0.11 0.25 
vs5 45 2.08 4 7 -1.59 -0. 0.20 0.24 
vs1 18 2.42 54 4614 -21.79 -0. 2.46 2.96 
vs2 41 1.16 9 10 -3.23 0.54 0.62 
vs1 41 4.62. 2 6 -0.70 0.14 0.18 0.19 
vs5 2 4.40 5 317 -1.44 0.66 0.75 0.79 
vs2 18 2.24 94 9854 -29.48 11.00 12.78 13.64 
vs4 3 1.09 6 7 0.83 0.93 0.98 
vs4 43 1.38 7 10 1.09 1.22 1.29 
vs3 43 1.02 5 6 0.84 0.93 0.97 
vs3 46 1.15 7 9 1.65 1.77 1.83 
vs4 1 1.95 5 14 1.47 1.68 1.77 1.82 
vs4 47 1.84 9 31 1.86 2.23 2.40 2.48 
vs4 46 1.62 6 13 1.95 2.19 2.30 2.36 
vs6 45 1.92 5 15 1.92 2.13 2.22 2.27 
vs4 18 1.67 12 3.55 4.03 4.26 4.37 
vs4 12 1.41 50 12.28 14.27 15.20 15.64 
vs3 25 1.25 342 66.00 79.31 85.48 88.45 
vs5 3 4.27 9 3.53 3.89 4.05 4.13 
vs1 42 3.38 2 1.03 1.11 1.15 1.17 
vs4 13 1.16 4 1.77 1.92 1.99 2.03 
vs4 . 8 1.40 9 1 3.90 4.26 4.42 4.50 
vs3 44 1.43 5 1 2.83 3.03 3.12 3.16 
vs4 7 1.03 2 1.88 1.96 1.99 2.01 
VS1 6 4.27 8 4.82 5.14 5.29 5.36 
vs6 5 1.72 2 2.55 2.74 2.83 2.86 2.88 
vs4 45 1.44 5 3.55 4.03 4.22 4.32 4.36 
vs4 48 1.12 6 4.03 4.56 4.79 4.89 4.94 
vs4 49 1.79 3 3.37 3.66 3.78 3.84 3.86 
vs4 42 1.09 8 4.72 5.42 5.72 5.86 5.93 
vs4 10 1.11 1 2.96 3.05 3.08 3.10 3.11 
vs4 17 1.38 11 5.83 6.87 7.30 7.50 7.60 
vs2 2 4.63 6 921 4.52 5.09 5.32 5.43 5.49 
vs3 41 1.38 2 3.44 3.63 3.71 3.75 3.76 
vs4 6 1.07 2 3.79 3.97 4.04 4.07 4.09 
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vs6 43 1.19 2 3.82 4.00 4.08 4.12 4.13 
vs5 10 5.90 1 3.87 3.96 4.00 4.02 4.03 
vs2 43 1.47 2 4.62 4.81 4.89 4.93 4.95 
vs2 8 4.01 6 6.44 7.01 7.25 7.36 7.41 
vs5 9 3.77 6 6.75 7.32 7.56 7.67 7.72 
vs4 50 1.54 5 6.61 7.08 7.28 7.38 7.42 
vs2 1 4.21 4 6.99 7.36 7.52 7.60 7.63 
vs1 1 4.51 4 7.41 7.78 -2.33 -2.26 8.05 
VS1 ,10 5.06 2 6.92 7.11 7.19 7.22 7.24 
VS1 7 4.69 3 7.48 7.76 7.88 7.94 7.97 
vs4 9 1.18 7 9.40 10.03 10.30 10.43 10.49 
vs6 6 1.14 5 8.88 9.33 9.52 9.60 9.65 
vs1 4 3.95 4 9.74 10.12 10.28 10.36 10.39 
vs4 5 1.04 9 12.73 13.52 13.85 14.00 14.08 
vs2 5 3.70 7 12.40 13.07 13.35 13.48 13.54 
vs2 7 2.90 7 14.34 15.01 15.30 15.43 15.49 
vs5 4 3.68 4 14.22 14.60 14.76 14.83 14.87 
vs6 46 1.05 9 16.64 17.42 17.76 17.91 17.99 
vs1 3 3.63 2 17.57 17.76 17.84 17.88 17.90 
vs2 6 3.15 4 24.16 24.54 24.70 24.78 24.81 
vs2 4 2.91 1 23.35 23.45 23.49 23.51 23.52 
vs5 1 2.22 7 25.48 26.15 26.44 26.57 26.63 
VS1 5 3.27 1 720 26.71 26.80 26.84 26.86 26.87 
vs2 17 2.41 24 608 42.03 44.35 45.33 45.79 46.00 
vs4 19 1.26 92 35 62.04 70.52 74.11 75.77 76.57 
vs4 20 1.14 75 19 58.83 65.56 68.41 .69.73 70.37 
vs1 11 2.88 3 878 40.76 41.04 41.17 41.22 41.25 
vs2 20 1.97 96 854 72.94 82.21 86.14 87.96 88.83 
vs2 3 2.74 2 8401 49.55 49.74 49.82 49.86 49.88 
vs2 10 2.09 6 122 52.21 52.79 53.04 53.15 53.21 
vs5 8 2.56 6 747 55.82 56.40 56.64 56.75 56.81 
vs1 8 2.45 4 481 57.40 57.79 57.95 58.03 58.07 
vs5 16 1.92 56 77.33 82.74 85.02 86.08 86.60 
vs5 18 2.13 33 74.66 77.85 79.20 79.83 80.13 
vs5 14 2.24 15 88.85 90.30 90.91 91.19 91.33 
vs6 11 1.05 65 106.51 112.18 114.59 115.70 116.24 
vs2 11 - 2.14 4 116.37 116.76 116.92 117.00 117.03 
VS1 2 2.12 3 132.20 132.49 132.61 132.67 132.69 
vs4 27 1.09 107 178.21 187.68 191.68 193.54 194.43 
vs1 9 1.99 5 174.32 174.80 175.01 175.10 175.15 
vs5 5 1.88 6 224.19 224.77 225.01 225.13 225.18 
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vs3 23 1.44 316 372.64 402.46 415.08 420.93 423.75 
vs4 26 1.02 661 475.49 532.57 556.73 567.92 573.31 
vs2 29 1.57 125 341.04 352.96 358.01 360.35 361.47 
vs5 6 1.71 4 317.45 317.83 317.99 318.07 318.10 
vs3 6 1.37 3 357.34 357.62 357.74 357.79 357.82 
vs3 19 1.29 6 427.37 427.92 428.16 428.27 428.32 
vs2 13 1.50 100 461.96 471.45 475.46 477.32 478.22 
vs3 4 1.34 5 439.66 440.13 440.33 440.42 440.46 
vs3 10 1.13 8 518.53 519.25 519.55 519.69 519.76 
vs3 13 1.22 77 632.51 639.55 642.53 643.91 644.57 
vs3 3 1.37 10 621.25 622.19 622.58 622.77 622.85 
vs3 22 1.46 179 673.75 690.67 697.83 701.15 702.75 
vs3 7 1.11 4 640.96 641.32 641.47 641.54 641.57 
vs3 21 1.05 851 867.00 941.43 972.88 987.45 994.48 
vs1 13 1.34 71 691.10 697.72 700.53 701.82 702.45 
vs2 9 1.47 9 856.81 857.66 858.02 858.19 858.27 
vs3 12 1.36 6 883.38 883.94 884.18 884.29 884.34 
vs2 23 1.10 655 1452.17 1510.31 1534.92 1546.32 1551.82 
vs3 27 1.32 72 1381.71 1388.41 1391.24 1392.56 1393.19 
vs3 32 1.22 140 1430.43 1443.23 1448.65 1451.16 1452.37 
vs3 17 1.36 · 12 1508.87 1509.99 1510.47 1510.69 1510.79 
vs1 21 1.21 313 1642.97 1671.53 1683.61 1689.21 1691.91 
vs3 20 1.27 19 1673.36 1675.12 1675.86 1676.20 1676.37 
vs3 30 1.03 53 1805.06 1809.65 1811.60 1812.50 1812.93 
vs3 14 1.30 99 1837.23 1846.41 1850.29 1852.09 1852.96 
vs5 13 1.18 67 1898.12 1904.19 1906.76 1907.95 1908.53 
vs3 11 1.04 78 1964.50 1971.29 1974.16 1975.49 1976.13 
vs3 5 1.05 4 2802.29 2802.64 .2802.79 2802.86 2802.89 
vs3 26 1.15 74 3085.22 3091.88 3094.69 3096.00 3096.63 
vs5 7 1.17 4 3793.12 3793.49 3793.64 3793.71 3793.74 
vs3 31 1.10 269 3971.09 3994.97 4005.08 4009.76 4012.01 
vs3 2 1.12 4 3947.19 3947.54 3947.69 3947.76 3947.80 
vs3 28 1.08 475 4211.09 4252.99 4270.72 4278.94 4282.90 
vs3 9 1.11 5 4811.00 4811.44 4811.63 4811.72 4811.76 
vs3 18 1.00 18 4977.22 4978.76 4979.41 4979.71 4979.86 
vs3 35 1.08 476 5336.90 5378.89 5396.66 5404.89 5408.86 
vs3 1 1.06 8 5379.55 5380.25 5380.55 5380.68 5380.75 
vs3 16 1.04 42 7103.73 7107.39 7108.93 7109.65 7110.00 
vs3 8 1.03 9 8625.48 8626.26 8626.59 8626.75 8626.82 





The broad goal of the dissertation was to develop a methodology for comparing age-
based maintenance and condition-based maintenance using economic measures of 
performance. There has been significant research in both of these maintenance strategy 
areas separately. However, the literature is nearly void of comparative research between 
ABM and CBM. Consequently, a maintenance practitioner is given little support with 
regard to whether he/she should implement a CBM strategy. 
This dissertation approached this problem by first compiling a literature review of 
various maintenance models and theories. This led to the discovery that not every 
researcher defines maintenance in the same way. For example, the term Preventive 
Maintenance (PM) can mean time-base maintenance, age-based maintenance and/or 
condition-based maintenance. Therefore, the first step in this research's process was to 
explicitly define the maintenance strategies used research. This resulted in using the term 
age-based maintenance for an asset use based maintenance strategy and condition-based 
maintenance for the situation where the condition of a specific asset is monitored or 
measures (directly or indirectly). 
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It was also during .this step that the discovery was made that maintenance strategies could 
be classified according to the required knowledge necessary to implement each strategy. 
For example, a corrective maintenance (CM) strategy requires no knowledge about an 
asset to implement. However, if a practitioner is to implement a CBM strategy, he/she 
must have specific operational knowledge about the specific asset of concern. 
The concluding analysis of the literature review was that the models for CM and 
ABM were well known and accepted. Additionally, the literature presented several 
models for CBM. However, only one of the models allowed for a comparative analysis 
between CBM and ABM. The solution techniques required to solve this model are 
complex. Therefore, this researcher searched for a simpler model for CBM The 
conclusion resulting from the literature review was that the Weibull failure distribution is 
almost universally accepted as the asset failure distnbution of choice; Therefore, this 
research uses the Weibull failure distribution exclusively. 
The final CBM model resulted from a synthesis of concepts of the P-F curve used 
in industry, the delay time concept presented in the literature, and the PHM used to 
descn"be the relationship between measured parameters of an asset and its operational 
condition level The conclusion of this synthesis was the development of the asset 
degradation function. This degradation function became· the pivotal point for the 
completion of this research because it allowed the condition level ofan asset to be 
"connected" to the failure density function that descn"bes the failure potential of an asset. 
The CBM also incorporated a discriminationterm that specified the ability of a CBM 
measuring process to determine the actual condition level of an asset. 
With the models determined for CM, ABM, and CBM, this research then 
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developed a methodology to compare the long run average cost of each maintenance 
strategy. The results of the methodology was a table of costs for each strategy for a broad 
range of values for the decision variable - the cost of failure, the cost of performing 
CBM, the shape parameter of the Weibull failure distribution, and the cost of performing 
ABM. The most economical cost for each set of decision variable conditions was then 
chosen as the economically preferred cost and the maintenance strategy corresponding to 
the cost was chosen that the economically preferred maintenance strategy. 
The task of the researcher was then to use this data to answer the defined research 
questions and to develop a maintenance strategy selection methodology. The task of 
finding the decision methodology was tackled first. 
The process of developing a decision methodology led to the discovery that the 
initial set of decision variables were unable to predict the correct maintenance strategy 
when used in simple linear models. Consequently, several derived decision variables 
were developed. 
The first approach taken to develop a decision model was to use a rule-based 
approach. In conjunction with the initial and derived decision variables, this approach 
resulted in a decision model with 16 rules. The decision rule model predicted the 
economically preferred maintenance strategy accurately for all the ranges tested except 
for the situation when the beta parameter was between 3.5 and 4.5 and the ratio of 
CulCcaM ·was approximately equal to 3 and when the beta parameter was between 
approximately 1.5 and 2.5 and the ratio CulCcaM was between 9 and 11. 
The next approach taken was to attempt to develop a model using multivariate 
linear regression, again using the initial and derived decision variables. This approach 
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failed to predict the economically preferred maintenance strategy with accuracy. 
Ultimately, the MVLR approach was used to predict one of the problems areas identified 
by the decision rule approac~ Specifically, a regression model was used to predict the 
economically preferred maintenance strategy when the beta parameter was between 
approximately 1.5 and 2.5, and the ratio CulCceM was between 9 and 11. The regression 
model performed poorly with regard to predicting the economically preferred 
maintenance strategy for the situation where the beta parameter was between 3.5 and 4.5, 
and the ratio ofCulCceM was approximately equal to three. However, a study of the cost 
data showed that misclassification under these conditions would not likely be significant. 
Additionally, Cavalier and Knapp [1996] state that many mechanical failures have beta 
values less than four. Assets that have beta values of greater than four are generally 
exln"biting rapid old-age wear out and should be replaced or extensively refurbished 
rather than maintained. Therefore, no further attempt was made to classify this problem 













The Effect of Beta on the Weibull ffimlnl Rate 
Function 
0.2 0.4 0.6 0.8 
Time (9 = 1) 
f3 = 5.0 
f3 = 4.0 
f3 = 3.0 
Figure 10. The hazard rate function plotted against time for varying beta values 
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The results of this decision methodology development process was a decision 
model that used a linear regression model to ''weed out" the major problem area · 
encountered by the decision rule model, prior to the use of the decision rule model. The 
result is a decision model that performed very well with regard to predicting the 
economically preferred maintenance strategy for the initial data set and subsequent 
validation data sets. 
5 .1.1 Research Questions 
This research effort, as all research efforts must, asked questions and searched for 
answers and insights. The question asked by this research focused on the cost of 
maintenance and the level of knowledge required to implement a CBM strategy. The 
research questions are repeated below. Note that research questions one and three have 
the same answer. 
1. At what level of failure cost is an ABM strategy economically preferable to 
CM? 
2. At what level of failure cost and CBM event cost is a CBM strategy 
economically preferable to an ABM? 
3. At what level of failure cost and CBM event cost is a CBM strategy preferable 
to a CM strategy? 
4. At what level ofCBM implementation and continuation costs is a CBM 
· strategy economically preferable to an ABM strategy? 
5. What level of accuracy is necessary to make a CBM strategy an economically 
preferred maintenance strategy? 
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Corrective maintenance is preferred over ABM and CBM when beta is equal to one or 
when the cost of failure is equal to the cost of performing ABM or CBM. No exact 
exhaustive answers were discovered for research questions two or four. However, 
graphical aids (repeated again as Figures 11, page 116 and 12, page 117) were developed 
to help a practitioner better understand how changes in the value of the cost of failure, the 
cost of performing CBM and the implementation and continuation cost of CBM can 
change the economically preferred maintenance strategy selection. Figure 11 indicates 
that for all plotted points of the ordered pairs of (beta, log(Cu/CceM)) that lie 
approximately above the dashed line, CBM is the economically preferred maintenance 
strategy. 
As discussed in Section 4.7, Figure 12 indicates the approximate range for 
acceptable values for the implementation and continuation costs for CBM. 
All attempts to classify the discrimination levels, given CBM is the selected maintenance 
strategy, failed to predict the correct discrimination level effectively. The only 
generaliz.ation made is that a 50% discrimination level is acceptable for the majority of 
the situations 
The presented answers to the research questions of this dissertation, while not 
exhaustive, should lay the groundwork for much future research. The next subsection 






Log(Cu/Ccbm) versus Beta Conditioned on the 
Preferred Maintenance Strategy 
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Figure 11. Scatter plot of the logarithm ofCu/CCBM versus beta conditioned on the 
preferred maintenance strategy 
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Figure 12. Plot of the cost difference between the cost of ABM and the cost ofCBM, 
when CBM is preferred, divided by the ratio Cuf CcaM versus beta 
117 
5.1.2 Decision Model 
The decision model developed in this research has two components. The first component 
is a multivariate linear regression model that is used to predict the economically preferred 
maintenance strategy when the beta parameter is between approximately 1.5 and 2.5 and 
the ratio CufCc8 M is between 9 and 11 (Equation 48). The decision rule is to select ABM 
if Ms is greater than zero, otherwise choose CBM. 
Ms = 7.3089 + 2.48305 * beta - 10.3378* 
log(CrnM) + log(C.) + log( c: J (48) 
If the ranges for beta and the ratio CufCcBM do not satisfy the requirements for the 
regression model then the ordered decision rules shown in Table XXXVII are used to 




of Decision Rules 
Use 
If beta is less than or equal to one and the ratios ~ is equal to one 
1 CCBM 
then choose CM. 
If the cost of CBM (CcBM) is equal to one and the cost of failure (C0 ) is equal to 
2 one then choose CM. 
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TABLE XXXVII continued 
Order 
of Decision Rules 
Use 
/ ', 
If log(CcBM) + log(Cu) + beta is less than 1.06 and beta is less than or 
3 log(C=) + log(C.) + Jog( __s._ J 
' CCBM 
equal to one then choose CBM 
4 
If the ratio _s_ is equal to one then choose ABM. 
CCBM 
5 If log(CcaM) + log(C0 ) + beta is greater than 9.6 then choose ABM. 
c/c 
6 If CCBM + log(CcaM) + log(C0 ) + beta is greater than 75 then choose CBM. beta 
7 If log(CcaM) + log(C0 ) + beta is greater than 7.9 then choose ABM. 
8 If beta is less than 1.26, then choose CBM. 
c/c 
If CCBM * log(C )+log(C )+beta . CBM O IS less than 1.53, then choose 
beta 




If CCBM * log(C ) + log(C ) + beta . CBM O IS greater than or equal to 5.5, 
beta 
log( CCBM) + log( C.) + Jog( __s__ J 10 
CCBM 
then choose CBM. 
11 
If log(CCBM) + log(C0 ) + beta is less than 3.87, then choose CBM. 
12 If log(CcaM) + log(C0 ) + beta is greater than 6.42, then choose ABM. 
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TABLE XXXVII continued 
Order 
of Decision Rules 
Use 
c/c 
If CCBM * log(CCBM)+log(Cu)+~ta . l than 265 th h ( . ) IS ess . , enc oose beta 
log(CcaM) + log(Cu) + log C: 13 
CBM. 
c/c If CCBM * log(CcaM) + log(Cu) + beta . 1 ban 1 95 then h 
beta 
. ts ess t . , c oose 
log(CCBM) + log(C,) + log( _s_) 14 
CCBM . 
ABM. 
15 If log(Crnu) + log(C.) + log( _s_) is less than 3, then choose CBM CCBM 
16 
If log(C""') + log(C.) + log( _s_) is greater than or equal to 3, then choose 
CCBM 
ABM. 
The weakness of the decision rule lies in the area where the beta parameter is between 3.5 
and 4.5 and the ratio of CufCcaM is approximately equal to three. However, the data sets 
generated in this research indicate that the economic penalty for misclassification in this 
area is not great. The next subsection discusses the assumptions used in this research. 
5 .1.3 Revisiting the Research Assumptions 
This research made the following assumptions. The purpose of this subsection is to 
discuss the impact of making these assumptions. 
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1. The repair of an asset returns the asset to as-good-as-new condition. This 
assumption implies condition equivalence between repair and replacement of an 
asset. 
2. This research assumes an infinite planning horizon for the cost models. 
3. This research assumes that a Weibull failure distribution can be used to describe 
an asset's failure distnlmtion. 
4. This research assumes that failure costs are proportional to ABM costs. 
5. This research assumes that the implementation and continuation cost for 
condition-based maintenance is proportional to the implementation and 
continuation cost for age-based maintenance. 
The first two assumptions are likely contradictory to nearly all assets. When an 
asset is repaired, even with new parts, a practitioner is still left with used asset that is not 
as-good-as-new. Additionally, few assets can be assumed to survive an infinite time 
span. However, given lack of literature regarding comparative research with regard to 
ABM and CBM, it is felt that these two assumptions were justified. The third assumption 
is not so much as an assumption as it is a concession to 40 years of maintenance research. 
This researcher believes that the last two assumptions had no impact on the results of this 
research. They did however ease the computational requirements. The next subsection 
discusses this research's weaknesses and contributions to existing body of knowledge. 
5 .2 Contributions and Research Weaknesses 
It is thought that this research will provide the starting point for further research in the 
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area of comparative analysis between CBM and ABM. The defined decision variables 
presented in this dissertation should foster further study regarding the interaction between 
the traditional maintenance decision variables and the affect these interaction have on 
future maintenance methodologies. The major contributions of this research are the 
decision methodology, the development of an asset degradation function that incorporates 
an assets failure density function, the insight gained regarding the conditions under which 
CBM is preferred, and the insight gained regarding the maximum acceptable values for 
the implementation and continuation costs. 
The decision methodology fills a void in the current literature. It should provide 
maintenance practitioners with a theoretically sound ''best guess" as to whether a CBM 
strategy should be attempted. The development of the asset degradation function is seen 
as an important next step in the development ofCBM theory. The degradation function 
takes the next step beyond the proportional ha2.ards model approach and ties asset 
condition to condition variable measurements and an asset's failure density function 
(albeit, abstractly at this point). The insights regarding the implementation and 
continuation costs of CBM should provide even more justification to a maintenance 
practitioner with regard to whether a CBM strategy should be attempted. The insight 
regarding the conditions under which CBM is preferred should provide a solid starting 
point for future research. 
This research has also made two minor contnoutions to the existing body of 
knowledge. The first is the all inclusive maintenance taxonomy with minimum 
knowledge requirements (Chapter I). The second is the open discussion regarding the 
non standard use of maintenance terminology (Chapter I). 
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While this research provides significant results and makes a valid contnbution to 
the existing body of knowledge, this research also has its weaknesses. Admittedly, many 
of the weaknesses of this research concern the same issues that were listed as 
contributions. The first concerns the decision methodology. It seems apparent that the 
decision methodology is not perfect (i.e., it does misclassify some maintenance 
strategies). This would indicate that there are yet to be discovered interactions between 
the decision variable or additional variables. The second weakness concerns the 
proposed degradation function. No attempt has been made in this research to define the 
appropriate methodology to determine the specific degradation function for a specific 
asset. It is thought that the process would be similar to that used to develop a 
proportional hazards model. The third weakness is the results shown iri Figure 11. While 
the figure does provide valuable insights, it does not give a practitioner definitive 
boundaries. The fourth weakness concerns this research's inability to classify the 
necessary discrimination level for CBM. Finally, this research in general does not 
address the difficulties a practitioner may have in obtaining the necessary data to use the 
methodology presented. 
5.3 Future Research 
During the course of this research, several areas were identified as potential future 
.research areas. One area of great interest to this researcher involves the further 
exploration of the degradation function. Specifically, how is a ·Specific degradation 
function developed for a specific asset? Do assets have multiple degradation functions? 
Can the PHM approach be used to determine the degradation function? How is the 
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condition level of an asset related to measured operational parameters? Finally, can an 
asset with multiple degradation paths be optimizes to account for a ''make it last till 
shutdovvn''approach? 
Another area involves the implementation and continuation costs. Specifically, 
how are these costs estimated in practice? What is the proper method of incorporating 
these costs into a maintenance cost model? The next area involves the CBM model itsel£ 
Specifically, the question is how is the discriminatory ability best included in the CBM 
model? How does a practitioner know what levelof discriminatory ability is required to 
ensure that a CBM strategy is economically advantageous? 
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APPENDIX A- CBM MODEL FOR OPTIMIZED MAINTENANANCE INTERVAL 
USING THE DEGRADATION FUNCTION 
Consider Figme A - 1 below. This figure shows an arbitrary degradation function 
superimposed on a failure density plot. Suppose that there is uncertainty with regard to 
the degradation function.. Assume that the bounds for this uncertainty are represented by 
the labeled upper and lower bound curves. What is the long run average cost of CBM if 




8 . / 
Lower boundary for 
Degradation path 
Age 




Figure A - 1. An arbitrary degradation curve superimposed on a failure density plot. 
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Assume that a practitioner desires to optimize the maintenance interval under this 
policy. Let the optimized time be equal to T. Therefore, the goal is to minimize the long 
run average cost by optimizing the maintenance time T. A modification of Barlow and 
Proschan's [1965] ABM will allow a practitioner.to achieve the desired results (Equation 
A - 1 ). Note that the three integral terms inside the overall integral are conditioned on 
the integral of the density :function over the same range (TL - Tu). Therefore, these 
integrals are left out of Equation A-1. 
Tu T 
.., CCBM Jr(x)dx + cu Jr(x)dx 





















The shape parameter of the Weibull distribution 
The scale parameter of the Weibull distnbution 
The cost of performing ABM 
The cost of performing CBM 
The cost of asset failure 
The implementation and continuation cost for ABM 
The implementation and continuation cost fro CBM 
The long run average cost for CM 
The long run average cost ABM 
The long run average cost for CBM when the discriminatory ability is 
50% 
The long run average cost for CBM when the discriminatory ability is 
25% 
The long run average cost for CBM when the discriminatory ability is 
12.50% 
The long run average cost for CBM when the discriminatory ability is 
6.25% 
The long run average cost for CBM when the discriminatory ability is 
3.125% 
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DL015625 The long run average cost for CBM when the discriminatory ability is 
1.5625% 
DL 7812 . The long run average cost for CBM when the discriminatory ability is 
0.7812% 
DL 3906 The long run average cost for CBM when the discriminatory ability is 
0.3906% 
DL 1953 The long run average cost for CBM when the discriminatory ability is 
0.1953% 
DL 097565 The long run average cost for CBM when the discriminatory ability is 
0.097565% 
DL 0097565 The long run average cost for CBM when the discriminatory ability is 
0.0097565% 
DL 00097565 The long run average cost for CBM when the discriminatory ability is 
0.00097565% 
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i 147 1 1 1 10000 10000 0.01 0.1 10000.00 10000.00 14140.10 11550.10 10690.10 10330.10 10160.10 10080.10 10040.10 10020.10 10010.10 10000.10 10000.10 1croo.10 10000.10 CM 
i 148 1 1 1 10000 10000 0.01 1 10000.00 10000.00 14141.00 11551.00 10691.lll 10331.00 10161.00 10081.00 10041.00 10021.00 10011.00 10001.00 10001.00 10001.00 10001.00 CM 
i 149 1 1 1 10000 10000 0.01 10 10000.00 10000.00 14150.00 11560.00 10700.00 10340.00 10170.00 10090.00 10050.00 10031.00 10020.00 10010.00 10010.00 10010.00 10010.00 CM 




. ·····,·-CM·-r ABM ·rcondltlon-BasedMalntenance -··-··-·-··· -
111 i ,ii 11. ~~a I•• 1 1 I I! 
... . . m . i!: a-. o a u · o e U ~ ~ ::i :!I § 9 I!, 111, .. ii I I I Cl Cl Cl Cl Cl Cl _, _, _,I _,I I I I 





1531 1.51 11 11 11 11 0.011 11 1.111 1.121 2.571 2.281 2.181 2.141 2.131 2.121 2.111 2.111 2.181 2.111 2.111 2.111 2.111 CM 
1541 1.51 11 11 11 11 0.011 10! 1.111 1.121 11.571 11.281 11.181 11.141 11.131 11.121 11.111 11.111 11.181 11.111 11.111 11.111 11.111 CM 
i 1S5 1.5 1 1 1 1 0.01 100 1.11 1.12 101.57 101.28 101.18 101.14 101.13 101.12 101.11 101.11 101.18 .101.11 101.11 101.11 101.11 CM 
~ti~ ;\H ~*:J , ,J A/I iiUd! ;_ O:ot ti~.Ol /{11;11! . /. l!,31 .,-n,n!ill .>'.%:,fl1."'X%il19 At.JM! W:dl1lt:?AIJ~ diRdJ . '.R~H2 :w ''l,19 \:;i,A,~U2 t@:tn : v, J 1, \L,Jl2 i-;.,cteM >: 
I 157 1.5 1 1 1 10 0.01 0.1 11.0B 8.II 1.67 1.38 1.28 1.24 1.23 122 1.21 1.21 1.28 1.21 1.21 1.21 1.21 CBM 
1S8 1.5 1 1 1 10 0.01 1 11.08 8.II 2.57 2.28 2.18 2.14 2.13 2.12 2.11 2.11 2.18 . 2.11 2.11 2.11 2.11 CBM 
! 159 1.5 1 1 1 10 0.01 10 11.0B 8.II 11.57 11.28 11.18 11.14 11.13 11.12 11.11 11.11 11.18 11,11 11.11 11.11 11.11 Cabm 
i 160 1.5 1 1 1 10 0.01 100 11.08 8.II 101.57 101.28 101.18 101.14 101.13 101.12 101.11 101.11 101.18 101.11 101.11 101.11 101.11 Cabm 
W'16f ·. N'.$ Wd '.::f,1 ;:w1h, ,.&;>\1111 'J/.ot ~JlJII .)'l111;1'i b4Q!il wMM-;58 1'1,'i'.;,i(d.1! Z:I4ii9 'it"Js<ftl] 4,4,t'1U~,~.iitlS · {.(%\\;,;:'t4~ f,,4lt\lf. ,;t;.i;l%t;l$ ~t4J2 A;t:'~fJ~ tzi:i'.~YlU %,;r,i\f12 #·~ :h1 
i 162 1.5 1 1 1 100 0.01 0.1 110.77 (J_&J 1.67 1.38 1.28 1.24 1.23 1.22 1.21 '1.21 1.28 1.21 1.21 1.21 1.21 CBM 
I 163 1.5 1 1 1 100 0.01 1 110.77 (J.&J 2.57 2.28 2.18 2.14 2.13 2.12 2.11 2.11 2.18 2.11 2.11 2.11 2.11 CBM 
164 1.5 1 1 1 100 0.01 10 110.77 (J.&J 11.57 11.28 11.18 11.14 11.13 11.12 11.11 · 11.11 11.18 1111 11.11 11.11 11.11 CBM 
101.28 101.18 101.14 101.18 101.11 101.11 101.11 101.11 Cabm 
·Yf:ff\2 .,,,, t$i '\~~'. 
1.21 1.21 CBM 
1681 1.51 11 11 11 10001 0.011 11 1108.DDI 1eB.891 2.571 2.2111 2.181 2.141 2.131 2.121 2.111 2.111 2.181 2.111 2.111 2.111 2.111 CBM 
! 169 1.5 1 1 1 1000 0.01 10 1108.00 188.89 11.57 11.211 11.18 11.14 11.13 11.12 11.11 11.11 11.18 11.11 11.11 11.11 11.11 CBM 
I 170 1.5 1 1 1 1000 0.01 100 1108.DD 1!l8.89 101.57 101.28 101.18 10W 101.13 101.12 101.11 101.11 101.18 101.11 101.11 101.11 101.11 CBM 
f;\")1i :t!ft~ tl'':J or11( l:i~§'il,1 :;;t;:11011 'i0,!lt }f,;O,ltl "f1IBl,IJJ ·ii:'871:,16 ,;;~~ue /!:{{%}{29 -~-!ii1:F1M~ ;~};l!;ri.M! .;'.JJ\;;'.i/Jil! ;;;~;r:u Ii.l:t,tli41!1 i?Jft,\\'f;\12 ;¥tlJ'l;,-{fl .!l'~H:l1:lil2 ';;'~iJ~ !!{y;'.Z,i;'.;iUl ~{i1r12 ';Htt\'CBfM(:)1 
i 172 1.5 1 1 1 1000D 0.01 0.1 11080.00 877.16 1.67 1.38 1.28 1.24 1.23 1.22 121 1.21 1.28 1.21 1.21 121 1.21 C8M 
i 173 1.5 1 1 1 10000 0.01 1 11080.0D 877.16 2.51 2.28 2.18 2.14 2.13 2.12 2.11 . 2.11 2.18 2.11 2.11 2.11 2.11 CBM 
I 174 1.5 1 1 1 10000 0.01 10 11080.00 877.16 11.57 11.211 11.18 11.14 11.13 11.12 11.11 11.11 11.18 11.11 11.11 11.tt 11.11 CBM 
I 175 1.5 1 1 1 10000 0.01 100 11080.DD 877.16 101.57 101.28 101.18 101.14 101.13 101.12 101.11 101.11 101.18 101.11 101.11 101.11 101.11 CBM 
nttfll d'tl ::~U 1Y:ir,t 0i;;){ID C;;;.'\!itAQ \:0,01 {,a111 ,J;,1;,li i:),"8.J ;;,:!)d5.&II )&})2:$3 i1:1%1\;8! J~lH,'46 f}~ll~. ::fii!Ji::lli:f~ :}itiiRJa tll;1ltU li'.fi*'ij.UIS \'ilii,Jf~ :!4l!,il1'tl!, ;~ff]l.te ;J11w:Mtlli :,Q¢1;tabmJJ/f·, 
177 1.5 1 1 10 10 0.01 0.1 11.08 8.IJ 15.77 12.89 11.94 11.54 11.li 11.27 11.22 11.JJ 11.94 . 11.18 11.18 11.18 11.18 Cabm 
1781 1.51 11 11 101 101 0.011 11 11.0BI B.IJI 16.671 13.791 12.841 12.441 12.261 12.171 12.121 12.101 12.841 12.llll 12.llll 12.llll 12.llll Cabm 
1791 1.51 11 11 101 101 0.011 101 11.DBI B.III 25.671 22.791 21.841 21.441 21.261 21.171 21.121 21.101 21.841 21.llll 21.llll 21.llll 21.0BI Cabm 
1801 1.51 11 11 101 101 0.011 1001 11.0BI · a.Ill · 115.671 112.791 111.841 111.441 111.261 111.171 111.121 111.101 111.841 111.llll 111.llll 111.llll 111.llll Cabm 
''J;t;5 ;{fl i/PJ l,ii,,JO ',ft,}r1i11JI './li.l:lt .'\0,Qf ', 
I 182 1.5 1 1 10 100 0.01 0.1 110.77 
183 1.5 1 1 ID 100 0.01 1 110.77 
1841 1.51 11 11 IOI 1001 0.011 101 110.77l .«J.&JI 2!i.671 22.791 21.841 21.441 21.261 21.171 21.121 21.101 21.841 21.llll 21.llll 21.llll 21.0BI CBM 












CM ABM ICondltlon-Bued Malnllnance 
E "In ,:JI' I! ii I I 11 
.,1 I ffl J ! ~ 9 ~ § 9 :1 ~I :1 ~I ~I _.I _.I 





! 1111 1.5 1 1 10 1000 0.01 1 1108.00 1111.119 13.79 12.84 12.44 12.26 12.17 12.12 12.10 12.84 12.08 12.08 12.08 12.08 CBM 
! 1119 1.5 1 1 10 1000 0.01 10 1108.00 1111.119 22.79 21.84 21.44 21.26 21.17 21.12 21.10 21.84 21.08 21.08 21.08 21.08 CBM 
' 100 1.5 1 1 10 1000 0.01 100 1100.00 1111.119 112.79 111.84 111.44 111.26 111.17 111.12 111.10 111.84 111.111 111.111 111.00 111.00 CBM 
1 193 1.5 1 1 10 10000 0.01 1 11CIIO.OO 677.1 - - 16.67 13.79 12.84 12.44 12.26 12.17 12.12 12.10 12.84 12.08 12.08 12.08 12.00 CBM 
194 1.5 1 1 10 10000 0.01 10 111Bl.OO 677.16 25.67 22.79 21.84 21.44 21.26 21.17 21.12 21.10 21.84 21.111 21.08 21.111 21.08 CBM 
[ 195 1.5 1 1 10 10000 O.DI 100 11CII0.00 877.16 - 115.67 112.79 111.84 111.44 111.26 111.17 111.12 111.10 111.84 111.111 111.00 111.00 111.00 CBM 
W-$196 4$ ;;:.1 ' 1 '.1 · ·.· Jtb :A¥ 1111 •· O;Qt ';00l !;JJIJ.1l < ..... AJ!i6:61 ,;,A~Wll' ~ 6.1.18..Q :;•qttG ;;f,'.,'l'{4115a /fi!H• :"'liiJ.1.22 "'ii'!'llttll ·+,AP AVitfO.IM "'~"111• ~ /f'.'f 1ti\:1il >;,;'}J0.1! 1(!fi6ii!W,, 
i 197 1.5 1 1 100 100 0.01 0.1 110.7i '10.9l 156.76 128.01 118.52 114.51 112.65 111.75 111.31 111.00 110.~ 110.93 110.111 110.87 110.87 Cabm 
1~ 1.5 1 1 100 100 0.01 1 110.7i '10.9l 151.66 128.91 119.42 115.41 113.55 112.65 112.21 111.99 111.111 111.83 111.78 111.77 111.77 Cabm 
1991 1.51 11 11 1001 1001 0.011 101 110.771 '10.9JI 111!.661 137.911 128.421 12UII 122.551 121.651 121.211 120.991 120.1111 120.831 120.781 120.771 120.771 Cabm 
1 1 100 210.99 210.77 210.77 Cabm 
1 1 100 110.87 110.87 CBM 
2031 1.51 11 11 1001 10001 0.011 11 1100.00I 111!.891 151.661 129.911 119.421 115.411 113.551 112.651 112.211 111.991 11111!1 111.831 111.781 111.771 111.771 CBM 
2041 1.51 11 11 11111 10001 0.011 101 1111!.00I 111!.891 111!.661 137.911 128.421 124.411 122.551 121.651 121.211 120.991 120.ll!I 120.831 120.781 120.771 120.771 CBM 
D!il 1.51 11 11 1001 10001 0.011 1001 1100.00I 1111.1191 256.661 227.911 218.421 214.411 212.551 211.651 211.211 210.991 21011!1 210.831 210.781 210.771 210.771 Cabm 
iti!nl .\ll >{l ;,Ji }(ji.,JOO ?HOOOO ilJ.Ol 1fMI .;IIQiull f.lITT,1~ . .e'iifr1$.61 ·,4;~127;9. }!/:,,\fl!~ ~iiJ4.'~ •iic\~!1"6 'if;J/'ltlUlS t~n1,22 :i1"'?,.ff~ )/f,f11QJI! /.f;fll!!.114 J~111t7J tf;"IJD:78 2ftf:1J0.78 \;;f;;~?,f\ 
I 'MF 1.5 1 1 100 10000 0.01 0.1 11CIIO.OO 677.16 156.76 128.01 118.52 114.51 112.65 111.75 111.31 111.00 110.~ 110.93 110.111 110.87 110.Bl CBM 
I 200 1.5 1 1 100 10000 0.01 1 11080.00 877.16 157.66 128.91 119.42 115.41 113.55 112.65 112.21 111.99 111.BB 111.83 111.78 111.77 111.77 CBM 
:m 1.5 1 1 100 10000 0.01 10 11oao.oo 877.16 111!.66 137.91 12842 124.41 122.55 121.65 121.21 120.99 120.11! 120.83 120.78 120.77 121177 CBM 
2101 1.51 11 11 1001 100001 0.011 100111000.00I B77.16I 256.661 227.911 218.421 214.411 212.551 211.651 211'211 210.991 210.BBI 210.831 210.781 210.771 210.771 CBM 
tJII! iftl!i&l,01 :'fii)(l~:Of 'li)JIBWI ,%:ti 1~: ' :!/?1125i0\ r~~ll.f~:01 :kttn.12.0J 'if} I (I.Of tsfatlOJ.Qt ;~Mill!! ;¥JtlfiOJ: ;;; ll!.111 ;''l,¥;1Jll0! '!'(i{ -~;~,11 
111!.89 1567.10 1279.10 1184.10 1144.10 1125.10 1116.10 1112.10 1110.10 1109.10 1100.10 1100.10 1108.10 1108.10 Cabm 
2131 1.51 11 11 10001 10001 0.011 11 1108.0iJLJlllJ.lJ 1568.00I 1200.001 11B5.00I 1145.IDI 1126.00I 1117.001 1113.00I 1111.00I 1110.00I 1100.001 1100.001 1109.00I 1109.00I Cabm 
I 214 1.5 1 1 1000 1000 0.01 10 1108.0C 111!.89 1577.00 1299.00 1194.00 1154.00 1135.00 1126.00 1122.00 1120.00 1119.00 1118.00 1118.00 1118.00 1118.00 Cabm 
i 215 1.5 1 1 .1000 1000 0.01 100 1108.0C 111!.119 1667.00 1379.00 1284.00 1244.00 1225.00 1216.00 1212.00 1210.00 1:im.00 1200.00 1208.00 1208.00 1208.00 Cabm 
W.ik~B /4'.5 :Jil ,:}lJ };jlDJ ·,;: .111D ,;lllil >.:~1 '!!($11 • ·,877.11 +Hii!!&T.-Oi i@l~in :,?;'iJJll(Q11~~Ji«.D1 :i.Wt!a!JI !}tlHaot J~1m.Ol '\'r,A.U10Jli fif;;'J1~_u, J);i.j1(1ii11 /,WJllll!.Ql; Ni\llte:Q1 ihfllliiit ;:,f',~s\1,1; 
217 1.5 1 1 1000 10000 0.01 0.1 11080.0C 877.16 1567.10 1279.10 11B4.10 1144.10 1125.10 1116.10 1112.10 1110.10 1100.10 1100.10 11111.10 1108.10 1108.10 Cabm 
I 218 1.5 1 1 1000 10000 0.01 1 11080.0C 877.16 1568.00 1280.00 11B5.00 ms.OD 1126.00 1117.00 1113.00 1111.00 1110.00 1100.00 1109.00 1109.00 1109.00 Cabm 
: 219 1.5 1 1 1000 10000 0.01 10 11080.ac 877.16 1577.00 1289.00 1194.00 1154.00 1135.00 1126.00 1122.00 1120.00 1119.00 1118.00 1118.111 1118.00 1118.00 Cabm 
i · 220 1.5 1 1 1000 10000 0.01 100 11080.ac 877.16 1667.00 1379.00 1284.00 1244.00 1225.00 1216.00 1212.00 1210.00 1:.m.00 1208.00 1208.00 1200.00 1208.00 Cabm 
''l~;.221 \o\A .6 .);J !A I : · 10000 :/10000 iiO:OI XliD1 ,11®11 \!87l;tl H5&7Q:OI ,si12l9):0l .:r-t!ltMlLUI .\il'J.440:0I: $Hl!ilUl1 $f:1{1al.llf Jl1JII1.01 ;;:!)l.J1lll.Ol i•'MIBl,Q1 it111H1.D1 cit>IAIBl.01 i,ii'.1tlBl.01 .\s·f,l!BlOl rfi?ct,Qibiii ~'iti, 
' 222 1.5 1 1 10000 10000 0.01 0.1 11080.0C 877.16 15670.10 12700.10 11840.10 11440.10 112S0.10 11160.10 11120.10 11100.10 1119l.10 11000.10 11000.10 11080.10 11080.10 Cabm 
2231 1.61 11 ti 100001 100001 0.011 1111oeo.0D1 877.161 15671.00I 12791.00I 11841.00I 11441.00I 11251.001 11161.001 11121.001 11101.001 11091.00I 11001.001 11001.001 11oa1.001 11oa1.001 cabm 
2241 1.51 11 11 100001 100001 0.011 10111080.00I 677.161 156111.00I 12600.00I 11850.00I 11450.00I 11260.00I 11170.00I 111II.OOI 11110.00I 11100.00I 111Bl.OOI 11090.00I 11090001 11090.00I Cabm 










r--····-----------· - ----······ .. , ------··----·--T .. CM--TABMlcondltlon-Bued Maintenance--·----·-------------------------------··------------------··· - .. --··- - - --·. -·· ---,----· -----
i 
I Economlcally 
I IC IC N i ~ Preferred 
I - E I E lq ... ! e ii I Strategy 
!• ii J 15 .a ! ::!J ! :l .} . .} .} !'I: Cl a u C ~ r:i r:i r:i r:i r:i r:i 
{0:111 \t,tl. 
0.01 0.1 1.26 1.25 1.24 
0.01 1 1.13 2.16 2.15 2.14 
i 229 2.5 1 1 1 1 0.01 10~ 1.14 11.59 11.30 11.21 11.16 11.15 11.14 11.13 11.13 11.21 .11.13 11.13 11.13 11.13 CM 
I 230 2.5 · 1 1 1 1 0.01 100 1.13 1.14 101.59 101.30 101.21 101.16 101.15 101.14 101.13 101.13 101.21 101.13 101.13 101.13 101.13 CM 
[b~f ?2.5 ;_)1. 'A JS. J (: i; JO ,0:01 .. 0:01 Y~.11:27 '."''4/?5 ;.;,,.;~F1SJ i-,,f; f~J B:L l,tli · "Pd\,f7 il'.Yrnn; ,c\'{J;,J! ;;,t)K1• ;:;;,fo\1l ~P)ffZl ;Jjz; HI: /;JJ,14 •.. ? . rfl4 ,; q-cn, :¥'.CBl,t ,i'i,0, 
i 232 2.5 1 1 1 10 0.01 0.1 11.27 4.75 1.69 1.40 1.31 1.26 1.25 1.24 1.23 1.23 1.31 1.23 1.23 1.23 1.23 CBM 
: 233 2.5 1 1 1 10 0.01 1 11.27 4.75 2.59 2.30 221 2.16 2.15 214 2.13 2.13 2.21 2.13 213 2.13 2.13 CBM 
: 234 2.5 1 1 1 10 0.01 10 11.27 4.75 11.59 11.30 11.21 11.16 11.15 11.14 11.13 11.13 11.21 11.13 11.13 11.13 11.13 Cabm 
i 235 2.5 1 1 1 10 0.01 100 11.27 4.75 101.59 101.30 101.21 101.16 101.15 101.14 101.13 101.13 101.21 101.13 101.13 101.13 101.13 Cabm 
!,!fa! ;2;5 '':} /f ,1;i;';\1 \")00 Jl.01 'lUll >'1~71 ;:,12·33 :,,H,·1 .. WJ/a;il :~A{22 :".'Mflf~.l T .. f~-16 ·tr<J:1~ !?,stt( YWT14 ''$(f~l}/J.t14{'4:'.2:f'1' ~~""+l:UU:;+;/;n• ''J;"(:SM'/,''.'; 
f 237 2.5 1 1 1 100 0.01 0.1 112.71 12.33 1.69 1.40 1.31 1.26 1.25 1.24 1.23 1.23 1.31 1.23 1.23 1.23 1.23 CBM 
i 2313 2.5 1 1 1 100 0.01 1 112.71 12.33 2.59 2.30 2.21 2.16 2.15 2.14 2.13 2.13 2.21 2.13 2.13 2.13 2.13 CBM 
i 239 2.5 1 1 1 100 0.01 10 112.71 12.33 11.59 11.30 11.21 11.16 11.15 11.14 11.13 11.13 11.21 11.13 11.13 11.13 11.13 CBM 
! 240 2.5 1 1 1 100 0.01 100 112.71 12.33 101.59 101.30 101.21 101.16 101.15 101.14 101.13 101.13 101.21 101.13 101.13 101.13 101.13 Cabm 
ft241 /t:~ _·;; ;,;t :ffi} ;,lWI : Mt Al:!» A1271Xl . ,3t~ ;,,1nf:ilt11 WJ\3VJ~ffi2l P':7if17 v7,41;;J6 'f-.JU5 t,?'f14 ]% f .14 i,;'fi'i:YI::~ ,-t"'"i:'l\14 x;;nu~ . 0)f14 5J,Jf1~, "'.;-;;·c:aM :.'· ', 
i 242 2.5 1 1 1 1000 0.01 0.1 1127.00 31.06 1.69 1.40 1.31 1.26 1.25 1.24 1.23 1.23 1.31 1.23 1.23 1.23 1.23 CBM 
I 243 2.5 1 1 1 1000 0.01 1 1127.00 31.06 2.59 2.30 2.21 2.16 2.15 2.14 2.13 2.13 2.21 2.13 2.13 2.13 2.13 CBM 
i 244 2.5 1 1. 1 1000 0.01 10 1127.00 31.06 11.59 11.30 11.21 11.16 11.15 11.14 11.13 11.13 11.21 11.13 11.13 11.13 11.13 CBM 
i 245 2.5 1 1 1 1000 0.01 100 1127.00 31.06 101.59 101.30 101.21 101.16 101.15 101.14 101.13 101.13 101.21 101.13 101.13 101.13 101.13 Cabm 
,. "·2i · ,a ,id ;:,,,,J .•. 1cxm ett,t11 , , 1101· .• Jmti:m. ,:78 m •,>;, 1.eo , &Wat ;,&,: ·42 >t;u, ,..<dA6 0)1;r:M!i e; 4,14 ·;,% JJ4 , ·.;H,22 /t,J t~ ;;A\114 ,'$Jl• it+<:~rt, <i.Drcsr,t ~;1,,-, 
247 2.5 1 1 1 10000 0.01 0.1 11270.00 78.03 1.69 1.40 1.31 1.26 1.25 1.24 1.23 1.23 1.31 1.23 1.23 1:23 1.23 CBM 
i 248 2.5 1 1 1 10000 0.01 1 11270.00 78.03 2.59 2.30 2.21 2.16 2.15 2.14 2.13 2.13 2.21 2.13 2.13 2.13 2.13 CBM 
! 249 2.5 1 1 1 10000 0.01 10 11270.00 78.03 11.59 11.30 11.21 11.16 11.15 11.14 11.13 11.13 11.21 11.13 11.13 11.13 11.13 CBM 
i 250 2.5 1 1 1 10000 0.01 100 11270.00 78.03 101.59 101.30 101.21 101.16 101.15 101.14 101.13 101.13 101.21 101.13 101.13 101.13 101.13 Cabm 
U51 ,,2.$ .. ,1 . l -i':'111 \\(10 ,o.o, xn.01 ,\At 2i · d:75 i'l\5dM5 -AA3,02W::>~ ~ c:";tHi!i ~.i'~1HS ·}\elMt :,y ... ;tt'::13 \. ;;u;,:· ·~'.'0,;12:111 :->1iif~ 4?:ttJ lllll 'f<!ilt.11 '%:ef1lill 0)1:tJc.bril .:A 
! 252 2.5 1 1 10 10 0.01 0.1 11.27 4.75 16.04 13.11 12.15 11.74 11.55 11.46 11.42 11.39 12.15 11.:11 11.37 11.37 11.37 Cabm 
i 253 2.5 1 1 . 10 10 0.01 1 11.27 4.75 16.94 14.01 13.05 12.64 12.45 12.36 12.32 12.29 13.05 12.28 12.27 12.27 12.27 Cabm 
i 254 2.5 1 1 10 10 0.01 10 11.27 4.75 25.94 23.01 22.05 21.64 21.45 21.36 21.32 21.29 22.05 21.28 21.27 21.27 21.27 Cabin 
! 255 2.5 · 1 1 10 10 0.01 100 11.27 4.75 115.94 113.01 112.05 111.64 111.45 111.36 111.32 111.29 112.05 111.28 111.27 111.27 111.27 Cabm 
U56 'Jt, ,,1 >J "%MIi fiio1Q.:1 JJ01 '.'Ml J.~SOl:71 ,1~:a3 :,;,;,;;;:15.95 /MP! illr.M11Ji f-.,dWil!i 3i,dH6 \~4lrS7 .V tt~ Yttm P\t2',lll ,1;t.1Atf~ <ifif.21 wul1il3 i11Jifi{02& ik'tat,1\,,,11." 
i 257 2.5 1 1 10 100 O.D1 0.1 112.71 12.33 16.04 13.11 12.15 11.74 11.55 11.46 11.42 11.39 12.15 11.:11 11.37 11.37 11.37 CBM 
! 258 2.5 1 1 10 100 0.01 1 11271 12.33 16.94 14.01 13.05 12.64 12.45 12.36 12.32 12.29 13.05 12.28 12.27 12.27 12.27 CBM 
i 259 2.5 1 1 10 100 0.01 10 112.71 12.33 25.94 23.01 22.05 21.64 21.45 21.36 21.32 21.29 22.05 21.28 21.27 21.27 21.27 Cabm 
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10001 0.011 11 1127.001 31061 16.941 14.011 13.051 12.641 12.451 12.361 12.321 12.291 13.051 12.2131 · 12.271 12.271 12271 CBM 
10001 D.011 101 1127.001 31 OSI 25.941 23.011 22.051 21.641 21451 21.361 21.321 21.291 22.051 21.2131 21.271 21.271 21.271 CBM 
2.51 11 11 101 10001 0.011 1001 1127.001 31061 115.941 113.011 112.051 111.641 111451 111.361 111.321 111.291 112.051 111.2131 111.271 111.271 111271 Cabm 
.• 2 ~I < ff7'1·r•sr1or10:mro r11f ''•o:01nmo.oo, .••. 7!1.D31. ·,,<,;15.95! /J3J}2f)!";W~FcfJf~kY'J.f·ilS[',;'.if'5f37lc 11'$f}?.11.aJf)·J12.nif ':t;c~l·:l!lf0}"Ui~/i'.?tl28f ·;·· .. ) lJ :ief•Y . :C~('.;'·:. 
2.51 11 11 101 100001 0.011 0.1111270.00I 78.031 16.041 13.111 12.151 11.741 11.551 11.461 11.421 11.391 12.151 11.lll 11.371 11.371 11371 CBM 
2.51 1J 11 101 100001 0.011 1111270.00I 78.031 16.941 14.011 13.051 12.641 12451 12.361 12.321 12.291 13.051 12.2131 12.271 12.271 12271 CBM 
2.51 11 11 101 100001 0.011 10111270.00I 78.031 25.941 23.011 22.051 21.641 21.451 21.361 21.321 21.291 22.051 21.281 21.271 21.271 21.271 CBM 
2.51 11 11 101 100001 0.011 100111270.00I 78.031 115.941 113.011 112.051 111.641 111.451 111.361 111.321 111.291 112.051 111.2131 111.271 111.271 111.271 Cabm 
~•ffTIT0J®F:21]:i]IO.Otl•@0.'01j;•H12.z11, 12.33J~;i;]SS.a!Of!;f~$,.l5fi;lf:121};5lb\it1!Mtf£<)J14.52Nt:a1161I 
2.51 11 11 1001 1001 0.011 0.11 112.711 12.331 159.491 130.241 120.591 116.501 114.611 113.701 113.251 113.031 112.921 112.00I 112.611 112.811 112911 Cabm 
2.51 11 11 1001 1001 0.011 11 112.711 12.331 160.391 131.141 121.491 117.401 115.511 114.601 114.151 113.931 113.821 113.761 113.711 113.711 113.711 Cabm 
2.51 11 11 1001 1001 0.011 101 112.711 12.331 169.391 140.141 130.491 1:E.401 124.511 123.601 123.151 122.931 122.821 122.761 122.711 122.711 122.711 Cabm 
100 0.01 · 1001 112.711 12.331 259.391 230.141 220.491 216.401 214.51 I 213.601 213.151 212.931 212.821 212.761 212.71 I 212.711 212.711 Cabm 
i't;!tm ,0.01. !irQ.01:n11~.o: ·.•.!l.01; xmt.o:i1-,atoo1 f\'i••t$..w,fa:~ai.1snt,;l20.$:!l',,;nsi4lbf~l1f~Fr',isl13.atJ,;.,1J~.1$l ;;:,;.112.94l'f.:H2.£!3FRtl1l7tf:,'~l12,12V'Z1J;i,W'?;t1~t2J;\,,·(\¢abnr 
100D 0.01 0.11 1127.00 1 31.061 159.491 130.241 120.591 116.501 114.611 113.701 113.251 113.031 112.921 112.001 112.811 112.811 112.811 Cabm 
1000 0.01 11 1127.00 1 31.061 160.391 131.141 121.491 117.401 115.511 114:601 114.151 113.931 113.821 113.761 113.711 113.711 113.711 Cabm 
1000 0.01 101 1127.001 31061 169.391 140.141 130491 126.401 124.511 123.601 121151 122.931 122.821 122.761 122.711 122.711 122.711 Cabm 
2.5 1 1 100 1000 0.01 100 1127.00 31.061 259.391 230.141 220.491 216.401 214.51 I 213.601 213.151 212.931 212.821 212.761 212.71 I 212.71 I 212.71 I Cabm 
1.5 . .t +l ,.c:z100 ':IOXJO 0.01 .,\0.01 :m10.oo ,.-,.~··01r159:«iIN~:1su;,.120:&1l~Hs.•JlW:114,~[H~!f13.6\Tntvsf~:;, 11l63fsW,112.n1,,~n:2:t1J:';H2.121,;;::11:2.121: :,,,.·cabni:,·;c;.,,. 
2.5 1 1 100 10000 0.01 0.1 11270.IJO ]~Q~ 159.491 130.241 120.591 116.501 114 61 I 113.701 113.251 113.031 112.921 112.00I 112.81 I 112.81 I 112.81 I Cabm 
2.5 1001 10000 0.01 1 11270.00 78.m) 160.391 131.141 121.491 117.401 115.511 114.601 114.151 113.931 113.821 113.761 113.711 113.711 113.711 Cabm 
2.5 1001 10000 0.01 10 11270.00 78.031 169.391 140.141 130.491 1213.401 124.51 I 123.601 123.151 122.931 122.821 122.761 122.71 I 122.71 I 122.711 Cabm 
! 2851 2.51 11 11 1001 10000 0.01 100 11270.00 78.031 259.391 230.141 220.491 216.401 214.511 213.601 213.151 212.931 212.821 212.761 212.711 212.711 212.711 Cabm 
r"•2Elllt.tsl 41 nt•·\11llll 1000 )'(l,(ij !Jtl.01 \1jZ,.OO 
2871 2.51 11 11 10001 1000 0.01 0.1 1127.00 31.061 1594.101 1:!11.101 1205.101 1164.101 1145.101 1136.101 1131.101 1129.101 1128.101 1128.101 1127.101 1127.101 1127.101 Cabm 
2881 2.51 11 11 1000 1000 0.01 1 1127.00 31.061 1595.00I 1302.00I 1206.00I 1165.00I 1146.00I 1137.00I 1132.00I 1130.00I 1129.00I 1129.00I 1120.001 11213.00I 1120.001 Cabm 
; 21391 2.51 11 11 10001 1000 0.01 10 1127.00 31.061 1604.001 1311.001 1215.00I 1174.001 1155001 1146.001 1141.00I 1139.00I 1138.00I 1138.00I 1137.DOI 1137.DOI 1137001 Cabm 
2901 2.51 11 11 10001 1000 0.01 100 1127.00 31.061 1694.00I 1401.00I 1305.00I 1:E4.00I 1245001 1236.00I 1231.00I 1229.00I 1228.00I 1228.00I 1227.DOI 1221.001 1227.DOI Cabm 
¥~t[P12.sp;1J®!fzIOOlJ :,OOXl· i0:01 iKti.01 :'11270.00 .i76:03l:,:?T691:!llt:EJjjf~ui;JW6i'.Otfr1t4G,ou~~;1,1~.oit"m1,01Jx;tt~.oH;,f:l211.01tt',1,20.01hu2M1r:A:121,-.01w n21.011-:,1i-~C~bni:A"i\' 
i 2921 2.51 11 11 10001 10000 0.01 0.1 11270.00 78031 1594.101 1:!11.101 1205101 1164.101 1145101 1136.1011131.101 1129.101 1128.101 1128.101 1127.101 1127.101 1127101 Cabm 
i 2931 251 11 11 10001 10000 0.01 1 11270.00 78031 1595001 1302001 1206001 11ss.001 1146001 1137001 1132001 1130.00I 1129.00I 1129001 1120001 1126.00I 1120001 Cabm 
' 294 2.5 1 1 1000 100JDI 0.011 101112ro.001_7803I 1604.00I 1311.001 121s.001 1174.llll 11ssoo1 1146.00I 1141.001 1139.0lll 1138.ool 1138ml 1137.00I 1137.001 1137.00 Cabm 
295 2.5 1 1 1000 100001 0.011 100111270.00I 78031 1694.00I 1401.00I 1305.DOI 1:E4.00I 1245001 1236.00I 1231.00I 1229.00I 1226.00I 1220.001 1227.00I 1221.001 1221001 Cabm 
f296 i.2.5 ,)'1 \I ')imll' 1am :0;o1 JA:1.01 .'i127'0.ttl '1205D.01 lili40.of ,mro.!l1 ::11:BJ.01 11310.01 ;11200.01 11280.0I ;usi:Oj 11wo.01 cH210J11 11210,01 !1·,;c,ea6rii{X' 
i 297 2.5 1 1 10000 10000 0.01 0.1 11270.00 12050.10 11640.10 11450.10 11:Bl.10 11310.10 11290.10 11280.10 11280.10 11270.10 11270.10 11270.10 Cabm 
298 2.5 1 1 10000 100001 0.011 1111270.00I 78.031 15941.00l13011.00l 12051.00l11641.00l1145100l 11361.00l11311.00l 11291.00l 11281.00l 11281.00l 11271.00l11271.DOl 1127100I Cabm 
299 2.5 1 1 10000 100001 0.011 10111270.00I 78.031 15950.00l13020.00l 12060.00l11Ei!D.OOl11460.00l 11370.00l11320.00l 11300.00l 112ro.OOl 11290.00l 112BD.OOl11280.00I 11280001 Cabm 
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m~1t·;c3.~1·•c-tF ··4J·-•_,,:;1f--··-- :~ 1r1M1.r·Jut11x·11n1>t12!h\"-:1i!!St'u;d•291.t•;,v1:-20t:cYJJliF(>'·-'114(!_::··;.:.1)J3IXJYJ3l'':V7t;J:2H:W12111.<;;,zr12t:rteJ.1_2k-<ttJ2J:t':t-•Ukt·····;ct,1 c·> 
:mJ 3.51 11 11 11 11 0.01J 0.11 1.111 1.121 1.671 1.381 1.291 1.251 1231 1.221 1221 1.211 1291 1.211 1211 1.211 1.211 CM 
l'.131 3.51 11 11 11 11 O.Q1J 11 1.111 1.121 2571 2.281 2.191 2.151 2131 2.121 2.121 2.111 2.191 2.111 2.111 2.111 2111 CM 
ll41 3.51 11 11 11 11 0.011 101 1.111 1.121 11:571 11.281 11.191 11.151 11131 11.121 11.121 11.111 11.191 11.111 11111 11.111 11111 CM 
lJ5 3.5 1 1 1 1 O.Q1 100 1.11 1.12 101.57 101.28 101.19 101.15 101.13 101.12 101.12 101.11 101.19 101.11 101.11 101.11 101.11 CM 
1''\H j:": lb <Ml om }:HAt >~42 ." T :;5·J~·-j;>J,2G•!'.":Jfl6/fy';'J]4)W2¥t~t:?'Jil3 At't,tn·:··::::-l·' '_j:i~!,'.\!J2f:~:·::n2 ·:··\}ji12';!''''H2 
3J71 3.5 11 11 101 0.011 0.11 11.111 3.421 1.671 1.381 1.291 1.251 1.231 1.221 1.221 1.211 1.291 1.211 1211 1.211 1.211 CBM 
Dll 3.5 11 11 101 0.011 11 11.111 3.421 2.571 2.281 2191 2.151 2131 2.121 2.121 2.111 2191 2.111 2111 2.111 2.111 CBM 
ml 3.51 11 11 1 101 0.011 101 11.111 3.421 11.571 11.281 11191 11.151 11.131 11.121 11.121 11.111 11.191 11.111 11111 11.111 11.111 Cabm 
3101 3.51 11 11 1 101 0.011 1001 11.111 3.421 101571 101.281 101191 101.151 101.131 101.121 101.121 101.111 101.191 101.111 101111 101.111 101.111 Cabm 
·100J .• ;0011··._·_,o·q1f··-•cclH'J~t····,616!'.::>1581•··;·71:29pr;;F1'.2Gl};/!f):1s1":··,;114j>t;J;13Lf\J13J;;•31,r:fJ2pt(;T201'::f'.B".ld'2j):,t';?1;12t\2'1'.t2l\\ffH2[7}<C6t.tt''.'. 
3121 3.5 1001 0.011 0.11 111.141 6.761 1.671 1.381 1.291 1.251 1.231 1.221 1.221 1.211 1291 1.211 1211 1.211 1.211 CBM 
313 3.5 1001 0.011 11 111.UI 6.761 2571 2.281 2191 2.151 2131 2.121 2.121 2.111 2.191 2.111 2111 2.111 2111 CBM 
314 3.5 11 11 1001 0.011 101 111.141 6.761 11.571 11.281 11191 11.151 11131 11.121 11.121 11.111 11.191 11.111 11111 11.111 11111 Cabm 
315 3.5 1 1 100 0.01 100 111.14 6.76 101.57 101.28 101.19 101.15 101.13 101.12 101.12 101.11 101.19 101.11 101.11 101.11 Cabm 
:1 :' ':;i ··-··· Jllil J101 :·,o.n1 c:11-11 Ol ::.PW X<'.J :r:r121 •:'J'.f;!ti :_,z·t1~ r"SJH ::'.t:1:13 ·w<e11g v---:''1J2 <:r7rw r;.;c,;12 t:'q,12 CY2n 
3171 3.51 11 11 11 10001 O.D1J 0.11 1111.00I 13.091 1.671 1.381 1291 1.251 1231 1.221 1.221 1.211 1.291 1.211 1211 1.211 1.211 CBM 
3181 3.51 11 11 11 10001 0.011 11 1111.001 13.091 2.571 2.281 2.191 2.151 2.131 2.121 2.121 2.111 2.191 2.111 2111 2.111 2.111 CBM 
3191 3.51 11 11 11 10001 0.011 101 1111.00I 13.091 11.571 11.281 11.191 11.151 11.131 11.121 11121 11.111 11.191 11.111 11.111 11.111 11.111 CBM 
! 3201 3.51 11 11 11 10001 0011 1001 1111.00I 13.091 101.571 101.281 101191 101.151 101.131 101.121 101.121 101.111 101191 101.111 101111 101.111 101111 Cabm 
t·s~,--.; •,35j •Y,tf'.· 1 , ••. "''; lV!fCDlli'\Mlf?ti,Oi['}l fl(U)lf;2S,271•'·· src;.·J:581it.1¥li!H?''l~l·•·:'')('tt$1.'Af:;\J14('\'j}1'l3ktxt }13l?''"T},!2l.'f'.'0;'l.!J[;:r::t12v·•2T12t,T'W1l!!':\".'SJ:t2!;i.;'C.~!3M··•<t·' 
3221 3.51 11 11 11 100001 O.Q1J 0.1111110.00I 25.271 1.671 1.381 1291 1.251 1.231 1.221 1221 1.211 1.291 1.211 1.211 1.211 1211 CBM 
3231 3.51 11 11 11 100001 0.011 1111110.00I 25.271 2.571 2.281 2.191 2.151 2.131 2.121 2.121 2.111 2191 2.111 2.111 2.111 2111 CBM 
3241 3.51 11 11 11 100001 0.011 10111110.00J 25.271 11.571 11.281 11.191 11.151 11.131 11.121 11.121 11.111 11.191 11.111 11.111 11.111 11.111 CBM 
325 3.5 1 1 1 10000 O.Q1 100 11110.00 25.27 101.57 101.28 101.19 101.15 101.13 101.12 101.12 101.11 101.19" 101.11 101.11 101.11 101.11 Cabm 
reaas X3.!i YJ / ,1 ;e;;,o >;:10 H(t;01 '50.01. >'.HJ.I ,,u2 .. ;{1~73 x:;z1t84 'i"UB9 ,!;'"\tf.19:;ctl:E ,f'.}cft11 Y2lUt 1FNlJ5 \':)ltl9 '''7tjJ3 ,::;'.!MJ3 "~\H)1'2 
3271 3.51 11 11 101 101 0.011 0.11 11.111 3.421 15021 12.931 11.9B1 11.581 11.391 11.3JJ 11.261 11.241 11.981 11.221 11.221 11.211 11.211 Cabm 
3331 3.51 11 11 101 101 0.011 11 11.111 3.421 16721 13.831 12.881 12.'181 12291 12.JJJ 12161 12.141 12881 12.121 12121 12.111 12111 Cabm 
3291 3.51 11 11 101 101 0.011 101 11.111 3.421 25721 22.B31 21.BBI 21.'181 21.291 21.JJI 21.161 21.141 21.BSI 21.121 21121 21.111 21.111 Cabm 
330 3.5 1 1 10 10 O.D1 100 11.11 3.42 115.72 112.83 111.BB 111.'18 111.29 111.JJ 111.16 111.14 111.B8 111.12 111.12 111.11 111.11 Cabm 
~{i;~I if(Jl.~ i{l i:C,1 ,;;, 110 ,;;..I'{fOO S o:or it((bt :zm1m /.6.76 \{HS,?$·.• g,!f2.8' )tl;!i;t,:B9 ;';;;~;lU9' ,:xlUiW .is\\'?\tf1'2i !\1~-ilM1 !ii(·)j1'A.5 /;S\ifll!~ ?s}tiltl'l t1rfl41:J,l9 /jt)t\tl':1l ;.~~{ft12 
3321 3.51 11 11 101 1001 0.011 0.11 111.141 6.761 15B2I 12.931 11.9B1 11.581 11.391 11.3JI 11261 11.241 11.981 11.221 11.221 11.211 11.211 Cabm 
3331 3.51 11 11 101 1001 0.011 11 111.141 6.761 16.721 13.831 12.BBI 12.'181 12291 12.JJI 12.161 12.141 12BB1 12.121 12.121 12.111 12.111 Cabm 
3341 3.51 11 11 101 1001 0.01 I 101 111.141 6.761 25.721 22.831 21 BBi 21.'181 21.291 21.201 21. 161 21. 141 21.BBI 21. 121 21. 121 21.11 I 21. 11 I Cabm 















CM I ABM Tcondltlon-Bued Maintenance -- ---- ·· - ----- ··· ·--- ·--- ··------------
I E Kl Ill ii I I I Ecunomlcally 
! I ~~a!~ a~~~!=!! ~I~'~' ~I JI II 1 ~::.rr;; C C C C a a a 
~[Jl.5L.A:j.;;/lfi/-,?,1Dk5,11D)kQ.01k·om)4;itt1tOOhJ3.D31,h'15r13kWlUl[l~~Js[Edl;llfi\\lt~Jw;/J:1$I$'Jl4l])l\%U:99[Jlh:dM3,jt1tHU3l-t',;;J .. M2k;<iMW<4\;@m>,,"-
3371 3.51 11 11 101 1!Dll 0.011 0.11 1111.00I 13.llll 15.B2I 12.931 11.931 11.581 11.391 11.301 11.261 11.241 11.981 11.221 11.221 11.211 11.211 CBM 
Jlll 3.51 11 11 101 UIJDI 0.011 11 1111.CDI 13.00I 16._m 13.831 12.881 12.481 12.291 12.201 12.161 12.141 12881 12.121 12.121 12.111 12.111 CBM 
339 3.51 1 10 1!Jl(ll 0.01 101 1111.001 13.llll 25.721 22.831 21.881 21.481 21.291 21.201 21.161 21.141 21.881 21.121 21.121 21.111 21.111 Cabm 
1 340 3.5 1 1 10 um 0.01 100 1111.00 13.lll 115.72 112.83 111.88 111.48 .111.29 111.20 111.16 111.14 111.ea 111.12 111.12 111.11 111.11 cabm 
;~:)JU ?;:ii/3.5 c/'.A !i/i/,:f J}MQ ;,;\\jlmJ ?,'O;Qi :;'l,;IUl:_1 ·;;ru10..oo ,:1!J-Z, ;l:.(:::"'1.15.r.; ':'}-Ji,12i$( Ht'i-1'.t$1$f~ZUi49 :,~ti.;tt:! t;f:,,n~t ~i,,iiffi11 i;,~¥~\ffi ~~;m .i{?.l1kl3 •/.t?lM<Ja },t.,.tt::f2 :q;,1'\tf1J2 '.;\1,;}'\caM'!~li< 
1 3A:! 3.5 1 1 10 10000 0.01 0.1 11110.00 25.'11 15.a:; 1293 11.!ill 11.58 11.39 11.30 11.26 11.24 11.98 11.22 11.22 11.21 11.21 CBM 
343 3.5 1 1 10 10000 0.01 1 11110.00 25.'11 16.72 13.03 12.88 12.48 12.29 12.20 12.16 12.14 12.88 12.12 12.12 12.11 12.11 CBM 
3441 3.51 11 11 101 10!DJI 0.011 10111110.00I 25.'111 25.721 22.B3I 21.881 21.481 21291 21.201 21.161 21.141 21B8I 21.121 21121 21.111 21.111 CBM 
3451 3.51 11 11 101 100001 0.011 100111110.00I 25,:UI 115.721 112.831 111.881 111.481 111.291 111.201 111.161 111.141 111.881 111.121 111.121 111.111 111.111 Cabm 
t~f~).348 
347 Cabm 
3481 3.51 11 11 1001 1001 0.011 11 111.141 6161 158.181 129.341 119.B2I ·-115.791 113.921- 113.021 112.581 112.361 112.251 112.201 112.151 112.141 112.141 Cabm 
3491 3.51 11 11 1001 1001 0.011 101 111.141 6.7EI 167.181 138.341 128.821 124.791 122.921 122.021 121.581 121.361 121.251 121.201 121.151 121.141 121.141 Cabm 
3!ill 3.51 11 11 1001 1001 0.011 1001 111.141 6.761 257.181 228.341 218.821 214.791 212.921 212.021 211.581 211.361 211.251 211.201 211.151 211.141 211.141 Cabm 
!i.'4\.351 \15 .- J ,; 1 !(100 i JOD _ 0:01-<ll,01 WfHfiJ: ,,13111 :S:15719 }&121135 .%:111!l3 ,J\UHl >t'1t2Ja~ /112}.13 \:tfHi9 '.~i1tU7 '\,UUI f!1tf~l :,''.1Hil6 ,t, Jtl.15 ,i0Ul1!1 \::a- l:atim,:p, 
-
I 352 3.5 1 1 100 1!Dl 0.01 0.1 1111.0C 13.l!l 157.2B 128.44 118.92 114.89 113.02 112.12 111.68 111.46 111.35 111.30 111.25 111.24 111.24 Cabm 
.,I::,. I 353 3.5 1 1 100 1000 0.01 1 1111.00 13.lll 158.18 129.34 119.B2 115.79 113.92 113.02 112.58 112.36 112.25 112.20 112.16 112.14 112.14 Cabm 
-
354 3.5 1 1 100 1000 0.01 10 1111.00 13.lll 167.18 136.34 12B.B2 124.79 122.92 122.02 · 121.58 121.36 121.25 121.20 121.15 121.14 121.14 Cabm 
I 355 3.5 1 1 100 1!1Xl 0.01 100 1111.00 13.lll 257.18 226.34 218.82 214.79 212.92 212.02 211.58 211.36 211.25 211.20 211.15 211.14 211.14 Cabm 
t'j:;.- ;. .u ):1 \:,\'r _,,Jtil i:Jaill ,um Jo:01 iu1n1I -2S.21 » 1sue ;;11:za.31 ;,rn~ e:!, %tt•:& Lm:$! ~q12aa :AtJ:;$ , 1un1 fl11·211 vm21. .i~ .. t11,.,6Md1i,15 .,,<11t1s ,Wt~&Mi}Ai 
i 357 3.5 1 1 100 10CIXl 0.01 0.1 11110.00 25.'11 157.2B 12B.44 118.92 114.89 113.02 112.12 · 111.68 111.46 111.35 111.30 111.25 111.24 111.24 Cabm 
358 3.5 1 1 100 10000 0.01 1 11110.00 25.'11 158.18 129.34 119.82 115.79 113.92 113.02 112.58 112.36 112.25 112.20 112.15 112.14 112.14 Cabm 
3591 3.51 11 11 1001 10CIXll 0.011 10111110.00I 25.'111 167181 138341 12BB2I 124.791 122.921 122021 121.581 121.361 121.251 121201 121.151 121.141 121.141 Cabm 
3801 3.51 11 11 1001 10CIXll 0.011 100111110.~ 257.181 228.341 2l8.B2I 214.791 212.921 212.021 211.581 211.361 211.251 211.201 211.151 211.141 211.141 Cabm 
3631 asl 11 11 10001 10001 0.011 11 1111.00I 13.llll 1573.00I 12B4.00I 1189.00I 1149.00I 1130.00I 1121.001 1111.001 111s.001 1114.00I 1113.00I 1112.001 1112001 1112.001 cabm 
3641 3.51 11 11 10001 10001 0.011 101 1111.001 13.llll 1582.00I 1293.00I 1198.00I 1158.00I 1139001 113lOOI 11:lfl.OOI 1124.00I 1123.00I 1122.001 1121.001 1121.001 1121.001 Cabm 
3861 3.51 11 11 10001 10001 0.011 1001 1111.~ 1672.00I 1383.00I 12BB.OOI 1246.00I 1229.00I 1220.001 121s.001 1214.00I 1213.00I 1212.001 1211.001 1211.001 1211.001 Cabm 
~.!%366 i(t::!3.5 \'.1l ,;frJ {'.:lliil )i:umi \Q.(I 
i 367 3.5 1 1 1000 10000 0.01 
368 3.5 1 1 1000 10!Dl 0.01 
3691 3.51 11 11 10001 100001 0.011 1Dl 11110.00L25,211 1582.00I 1293.00I 1198.00I 1158.00I 1139.00I 1130.00I 11:lfl.OOI 1124.00I 1123.00I 1122.00I 1121.001 1121.001 1121.001 Cabm 
3701 3.51 11 11 10001 100001 0.011 100111110.~ 1672.00I 1383.00I 12BB.OOI 1248.00I 1229.00I 1220.00I 1216.00I 1214.00I 1213.00I 1212.00I 1211.00I 121t,OOI 1211.00I Cabm 
3731 3.51 11 11100001 100001 0.011 1111110.00I 25.'11l 15721.00l 12B31.00l 11BB1.00l 11481.00l 11291.00l 11201.00l 11161.00l 11141.00l 11131.00l 11121.00l 11111.00l 11111.00l 11111.00I Cabm 
3741 3.51 11 11100001 100001 0.011 10111110.00I 25.'11l 15730.00l 12B40.00l 11B~J.OOl 11490.00l 11300.00l 11210.00l 11170.00l 111!il.OOl 11140.00l 11130.00l 11120.00l 11120.00l 11120.00I Cabm 







a Er ~ p.. 
-~ 
CM ABM · 1conclllton-B11edMllntenance 
I I Ecanamlcally Preferrad 
! E It Stndegy 
~ d ~ J 
· ;Jifi~t :<~Wf.i:fii~t :f~.tl. 
1 1 1 0.01 
3781 4.51 11 11 11 11 0.011 11 1.1.0I 1.111 2.551 2.271 2.171 2.131 · 2.111 2.101 2.101 2.101 2.171 2.101 2.101 2.101 2.101 CM 
3791 4.51 11 11 11 11 0.011 101 1.101 1.111 11.551 11.271 11.171 11.131 11.111 11.101 11.101 11.101 11.171 11.101 11.101 11.101 11.101 CM 
1 1 1 0.01 100 1.10 101.10 101.10 CM 
3831 4.51 11 11 11 101 0.011 11 10.961 2.771 2.551 2.271 2.171 2.131 2.111 2.101 2.101 2.101 2.171 2.101 2.101 2.101 2.101 CBM 
3841 4.51 11 11 11 101 0.011 101 10.961 2.771 11.551 11.271 11.171 11.131 11.111 11.101 11.101 11.101 11.171 11.101 11.101 11.101 11.101 Cabm 
3851 4.51 11 11 11 101 0.011 1001 10.961 2.771 101.551 101.271 101.171 101.131 101.111 101.101 101.101 101.101 101.171 101.101 101.101 101.101 101.101 Cabm 
3881 JSI 11 11 11 1001 0.011 11 109.!iBI 4.72L 2.~ 2.271 2.171 2.131 2.111 2.101 2.101 2.101 2.171 2.101 2.101 2.101 2.101 CBM 
3891 4.51 11 11 11 1001 0.011 101 11!1.!iBI 4.721 11.551 11.271 11.171 11.131 11.111 11.101 11.101 11.101 11.171 11.101 11.101 11.101 11.101 Cabm 
DJI 4.51 11 11 11 1001 0.011 1001 11!1.!iBI 4.721 101.551 101.271 101.171 101.131 101.111 101101 101.101 101.101 101.171 101.101 101.101 101.101 101.101 Cabm 
i 394 4.5 1 1 1 1000 0.01 10 10!36.00 7.!ll 11.55 11.27 11.17 11.13 11.11 11.10 11.10 11.10 11:17 11.10 11.10 11.10 11.10 Cabm 
I 395 4.5 1 1 1 1000 0.01 100 1096.00 7.!ll 101.55 101.27 101.17 101.13 101.11 101.10 101.10 101.10 101.17 101.10 101.10 101.10 101.10 Cabm 
w,&$11 %1:$ :z,{1 :'i\J' M {:t :';. ,11XXD <\'0:lll ,iil);Qt ,11$![00 'A3J5 ,:a,, "" ·.>.:lift~ ':Jitt,Mfl :1'lt2&M4 )i,QW);J~ ·®'.JSt1l ·:rifW~ill ,.:.'4e{J,It. ]hlfl.18 '•iit'1d! b::')(Uj /AJ1, ,s'Y J.U >)CBM:0/ 
'3'if1 4.5 1 1 1 10000 0.01 0.1 10!360.00 13.15 1.65 1.37 1.27 1.23 1.21 1.20 1.20 1.20 1.27 1.20 1.20 1.20 1.20 CBM 
3981 4.51 11 11 11 100001 0.011 11 10960.00I 13.151 2.55J 2.271 2.171 2.131 2.111 2.101 2.101 2.101 2.171 2.101 2.101 2.101 2.101 CBM 
3991 4.51 11 11 11 100001 0.011 101 1D960.00L_J3.15I_ 11.551 11.271 11.171 11.131 11.111 11.101 11.101 11.101 11.171 11.101 11.101 11.101 11.101 CBM 
101.10 101.10 101.10 101.10 101.10 Cabm 
· \i1 {£~tiiii1fl.\'.t 
11.10 11.Cli 11.00 11.00 11.00 Cabm 
4031 4.51 11 11 101 101 0.011 11 10.961 2.771 16.501 13.651 12.721 12.321 12.131 12.051 12.001 11.!381 12.721 11.961 11.961 11.961 11.961 Cabm 
4041 4.51 11 11 101 101 0.011 101 10.961 2.771 25.501 22.651 21.721 21.321 21.131 21.051 21.00I 20.961 21.721 20.961 20.961 20.961 20.961 Cabm 
4051 4.51 11 11 101 101 0.011 1001 10.961 2.nl 115.501 112.651 111.721 111.321 111.131 111.051 111.001 110.981 111.721 110.961 110.961 110.961 110.961 Cabm 
1 1 10 11.Cli 11.00 11.Cli 11.00 Cabm 
411!1 4.51 11 11 101 1001 0.011 11 11!1.!iBI 4.721 16.501 13.651 12.721 12.321 12.131 12.051 12.00I 11.981 12.721 11.961 11.961 11.961 11.961 Cabm 
4091 4.51 11 11 101 1001 Q.D1L_!OI__JCJ9~l_.!lll 25.501 22.651 21.721 21.321 21.131 21.051 21.00I 20.!3BI 21.721 20.!l61 20.961 20.961 20.961 Cabm 




















CM I ABM I Condition.Sued Maintenance 





413 4.5 - 1 1 10 1000 0.01 1 1096.DD 7.BB 16.50 13.65 12.72 12.32 12.13 12.05 12.00 11.96 12.72 11.96 11.96 11.96 11.96 Cabm 
414 4.5 1 1 1D 1tm O.D1 1D 1096.DD 7.ea 25.50 22.65 21.72 21.32 21.13 21.05 21.DD :.11.!II 21.72 :.11.96 :.11.96 211.96 20.96 Cabm 
! 415 4.5 1 1 10 1DDD 0.01 .100 1096.00"""""7.ea 115.50 112.65 111.72 111.32 111.13 111.05 111.DD 110.!II 111.72 110.96 110.96 110.96 110.96 Cabm 
~@AH ,:i-:},S ':Z<i:If iif,1 'Jf}IO /if,itDDDD \it10.Q1 :B0.01 ' »m.OI JHJ,1! ,t,.,:1U1 ;;,_}.M_a.16 Jii;?JlU3 #.,'MJ:$ :1:(llF,i1;:t~ {~ft.(11 'r\®';~'t'.'01 ~~111,!ii! ':Milhm ;f£&i!;!Q;97 .;i?i\]}11U!7 ~,,H¢9'11 !:'ii/k'fll:91 Yk~~Cf!M{~1 
i 417 4.5 1 1 10 1DDD0 0.01 0.1 10960.00 13.15 15.60 12.75 11.82 11.42 11.23 11.15 11.10 11.lll 11.82 11.06 11.06 11.06 11.06 CBM 
! 418 4.5 1 1 10 1DDDD 0.01 1 1096D.OO 13.15 16.50 13.lili 12.72 12.32 12.13 12.05 12.00 11.98 12.72 11.96 11.96 11.96 11.96 CBM 
i 419 4.5 1 1 10 1DDDD 0.01 10 10960.DD 13.15 25.50 22.65 21.72 21.32 21.13 21.05 21.00 :.11.98 21.72 20.96 20.96 20.96 :!l.96 Cabm 
; 420 4.5 1 1 10 1DDDD OD1 100 10960.DD 13.15 115.50 112.65 111.72 111.32 111.13 111.05 - 111.00 110.98 111.72 110.96 110.96 110.96 110.96 Cabm 
.,.;:_~ :l$ ,_ .J -:,.,,1). ·100 > :Joo,:<'o'.01 ',b:01 ·.;.: 1D9!ill .,qr. .;..JsOeirF,.54 .0:klfttli\/tl3lB ,<J\$1f34 i.\tlO:~ -.:.,111102 ,;,,1ont w1oa11i \;;1Cl!ll4 :··,mm ;fil:$5!1 z<11»!!i "!,'\til6m<,: 
422 4.5 1 1 100 100 0.01 0.1 109.58 4.72 155.07 126.63 117.25 113.27 111.43 110.55 110.11 1111.~ 109.79 109.73 109.69 109.611 109.66 Cabm 
i 423 4.5 1 1 100 100 0.01 1 109.5B 4.72 155.97 127.53 11B.15 114.17 112.33 111.45 111.01 110.BO 110.69 110.63 110.59 110.58 110.58 Cabm 
! 424 4.5 1 1 100 100 0.01 10 109_.58 4.72 164.97 1:li.53 127.15 123.17 121.33 120.45 120.01 119.BO 119.69 119.63 119.59 119.58 119.58 Cabm 
! 425 4.5 1 1 100 100 0.01 100 109.5B 4.72 254.97 - 2m.53 217.15 213.17 211.33 210.45 21001 209.BO D.69 209.63 :.119.59 209.511 :.119.58 Cabm 
bnG : JS 0 "'1 .0J >dOO SAIDI <o.Q1 >O'J)_I p,109600 1 :.,,7.ea iJ$t.$8 _Ct<l128.5' ->111.',16 ·,;'.':-03.ie '.\iff~ '_%t1QA6 :; JW,02 ;,ACM! :~i>Jl$.7tl fl'.~.64 -Mili19flll .• }~!i!l -:c'Jil9.~ .. x.:ezin>.( :, 
i 427 4.5 1 1 100 1000 0.01 0.1 1096.00 7.BB 155.07 126.63 117.25 11127 111.43 110.55 110.11 1111.00 1111.79 109.73 1111.69 109.68 109.SB Cabm 
1 428 4.5 1 1 100 1000 0.01 1 1096.DO 7.BB 155.97 127.53 118.15 114.17 112.33 111.45 111.01 11Ul 110.69 110.63 110.59 110.!ill 110.58 Cabm. 
I 429 4.5 1 1 100 1000 0.01 10 1096.00 7.88 164.97 136.53 127.15 123.17 121.33 1:!l.45 120.01 119.BO 119.69 119.63 119.59 119.511 119.58 Cabm 
: 430 4.5 1 1 100 1000 0.01 100 1096.00 7.0B 254.97 226.53 217.15 213.17 211.33 210.45 210.01 209.BO 209.69 209.63 D.59 209.58 209.58 Cabm 
~\L"l'I .. /';;[5 :J{1 J{t }!11X1 ;:;,r1imi tlUH cifcO.Df XiOSliltll :i13.15 tm!i4;!1 -;,i412U4 -~nt-aG 'i.'if,J~l;l13 ii".}!l1::3l :t;1t;-f11t.:fi ,'Fit10;il2 :;.r;:1aUl1 ltltd09:10 ,~109.tM §;'<li,109:ilO \%·'.1~5!J :J~-jO!Ui!i i\~Cilli_iii'.'ft., 
432 4.5 1 1 100 1DDDD 0.01 0.1 10960.00 13.15 155.07 126.63 117.25 113.27 111.43 110.55 110.11 1111.00 109.79 109.73 109.69 109.611 109.68 Cabm 
! 433 4.5 1 1 100 1DDDD 0.01 1 10960.00 13.15 155.97 127.53 11B.15 114.17 112.33 111.45 111.01 110.BO 110.69 110.63 110.59 110.58 110.58 Cabm 
! 434 4.5 1 1 100 10DDD 0.01 10 10960.00 13.15 164.97 1:li.53 127.15 123.17 121.33 1:!l.45 - 120.01 119.BO 119.69 119.63 119.59 119.511 119.59 Cabm 
; 435 4.5 1 1 100 11ml li.D1 100 .10960.DD 13.15 254.97 m.53 217.15 213.17 211.33 210.45 210.01 209.BO 2D9.69 209.63 2D9.59 2D9.511 D.58 Cabm 
i'N:G ·_· __ 4s ··r1 .• ·1: _JDDD ,: .. _·1000 · ·_o:01 ,t1,!lt.'''.JQ91!o: ,,,,1.ee _ J5!ilot ·n•.tt1 JfN,O!· :·11~.ot ··-. ·1113·or '\:11(J{Ot ·:1100>01 :'·,.tmll.U1 ':;'tW:01 c>:t-.or ~:.:i-:o1.ed0960! ,,;:iso1 ·>s:c-~< · 
i 437 4.5 1 1 1DDD. 1000 0.01 0.1 1096.00 7.88 1550.10 1265.10 1171.10 1132.10 1113_.10 1104.10 1100.10 1098.10 1097.10 1096.10 1096.10 1096.10 1096.10 Cabm 
i 43B 4.5 1 1 1DDD 1000 0.01 1 1096.00 7.BB 1551.00 1266.00 1172.00 1133.00 1114.00 1105.00 1101.00 1099.00 1098.00 1097.00 1097.00 1097.00 1097.00 Cabm 
i 439 4.5 1 1 1DDD 1000 0.01 10 1096.00 7.BB 1560.00 1275.00 1181.DD 1142.00 1123.00 1114.00 1110.00 1100.00 1107.00 1106.00 1106.00 1106.00 1106.00 Cabm 
' 440 4.5 1 1 1DDD 1000 0.01 100 1096.DC 7.BB 1650.00 1365.00 1271.00 1232.00 1213.00 1204.00 1200.00 1198.00 1197.00 1196.00 1196.00 1196.00 1196.00 Cabm 
,t{Jc:441 1,ts '~.'!:~1 W?l1i ]-ilXll '!J:1(® f~:0:01 './;tlffl ~?,'.ftlililD:11 j,,13;11 416.50:ot !iJ2!l5:0f' '{:117:i.0Hi'i11a2.lll ~!;fnt.3Jll J,;Ui)U)i ,i,Olll;O'f_ (7;'.:,mE,l)ft;,i"1~iO'( #,\1096lli \\~JD96'.01 \;\"1mi;j)f ,t'.Jl$llj li)ii:Miii:'§.i( 
i 442 •. 5 1 1 1DDD 1DDDO 0.01 0.1 10960.00 13.15 1550.10 1265.10 1171.10 1132.10 1113.10 1104.10 1100.10 1D9B.10 1097.10 1096.10 1098.10 1098.10 1098.10 Cabm 
! 443 •. 5 1 1 1DDD 1DDOD 0.01 1 10960.00 13.15 1551.00 1266.00 1172.DD 1133.00 1.114.00 1105.00 1101.00 1099.00 109B.OO 1097.00 1097.00 1097.00 1097.00 Cabm 
i 444 4.5 1 1 1DDD 10000 0.01 10 10960.00 13.15 1560.00 1275.00 11B1.00 1142.00 1123.00 1114.00 1110.00 1100.00 1107.00 1106.00 1106.00 1106.00 1106.00 Cabm 
I 445 4.5 1 1 1DDD 10000 0.01 100 10960.00 13.15 1650.00 1Ji5.00 1271.DD 1232.00 1213.00 1204.00 1200.00 1198.00 1197.00 1196.00 1196.00 1196.00 1196.00 Cabm 
~1:i;t.~ t,.1 t\4 >J:.fi Jlim ~fionl F0,111 :;,om \Ji-.., Ha:1! ·i!iii!XI.Qt ;:;,1:a:;a;t.tll .J11,1t1.ll.t 413'JUJi: m.1:no.1 :atiD«l:01 mimui, )1iilnm /.11!1();oi tillllU:lil J1il!Bl.01 ;,~1m1.u.1 ;:1~,111 ~iifiitabm/,;f;;; 
: 447 4.5 1 1 10DDD 1DDllO 0.01 0.1 10960.00 13.15 15500.10 126&!.10 11710.10 11320.10 11130.10 11!M0.10 11000.10 11911.10 10970.10 10960.10 10960.10 11JJS0.10 10960.10 Cabm 
' 449 4.5 1 1 10000 1DDDD 0.01 1 10960.00 13.15 15501.00 12651.00 11711.00 11321.00 11131.00 11041.00 11001.00 10981.00 10971.00 10961.00 10961.00 10961.00 10981.00 Cabm 
449 4.5 1 1 1DDDD 1DDDD 0.01 10 1096D.OO 13.15 15510.00 126Sl.00 11720.00 11:m.oo 11140.00 11050.00 11010.00 10990.00 10980.DD 10970.00 10970.00 10970.00 10970.00 Cabm 












CM IABM !Condition-Based Maintenance 
ttl ttl ~ I 
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'I- Ill I.I U I.I '-' 0 I.I co co co co Cl Cl co co co Cl co Cl co 
[!~1 :5,5 /110,J •··fT,;J •~·:, •0.01. >0,01 &}1. 0}U~ i'/ic'lr1$4 fr¥t4i26 @Ji; •1;,l7 i}?fii;J:09 .Jg'.i.t);l.\1!1., :\JOO ,tt..li£,;f 
452 5.5 1 I 1 1 0,01 0,1 1.00 1.00 1.63 1,35 1.26 1.22 1.19 1.19 1.26 1.18 1.18 1.18 1.18 CM 
4531 5.51 11 11 11 II 0011 11 1.001 1.001 2531 2251 2.161 2121 2.101 2.091 2.!!ll 2091 2.161 2.081 2.081 2.081 2.081 CM 
4541 5.5) 11 11 11 11 0011 101 1.001 1.!!lJ 11.531 11251 11.161 11.121 11.101 11.091 11.00I 11.091 11.161 11.081 11.08) 11.081 11.081 CM 
i 455 5.5 1 1 1 1 0.01 100 1.00 1.00 101.53 101.25 101.16 101.12 101.09 101.00 101.09 CM 
~·;~ {5.5 <l •A d {t{\'10 ,(ll.01 L0.01 •;c •. 10.83 )i: < ,;,;154 ::il:26 }tf't'tJi JtFl'i,13 ?%:!,s:,l:10 \i\YiWJO /;2~:/t;1ll A;{tllM • 
457 5.5 1 1 1 10 0.01 0.1 10.63 2.40 1.63 1.35 1.26 1.22 1.19 1.19 1.19 CBM 
458 5.5 1 1 1 10 0.01 1 10.83 2.40 2.53 2.25 2.16 212 2.10 2.09 2.00 2.09 2.16 2.08 2.08 2.08 2.08 CBM 
• 459 5.5 1 1 1 10 O.D1 10 10.63 2.40 11.53 11.25 11.16 11.12 11.10 11.09 11.00 11.09 11.16 11.08 11.08 11.08 11.08 Cabm 
' 460 5.5 1 1 1 10 0.01 100 10.63 2.40 101.53 101:25 101.16 101.12 101.10 101.09 101.00 101.09 101.16 101.08 101.0B 101.08 101.08 Cabm 
r~, •.. 5.5 .pJ.1;;;~1 '''. .,, ) 100 Y 001 <Mt .. lll!.32 •. "3.71 ,;:;.154 .· C'1.11l '.V'J}7 t-,::·11~ .''Pi\Ul ;t,,f,'iMO \f1Q :;" JV\flO /..'P:1J1 ;:;>J11$ J.f\c},091 i2/i'•'Hl! :>:;; JOO \;} CBt,n) 
i 462 5.5 1 1 1 100 0,01 0.1 100.32 3.71 1.63 1.35 1.26 1.22 1.20 1.19 1.19 1.19 1.26 1.18 1.18 1.18 1.18 CBM 
i 463 5.5 1 1 1 100 0.01 1 100.32 3.71 2.53 2.25 2.16 2.12 2.10 2.09 2.00 209 2.16 2.08 2.08 2.08 2.08 CBM 
: 464 5.5 1 1 1 100 0.01 10 100.32 3.71 11.53 11.25 11.16 11.12 11.10 11.09 11.00 11.09 11.16 11.08 11.08 11.08 11.08 Cabm 
i 465 5.5 1 1 1 100 0.01 100 100.32 3.71 101.53 101.25 101.16 101.12 101.10 101.09 101.00 101.09 101.16 101.08 101.08 101.08 101.08 Cabm 
r a •s.!i '~ e, +q 1000 ·001 roo1 ;•11l!3oo 0564 ) .1,!ii < ·;'J".26 \~ ;tfi7 ',7·x1a ;,•c;:r.n \'.,,7:.t1Q J,:,f;l.·10 ;~::::x10 \t'Y"1;:lt ·· r<t,{19 ·t-.:Ylll9 
4671 5.51 11 11 11 10001 0.011 0.11 1063.001 5.641 1.631 1.351 1.261 1.221 1.201 1.191 1.191 1.191 1.261 1.181 1.181 1.181 1.181 CBM 
' 468 5.5 1 1 1 1000 001 1 1063.00 5.64 2.53 2.25 2.16 2.12 2.10 2.09 2.00 2.09 2.16 2.08 2.08 2.00 2.08 CBM 
: 469 5.5 1 1 1 1Clll O.DI 10 1063.00 5.64 11.53 11.25 11.16 1112 11.10 11.09 11.00 11.09 11.16 11.08 11.08 11.08 11.08 Cabm 
i 470 5.5 1 1 1 1000 O.DI 100 1063.00 5.64 101.53 101.25 101.16 101.12 101.10 101.09 101.00 101.09 101.16 101.08 101.08 101.08 101.08 Cabm 
t;':41125.5 cJ >J ; ' ,:1 f1(0ll <Mt 1'0.01 lllm.(Q :.UT .\: rt64 rn; 4'.26 -••' fr{1;11, i;ft'f:J;j3 ;f,'Jf'.itAJ X/,iJc;;+t.(10 .ft?,:Uc 'vJiiN/UO (;i;,\{Ml .,. ,., <•)l{J.\'.t09 C/J:iiti1.09; ~;{siCBtl;J':f 
472 5.5 1 1 1 10000 0.01 0.1 10830.00 8.57 1.63 1.35 1.26 1.22 1.20 1.19 1.19 1.19 1.26 1.18 1.18 1.18 1.18 CBt.1 
4731 5.51 11 11 11 100001 0011 11 10830.00I 8.571 2.531 2251 2.161 2.121 2.101 2091 2.001 2.091 2.161 2.081 2.081 2.081 2.081 CBM 
4741 5.51 11 11 11 100001 0011 101 10831001 B.571 11.531 11251 11.161 11121 11.101 11091 11.Clll 11091 11.161 11.0BI 11.0BI 11081 11.081 Cabm 
4751 5.51 1l ll 11 100001 0.011 1001 10830.00 8.57 101.53 101.25 101.16 101.12 101.10 101.09 101.00 101.09 101.16 101.08 101.08 101.08 101.08 Cabm 
•LA761Jl5L;tl {Hi IOI ';(;, itOI \ll.O.fl':MU)}>J0.93 .· auo 'of!H!i.33 ;;,;,{; i:1:52 ..f,Jf1l$ 'ti:riuo ,:/if{11'!l2 f 0'.rl0.!13 \RW0.1¥1 • " i';;'i:'\10.55 t'{;:lil'O."!M ii'!ii'.i'.10.S., )}i1{c11);!14 ?,i:i•).·¢abij\ ,):;8 
10.63 2.40 15.42 12.61 11.68 11.29 11.11 11.02 10.97 10.95 11.68 10.94 10.93 10.93 10.93 Cabm 
10.63 2.40 16.32 13.51 12.58 12.19 12.01 11.92 11.87 11.85 · 12.58 11.84 11.83 11.83 11.83 Cabm 
10.83 2.40 25.32 22.51 21.58 21. 19 21.01 20.92 20.87 20.85 21.58 20.84 20.63 20.B3 20.83 Cabm 
10.63 2.40 115.32 112.51 111.58 111.19 111.01 .110.92 110.87 110.85 111.58 110.84 110.63 110.63 110.83 Cabm 
i:tlJl::ri >3Jt "Nd5.3'3 ;HfMit~ .i}i-11.$) y,n,211 : ,.!fJt.(12 ,f'.)10.93 ::,\%JO.$ { ftil.~ ,"f~?hH.59: ii~Hli.es ;;:,J,~MI iftf:,do:a. ;(?1{1m!4 ..••.• • ··-···· ''''' 
100.32 3.71 15.42 12.61 11.68 11,29 11.11 11.02 10.97 10.95 11.68 10.94 10.93 10.93 10.93 Cabm 
100.32 3.71 16.32 13.51 12.58 12.19 12.01 11.92 11.87 11.85 12.58 11.84 11.83 11.83 11.83 Cabm 
100.32 3.71 25.32 22.51 21.58 21. 19 21.01 20.92 20.87 20.85 21.58 20.84 20.63 20.83 20.83 Cabm 





















CM I ABM !Condition.Sued Mlllnten11nce 
E . "I 19 19 ~Iii II I I 1E~2:t 
- .11 I . E It 1 E 11 !tl N . Ill a ii I!! Ill • i I I ! ii J5 B' ~ d U i:J !5 a ! i ~ . ; 5 S s' s' 'SI s' s' 'SI 'SI 
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l 487 5.5 1 1 10 1000 O.D1 0.1 1083.11 5.64 15.42 12.61 11.68 11.29 11.11 11.02 10.97 -10.95 11.68 10,94 10.93 10.93 10.93 Cabm 
! 48B 5.5 1 1 10 1000 0.01 1 1083.00 5.64 16.32 13.51 12.58 12.19 12.01 11.92 .11.87 11.85 12.58 11.64 11.83 11.1!3 11.B3 Cabm 
l 489 6.5 1 1 10 1000 0,01 .10 1083.II 5.64 25.32 22.61 21.58 21.19 21.01 20.92 20.87 20.85 21.58 20.64 20.83 20.83 20.B3 .Cabm 
i SJ 5.5 1 1 10 1000 0.01 100 1083.00 5.64 115.32 112.51 111.58 111.19 111.01 110.92 110.87 110.85 111.!ill 110.64 110.83 110.83 110.B3 Cabm 
1it19l ,k,&.5 '.;st },1 :&;\ti '1:i-1iml 'idl01 fi'll'lll ;{1om;n },:BI, <S'.tkJ!:l:I if~'11ill2 !il>~jt59 i-,W,;.t,i~ &rit!..;'11-:li. :t;ii\ftQ3 }t~l:4lillll '•f;tiJCI.Bi %~Jff:9 ~,1iJfl! f{~fflslf4 ~:10.84 J~J'f01!'4 ;{ii:;ij;tiliiiif.ltilii;-1 
492 5.5 1 1 10 10000 0.01 0.1 10830.00 8.57 15.42 12.61 11.68 11.29 11.11 11.02 10.97 10.95 11.68 10.94 10.93 10.93 10.93 Cabm 
i 493 5.5 1 1 10 10000 0.01 1 10830.00 8.57 16.32 13.51 12.58 12.19 12.01 11.92 11.87 11.85 12.58 11.84 · 11.83 11.83 11.83 Cabm 
l 494 5.5 1 1 10 10000 O.D1 10 10B30.00 8.57 25.32 22.51 21.58 21.19 21.01 20.92 20.87 20.85 21.58 20.64 20.83 20.83 20.83 Cabm 
I 495 5.5 1 1 10 10000 0.01 100 10830.00 8.57 115.32 112.51 111.58 111.19 111.01 110.92 110.87 110.85 111.58 110.64 110.83 110.83 110:83 Cabm 
%1"• '· 5.5 ;'.:;1 : ;•1 :> tro : >: ,oo · .. 'o 01 .,0:.1!1 '".dlll :! {3,71 W153'2l i!.\125:119 tfufl5.81 });lttQB hfi.111.llB ';foiQH~ )j(S:1$ )¥!DB~ ,.:'1111,# ;;\if11~t3B A{-]~ "3 .>,!;111,33 A~tlil.33 ;±f<;)lbil\'(' -
497 5.5 1 1 100 100 0.01 0.1 103.32 3.71 153.29 125.18 116.90 111.97 110.15 109.28 1118.84 103.63 103.53 108.47 108.42 108.42 108.42 Cabm 
4~ 5.5 1 1 100 100 0.01 1 103.32 3.71 154.19 126.03 116.80 112.87 111.05 110.18 109.74 109.53 109.43 · 109.37 109.32 109.32 109.32 Cabm 
! 499 5.5 1 1 100 100 0.01 10 103.3'.. 3.71 163.19 135.03 125.80 121.87 1.D.05 119.18 118.74 118.53 118.43 118.37 118.32 118.32 118.32 Cabm 
i 500 5.5 1 1 100 100 0.01 100 103.32 3.71 253. 19 225.03 215.80 211.87 210.05 209. 18 208.74 208.53 D.43 208.37 208.32 D.32 208.32 Cabm 
iil$Jf C:U : 1 ;1 /'<jlll·W ~1CD3 /ll Ol .)O:tli -:<t~ 11 ;,~5.s. \;453:211 :AiQ i'.:'3[111;111 i%'t1t£fJ81 "',4'ti!;O,$ ;;,'MO!l.19 %-Ji,;,S \'11!108;!i~ ;;,,_.~l~,'l 'i.iz!(Wf.3$ ;,\\:J~:'9 J*l!I$ jJlie,33 At?C.biii(Y:. 
i 502 5.5 1 1 100 1000 0.01 0.1 1083.00 5.64 153.29 125.18 115.90 111.97 110.15 109.28 103.84 108.63 108.53 108.47 108.42 103.42 108.42 Cabm 
-+>-VI 
! 503 5.5 1 1 100 1000 0.01 1 1083.00 5.64 154.19 126.03 116.80 112.87 111.05 110.18 109.74 109.53 1W.43 1W.37 109.32 1W.32 109.32 Cabm 
I 504 5.5 1 1 100 1000 0.01 10 1083.00 5.64 163.19 135.03 125.80 121.87 120.05 119.18 118.74 118.53 118.43 118.37 118.32 118.32 118.32 Cabm 
i 505 5.5 1 1 100 1000 0.01 100 1083.00 5.64 253. 19 225.03 215.80 211.87 210.05 209. 18 203.74 208.53 D.43 208.37 208.32 D.32 203.32 Cabm 
~G J:& .·1 '.f +rtt:P '14Jiml . Jiu, \JJ.;!ft. ,;jOQ31.I[ · '8.57 : /153~ 0:}!26111 \./&l!Ut :RJU.li8~\l,1b.OB :m,o!M!I c,;;..\1111.7$ )%id& ,:':ettlU4 7,;;,:1mJS ;<,.100~33v<iJ11;33 >;flltgg ''v.Ciilil-:.i/i 
5117 5.5 1 1 100 1000D 0.01 0.1 108Il.OO _8.§Z 15329 125.18 115.90 111.97 110.15 109.28 103.84 103.63 103.53 108.47 108.42 103.42 108.42 Cabm 
! 503 5.5 1 1 100 10000 0.01 1 10830.00 8.57 154.19 126.IIB 116.80 112.87 111.05 110.18 109.74 109.53 109.43 109.37 109.32 109.32 109.32 Cabm 
i 509 5.5 1 1 100 1Cmo 0.01 10 108Il.OO 8.57 163.19 135.03 125.80 121.87 120.05 119.18 118.74 118.53 118.43 118.37 118.32 118.32 118.32 Cabm 
i 610 5.6 1 1 100 10000 0.01 100 10830.00 8.57 253.19 225.03 215.80 211.87 210.05 209. 18 D.74 208.53 D.43 208.37 208.32 D.32 208.32 Cabm 
~Uil1 A 5;5 11 1:f -'Alm i;aff\100) Oc"-Q.01 JIO:Ot .S'i,llm,ii }5.64 i,1632,01 ,&US Ult \i}'l!iUl1 &l\11f;OJ f'J10Ul1,,~i1l'Sall! Zt110ll7.01 \:/fuHi':01 '.t,1*01 ;'.,t"llm.lJl /:um:!)i ;,ftC81l)i. i'!tltm.at a~JCi\pm\;\i,\i:\1 
! 512 5.5 1 1 1000 1000 0.01 0.1 1083.00 5.64 1532.10 1251.10 1158.10 1119.10 1101.10 1092.10 1087.10 1085.10 1084.10 1064.10 1083.10 1083.10 1083.10 Cabm 
I 513 5.5 1 1 1000 1000 0.01 1 1083.00 5.64 1533.00 1252.00 1159.00 1120.00 1102.00 1093.00 11Jle.OO 1036.00 1085.00 1085.00 1084.00 1004.00 1004.00 Cabm 
I 514 6.6 1 1 1000 1000 0.01 10 1083.CI 5.64 1542.00 1261.00 1168.00 1129.00 1111.00 1102.00 1097.00 1095.00 1094.00 1094.00 1093.00 1093.00 1093.00 Cabm 
! 515 5.5 1 1 1000 1000 0.01 100 1083.00 5.64 1632.00 1351.00 1251l.00 1219.00 1201.00 1192.00 1187.00 · 1185.00 1184.00 1184.00 1183.00 1183.00 1183.00 Cabm 
'' ,s111 . Ai.5 ·''1 ""f AIIQ 'u 1CkQ) ·.· :-11.ot /om "'' ... uli ;:9.57 3632:ot .As1..111 ,;tu!B.o, 01m11:01 tl10f 01 :1tt12.01.su1111:m -'A•.Jlf 1J1J1Lm. J~IIBIOJ -1'i:1Dl!I.OJ ,:. e1im111 \/1tm.Q1 ,tw:\cabri\,,ti 
! 517 5.5 1 1 1000 10000 0.01 0.1 108Il.OO 8.57 1532.10 1251.10 1100.10 1119.10 1101.10 1092.10 1087.10 1085.10 1084.10 1034.10 1083.10 1083.10 1083.10 Cabm 
i 516 6.5 1 1 1000 10000 0.01 1 1cml.CI 8.57 1533.00 1252.00 1159.00 1120.00 1102.00 1093.00 10£S.OO 1036.00 1085.00 1085.00 1084.00 1004.00 1084.00 Cabm 
i 519 5.5 1 1 1000 11D'JO O.D1 10 10830.CI 8.57 1542.00 1261.00 1168.00 1129.00 1111.00 . 1102.00 1097.00 1095.00 1094.00 1094.00 11193.00 11B3.00 1093.00 Cabm 
i 520 5.5 1 1 1000 10000 ci.01 100 108Il.00 8.57 1632.00 1351.00 1251l.OO 1219.00 1201.00 1192.00 1187.00 11B5.00 1184.00 1164.00 1183.00 1183.00 11B3.00 Cabm 
ff$1 :.\\fi5 \l {fl ',ii® >;;t)!Qll 'i!i);QI Jil!l:tlt /l;lim}.11 icB.'57 ,jSU).i)j! r~~IIOl P:.119.0l fll1!!11Jl1 i\>110111.0t }1ili.4!:1'11- jliil11t!ii Ji1t$l:t1 'i.llm«i;Q.1 Jtimo:oi, A~ lllm:lot ;?'.f!Hill,Ol ('!f!l?,i,t'jlimtll)dl 
: 522 6.5 1 1 10000 10000 0.01 0.1 10830.00 8.57 15320.10 12510.10 11580.10 11190.10 11010.10 10920.10 10870.10 10850.10 10840.10 10840.10 10830.10 10830.10 10830.10 Cabm 
523 5.5 1 1 10000 10!JJO 0.01 1 10811.00 B.57 15321.00 12511.00 115111.00 11191.00 11011.00 10921.00 10871.00 10851.00 10841.00 10841.00 10831.00 10831.00 10831.00 Cabm 
524 5.5 1 1 10000 10000 0.01 10 10811.00 B.57 15330.00 12520.00 11580.00 11200.00 11020.00 11ml.OO 10880.00 10860.00 10850.00 10850.00 10340.00 10840.00 111B4D.OO Cabm 










cir ABM coiidftlon.Sased M1f nten1nce 
... 
I, ~ ~ Economically ~ I N I, ii ~ i, i, Preferred ! I E E E "I iq !, ii, Slralegy ;; ! 1 ~ ~ N § .. .., ~ a .. :i :· :I ;E ~ a 0 ~ ... ... ... ... ... ... ... u = = = = = = = = = = = = = 16 1 1 1 1 1 1 1 1.00 1.00 1.41 1.16 1.07 1.03 1.02 1.01 1.00 1.00 1.07 1.00 1.00 1.00 1.00 CM 
17 1 1 1 1 10 1 1 10.00 10.00 1.41 1.16 1.07 1.03 1.02 1.01 1.00 1.00 1.07 1.00 1.00 1.00 1.00 CBM 
18 1 1 1 1 100 1 1 100.00 100.00 1.41 1.16 1.07 1.03 102 1.01 1.00 1.00 1.07 1.00 1.00 1.00 1.00 CBM 
19 1 1 1 1 1000 1 1 1000.00 1000.00 1.41 1.16 1.07 1.03 1.02 1.01 1.CO 1.00 1.07 1.00 1.00 1.00 1.00 CBM 
20 1 1 1 1 10000 1 1 mm.oo 10000.00 1.41 1.16 1.07 1.03 102 1.01 1.00 1.00 1.07 1.00 1.00 1.00 1.00 CBM 
21 1 1 1 10 10 1 1 10.00 10.00 14.14 11.56 10.69 10.33 10.16 10.08 10.04 10.02 10.69 10.01 10.00 10.00 10.00 CM 
: 22 1 1 1 10 100 1 1 100.00 100.00 14.14 11.56 10.69 10.33 10.16 10.08 10.04 10.02 10.69 10.01 10.00 10.00 10.00 CBM 
i 23 1 1 1 10 1000 1 1 1000.00 1000.00 14.14 11.56 10.69 10.33 10.16 10.08 10.04 10.02 10.69 10.01 10.00 10.00 10.00 CBM 
i 24 1 1 1 10 10000 1 1 10000.00 10000.00 •14.14 11.56 10.69 10.33 10.16 10.08 10.04 10.02 10.69 10.01 10.00 10.00 10.00 CBM ~ Cl.l 
-.i::,. 
O'I 
I 25 1 1 1 100 100 1 1 100.00 100.00 141.42 115.47 100.90 103.28 101.60 100.79 100.39 100.20 100.10 100.05 100.01 100.00 100.00 CM 
I 26 1 1 1 100 1000 1 1 1000.00 1000.00 141.42 115.47 100.90 103.28 101.60 100.79 100.39 100.20 100.10 100.05 100.01 100.00 100.00 CBM 
'17 1 1 1 100 10000 1 1 10000.00 10000.00 141.42 115.47 100.90 103.28 101.60 100.79 100.39 100.20 100.10 100.05 100.01 100.00 100.00 CBM 
: 28 1 1 1 1000 1000 1 1 1000.00 1000.00 1414.00 1155.00 1CE9.00 1033.00 1016.00 1D!E.D0 1004.00 1002.00 1001.00 1000.00 1000.00 1000.00 1000.00 CM 
: 29 1 1 1 1000 10000 1 1 10000.00 10000.00 1414.00 1155.00 1009.00 1033.00 1016.00 1CXE.D0 1004.00 1002.00 1001.00 1000.00 1000.00 1000.00 1000.00 CBM 
I 30 1 1 1 10000 10000 1 1 10000.00 10000.00 14140.00 11550.00 10690.00 10330.00 · 10160.00 10080.00 10040.00 10020.00 10010.00 10000.00 10000.00 10000.00 100JD.OO CM 
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i 16 1 1 1 1 1 1 1 1.00 26.10 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CM 
-
I 17 1 1 1 1 10 1 1 1.00 26.10 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
i 18 1 1 1 1 100 1 1 1.00 26.10 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 0 
i 19 1 1 1 1 1000 1 1 1.!Il 26.10 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
20 1 1 1 1 10000 1 1 1.00 26.10 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
! 21 1 1 1 10 10 1 1 1.00 26.10 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CM 
22 1 1 1 10 100 1 1 1.00 26.10 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
I 23 1 1 1 10 1000 1 1 1.00 26.10 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
: 24 1 1 1 10 10000 1 1 1.00 26.10 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1:00 1.00 1.00 1.00 1.00 1.00 CBM 
i 25 1 1 1 100 100 1 1 1.00 20.53 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CM 
26 1 1 1 100 1000 1 1 1.00 20.53 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
'17 1 1 1 100 10000 1 1 1.00 20.53 0.71 O.B7 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CBM 
28 1 1 1 1000 1000 1 1 1.00 20.53 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CM 
29 1 1 1 1000 10000 1 1 1.00 20.53 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CSM 
1 30 1 1 1 10000 10000 1 1 1.00 20.53 0.71 0.97 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 CM 
r--------···-··---···---·-···-·---------··-··-----·-·-···- Condition.Sued Maintenance · ---·-·-····--·--CM ABM 
I 
I I i I, I II Economically I I Preferred 11 IQ N II ii I " E Ill ~ .. S1Jltagy I E It 1 E IR ~ N s J!!I .. , .. a ... .. "' .. .i I i!: • B a l! ... ... ... ... s ... ... ... ... ... ... Ill u 0 Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl i 31 1.5 1 1 1 1 1 1 1.11 1.11 1.57 1.28 1.18 1.14 1.13 1.12 1.11 1.11 1.18 1.11 1.11 1.11 · 1.11 CM ! 
I 32 1.5 1 1 1 10 1 1 11.0B 8.ll 1.57 1.28 1.18 1..14 1.13 1.12 1.11 1.11 1.18 1.11 1.11 1.11 1.11 CBM 
33 1.5 1 1 1 100 1 1 110.77 40.&J 1.57 1.28 1.18 1.14 1.13 1.12 1.11 1.11 1.18 1.11 1.11 1.11 1.11 CBM 
i 31 1.5 1 1 1 1000 1 1 1108.00 188.89 1.57 1.28 1.18 1.14 1.13 1.12 1.11 1.11 1.18 1.11 1.11 1.11 1.11 CBM 
35 1.5 1 1 1 1000l 1 1 111Bl.OO 877.16 1.57 1.28 1.18 1.14 1.13 1.12 1.11 111 1.18 1.11 1.11 1.11 1.11 CBM 
Jj 1.5 1 1 10 10 1 1 11.0B B.ll 15.61 12.79 11.84 11.44 11;26 11.17 11.12 11.10 11.84 11.0B 11.08 11.08 11.0B Cabm 
i 31 1.5 1 1 10 100 1 1 110.77 40.&l 15.61 12.79 11.84 .11.44 11.26 11.17 11.12 11.10 11.84 11.08 11.08 1UE 11.0B CBM 
-~ 
-..J 
I ]l 1.5 1 1 10 1000 1 1 1108.00 18B.B9 15.61 12.79 11.84 11.44 11.26 11.17 11.12 11.10 11.84 11.0B 11.08 11.IJl 11.lll CBM 
39 1.5 1 1 10 11JOOJ 1 1 11oao:oo 871.16 15.61 12.79 11.84 11.44 11.26 11.17 11.12 11.10 11.84 11.08 11.08 11.IJl 11.IJl CBM 
I 40 1.5 1 1 100 100 1 1 110.773 40.&J 156.66 121.91 118.42 114.41 112.56 111.66 111.21 110.99 110.88 110.B3 110.78 110.77 110.77 Cabm 
! 41 1.5 1 1 100 1000 1 1 1.11Ei(J3 1BB.B9 156.66 121.91 118.42 114.41 112.56 111.65 111.21 110.99 110.88 110.B3 110.78 110.77 110.77 CBM 
42 1.5 1 1 100 . 10000 1 1 1.11E-t(J4 877.16 156.66 121.91 118.42 114.41 112.56 111.65 111.21 110.99 110.88 110.B3. 110.78 110.77 110.77 CBM 
I 43 1.5 1 1 1000 1000 1 1 1.11E-!W 1BB.B9 1561.00 1279.00 1184.00 1144.00 1125.00 1116.00 1112.00 1110.00 1109.00 1111l.DD 1108.00 1108.00 1108.00 Cabm 
! 44 1.5 1 1 1000 10000 1 1 1.11E-t(J4 877.16 1561.00 1279.IJO 1184.00 1144.00 1125.00 1116.00 1112.00 1110.00 1109.00 1108.00 1108.00 1108.00 1108.00 Cabm 
45 1.5 1 1 1000l 1000D 1 1 1.11E-t(J4 871.16 15610.00 12190.00 11840.00 11440.00 11250.00 11160.00 11120.00 11100.00 11090:00 111EO.OO 11080.00 11080.00 11080.00 Cabm 
CM ABM Condition.Sued Maintenance 




~ ~ ~ t:c ~ tr:l tr:l ~ 
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tr:l I 
IO < ~ s 
i 31 1.5 1 1 1 1 1 1 0.90 6.9D 0.64 0.78 0.84 0.87 0.89 0.9D 0.9D 0.90 0.90 0.90 0.9D 0.90 0.90 CM C'l.l 
i 32 1.5 1 1 1 10 1 1 0.90 O.ll 0.64 0.78 0.84 0.87 0.89 0.9D 0.!E 0.90 0.!11 0.90 0.9D 0.90 0.90 CBM 
-I 33 1.5 1 1 1 100 1 1 0.90 0.07 0.64 0.78 O.B4 0.87 0.89 0.9D 0.90 0.90 0.!11 0.90 0.9D 0.90 0.90 CBM V'I 
i 31 1.5 1 1 1 1000 1 1 0.90 0.02 0.64 0.78 O.B4 0.87 0.89 0.9D 0.90 0.90 0.!11 0.90 0.90 0.90 0.90 CBM 
! 35 1.5 1 1 1 1000D . 1 1 0.90 0.00 0.64 0.78 O.B4 0:87 0:119 0.9D 0.90 0.9D 0.!11 0.90 0.9D 0.90 0.9D CBM 
Jj 1.5 1 1 10 10 1 1 0.90 O.Jl 0.64 0.78 O.S4 0.87 0.89 0.9D 0.90 0.90 o.ro 0.90 0.9D 0.90 0.90 Cabm 
31 1.5 1 1 10 100 1 1 0.90 0.07 0.64 0.78 0.84 0.87 0.89 0.9D o.ro 0.90 0.!11 0.90 0.90 0.90 0.90 CBM 
i ll · 1.5 1 1 10 1000 1 1 0.90 0.02 0.64 0.78 0.84 0.87 0.89 0.9D 0.90 0.90 0.!11 0.90 0.9D 0.90 0.90 CBM 
I 39 1.5 1 1 10 10000 1 1 0.90 0.00 0.64 0.78 0.84 0.87 0.89 o.ro o.ro 0.90 0.90 0.90 0.9D 0.90 o.ro CBM 
I 40 1.5 1 1 100 100 1 1 0.90 0.07 0.64 0.78 O.S4 0.81 0.89 0.9D 0.9D 0.90 0.90 0.90 0.00 0.9D 0.90 Cabm 
I 41 1.5 1 1 100 1000 1 1 0.90 0.02 0.64 0.78 0.84 0.81 0.89 0.9D 0.9D 0.9D 0.90 0.90 0.9D 0.90 0.90 CBM 
: 42 1.5 1 1 100 10000 1 1 0.90 0.00 0.64 0.78 0.84 0.87 0.89 0.90 0.9D 0.90 0.90 0.90 0.9D 0.9D 0.90 CBM 
I 43 1.5 1 1 1000 1000 1 1 0.90 0.02 0.64 0.78 0.84 0.87 0.89 0.9D 0.!11 0.90 0.90 0.00 0.9D 0.90 0.90 Cabm 
44 1.5 1 1 1000 10000 1 1 0.9D 0.00 0.64 0.78 0.84 0.87 0.89 0.00 0.90 0.90 0.00 0.90 0.00 0.90 0.90 Cabm 
I 45 1.5 1 1 10000 10000 1 1 0.90 0.00 0.64 0.78 0.84 0.87 0.89 0.90 0.9D 0.90 0.!11 0.90 0.90 0.90 0.90 Cabm 
r·-·· ···------- .. -- ....... ···-···· -........... '" T"" CM. TABMTCondltlon.S11ed Maintenance"'"""_________ ----··--··· -- --· ····-··-----·-·-··•'"·•----- ------------·------- - ..... ,_ .................... 
i 
I I, i II I Economlcally I IQ § N .I ii II Preferred I E "I iq .. Strategy I~ i j C, E 8' 1 E ~ ~ N § .. j!I ~ !5 .a .. ~ 9 ,.} .i a ~ ..J ..J ..J ..J ..J ..J u iJ Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl 
I 46 2.5 1 1 1 1 1 1 1.13 1.13 1.59 1.30 1.21. 1.16 1.15 1.14 1.13 1.13 1.21 1.13 1.13 1.13 1.13 CM_ 
l 47 2.5 1 1 1 10 1 1 11.27 4}5 1.59 1.30 1.21 1.16 1.15 1.14 1.13 1.13 1.21 1.13 1.13 1.13 1.13 CBM 
I 48 2.5 1 1 1 100 1 1 112.71 12.33 1.59 1.30 1.21 1.16 1.15 1.14 1.13 1.13 1.21 1.13 1.13 1.13 1.13 CBM 
49 2.5 1 1 1 1000 1 1 1127.00 31.06 1.59 1.30 1.21 1.16 1.15 1.H 1.13 1.13 1.21 1.13 1.13 1.13 1_.13 CBM 
i 50 2.5 1 1 1 10000 1 1 11270.00 78.03 1.5! t:30 1.21 1.16 1.15 1.14 1.13 1.13 1.21 1.13 1.13 1.13 1.13 CBM 
51 2.5 1 1 10 10 1 1 11.27 4.75 15.94 13.01 12.05 11.64 11.45 11.36 11.32 11.29 12.05 11.28 11.27 11.27 11.27 Cabm 
52 2.5 1 1 10 100 1 1 112.71 12.33 15.94 13.01 1205 11.64 11.45 11.36 11.32 11.29 12.05 11.28 11.27 11.27 11.27 CBM 
53 2.5 1 1 10 1000 . 1 1 1127.00 31.06 15.94 13.01 12.05 11.64 11.45 11.36 11.32 11.29 12.05 11.28 11.27 11.27 11.27 CBM ~ 54 2.5 1 1 10 10000 1 1 11270.00 78.03 15.94 13.01 12.05 11.64 11.45 11.36 11.32 11.29 12.05 11.28 11.27 11.27 11.27 CBM 
I 55 2.5 1 1 100 100 1 1 112.71 12.33 159.39 130.14 120.49 116.40 114.51 113.60 113.15 112.93 112.82 112.76 112.71 1.12.71 112.71 Cabm en 
! 56 2.5 1 1 100 1000 1 1 1127.00 31.06 159.39 130.14 120.49 116.40 114.51 113.60 113.15 112.93 112.82 112.76 112.71 112.71 112.71 Cabm ~ I 57 2.5 1 1 100 10000 1 1 11270.00 78.03 159.39 130.14 120.49 116.40 114.51 113.60 113.15 112.93 112.82 112.76 112.71 112.71 112.71 Cabm ~ 
58 2.5 1 1 1000 1.000 1 1 1127.IX 31.06 1594.00 1301.00 1205.00 1164.00 1145.00 1136.00 1131.00 1129.00 1128.00 1128.00 1127.00 1127.00 1127.00 Cabm en s I 59 2.5 1 1 1000 10000 1 1 11270.00 78.03 .· 1594.00 - 1301.00 1205.00 1164.00 1145.00 1136.00 1131.00 1129.00 1128.00 1128.00 1127.00 1127.00 1127.00 Cabm t:tl ! 60 2.5 1 1 10000 10000 1 1 11270.00 78.03 15940.00 13010.00 12050.00 11640.00 11450.00 11360.00 11310.lio 11290.00 11280.00 11280.00 11270.00 11270.00 11270.00 Cabm tT.1 ~ 
-
CM ABM Condition.Sued Maintenance ~ tT.1 ~ 00 t:tl 
II I Economlcally tT.1 I II II ,g -IQ I N .I ii Prefaned ~ E "I l(I .. Strategy -~ ! j C, E fl E .. I! • 8' ~ ~ N ! .. :1 ~ !5 .a .. ~ 9 .JI j: a 0 ~ ..J ..J ..J ..J ..J ..J u Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl = = en 
46 2.5 1 1 1 1 1 1 0.89 3.70 0.63 o.n 0.83 0.86 0.87 0.88 _0.88 0.89 0.89 0.89 0.89 0.89 0.89 CM N 
47 2.5 1 1 1 10 1 1 0.89 0.36 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 0.89 0.89 0.89 .0.89 0.89 CBM Vl 48 2.5 1 1 1 100 1 1 0.B9 0.14 0.63 o.n 0.83 0.86 0.87 O.BB O.BB 0.B9 0.89 0.89 O.B9 0.89 0.B9 CBM 
r 49 2.5 1 1 1 1000 1 1 0.89 0.05 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 O.B9 0.89 0.89 0.89 0.89 CBM 
50 2.5 1 1 1 10000 1 1 0.89 0.02 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 O.B9 0.89 0.89 0.89 0.89 CBM 
i 51 2.5 1 1 10 10 1 1 0.89 0.36 0.63 o.n 0.83· 0.86 0.87 0.88 0.88 0.89 O.B9 0.89 0.89 0.89 O.B9 Cabrn 
52 2.5 1 1 10 100 1 1 0.89 0.14 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 0.89 0.89 0.89 0.89 0.89 CBM 
i 53 2.5 1 1 10 1000 1 1 0.89 0.05 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 O.B9 0.89 O.B9 0.89 0.89 CBM 
I 54 2.5 1 1 10 10000 1 1 0.89 0.02 0.63 0.77 0.83 0.86 0.87 0.88 0.88 0.89 0.89 0.89 0.B9 0.89 0.89 CBM 
55 2.5 1 1 100 .100 1 1 0.89 0.14 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 0.89 0.89 0.89 O.B9 0.89 Cabm 
I 56 .2.5 1 1 100 1000 1 1 O.B9 0.05 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.B9 0.89 O.B9 0.89 0.89 0.89 Cabm 
I 57 2.5 1 1 100 10000 1 1 0.89 0.02 0.63 o.n 0.83 0.86 0.87 0.88 0.88 O.B9 O.B9 0.89 O.B9 0.89 0.89 Cabm 
!iB 2.5 1 1 1(DJ 1000 1 1 0.89 0.05 0.63 o.n 0.83 0.86 0.87 0.88 O.BB 0.89 0.B9 O.B9 O.B9 O.B9 0.B9 Cabm 
59 2.5 1 1 1000 10000 1 1 0.89 0.02 0.63 o.n 0.83 0.86 0.87 0.88 0.88 0.89 0.89 O.B9 0.89 O.B9 0.89 Cabm 
60 2.5 1 1 10000 10000 1 1 O.B9 0.02 0.63 o.n 0.83 0.86_ 0.87 0.88 0.88 0.89 0.89_ · 0.89 0.89 0.89 0.89 Cabm 
I .. . CM ABM. Condfflon-Baed M1lnten1nce · · · 
I 
! I II I, Economically I IQ I N 
•• 
i I Preferred ! - E "I !q .. S1ratagy I E ! fl E .. I!!, I ! ~ N § .. :, I • ~ ~ .a .. !!! ~ ..II ... , i i!: c!t a C d ..I ..I ..I ..I ..I ID u Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl 
I 61 3.5 1 1 1 1 1 1 1.11 1.11 1.57 1.28 1.19 1.15 1.13 1.12 1.12 1.11 1.19 1.11 1.11 1.11 1.11 CM 
! 62 3.5 1 1 1 10 1 1 11.11 3.42 1.57 1.:28 1.19 1.15 1.13 1.12 1.12 1.11 1.19 1.11 1.11 1.11 1.11 CBM 
i 63 3.5 1 1 1 100 1 1 111.14 6.76 1.57 1.28 1.19 1.15 1.13 1.12 1.12 1.11 1.19 1.11 1.11 1.11 1.11 CBM 
' 64 3.5 1 1 1 1000 1 1 1111.00 13.09 1.57 1.28 1.19 1.15 1.13 1.12 1.12 1.11 1.19 1.11 1.11 1.11 1.11 CBM 
li!i 3.5 1 1 1 10000 1 1 11110.00 25.27 1.57 1.28 1:19 1.15 1.13 1.12 1.12 1.11 1.19 1.11 1.11 1.11 1.11 CBM 
Eli 3.5 1 1 10 10 1 1 11.11 3.42 15.72 12.83 11.BB 11.48 · 11.29 11.3'.l 11.16 11.14 11.88 11.12 11.12 11.11 11.11 Cabm 
' fil 3.5 1 1 10 100 1 1 111.1,4 6.76 15.72 12.83 11.BB 11.48 11.29 11.3'.l 11.16 11.14 11.88 11.12 1112 11.11 11.11 Cabm 
I 68 3.5 1 1 10 · 1000 1 1 1111.00 13.09 15.72 12.83 11.BB 11.48 11.29 11.3'.l 11.16 11.14 11.88 11.12 11.12 11.11 11.11 CBM 
' 69 3.5 1 1 10 10000 1 1 11110.00 25.27 15.72 12.83 11.88 11.48 11.29 11.3'.l 11.16 11.14 11.88 11.12 11.12 11.11 11.11 CBM ~ 
-.i:,. 
'° 
' 70 3.5 1 1 100 100 1 1 111.14 6.76 157.18 128.34 118.02 114.79 112.92 112.m 111.58 111.36 111.25 111.3'.l 111.15 111.1-4 111.14 Cabm 
71 3.5 1 1 100 1000 1 1 1111.00 13.09 157.18 128.34 118.82 114.79 112.92 112.02 111.58 111.36 111.25 111.3'.l 111.15 111.14 111.14 Cabm 
72 3.5 1 1 100 10000 . 1 1 11110,00 25.27 157.18 128.34 118.82 114.79 11l92 112.02 111.58 111.36 111.25 111.3'.l 111.15 111.14 111.14 Cabm 
' 
73 3.5 1 1 1000 1000 1 1 1111.00 13.09 1572.00 1283.00 1188.00 1148.00 1129.00 113'.l.OO 1116.00 1114.00 1113.00 1112.00 1111.00 1111.00 1111.00 Cabm 
i 74 3.5 1 1 1000 10000 1 1 11110.00 25.27 1572.00 1283.00 1188.00 1148.00 1129.00 113'.l.OO 1116.00 1114.00 1113.00 1112.00 1111.00 1111.00 1111.00 Cabm 
! 75 3.5 1 1 10000 10000 1 1 11110.00 25.27 15720.00 12830.00 11BB0.00 11480.00 11290.00 11200.00 11160.00 11140.00 11130.00 11131.00 11110.00 11110.00 11110.00 Cabm 
CM ABM Condfflon-Baed Mllntenance 
I. 1. II I Economically ~ I N .I i Preferred E "I !q .. Strategy ii I I E .I 1 E ! ~ N § 9 l!!I '"1 ~ ~ .a .. !!! I i!: c!t a C d ..I ..I ..I ..I ..I ..I ..I ..I ID u Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl Cl 
I 61 3.5 1 1 1 1 1 1 0.90 3.33 0.64 0.78 0.84 0.87 0.89 0.69 0.90 0.9.J 0.90 0.9.J 0.9.J 0.9.J 0.90 CM 
62 3.5 1 1 1 10 1 1 0.90 0.41 064. 0.78 0.84 0.87 O.B9 0.89 0.9.J 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 CBM · 
63 3.5 1 1 1 100 1 1 0.90 0.21 0.64 0.78 0.84 0.87 0.89 0.69 0.90 0.9.J 0.90 0.90 0.90 0.9.J 0.90 CBM 
Cl.) 
~ 
~ ~ Cl.) 
~ C:I 
tr:l ~ ~ C:I 




64 3.5 1 1 1 1000 1 1 0.90 0.11 0.64 0.78 0.84 0.87 0.89 0.89 0.90 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 CBM 
! li!i 3.5 1 1 1 10000 1 1 0.90 0.06 0.64 0.78 0.84 0.87 0.89 0.69 0.90 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 CBM 
Eli 3.5 1 1 10 10 1 1 0.90 0.41 0.64 0.78 0.84 0.87 0.89 0.69 0.90 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 Cabm 
fil 3.5 1 1 10 100 1 1 0.9.J 0.21 0.64 0.78 0.84 0.87 0.89 0.69 0.90 0.9.J' 0.90 0.9.J 0.90 0.9.J 0.90 Cabm 
i 68 3.5 1 1 10 1000 1 1 0.9.J 0.11 0.64 0.78 0.84 0.87 O.B9 0.69 0.90 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 CBM 
I 69 3.5 1 1 10 10000 1 1 0.90 0.06 0.64 0.78 0.84 0.87. O.B9 0.89 0.90 0.9.J . 0.90 0.9.J 0.90 0.9.J 0.90 CBM 
! 70 3.5 1 1 100 100 1 1 0.90 0.21 0.64 0.78 O.B4 0.87 0.89 0.89 0.90 0.9.J 0.90 0.9.J 0.90 0.9.J 0.90 Cabm 
71 3.5 1 1 100 1000 1 1 0.90 0.11 0.64 0.78 O.B4 0.87 0.89 0.89 0.90 0.9.J 0.90 0.90 0.90 0.90 0.90 Cabm 
72 3.5 1 1 100 10000 1 1 0.90 0.06 0.64 0.78 0.04 0.87 0.B9 0.89 0.90 0.9.J 0.90 0.9.J 0.90 0.90 0.90 Cabm 
73 3.5 1 1 1000 1000 1 1 0.90 0.11 0.64 0.78 0.84 0.87 0.89 0.89 0.90 0.9.J . 0.90 0.9.J 0.90 0.9.J 0.90 Cabm 
I 74 3.5 1 1 1000 10000 1 1 0.90 0.06 0.64 0.78 O.B4 0.87 0.89 0.89 0.90 0.90 0.90 0.9.J 0.90 0.00 0.90 Cabm 



































































·····-- .... -. ·-· ·- ··-· 
E I! 
.t fl 8 a- a C u 
1 1 1 1 
1 1 10 1 
1 1 100 1 
1 1 1000 1 
1 1 10000 1 
1 10 10 1 
1 10 100 1 
1 10 1000 1 
1 10 10000 1 
1 100 100 1 
1 1[1) 1000 1 
1 - 100 10000 1 
1 1000 1000 1 
1 1000 10000 1 
1 10000 10000 1 
E E & fl 8 a- a C u 
1 1 1 1 
1 1 10 1 
1 1 100 1 
1 1 1000 1 
1 1 10000 1 
1 10 10 1 
1 10 100 1 
1 10 1000 1 
1 10 10000 1 
1 100 100 1 
1 100 1000 1 
1 100 10000 1 
1 1000 1000 1 
1 1000 10000 1 
1 10000 10000 1 
CM ABM Condlllon-Bned Maintenance 
~ ~ E ! ~ a ... .. ~ a ... Cl Cl Cl Cl 
1 1.10 1.10 1.55 1.27 · 1.17 1.13 
1 10.96 2.77 1.55 1.27 1.17 1.13 
1 109.58 4.72 1.55 1.27 1.17 1.13 
1 1096.00 7.88 1.6! 1.27 1.17 1.13 
1 111lSO.OO 13.15 1.6! 1.27 1.17 1.13 
1 10.96 2.77 15.50 12.65 11.72 11.32 
1 109.58 4.72 15.50 12.66 11.72 11.32 
1 1096.00 7.88 15.50 12.65 11.72 11.32 
1 10960.00 13.15 15.5{ 12.65 11.72 11.32 
1 109.58 4.72 154.97 126.53 117.15 113.17 
1 1096.00 7.88 154.97 126.53 117.15 113.17 
1 10960.00 13.15 154.97 126.53 117.15 113.17 
1 1096.00 7.88 1550.00 1255:00 1171.00 1132.00 
1 10960.00 13.15 1550.00 1265.00 1171.00 1132.00 
1 10960.00 13.15 15500.00 · 12650.00 11710.00 11320.00 
CM ABM Condltlon-Bned Mllntenance 
"1 ~ E ~ ~ 
' a 
... ~ a ... Cl Cl Cl Cl 
1 0.91 2.10 0.66 0.79 0.B5 0.BB 
1 0.91 0.47 0.65 0.79 0.B5 a.ea 
1 0.91 0.27 0.65 0.79 0.85 a.ea 
1 0.91 0.16 0.65 0.79 0.65 o.ee 
1 0.91 0.10 0.65 0.79 0.85 o.ee 
1 0.91 0.47 0.65 0.79 0.85 o.ee 
1 0.91 0.27 0.65 0.79 0.65 o.ee 
1 0.91 0.16 0.65 0.79 0.85 o.ee 
1 0.91 0.10 0.66 0.79 0.65 a.es 
1 0.91 0.27 0.65 0.79 0.85 o.ee 
1 0.91 0.16 0.65 0.79 0.85 o.ee 
1 0.91 0.10 0.66 0.79 0.85 o.ee 
1 0.91 0.16 0.65 0.79 .0.85 - o.ee 
1 0.91 0.10 0.66 0.79 0.85 o.ee 
1 0.91 0.10 0.66 0.79 0.85 o.ee 
····---
Ill ; N E, § .. :3 ... 
Cl Cl Cl 
1.11 1.10 ·. 1.10 
1.11 1.10 1.10 
1.11- 1.10 1.10 
1.11 1.10 1.10 
1.11 1.10 -- 1.10 
11.13 11.05 11.00 
11.13. 11.05 11.00 
11.13 11.05 11.00 
11.13 11.05 11.00 
111.33 110.45 110.01 
111.33. 110.45 110.01 
111.33 110.45 110.01 
1113.00 1104.00 1100.00 
1113.00 1104.00 1100.00 
11130.00 11040.00 11000.00 
s I N .. ~ § I!, ... 
Cl Cl Cl 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 -· 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0,91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
0.90 0.91 0.91 
·····-··-----·-· . ·- ··---· ··- .. , ........... ·-·-· .... -· ··-···- - -··. --~·-·· 
I, I, I, I I, !il .., 
..} ... ... ... ... ... 
Cl, Cl Cl Cl Cl Cl 
1.10 1.17 1.10 1.10 1.10 U9i 
1.10 1.17 1.10 1.10 1.10 1.096 
1.10 1.17 1.10 1.10 . 1.10 1.096 
1.10 1.17 1.10 1.10 1.10 1.Cllli 
1.10 1.17 1.10 1.10 1.10 1.096 
10.96 11.72 10.96 10.96 10.96 10.!l!fl 
10.9!! 11.72 10.96 10.96 10.96 10.950 
10.9!! 11.72 10.96 10.96 10.96 10.950 
10.96 11.72 10.96 10.96 10.96 10.950 
109.eo 109.69 109.63 109.&:I 109.58 109.58 
100.llO 109.69 109.63 109.&:I 109.58 109.58 
109.eo 109.69 109.63 109.&:I 109.58 109.!ill 
1096.00 1097.00 1096.00 1096.00 1096.00 1096.00 
1096.00 1097,00 1096.00 1096.00 1096.00 1096.00 
10960.00 10970.00 10960.00 10960.00 10960:oo 10960.00 
I, I, I, I I, !il .. 
..,1 
... ... ... ... ... 
Cl Cl Cl Cl Cl Cl 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 .0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 
0.91 0.91 0.91 0.91 0.91 0.91 




























































































-- . -- -····--····· , .. ., . ·······-··· 
s r~ E ~ a 
5.5 1 1 1 1 
5.5 1 1 1 10 
5.5 1 1 1 100 
5.5 1 1 1 1000 
5.5 1 1 1 10000 
5.5 1 1 10 10 
5.5 1 1 10 100 
5.5 1 1 10 1000 
5.5 1 1 10 10000 
5.5 1 I 100 100 
5.5 1 1 100 1000 
5.5 1 I 100 10000 
5.5 1 1 1(0) 1000 
5.5 1 1 11Dl 10000 
5.5 1 1 10000 1!IIJO 
I J ~ E ~ a 
= 5.5 1 1 1 1 
5.5 1 1 1 10 
5.5 I 1 1 100 
5.5 1 1 1 1000 
5.5 1 1 1 10000 
5.5 1 1 10 10 
5.5 I 1 10 100 
5.5 1 1 10 1000 
5.5 1 1 10 10000 
5.5 1 1 100 100 
5.5 1 1 100 1000 
5.5 1 1 100 10000 
5.5 1 1 1000 1000 
5.5 1 1 1000 10000 
5.5 1 1 10000 10000 
. ··- ·-····-·-
CM ABM Condltlon.S11ed Maintenance · 
E ::I IQ It ! E ! ~ a ... .. ~ a .., u C Cl Cl Cl 1:1 
I 1 1.Cll 1.08 1.53 1.25 1.16 1.12 
I 1 10.B3 2.40 1.5: 1.25 1.16 1.12 
1 1 108.32 3.71 1.53 1.25 1.16 1.12 
1 1 1Cll3.00 5.64 1.53 1.25 1.16 1.12 
1 1 1Cll30.00 8.57 1.5' 1.25 1.16 1.12 
1 1 10.B3 2.4( 15.32 12.51 11.58 11.19 
1 1 100.32 3.71 15.32 12.51 11.58 11.19 
1 1 1Cll3.00 5.64 15.32 12.51 11.58 11.19 
1 1 1Cll30.00 8.57 15.32 12.51 11.58 11.19 
1 1 100.32 3.71 153.19 125.0B 115.80 111.B7 
1 1 1Cll3.00 5.64 153.19 125.08 115.80 111.B7 
1 1 1Cll30.00 8.57 153.19 125.08 115.80 111.87 
1 1 1Cll3.00 5.64 1532.00 1251.00 1158.00 1119.00 
1 1 1Cll30.00 8.57 1532.00 1251.00 1158.00 1119.00 
1 1 1Cll30.00 B.57 15320.00 12510.00 11580.00 11190.00 
CM ABM Condltlon-B11ed Maintenance 
E 
"'I !q It ! E ! ~ N a ... .. ~ 0 a ... u Cl Cl Cl 1:1 
I 1 0.92 2.10 0.66 0.80 0.B6 O.B9 
· 1 1 0.9'2 0.51 0.66 0.80 O.B6 0.89 
1 1 0.92 0.33 0.66 0.80 O.B6 O.B9 . 
I 1 0.92 0.22 0.66 O.BO O.B6 O.B9 
1 1 0.92 0.14 0.66 0.00 O.B6 0.89 
1 1 0.92 0.51 0.66 . O.BO O.B6 0.89 
1 1 0.92 0.33 0.66 0.00 0.B6 O.B9 
1 1 0.92 0.22 0.66 0.00 O.B6 0.B9 
1 1 0.92 0.14 0.66 0.BO 0.B6 0.B9 
1 1 0.92 0.33 0.66 0.80 0.86 O.B9 
1 1 0.92 0.22 0.66 0.BO 0.86 O.B9 
1 1 0.92 0.14 0.66 0.80 0.86 0.89 
1 1 0.92 0.22 0.66 0.00 0.86 0.B9 
1 1 0.92 0.14 0.66 0.00 O.B6 0.B9 
1 1 0.92 0.14 0.66 0.80 O.B6 O.B9 
----··---- .. - . ·- ···- ..... ···- ... ··-···- ··-·-.··· ·-·· .... ··-· ····-··-·· - ·········-···· •....•...... -·- .... ··-·-····-- ····-
II II II I Economlcally IQ I N II ii Preferred .. Strategy 
.1 !!!I :, ~ .., ... .., ... ... ... Cl Cl Cl Cl 1:1 Cl Cl 1:1 
1.10 1.00 1.00 1.09 1.16 1.111 1.111 I.Ill 1.Cll CM 
1.10 1.00 1.09 1.09 1.16 1.111 1:08 1.111 I.Ill CBM 
1.10 1.00. 1.00 1.09 1.16 1.111 1.00 1.Cll I.Ill CBM 
1.10 1.00 1.00 1.09 1.16 1.00 1.00 1.111 I.Ill CBM 
1.10 1.09 1.00 f.09 1.16. 1.08 1.08 I.Ill 1.00 CBM 
11.01 10.92 10.B7· 10.85 11.58 10.84 10.83 10.83 10.83 Cabm 
11.01 10.92 10.01· 10.85 11.58 10.84 10.83 10.83 10.B3 Cabm 
11.01 10.92 10.B7 10.05 _ 11.58 10.84 10.83 10.83 10.B3 Cabm 
11.01 10.92 10.B7 10.05 11.58 10.84 IO.B3 ·10.83 10.B3 Cabm 
110.05 109.1B 100.74 1111.53 1111.43 100.37 108.32 108.32 1111.32 Cabm ~ Cl.) 
110.05 109.18 108.74 100.53 1111.43 1111.37 108.32 108.32 106.32 Cabm 
110.05 109.18 108.74 100.53 1.111.43 106.37 108.32 108.32 108.32 .Cabm ~ 
1101.00 1092.00 10B7.00 1!1l5.00 1084.00 1084.00 1083.00 1063.00 1083.00 Cabm 
1101.00 1092.00 11117.00 1.!ll5.00 1084.00 1084.00 1083.00 1Cll3.00 1083.00 Cabm 




tr.I tr.I ~ t:l:l 
II I, I I Economfcally IQ I N I, ii Preferred .. Strategy § 9 !!!I :, ..,1 .., ... .., ... ... 
1:1 Cl Cl Cl Cl 1:1 Cl Cl Cl 
tr.I I 18 r!S ~ -
Cl.) 
0.91 0.92 0.9'2 0.92 0.9'2 0.92 0.92 0.92 0.9'2 CM VI 
0.91 0.92 0.92 0.92 0.9'2 0.92 0.92 0.92 0.92 CBM 
0.91 0.92 · 0.9'2 0.92 0.92 0.92 0.92 0:92 0.92 CBM 
t,. 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 CBM 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 CBM 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cal!m 
0.91 0.92 0.9'2 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 .o.92 0.92 0.92 · 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 0.92 0.9'2 0.92 0.92 0.92 0.92 0.92 0.9'2 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.9'2 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 Cabm 
APPENDIX C - REGRESSION ANALYSIS OF ORIGINAL 90 POINTS 
drn 'log;clear;output;clear;'; 
options ps=SO ls=70 pageno=l; 
goptions reset=global border ftext=swiss gunit=cm htext=0.4 htitle=0.5; 
goptions display noprompt; 





AUTHOR: Ed Mccombs (orig by Chris Bilder 
** DATE: 3-10-02 
** UPDATE: 


















*Read in Excel file containing the cereal data'; 
* Note: The variable names are beta Ccbm Cu CC CCB LL LB LC LLCCB; 





title2 'Maintenance data set'; 





beta Ccbm Cu/SELECTION=backward SLS=.05; 
Figure C - 1. SAS Code for Multivariate Linear Regression Analysis on the decision 
variables beta, CcaM and Cu 
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Obs Trial beta Ccbrn Cu Type 
1 32 1.5 1 10 -1 
2 33 1.5 1 100 -1 
3 34 1.5 1 1000 -1 
4 35 1.5 1 10000 -1 
5 37 1.5 10 100 -1 
6 38 1.5 10 1000 -1 
7 39 1.5 10 10000 -1 
8 41 1.5 100 1000 -1 
9 42 1.5 100 10000 -1 
10 47 2.5 1 10 -1 
11 48 2.5 1 100 -1 
12 49 2.5 1 1000 -1 
13 50 2.5 1 10000 -1 
14 52 2.5 10 100 -1 
15 53 2.5 10 1000 -1 
16 54 2.5 10 10000 -1 
17 62 3.5 1 10 -1 
· 18 63 3.5 1 100 -1 
19 64 3.5 1 1000 -1 
20 65 3.5 1 10000 -1 
21 68 3.5 10 1000 -1 
22 69 3.5 10 10000 -1 
23 77 4.5 1 10 -1 
24 78 4.5 1 100 -1 
25 79 4.5 1 1000 -1 
26 80 4.5 1 10000 -1 
27 84 4.5 10 10000 -1 
28 92 5.5 1 10 -1 
29 93 5.5 1 100 -1 
30 94 5.5 1 1000 -1 
31 95 5.5 1 10000 -1 
32 36 1.5 10 10 1 
33 40 1.5 100 100 1 
34 43 1.5 1000 1000 1 
35 44 1.5 1000 10000 1 
36 45 1.5 10000 10000 1 
37 51 2.5 10 10 1 
38 55 2.5 100 100 1 
39 56 2.5 100 1000 1 
40 57 2.5 100 10000 i 
41 58 2.5 1000 1000 1 
42 59 2.5 1000 10000 1 
43 60 2.5 10000 10000 1 
44 66 3.5 10 10 1 
Figure C - 2. SAS output for Multivariate Linear Regression Analysis on the 
decision variables beta, CcaM and Cu 
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Obs Trial beta Ccbm Cu Type 
45 67 3.5 10 100 1 
46 70 3.5 100 100 1 
47 71 3.5 100 1000 1 
48 72 3.5 100 10000 1 
49 . 73 3.5 1000 1000 1 
50 74 3.5 1000 10000 1 
51 75 3.5 10000 10000 1 
52 81 4.5 10 10 1 
53 82 4.5 10 100 1 
54 83 4.5 10 1000 1 
55 85 4.5 100 100 1 
56 86 4.5 100 1000 1 
57 87 4.5 100 10000 1 
58 88 4.5 1000 1000 1 
59 89 4.5 1000 10000 1 
60 90 4.5 10000 10000 1 
61 96 5.5 10 10 1 
62 97 5.5 10 100 1 
63 98 5.5 10 1000 1 
64 99 5.5 10 10000 1 
65 100 5.5 100 100 ·1 
66 101 5.5 100 1000 1 
67 102 5.5 100 10000 1 
68 103 5.5 1000 1000 1 
69 104 5.5 1000 10000 1 
70 105 5.5 10000 10000 1 
71 31 1.5 1 1 0 
72 46 2.5 1 1 0 
73 61 3. 5 · 1 1 0 
74 76 4.5 1 1 0 
75 91 5.5 1 1 0 
Figure C-2. Continued 
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Maintenance data set 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step O 
All Variables Entered: R-Square = 0.1523 and C(p) = 4.0000 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 
Error 
































Bounds on condition number: 1.1926, 10.156 
Backward Elimination: Step 1 
Variable Cu Removed: R-Square = 0.1491 and C(p) 2.2698 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 2 10.30997 5.15498 6.31 0.0030 
Error 72 58.83670 0.81718 
Corrected Total 74 69.14667 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Figure C - 2. Continued 
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Backward Elimination: Step 1 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -0.55101 0.28078 3.14704 3.85 0.0536 
beta 0.16000 0.07381 3.84000 4.70 0.0335 
Ccbm 0.00011868 0.00004218 6.46997 7.92 0.0063 
Bounds on condition number: 1, 4 
All variables left in the model are significant at the 0.0500 level. 
Summary of Backward Elimination 
Variable Number Partial Model 
Step Removed Label Vars In A-Square A-Square C(p) F Value 
Cu Cu 2 0.0032 0.1491 2.2698 0.27 
Summary of Backward Elimination 
Step Pr> F 
0.6051 
Figure C - 2. Continued 
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Obs Trial beta Ccbm Cu Type 
1 32 1.5 0 1 -1 
2 33 1.5 0 2 -1 
3 34 1.5 0 3 -1 
4 35 1.5 0 4 -1 
5 37 1.5 1 2 -1 
6 38 1.5 1 3 -1 
7 39 1.5 1 4 -1 
8 41 1.5 2 3 -1 
9 42 1.5 2 4 -1 
10 47 2.5 0 1 -1 
11 48 2.5 0 2 -1 
12 49 2.5 0 3 -1 
13 50 2.5 0 4 -1 
14 52 2.5 1 2 -1 
15 53 2.5 1 3 -1 
16 54 2.5 1 4 -1 
17 62 3.5 0 1 -1 
18 63 3.5 0 2 -1 
19 64 3.5 0 3 -1 
20 65 3.5 0 4 -1 
21 68 3.5 1 3 -1 
22 69 3.5 1 4 -1 
23 77 4.5 0 1 -1 
24 78 4.5 0 2 -1 
25 79 4.5 0 3 -1 
26 80 4.5 0 4 -1 
27 84 4.5 1 4 -1 
28 92 5.5 0 1 -1 
29 93 5.5 0 2 -1 
30 94 5.5 0 3 -1 
31 95 5.5 0 4 -1 
32 36 1.5 1 1 1 
33 40 1.5 2 2 1 
34 43 1.5 3 3 1 
35 44 1.5 3 4 i 
36 45 1.5 4 4 1 
37 51 2.5 1 1 1 
38 55 2.5 2 2 1 
39 56 2.5 2 3 1 
40 57 2.5 2 4 1 
41 58 2.5 3 3 1 
42 59 2.5 3 4 1 
43 60 2.5 4 4 1 
44 66 3.5 1 1 1 
Figure C - 3. SAS output for Multivariate Linear Regression Analysis on the 
decision variables beta, log(CcaM) and log(Cu.) 
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Obs Trial beta Ccbm Cu Type 
45 67 3.5 1 2 1 
46 70 3.5 2 2 1 
47 71 3.5 2 3 1 
48 72 3.5 2 4 1 
49 73 3.5 3 3 1 
50 74 3.5 3 4 1 
51 75 3.5 4 4 1 
52 81 4.5 1 1 1 
53 82 4.5 1 2 1 
54 83 4.5 1 3 1 
55 85 4.5 2 2 1 
56 86 4.5 2 3 1 
57 87 4.5 2 4 1 
58 88 4.5 3 3 1 
59 · 89 4.5 3 4 1 
60 90 4.5 4 4 1 
61 96 5.5 1 1 1 
62 97 5.5 1 2 1 
63 98 5.5 1 3 1 
64 99 5.5 1 4 1 
65 100 5.5 2 2 1 
66 101 5.5 2 3 1 
67 102 5.5 2 4 1 
68 103 5.5 3 3 1 
69 104 5.5 3 4 1 
70 105 5.5 4 4 1 
71 31 1.5 0 0 0 
72 46 2.5 0 0 0 
73 61 3.5 0 0 0 
74 76 4.5 0 0 0 
75 91 5.5 0 0 0 
Figure C-3. Continued 
158 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Ba~kward Elimination: Step O 
All Variables Entered: R-Square = 0.6561 and C(p) = 4.0000 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 3 45.36381 15.12127 45.14 <.0001 
Error 71 23.78286 0.33497 
Corrected Total 74 69.14667 
Parameter Standard 
Variable Estimate Error Type II ss F Value Pr> F 
Intercept -0.60571 0.22856 2.35258 7.02 0.0099 
beta 0.16000 0.04726 3.84000 11.46 0.0012 
Ccbm 0.68571 0.06187 41.1.4286 122.83 <.0001 
Cu -0.28571 0.06187 7 .14286 21.32 <.0001 
Bounds on condition number: 1.3333, 11 
All variables left in the model are significant at the 0.0500 level. 
Figure C - 3. Continued 
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APPENDIX D: EVOLUTIONARY PROCESS OF THE DECISION MODEL 
The evolutionary process used to develop the decision variables in this research relied on 
regression analysis and principal component analysis. The decision variables DL and 
C1c-x are not discussed. These variables were explored in Phase Two of this research's 
experimental methodology. 
Initially, a backward elimination regression analysis (Regl) was performed 
(Figure D - 1) on the decision variables, beta, CceM, and Cu, discussed in Chapter III. 
Note that the dependent variables of the data set are classification variables. Therefore, 
·before the regression analysis was performed these·variables were transformed to 
numerical values (i.e., -1.0 equals CBM, 0.0 equals CM and 1.0 equals ABM). The 
results (Table D' - I)· were that only 19 out the 7 5 trials were predicted correctly. The 
decision criteria used to make the predictions were as follows. 
• Choose CBM if the regression model result was less than---0.33. 
• Choose ABM if the regression model result was greater than 0.33. 
• Otherwise, choose CM. 
The bounds were set arbitrarily based on having three equal decision intervals over the 
range of-1.0 to 1.0. A plot of the results (Figure D-2) showed that these bounds will 
likely perform as well as any other simple set. 
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The REG Procedure 
Model: MODEL 1 
Dependent Variable: Type Type 
Backward Elimination: Step 0 













Square F Value Pr> F 























7 .69 0.0071 
0.27 0.6051 
Bounds on condition number: 1.1926, 10.156 
Backward Elimination: Step 1 
Variable.cu Removed: A-Square= 0.1491 and C(p) = 2.2698 
Analysis of variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
·Model 2 10.30997 5.15498 6.31 0.0030 
Error 72 58.83670 0.81718 
Corrected Total 74 69.14667 
Backward Elimination: Step 1 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr > F 
Intercept -0.55101 0.28078 
Beta 0.16000 0.07381 












Summary of Backward Elimination 
Number Partial Model 
Label 
Cu 
Vars In A-Square A-Square 
2 0.0032 0.1491 
Summary of Backward Elimination 
Step Pr> F 
1 0.6051 
C(p) F Value 
2.2698 0.27 
Figure D - 1. Results of backward the elimination regression analysis 
(Reg 1) on the decision variables beta, CceM, and Cu 
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TABLED-I 
RESULTS OF REGRESSION ANALYSIS (Regl) 
Preferred Correct'i Trial Beta Ccbm Cu Maintenance Predicted Yes/No Strategy 
31 1.5 1 1 0 -0.31 Yes 
32 1.5 1 10 -1 -0.31 No 
33 1.5 1 100 -1 -0.31 No 
34 1.5 1 1000 -1 -0.31 No 
35 1.5 1 10000 -1 -0.31 No 
36 1.5 10 10 1 -0.31 No 
37 1.5 10 100 -1 -0.31 No 
38 1.5 10 1000 -1 -0.31 No 
39 1.5 10 10000 -1 -0.31 No 
40 1.5 100 100 1 -0.30 No 
41 1.5 100 1000 -1 -0.30 No 
42 1.5 100 10000 -1 -0.30 No 
43 1.5 1000 1000 1 -0.19 No 
44 1.5 1000 10000 1 -0.19 No 
45 1.5 10000 10000 1 0.88 Yes 
46 2.5 1 1 0 -0.15 Yes 
47 2.5 1 10 -1 -0.15 No 
48 2.5 1 100 -1 -0.15 No 
49 2.5 1 1000 -1 -0.15 No 
50 2.5 1 10000 -1 -0.15 No 
51 2.5 10 10 1 -0.15 No 
52 2.5 10 100 -1 -0.15 No 
53 2.5 10 1000 -1 -0.15 No 
54 2.5 10 10000 -1 -0.15 No 
55 2.5 100 100 1 -0.14 No 
56 2.5 100 1000 1 -0.14 No 
57 2.5 100 10000 1 -0.14 No 
58 2.5 1000 1000 1 -0.03 No 
59 2.5 1000 10000 1 -0.03 No 
60 2.5 10000 10000 1 1.04 Yes 
61 3.5 1 1 0 0.01 Yes 
62 3.5 1 10 -1 0.01 No 
63 3.5 1 100 -1 0.01 No 
64 3.5 1 1000 -1 0.01 No 
65 3.5 1 10000 -1 0.01 No 
66 3.5 10 10 1 0.01 No 
67 3.5 10 100 1 0.01 No 
68 3.5 10 1000 -1 0.01 No 
69 3.5 10 10000 -1 0.01 No 
70 3.5 100 100 1 0.02 No 
71 3.5 100 1000 1 0.02 No 
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TABLE D - I continued 
Preferred Correct'! Trial Beta Ccbm Cu· Maintenance Predicted Yes/No Strategy 
a 
72 3.5 100 10000 1 0.02 No 
73 3.5 1000 1000 1 0.13 No 
74 3.5 1000 10000 1 0.13 No 
75 3.5 10000 10000 1 1.20 Yes 
76 4.5 1 1 0 0.17 Yes 
77 4.5 1 10 -1 0.17 No 
78 4.5 1 100 -1 0.17 No 
79 4.5 1 1000 -1 0.17 No 
80 4.5 1 10000 -1 0.17 No 
81 4.5 10 10 1 0.17 No 
82 4.5 10 100 1 0.17 No 
83 4.5 10 1000 1 0.17 No 
84 4.5 10 10000 -1 0.17 No 
85 4.5 100 100 1 0.18 No 
86 4.5 100 1000 1 0.18 No 
87 4.5 100 10000 1 0.18 No 
88 4.5 1000 1000 1 0.29 No 
89 4.5 1000 10000 1 0.29 No 
90 4.5 10000 10000 1 1.36 Yes 
91 5.5 1 1 0 0.33 Yes 
92 5.5 1 10 -1 0.33 No 
93 5;5 1 100 -1 0.33 No 
94 5.5 1 1000 -1 0.33 No 
95 5.5 1 10000 -1 0.33 No 
96 5.5 10 10 1 0.33 Yes 
97 5.5 10 100 1 0.33 Yes 
98 5.5 10 1000 1 0.33 Yes 
99 5.5 10 10000 1 0.33 Yes 
100 5.5 100 100 1 0.34 Yes 
101 5.5 100 1000 1 0.34 Yes 
102 5.5 100 10000 1 0.34 Yes 
103 5.5 1000 1000 1 0.45 Yes 
104 5.5 1000 10000 1 0.45 Yes 































• •I • 
___________ .._ ______________________ j~ ----------------- ___ .... ___________ -0.33 
-0.5 '---~~~~~~~~~~~~'---~~~~~~~~~~~--' 
-1.5 -1 -0.5 0 0.5 1 1.5 
Preferred Maintenance Strategy 
CBM = -1 on the x-axis scale Note: Some points represent 
CM = 0 on the x-axis scale multiple data values 
ABM = 1 on the x-axis scale 
Figure D-2. Plot of preferred maintenance strategy versus the regression model's 
(Regl) predicted maintenance strategy 
The next step taken was to perform a backward elimination regression analysis (Reg2) on 
the variables beta, log(CcBM) and log(Cu) (Figure D- 3). The logarithmic values ofCc8 M 
and Cu were chosen to explore whether the large differences in the magnitudes of these 
variables versus the magnitude of beta was having a detrimental effect on the predictive 
ability of the regression model. The results (Table D-II and Figure D-4) showed that 
the revised regression model predicted more trials correctly (56 out of75) than the initial 
regression model (again using the same decision bounds as stated above). 
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The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step O 
All Variables Entered: R-Square = 0.6561 and C(p) = 4.0000 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 3 45.36381 15.12127 45.14 <.0001 
Error 71 23.78286 0.33497 
Corrected Total 74 69.14667 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -0.60571 0.22856 2.35258 7.02 0.0099 
Beta 0.16000 0.04726 3.84000 11.46 0.0012 
Log Ccbm 0.68571 0.06187 41 .14286 122.83 <.0001 
Log Cu -0.28571 0.06187 7 .14286 21.32 <.0001 
Bounds on condition number: 1.3333, 11 
All variables left in the model are significant at the o. 0500 level. 
Figure D-3. Results of backward elimination regression analysis (Reg2) 

























































TABLE D - II continued 
' 
Cl) 
E "d I ~ "d C'-• 0 Cl) 
(U .c ::::, 
. Cl) b()
0 ~~ ai 0 u t:: Cl) 
·c: 1i> u Cl) Cl) ~ .... t:: rll C) "d I- m C) 
.2 ~ 5 ... Cl) 0 Cl) .......... ... u >, 
.2 ~- ta 00 ~ ~ 
38 1.5 1 3 -1 -0.54 Yes 
39 1.5 1 4 -1 -0.82 Yes 
40 1.5 2 2 1 0.43 Yes 
41 1.5 2 3 -1 0.15 No 
42 1.5 2 4 -1 -0.14 No 
43 1.5 3 3 1 0.83 Yes 
44 1.5 3 ·4 1 0.55 Yes 
45 1.5 4 4 1 1.23 Yes 
46 2.5 0 0 0 -0.21 Yes 
47 2.5 0 1 -1 -0.49 Yes 
48 2.5 0 2 -1 -0.78. Yes 
49 2.5 0 3 -1 -1.06 Yes 
50 2.5 0 4 -1 -1.35 Yes 
51 2.5 1 1 1 0.19 No 
52 2.5 1 2 -1 -0.09 No 
53 2.5 1 3 -1 -0.38 Yes 
54 2.5 1 4 -1 ,-0.66 Yes 
55 2.5 2 2 1 0.59 Yes 
56 2.5 2 3 1 0.31. No 
57 2.5 2 4 1 0.02 No 
58 2.5 3 3 1 0.99 Yes 
59 2.5 3 4 1 0.71 Yes 
60 2.5 4 4 1 1.39 Yes 
61 3.5 0 0 0 -0.05 Yes 
62 3.5 0 1 -1 -0.33 Yes 
63 3.5 0 2 -1 -0.62 Yes 
64 3.5 0 3 -1 -0.90 Yes 
65 3.5 0 4 -1 -1.19 Yes 
66 3.5 1 1 1 0.35 Yes 
67 3;5 1 2 1 0.07 No 
68 3.5 1 3 -1 -0.22 No 
69 3.5 1 4 -1 -0.50 Yes 
70 3.5 2 2 1 0.75 Yes 
71 3.5 2 3 1 0.47 Yes 
72 3.5 2 4 1 0.18 No 
73 3.5 3 3 1 1.15 Yes 
74 3.5 3 4 1 0.87 Yes 
75 3.5 4 4 1 1.55 Yes 
76 4.5 0 0 0 0.11 Yes 
77 4.5 0 1 -1 -0.17 No 
78 4.5 0 2 -1 -0.46 Yes 

































































































































































































Next, a backward elimination regression analysis (Reg3) was performed using beta, 
CcBM, Cu, log(CcaM), log(Cu) and CulCcaM (Figure D- 5). The ratio CufCcaM was 
included to provide the linear regression model a variable reflecting the relationship 
between the cost of failure and the cost of performing CBM. The results (Table D-111) 
showed that 32 out of the 75 trials were predicted correctly. Even though the ratio 
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Cu/CcBM was not significant at the 0.05 level it was significant at the 0.1278 level and 





















Comparison of Regression Results versus the Preferred 
Maintenance Strategy 
: 





-1.5 -1 -0.5 0 0.5 1.5 
Preferred Maintenance Strategy 
CBM = -1 on the x-axis scale 
CM = 0 on the x-axis scale 
ABM = 1 on the x-axis scale 
Note: Some points represent 
multiple data values 
Figure D - 4. Plot of preferred maintenance strategy versus the regression 
model's (Reg2) predicted maintenance strategy 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step O 
All Variables Entered: A-Square= 0.7110 and C(p) = 7.0000 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 6 49.16347 8.19391 27.88 <.0001 
Error 68 19.98319 0.29387 
Corrected Total 74 69.14667 
Figure D- 5. Results of backward elimination regression analysis (Reg3) on the 
decision variables beta, Cu, CcBM, Cu/CcBM, log(CcBM), and log(Cu) 
168 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -0.57897 0.23425 1. 79522 6.11 0.0160 
Beta 0.16000 0.04426 3.84000 13.07 0.0006 
Ccbm -0.00012206 0.00003523 3.52808 12.01 0.0009 
Cu 0.00002374 0.00002521 0.26059 0.89 0.3497 
LCcbm 0.39061 0.03857 30.14014 102.56 <.0001 
LCu -0.17827 0.04115 5.51559 18.77 <.0001 
CuCcbm 0.00004316 0.00003523 0.44105 1.50 0.2248 
Bounds on condition number: 3.5641, 89.392 
---------------------------------------------------------------------
Backward Elimination: Step 1 
Variable Cu Removed: R-Square = 0.7072 and C(p) = 5.8867 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 5 48.90289 9.78058 33.34 <.0001 
Error 69 20.24378 0.29339 
Corrected Total 74 69.14667 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -0.66055 0.21746 2.70717 9.23 0.0034 
Beta 0.16000 0.04423 3.84000 13.09 0.0006 
Ccbm -0.00011302 0.00003387 3.26749 11.14 0.0014 
LCcbm 0.39061 0.03854 30.14014 102.73 <.0001 
LCu -0.15341 0.03153 6.94366 23.67 <.0001 
CuCcbm 0.00005220 0.00003387 0.69692 2.38 0.1278 
Bounds on condition number: 3;1313, 49.096 
Backward Elimination: Step 2 
variable CuCcbm Removed: R-Square = 0.6972 and C(p) 6.2583 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 4 48.20596 12.05149 40.29 <.0001 
Error 70 20.94071 0.29915 
Corrected Total 74 69.14667 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -0.69923 0.21811 3.07441 10.28 0.0020 
Beta 0.16000 0.04466 3.84000 12.84 0.0006 
Ccbm -0.00010372 0.00003365 2.84215 9.50 0.0029 
LCcbm 0.35607 0.03166 37.84580 126.51 <.0001 
LCu -0.12408 0.02539 7 .14286 23.88 <.0001 
Figure D - 5. Continued 
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Bounds on condition number: 2.0722, 24.577 
All variables left in the model are significant at the 0.0500 level. 
Summary of Backward Elimination 
Variable Number Partial Model 
Step Removed Label Vars In A-Square A-Square C(p) F Value 
1 Cu Cu 
2 CuCcbm 
5 0.0038 0.7072 5.8867 0.89 
4 0.0101 0.6972 6.2583 2.38 
Summary of Backward Elimination 
Step Pr> F 
1. 0.3497 
2. 0.1278 
Figure D - 5. Continued 
TABLED-III 
RESULTS OF REGRESSION ANALYSIS (Reg3) 
E E 'C) ~ ;;;,,... 'C) E ..c ::::J Q) oJ) Q) 
"'ffi aJ C) ..c t:: Q) 
-
0 Q) Q) 0 
·c: cu ..c ::::J C) 0 Q) 5 od ..... 0 (.) C) (.) 'C) I- cc 0 (+:, • t:: '""' (.) C) ::::J Q) t"a Q) 
.9 _J C) ~~ - '""' 00 11..
31 1.5 1 1 0 0 1 0 -0.46 
32 1.5 1 10 0 1 10 -1 -0.58 
33 1.5 1 100 0 2 100 -1 -0.71 
34 1.5 1 1000 0 3 1000 -1 -0.83 
35 1.5 1 10000 0 4 10000 -1 -0.96 
36 1.5 10 10 1 1 1 1 -0.23 
37 1.5 10 100 1 2 10 -1 -,0.35 
38 1.5 10 1000 1 3 100 -1 -0.48 
39 1.5 10 10000 1 4 1000 -1 -0.60 
40 1.5 100 100 2 2 1 1 -0.01 
41 1.5 100 1000 2 3 10 -1 -0.13 
42 1.5 100 10000 2 4 100 -1 -0.25 
43 1.5 1000 1000 3 3 1 1 0.13 
44 1.5 1000 10000 3 4 10 1 0.01 
45 1.5 10000 10000 4 4 1 1 -0.57 
46 2.5 1 1 0 0 1 0 -0.30 
47 2.5 1 10 0 1 10 -1 -0.42 
48 2.5 1 100 0 2 100 -1 -0.55 
49 2.5 1 1000 0 3 1000 -1 -0.67 
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TABLE D - III continued 
Cl) 
E E "d ~ ~ "d ct: 0 E .c ::, Cl) OJ) Cl) 
'iii (U 0 u .c t:: Cl) 0 g~ G) .c ::, 0 
·c: 0 u C) 0 Cl) Cl) ~ 
.... t:: rll 0 "d I- m 0 C> 0 ::, ~s~ Cl) 8~ 0 ....I 0 ~ ..... ~ 
....I p.. ~ 00 p.. 
50 2.5 1 10000 0 4 10000 -1 -0.80 Yes 
51 2.5 10 10 1 1 1 1 -0.07 No 
52 2.5 10 100 1 2 10 -1 -0.19 No 
53 2.5 10 1000 1 3 100 -1 -0.32 No 
54 2.5 10 .. 10000 1 4 1000 -1 -0.44 Yes 
55 2.5 100 100 2 2 1 1 0.15 No 
56 2.5 100 1000 2 3 10 1 0.03 No 
57 2.5 100 10000 2 4 100 1 -0.09 No 
58 2.5 1000 1000 3 3 1 1 0.29 No 
59 2.5 1000 10000 3 4 10 1 0.17 No 
60 2.5 10000 10000 4 4 1 1 -0.41 No 
61 3.5 1 1 0 0 1 0 -0.14 Yes 
62 3.5 1 10 0 1 10 -1 -0.26 No 
63 3.5 1 100 0 2 100 -1 -0.39 Yes 
64 3.5 1 1000 0 3 1000 -1 -0.51 Yes 
65 3.5 1 10000 0 4 10000 -1 -0.64 Yes 
66 3.5 10 10 1 1 1 1 0.09 No 
67 3.5 10 100 1 2 10 1 -0.03 No 
68 3.5 10 1000 1 3 100 -1 -0.16 No 
69 3.5 10 10000 1 4 1000 -1 -0.28 No 
70 3.5 100 100 2 2 1 1 0.31 No 
71 3.5 100 1000 2 3 10 1 0.19 No 
72 3.5 100 10000 2 4 100 1 0.07 No 
73 3.5 1000 1000 3 3 1 1 0.45 Yes 
74 3.5 1000 10000 3 4 10 1 0.33 No 
75 3.5 10000 . 10000 4 4 1 1 -0.25 No 
76 4.5 1 1 0 0 1 0 0.02 Yes 
n 4.5 1 10 0 1 10 -1 -0.10 No 
78 4.5 1 100 0 2 100 -1 -0.23 No 
79 4.5 1 1000 0 3 1000 -1 -0.35 Yes 
80 4.5 1 10000 0 4 10000 -1 -0.48 Yes 
81 4.5 10 10 1 1 1 1 0.25 No 
82 4.5 10 100 1 2 10 1 0.13 No 
83 4.5 10 1000 1 3 100 1 0.00 No 
84 4.5 10 10000 1 4 1000 -1 -0.12 No 
85 4.5 100 100 2 2 1 1 0.47 Yes 
86 4.5 100 1000 2 3 10 1 0.35 Yes 
87 4.5 100 10000 2 4 100 1 0.23 No 
88 4.5 1000 1000 3 3 1 1 0.61 Yes 
89 4.5 1000 10000 3 4 10 1 0.49 Yes 
90 4.5 10000 10000 4 4 1 1 -0.09 No 



































































































































































The above regression analyses indicated that beta, CcaM, Cu, log(CcaM), log(Cu) 
and potentially the ratio Cuf CcaM were possible decision variables with regard to 
predicting the economically preferred maintenance strategy. However, while regression 
analysis is useful for eliminating variables and developing prediction equations given a 
set ~f decision variables, regression analysis does not offer insight with regard to 
discovering additional predictive decision variables. Therefore, the next step in this 
search for decision variables used principal component analysis. A principal component 
analysis was chosen because it can offer insight into the relationships between decision 
variables. 
A principal component analysis was performed using the variables beta, CcaM, Cu, 





























Beta Ccbm Cu LCcbm 
Beta 1 .0000 0.0000 0.0000 0.0000 
Ccbm 0.0000 1.0000 0.4019 0.6518 
Cu 0.0000 0.4019 ·1.0000 0.4001 
0.0000 0.6518 0.4001 1.0000 
0.0000 0.3259 0.8002 0.5000 









0.3259 - .1100 
0.8002 0.4019 
0.5000 - .3259 
1 .0000 0.3259 
0.3259 1.0000 
Eigenvalues of the Correlation Matrix 
Eigenvalue Difference Proportion Cumulative 
2.56608073 1.04336349 0.4277 0.4277 
1.52271724 0.52271724 0.2538 0.6815 
1.00000000 0.47361973 0.1667 0.8481 
0.52638027 0.29053529 0.0877 0.9359 
0.23584498 0.08686820 0.0393 0.9752 
0.14897678 0.0248 1.0000 
Figure D - 6. Results of a principal component analysis on the decision 
variables beta, CcBM, Cu, log(CcBM), log(Cu) and the ratio 
CufCcBM 
The first three eigenvalues explained 84.81% of the variance in the data. If the 
fourth eigenvalue was included, the total variance explained by the data increased to 
93.59%. The fourth eigenvalue was less than one and therefore explained less variation 
than one ofthe original variables. However, given the nearly 10% increase in explained 
variation, the indication was that there were four fundamental decision variables. 
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Consider the composition of the first four principal components (Prinl -Prin4, 
Figure D - 7). The first principal component Prinl ( corresponding to the largest 
eigenvector) approximately represented the relationship between the cost of failure, the 
logarithm of the cost of failure, the cost of performing CBM and the logarithm of the cost 
of performing CBM. Prin2 (the second largest eigenvector) was dominated by the ratio 
CufCcBM· Princ3 was completely defined by beta. The fourth principal component 
represented the relationships between the cost ofCBM, the logarithm of the cost of 
failure and the ratio CulCcBM· 
The PRINCOMP Procedure 
Eigenvectors 
Prin1 Prin2 Prin3 
Beta 0.000000 0.000000 1.00000 
Ccbm 0.435013 - .357856 0.00000 
Cu 0.537427 0.287221 0.00000 
LCcbm 0.464948 - .457371 0.00000 
LCu 0.539147 0.231572 0.00000 
CuCcbm 0.122798 0.725693 0.00000 
Eigenvectors 
Prin4 Prin5 Prin6 
Beta 0.000000 0.000000 0.000000 
Ccbm 0.756771 - .133928 -.303420 
Cu - .103137 - .639750 0.456901 
LCcbm - .193982 0.556785 0.476442 
LCu -.438855 0.154268 -.662799 
CuCcbm 0.431784 0.488851 0.181322 
Figure D - 7. Eigenvector results of a principal component analysis 
on the decision variables beta, CcaM, Cu, log(CcaM), 
log(Cu) and the ratio CufCcaM 
Given that the second largest eigenvector was dominated by the ratio Cuf CcaM, 
there was cause to believe that this term was important even though it was not shown to 
be significant in the regression analysis. Also, there was an indication that the cost of 
failure, the logarithm of the cost of failure, the cost of performing CBM and the 
174 
logarithm of the cost of performing CBM could be combined into a functional form and 
serve as a decision variable. 
Recall.that the initial three decision variables (beta, CcaM, and Cu) performed 
poorly with regard to their ability to predict the economically preferred maintenance 
strategy. The purpose of most of the above analysis was to gain insight into variables 
that could. potentially enhance the predictive ability of a decision model The above 








However, a simple regression analysis using these decision variables (see the third 
regression analysis presented previously) did not produce a satisfactory model 
Therefore, the question becomes, "Are there functional relationships between these six 
variables that might better predict the economically preferred maintenance strategy?'' 
This research assumed that the answer to this question was, "Yes, there are more 
predictive decision variables." 
Toe approach taken in this research was to sum the variables beta, log(CcaM), and 
log(Cu), and sum the variables log(CcaM), log(Cu), and log(Cu/CcaM) to form two new 
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decision variables. The logarithm of Cu, CcaM, and Cu/CcaMwas used in the sums so that 
values of approximately equal magnitude were added together. Recall that beta was 
defined as greater than or equal to one and less than or equal to 5.5. The magnitudes of 
. Cu, CcaM, and Cu/CcaM ranged from one to 10,000 but not all three ranges were of the 
same order of magnitude under the same conditions. 
·A principal component analysis was again performed to include these new 
decision variables. The following SAS code (Figure D - 8) shows the calculation for the 










proc princomp data=set2; 
var Beta LCcbm LCu CuCcbm LB LC LCC; 
run; 
Figure D - 8. SAS code for defining the new decision variables and 
performing a principal component analysis 
In this analysis (Figure D - 9), the first four eigenvalues explained 100% of the variation 






























Mean 12.71034037 12.28045383 3.070113457 
StD 5.20610912 5.78233461 2.891167303 
Correlation Matrix 
Beta LCcbm LCu CuCcbm LB LC LCC 
Beta 1.0000 0.0000 0.0000 0.0000 0.2735 0.0000 0.0000 
0.0000 1.0000 0.5000 - .3259 0.8330 0.5000 - .5000 
0.0000 0.5000 1.0000 0.3259 0.8330 1.0000 0.5000 
0.0000 -.3259 0.3259 1 .0000 0.0000 0.3259 0.6518 
0.2735 0.8330 0.8330 0.0000 1.0000 0.8330 0.0000 
0.0000 0.5000 1.0000 0.3259 0.8330 1.0000 0.5000 
0.0000 - .5000 0.5000 0.6518 0.0000 0.5000 1.0000 
Eigenvalues of the Correlation Matrix 
Eigenvalue Difference Proportion Cumulative 
3.37395984 1.21766586 0.4820 0.4820 
2 2.15629398 1.11573269 0.3080 0.7900 
3 1.04056128 0.61137638 0.1487 0.9387 
4 0.42918490 0.42918490 0.0613 1.0000 
5 0.00000000 0.00000000 0.0000 1.0000 
6 0.00000000 0.00000000 0.0000 1.0000 
7 0.00000000 0.00000000 0.0000 1.0000 
Figure D - 9. Results of a principal component analysis on the decision 



























- .125895 0.277132 
- .092926 - .154466 
0.048042 0.827491 
0.144010 0.060230 
-.092926 - .154466 
0.032968 - .431598 
Figure D - 10. Eigenvector results of a principal component analysis on the 





Beta -.073690 0.210266 
LCcbm 0.123954 0.426984 
LCu -.820789 0.000000 
CuCcbm 0.000000 0.000000 
LB 0.269460 -.768868 
LC 0.397550 0.426984 
LCC 0.273596 .. 0.000000 









The first principal component (Figure D - 10) approximately represented the 
relationship between the variables LB, LC, artd LCu. The first two variables were the 
summation of beta, log(CcBM), and log(Cu), and the summation oflog(CcBM), log(Cu), 
and log(Cu/CcBM), respectively. The third variable, LCu, was the logarithm of Cu, which 
was an element of the first two variables. The second principal component represented 
the relationship between log(CcBM), Cu/CcBM, and log(Cu/CcBM). The third principal 
component was dominated by beta. The fourth principal component was dominated by 
the ratio Cu/CcBM· 
The above principal component analysis indicated that one decision variable was 
a functional relationship between the summation of beta, log(CcBM), and log(Cu), and the 
summation log(CcBM), log(Cu), and log(Cu/CcBM). Simplistically, the available options 
for this functional relationship were addition, subtraction, muhiplication and division. 
Subtraction, would result in the function ± [beta - log(Cu/CcBM)]. However, beta was 
not a major component of the first principal component. A similar argument held for the 
addition and multiplication options. Theref~re, this research selected division as the 
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functional relationship. Specifically, the new possible decision variable was [beta + 
log(CcaM) + log(Cu)] I [log(CcaM) + log(Cu) + log(Cu/CcaM)]. 
Once again a principal component analysis was performed to include the new 











proc princomp data=set2; 
var Beta CuCcbm LB LC LCC LL; 
run; 
Figure D - 11, SAS code for defining the new decision variables and 
.· performing a principal component analysis 
Again focusing only on the first four principal components (Figure D-12), the results 
show that Print again represented the relationship between the defined variables 
beta+ log(C0 )+ log(CceM) and log(__s_J+ log(C 0 )+ log(CCBM), 
CCBM 
· with the division of these two defined variables being the largest (albeit only slightly). 
Mean 
StD 










Figure D - 12. Results of a principal component analysis on the decision 















Beta CuCcbm LB LC 
1.0000 0.0000 0.3014 0.0000 
0.0000 1.0000 - .0484 0.3367 
0.3014 - .0484 1.0000 0.7798 
0.0000 0.3367 0.7798 1.0000 
0.0000 0.6563 - .1619 0.4282 






0.6563 - .4057 
- .1619 0.0141 
0.4282 - .5529 
1.0000 - . 7588 
- . 7588 1.0000 







































0.747825 - .211831 
0.131129 -.095927 
0.022700 0.311832 
- .366646 0.551101 
0.377965 0.681416 






















The second principal component was dominated by beta+ log(C0 ) + log(CCBM). The 
third and fourth principal components were interesting in that they appeared to have 
interchanged the most dominant and the second dominant components (beta and the ratio 
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CulCcaM). This appeared to indicate that there was a decision variable that represented a 
functional relationship between beta and the ratio CufCcBM· 








beta+ log(Cu) + log(CCBM) 
log(_s__J + log(Cu) + log(CCBM) 
CCBM 
log( CCBM) + log( Cu)+ log(_S_J 
CCBM 
Figure D - 13. Results of a principal component analysis on the decision 
variables beta, CcaM, Cu, log(CcaM), log(Cu) and the ratio 
CulCcaM 
The next step in the this evolutionary approach to developing a decision model 
was to attempt to use the decision variables defined in Figure D - 13 to predict the 
economically preferred maintenance strategy for the initial 90 trials. This was 
accomplished using a spreadsheet. Table D-IV shows the values of the original 
decision variables and the newly defined decision variables, along with the economically 
preferred maintenance strategy. 
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TABLED-IV 
ORIGINAL AND DEFINED DECISION VARIABLE VALUES 
2- Q) 
E 1ij"OO>,-E E 0 Q) C ai (1J 0 :, .0 ·- ... (1J i 
-
.0 :, C) .0 0 ....I CD 0 E ... C ·;:: Q) 0 0 C) 0 0 ....I ....I ....I o.!a>iu I- CD 0 ....I ....I 0 :, C G>c~ 
....I 0 o ... ·- en 0 a.. cu 
w ~ 
16 1.0 1 1 0 0 0 1 #DIV/0! 1.00 0.00 CM 
17 1.0 1 10 1 1 0 10 1.000 2.00 2.00 CBM 
18 1.0 1 100 2 2 0 100 0.750 3.00 4.00 CBM 
19 1.0 1 1000 3 3 0 1000 0.667 4.00 6.00 CBM 
20 1.0 1 10000 4 4 0 10000 0.625 5.00 8.00 CBM 
21 1.0 10 10 0 1 1 1 1.500 3.00 2.00 CM 
22 1.0 10 100 1 2 1 10 1.000 4.00 4.00 CBM 
23 1.0 10 1000 2 3 1 100 0.833 5.00 6.00 CBM 
24 1.0 10 10000 3 4 1 1000 0.750 6.00 8.00 CBM 
25 1.0 100 100 0 2 2 1 1.250 5.00 4.00 CM 
26 1.0 100 1000 1 3 2 10 1.000 6.00 6.00 CBM 
27 1.0 100 10000 2 4 2 100 0.875 7.00 8.00 CBM 
28 1.0 1000 1000 0 3 3 1 1.167 7.00 6.00 CM 
29 1.0 1000 10000 1 4 3 10 1.000 8.00 8.00 CBM 
30 1.0 10000 10000 0 4 4 1 1.125 9.00 8.00 CM 
31 1.5 1 1 0 0 0 1 #DIV/0! 1.50 . 0.00 CM 
32 1.5 1 10 1 1 0 10 1.250 2.50 2.00 CBM 
33 1.5 1 100 2 2 0 100 0.875 3.50 4.00 CBM 
34 1.5 1 1000 3 3 0 1000 0.750 4.50 6.00 CBM 
35 1.5 1 10000 4 4 0 10000 0.688 5.50 8.00 CBM 
36 1.5 10 10 0 1 1 1 1.750 3.50 2.00 ABM 
37 1.5 10 100 1 2 1 10 1.125 4.50 4.00 CBM 
38 1.5 10 1000 2 3 1 100 0.917 5.50 6.00 CBM 
39 1.5 10 10000 3 4 1 1000 0.813 6.50 8.00 CBM 
40 1.5 100 100 0 2 2 1 1.375 5.50 4.00 ABM 
41 1.5 100 1000 1 3 2 10 1.083 6.50 6.00 CBM 
42 1.5 100 10000 2 4 2 100 0.938 7.50 8.00 CBM 
43 1.5 1000 1000 0 3 3 1 1.250 7.50 6.00 ABM 
44 1.5 1000 10000 1 4 3 10 1.063 8.50 8.00 ABM 
45 1.5 10000 10000 0 4 4 1 1.188 9.50 8.00 ABM 
46 2.5 1 1 0 0 0 1 #DIV/0! 2.50 0.00 CM 
47 2.5 1 10 1 1 0 10 1.750 3.50 2.00 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.50 4.00 CBM 
49 2.5 1 1000 3 3 0 1000 0.917 5.50 6.00 CBM 
50 2.5 1 10000 4 4 0 10000 0.813 6.50 8.00 CBM 
51 2.5 10 10 0 1 1 1 2.250 4.50 2.00 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.50 4.00 CBM 
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TABLE D - IV continued 
~ 8 
E E muc>-co m E () ::I .0 .2 ~ mg> Q) .0 ::I .0 (.) ...J CD () Eli;C-·;:: (.) u () () (.) u ...J ...J ...J o-2m I- CD u ...J ...J () ::I C (I.) C .!:; 
...J u o ... ·- en o o.. m 
w ~ 
53 2.5 10 1000 2 3 1 100 1.083 6.50 6.00 CBM 
54 2.5 10 10000 3 4 1 1000 0.938 7.50 8.00 CBM 
55 2.5 100 100 0 2 2 1 1.625 6.50 4.00 ABM 
56 2.5 100 1000 1 3 2 10 1.250 7.50 6.00 ABM 
57 2.5 100 10000 2 4 2 100 1.063 8.50 8.00 ABM 
58 2.5 1000 1000 0 3 3 1 1.417 8.50 6.00 ABM 
59 2.5 1000 10000 1 4 3 10 1.188 9.50 8.00 ABM 
60 2.5 10000 10000 0 4 4 1 1.313 10.50 8.00 ABM 
61 3.5 1 1 0 0 0 1 #DIV/0! 3.50 0.00 CM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2.00 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.50 4.00 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.50 6.00 CBM 
65 3.5 1 10000 4 4 0 10000 0.938 7.50 8.00 CBM 
66 3.5 10 10 0 1 1 1 2.750 5.50 2.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4.00 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.50 6.00 CBM 
69 3.5 10 10000 3 4 1 1000 1.063 8.50 8.00 CBM 
70 3.5 100 100 0 2 2 1 1.875 7.50 4.00 ABM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
72 3.5 100 10000 2 4 2 100 1.188 9.50 8.00 ABM 
73 3.5 1000 1000 0 3 3 1 1.583 9.50 6.00 ABM 
74 3.5 1000 10000 1 4 3 10 1.313 10.50 8.00 ABM 
75 3.5 10000 10000 0 4 4 1 1.438 11.50 8.00 ABM 
76 4.5 1 1 0 0 0 1 #DIV/0! 4.50 0.00 CM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.50 6.00 CBM 
80 4.5 1 10000 4 4 0 10000 1.063 8.50 8.00 CBM 
81 4.5 10 10 0 1 1 1 3.250 6.50 2.00 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
84 4.5 10 10000 3 4 1 1000 1.188 9.50 8.00 CBM 
85 4.5 100 100 0 2 2 1 2.125 8.50 4.00 ABM 
86 4.5 100 1000 1 3 2 10 1.583 9.50 6.00 ABM 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
88 4.5 1000 1000 0 3 3 1 1.750 10.50 6.00 ABM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
90 4.5 10000 10000 0 4 4 1 1.563 12.50 8.00 ABM 
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TABLE D - IV continued 
' 
2:- Q) 
E E E r3ig>-16 a, (.) ::, .c ·- ... a, 5r 16 .0 ::, .0 (J ....I m u E ... C ·c (J u (.) (.) (J u ...J ...J ....I o.!a>ai I- m u ....I ....I u ::, cec:.::: 
....I (.) 8 a. ·aw 
w ~ 
91 5.5 1 1 0 0 0 1 #DIV/01 5.50 0.00 CM 
92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
95 5;5 1 10000 4 4 0 10000 1.188 9.50 8.00 CBM 
96 5.5 10 10 0 .1 1 1 3.750 7.50 2.00 ABM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
98 5.5 10 1000 2 3 1 100 1.583 9.50 6,00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
100 5.5 100 100 0 2 2 1 2.375 9.50 4.00 ABM 
101 5~5 100 1000 1 3 2 10 1.750 10.50 6.00 ABM 
102 5.5 100 10000 2 4 2 1QO 1.438 11.50 8.00 ABM 
103 5.5 1000 1000 0 3 .3 1 1.917 11.50 6.00 ABM 
104 5.5 1000 10000 1 4. 3 10 1.563 12.50 8.00 ABM 
105 5.5 10000 10000 0 4 4. 1 1.688 13.50 8.00 ABM 
The method used to determine if any of the decision variables could predict the 
economically preferred maintenance strategy was to sort the spreadsheet on selected 
· columns and then visually search for relationships. When a relationship was discovered, 
/ . 
a decision rule was developed for the relationship. The first sort (SortA) used the beta 
column as the sort column. Table D.,... V shows the results of this sort. 
The notable relationship shown with this sort was between the decision variables. 
beta and the ratio Cu/CceM, and a CM strategy. Specifically, when beta was equal to one 




DATA SORTED ON BETA COLUMN (SortA) 
2::- Cl) 
E -a;-cu>, E E 0 Cl> C 
"ffi cu 0 ::I .0 ·- .... cu g> Q) .0 ::I (.) .0 0 ...J m 0 Effie-·c: 0 (.) (.) 0 0 ...J ...J ...J o-.! ~ I- m 0 ...J ...J (.) ::I c~c-
...J (.) 0 ·- U) 0 Q. cu 
w ~ 
16 1.0 1 1 0 0 0 1 #DIV/0! 1.00 0.00 CM 
21 1.0 10 10 0 1 1 1 1.500 3.00 2.00 CM 
25 1.0 100 100 0 2 2 1 1.250 5.00 4.00 CM 
28 1.0 1000 1000 0 3 3 1 1.167 7.00 6.00 CM 
30 1.0 10000 10000 0 4 4 1 1.125 9.00 8.00 CM 
17 1.0 1 10 1 1 0 10 1.000 2.00 2.00 CBM 
18 1.0 1 100 2 2 0 100 0.750 3.00 4.00 CBM 
19 1.0 1 1000 3 3 0 1000 0.667 4.00 6.00 CBM 
20 1.0 1 10000 4 4 0 10000 0.625 5.00 8.00 CBM 
22 1.0 10 100 1 2 1 10 1.000 4.00 4.00 CBM 
23 1.0 10 1000 2 3 1 100 0.833 5.00 6.00 CBM 
24 1.0 10 10000 3 .4 1 1000 0.750 6.00 8.00 CBM 
26 1.0 100 1000 1 3 2 10 1.000 6.00 6.00 CBM 
27 1.0 100 10000 2 4 2 100 0.875 7.00 8.00 CBM 
29 1.0 1000 10000 1 4 3 10 1.000 8.00 8.00 CBM 
31 1.5 1 1 0 0 0 1 #DIV/0! 1.50 0.00 CM 
32 1.5 1 10 1 1 0 10 1.250 2.50 2.00 CBM 
33 1.5 1 100 2 2 0 100 0.875 3.50 4.00 CBM 
34 1.5 1 1000 3 3 0 1000 0.750 4.50 6.00 CBM 
35 1.5 1 10000 4 4 0 10000 0.688 5.50 8.00 CBM 
36 1.5 10 10 0 1 1 1 1.750 3.50 2.00 ABM 
37 1.5 10 100 1 2 1 10 1.125 4.50 4.00 CBM 
38 1.5 10 1000 2 3 1 100 0.917 5.50 6.00 CBM 
39 1.5 10 10000 3 4 1 1000 0.813 6.50 8.00 CBM 
40 1.5 100 100 0 2 2 1 1.375 5.50 4.00 ABM 
41 1.5 100 1000 1 3 2 10 1.083 6.50 6.00 CBM 
42 1.5 100 10000 2 4 2 100 0.938 7.50 8.00 CBM 
43 1.5 1000 1000 0 3 3 1 1.250 7.50 6.00 ABM 
44 1.5 1000 10000 1 4 3 10 1.063 8.50 8.00 ABM 
45 1.5 10000 10000 0 4 4 1 1.188 9.50 8.00 ABM 
46 2.5 1 1 0 0 0 1 #DIV/0!. 2.50 0.00 CM 
47 2.5 1 10 1 1 0 10 1.750 3.50 2.00 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.50 4.00 CBM 
49 2.5 1 1000 3 3 0 1000 0.917 5.50 6.00 CBM 
50 2.5 1 10000 4 4 0 10000 0.813 6.50 8.00 CBM 
51 2.5 10 10 0 1 1 1 2.250 4.50 2.00 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.50 4.00 CBM 
53 2.5 10 1000 2 3 1 100 1.083 6.50 6.00 CBM 
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TABLE D - V continued 
E E E 
fa1g>, 
cu i u :, ..0 ·- t:: a, 5r ..0 :, ..0 u ....I al u Ea> c_ ·c: u u u u u u ....I ....I ....I 0""" ,S l! I- al u ....I ....I u :, c!c-
....I u 0 ·- (/) u a.. a, 
w ~ 
54 2.5 10 10000 3 4 1 1000 0.938 7.50 8.00 CBM 
55 2.5 100 100 0 2 2 1 1.625 6.50 4.00 ABM 
56 2.5 100 1000 1 3 2 10 1.250 7.50 6.00 ABM 
57 2.5 100 10000 2 4 2 100 1.063 8.50 8.00 ABM 
58 2.5 1000 1000 0 3 3 1 1.417 8.50 6.00 ABM 
59 2.5 1000 10000 1 4 3 10 1.188 9.50 8.00 ABM 
60 2.5 10000 10000 0 4 4 1 1.313 10.50 8.00 ABM 
61 3.5 1 1 0 0 0 1#D1V/O! 3.50 0.00 CM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2.00 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.50 4.00 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.50 6.00 CBM 
65 3.5 1 10000 4 4 0 10000 0.938 7.50 8.00 CBM 
66 3.5 10 10 0 1 1 1 2.750 5.50 2.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4.00 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.50 6.00 CBM 
69 3.5 10 10000 3 4 1 1000 1.063 8.50 8.00 CBM 
70 3.5 100 100 0 2 2 1 1.875 7.50 4.00 ABM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
72 3.5 100 10000 2 4 2 100 1.188 9.50 8.00 ABM 
73 3.5 1000 1000 0 3 3 1 1.583 9.50 6.00 ABM 
74 3.5 1000 10000 1 4 3 ·10 1.313 10.50 8.00 ABM 
75 3.5 10000 10000 0 4 4 1 1.438 11.50 8.00 ABM 
76 4.5 1 1 0 0 0 .1#D1V/O! 4.50 0.00 CM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.50 6.00 CBM 
80 4.5 1 10000 4 4 0 10000 1.063 8.50 8.00 CBM 
81 4.5 10 10 0 1 1 1 3.250 6.50 2.00 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
84 4.5 10 10000 3 4 1 1000 1.188 9.50 8.00 CBM 
85 4.5 100 100 0 2 2 1 2.125 8.50 4.00 ABM 
86 4.5 100 1000 1 3 2 10 1.583 9.50 6.00 ABM 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
88 4.5 1000 1000 0 3 3 1 1.750 10.50 6.00 ABM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
90 4.5 10000 10000 0 4 4 1 1.563 12.50 8.00 ABM 
91 5.5 1 1 0 0 0 1#D1V/O! 5.50 0.00 CM 
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TABLED - V continued 
>- G> 
= (.) 
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-' -' oi.!~ I- Ill u -' -' (.) ::::i C ,_ c-
-' u 8 a. ·cu en 
w :!E 
92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
95 5.5 1 10000 4 4 0 10000 1.188 9.50 8.00 CBM 
96 5.5 10 10 0 1 1 1 3.750 7.50 2.00 ABM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
98 5.5 10 1000 2 3 1 100 1.583 9.50 6.00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
100 5.5 100 100 0 2 2 1 2.375 9.50 4.00 ABM 
101 5.5 100 1000 1 3 2 10 1.750 10.50 6 .. 00 ABM 
102 5.5 100 10000 2 4 2 100 1.438 11.50 8.00 ABM 
103 5.5 1000 1000 0 3 3 1 1.917 11.50 6:00 ABM 
104 5.5 1000 10000 1 4 3 10 1.563 12.50 8.00 ABM 
105 5.5 10000 10000 0 4 4 1 1.688 13.50 8.00 ABM 
The second sort (SortB) was performed on the Ccbm column (Table D - VI). 
Note that trials 16, 21, 25, 28, and 30 were removed from consideration as a results of 
SortA. 
TABLED-VI 
DATA SORTED ON CCBM COLUMN (SortB) 
E ~"O~>, E E 0 G> C 1u cu (.) ::::i .0 ·- ... cu 5f 
c6 .0 ::::i (.) .0 0 -' Ill (.) ·E ... C ·;:: 0 (.) u 0 (.) 
-' -' -' o.!.!~ I- Ill (.) -' -' (.) ::::i 5 ! -~ ci5 
-' (.) 0 a. cu 
w ~ 
45 1.5 10000 10000 0 4 .4 1 1.188 9.50 8.00 ABM 
60 2.5 10000 10000 0 4 4 1 1.313 10.50 8.00 ABM 
75 3.5 10000 10000 0 4 4 1 1.438 11.50 8.00 ABM 
90 4.5 10000 10000 0 4 4 1 1.563 12.50 8.00 ABM 
105 5.5 10000 10000 0 4 4 1 1.688 13.50 8.00 . ABM 
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TABLE D - VI continued 
~ Q) 
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29 1.0 1000 10000 1 4 3 10 1.000 8.00 8.00 CBM 
43 1.5 1000 1000 0 3 3 1 1.250 7.50 6.00 ABM 
44 1.5 1000 10000 1 4 3 10 1.063 8.50 8.00 ABM 
58 2.5 1000 1000 0 3 3 1 1.417 8.50 6.00 ABM 
59 2.5 1000 10000 1 4 3 10 1.188 9.50 8.00 ABM 
73 3.5 1000 1000 0 3 3 1 1.583 9.50 6.00 ABM 
74 3.5 1000 10000 1 4 3 10 1.313 10.50 8.00 ABM 
88 4.5 1000 1000 0 3 3 1 1.750 10.50 6.00 ABM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
103 5.5 1000 1000 0 3 3 1 1.917 11.50 6.00 ABM 
104 5.5 1000 10000 1 4 3 10 1.563 12.50 8.00 ABM 
26 1.0 100 1000 1 3 2 10 1.000 6.00 6.00 CBM 
27 1.0 100 10000 2 4 2 100 0.875 7.00 8.00 CBM 
40 1.5 100 100 0 2 2 1 1.375 5.50 4.00 ABM 
41 1.5 100 1000 1 3 2 10 1.083 6.50 6.00 CBM 
42 1.5 100 10000 2 4 2 100 0.938 7.50 8.00 CBM 
55 2.5 100 100 0 2 2 1 1.625 6.50 4.00 ABM 
56 2.5 100 1000 1 3 2 10 1.250 7.50 6.00 ABM 
57 2.5 100 10000 2 4 2 100 1.063 8.50 8.00 ABM 
70 3.5 100 100 0 2 2 1 1.875 7.50 4.00 ABM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
72 3.5 100 10000 2 4 2 100 1.188 9.50 8.00 ABM 
85 4.5 100 100 0 2 2 1 2.125 8.50 4.00 ABM 
86 4.5 100 1000 1 3 2 10 1.583 9.50 6.00 ABM 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
100 5.5 100 100 0 2 2 1 2.375 9.50 4.00 ABM 
101 5.5 100 1000 1 3 2 10 1.750 10.50 6.00 ABM 
102 5.5 100 10000 2 4 2 100 1.438 11.50 8.00 ABM 
22 1.0 10 100 1 2 1 10 1.000 4.00 4.00 CBM 
23 1.0 10 1000 2 3 1 100 0.833 5.00 6.00 CBM 
24 1.0 10 10000 3 4 1 1000 0.750 6.00 8.00 CBM 
36 1.5 10 10 0 1 1 1 1.750 3.50 2.00 ABM 
37 1.5 10 100 1 2 1 10 1.125 4.50 4.00 CBM 
38 1.5 10 1000 2 3 1 100 0.917 5.50 6.00 CBM 
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TABLE D - VI continued 
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39 1.5 10 10000 3 4 1 1000 0.813 6.50 8.00 CBM 
51 2.5 10 10 0 1 1 1 2.250 4.50 2.00 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.50 4.00. CBM 
53 2.5 10 1000 2 3 1 100 1.083 6.50 6.00 CBM 
54 2.5 10 10000 3 4 1 1000 0.938 7.50 8.00 CBM 
66 3.5 10 10 0 1 1 1 2.750 5.50 2.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4.00 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.50 6.00 CBM 
69 3.5 10 10000 3 4 1 1000 1.063 8.50 8.00 CBM 
81 4.5 10 10 0 1 1 1 3.250 6.50 2.00 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
84 4.5 10 10000 3 4 1 1000 1.188 9.50 8.00 CBM 
96 5.5 10 10 0 1 1 1 3.750 7.50 2.00 ABM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
98 5.5 10 1000 2 3 .1 100 1.583 9.50 6.00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
17 1.0 1 10 1 1 0 10 1.000 2.00 2.00 CBM 
18 1.0 1 100 2 2 0 100 0.750 3.00 4.00 CBM 
19 1.0 1 1000 3 3 0 1000 0.667 4.00 6.00 CBM 
20 1.0 1 10000 4 4 0 10000 0.625 5.00 8.00 CBM 
31 1.5 1 1 0 0 0 1 #DIV/0! . 1.50 0.00 CM 
32 1.5 1 10 1 1 0 10 1.250 2.50 2.00 CBM 
33 1.5 1 100 2 2 0 100 0.875 3.50 4.00 CBM 
34 1.5 1 1000 3 3 0 1000 0.750 4.50 6.00 CBM 
35 1.5 1 10000 4 4 0 10000 0.688 5.50 8.00 CBM 
46 2.5 1 1 0 0 0 1 #DIV/0! 2.50 0.00 CM 
47 2.5 1 10 1 1 0 10 1.750 3.50 2.00 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.50 4.00 CBM 
49 2.5 1 1000 3 3 0 1000 0.917 5.50 6.00 CBM 
50 2.5 1 10000 . 4 4 0 10000 0.813 6.50 8.00 CBM 
61 3.5 1 1 0 0 0 1 #DIV/0! 3.50 0.00 CM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2.00 CBM 
63 3.5 1 100 ·2 2 0 100 1.375 5.50 4.00 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.50 6.00 CBM 
65 3.5 1 10000 4 4 0 10000 0.938 7.50 8.00 CBM 
189 
TABLE D - VI continued 
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76 4.5 1 1 0 0 0 1 #DIV/0! 4.50 0.00 CM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.50 6.00 CBM 
80 4.5 1 10000 4 4 0 10000 1.063 8.50 8.00 CBM 
91 5.5 1 1 0 0 0 1 #DIV/0! 5.50 0.00 CM 
92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
95 5.5 1 10000 4 4 0 10000 1.188 9.50 8.00 CBM 
The decision rule resulting from this sort was that.ifCcbm was equal to one and Cu was 
equal to one, then the economically preferred maintenance strategy was CM ( trials 31, 
46, 61, 76, and 91). The first two decision rules classified all the trials where CM was 
preferred. 
The remainder of this discussion will only show the sorts that resulted in the 
development of a decision rule. However, for all of the remaining decision rules, several 
preliminary sorts were performed before the final relationship was discovered. 



























































































DATA SORTED ON LL COLUMN (SortC) 
E u ::, ::, u .c u u 0 
...I ...I g 
10000 4 4 0 
1000 . 3 3 0 
10000 4 4 0 
10000 3 4 1 
100 2 2 0 
1000 3 3 0 
10000 3 4 1 
10000 4 4 0 
1000 2 3 1 
10000 2 4 2 
100 2 2 0 
1000 2 3 1 
.1000 3 3 0 
10000 2 4 2 
10000 3 4 1 
10000 4 4 0 
10000 1 4 3 
1000 1 3 2 
100 1 2 1 
10 1 1 0 
10000 1 4 3 
10000 2 4 2 
10000 3 4 1 
10000 4 4 0 
1000 1 3 2 
1000 2 3 1 
1000 3 3 0 
100 1 2 1 
100 2 2 0 
10000 0 4 4 
10000 1 4 3 
10000 2 4 2 
10000 3 4 1 
10000 4 4 0 
1000 0 3 3 
10 1 1 0 
1000 1 3 2 
1000 2 3 1 
1000 3 3 0 
10000 · 0 4 4 
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TABLE D - VII continued 
» B 
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_J 0 6 ..... 5 ci5 0 ll. (U 
w ::!;? 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
40 1.5 100 100 0 2 2 1 1.375 5.50 4.00 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.50 4.00 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.50 4.00 CBM 
58 2.5 1000 1000 0 3 3 1 1.417 8.50 6.00 ABM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
75 3.510000 10000 0 4 4 1 1.438 11.50 8.00 ABM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
102 5.5 100 10000 2 4 2 100 1.438 11.50 8.00 ABM 
90 4.510000 10000 0 4 4 1 1:563 12.50 8.00 ABM 
104 5.5 1000 10000 1 4 3 10 1.563 12.50 8.00 ABM 
73 3.5 1000 1000 0 3 3 1 t.583 9.50 6.00 ABM 
86 4.5 100 1000 1 3 2 10 1.583 9.50 . 6.00 ABM 
98 5.5 10 1000 2 3 1 100 1.583 9.50 6.00 -ABM 
55 2.5 100 100 0 2 2 1 1.625 6.50 4.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4.00 ABM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
105 5.510000 10000 0 4 4 1 1.688 13.50 8.00 ABM 
36 1.5 10 10 0 1 1 1 1.750 -3.50 2.00 ABM 
47 2.5 1 10 1 1 0 10 1.750 3.50 . 2.00 CBM 
88 4.5 1000 1000 0 3 3 1 ·1.750 10.50 6.00 ABM 
101 5.5 100 1000 1 3 2 10 1.750 10.50 6.00 ABM 
70 3.5 . 100 100 0 2 2 1 1.875 7.50 4.00 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
103 5.5 1000 1000 0 3 3 1 1.917 11.50 6.00 ABM 
85 4~5 100 100 0 2 2 1 2.125 8.50 4.00 ABM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
51 2.5 10 10 0 1 1 1 2.250 4.50 2.00· ABM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2.00 CBM 
100 5.5 100 100 0 2 2 1 2.375 9.50 4.00 ABM 
66 3.5 10 10 0 1 1 1 2.750 . 5.50 2.00 ABM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
81 4.5 10 10 0 1 1 1 3.250 6.50 2.00 ABM 
·. 92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
96 5,5 10 10 0 1 1 1 3.750 7.50 2.00 ABM 
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The decision rule developed from this sort was that CBM was the preferred strategy if 
beta was equal to one or if LL was lessthan 1.06 (trials 17 - 20, 22 - 24, 26, 27', 29, 33 -
35, 38, 39, 42, 49, 50, 54, 65). 
SortD was performed on column CuCcbm (Table D - VIII). The decision rule 
developed from this sort was that if the decision variable CuCcbm was equal to one then 
the preferred maintenance strategy was ABM. 
TABLED - VIII 
DATA SORTED ON CUCCBM COLUMN (SortD) 
E E E iii a, (.) ::::s .0 a) .0 ::::s (.) .0 0 ...J ·c: 0 (.) (.) 0 (.) ...J I- Ill ...J ...J (.) (.) ::::s 
...J (.) 
45 1.5 10000 10000 0 4 4 1 1.188 
43 1.5 1000 1000 0 3 3 1 1.250 
60 2.5 10000 10000 0 4 4 1 1.313 
40 1.5 100 100 0 2 2 1 1.375 
58 2.5 1000 . 1000 0 3 3 1 1.417 
75 3.5 10000 10000 0 4 4 1 1.438 
90 4.5 10000 10000 0 4 4 1 1.563 
73 3.5 1000 1000 0 3 3 1 1.583 
55 2.5 100 100 0 2 2 1 1.625 
105 5.5 10000 10000 0 4 4 1 1.688 
36 1.5 10 10 0 1 1 1 1.750 
88 4.5 1000 1000 0 3 3 1 1.750 
70 3.5 100 100 0 2 2 1 1:875 
103 5.5 1000 1000 0 3 3 1 1.917 
85 4.5 100 100 0 2 2 1 2.125 
51 2.5 10 10 0 1 1 1 2.250 
100 5.5 100 100 0 2 2 1 2.375 
66 3.5 10 10 0 1 1 1 2.750 
81 4.5 10 10 0 1 1 1 3.250 
96 5.5 10 10 0 1 1 1 3.750 
44 1.5 1000 10000 1 4 3 10 1.063 
57 2.5 100 10000 2 4 2 100 1.063 






























































TABLE D - VIII continued 
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80 4.5 1 10000 4 4 0 10000 1.063 8.50 8.00 CBM· 
41 1.5 100 1000 1 3 2 10 1.083 6.50 6.00 CBM 
53 2.5 10 1000 2 3 1 100 1.083 6.50 6.00 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.50 6.00 CBM 
37 1.5 10 100 1 2 1 10 1.125 4.50 4.00 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.50 4.00 CBM 
59 2.5 1000 10000 1 4 3 10 1.188 9.50 8.00 ABM 
72 3.5 100 10000 2 4 2 100 1.188 9.50 8.00 ABM 
84 4.5 10 10000 3 4 1 1000 1.188 9.50 8.00 CBM 
95 5.5 1 10000 4 4 0 10000 1.188 9.50 8.00 CBM 
32 1.5 1 10 1 1 0 10 1.250 2.50 2.00 CBM 
56 2.5 100 1000 1 3 2 10 1.250 7.50 6.00 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.50 6.00 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.50 6.00 CBM 
74 3.5 1000 10000 1 4 3 10 1.313 10:50 8.00 ABM 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.50 4.00 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.50 4.00 CBM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
102 5.5 100 10000 2 4 2 100 1.438 11.50 8.00 ABM 
104 5.5 1000 10000 1 4 3 10 1.563 12.50 8.00 ABM 
86 4.5 100 1000 1 3 2 10 1.583 9.50 6.00 ABM 
98 5.5 10 1000 2 3 1 100 1.583 9.50 6.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4.00 ABM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
47 2.5 1 10 1 1 0 10 1.750 3.50 2.00 CBM 
101 5.5 100 1000 1 3 2 10 1.750 10.50 6.00 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2.00 CBM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
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SortE was performed on colunm LB (Table D - IX). The decision rule developed from 
this sort was·that if LB was greater than 8.5 then the preferred·maintenance strategy was 
ABM (later experiments refined this rule to LB> 9.6). 
TableD-IX 
DATA SORTED ON LB COLUMN (SortE) 
"C >-! 0) 
... Q) 
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E !-E E a. en ai i u ::, .c .2:-8 'fl ::, .c () ..J m u ·c u u ~ () u _. _. _. I- al _. u me u ::, om _. 
u ·- C 





74 3.5 1000 10000 1 4 .3 10 1.313 10.50 8.00 ABM 
87 4.5 100 10000 2 4 2 100 1.313 10.50 8.00 ABM 
99 5.5 10 10000 3 4 1 1000 1.313 10.50 8.00 ABM 
89 4.5 1000 10000 1 4 3 10 1.438 11.50 8.00 ABM 
102 5.5 1.00 10000 2 4 2 100 1.438 11.50 8,00 ABM 
104 5.5 1000 10000 1 4 3 10 1.563 12.50 8.00 ABM 
101 5.5 100 1000 1 3 2 10 1.750 10.50 6.00 ABM 
44 1.5 1000 10000 1 4 3 10 1.063 8.50 8.00 ABM 
57 2.5 100 10000 2 4 2 100 1.063 8.50 8.00 ABM 
69 3.5 10 10000 3 4 1 1000 1.063 8.50 8.00 CBM 
80 4.5 1 10000 4 4 0 10000 1.063 8~50 8.00 CBM 
41 1.5 100 1000 1 3 2 10 1.083 6.50 6.00 CBM 
53 2.5 10 1000 2 3 1 100 1.083 6.50 6.00 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.50 6.00 CBM 
37 1.5 10 100 1 2 1 10 1.125 4.50 4.00 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.50 4.00 CBM 
59 2.5 1000 10000 1 4 3 10 1.188 9.50 8.00 ABM 
72 3.5 100 10000 2 4 2 100 1.188 9.50 8.00 ABM 
84 4.5 10 10000 3 4 1 1000 1.188 9.50 8.00 CBM 
95 5.5 1 10000 4 4 0 10000 1.188 9.50 8.00 CBM 
32 1.5 1 10 1 1 0 10 1.250 2.50 2.00 CBM 
56 2.5 100 1000 1 3 2 10 1.250 7.50 6.00 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.50 6.00 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.50 6.00 CBM 
52 2.5 10 100 1 2 1 10 1.375 5.50 ·4.00 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.50 4.00 CBM 
71 3.5 100 1000 1 3 2 10 1.417 8.50 6.00 ABM 
83 4.5 10 1000 2 3 1 100 1.417 8.50 6.00 ABM 
94 5.5 1 1000 3 3 0 1000 1.417 8.50 6.00 CBM 
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TABLE D - IX continued 
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86 4.5 100 1000 1 3 2 10 1.583 9.50 6.00 ABM 
98 5.5 10 1000 2 3 1 100 1.583 9.50 6.00 ABM 
67 3.5 10 100 1 2 1 10 1.625 6.50 4,00 ABM 
78 4.5 1 100 2 2 0 100 1.625 6.50 4.00 CBM 
47 2.5 1 10 1 1 0 10 1.750 3.50 2.00 CBM 
82 4.5 10 100 1 2 1 10 1.875 7.50 4.00 ABM 
93 5.5 1 100 2 2 0 100 1.875 7.50 4.00 CBM 
97 5.5 10 100 1 2 1 10 2.125 8.50 4.00 ABM 
62 3.5 1 10 1 1 0 10 2.250 4.50 2,00 CBM 
77 4.5 1 10 1 1 0 10 2.750 5.50 2.00 CBM 
92 5.5 1 10 1 1 0 10 3.250 6.50 2.00 CBM 
SortF was performed on column CCb (Table D - X). The column CCb 
represented the decision variable (CufCceM)/ beta and was added after several preliminary 
explorations. The principal component analysis indicated that a predictive decision 
variable might exist that represented a functional relationship between the ratio Cu/CceM 
and beta. The decision rule that resulted was to choose CBM as the preferred 
maintenance strategy if the decision variable, (Cu/CceM)/ beta, was greater than 40. Later 
work refined this decision rule. The final decision rule was to choose CBM if the sum of 
the decision variables CCb and LB was greater then 7 5. 
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TABLED-X 
DATA SORTED ON CCb COLUMN (SortF) 
~§ 
.!e 
E m ~-E E ...I o.. en m ca ::, (.) ::, .c .c m (.) .c + ~B a> .c (.) 0 ...I (.) ·c- 0 (.) (.) 0 (.) ...I ...I ...I (.) .c 5(6 I- m (.) ....I ...I (.) ::, (.) 
...I (.) ·- C (.) 8.! c.= 8m 
w~ 
80 4.5 1 10000 4 4 0 10000 1.063 8.5 8 2222 2231 CBM 
95 5.5 1 10000 4 4 0 10000 1.188 9.5 8 1818 1828 CBM 
69 3.5 10 10000 3 4 1 1000 1.063 8.5 8 286 294 CBM 
64 3.5 1 1000 3 3 0 1000 1.083 6.5 6 286 292 CBM 
84 4.5 10 10000 3 4 1 1000 1.188 9.5 8 222 232 CBM 
79 4.5 1 1000 3 3 0 1000 1.250 7.5 6 222 230 CBM 
94 5.5 1 1000 3 3 0 1000 1.417 8.5 6 182 190 CBM 
57 2.5 100 10000 2 4 2 100 1.063 8.5 8 40 49 ABM 
53 2:5 10 1000 2 3 1 100 1.083 6.5 6 40 47 CBM 
48 2.5 1 100 2 2 0 100 1.125 4.5 4 40 45 CBM 
72 3.5 100 10000 2 4 2 100 1.188 9.5 8 29 38 ABM 
68 3.5 10 1000 2 3 1 100 1.250 7.5 6 29 36 CBM 
63 3.5 1 100 2 2 0 100 1.375 5.5 4 29 34 CBM 
83 4.5 10 1000. 2 3 1 100 1.417 8.5 6 22 31 ABM 
78 4.5 1 100 2 2 0 100 1.625 6.5 4 22 29 CBM 
98 5.5 10 1000 2 3 1 100 1.583 9.5 6 18 28 ABM 
93 5.5 1 100 2 2 0 100 1;815 7.5 4 18 26 CBM 
44 1.5 1000 10000 1 4 3 10 1.063 · 8.5 8 7 15 ABM 
59 2.5 1000 10000 1 4 3 10 1.188 9.5 8 4 14 ABM 
41 1.5 100 1000 1 3 2 10 1.083 6.5 6 7 13 CBM 
86 4.5 100 1000 1 3 2 10 1.583 9.5 6 2 12 ABM 
56 2.5 100 1000 1 3 2 10 1.250 7.5 6 4 12 ABM 
71 3.5 100 1000 1 3 2 10 1.417 8.5 6 3 11 ABM 
37 1.5 10 100 1 2 1 10 1.125 4.5 4 7 11 CBM 
97· 5.5 10 100 1 2 1 10 2.125 8.5 4 2 10 ABM 
82 4.5 10 100 1 2 1 10 1.875 7.5 4 2 10 ABM 
52 2.5 10 100 1 2 1 10 1.375 5.5 4 4 10 CBM 
67 3.5 10 100 1 2 1 10 1.625 6.5 4 3 9 ABM 
32 1.5 1 10 1 1 0 10 1.250 2.5 2 7 9 CBM 
92 5.5 1 10 1 1 0 10 3.250 6.5 2 2 8 CBM 
77 4.5 1 10 1. 1 0 10 2.750 5.5 2 2 8 CBM 
47 2.5 1 10 1 1 0 10 1.750 3.5 2 4 8 CBM 
62 3.5 1 10 1 1 0 10 2.250 4.5 2 3 7 CBM 
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SortG was performed on column LB (Table D - XI). The decision rule developed was 
that a practitioner should choose ABM if the decision variable LB was greater than 7.5. 
This decision rule was later modified so that ABM was chosen if LB was greater than 
7.9. 
TABLED-XI 
DATA SORTED ON LB COLUMN (SortG) 
E E ca I u ::I .D ::I .c ·c 0 u g g 0 I- m u u 
....I 
72 3.5 10010000 2 4 2 
98 5.5 10 1000 2 3 1 
59 2.5 100010000 1 4. 3 
86 4.5 100 1000 1 3 2 
57 2.5 10010000 2 4 2 
83 4.5 10 1000 2 3 1 
44 1.5 100010000 1 4 3 
71 3.5 100 1000 1 3 2 
97 5;5 · 10 100 1 2 1 
68 3.5 10 1000 2 3 1 
93 5.5 1 100 2 2 o 
56 2.5 100 1000 1 3 2 
82 4.5 10 100 1 2 1 
53 2.5 10 1000 2 3 1 
78 4 .. 5 1 100 2 2 0 
41 1.5 100 1000 ·. 1 3 2 
92 5.5 1 · 10 1 1 0 
67 3.5 10 100 1 2 1 
63 3.5 1 100 2 2 0 
52 2.5 10 100 1 2 1 
77 4.5 1 10 1 1 0 
48 2.5 1 100 2 2 0 
37 1.5 10 100 1 2 1 
62 3.5 1 10 1 1 0 
47 2.5 1 10 1 1 0 
32 1.5 1 10 1 1 0 
E 
.c 
0 ....I rn u u ....I ....I ....I 
::I 
u 
100 1.188 9.50 8.00 
100 1.583 9.50 6.00 
10 1.188 9.50 8.00 
10 1.583 9.50 6.00 
100 1.063 8.50 8.00 
100 1.417 8.50 6.00 
10 1.063 8.50 8.00 
10 1.417 8.50 6.00 
10 2.125 8.50 4.00 
100 1.250 7.50 6.00 
100 1.875 7.50 4.00 
10 1.250 7.50 6.00 
10 1.875 7.50 4.00 
100 1.083 6.50 6.00 
100 1.625 6.50 4.00 
10 1.083 6.50 6.00 
10 3.250 6.50 2.00 
10 1.625 6.50 4.00 
100 1.375 5.50 4.00 
10 1.375 5.50 4.00 
10 2.750 5.50 2.00 
100 1.125 4.50 4.00 
10 f 125 4.50 4.00 
10 2.250 4.50 2.00 
10 1.750 3.50 2.00 





































SortH was performed on column CCb * LL (Table D - XII). The decision rule 
developed from this sort was that CBM was the preferred strategy if the variable CCb + 
LL was greater than 5.5. The inspiration for the decision variable CCb + LL was taken 
from the fourth principal component shown in Figure D - 12 previously. 
TABLED-XII 
DATA SORTED ON CCB * LL COLUMN (SortH) 
E E 
"ii m (.) :l Q) .0 :l .c ·c 0 (.) (.) (.) 0 I- m (.) ...J ...J (.) 
...J 
48 2.5 1 100. 2 2 0 
53 2.5 10 1000 2 3 1 
63 3.5 1 100 2 2 0 
78 4.5 1 100 2 2 0 
68 3.5 10 1000 2 3 1 
93 5.5 1 100 2 2 0 
32 1.5 . 1 10 1 1 0 
· 37 1.5 10 100 1 2 1 
41 1.5 100 1000 1 3 2 
47 2.5 1 10 1 1 0 
62 3.5 1 10 1 1 0 
77 4.5 1 10 1 1 0 
92 5.5 1 10 1 1 0 
. 52 2.5 10 100 1 2 1 
56 2.5 100 1000 1 3 2 
67 3.5 10 100 1 2 1 
82 4.5 10 100 1 2 1 
E 
.c 
0 ...J Ill (.) ...J _. 
:l (.) 
100 1.125 4.5 
100 1.083 6.5 
100 1.375 5.5 
100 1.625 6.5 
100 1.250 7.5 
100 1.875 7.5 
10 1.250 2.5 
10 1.125 4.5 
10 1.083 6.5 
10 1.750 3.5 
10 2.250 4.5 
10 2.750 5.5 
10 3.250 6.5 . 
10 1.375 5.5 
10 1.250 7.5 
10 1.625 6.5 




































































The final sort (Sortl) was performed on column LB (Table D - XIII). The 
decision rule that resulted from this·sort was to choose ABM if the decision variable LB 
was greater than 6.5. This decision rule was later revised so that ABM was chosen if LB 
was greater than 6.42. 
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This concluded the development of the decision rules necessary to predict all of 
the trials in the initial data set (nine decision rules). Through further testing with six 
validation sets (Appendix E), seven additional decision rules were added using the same 
sort/re-sort approach, as described above. 
TABLED - XIII 
DATA SORTED ON LB COLUMN (Sortl) 
E E 1u cu (.) :::, 1i> .c :::, u .c ·c: () (.) (.) () I- m (.) ..J ..J (.) 
..J 
56 2.5 100 1000 1 3 2 
67 3.5 1Q 100 1 2 1 
82 4.5 1.0 100 1 2 1 
E 
.c () 
...J m (.) (.) ..J. ..J ..J 
:::, 
(.) 
10 1.250 7.50 6.00 
10 1.625 6.50 4.00 













APPENDIX E - VALIDATION SETS 
Validation Set #1 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strat~~ Strateg~ 
1 4.51 4 8052 CBM 26 5.10 214 3794 ABM 
2 2.12 3 7712 CBM 27 4.75 721 4722 ABM 
3 3.63 2 6585 CBM 28 3.55 828 1643 ABM 
4 3.95 4 4539 CBM 29 3.24 824 2611 ABM 
5 3.27 1 7205 CBM 30 2.83 110 4354 ABM 
6 4.27 8 8205 CBM 31 5.03 1578 8748 ABM 
7 4.69 3 7553 CBM 32 2.34 6085 9797 ABM 
8 2.45 4 4813 CBM 33 1.30 4n4 6579 ABM 
9 1.99 5 7816 CBM 34 1.99 483 1877 ABM 
10 5.06 2 6914 CBM 35 . 1.75 2574 3654 ABM 
11 2.88 3 8783 CBM 36 1.64 3152 5372 ABM 
12 4:30 26 2257 ABM 37 5.89 6237 9532 ABM 
13 1.34 71 3517 CBM 38 3.52 8983 9187 ABM 
14 5.99 n 5194 ABM 39 3.69 331 8146 ABM 
15 5.66 38 1174 ABM 40 3.84 1928 6501 ABM 
16 2.69 68 4973 ABM 41 4.62 2 6 CBM 
17 3.14 66 3991 ABM 42 3.38 2 9 CBM 
18 2.42 54 4614 CBM 43 2.97 5 7 ABM 
19 3.33 15 1666 CBM 44 2.07 4 5 ABM 
20 3.09 87 8404 ABM 45 5.85 3 8 ABM 
21 1.21 313 5744 CBM 46 4.74 4 5 ABM 
22 3.05 382 4252 ABM 47 4.40 5 7 ABM 
23 5.76 337 9835 ABM 48 5.57 1 1 CM 
24 1.63 867 7754 ABM 49 1.48 7 7 ABM 
25 3.25 964 4037 ABM 50 1.43 10 10 ABM 
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Validation Set #2. 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strat!S! Strateg! 
1 4.21 4 3558 CBM 26 4.30 823 2798 ABM 
2 4.63 6 ·9214 CBM 27 4.20 73 8942 ABM 
3 2.74 2 8401 CBM 28 3.45 771 6481 ABM 
4 2.91 1 1726 CBM 29 1.57 125 6210 CBM 
5 3.70 7 9590 CBM 30 3.96 924 3791 ABM 
6 3.1500 4 5841 CBM 31 1.64 7402 8516 ABM 
7 2.90 7 1445 CBM 32 2.67 8249 8355 ABM 
8 4.01 6 4246 CBM 33 5.93 3135 3591 ABM 
9 1.47 9 8314 CBM 34 4.09 8914 9809 ABM 
10 2.09 6 1227 CBM 35 3.94 9068 9383 ABM 
11 2.14 4 6599 CBM 36 1.39 9960 9972 ABM 
12 4.64 72 4233 ABM 37 3.48 3364 8323 ABM 
13 1.50 100 5515 CBM 38 3.87 2299 6323 ABM 
14 4.12 75 2543 ABM 39 4.47 8159 9974 ABM 
15 3.63·. 24 1954 ABM .40 5.47 1369 6734 ABM 
16 5.87 45 5200 ABM 41 1.16 9 10 CBM 
17 2.41 24 6089 CBM 42 3.30 4 7 ABM 
18 2.24 94 9854 CBM 43 1.47 2 8 CBM 
19 3.02 66 1178 ABM 44 1.42 3 3 ABM 
20 1.97 96 8540. CBM 45 4.96 2 5 CBM 
21 2.04 185 2019 ABM 46 4.81 5 5 ABM 
22 4;14 631 7663 ABM 47 3;16 4 9 ABM 
23 1.10 655 3459 CBM 48 3.78 5 6 ABM 
24 5.65 984 5483 ABM 49 2.89 4 8 ABM 
25 4.74 332 6511 ABM 50 2.60 6 8 ABM 
Validation Set #3 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance · 
Strateg! Strateg! 
1 1.06 8 7166 CBM 26 1.15 74 6818 CBM 
2 1.12 4 7293 CBM 27 1.32 72 7312 CBM 
3 1.37 10 3103 CBM 28 1.08 475 7072 CBM 
4 1.34 5 1662 CBM 29 1.48 838 3624 ABM 
5 1.05 4 3416 CBM 30 1.03 53 2044 CBM 
6 1.37 3 1436 CBM 31 1.10 269 7088 CBM 
7 1.11 4 920 CBM 32 1.22 140 4570 CBM 
8 1.03 9 9897 CBM 33 1.29 8888 9621 ABM 
9 1.11 5 8554 CBM 34 1.47 3275 9485 ABM 
10 1.13 8 798 CBM 35 1.08 476 8891 CBM 
11 1.04 78 2355 CBM 36. 1.26 1564 3730 ABM 
12 1.36 6 4683 CBM 37 1.27 5380 9308 ABM 
13 1.22 77 1744 CBM 38 1.22 7109 8266 ABM 
14 1.30 99 9445 CBM 39 1.49 2516 8884 ABM 
15 1.01 79 9168 CBM 40 1.10 2875 3257 ABM 
16 1.04 42 8611 CBM 41 1.38 2 6 CBM 
17 1.36 12 -9721 CBM 42 1.31 8 9 ABM 
18 1.00 18 4998 CBM 43 1.02 5 6 CBM 
19 1.29 6 1274 CBM 44 1.43 5 10 CBM 
20 1.27 19 6550 CBM 45 1.02 7 7 CM 
21 1.05 851 2228 CBM 46 1.15 7 9 CBM 
22 1.46 179 8308 CBM 47 1.30 9 9 ABM 
23 1.44 316 5963 CBM 48 1.36 7 8 ABM 
24 1.47 444 3283 ABM 49 1.28 10 10 ABM 
25 1.25 342 1136 CBM 50 1.41 8 8 ABM 
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Validation Set #4 
Economically Economically 
Trial Beta Ccbm Cu Pll!ferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strategl Strat!Sl 
1 1.95 5 14 CBM 26 1.02 661 1302 CBM 
2 1.79 8 15 ABM 27 1.09 107 376 CBM 
3 1.09 6 7 CBM 28 1.71 134 460 ABM 
4 1.90 8 19 CBM 29 1.59 293 910 ABM 
5 1.04 9 23 CBM 30 1.73 251 672 ABM 
6 1.07 2 6 CBM 31 1.38 2576 5976 ABM 
7 1.03 2 4 CBM 32 1.26 7982 28439 ABM 
8 1.40 9 19 CBM 33 1.57 1182 1202 ABM 
9 1.18 7 19 CBM 34 1.62 874 1796 ABM·· 
10 1.11 1 4 CBM 35 1.62 5562 11640 ABM 
11 1.91 41 148 ABM 36 1.36 3603 10503 . ABM 
12 1.41 50 175 CBM 37 1.84 2150 5535 ABM 
13 1.16 4 6 CBM 38 1.70 9813 21437 ABM 
14 1.62 79 143 ABM 39 1.82 78 224 ABM 
15 1.94 18 63 ABM .40 1.58 9032 25648 ABM 
16 1.72 58 99 ABM 41 1.79 8 10 ABM 
17 1.38 11 28 CBM 42 1.09 8 14 CBM 
18 1.67 12 41 CBM 43 1.38 7 10 CBM 
19 1.26 92 357 CBM 44 1.83 10 23 ABM 
20 1.14 75 198 CBM 45 1.44 5 12 CBM 
21 1.84 446 537 ABM 46 1.62 6 13 CBM 
22 1.45 986 3576 ABM 47 1.84 9 31 CBM 
23 1.97 945 2026 ABM 48 1.12 6 11 CBM 
24 1.82 847 2829 ABM 49 1.79 3 11 CBM 
25 1.30 755 1801 ABM 50 1.54 5 20 CBM 
Validation Set #5 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strat!Sl Strat!Sl 
1 2.22 7 . 2560 CBM 26 4.88 794 2554 ABM 
2 4.40 5 317 CBM 27 4.69 755 6574 ABM 
3 4.27 9 7908 CBM 28 4.04 338 7776 ABM 
4 3.68 4 6294 CBM 29 5.97 444 6440 ABM 
5 1.88 6 7636 CBM 30 5.45 794 4149 ABM 
6 1.71 4 6108 CBM 31 1.44 2842 9377 ABM 
7 1.17 4 9496 CBM 32 5.95 9008 9798 ABM 
8 2.56 6 7472 CBM 33 2.44 3450 8543 ABM 
9 3.77 6 2642 CBM 34 2.71 1172 4214 ABM 
10 5.90 1 1037 CBM 35 3.12 8312 9257 ABM 
11 4.77 25 9573 ABM 36 1.71 4158 5866 ABM 
12 4.46 41 2216 ABM 37 3.00 8100 9835 ABM 
13 1.18 67 4690 CBM 38 4.78 5344 7632 ABM 
14 2.24 15 7759 CBM 39 3.23 1025 7005 ABM 
15 5.86 71 6268 ABM 40 4.34 6156 8996 ABM 
16 1.92 56 4001 CBM 41 3.59 3 9 ABM 
17 5.34 82 8378 ABM 42 4.38 3 8 ABM 
18 2.13 33 5905 CBM 43 1.56 8 10 ABM 
19 3.07 62 1256 ABM 44 5.79 3 8 ABM 
20 2.74 43 262 ABM 45 2.08 4 7 CBM 
21 3.44 798 1157 ABM 46 1.87 6 9 ABM 
22 2.83 816 8217 ABM 47 5.64 5 7 ABM 
23 2,69 556 4221 ABM 48 5.33 4 6 ABM 
24 5.63 398 9549 ABM 49 2.27 5 8 ABM 
25 3.13 459 2762 ABM 50 5.71 4 7 ABM 
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Validation Set #6 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strategi Strategi 
1 5.32 5 15 ABM 26 3.19 140 420 ABM 
2 4.66 7 21 ABM 27 2.35 985 2955 ABM 
3 4.87 9 27 ABM 28 3.93 981 2943 ABM 
4 5.01 7 21 ABM 29 5.71 207 621 ABM 
5 1.72 2 6 CBM 30 4.75 165 495 ABM 
6 1.14 5 15 CBM 31 4.83 9807 29421 ABM 
7 4.29 4 12 ABM 32 5.06 423 1269 ABM 
8 3.58 4 12 ABM 33 3.66 4166 12498 ABM 
9 4.75 4 12 ABM 34 2.65 1547 4641 ABM 
10 2.15 7 21 CBM 35 4.73 8306 24918 ABM 
11 1.05 65 195 CBM 36 1.39 5797 17391 ABM 
12 4.30 58 174 ABM 37 2.73 9829 29487 ABM 
13 3.03 13 39 ABM 38 2.07 1668 5004 ABM 
14 5.64 50 150 ABM 39 5.95 5413 16239 ABM 
15 2.41 33 99 ABM 40 4.39 195 585 ABM 
16 3.30 55 165 ABM 41 3.27 10 30 ABM 
17 3.32 93 279 ABM 42 5.74 3 9 ABM 
18 5.20 47 141 ABM 43 1.19 2 6 CBM 
19 3.95 19 57 ABM 44 5.81 10 30 ABM 
20 1.81 18 54 ABM 45 1.92 5 15 CBM 
21 2.43 870 2610 .· ABM 46 1.05 9 27 CBM 
22 2.97 974 2922 ABM 47 4.62 4 12 ABM 
23 1.52 490 1470 ABM 48 4.65 4 12 ABM 
24 2.82 68 204 ABM 49 4.38 3 9 ABM 
25 3.64 103 306 ABM 50 5.34 2 6 CBM 
Validation Set #6a 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strategi Strateai 
1 1.83 7 74 CBM 26 1.87 472 5107 ABM 
2 1.51 1 10 CBM 27 2.07 596 6543 ABM 
3 2.35 4 38 CBM 28 1.69 72 694 CBM 
4 2.09 5 52 CBM 29 1.86 208 2103 ABM 
5 1.60 9 85 CBM 30 2.19 701 6632 ABM 
6 1.92 7 66 CBM 31 2.43 1792 19470 ABM 
7 2.41 2 21 CBM 32 1.50 9241 94284 ABM 
8 2.41 9 89 CBM 33 1.73 7558 70142 ABM 
9 2.24 6 60 CBM 34 1.53 6093 58784 ABM 
10 1.69 2 21 CBM 35 1.81 3119 29226 ABM 
11 2.05 71 746 ABM 36 1.77 9727 96817 ABM 
12 2.31 · 30 324 ABM 37 1.66 749 7195 ABM 
13 2.12 98 1000 ABM 38 2.29 4430 47644 ABM 
14 2.27 19 194 ABM 39 1.56 3450 37795 ABM 
15 2.22 92 978 ABM 40 1.89 5563 51742 ABM 
16 2.01 46 432 ABM 41 1.66 7 70 CBM 
17 2.41 40 434 ABM 42 2.45 4 37 CBM 
18 2.18 100 921 ABM 43 2.39 9 94 CBM 
19 1.92 50 455 ABM 44 1.59 5 46 CBM 
20 2.20 43 418 ABM 45 2.41 6 65 CBM 
21 2.09 313 2991 ABM 46 2.46 5 46 CBM 
22 1.80 896 ·5379 ABM 47 1.58 6 62 CBM 
23 1.78 957 9784 ABM 48 2.42 5 48 CBM 
24 1.89 138 1272 ABM 49 2.44 9 84 CBM 
25 1.68 281 2813 ABM 50 2.27 5 54 CBM 
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Validation Set #7 
Economically Economically 
Trial Beta Ccbm Cu Preferred Trial Beta · Ccbm Cu Preferred Maintenance Maintenance 
Strat!9~ Strateg~ 
1 6.98 2 8792 CBM 26. 1.15 684 1463 CBM · 
2 5.52 9 5492 ABM 27 6.36 135 6580 ABM 
3 5.56 2 5916 CBM 28 4.88 32 6679 ABM 
4 6.34 7 4583 ABM 29 3.96 954 6197 ABM 
5 2.18 3 9190 CBM 30 5.33 38 6826 ABM 
6 1.44 7 2796 CBM 31 5.93 3888 9104 ABM 
7 1.03 8 5922 CBM 32 3.55 3507 3545 ABM 
8 5.25 1 3199 CBM 33 5.74 8198 9341 ABM 
9 6.68 7 155 ABM 34 5.23 6757 7685 ABM 
10 3.15 2 9775 CBM 35 4.79 2911 7059 ABM 
11 4.36 32 9443 ABM 36 1.20 4081 5150 ABM 
12 1.43 25 1988 CBM 37 5.43 3344 8412 ABM 
13 4.88 52 9328 ABM 38 4.03 7722 9683 ABM 
14 3.60 12 3618 CBM 39 6.75 5978 7350 ABM 
15 4.54 39 9092 ABM 40 1.08 5464 8159 ABM 
16 2.72 71 7006 ABM 41 3.22 3 6 ABM 
17 3.74 36 1977 ABM 42 1.91 6 8 ABM 
18 2.86 90 5756 ABM 43 2.97 6 6 ABM 
19 2.49 5 5531 CBM 44 4.10 1 6 CBM 
20 5.03 94 1928 . ABM 45 1.04 4 7 CBM 
.21 6.91 716 9094 ABM 46 1.81 7 10 ABM 
22 6.60 455 1664 ABM 47 6.18 5 7 ABM 
23 3.60 195 1098 ABM 48 1.81 10 10 ABM 
24 6.54 228 3781 ABM 49 4.34 3 5 ABM 
25 6.33 657 9707 ABM 50 6.38 7 9 ABM 
Validation Set #8 
Economically Economically 
Trial Beta Ccbm Cu • Preferred Trial Beta Ccbm Cu Preferred Maintenance Maintenance 
Strateg~ Stratea~ 
1 ·5.96 8 7397 Cabm 26 2.66 379 6928 ABM 
2 5:89 4 9794 CBM 27 1.28 208 1759 CBM 
3 3.96 9 8804 CBM 28 1.75 455 5619 ABM 
4 1.06 4 3783 CBM 29 5.80 481 2080 ABM 
5 2.55 6 5768 CBM 30 2.25 260 2631 ABM 
6 4.67 2 7468 CBM 31 4.37 7929 8338 ABM 
7 4.64 4 9791 CBM 32 1.99 360 8696 ABM 
8 4.44 5 8174 CBM 33 3.95 4151 7582 ABM 
9 3:05 2 488 CBM 34 1.05 6051 ·5570 ABM 
10 2.69 2 9588 CBM 35 1.82 6252 9916 ABM 
11 3.91 64 3528 ABM 36 2.19 6269 8393 ABM 
12 4.26 4 7929 CBM 37 5.11 5305 
• 
7468 ABM 
13 1.69 12 3;327 CBM 38 4.99 1483 6064 ABM 
14 5.74 78 6010 ABM 39 5.26 9866 9904 ABM 
15 3.57 39 8960 ABM 40 4.65 2101 2480 ABM 
16 2.43 50 462 ABM 41 1.22 10 10 ABM 
17 4.03 95 9903 ABM 42 2.90 4 7 ABM 
18 1.32 59 3798 CBM 43 5.65 4 7 ABM 
19 4.19 18 822 ABM 44 4.98 9 10 ABM 
20 2.04 73 3846 CBM 45 3.18 9 9 ABM 
21 4.87 158 4495 ABM 46 5.42 3 3 ABM 
22 2.52 541 6498 ABM 47 5.65 4 8 ABM 
23 1.11 342 2332 CBM 48 3.24 8 10 ABM 
24 5.43 607 6345 ABM 49 2.73 7 8 ABM 
25 2.23 604 1325 ABM 50 3.22 3 4 ABM 
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APPENDIX F - MVLR ANALYSIS ON ORIGINAL AND VS1 - VS6A 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step O 
All Variables Entered: A-Square= 0.6242 and C(p) = 10.0000 
The model is not of full rank. A subset of the model which is of full 
rank is chosen. 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 9 261 .18746 29.02083 77 .15 <.0001 
Error 418 157.24245 0.37618 
Corrected Total 427 418.42991 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -1 .15931 0.20956 11.51278 30.60 <.0001 
beta -0.72642 0.06877 41.96876 111.57 <.0001 
Ccbm -0.00010816 0.00002129 9.70502 25.80 <.0001 
Cu 0.00001002 0.00000442 1.93620 5.15 0.0238 
CuCcbm -0.00030546 0.00026292 0.50776 1.35 0.2460 
CCb -0.00121 0.00111 0.44702 1.19 0.2763 
LL 0.18788 0.10022 1.32210 3.51 0.0615 
LB 0.94572 0.07477 60.17927 159.98 <.0001 
LCC -0.68461 0.07571 30.75547 81.76 <.0001 
LLCCB 0.00270 0.00219 0.57083 1.52 0.2187 
Bounds on condition number: 1331.2, 19965 
Backward Elimination: Step 1 
Variable CCb Removed: A-Square= 0.6231 and C(p) = 9.188 
Figure F - 1. MVLR analysis on original and VS 1 - VS6a data sets 
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Dependent Variable: Type Type 
Backward Elimination: Step 
Analysis of Variance 
Sum of Mean 
DF Squares Square 
8 260.74044 32.59255 
419 157.68947 0.37635 
Total 427 418.42991 
Parameter Standard 
Estimate Error Type II SS 
-1.20906 0.20458 13.14525 
-0.68117 0.05485 58.05226 
-0.00010271 0.00002070 9.26204 
0.00000923 0.00000436 1.68794 
-0.00002719 0.00006296 0.07017 
0.21447 0.09722 1.83142 
0.88880 0.05353 103.76215 
-0.62670 0.05396 50.76207 
0.00031702 0.00016438 1.39982 
F Value Pr > F 
86.60 <.0001 










Bounds on condition number: 22.18, 581.65 
Backward Elimination: Step 2 
Variable CCBLB Entered: A-Square= 0.6242 and C(p) = 10.0000 
NOTE: The variable which previously had small tolerance is now 





Figure F - 1. Continued 
Backward Elimination: Step 2 














77 .15 <.0001 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -1. 15931 0.20956 11.51278 30.60 <.0001 
beta -0.72642 0.06877 41.96876 111 . 57 <.0001 
Ccbm -0.00010816 0.00002129 9.70502 25.80 <.0001 
Cu 0.00001002 0.00000442 1.93620 5.15 0.0238 
CuCcbm -0.00030546 0.00026292 0.50776 1.35 0.2460 
LL 0.18788 0.10022 1 .32210 3.51 0.0615 
LB 0.94693 0.07555 59.09743 157 .10 <.0001 
LCC -0.68461 0.07571 30.75547 81.76 <.0001 
CCBLB -0.00121 0.00111 0.44702 1.19 0.2763 
LLCCB 0.00270 0.00219 0.57083 1.52 0.2187 
Bounds on condition number: 1331 .2, 19970 
----------------------------------------------------------------------
Backward Elimination: Step 3 
Variable CCBLB Removed: A-Square= 0.6231 and C(p) 9.1883 
Backward Elimination: Step 3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr > F 
Model 8 260.74044 32.59255 86.60 <.0001 
Error 419 157.68947 0.37635 
Corrected Total 427 418.42991 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr > F 
Intercept -1.20906 0.20458 13.14525 34.93 <.0001 
beta -0.68117 0.05485 58.05226 154.25 <.0001 
Ccbm -0.00010271 0.00002070 9.26204 24.61 <.0001 
Cu 0.00000923 0.00000436 1 .68794 4.49 0.0348 
CuCcbm -0.00002719 0.00006296 0.07017 0.19 0.6661 
LL 0.21447 0.09722 1 .83142 4.87 0.0279 
LB 0.88880 0.05353 103.76215 275.71 <.0001 
LCC -0.62670 0.05396 50.76207 134.88 <.0001 
LLCCB 0.00031702 0.00016438 1 .39982 3.72 0.0545 
Bounds on condition number: 22.18, 581.65 
Backward Elimination: Step 4 
Variable CuCcbm Removed: A-Square= 0.6230 and C(p) = 7.3749 
Backward Elimination: Step 4 
Figure F - 1. Continued 
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Analysis of variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 7 260.67026 37.23861 99.14 <.0001 
Error 420 157.75965 0.37562 
Corrected Total 427 418.42991 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -1.21062 0.20435 13.18329 35.10 <.0001 
beta -0.68772 0.05265 64.08435 170.61 <.0001 
Ccbm -0.00010327 0.00002065 9.39797 25.02 <.0001 
Cu 0~00000917 0.00000435 1.66709 4.44 0.0357 
LL 0.21860 0.09666 1.92113 5.11 0.0242 
LB 0.89234 0.05284 107 .10347 285.14 <.0001 
LCC -0.62891 .0.05367 51.58716 137.34 <.0001 
LLCCB 0.00025409 0.00007599 4.19953 11.18 0.0009 
Bounds on condition number: 21,659, 404.64 
----------------------------------------------------------------------
All variables left in the model are significant at the 0.0500 level. 
Figure F - 1. Continued 
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APPENDIX G - VS6A MVLR ANALYSIS 
T~e REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step o 
All Variables Entered: A-Square= 0.7883 and C(p) = 10.0000 
The model is not of full rank. A subset of the model which is of full 
rank is chosen. 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 9 38.40755 4.26751 16.55 <:.0001 
Error 40 10.31245 0.25781 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr > F 
Intercept -1.74897 74.76321 0.00014109 0.00 0.9815 
beta 12.88129 131.51799 0.00247 0.01 0.9225 
Ccbm 0.00000785 0.00075139 0.00002817 0.00 0.9917 
Cu -0.00001181 0.00007603 0.00621 0.02 0.8774 
CuCcbm -0.52291 5.73585 0.00214 0.01 0.9278 
CCb -0.75897 1.52064 0.06422 0.25 0.6204 
LL -6.67320 6.04358 0.31433 1.22 0.2761 
LB -11 .90711 131.44285 0.00212 0.01 0.9283. 
LCC 12.23127 131.45693 0.00223 0.01 0.9263 
LLCCB 0.57711 1.54978 0.03575 0.14 0.7116 
Bounds on condition number: 17893801, 313470734 
Backward Elimination: Step 1 
variable Ccbm Removed: A-Square= 0.7883 and C(p) 8.0001 
Figure G ~ 1. SAS results for regression analysis of VS6a 
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Backward Elimination: Step 
Analysis of Variance 
Sum of Mean 
Source OF Squares Square F Value Pr> F 
Model 8 38.40753 4.80094 19.09 <.0001 
Error 41 10.31247 0.25152 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -1.75219 73.84531 0.00014161 0.00 0.9812 
beta 12.93307 129.81218 0.00250 0.01 0.9211 
Cu -0.00001101 0.00000650 0.72262 2.87 0.0977 
CuCcbm -0.52479 5.66268 0.00216 0.01 0.9266 
CCb -0.76573 t.35970 0.07977 0.32 0.5764 
LL -6.67832 5.94977 0.31689 1.26 0.2682 
LB -11.96882 129.69917 0.00214 0.01 0.9269 
LCC 12.29329 129.71178 0.00226 0.01 0.9250 
LLCCB 0.58024 1.50202 0.03754 0.15 0.7013 
Bounds on condition number: 17857357, 278066823 
Backward Elimination: Step 2 
Variable LB Removed: R-Square = 0.7883 and C(p) = 6.0084 
Backward Elimination: Step 2 
Analysis of Variance 
Sum of Mean 
Source DF Squares · Square F Value Pr> F 
Model 7 38.40538 5.48648 22.34 <.0001 
Error 42 10.31462 0.24559 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept 5.04494 5.21347 0.22997 0.94 0.3387 
beta 0.95650 2.70867 0.03062 0.12 0.7258 
Cu -0.00001094 0.00000637 0.72398 2.95 0.0934 
CuCcbm -0.00481 0.55570 0.00001841 0.00 0.9931 
CCb -0.76913 1.34307 0.08054 0.33 0.5699 
LL -6.68867 5.87808 0.31799 1.29 0.2616 
LCC 0.32331 0.14649 1 .19635 · 4.87 0.0328 
LLCCB 0.58256 1.48397 0.03785 0.15 0.6966 
Figure G-1. Continued 
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Bounds on condition number: 248.37, 5445.6 
Backward Elimination: Step 3 
Variable LBLC Entered: A-Square= 0.7883 and C(p) = 8.0001 
NOTE: The variable which previously had small tolerance is now 
allowed to enter after removal of some variables from the model. 
Backward Elimination: Step 3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 8 38.40753 4.80094 19.09 <.0001 
Error 41 10.31247 0.25152 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept -1.75219 73.84530 0.00014161 0.00 0.9812 
beta 12.93307 129.81217 0.00250 0.01 0.9211 
Cu -0.00001101 0.00000650 0.72262 2.87 0.0977 
CuCcbm -0.52479 5.66268 0.00216 0.01 0.9266 
CCb -0.76573 1.35970 0.07977 0.32 0.5764 
LL -6.67832 5.94977 0.31689 1.26 0.2682 
LCC 0.32447 0.14877 1 .19638 4.76 0.0350 
LBLC -11.96881 129.69916 0.00214 0.01 0.9269 
LLCCB 0.58024 1.50202 0.03754 0.15 0.7013 
Bounds on condition number: 319937, 5093659 
Backward Elimination: Step 4 
Variable LBLC Removed: A-Square= 0.7883 and C(p) = 6.0084 
Backward Elimination: Step 4 
















5.48648 22.34 <.0001 
0.24559 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept 5.04494 5.21347 0.22997 0.94 0.3387 
beta 0.95650 2.70867 0.03062 0.12 0.7258 
Cu -0.00001094 0.00000637 0.72398 2.95 0.0934 
CuCcbm -0.00481 0.55570 0.00001841 0.00 0.9931 
CCb -0.76913 1 .34307 0.08054 0.33 0.5699 
LL -6.68867 5.87808 0.31799 1.29 0 .. 2616 
LCC 0.32331 0.14649 1 .19635 4.87 0.0328 
LLCCB 0.58256 1.48397 0.03785 0.15 0.6966 
Bounds on condition number: 248.37, 5445.6 
----------------------------------------------------------------------
Backward Elimination: Step 5 
Variable CCBLB Entered: R-Square = 0.7883.and C(p) = 8.0001 
NOTE: The. variable which previously had small tolerance is now 




Backward Elimination: Step 5 
Analysis of Varlance 
Sum of Mean 
OF Squares Square 
8 38.40753 4.80094 
41 10.31247 0.25152 
F Value 
19.09 
Corrected Total 49 48.72000 
Parameter Standard 
varial>le Estimate Erro.r Type II SS F Value 
Intercept -1.75219 73.84530 0.00014161 0.00 
beta 12.93307 129.81217 0.00250 0.01 
Cu -0.00001101 0.00000650 0.72262 2.87 
CuCcbm -0.52479 5.66268 0.00216 0.01 
CCb 11.20309 129.74312 0.00188 0.01 
LL -6.67832 5 .. 94977 0.31689 1.26 
LCC 12.29328 .129.71177 0.00226 0.01 
CCBLB -11.96882 129.69916 0.00214 0.01 
LLCCB 0.58024 1.50202 0.03754 0.15 
Bounds on condition number: 21038890, 331854545 













Variable CCb Removed: R-Square = 0.7883 and C(p) = 6.0074 
Figure G - 1. Continued 
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Backward Elimination: Step 6 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 7 38.40565 5.48652 22.34 <.0001 
Error 42 10.31435 0.24558 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr > F 
Intercept 4.61152 4.60341 0.24645 1.00 0.3222 
beta 1.72705 2.98092 0.08243 0.34 0.5654 
Cu -0.00001095 0.00000637 0.72438 2.95 0.0933 
CuCcbm -0.03832 0.56489 0.00113 0.00 0.9462 
LI,. -6.69148 5.87712 0.31835 1.30 0.2613 
LCC 1.09360 1.43345 0.14294 0.58 0.4498 
CCBLB -0.77014 1.34259 0.08081 0.33 0.5693 
LLCCB 0.58352 1.48369 0.03799 0.15 0.6961 
Bounds on condition number: 2309, 35557 
Backward Elimination: Step 7 
Variable CuCcbm Removed: R-Square = 0.7883 and C(p) = 4.0118 















Figure G - 1. Continued 
















Error Type II SS F Value Pr> F 
4.52337 0.24571 1.02 0.3172 
0.96875 0.60314 2.51 0.1202 
0.00000604 o. 77031 3.21 0.0802 
3.63775 0.73805 3.08 0.0866 
1.37862 0.14483 0.60 0.4414 
1.29791 0.08036 0.33 0.5658 
1 .02469 0.05978 0.25 0.6202 
condition number: 2209, 27010 
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Backward Elimination: Step 8 





Analysis of variance 
Sum of Mean 
DF Squares Square 
5 38.34474 7.66895 
44 10.37526 0.23580 
49 48.72000 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step 8 
Standard 




Estimate Error Type II SS F Value Pr> F 
Intercept 3.03620 3.21666 0.20246 0.86 0.3592 
beta 1.16795 0.62287 0.82910 3.52 0.0674 
Cu -0.00001025 0.00000588 o. 71702 3.04 0.0882 
LL -4.94111 2.19853 1 .19105 5.05 0.0297 
LCC 0.39435 0.24724 0.59989 2.54 0.1179 
CCBLB -0.11441 0.23755 0.05470 0.23 0.6325 
Bounds on condition number: 75.28, 856.96 
Backward Elimination: Step 9 
Variable CCBLB Removed: R-Square = 0.7859 and C(p) = 0.4558 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 4 38.29004 9.57251 41.30 <.0001 
Error 45 10.42996 0.23178 
Corrected Total 49 48.72000 
Parameter Standard 
variable Estimate Error Type II SS F Value Pr> F 
Intercept 1.89322 2.24001 0.16557 0.71 0.4025 
beta 1.31115 0.54264 1.35315 5.84 0.0198 
Cu -0.00001074 0.00000574 0.81054 3.50 0.0680 
LL -4.84056 2.16984 1.15347 4.98 0.0307 
LCC 0.28713 0.10665 1.67987 7.25 0.0099 
Backward Elimination: Step 9 
Figure G - 1. Continued 
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Bounds on condition number: 14.785, 151.86 
Backward Elimination: Step 10 
Variable Cu Removed: A-Square= 0.7693 and C(p) 1.5998 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 3 37.47950 12.49317 51.13 <.0001 
Error 46 11.24050 0.24436 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept 4.55652 1. 77528 1.60975 6.59 0.0136 
beta 1.95716 0.42969 5.06964 20.75 <.0001 
LL -7.43801 1.71166 4.61428 18.88 <.0001 
LCC 0.12512 0.06387 0.93768 3.84 0.0562 
Bounds on condition number: 8.7264, 50.375 
Backward Elimination: Step 11 
Variable LCC Removed: A-Square= 0.7500 and C(p) = 3.2369 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Type Type 
Backward Elimination: Step 11 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Pr> F 
Model 2 36.54181 18.27091 70.51 <.0001 
Error 47 12.17819 0.25911 
Corrected Total 49 48.72000 
Parameter Standard 
Variable Estimate Error Type II SS F Value Pr> F 
Intercept 7.73989 0.73594 28.65977 110.61 <.0001 
beta 2.48305 0.34548 13.38486 51.66 <.0001 
LL -10.33777 0.88494 35.36004 136.47 <.0001 
Bounds on condition number: 2.1997, 8.7989 
All variables left in the model are significant at the 0.0500 level. 
Figure G - 1. Continued 
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Summary of Backward Elimination 
Variable Variable Number Partial Model 
Step Entered Removed Label Vars In A-Square A-Square C(p) 
1 Ccbm Ccbm 8 0.0000 0.7883 8.0001 
2 LB LB 7 0.0000 0.7883 6.0084 
3 LBLC LBLC 8 0.0000 0.7883 8.0001 
4 LBLC LBLC 7 0.0000 0.7883 6.0084 
5 CCBLB CCBLB 8 0.0000 0.7883 8.0001 
6 CCb CCb 7 0.0000 0.7883 6.0074 
7 CuCcbm CuCcbm 6 0.0000 0.7883 4.0118 
8 LLCCB LLCCB 5 0.0012 0.7870 2.2436 
9 CCBLB CCBLB 4 0.0011 0.7859 0.4558 
10 Cu Cu 3 0.0166 0.7693 1 .5998 
11 LCC LCC 2 0.0192 0.7500 3.2369 
Summary of Backward Elimination 
Step F Value Pr > F 
0.00 0.9917 
2 0.01 0.9269 
3 0.01 0.9269 
4 0.01 0.9269 
5 0.01 0.9269 
6 0.01 0.9316 
7 0.00 0.9462 
8 0.25 0.6202 
9 0.23 0.6325 
10 3.50 0.0680 
11 3.84 0.0562 
Summary of Backward Elimination 
variable Variable Number Partial Model 
Step Entered Removed Label Vars In A-Square A-Square C(p) 
1 CCb CCb 8 0.0011 0.6231 9.1883 
2 CCBLB CCBLB 9 0.0011 0.6242 10.0000 
3 CCBLB CCBLB 8 0.0011 0.6231 9.1883 
4 CuCcbm CuCcbm 7 0.0002 0.6230 7.3749 
Summary of Backward Elimination 
Step F Value Pr> F 
1.19 0.2763 
2 1.19 0.2763 
3 1.19 0.2763 
4 0.19 0.6661 
Figure G - 1. Continued 
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APPENDIX H- SENSITIVITY RESULTS FOR THETA 
TABLER-I 
SENSITIVITY RESULTS FOR THETA EQUALS TWO 
~ 0 0 ~ ... N .,: 
u n u II 
ii i E I I ii i E I i .a .a 'C u :I .c .c 'C u :I .c t: Q Q t: t: t: Q Q t: t: 
16 1 1 CM CM 61 3.5 1 CM CM 
17 1 10 CBM CBM 62 3.5 1 10 CBM CBM 
18 1 100 CBM CBM 63 3.5 1 100 CBM CBM 
19 1 1000 CBM CBM 64 3.5 1 1000 CBM CBM 
20 1 10000 CBM CBM 65 3.5 1 . 10000 CBM CBM 
21 10 10 CM CM 66 3.5 10 10 ABM ABM 
22 10 100 CBM CBM 67 3.5 10 100 ABM ABM 
23 10 1000 CBM CBM 68 3.5 10 1000 CBM CBM 
24 10 10000 CBM CBM 69 3.5 10 10000 CBM CBM 
25 100 100 CM CM 70 3.5 100 100 ABM ABM 
26 100 1000 CBM CBM 71 3.5 100 1000 ABM ABM 
27 100 10000 CBM CBM 72 3.5 100 10000 ABM ABM 
28 1000 1000 CM CM 73 3.5 1000 1000 ABM ABM 
29 1000 10000 CBM CBM 74 3.5 1000 10000 ABM ABM 
30 1 10000 10000 CM CM 75 3.5 10000 10000 ABM ABM 
31 1.5 1 1 CM CM 76 4.5 1 1 CM CM 
32 1.5 1 10 CBM CBM n 4.5 1 10 CBM CBM 
33 1.5 1 100 CBM CBM 78 4.5 1 100 CBM CBM 
34 1.5 1 1000 CBM CBM 79 4.5 1 1000 CBM CBM 
35 1.5 1 10000 CBM CBM . 80 4.5 1 10000 CBM CBM 
36 1.5 10 10 ABM ABM 81 4.5 10 10 ABM ABM 
37 1.5 10 100 CBM CBM 82 4.5 10 100 ABM ABM 
38 1.5 10 1000 CBM CBM 83 4.5 10 1000 ABM ABM 
39 1.5 10 10000 CBM CBM 84 4.5 10 10000 CBM CBM 
40 1.5 100 100 ABM ABM 85 4.5 100 100 ABM ABM 
41 1.5 100 1000 CBM CBM 86 4.5 100 1000 ABM ABM 
42 1.5 100 10000 CBM CBM 87 4.5 100 10000 ABM ABM 
43 1.5 1000 1000 ABM ABM 88 4.5 1000 1000 ABM ABM 
44 1.5 1000 10000 ABM ABM 89 4.5 1000 10000 ABM ABM 
45 1.5 10000 10000 ABM ABM 90 4.5 10000 10000 ABM ABM 
46 2.5. 1 1 CM CM 91 5.5 1 1 CM CM 
47 2.5 1 10 CBM CBM 92 5.5 1 10 CBM CBM 
48 2.5 1 100 CBM CBM 93 5.5 1 100 CBM CBM 
49 2.5 1 1000 CBM CBM 94 5.5 1 1000 CBM CBM 
50 2.5 1 10000 CBM CBM 95 5.5 1 10000 CBM CBM 
51 2.5 10 10 ABM ABM 96 5.5 10 10 ABM ABM 
52 2.5 10 100 CBM CBM 97 5.5 10 100 ABM ABM 
53 2.5 10 1000 CBM CBM 98 5.5 10 1000 ABM ABM 
54 2.5 10 10000 CBM CBM 99 5.5 10 10000 ABM ABM 
55 2.5 100 100 ABM ABM 100 5.5 100 100 ABM ABM 
56 2.5 100 1000 ABM ABM 101 5.5 100 1000 ABM ABM 
57 2.5 100 10000 ABM ABM 102 5.5 100 10000 ABM ABM 
58 2.5 1000 1000 ABM ABM 103 5.5 1000 1000 ABM ABM 
59 2.5 1000 10000 ABM ABM 104 5.5 1000 10000 ABM ABM 
60 2,5 10000 10000 ABM ABM 105 5.5 10000 10000 ABM ABM 
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APPENDIX I - PRINCIPAL COMPONENT ANALYSES ON CBM SPECIFIED 
TRIALS AND ABM TRIALS 
proc princomp data=setl out=scores; 
var beta Ccbm Cu CuCcbm CCb LL LB LCC LBLC CCBLB LLCCB; 
run; 
dm 'log;clear;output;clear;'; 
options ps=50 ls=70 pageno=l; 
goptions reset=global border ftext=swiss gunit=cm htext=0.4 htitle=0.5; 
goptions display noprompt; 
**********************************************************************; 
** 
** AUTHOR: Ed Mccombs (orig by Chris Bilder) 
** 
** DATE: 3-10-02 
** UPDATE: 

















titlel 'Ed Mccombs; 
*Read in Excel file containing the cereal data'; 
* Note: The variable names are beta Ccbm Cu CC CCB LL LB LC LLCCB; 





title2 'Maintenance data set'; 
proc print data=setl; 
run; 
Figure I - 1 .. SAS Code for principal component analysis 
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beta Ccbm Cu CuCcbm 
Mean 2 . 140092334 47 .1648352 3238.780220 769.178526 
StD 1.231219038 134.2845798 3731.478707 1922. 813481 
Simple Statistics 
CCb LL LB LCC 
Mean 349.111840 1.217125162 5.742183179 5.363676672 
StD 1017.422869 0.513512376 1 . 871969061 2.361678921 
Simple Statistics 
LBLC CCBLB LLCCB 
Mean 0.378506506 354.854023 292.1416415 
StD 1.334139035 1017.652002 727.6878247 
Correlation Matrix 
beta Ccbm Cu CuCcbm CCb 
beta beta 1.0000 -.2493 0.0835 0.2690 0.0177 
Ccbm Ccbm - .2493 1.0000 0.1710 - .1287 - .1072 
Cu Cu 0.0835 0 .1710 1.0000 0.5147 0.4476 
CuCcbm CuCcbm 0.2690 - .1287 0.5147 1.0000 0.8311 
CCb CCb 0.0177 - .1072 0.4476 0.8311 1 .0000 
LL LL 0.4504 - .1228 - . 4631 - .2243 -.2555 
LB LB 0.5350 0.2602 0.6821 0.2952 0.1215 
LCC LCC 0.0781 0.2411 0.8448 0.3952 0.3394 
LBLC LBLC 0.6125 - . 0617 - .5384 - .2853 - .4303 
CCBLB CCBLB 0.0187 - .1067 0.4488 0.8315 1.0000 
LLCCB LLCCB 0.1018 - .1242 0.5054 0.9180 0.9824 
The PRINCOMP Procedure 
Correlation Matrix 
LL LB LCC LBLC CCBLB LLCCB 
beta 0.4504 0.5350 0.0781 0.6125 0.0187 0 .1018 
Ccbm - .1228 0.2602 0.2411 -.0617 - .1067 - .1242 
Cu - .4631 0.6821 0.8448 -.5384 0.4488 0.5054 
CuCcbm - .2243 0.2952 0.3952 -.2853 0.8315 0.9180 
CCb -.2555 0 .1215 0.3394 - .4303 1.0000 0.9824 
LL 1.0000 - . 2218 -.6518 0.8425 - .2559 - .2691 
LB - . 2218 1.0000 0.8258 - .0587 0.1233 0.1950 
LCC -.6518 0.8258 1.0000 - . 6115 0.3408 0.3907 
LBLC 0.8425 - .0587 - . 6115 1 .0000 - .4303 - . 4181 
CCBLB - .2559 0.1233 0.3408 - .4303 1.0000 0.9825 
LLCCB - . 2691 0.1950 0.3907 - . 4181 0.9825 1.0000 
Figure I - 2. SAS output for principal component analysis for the CBM trials 
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Eigenvalues of the Correlation Matrix 
Eigenvalue Difference Proportion Cumulative 
5.11407452 2.79315585 0.4649 0.4649 
2 2.32091867 0.27288139 0.2110 0.6759 
3 2.04803728 1.16041809 0.1862 0.8621 
4 0.88761920 0.58249865 0.0807 0.9428 
5 0.30512054 0.11327901 0.0277 0.9705 
6 0.19184154 0.11093617 0.0174 0.9880 
7 0.08090537 0.02977890 0.0074 0.9953 
8 0.05112647 0.05077006 0.0046 1 .0000 
9 0.00035641 0.00035641 0.0000 1.0000 
10 0.00000000 0.00000000 0.0000 1 .0000 
11 0.00000000 0.0000 1.0000 
The PRINCOMP Procedure 
Eigenvectors 
Prin1 Prin2 Prin3 Prin4 Prin5 
beta beta 0.004988 0.376064 0.541506 - .170744 - .256209 
Ccbm Ccbm 0.016300 -.329535 0.136406 0.885844 - .159112 
Cu Cu 0.347574 - .182686 0.245016 - .051765 0.677805 
CuCcbm CuCcbm 0.364680 0.288631 0.008765 0.051218 -.224533 
CCb CCb 0.376789 0.264308 - .180167 0.152713 0.020637 
LL LL - .255931 0.420262 0.164953 0.262489 0.609693 
LB LB 0.211475 - .132662 0.585950 -.022970 - .104450 
LCC LCC 0.333712 -.308603 0.292040 - .127190 - .016536 
LBLC LBLC -.294006 0.360144 0.305197 0.192920 - .117285 
CCBLB CCBLB 0.377094 0.264005 - .179049 0.152636 0.020440 
LLCCB LLCCB 0.392065 0.273101 - .120652 0.106687 -.041200 
Eigenvectors 
Prin6 Prin7 Prins Prin9 Prin10 Prin11 
beta 0.005696 -.202676 - .653878 0.043118 0.000000 0.000000 
Ccbm -.083015 -.050425 -.230344 0.002384 0.000000 0.000000 
Cu -.342879 - .453685 -.013230 0.010715 0.000000 0.000000 
CuCcbm -.709999 0 .. 365145 0.148850 0.266459 0.000000 0.000000 
CCb 0.342528 - .154265 0.028317 0.300252 0.000522 0.707027 
LL 0.119546 0.517277 -.089542 0.012624 0.000000 0.000000 
LB 0.257426 0.171523 0.404989 -.023955 -.568000 0.001301 
LCC 0.231089 0.353054 -.000126 0.010480 0. 716591 0.000000 
LBLC - .047869 - .384.304 0.568475 -.052162 0.404811 0.000000 
CCBLB 0.342925 - .153915 0.029055 0.300141 -;000523 -.707186 
LLCCB 0.015335 0.019984 - .014483 - .862102 0.000000 -.000000 
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beta Ccbm Cu CuCcbm CCb 
beta beta 1.0000 - .1331 -.1561 0.1896 0.1331 
Ccbm Ccbm - .1331 1.0000 0.5861 -.1102 -.1190 
Cu Cu - .1561 0.5861 1.0000 0.0369 0.0742 
CuCcbm CuCcbm 0.1896 - .1102 0.0369 1.0000 0.9848 
CCb CCb 0.1331 - .1190 0.0742 0.9848 1.0000 
LL LL 0.5127 - .2752 - .2924 - .0968 - .1516 
LB LB 0.4691 0.5132 0.3885 0.1255 0.1166 
LCC LCC - .0795 0.5505 0.5422 0.1466 0.1889 
LBLC LBLC 0.9254 - .0224 -.2207 - .0249 - .1088 
CCBLB CCBLB 0.2106 - .0248 0.1397 0.9717 0.9847 
LLCCB LLCCB 0.1629 -.1293 0.0565 0.9924 0.9978 
Figure I-3. SAS output for principal component analysis for the ABM trials 
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The PRINCOMP Procedure 
Correlation Matrix 
LL LB LCC LBLC CCBLB LLCCB 
beta 0.5127 0.4691 - .0795 0.9254 0.2106 0.1629 
Ccbm - .2752 0.5132 0.5505 - .0224 - .0248 - .1293 
Cu - .2924 0.3885 0.5422 - .2207 0.1397 0.0565 
CuCcbm - .0968 0.1255 0.1466 - .0249 0.9717 0.9924 
CCb - .1516 0.1166 0.1889 - .1088 0.9847 0.9978 
LL 1.0000 -.3289 - • 7408 0.6443 -.2038 - .1269 
LB - .3289 1.0000 0.8196 0.3672 0.2878 0.1150 
LCC - . 7408 0.8196 1.0000 - .2320 0.3259 0.1677 
LBLC 0.6443 0.3672 - .2320 1.0000 - .0405 - .0771 
CCBLB - .2038 0.2878 0.3259 - .0405 1.0000 0.9823 
LLCCB - .1269 0.1150 0.1677 - .0771 0.9823. 1.0000 
Eigenvalues of the Correlation Matrix 
Eigenvalue Difference Proportion Cumulative 
1 4.23776904 1.17805588 0.3853 0.385.3 
2 3.05971316 0.70985442 0.2782 0.6634 
3 2.34985875 1 •. 53197887 0.2136 0.8770 
4 0.81787988 0.42219221 0.0744 0.9514 
5 0.39568767 0.29315251 · 0.0360 0.9874 
6 0.10253515 0.07573660 0.0093 0.9967 
7 0.02679855 0.01725120 0.0024 0.9991 
8 0.00954735 0.00933690 0.0009 1.0000 
9 0.00021045 0,00021045 0.0000 1.0000 
10 0.00000000 0.00000000 0.0000 1 .0000 
11 0.00000000 0.0000 1.0000 
The PRINCOMP Procedure 
Eigenvectors 
Prin1 Prin2 Prin3 Prin4 Prins 
beta beta 0.069506 0.312137 0.520753 -.117070 - .196282 
Ccbm Ccbm 0.056363 -.388816 0.256179 0.441505 0.724464 
Cu Cu 0.135274 - .362991 0.128951 0.622203 -.635558 
CuCcbm CuCcbm 0.448423 0.189956 -.085150 0.081758 0.109767 
CCb .CCb 0.456009 0.160279 -.119135 0.070027 0.030964 
LL LL - .175470 0.425644 0.181126 0.474364 0.005969 
LB LB 0.200619 -.233153 0.501749 - .278121 - .-032402 
LCC LCC 0.243599 -.. 431021 0.192262 -.291597 -.089933 
LBLC LBLC - .054875 0.303905 0.539680 0.001224 0.090989 
CCBLB CCBLB 0.474894 0.113678 -.026912 0.018765 0.024177 
LLCCB LLCCB 0.453599 0.176818 - .107774 0.069910 0.040583 
Figure 1-3. Continued 
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Eigenvectors 
Prin6 Prin7 Prins Prin9 Prin10 Prin11 
beta -.241467 - .634904 0.313745 - .120327 0.000000 0.000000 
Ccbm - .119857 -.208320 0.047087 -.016196 0.000000 0.000000 
Cu - .186624 0.083195 - .021384 0.005749 0.000000 0.000000 
CuCcbm -.091884 0.442685 0.650561 -.330467 -.000000 0.000000 
CCb 0.033216 - .158125 - .414012 -.266870 0.691070 0.000000 
LL 0.725732 0.002906 0.058914 -.002677 0.000000 0.000000 
LB 0.246359 0.243549 - .061709 0.065628 0.070085 -.664983 
LCC 0.444501 - .049871 0.132448 0.001583 0.053131 0.635895 
LBLC -.303369 0.494423 -.319777 0.108843 0.032728 0.391707 
CCBLB 0.075221 - .109777 - .410042 -.245832 - . 716670 0.000000 
LLCCB - .017392 -.085372 0.095085 0.853347 0.000000 -.000000 
Figure I-3. Continued 
TABLE I-I 
VARIABLE DEFINITIONS 
Variable Variable Definition Name 
beta The beta parameter of the Weibullclistribution 
Ccbm The cost of performing CBM 
Cu The cost of failme 
CuCcbm cu 
CCBM 
CCb c7c CCBM 
beta 
LL log(CceM)+log(Cu)+ beta 
log(C.,,.,)+ log(C.)+log( c':.) 
LB log(CceM) + log(Cu) + beta 
LLC 
Iog(CCBM) + Iog(C.) + 1o{c':.) 
LBLC 
log(CCBM) + log(C.) + beta- (log(CCBM) + Iog(C.) + log( c': ) ) 
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TABLE I - I continued 
VARIABLE DEFINITIONS 
Variable Variable Definition Name 
CCBLB c7c 
CCBM + log(CCBM) + log(Cu) + beta 
beta 
LLCCB c7c 
. CCBM * log(CCBM) + log(Cu) + beta 
beta 
log(CCBM) + log(C.) + 1os( ____S,_) 
CCBM 
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APPENDIX J - DATA FOR RESEARCH QUESTION #4: STUDYING CBM 
IMPLEMENTATION AND CONTINUATION COSTS 
TABLEJ-I 





= 0 (.) as -c c: >-
E -~ ~ as ~ I m as (.) ~~ 
-
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vs6 50 5.34 2 6 4.86 CBM 0.01 
vs2 45 4.96 2 5 4.56 CBM 0.00 
vs1 41 4.62 2 6 4.14 CBM 0.06 
vs5 10 5.90 1 1037 2.89 CBM 3.59 
vs1 42 3.38 2 9 2.73 CBM 0.26 
vs5 2 4.40 5 317 2.60 CBM 0.46 
vs5 45 ) 2.08 4 7 1.84 CBM 0.13 
vs6 10 2.15 7 21 1.67 CBM 0.04 
vs1 10 5.06 2 6914 1.53 CBM 6.36 
vs4 4 1.90 8 19 1.52 CBM 0.03 
vs4 1 1.95 5 14 1.50 CBM 0.99 
vs2 2 4.63 6 9214 1.45 CBM 2.82 
vs6 45 1.92 5 15 1.44 CBM 1.44 
vs5 3 4.27 9 7908 1.32 CBM 0.11 
vs4 47 1.84 9 31 1.30 CBM 0.99 
vs1 7 4.69 3 7553 1.29 CBM 6.63 
vs1 19 3.33 15 1666 1.28 CBM 0.11 
vs4 46 1.62 6 13 1.28 CBM 1.37 
vs2 1 4.21 4 3558 1.26 CBM 5.84 
vs1 6 4.27 8 8205 1.26 CBM 1.79 
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TABLE J - I continued 
-
0 
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E 0 Cl) C I 
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.c :J ....I E L.. C 
·c: Cl) 0 (.) m o~jgm mm I- m (.) 
....I cCl>c~ <( (.) 
o L.. ·- en 
-
o a.. as 0 w :E 
·-fl) 0 (.) 
vs6 5 1.72 ·2 6 1.25 CBM 1.97 
vs4 43 1.38 7 10 1.23 CBM 0.16 
vs4 49 1.79 3 11 1.23 CBM 2.49 
vs1 1 4.51 4. 8052 1.21 CBM 6.27 
vs2 8 4.01 6 4246 1.16 CBM 4.72 
vs4 18 1.67 12 41 1.14 CBM 2.40 
vs3 44 1.43 5 10 1.13 CBM 0.93 
vs5 9 3.77 6 2642 1.12 CBM 5.02 
vs2 41 1.16 9 10 1.11 CBM 0.04 
vs4 8 1.40 9 19 1.07 CBM 0.49 
vs4 45 1.44 5 12 1.06 CBM 2.12 
vs3 46 1.15 7 9 1:04 CBM 0.75 
vs4 3 1.09 6 7 1.03 CBM 0~07 
vs4 13 1.16 4 6 0.99 CBM . 0.31 
vs4 17 1.38 11 28 0.97 CBM 2.71 
vs3 43 1.02 5 6 0.94 CBM 0.23 
vs4 50 1.54 5 20 0.94 CBM 5.17 
vs3 41 1.38 2 6 0.91 CBM · 2;88 
vs1 4 3.95 4 4539. 0.90 CBM 8.60 
vs2 43 1.47 2 8 0.87 CBM 4.05 
vs4 12 1.41 50 175 0.87 CBM 7.58 
vs4 48 1.12 6 11 0.85 CBM 2.40 
vs4 42 1.09 8 14 0.85 CBM 2.57 
vs4 9 1.18 7 19 0.74 CBM 7.48 
vs3 25 1.25 342 1136 0.73 CBM 34.55 
vs4 7 1.03 2 4 0.73 CBM 1.19 
vs4 26. 1.02 661 1302 0.73 CBM 302.54 
vs4 20 1.14 75 198 0.72 CBM 38.43 
vs6 43 1.19 2 6 0.71 CBM 3.27 
vs4 19 1.26 92 357 0.67 CBM 36.36 
vs6 6 1.14 5 15 0.66 CBM 7.52 
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TABLE J - I continued 
-en 
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-
..c ::::s ....J E .... C ID ID 
"i:: Cl) 0 (.) ID o~J!!m <( (.) I- ID (.) ....J C Cl) C .=; 
--o ..... ·- en QC 0 a.. C\l 
-w ::a: en 0 (.) 
vs3 21 1.05 851 2228 0.64 CBM 642.00 
vs4 5 1.04 9 23 0.63 CBM 10.36 
vs4 6 1.07 2 6 0.59. CBM 3.26 
vs2 7 2.90 7 1445 0.59 CBM 12.30 
vs6 46 1.05 9 27 0.57 CBM 14.26 
vs6 11 1.05 65 195 0.57 CBM 89.31 
vs2 5 3.70 7 9590 0.56 CBM 10.39 
vs4 27 1.09 107 376 0.55 CBM 149.52 
vs4 10 1.11 1 4 0.51 CBM 2.69 
vs1 18 2.42 54 4614 0.49 CBM 1.44 
vs5 4 3.68 4 6294 0.48 CBM 13.07 
vs2 23 1.10 655 3459 0.37 CBM 1276.01 
vs2 18 2.24 94 9854 0.22 CBM 7.15 
vs3 23 1.44 316 5963 0.17 CBM 282.28 
vs1 3 3.63 2 6585 0.11 CBM 17.00 
vs5 16 1.92 56 4001 0.07 CBM 60.95 
vs2 20 1.97 96 8540 0.02 CBM 44.83 
vs2 17 2.41 24 6089 0.00 CBM 35.01 
vs2 6 3.15 4 5841 -0.01 CBM 23.00 
vs1 21 1.21 313 5744 -0.05 CBM 1556.43 
vs3 28 1.08 475 7072 -0.09 CBM 4084.12 
vs2 29 1.57 125 6210 -0.12 CBM 304.93 
vs5 18 2.13 33 5905 -0.13 CBM 64.99 
vs3 13 1.22 77 1744 -0.14 CBM 611.18 
vs3 35 1.08 476 8891 -0.19 CBM 5209.67 
vs3 22 1.46 179 8308 -0.21 CBM 622.47 
vs2 10 2.09 6 1227 -0.22 CBM 50.46 
vs2 13 1.50 100 5515 -0.24 CBM 433.21 
vs3 32 1.22 140 4570 -0.29 CBM 1391.64 
vs3 31 1.10 269 7088 -0.32 CBM 3898.74 
vs2 4 2.91 1 1726 -0.33 CBM 23.06 
vs5 1 2.22 7 2560 -0.34 CBM 23.43 
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TABLE J - I continued 
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vs1 13 1.34 71 · 3517 -0.36 CBM 671.03 
vs3 11 1.04 78 2355 -0.44 CBM 1943.94 
vs5 14 2.24 15 7759 -0.47 CBM 84.45 
vs5 8 2.56 6 7472 -0.54 CBM 54.06 
vs3 30 1.03 53 2044 -0.56 CBM 1791.14 
vs1 11 2.88 3 8783 -0.58 CBM 39.88 
vs1 5 3.27 1 7205 -0.58 CBM 26.42 
vs1 8 2.45 4 4813 -0.63 CBM 56.23 
vs5 13 1.18 67 4690 -0.66 CBM 1879.72 
vs3 14 1.30 99 9445 -0.68 CBM 1809.41 
vs3 27 · 1.32 72 7312 -0.69 CBM 1361.42 
vs3 26 1.15 74 6818 -0.81 CBM 3065.04 
vs3 10 1.13 8 798 -0.87 CBM 516.36 
vs2 3 2.74 2 8401 -0.88 CBM 48.97 
vs3 19 1.29 6 1274 -1.04 CBM 425.69 
vs3 15 1.01 79 9168 -1.06 CBM 8741.81 
vs2 11 2.14 4 6599 -1.08 CBM 115.20 
vs3 3 1.37 10 3103 -1.12 CBM 618.41 
vs3 4 1.34 5 1662 -1.18 CBM 438.25 
' vs1 9 1.99 5 7816 -1.21 CBM 172.85 
vs5 5 1.88 6 7636 -1.23 CBM 222.43 
vs3 7 1.11 4 920 -1.25 CBM 639.89 
vs3 20 1.27 19 6550 -1.27 CBM 1668.05 
vs3 16 1.04 42 8611 -1.27 CBM 7092.66 
vs1 2 2.12 3 7712 -1.29 CBM 131.32 
vs3 6 1.37 3 1436 -1.31 CBM 356.48 
vs3 18 1.00 18 4998 -1.44 CBM 4972.54 · 
vs5 6 1.71 4 6108 -1.47 CBM 316.28 
vs2 9 1.47 9 8314 -1.49 CBM 854.23 
vs3 12 1.36 6 4683 -1.53 CBM 881.68 
vs3 17 1.36 12 9721 -1.55 CBM 1505.47 
vs3 5 1.05 4 3416 -1.88 CBM. 2801.23 
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TABLE J - I continued 
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vs3 1 1.06 8 7166 -1.89 CBM 5377.42 
vs3 8 1.03 9 9897 -2.01 CBM 8623.12 
vs3 9 1.11 5 8554 -2.12 CBM 4809.65 
vs3 2 1.12 4 7293 -2.14 CBM 3946.10 
vs5 7 1.17 4 9496 -2.21 CBM 3792.03 
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