We provide a simple basic method to find bounds for higher order moments of unimodal distributions in terms of lower order moments when the random variable takes value in a given finite real interval. The bounds for moments in terms of the geometric mean of the distribution are also derived. Both continuous and discrete cases are considered. The bounds for the ratio and difference of moments are obtained. The special cases provide refinements of several well-known inequalities, such as Kantorovich inequality and Krasnosel'skii and Krein inequality.
Introduction
The r th order moment µ ′ r of a random variable X in [a, b] for the continuous and discrete cases respectively are defined as where ϕ(x) and p i are corresponding probability densities and probability functions such that
A distribution is unimodal with mode M if ϕ (x) is non-decreasing in [a, M) and non-increasing in (M, b] .The inequalities involving moments of arbitrary distributions have been studied extensively in literature. The related bounds for the unimodal distributions are mainly discussed for the variance of the distribution. Gray and Odell (1967) prove that for a symmetrical unimodal distribution
where σ 2 is the variance of the distribution, σ 2 = µ ′ 2 − µ ′2 1 . Jacobson (1969) shows that the bound (1.3) remains valid for distribution with mode at x = (a + b)/2. Jacobson (1969) also shows that for a unimodal distribution
(1.4)
The derivations given by Jacobson (1969) were lengthy and tedious; subsequently, alternative proofs of inequality (1.4) were considered by Seaman et al. (1987) and Dharmadhikari and Joag-Dev (1989) . For the further related developments and refinements of these inequalities, see Dharmadhikari and Joag-Dev (1989) and Sharma and Bhandari (2013) . A discrete distribution {p 1 , p 2 , . . . , p n } with support {x 1 , x 2 , . . . , x n } such that x 1 ≤ x 2 ≤ · · · ≤ x n is unimodal about Keilson and Gerber (1971) and Medgyessy (1972) . Abouammoh and Mashhour (1994) have obtained the upper bound for the variance of discrete unimodal distribution with support {0, 1, 2, . . . , n}. We pursue this topic further and consider the bounds for moments on arbitrary support {x 1 , x 2 , . . . , x n }. Sharma and Bhandari (2013) have recently given alternative and elementary proofs of the variance bounds for continuous unimodal distributions and derived the analogous bounds for discrete distributions with arbitrary support {x 1 , x 2 , . . . , x n }. In a similar spirit, we obtain here bounds for the higher order moments and inequalities involving the ratio and difference of moments of unimodal distributions.
Our main results give the bounds for the r th order moment µ ′ r in terms of the sth order moment µ ′ s for both continuous and discrete unimodal distributions (Theorem 1-2). Likewise, we give the bounds for µ ′ r in terms of the geometric mean of the distributions (Theorem 3-4). As a consequence we get several inequalities involving difference and ratio of moments (Corollary 1-4). The special cases of interest are discussed and we get refinements and alternative proofs of the inequalities given by Krasnosel'skii and Krein (1952) , Kantorovich (1948) and Shisha and Mond (1967) . 
Main Results

Lemma 1. (Sharma et al., 2004) If r is a positive real number and s is a non-zero real number with r > s then for
If r and s are negative real numbers with r > s, the inequality (2.2) reverses.
3)
It follows from Lemma 1 that each integrand in (2.3) is non-negative. Further, the unimodality of
We choose β and γ such that
The solution of the system of equations (2.7) and (2.8) gives
On the other hand if (2.5) and (2.6) hold, the inequality (2.4) gives
Combine (2.9), (2.10) and (2.11) we immediately get (2.2). Likewise, we can discuss the case when r and s are negative real numbers, r > s.
For a non-increasing distribution (M = a), the upper bound for µ ′ r follows as a limiting case of (2.2),
If r is a positive real number and s is a non-zero real number such that r > s, then
where
If r and s are negative real numbers with r > s, the reverse inequality of (2.12) holds with max instead of min.
From (2.17) and (2.18) we respectively get that
A simple calculation shows that U = A 1 and V = B 1 , A 1 and B 1 are given in (2.13). On the other hand if (2.17) and (2.18) hold, the inequality (2.16) gives
follows on using similar arguments and the fact that (2.15) can be written as,
.
Likewise, it follows on using similar arguments and Lemma 1 that (2.12) reverses its order when r and s are negative real numbers with r > s.
Note that in the preceding theorems we have assumed that s 0. This particular case (s = 0) gives the bounds for r th order moment µ ′ r in terms of the geometric mean (G) of the unimodal distribution. These bounds can be derived on using arguments similar to those used in Theorem 1-2. We mention them here without proofs in the following theorems. 
19)
Theorem 4. Let p n be a discrete unimodal distribution about x k with support {x 1 , x 2 , . . . , x n }, n ≥ 3 such that 0 < x 1 ≤ x 2 ≤ · · · ≤ x n . Then for every real number r,
20)
We now show that the bounds for the difference and ratio of moments can be derived easily from inequalities obtained in the above theorems.
Corollary 1. Under the conditions of Theorem 1
µ ′ r − ( µ ′ s ) r s ≤ A ( s r A ) s r−s − ( s r A ) r r−s − B,(2.
23) where r is a positive real number and s is a non-zero real number such that r > s. If r and s are negative real numbers with r > s, the inequality (2.23) reverses.
Proof: The inequality (2.23) follows easily from Theorem 1. From (2.2), (2.24) and the right hand side expression in (2.24) achieves its maximum at µ 
Corollary 2. Under the conditions of Theorem 2,
Under the conditions of Theorem 4, we have
where E i and F i (i = 1, 2) are given in (2.21) and (2.22). 
Corollary 3. Under the conditions of Theorem 1
and the right hand side expression in (2.30) achieves its maximum at µ ′ s = r/(r − s) (B/A).
Corollary 4. Under the conditions of Theorem 2,
where r is a positive real number and s is a non-zero real number such that r > s. For the case when r and s are negative real numbers with r > s the reverse inequality of (2.31) holds with max instead of min.
Proof: Use Theorem 2 and arguments similar to those used in the proof of Corollary 3.
Likewise, bounds for µ ′ r /G r follow from inequalities (2.19) and (2.20). Under the conditions of Theorem 3, for r 0,
where L 1 and L 2 are given in (2.27). Under the conditions of Theorem 4, for r 0,
where E i and F i (i = 1, 2) are given in (2.21) and (2.22).
Special Cases: Refinements of Related Inequalities
The bounds for the variance can be studied as special cases of the more general results obtained here for the r th central moment. For example, it follows from the inequality (2.2) that for r = 2 and s = 1, we have
1 . The special cases of the above results also provide refinements of the several well-known inequalities that involve moments of both continuous and discrete distributions. We demonstrate some of these cases here.
For a discrete or continuous random variable X such that 0 < a ≤ X ≤ b, the Krasnosel'skii and Krein (1952) inequality says that
The inequality (2.29) provides a refinement of the inequality (3.1), r = 2 and s = 1,
The important special cases of unimodal distribution namely ϕ(x) is non-increasing or non-decreasing in [a, b] and ϕ(x) is unimodal at (a + b)/2 have been studied explicitly in literature, see Gray and Odell (1967) , Dharmadhikari and Joag-Dev (1989) and Sharma and Bhandari (2013) . Here, if ϕ(x) is non-increasing in [a, b] , then M = a and (3.2) gives
The inequality (3.3) clearly affects an improvement on (3.1). Similarly, if ϕ(x) is non-decreasing in [a, b] ,
Likewise, we can discuss the refinement of the inequality (3.1) for discrete distributions. For example, if distribution is unimodal at x = x k and x i ≥ 0, i = 1, 2, . . . , n, the inequality (2.31) gives, r = 2 and s = 1,
4)
A i and B i (i = 1, 2) are given in (2.13) and (2.14). The Kantorovich (1948) inequality says that if a random variable, discrete or continuous, takes values in the interval [a, b], a > 0, then
where H = (µ ′ −1 ) −1 is the Harmonic mean. A refinement of inequality (3.5) for continuous unimodal distributions follows from Corollary 3, r = 1, s = −1,
6)
A and B are respectively given in (2.9) and (2.10). A refinement of inequality (3.5) for discrete distributions, follows from Corollary 4, r = 1, s = −1,
A i and B i (i = 1, 2) are given in (2.13) and (2.14). For a discrete or continuous random variable X such that 0 < a ≤ X ≤ b, Shisha and Mond (1967) proved that
For continuous unimodal distributions, Corollary 1 gives a refinement,
where a 3 and b 3 are given in (3.6). For discrete case, Corollary 2 gives
where a 4 , b 4 and a 5 , b 5 are given in (3.7). Shisha and Mond (1967) have also proved that if a discrete or continuous random variable X is such that 0 < a ≤ X ≤ b, then
We prove a refinement of the inequality (3.8) for continuous unimodal distributions in the following theorem. with derivative
The distribution is unimodal when (n + 1)p is not an integer. If p > 1/(n + 2), the distribution is non-increasing. Therefore, for all p > 1/(n + 2), it follows from the inequality (2.12) that µ ′ r ≤ 2p/(n + 1) ∑ n i=0 i r . Similarly, we can discuss various cases and inequalities for the moments of this distribution. 
