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CHAPTER I
INTRODUCTION
Wireless Networks
Wireless Networks have proven to be a versatile solution to improve pro-
ductivity in many areas of everyday life and industrial productivity, and they
show promise for much more. For instance, wireless networks are a common
solution to providing Internet service in homes and businesses. An increasing
number of personal activities take place over the Internet, such as banking,
voice calls and social networking. Many business processes with a vast im-
pact on commercial efficiency, such as telepresence and collaboration, rely on
robust real-time connectivity. In all cases, the Internet services will only be
as reliable as the network. These applications have and will continue to ben-
efit from the extended reach and low-cost of deployment of wireless networks.
The scalability, ubiquity and robustness of an Internet connection is therefore
a matter of personal convenience and increasingly, of necessity. As they be-
come ubiquitous in our homes and businesses as well as take on progressively
more mission-critical purposes, we find ourselves in need of a thorough un-
derstanding of the challenges and characteristics of wireless networks. This
includes understanding how to plan, build, evaluate and optimize them.
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A wireless network is a computer network which is connected by a wireless
transmission medium. The nodes may be individual computers, sensors, or
any other processing device. The transmission medium may be radio waves,
visible light or another intangible medium. The nodes may be mobile or
stationary, reliable or transient.
Broadly speaking, there are two types of wireless networks: single-hop and
multi-hop. In a single-hop network, wireless data travels over at most one
transmission. The most common example is a wireless local-area network
(WLAN). A WLAN consists of a wired backbone of access points which
provide connectivity to clients, such as laptops or Internet-enabled phones.
The main advantage of a WLAN over a single access point is the mobility
provided to users within the larger coverage area. However, the network of
access points in the WLAN must be connected by wires. This requirement
may limit the reach and applicability of WLANs in situations where wires
cannot be laid down, such as over natural barriers and between buildings.
The alternative to a single-hop network is a multi-hop network where
packets may be forwarded over many relay nodes to reach their destination.
Multi-hop networks may be grouped into several categories.
Mobile Ad hoc Networks (MANETs) consist of nodes which move inde-
pendently and exchange wireless traffic. Each node therefore may act as a
relay as well as a source and destination. Due to their mobility, the neighbors
2
of a node in a MANET may change continuously. Therefore, a major chal-
lenge in MANETs is maintaining an efficient and consistent set of pathways
for traffic.
A Wireless Sensor Network (WSN) is a wireless network consisting of
devices monitoring environmental conditions, such as sound, weather or vi-
bration. WSNs are easy to deploy in challenging conditions and the sensors
may be small and unobtrusive. WSNs have many applications including
home health monitoring, military surveillance and transportation, pollution
or wildlife study. The small size and low cost of sensor constrains their ca-
pacity for power supplies and CPU power. Therefore, the major challenges
in WSNs include maximizing network lifetime given these constraints.
Finally, an application of growing significant for multi-hop networks is
the Wireless Mesh Network (WMN). A WMN is a collection of access points
which are connected wirelessly. As in a WLAN, they aggregate and forward
the traffic from clients. The main advantage of a WMN compared to a
WLAN is that less infrastructure, such as wired connections, needs to be
installed to support them. Thus, they can grow quickly and with flexibility.
The main disadvantage compared to WLANs is the complexity introduced
by the mesh network and the wireless interference. In particular, it may be
difficult to devise the ideal routes for traffic between sources and destinations
in the network. We take WMNs to be our focus and motivation in this work,
although many of the results may be applied in similar domains.
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Wireless Mesh Networks
Wireless Mesh Networks (WMNs) are a fast-growing and promising de-
velopment in wireless technology. A WMN is a two-tiered network : local
access points which aggregate and forward traffic and mobile clients which
are temporarily associated with the network. Access points communicate
with each other to form a multi-hop backbone network, which directs user
traffic to Internet gateways or to other clients in the network. Fig. I.1 shows
a schematic example of wireless mesh network.
Internet
gateway access point
clients
mesh node
local access point
Backbone Network
aggregated 
flow
Figure I.1: Illustration of Wireless Mesh Network
The use of multi-hop routing greatly extends the reach of the network,
allowing it to bypass obstacles and overcome the limitations of individual
nodes. Routers can be rapidly and organically deployed as access points to
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provide provide connectivity in remote areas. Due to this property, Wireless
mesh networks are used or proposed for diverse applications such as urban or
remote last-mile Internet access, sensor networks and military applications.
One example of a popular application for wireless mesh networks is the
wireless community network, which is a low-cost and flexible approach to
providing Internet access to consumers. The number of deployed WMNs in
dense urban areas wireless networks has grown immensely in the last few
years. Examples include Seattle Wireless [7], MIT Roofnet [6], Bay Area
Wireless User Group [4], the Champaign-Urbana Community Wireless Net-
work [5], SFLan [8], Wireless Leiden [11], and the Southampton Open Wire-
less Network [9]. The users of such a network may be asked be pay for the
right to do so, or they may enjoy it as a public utility.
The traffic in these networks varies rapidly based on volatile usage pat-
terns. Users may sporadically alternate between low- and high-bandwidth
applications, such as video, VOIP and web browsing. Current multi-hop net-
work protocols lack much of the sophistication needed to robustly balance
unpredictable data streams.
Because wireless mesh networks have attracted increasing attention and
deployment as a high-performance and low-cost solution to last-mile broad-
band Internet access, WMNs may often be considered challenged networks.
They may be resource-poor or deployed rapidly in conditions with initially
uncertain requirements. Furthermore, the network backbone may include
small, inexpensive or embedded devices which may be shared with other
5
tasks. Thus, there may be a high marginal value in exactly understanding
the best techniques to optimize the routing and other degrees of freedom
available to the designer of a WMN.
The issues in WMNs collectively create a novel and worthwhile research
problem. First, the presence of many potential paths for each traffic flow.
Second, interference greatly complicates the routing model. Third, the traffic
demands placed on a WMN are often highly variable and difficult to predict,
even when aggregated at access points. Fourth, many WMNs are resource-
challenged due to the remote and developing areas in which they are deployed
and to the limited nature of the constituent nodes. The consequences of these
challenges is can be viewed as the major novel networking problem associated
with WMNs: routing – the assignment of traffic to paths between sources
and destinations.
Problem Description
Routing in WMNs faces several obstacles related to the unique combi-
nation of multipath routing, wireless interference, challenged resources and
traffic variability.
It is essential to deploy a strong routing algorithm to derive the maximal
possible from the network. Otherwise, a significant over-investment may be
necessary to achieve given performance criteria from the network. Due the
6
importance of WMNs in last-mile environments, applications of WMNs are
particularly sensitive to cost.
Routing in WMNs is a hard problem because of 1) the difficulty of formu-
lating a metric which encompasses the implicit tradeoffs and 2) the variation
in traffic. The metric must make a comparison to optimal routing on a net-
work, which can be defined in various ways. However, the variation in traffic
is particularly challenging. In traditional routing, the routing formulation
is expressed as a linear programming problem. However, when traffic is un-
known and written as variables, the formulation becomes non-linear. Thus,
a novel technique is needed to resolve this.
The proposed approaches address the above challenges in joint channel
assignment and routing in different ways. For instance, heuristic algorithms
(e.g., [22, 16, 39, 27]) apply techniques from the domain of local optimiza-
tion to improve the routing configuration over time. Although they may
be adaptive to the dynamic environments of wireless networks, these algo-
rithms typically lack provable assurance on global network performance in
terms of resource utility and fairness. On the other hand, there are algo-
rithms which formulate the joint channel assignment and network routing as
an optimization problem [12]. These algorithms assume that traffic is fixed
or known in advance, which is unrealistic considering the high variability in
wireless traffic. To adapt to the dynamic traffic load, [36] has proposed a
fully distributed traffic balancing solution based on the idea of backpressure
routing. At equilibrium, this solution closely tracks the theoretical optimum.
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However, this approach requires significant overhead and network updates.
Further, whether its convergence speed can catch up with the traffic dy-
namics in a WMN is not guaranteed. The work of [19] estimates the traffic
demand with the greatest probability based on history and optimizes the
channel assignment and routing strategy for the predicted traffic demand.
For the predictive approach to be successful, past behavior must be a good
indicator of future traffic demands. Thus, the performance of the predictive
algorithm is related to the fundamental uncertainty in the traffic [46].
Recent works [48, 45] on oblivious wireless mesh routing address the traffic
dynamics from a different perspective. Rather than predicting or tracking the
traffic variability, oblivious routing intends to select a routing strategy which
optimizes the worst-case network performance (as a ratio to the optimal net-
work performance) under a set of possible traffic demands. Purely oblivious
routing includes in its consideration all possible traffic demands, which may
include unusual and unrealistic patterns of traffic. This can lead to poor
routing quality under typical traffic patterns. Predictive methods havw been
incorporated into oblivious routing – making it capable of considering the
worst case over a smaller range of traffic demands tailored to the history of
traffic in a network rather than all possible demands. For example, the work
of [45] has developed a somewhat robust wireless mesh routing algorithm,
which only optimizes for traffic demands that fall into the predicted ranges.
The performance of this approach is closely linked with the traffic range es-
timation. A more focused traffic range will have better average performance
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if traffic falls into the range, but it will have a higher risk of missing the
future traffic demands and potentially suffering unaccounted-for worst case
performance. Furthermore, the simple range-based traffic model used in that
work can not sufficiently explore the benefit of strong traffic correlation in
wireless networks. This work does not account for multiple channels or pro-
vide a solution that can work efficiently with a channel assignment algorithm.
In [46] we design an algorithm which alternates between purely oblivious and
predictive routing depending on the erraticity of the traffic.
It is clear that despite the considerable research effort invested in routing
in WMNs, a significant open issue remained unsolved: Routing robustly in
WMNs in the presence of traffic variability. In particular, prior to our work,
no investigation with the oblivious objective in WMNs had been conducted.
Currently, no existing work has formulated robust routing in the presence of
multiple channels. Nor has any work looked at periodic trending in traffic or
attempted to exploit correlations between traffic flows.
Completed Research Objectives
Our approach to the problem of traffic uncertainty in wireless mesh net-
works may be collectively called robust routing with time partitioning for
WMNs. It may be divided into the following major components. Each is
allocated one chapter in the thesis.
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Metric and Problem Formalization. Due to the differences between
oblivious routing and conventional demand-aware routing, it is necessary to
re-investigate the performance metric in use. Following the standard model,
we first define the notion of congestion on an interference set as the total
utilization over each link in that set. Congestion of the network is the max-
imum congestion on any interference set. Subsequently, we define our new
optimization objective: congestion ratio, which is the ratio of congestion un-
der given demands and a routing to the congestion achieved by a routing
optimized for those demands. Thus, we seek to identify the routing which
minimizes the worst case congestion ratio over a range of demands. We
build a formulation around this to produce a self-contained albeit non-linear
expression for the solution to oblivious mesh routing.
Dual Transformation. We refer to the resulting formulation for obliv-
ious routing as the global problem. The global probelm is not a linear pro-
gramming. The non-linear elements are contained in an equation which re-
flects the infinite number of possible demands which may be placed on the
network. We divide this into secondary problems, one for each edge. Each of
these is subject to a dual transformation to produce a solvable LP problem,
which collectively derive the routing solution.
Hybrid Routing. An immediate question is whether oblivious routing
can be supplemented with a situational non-robust predictive routing which
optimizes over a set of points of finite size (often a single point). Predictive
routing will perform best when the traffic is predictable, in constrast to
10
oblivious routing, thus they occupy complementary niches. If the inherent
predictability of the demand is itself predictable, we can alternate between
the two.
Traffic Characterization with Independent Ranges. This chap-
ter analyzes historical demand traces and constructs traffic profiles of them
(“Box Routing”). We develop characteristic ranges for each access point,
which are likely to contain future traffic demands. We explore several range
selection algorithms which may lead to a high-performance routing. We
extend our dual formulation to accommodate this information of a traffic
model.
Traffic Characterization with Correlation. Given the geometry of
points over a time interval, we jointly characterize them as a convex region
in the n-dimensional space (n is the number of APs), whose structure is
used as input as the traffic model. Because a convex region is more focused
than the boxes, this new routing algorithm, “convex routing,” offers superior
robustness and average case performance, compared with box routing.
Time-Varying Routing. Because usage patterns may vary over peri-
odic time intervals, such as weekdays and weekends, or nights and days, we
investigate variable routings. Specifically, we explore the possibility of parti-
tioning the traffic points into time periods which may be analyzed separately.
Time-partitioned routing produces performance improvements.
Channel Assignment. In the 802.11 standard, multiple channels are
available for wireless node transmissions. We alter the formulation so that the
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optimal routing solution specifies variables which give the exact transmission
time on each channel. This is a sufficient solution if the channels may be
assigned dynamically. If not, they must be assigned staticaly. Other works
which have touched on this problem have suggested it may be an NP-hard
integer programming problem to do so. Therefore, we implement a heuristic
solution to solve this formulation. We also design and implement a heuristic
radio allocation algorithm.
Thesis Organization
In this remainder of this thesis, Chapter II describes the routing model
which grounds our formulation. This chapter provides our optimization ob-
jective and the accompanying justification. Chapter III is an overview the
background on Routing and Channel Assignment in WMNs. Chapter IV
describes the dual transformation and resulting polynomial-sized linear pro-
gramming problem which computes the oblivious routing on a given topology.
Chapter V describes hybrid routing, a natural extension of the work which is
applicable in cases when the traffic exhibits periodic predictability. Chapter
VI includes box routing, which solves the oblivious routing problem over a
set of independent traffic demand rangess. Chapter VII further extends this
for a far more powerful model, convex routing, which may utilize any convex
region in the traffic demand space as an input to the dual transformation.
Chapter VIII studies how time may be partitioned into periodic intervals
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which may be routed separately, improving the average case with minimal
cost to the worst case. Chapter IX describes modifications to the convex
model to support multiple channels and radios at each node. Chapter X
summarizes with concluding remarks. Finally, the appendix includes several
proofs and accessory results that arose during this research.
13
CHAPTER II
ROUTING MODEL
Network Model
In a multi-hop wireless mesh network, access points collect and forward
traffic for mobile clients to which they are connected. They communicate
with each other and with the stationary wireless routers to form a multi-hop
backbone network, which forwards user traffic to the Internet gateways. We
use w ∈W to denote the set of gateways in the network. Local access points,
gateways and mesh routers are collectively called mesh nodes and denoted
by the set V .
In a wireless network, packet transmissions are subject to location-dependent
interference. Here we consider the protocol model presented in [26]. We as-
sume that all mesh nodes have the uniform transmission range denoted by
RT . Usually the interference range is larger than its transmission range,
which is denoted as RI = (1 + ∆)RT , where ∆ ≥ 0 is a constant. For sim-
plicity, in this chapter we assume that each node is equipped with one radio
interface which operates on the same wireless channel as others. Let r(u, v)
be the distance between two nodes u and v (u, v ∈ V ). In the protocol
model, packet transmission from node u to v is successful, if and only if 1)
the distance between these two nodes r(u, v) satisfies r(u, v) ≤ RT and 2)
14
any other node x ∈ V within the interference range of the receiving node v,
i.e., r(x, v) ≤ RI , is not transmitting. If node u can transmit to v directly,
they form an edge e = (u, v). As an example shown in Fig.II.1, nodes w, x, v
are within the transmission range of node u, thus they can transmit the node
u directly. At the same time, nodes w, v, x, b, c are all within the interference
range of node u, which means the signal from node u could be heard by any
node of w, v, x, b, c, and vice versa. Thus when u is receiving a packet, they
must not be active, if they are not the intended recipient.
Interference 
Range
Transmission 
Range
ub
w
x
v c
a
Figure II.1: Transmission and Interference Range
We assume that the maximum data rate that can be transmitted along an
edge is the same for all edges, and denote it as c, the channel capacity. Let E
be the set of all edges. We say two edges e, e′ interfere with each other, if they
can not transmit simultaneously based on the protocol model. Further we
define the interference set I(e) which contains the edges that interfere with
edge e and e itself. Fig. II.2 is an illustration of the interference set of edge
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(u, v). The circles reflect the interference ranges of node u and v, and the
union of these two circles is the interference range of edge (u, v). Therefore
the interference set I(u, v) of edge (u, v) includes (u, v), (a, b), (v, b), (v, a),
(a, u), (x, u) and (x, y).
u
v
b
a
y
x
Figure II.2: Illustration of an Interference Set
Finally, we may introduce a virtual node w∗ to represent the Internet
when there are multiple gateways. w∗ is connected to each gateway with a
virtual edge e∗ = (w∗, w), w ∈ W . Further, let E ′ = E ∪ {e∗} and V ′ =
V ∪ {w∗}. For simplicity, we assume that the link capacity in the Internet
is much larger than the wireless channel capacity, and thus the bottleneck
always appears in the wireless mesh network. Under this assumption, the
virtual edges could be regarded as having unlimited capacity, and they do
not interfere with any of the wireless transmissions.
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Wireless Mesh Routing
This thesis studies the routing strategies for wireless mesh backbone net-
works. Thus it considers the aggregated traffic between the local access
points and between access points and the Internet gateways. Here we call
the aggregated traffic in (or out) of a local access point a flow and denote it
as f ∈ F , where F is the set of all aggregated flows. We denote the traffic
demand of flow f as df and use vector d = (df , f ∈ F ) to denote the demand
vector consisting of all flow demands.
Now we consider modifications to the constraints on the flow rates. Again,
let y = (y(e), e ∈ E) denote the edge rate vector, where y(e) is the total flow
rate on edge e and use the same notion of schedulability.
The edge rate schedulability problem has been studied in several existing
works, which lead to different models [28, 32, 49]. In our work, we adopt the
model in [32], which is also extended in [12] for multi-radio, multi-channel
mesh network using work from [31] to support the interference model. In
particular, [32] presents a sufficient condition under which an edge scheduling
algorithm is given to achieve stability with bounded and fast approximation
of an ideal schedule. [12] presents a scheme that can adjust the flow routes
and scale the flow rates to yield a feasible routing and channel assignment.
Based on these results, we have the following claim as a sufficient condition
for schedulability and will use it as capacity constraint for routing.
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Claim 1. (Sufficient Condition of Schedulability) The edge rate vector y
is schedulable if the following condition is satisfied:
∀e ∈ E,
∑
a∈I(e)
y(a) ≤ c
Optimal Wireless Mesh Routing
We now introduce the terminology and basic equations describing the op-
timal routing model and the oblivious routing model, adapting the notation
we introduced in [46].
A routing, is a description of how the traffic of each source-destination flow
travels across the network. If the source-destination demands were known,
the optimal routing could be computed as an LP problem. Formally, φf(e)
denotes the fraction of demand of flow f that is routed on the edge e ∈ E ′.
Then, a routing is the set Φ = {φf(e), f ∈ F, e ∈ E}. Using the routing Φ,
the traffic demand of f that is routed over the edge e is given as:
yf(e) = df · φf(e)
The edge rate along e is given as
y(e) =
∑
f∈F
yf(e)
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In a wireline network, the optimal routing problem is formulated on link
congestion defined as y(e)
c
[13] where the objective is to minimize the largest
y(e) for all edges e in the network. In a wireless network, links contend for
the same channel capacity. Thus the network congestion can not be simply
defined with individual links. Link throughput is limited by the traffic within
its interference set. This is a significant departure from wireline networks.
The congestion θ(e) of the interference set I(e), defined below, is our metric
of choice,
θ(e) =
∑
a∈I(e)
∑
f∈F
yf(a)
c
=
∑
a∈I(e)
∑
f∈F
dfφf (a)
c
In particular, minimizing θ, defined below, as the worst congestion of all
the interference sets in the network is equivalent to maximizing the through-
put in the network under the wireless capacity constraint which is modeled
by the sufficient schedulability condition (Eqn. II).
θ = max
e∈E
θ(e)
Now we will present the constraints which the flows must satisfy in the
optimal routing. Traffic into and out of a mesh node must be conserved.
19
There are two cases, for each node v ∈ V ′ which only relays for flow f rather
than being a source or destination, we have
∀f ∈ F,
∑
e=(u,v)
φf(e)−
∑
e=(v,u)
φf(e) = 0 (II.1)
if v is a relay of f
In the second case, if v is the source for a flow f (it is redundant to include
destination nodes), then we have the relation
∀f ∈ F,
∑
e=(u,v)
φf (e)−
∑
e=(v,u)
φf(e) ≤ −1 (II.2)
if v is the source node of f
We are now ready to show the LP formulation for the case when demand
is known, formulation OPT:
OPT : min θ
∀e
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
≤ θ (II.3)
Φ is flow conserved (II.4)
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Eqn. (IX.4) enforces the congestion constraints on the edges and Eqn.
(II.4) is a shorthand for Eqns. (II.1) and (II.2) which enforce that demand
is satisfied and that flow is conserved as explained earlier. The resulting LP
problem can be solved to derive the routing solution that minimizes wireless
network congestion for a given set of demands. Furthermore, the above model
can be easily extended for any finte number of known demand combinations.
Table II.1 shows a summary of the important variables introduced in this
section.
Variable Meaning
V Mesh nodes
e ∈ E Wireless link (edge) set
I(e) Interference set for edge e
d = (df , f ∈ F ) Demand vector
Φ = {φf(e), f ∈ F, e ∈ E} Routing vector
θopt(d) = minΦ θ(Φ,d) Optimal congestion under demand vector d
γ(Φ,d) = θ(Φ,d)
θopt(d)
Performance ratio of routing Φ under demand d
Table II.1: Variables related to optimal routing
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CHAPTER III
ROUTING IN WMNS: BACKGROUND
Oblivious Routing
Oblivious routing has only been considered in the context of wireline
networks prior to our research. In this section we discuss the history of
oblivious routing research.
Features of the most important works in oblivious routing are shown in
Figure III.1. In brief, [43] proved that in certain hypercube graphs, their ran-
domized oblivious routing has a polylog performance. [17] and [29] proved
that deterministic oblivious routing algorithms do not have similar perfor-
mance as oracle routing on non-trivial graphs. [38] first proved the existence
of oblivious routings in general networks which have performance bounded
within a polylog factor of oracle routing. As we will see below, [15] first
developed a polynomial time algorithm to find an oblivious routing on a
network, however that algorithm is not feasible in practice. A polynomially
bounded routing is proven to exist within a network in [38]. Most recently,
[14] simplified this to make oblivious routing practical to implement. Notice
that none of these works considers the case of wireless routing.
Our work is also related to dynamic traffic engineering [44] in the Inter-
net, which also consider the impact of demand uncertainty in make routing
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Year Author Performance Runtime Practical Notes
1981 Valiant[43] Bounded Polynomial Yes Special classes of graphs
2002 Racke[38] Bounded NP-hard No Bound exists in general
2004 Azar [15] Bounded Polynomial No Polynomial Algorithm
2006 Applegate [14] Bounded Polynomial Yes Dual Transformation
2006 Wang [44] Bounded Polynomial Yes Penalty Envelope
Table III.1: Features of Oblivious Routing Algorithms.
decisions. The major difference between our work and these existing works
lies in the different network and traffic models of wireless mesh network and
Internet.
Trace analysis has been used to study the behavior of wireless networks in
many recent works. For example, [37] statistically characterizes both static
flows and roaming flows in a large campus wireless network. In 2009, [45]
investigated a form of oblivious routing in wireless networks, the year after
our publications applied our oblivious routing formulation in the wireless
domain.
Azar: Polynomial Time
Oblivious Routing with polynomial performance (O(log3(n))) was shown
to exist in [38], but solving for the routing remained NP-hard. This is greatly
improved upon in [15] with the construction of a polynomial-time algorithm,
although this implementation is complicated.
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Let the congestion of an edge e under a set of demands D within a flow
f be the utilization of e divided by the capacity of e. That is,
edge-cong(e, f,D) =
flow(e, f,D)
c(e)
where c(e) is the capacity of e. Taking the maximum of this over all
edges, we have that the congestion of a routing is
cong(f,D) = maxe∈E(edge-cong(e, f,D)) (III.1)
Let OPT(D) be the routing which minimizes the congestion as defined
in Equation III.1 and let D be the set of all possible demands. Next, say the
oblivious performance ratio of a routing f is
perf-ratio(f) = maxD∈D
cong(f,D)
OPT(D)
Notice an oblivious performance ratio is always ≥ 1. The oblivious rout-
ing problems is to find the routing f that minimizes the congestion over all
possible demands ∈ D. This can be written as the following three equivalent
expressions.
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argminf (maxD∈D (maxe∈E (edge-cong(e, f,D))))
argminf (maxD∈D (cong(e, f,D)))
argminf (perf-ratio(f)) (III.2)
Notice that this is formulation is non-linear and as a result, there is no clear
solution method.
In [15], network constraints, such as flow conservation and demand satis-
faction are formalized as a system of equations alongside Equation III.2. This
is the basic formulation we are using for WMNs, except that we have con-
sidered or are considering added complications associated with interference
sets, multiple radios and demand ranges as necessitated by WMNs.
Equation III.2, which is referred to as the global problem, must be solved
over all possible demands. However, [15] first shows that it is sufficient to
consider only the demand sets D where OPT (D) = 1, by scaling. Then,
in spite of the problem’s non-linearity, they prove that the space occupied
by the demand matrices with OPT (D) = 1 is convex and therefore has the
form of a simplex. They use LP methods to walk through the demand space
generating optimal flows at each step. For each flow, they must find the
worst case demand using the global problem. However, due to the non-linear
formulation, the global problem constraints can only be tested (by solving
subproblems), not manipulated. As a result, the Ellipsoid LP method (which
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does not need to manipulate constraints) must be used for the global problem.
It is necessary to solve a secondary problem for every edge in the network at
each iteration of the algorithm to determine congestion(e, f,D).
If it were possible to combine and manipulate constraints algebraically
it would be possible to solve the LP using very fast methods, such as the
Interior Point method. With [15]’s algorithm, even a simple oblivious routing
problem problem can require hundreds of LP subproblems and this method
is not practical for realistic networks.
Applegate’s Single LP Problem
The work in [14] builds directly on [15] and is the prior work most closely
related to our WMN work. The authors of [14] implemented and simulated
their algorithm on various benchmark networks and compared it with various
other routing strategies, such as Oracle routing. As an aside, [14] proved
performance bounds for certain graphs, such as the clique (Kn) and cycle
(Cn) graphs: 2− 2/n. [14] also solves the wireline oblivious routing problem
with ranged demands, where the demands, rather than being completely
unknown, have a minimum and maximum possible value.
The key insight is introducing intermediate variables and using Linear
Programming duality to convert the global/local system into a single LP
instance with a (small) polynomial increase in the number of variables. The
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new LP can be solved with the interior point method, being a pure LP
problem.
Other Approaches
One natural approach to address the traffic uncertainty in network rout-
ing is predictive routing [21, 19, 20], which infers the traffic demand with
maximum probability based on history and optimizes the routing strategy
for the predicted traffic demand. Underlying predictive routing is the as-
sumption that past behavior is a good indicator of the future. The quality of
a predictive algorithm is therefore tightly related to the traffic erraticity. The
intuition for predictive routing is to identify periodic factors in the traffic,
such as weekly or daily cycles. Once these cycles are removed, a residual flow
remains, which can be modeled. By combining the models for regular cycles
and residual traffic, future traffic can be predicted.
In [42], an adaptive algorithm for robustness in wireline networks is inves-
tigated. They use network criticality as their metric and apply a darwinian
model to evolve networks.
Wireless Routing with Channel Assignment
Most of the applications for Wireless Mesh Networks involve nodes with
multiple radios or multiple channels. The presence of these allows the traffic
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data to be extracted from the signal even in the presence of nearby trans-
mitting radios. Channel assignment is often compared to graph coloring and
adding additional channels increases the number of available paths.
The problem of wireless mesh network routing, channel assignment, and
the joint solution of these two has been extensively studied in the existing
literature. For example, routing algorithms are proposed to improve the
throughput for wireless mesh networks via integrating MAC layer informa-
tion [16], such as expected packet transmission time [22], channel cost metric
(CCM) which is the sum of expected transmission time weighted by the
channel utilization [27]. Joint solutions for channel allocation and routing
are explored in [40] using a centralized algorithm and in [39] in a distributed
fashion. These heuristic solutions are designed to adapt to the dynamic net-
work condition. However, they lack the theoretical foundation to analyze
how well the network performs globally (e.g., whether the network resource
is fully utilized, whether the flows share the network in a fair fashion) under
their routing schemes.
There are also theoretical studies that formulate these network planning
decisions into optimization problems. For example, the works of [12, 30]
study the optimal solution of joint channel assignment and routing for max-
imum throughput under a multi-commodity flow problem formulation and
solves it via linear programming. The work of [41] presents bandwidth al-
location schemes to achieve maximum throughput and lexicographical max-
min fairness respectively. Further, the work of [25] presents a rate limiting
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scheme to enforce the fairness among different local access points. These re-
sults provide valuable analytical insights to the mesh network design under
ideal assumptions such as known static traffic input. However, they may be
unsuitable for practical use under highly dynamic traffic situation. Different
from these existing works, our work explicitly incorporates traffic behavior
analysis and prediction into the routing optimization, thus better fits the
routing need in the dynamic wireless mesh networks.
The key taxonomies for JCAR algorithms are centralized versus dis-
tributed and whether or not a nontrivial performance bound is known. We
examine centralized algorithms first, followed by distributed algorithms. A
table of some natural categorizations is given in Figure III.2. Both dis-
tributed algorithms: [27] and [36, 35] and only those, are online and use
dynamic channel reassignment, so those extra columns are not needed in the
table. A clear year-by-year progression can be seen as more features were
added culminating in 2007 with a relatively-simple, distributed, provable-
bound, packet-based JCAR algorithm with accompanying scheduling.
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Year 1st Author Distributed Bound Metric (max) Scheduling Packet
2003 De Couto[18]
2004 Draves [22]
2004 Raniwala[40] No No Goodput No No
2005 Alicherry[12] No Yes min
Da,b
fa,b
Yes No
2006 Wu[27] Yes No −CCM No No
2007 Lin[36] Yes Yes infλ(λΩJ * Ω) Yes Yes
Table III.2: Features of JCAR algorithms. Metrics are signed for consistency
so the objective can be maximization in all cases.
Centralized JCAR: Raniwala’s Algorithm
A heuristic for assigning channels to radios is given in [40]. Here, the
channel assignment is fixed after the network begins operation. Two algo-
rithms are proposed, Neighbor Partitioning, which is oblivious, and Load-
Aware Channel Assignment. The metric used is goodput ; the sum of all the
end-to-end traffic flow.
Neighbor Partitioning is a preliminary algorithm based on a simple iter-
ative approach to channel assignment. The NICs of one node are assigned
different groups. Then, each other node’s NICs are assigned groups with pref-
erence given to channels which are shared with neighboring nodes. Neighbor
Partitioning has a poor worst case performance because links that will carry
more traffic can end up assigned to the same channels. Instead, those links
should be given channels that are shared among smaller numbers of their
interfering links.
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Iterative Improvement
Instead of constructing the channel assignment in isolation from the rout-
ing, [40] points out that there is a “circular dependency” between channel
assignment and routing. Specifically, the load over a link should influence
its channel and yet the routing can only be perfected with attention to the
channel. The Load-Aware Channel Assignment algorithm explicitly uses this
circularity to build an iteratively-improving loop.
This algorithm consists of two alternating phases: Exploration and Con-
vergence, which have the same general structure. Both iteratively apply the
following steps, a) Channel Assignment, b) Link Capacity Estimation, and
c) Routing, described in Section III below. Each time these three steps are
applied, a termination condition is checked, which is that the expected load
over each link does not exceed that link’s capacity. However, in some cases
it may not be feasible to fully route the traffic demand matrix over a given
graph. In that case, the loop may exit if it is determined that the link loads
are not improving. The algorithm transitions from exploration to conver-
gence if it detects that the goodput has improved. In the convergence phase,
only the non-conforming flows (those that exceed the capacity of some link)
are rerouted. The convergence phase switches back to the exploration phase
when the goodput no longer increases between successive iterations. Finally,
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the overall algorithm is deemed finished when either all the demands are suc-
cessfully routed or no improvements have been found in several consecutive
iterations.
The algorithmmay be seeded in several ways. The simplest is by assuming
that the traffic flow at a link l will be divided evenly among all links that
interfere with l. More realistically, the initial link for l load may be estimated
based on the number of paths between node pairs that l lies on. In particular,
let D(s, d) be the assumed demand between a source node s and a destination
node d, and let P (s, d) be the number of paths between s and d with Pl(s, d)
being the number that use l. Then we have the estimate
Expected Load on l =
∑
s,d∈V
Pl(s, d)
P (s, d)
∗D(s, d) (III.3)
For example, if a link is a bottleneck between two otherwise disconnected
parts of the graph, it would be initially estimated (correctly) to bear all the
traffic between the two sides of the graph.
Channel Assignment
The authors of [40] prove that optimal channel assignment given expected
link loads is NP-hard. Instead they use a greedy algorithm that visits each
link from most critical to least critical. At each link, say l, connecting s and d,
a channel is assigned using a greedy algorithm that chooses the channel that
interferes with the least number of nearby links (if one of s and d already has
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a full channel list, the channel must be selected from that list). The selected
channel is then added to the channel list of s and d.
Link Capacity Estimation
In this stage of the algorithm, it is necessary to approximate the link
capacity based on the channel assignment. First, define φl as the expected
load on l as in Equation III.3. Then the expected link capacity Cl is C, the
uncontested (ideal) capacity of l, weighted by the expected loads of all links
that interfere with l. Formally,
Cl =
φl∑
l′∈Int(l) φl′
∗ C
The authors point out that this simple and intuitive approximation breaks
down as the network becomes saturated because of the overhead produced
by collisions and other dynamic system effects.
Routing
This algorithm is routing agnostic in that any routing scheme can be
employed. Their evaluation is done using a shortest-path routing and a ran-
domized routing that attempts to get a head start in the iterative improve-
ment. Unfortunately, due to the heuristic nature of this paper, the authors
do not make it clear what impact the routing method has on the final JCAR
solution or the runtime.
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Evaluation
One of the key findings of [40] is that increasing the number of NICs
on a node beyond 2 does not improve goodput as much as increasing the
number of channels. In fact, allowing just 2 radios increases the goodput on
the sample grid topology up to 8 times, because the links in the interference
set of l may be distributed over nearly all the available channels. A very
simple testbed with 4 nodes is used to experimentally verify the algorithm.
No worst-case performance is given.
Alicherry’s Algorithm
In [12] a centralized JCAR algorithm is given with provable performance
bounds. In contrast, the algorithm from [40] described in Section III is a
heuristic approach for which there is no reason to believe the results is close
to optimal. [12]’s JCAR algorithm (which addresses mesh clients in par-
ticular) operates by formulating a mathematical model that accommodates
throughput, interference, channels and radios and which allows them to op-
timize over a performance metric. Their algorithm also produces scheduling,
which was missing from [40]. We deem a JCAR plan which incorporates
Scheduling a JCARS. Using the formal model, [12] is able to show that the
algorithm’s results are within constant factor of the optimal JCARS plan.
Their empirical results are simulation only.
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This JCARS algorithm operates in 4 steps. First it formulates an LP
problem that maximizes the fraction of the demand that can be routed for
every node in the network. Formally, let l(u) be the aggregated demand
for node u and let a parameter λ be such that λl(u) is the amount actu-
ally delivered such that every node experiences the same quality of service
as measured by fraction of demand serviced. However, this may lead to
trivial inefficiencies in the flow, therefore additional cleanup steps are taken
afterwards, including removing cycles and shortening paths.
Suppose I(u) is the number of radios available to node u and let I be
the minimum number of radios on any node. The LP solution may assign
more channels to a node than it has radios so the second step, Channel
Assignment resolves this through a complicated algorithm. First, it makes
I(u)/I copies of each node and distributes the edge flows among them so that
each transformed node has I to 2I radios. Secondly, the algorithm assigns
the first I channels (from K total) to each of the radios on the split nodes.
Finally, the algorithm clusters the graph into K connected components by
shuﬄing flow between neighboring edges and each of these components is
assigned a final channel and the original graph is reconstructed.
At this point, each edge e has been assigned flow on each channel c of
e(c), but more gains may be found by reducing interference at each edge.
This is done by a new LP problem that minimizes the maximally interfered
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edge on the network and which has as variables e(c). In this LP, the channel-
aggregate flows remain fixed. Finally, each edge flow is scaled by the newly
calculated maximal interference on the network to ensure feasibility.
Finally, it remains to perform the link scheduling. The scheduling period
T is chosen such that T f(e(k))
c(e)
is an integer for each edge e and channel k,
where c(e) is the capacity of an edge and f(e(k)) is the flow assigned to a
particular channel. Clearly, T may be infeasibly large for demands that are
not unrealistically rounded. However, in those situations, a much smaller
value of T would suffice with a trivial loss of performance. The scheduling
algorithm schedules one channel k at a time, simply assigning each e(k) to the
first available of the T slots that does not conflict with any earlier assigned.
No attempt is made to schedule so that network latency is minimized.
The optimal JCARS problem is NP-hard, however, this algorithm per-
forms within a constant factor (which depends only on K, I, and q, where
q is the ratio of RI to RT ) of the optimal solution. This constant bound is
Kc(q)
I
, where c(q) is the maximum number of independent sets of size RT that
can interfere with an edge. By a circle packing argument, this is quadratic
in q.
Distributed JCAR: Wu’s Algorithm
Unlike the proceeding two works, [27] is distributed, and geared towards
an effective JCAR implementation in Multi-radio Multi-channel Multi-hop
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Wireless Networks (M3WN). [27] takes care to consider sources of overhead
such as collisions in contrast to [40] and [12]. By confronting the complica-
tions of real-time communication and information exchange overhead, [27]
is able to show their algorithm operates online, also unlike [40] and [12].
Furthermore, [27] takes care to consider heterogeneous radios. However, this
algorithm requires Dynamic Channel reassignment. The authors deploy their
implementation on a real testbed with 9 nodes.
The paper formulates a Channel Cost Metric (CCM) that predicts per-
formance by favoring channel diversity. Let il be the fraction of time that
channel l at node i is transmitting and the expected transmission time, ETT li
be the sum over all links within two hops of l of the data rate of that link
multiplied by the transmission time and divided by a factor to accommodate
collisions. If the collision probability on channel i and link l is pli, this factor
is (1− pli). Then CCM is defined as
CCM(i) =
∑
l
ETT liF
l
i
The central mechanism in this paper is that each node periodically runs a
local search algorithm when its own channel utilization exceeds a threshold.
The search attempts to reassign channels to reduce the local CCM value. The
algorithm must address the added complexity of ensuring that the network
remains connected and that demand can feasibly be serviced.
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The authors argue that their assumptions are reasonable that 1) the al-
gorithm requires that nodes be allowed neighbor information from up to
two-hops away and that 2) interference does not exceed this range.
A pre-configured CCM threshold Th is programmed into each node in
the network, and when a node n detects that the current JCAR pattern is
greater than Th, it performs the following steps: a) making a list of changes
to explore, b) filtering the list for feasibility and connectivity and c) selecting
and switching to the pattern with the lowest CCM. The possible changes to
choose from are combinations of channel reassignment and interface switch-
ing with a neighboring node m and possibly others. Feasibility refers to
maintaining throughput.
Interface switching is moving a flow from one interface to another. This
needs only be negotiated with the recipient node. However, channel switching
has the potential to disconnect the network, so a confirmation step is needed.
Connectivity is enforced, conservatively, by the two nodes s and d checking
their two-hop topology information to verify that each is not the last node
connecting two of its detectable neighbors. If so, s and d will request that
other nodes shift channels at the same time. If one of these neighboring
nodes c detects that this shift would break the only connection between two
of c’s two-hop neighbors (a chain puzzle), c will deny this request.
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Distributed JCAR: Lin’s Algorithm
Another distributed, online algorithm is introduced in [36] which differs
fundamentally from [12], [27], and [40] because it uses a packet model instead
of flow. The choice of using a packet-based model is a significant complica-
tion, but, generally-speaking, an improvement because this captures many
of the discrete interference and overhead effects in a real network. This al-
gorithm is much simpler than [12] and also proves a superior performance
bound. However, like [27], it requires dynamic radio/channel switching,
which introduces some overhead. The chief differences from [27] is that [36]
provides a strong lower bound on capacity utilization. Furthermore, [36] has
a notion of users, which correspond to one entry node and one exit node each
rather than a matrix of anonymous demands. The results for this algorithm
are simulation only without a testbed.
The performance metric employed by [36] is as follows. Let λS be the
demand placed on the network by user S and let
−→
λ = [λ1, · · ·λS]. Let a
particular JCARS algorithm be given by J . Because the system model is
packet based, queues are needed at each node. Queues have no intrinsic size
limits. We say that J and a user demand set
−→
λ are stable if the network’s
queues have bounded size when run under J . Then a network using J is
stable over some region in the S-dimensional space
−→
λ . Call this the capacity
region, ΩJ of J . Let the optimal capacity region, Ω be the union of the
capacity regions for all algorithms. Finally, define the efficiency ratio for
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J as the largest λ such that J can stabilize any load
−→
λ ∈ λΩ. That is, λ
is the infimum of all values λ such that λΩJ has a point outside of Ω. As
an aside, we note that citejsac07-lin-distributed uses the word “supremum”
when defining Ω, however it is not clear if this is the correct usage. In
addition, it is not obvious that an algorithm exists whose optimal capacity
region is the union of that of all algorithms.
Let Il be the interference set for a link l and let a non-interfering subset
of Il be a subset with no pairs of links that interfere with each other. The
Interference Degree Kl is the size of the largest non-interfering subset for l
and K is the maximum over all links. Greedy Maximal Scheduling (GMS) is
the following centralized algorithm on a time slot t. Weight each link-channel
pair (l, c) by qlr
c
l where ql is the queue length on l and r
c
l is the ideal (non-
interfered) bandwidth rate (l, c). Traverse the set F of all (l, c) in descending
order by weight, scheduling each element in turn and removing from F all
links that interfere with it. Then [36] proves that GMS has a performance
ratio of 1/(K+ 2).
Because GMS is not online, the authors create a distributed modifica-
tion of it. Naively attempting to apply GMS on a local scale can give very
poor performance, so [36] applies a two-stage assignment system of packets
to channels. Inefficiency results from assigning packets to links which are
“weak,” meaning low capacity. Therefore, the first stage assigns packets to
queues that are unbound to channels. The second stage then matches queues
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with channels. This process attempts to identify the weaker links and avoid
assigning packets to them. The link-selection process has two cases, depend-
ing on whether each user has only one or more than one path through the
network. [36] is agnostic to the means by which paths could be generated,
[12] is one possible candidate. Both cases are based on associating a “price”
with each (l, c) that prevents a node from assigning any packets to a queue
if the congestion level is larger than the cost. In this case, the congestion is
based on the size of the queues and the cost is a combination of interference
and the backlog for the radio.
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CHAPTER IV
OBLIVIOUS ROUTING
Motivation
Fig. IV.1 shows a sample set of 100 hours of traffic for three APs chosen
from a representative data set derived from the CRAWDAD project using
APs at dartmouth university. This figure shows that even on a logarithmic
scale, the demand is highly uncertain, varying over a wide range with a
handful of peaks. Fig. IV.1 shows the sorted demands placed on 10 APs over
a 1740 hour period, which reconfirms our observation. Analysis of traffic
traces of different origin show similar behavior[2, 3].
 1
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 1e+08
 1e+09
 600  620  640  660  680  700
D
em
an
d 
(bp
s)
Hour
AP 1 Demand
AP 2 Demand
AP 3 Demand
 1
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 1e+08
 1e+09
 0  200  400  600  800  1000 1200 1400 1600 1800
D
em
an
d 
(bp
s)
Hour (Sorted)
Figure IV.1: (a) Depiction of Traffic Burstiness, (b) Sorted Depiction of
Traffic Burstiness
Conventional routing algorithms, which are not optimized for robustness,
may suffer a poor worst case when future traffic is not as expected. We have
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motivated oblivious routing textually, however it is worthwhile to provide
an example. Consider the benchmark network shown in Fig. IV.2(a). We
will simulate the effect of routing with non-oblivious techniques. Because
we would like to offer a simple motivating example, the exact details of our
simulation methodology are described later in this chapter. We apply a
routing based on the shortest path in the network and a routing which is
optimized for the average of all the demands in the trace set. We measure
the congestion ratio at each timeslot. The ratios are shown in Figure IV.2
(b).
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Figure IV.2: (a) Sample Network Topology and (b) Algorithm Performance
Clearly, shortest-path-routing has a considerable margin for improvement
in the average case because it takes no account of the traffic. However,
average-point routing, despite using a traffic model, can hardly be said to
be better. It typically offers near-optimal performance, but suffers from ex-
treme periodic spikes in congestion at regular times on weekdays when traffic
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distribution is different from the average. Furthermore, in both algorithms,
the theoretical worst-case congestion is still worse than that which happened
to appear in this trace set. Note that a side effect of our oblivious routing so-
lution is that it provides us with the exact value of the worst case congestion
(in fact, is it the same as the variable representing the objective function in
the LP problem). This is not produced by these other algorithms, thus we
could not evaluate the probability of or prepare for the worst case. Thus, to
understand and address these issues we study the oblivious routing problem.
Oblivious Routing Model
In order to approach oblivious routing, we must formalize the objective
function. The key issue is to define a routing performance metric over all
possible demands rather than at a single point as is described in Chapter
II. Thus, we begin by defining what we will refer to as the congestion ratio
to accommodate this. Let θ(Φ,d) denote the network congestion under a
routing Φ and a demand vector d. We have established that the optimal
(minimum) network congestion for d can be derived by solving OPT as de-
scribed in Chapter II. We denote this optimal network congestion as θopt(d),
i.e.,
θopt(d) = min
Φ
θ(Φ,d)
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The performance ratio of a routing can then be defined relative to this
optimal one under the same demands. Formally, we define the congestion
performance ratio γ(Φ,d) of a fixed routing Φ on a demand vector d as
the ratio between the congestion under the routing Φ and the minimum
achievable congestion under the optimal routing, i.e.,
γ(Φ,d) =
θ(Φ,d)
θopt(d)
Observe that the performance ratio γ(Φ,d) inversely measures the quality
of a routing Φ compared to the optimal for a given demand d.
We now extend the performance ratio to a set of traffic demands. Let D
be a set of traffic demand vectors. Then define the performance ratio of a
routing Φ on D as the worst-case performance ratio over all demands in D,
i.e.,
γ(Φ, D) = max
d∈D
γ(Φ,d)
A routing Φopt is optimal for D if it achieves the minimum possible con-
gestion ratio,
Φopt = argmin
Φ
γ(Φ, D)
Φopt minimizes the worst-case γ to which it is vulnerable. When D con-
tains all possible demand vectors d, the performance ratio is known as the
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oblivious performance ratio. In our formulation, finding the optimal routing
under uncertain traffic demand is essentially understanding the connection
between a routing and its oblivious performance ratio over a range of de-
mands. We formally justify the use of the performance ratio rather than the
congestion itself later in this chapter.
Note that the performance ratio, γ, is invariant to demand scaling. Thus
we are permitted to examine only the traffic demand vectors d ∈ D that
satisfy θopt(d) = 1, because every other demand vector can be scaled by some
constant factor to achieve this without changing its performance ratio [13].
Thus the goal of oblivious routing is to find a Φ which is
min
Φ
max
θopt(d)=1
θ(Φ,d) (IV.1)
Primal Problem
Summarizing the congestion model above, we have the initial formulation
of the oblivious routing problem, known as the global problem, as
46
G-OBV : min θ
∀e
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
≤ θ (IV.2)
Φ is flow conserved (IV.3)
θopt(d) = 1 (IV.4)
In G-OBV, Eqn. (IV.2) establishes a global congestion for the entire
network. Eqn. (IV.3) enforces the flow constraints and require that the
demands are satisfied (corresponding to the definition of a flow in Chapter
II). Eqn. (IV.4) in G-OBV states that the optimal routing congestion is
equal to 1, following Eqn. (IV.1).
Notice that Eqn. (IV.4) is not a linear equation and cannot be directly
manipulated with standard LP techniques. However, it can be tested by
maximizing the congestion over all qualifying sets of demands and checking
if this maximum is < θ. A set of demands qualifies if there is a routing wf(e)
for it which has maximum load in each interference set ≤ c, the capacity of
the wireless channel. For an interference set I(e), e ∈ E, this test can be
formulated as the following local LP problem.
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L-OBVf : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀v, ∀f, v is a relay of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) = 0
∀v, ∀f, v is the source of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) ≤ −df
∀e′ ∈ E,
∑
a′∈I(e′)
∑
f∈F
wf(a
′) ≤ c
It is possible to simplify the local formulation if we aggregate the flows by
their sources. Specifically, we say that zs(e
′) =
∑
f=(s→d)wf(e
′). Let dsv = 0,
for v 6= d and dsd = df , if s and d are the source and destination of flow f .
Then we have the LP as follows:
OBVs : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀s ∈ V, ∀v 6= s ∈ V,∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′) ≤ −dsv (IV.5)
∀e′ ∈ E,
∑
s∈V
∑
a′∈I(e′)
zs(a
′) ≤ c (IV.6)
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Table IV.1 shows a summary of the important variables introduced by
the flow to source transformation.
Variable Meaning
wf (e) Routable traffic of flow f over edge e in L-OBVs
zs(e) Total routable traffic of flows from source s
over edge e in L-OBVs
Table IV.1: Variables related to L-OBVs
Dual Problem
L-OBVs is a maximization problem which cannot be directly substi-
tuted into G-OBV. Thus, unlike OPT, the oblivious mesh routing problem
G−OBV cannot be solved directly, because it is taken over all demand
vectors, and θopt(d) is an embedded maximization in the minimization prob-
lem. Here we use a method similar to that in [14], which provides an LP
formulation of the oblivious routing problem.
Proof of Dual Equivalence
In this section, we show that the resulting dual form of L-OBVs can be
substituted into G-OBV.
In the dual formulation, we first introduce interference set weights pie(e
′)
for every pair of interference sets e, e′. pie(e′) corresponding to the fraction
49
of the flow on the interference set Ie that is routed over the interference set
Ie′ . Each pi variable can be thought of as a weighted multiplier in an LP
dual formulation. There are three essential properties shown in Theorem 1
that establish that the substitution is possible. The subsequent proof of this
assertion follows the idea in [14].
Theorem 1. Weights pie(e
′), e, e′ ∈ E on a routing φf(e) with oblivious
ratio ≤ θ have the following properties,
P1
∑
e′ c · pie(e′) ≤ θ, ∀e ∈ E
P2 ∀ paths h1, h2, ...hk and each flow f
φf(e) ≤ c ·
∑p
k=1 pie( interference-set-of (hk))
P3 ∀ interference sets Ie, I ′e, pie(e′) ≥ 0
Because the interference must be minimized, each interference set of the
path is weighted according to how many other interference sets in the path
it interferes with. The number of such paths between any two nodes grows
exponentially with the size of the network. In order to retain polynomial
solvability, we may encode the shortest interference path requirement (in
P2) in such a way that we only need as many such variables and constraints
as there are pairs of interference sets. Thus we introduce pe(f) as the length
of the shortest path flow f according to interference set weights pie(e
′) (for
all e′ ∈ E). This definition is equivalent to the following form:
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∀e ∈ E, ∀f ∈ F,
∀e′ = (v, u),
pie(e
′) + pe(f)− pe(f ′) ≥ 0
Theorem 1, “only if” direction, wireless version
The dual of the local LP is as follows:
min
∑
e′∈E
cap(e′)pie(e
′)
∀ nodes i, j, 6= i, pe(i, j) ≥ φf(e)/cap(e)
∀ nodes i, ∀ arcs e′ = (i′, j′), pie(e′)|Ie ∩ he′|+ pe(i, i′)− pe(i, j′) ≥ 0(IV.7)
∀ edges e′ ∈ E, pie(e′) ≥ 0
∀ nodes i, ∀ nodes k, pe(i, k) ≥ 0
∀ nodes i, pe(i, i) = 0
Because this is the dual of the local problem, which has optimum ≤ θ,
this must satisfy P1.
Summing Eqn. IV.7 over all the edges in a path, we observe that all the
p terms cancel (telescope) and we are left with:
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p∑
k=1
pie(e
′)|Ie ∩ he′ |+ pe(i, i)− pe(i, j) ≥ 0
but pe(i, i) = 0
p∑
k=1
pie(e
′)|Ie ∩ he′ | − pe(i, j) ≥ 0
p∑
k=1
pie(e
′) ≥ pe(i, j)|Ie ∩ he′ |
Finally, P3 is satisfied by definition.
Derivation of the Dual form
Using the standard Lagrangian form on L-OBVs from Section. IV we
have,
L(p, q, z,d) = objective − p(l.h.s of Eqn. (IV.5) - r.h.s of Eqn. (IV.5))
−q(l.h.s of Eqn. (IV.6) - r.h.s of Eqn. (IV.6)) (IV.8)
L(p, q) = max
z,d
L(p, q, z,d)
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Dual Variable Equation
pe(s, v) (IV.5)
qe(a) (IV.6)
Table IV.2: Dual Variables in Oblivious Dual Transformation
In Eqn. (IV.8), we refer directly to the sides of the equations in the
source-based local problem formulation L-OBVs, for simplicity. The right
column of the table shows the equations in L-OBVs which the slack variables
correspond to. Expanding these components, we can rewrite the equation in
the extended form,
max
z,d

 ∑
a∈I(e)
∑
f∈F
dfφf(a)
c
(IV.9)
−
∑
s,v
pe(s, v)

ds,v + ∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′)


−
∑
e′∈E
qe(e
′)

∑
s∈V
∑
a′∈I(e′)
zs(a
′)− c




Next we isolate z and d from Eqn. (B.9). Below is the isolated dual
formulation.
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L(p, q) = max
z,d

 ∑
s,e′=(u,v)
zs(e
′)

pe(s, v)− pe(s, u)− ∑
a′∈I(e′)
qe(a
′)

(IV.10)
+
∑
f∈F,f=(s,v)
df

∑
a∈I(e)
φf(a)
c
− pe(s, v)

 (IV.11)
+ c
∑
e′∈E
qe(e
′)
]
(IV.12)
The numbered lines of the isolated dual formation above correspond to
the isolated variables. Eqn. (IV.10) shows the isolated coefficient for z, Eqn.
(IV.11) for df and finally Eqn. (IV.12) shows the portion of the equation
which remains as a constant. Next we can proceed to formulate the eventual
form of the dual of L-OBVs at each edge e ∈ E as follows.
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Ds : min
p,q
c
∑
e′∈E
qe(e
′)
subject to:
∀s, e′ = (u, v) ∈ E,
pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0
∀f = (s→ v) ∈ F,∑
a∈I(e)
φf(a)
c
− pe(s, v) ≤ 0 (IV.13)
From free variables, we have
∀s ∈ V, pe(s, s) = 0, pe(s, v) ≥ 0; qe(e′) ≥ 0 (IV.14)
In the dual problem, Eq. (IV.13) can be explained by property P1. Prop-
erties P2, P3 and the shortest interference set paths account for Eq. (IV.14).
The next phase of this operation is to substitute an equivalent form of the
dual above into the global primal in the place of Eqn. (VI.3). We provide a
proposition that formally characterizes the equivalency of such substitution.
Summarizing the above discussions, the final LP problem is given as fol-
lows:
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OBV: min r
Φ is flow conserved
∀ edge e ∈ E,
c
∑
e′∈E
qe(e
′) ≤ r
∀s ∈ V, e′ = (u, v) ∈ E,
pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0
∀f = (s→ v) ∈ F,∑
a∈I(e)
φf(a)
c
− pe(s, v) ≤ 0
∀s ∈ V, pe(s, s) = 0
This dual form is polynomially sized and can be solved using any LP solver.
Our choice of LP solver was lp solve [10], an open source Mixed Integer Linear
Programming (MILP) solver.
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Experimental Evaluation
Simulation Setup
To understand and verify the effect of oblivious routing in WMNs, we
conduct two studies. In addition to Oblivious Routing (OBR), we consider
Oracle Routing, Shortest Path Routing (SPR) and Average Point Routing
(APR).
• Oracle Routing (OR). In this strategy, the traffic demand is known a
priori and a straightforward LP-based algorithm is run based on each
hourly set of demands. In the figures in this section, we represent the
quality of the network’s oblivious and shortest path routings by their
ratio with respect to OR.
• Shortest-Path Routing (SPR). This strategy is agnostic to traffic de-
mand, and returns a fixed routing solution purely based on the shortest
distance (number of hops) from each mesh node to the gateway.
• Average Point Routing (APR). This strategy averages all demands seen
to date and labels this the average point. Then, it considers this a
prediction for future traffic and computes the corresponding optimal
routing.
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Each simulation will use traffic input from a trace or synthetic source.
For each timeslot, we match traffic demands with the corresponding AP in
the network and compute the load on each edge from all flows.
Perturbed Grid
As our topology, we return to that shown in Fig IV.2. This network uses
20 mesh nodes deployed over a square region in a perturbed grid topology.
This topology provides a model for a WMN laid out with nodes in rooms
or city blocks. Three pairs of nodes from opposite edges of this network are
selected as flows that conduct traffic for clients.
To realistically simulate the traffic demand at each LAP, we employ traces
collected in a campus wireless LAN network. The network traces used in this
work were collected in Spring 2002 at Dartmouth College and provided by
CRAWDAD [1]. By analyzing the SNMP log trace at each access point,
we are able to derive their incoming and outgoing traffic volume beginning
12:00AM, March 25, 2002 EST. The LAPs of a wireless mesh network serve
a similar role as the access points of wireless LAN networks at aggregating
and forwarding client traffic. Thus, we select the access points from the
Dartmouth campus wireless LAN and assign their traffic traces to the LAPs
in our simulation.
In Fig. IV.3 (a), the performance ratios of each OBR, SPR and APR
is plotted for each hour in the trace collection. We observe that although
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any algorithms may be intermittently superior, oblivious routing outperforms
SPR and APR most of the time. This observation is illustrated directly in
Fig. IV.3 (b), which shows the sorted performance ratios (θORB, θSPR, θAPR).
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Figure IV.3: Unsorted and Sorted Congestion Ratios for Perturbed Grid
In Fig. IV.3, OBR clearly outperforms SPR consistently. Furthermore,
the worst case of OBR is less than that of APR, although APR performs
better in a majority of cases, which is consistent with our intuition of the
clustering of the points.
Bilayer Topology
We vary of the parameters to diversify our simulation results. In this
section, we consider the bilayer topology shown in Fig. IV.4(a). We select as
sources nodes 1, 4 and 7 and use as destinations nodes 8, 11 and 14. In this
experiment, we use synthetic data. Demands are chosen from the distribution
x3 where x is uniformly distributed over [0, 1]. Sorted congestion ratios are
shown in Fig. IV.4 (b). This example shows that the benefit offered by
oblivious routing can be quite significant. The curve for OBR lies below that
of APR and SHP at all sorted timeslots. Furthermore, it has reduced the
average performance margin by approximately 50%, which is of clear value
in deployment.
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Figure IV.4: Bilayer Network Topology and Sorted Congestion Ratios
60
CHAPTER V
HYBRID OBLIVIOUS ROUTING
Motivation
As noted in Chapter I, predictive routing [21, 19], which routes based on
predicted future traffic, is an intuitive approach to routing under uncertainty.
The quality of a predictive routing will depend heavily on the predictability
of the traffic, which is known to be difficult in many realistic circumstances.
Considering the high degree of uncertainty in wireless mesh networks,
the following questions are still open issues: (1) how much benefit are we
able to gain from the predictive routing; (2) under what circumstance does
predictive routing perform competitively; (3) if the traffic variability is too
high to predict, what is the worst-case performance of the predictive routing
and could it be controlled.
To answer the first question, this chapter contrasts predictive routing with
oblivious routing. It then conducts a systematic comparison study of these
two approaches based on a simulation study. To evaluate the performance of
these two algorithms under a realistic wireless networking environment, we
conduct a trace-driven simulation study. In particular, we derive the traffic
demand for the local access points of our simulated wireless mesh network
based on the traffic traces collected at Dartmouth College’s campus wireless
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networks. We develop a set of metrics which measure the unpredictability of
the traffic demand – the traffic erraticity – and correlate them with the rela-
tive performances of the two algorithms. Our simulation results demonstrate
that predictive routing performs better under consistent traffic demand com-
pared to highly variable demand, as determined by our erraticity metrics.
Furthermore, oblivious routing, being a stateless routing, is unaffected by
erraticity.
This leads us to a discussion of a novel adaptive strategy which augments
predictive routing with oblivious routing by automatically selecting the most
fruitful strategy, given the erraticity of the traffic. Towards this goal, we
formulate, implement and compare five different metrics to develop our in-
tuition. The best performing metric is integrated into the hybrid oblivious
algorithm, which uses the metric as a dynamic, self-adjusting cutoff to react
to the algorithm’s own predictive quality. This algorithm compares favorably
with either the original predictive or oblivious routing individually.
The contributions of this chapter are as follows. First, it introduces a set
of new erraticity metrics to characterize the variability of traffic and examines
their capabilities at inferring the relative performance of predictive routing
and oblivious routing. Second, it presents the hybrid oblivious algorithm,
which reacts to the erraticity metrics by choosing the appropriate algorithm
to employ. The algorithm gains some of the benefits of both oblivious and
predictive routing and is shown to have the best performance of the three
algorithms compared in some simulations.
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Figure V.1: Performance of Basic Predictive and Hybrid Routing, First Sim-
ulation
In Figure V.1, we show a basic comparison between predictive routing and
several forms of oblivious routing. Box and Convex routing are explained in
later chapters. In this figure, the predictive routing is based on using the
optimal routing for the previous time slot’s demands. As shown in this
figure, predictive routing may have good performance some of the time, but
may have a poor worst case.
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Figure V.2: Performance of Basic Predictive and Hybrid Routing, Second
Simulation
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In Fig. V.2, we plotted the results of a second simulation to illustrate the
diversity of results which may occur. In this figure, we have omitted convex
and box routing for clarity. Fig. V.2 shows that hybrid routing is capable of
having average performance comparable with that of predictive routing, with
a worst case somewhat like that of oblivious routing. However, it is difficult
to avoid the worst-case of predictive routing in the extreme cases.
Erraticity
To further understand the factors in traffic behavior that cause an algo-
rithm to perform better or worse, we next explore correlated factors between
the traffic profile and the algorithms’ relative performance. Formally, there
are two quantities to keep track of at time t. First, there is the actual choice
of which algorithm is best, which cannot be known in advance and which
we will measure with the real-valued variable E(t). Second, there is an esti-
mate e(t) that is calculated exactly from previous demands and is based on
a model of erraticity. The purpose of this section is to use e(t) to predict
E(t). Both of these variables require further definition and discussion.
For exactness, we say the algorithmic discrepancy at a time t is
E(t) = θOBR(t)− θPR(t)
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Here, θOBR(t) and θPR(t) are the congestions oblivious and predictive
routing would incur at time t, respectively. In effect, E(t) measures the
favorability of using oblivious routing during time-step t. If the demands at
t were known in advance, E(t) could be calculated and the algorithm choice
made directly. However, the demands are not available and E(t) must be
estimated based on the trace of previously seen demands.
To calculate the estimate e(t), we must measure the variation in demand
across a set of APs over time. Therefore, we are required to condense the
multidimensional data set of demands over one or more time-steps into a
single number. The choice of metric is not a precise science, because of the
dependence on demand profile and the quality of the predictive algorithm.
Because the ideal metric cannot be analytically derived a priori due to the
random component of its definition, we next develop a series of metrics and
culminate in one that directly takes into account the quality of the predictive
algorithm. In the following list of erraticity metrics, say that da,t is the
demand imposed on AP a at time t and that pa,t was the value of that
demand predicted by the predictive algorithm in that section.
Sum-Based Erraticity
Although the congestion in a network is invariant to scaling in demand, it
is fair to assume that when total demand is changing rapidly, the distribution
of demand across APs is also changing. The simplest metric to arise from
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this is es, which we initially define as the fraction change in total demand
from one time-step to the next. The metric would be in the range [0,∞],
which is not ideal because extreme erraticities would exert excessive influence
on statistical properties. For this reason, and for consistency, all erraticities
will be scaled to the range [0, 1]. Eq. (V.1) transforms the range [0,∞] into
[0, 1] while preserving ordering. Define es(t) as follows:
es(t+ 1) =
e′s(t+ 1)
1 + e′s(t+ 1)
(V.1)
where
e′s(t+ 1) =
∣∣∑
a∈AP da,t−1 −
∑
a∈AP da,t
∣∣∑
a∈AP da,t−1
Maximum-Based Erraticity
It is also fair to assume that the most-congested interference set is dispro-
portionately likely to route traffic from the AP imposing the highest demand.
In particular, that the metric should be sensitive to the changes affecting this
AP. Taken to its logical extreme, this metric analyzes only the most heavily
loaded AP. With mt the demand on the most heavily loaded AP at time t is
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em(t+ 1) =
e′m(t+ 1)
1 + e′m(t+ 1)
where
e′m(t+ 1) =
|mt−1 −mt|
mt−1
Piecewise-Based Erraticity
The most obvious weakness in the simple approaches taken above is that
they don’t account for global changes in the demand profile. Every access
point has the potential to make a contribution to E(t). We can accommodate
this appeal by calculating the change in each access point’s demand divided
by the maximum of the before and after demand, and averaging these re-
sulting numbers. These do not need to be scaled because the use of the
maximum leaves them in the correct range.
ep(t+ 1) =
∑
a∈AP
|da,t−1−da,t|
max(da,t−1,da,t)
Number of APs
Relative Erraticity
The next improvement that could be made is to account for the relative
sizes of the demands. This can be done by calculating the total change
in individual AP demands and scaling by the sum of the maxima of the
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demands before and after, taken one AP at a time. This has several favorable
properties. First, this metric is sensitive to any perturbation in any of the
APs’ demands. Second, ed is sensitive to changes in an AP’s demand in
proportion to that AP’s total contribution to the demand. Finally, ed is
symmetric. This metric has the property that for any demands sets da, db,
the two transitions da → db and db → da would be equally erratic. This
metric was presented and briefly analyzed in our work [46].
ed(t+ 1) =
∑
a∈AP |da,t−1 − da,t|∑
a∈AP max(da,t−1, da,t)
Reactive Erraticity
The most sophisticated metric takes into account the predictions made.
This erraticity compares the most recent predictions to the actual demand
that occurred, discerning whether the predictive mechanism is currently pre-
dicting well or predicting poorly. It is defined as follows:
er(t+ 1) =
∑
a∈AP |da,t − pa,t|∑
a∈AP max(da,t, pa,t)
(V.2)
In particular, this metric can clearly accommodate any predictive model
and it will be a generally reasonable predictor as long as the model has
intermittent periods of relative accuracy.
68
As noted above, the question of which metric is superior is not a com-
pletely answerable question because performance depends the network in
question and on the statistical certainties desired. To address this question
to the extent possible, we conduct several experiments on the metrics. First,
we plot them against E(t) and measure the R2 factor for the best-fit least-
squares trend-line on the resulting graph. In Fig. V.3, each of our metrics
e∗(t) is ranked on how accurately it predicts E(t) over the full range of time-
steps used. All the functions achieve a positive correlation but some are
quite weak. The highest correlation is er(t) with R
2 = 0.45. This is a strong
enough correlation such that although the plot of er(t) vs. E(t) does not lie
on a line, high values of one are generally associated with high values of the
other, and low values with low values. Fig. V.3 confirms our intuition that
the reasoning behind er(t) is theoretically sound. For the remainder of this
chapter, we will use er(t) as a general-purpose metric, but it must be clarified
that depending on the network parameters, it will always be possible to find
customized metrics which perform arbitrarily well.
The Hybrid Oblivious Algorithm
We will use the capability of er(t) in estimating E(t) to derive an adap-
tive algorithm that adjusts its choice of routing strategy based on the ob-
served connection between these two quantities. It is essential that these
adjustments are dynamically made based on the specifics of the network and
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Figure V.3: Predictive Strength of Erraticity Metrics.
demand profile, rather than encoded in advance. This is because a network
is likely to have a unique traffic profile and congestion dynamics. This al-
gorithm augments the performance of the original predictive routing with
the worst-case bound of oblivious routing through the guidance of the traf-
fic erraticity metrics. We will refer to this as Hybrid Oblivious Routing or
Augmented Oblivious Routing and abbreviate it as APR where needed in the
remainder of this document.
In particular, the algorithm relies on a saved history of past predicted
performance data to decide which algorithm to use at each time-step, based
on a critical cutoff parameter c. The derivation of c can be explained with the
following idea: APR maintains a set of pairs (er(t), E(t)) which have been
observed and saved to memory. These pairs are expected to be roughly dis-
tributed along a line as shown in Fig. V.4 where each time-step corresponds
to one point. The er(t) values are positive and the E(t) are positive and
negative, so that when fit with a trend-line, this line will cross the x-axis at
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the point c. Fig. V.4 is based on a slice of trace samples which is very small
for clarity of the algorithm. c is an estimate of the er(t) value at which E(t)
would be equal to zero. If a calculated value of er(t) is less than c, E(t) is
likely to be negative, and so original predictive routing is advised. Otherwise,
oblivious routing is likely to be more successful. This is the fundamental idea
that guides the algorithm’s choices.
At the beginning of each time-step, er(t) is calculated and compared with
c to determine which algorithm will be used. After each time-step, when
the true demands are known, it is possible to forensically determine which
algorithm actually was the better choice (i.e., calculate E(t)). This is paired
with er(t) and the two are added to the data set. Because of the uncertainty
about future demands, the cutoff value is updated with the new trend-line,
and the cycle begins again. The mechanics are shown more specifically in
Alg. 1.
Depending on how readily demand data becomes available, the statistical
steps could be executed asynchronously, or at the end of the time-step. The
time needed for the calculations is quite small compared to standard over-
heads in network routing algorithms. The memory set will lag the decision
making process by one time-step, which would have minimal cost when a
handful of points become available for the least-squares fitting.
As noted earlier, OBR is similar to APR when the traffic is not easily
subject to prediction. APR exploits this connection to improve and formally
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Algorithm 1 The Hybrid Predictive Algorithm
c← 1
2
{The initial cutoff for er(t)}
OR← OR(G) {One-time Oblivious Routing Computed from Network G}
M ← ∅ {Set of (er(t), E(t)) pairs}
for Each Time-step t do
if Not enough history exists for estimation then
Apply routing OR to network
else
Compute er(t) by Eq. (V.2)
if er(t) < c then
Apply routing PR(t−1) to network {Use original predictive routing
based on history}
else
Apply routing OR to network
end if
Wait until time-step is over {Actual demands become available}
D ← Demands presented in this time-step
θPR ← PR(t−1)(D) {Apply calculated PR(t−1) to actual demands}
θOR ← OR(D){Apply OR to actual demands}
E(t) ← θOR − θPR {Determine which algorithm would have been su-
perior}
M ← M ⋃(er(t), E(t))
if |M | ≥ 2 then
{The next two lines are illustrated in Fig. V.4}
t← trend-line applied to M
c← intersection of t with x-axis.
end if
end if
end for
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Figure V.4: Illustration of the Calculation of c on sample data.
bound the performance of Predictive Routing when it appears that the pre-
dictions are not successful. As a result, the worst case for APR is not when
the predictions are weak, but when a prediction is abruptly weak, following
a period of high accuracy.
Experimental Evaluation
Fig. V.5(a) shows the sorted performance of Hybrid Predictive Routing
compared to oblivious and predictive routing over a representative slice of
the time series. Note that from the far right of this figure, we see that Hy-
brid Predictive Routing has a lower worst case congestion than the original
predictive routing in this trace. Fig. V.5(b) shows that hybrid Predictive
Routing has a lower average congestion ratio compared to the other bench-
mark algorithms over the full trace simulation.
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CHAPTER VI
TRAFFIC RANGES IN OBLIVIOUS ROUTING
Motivation
As noted before, oblivious routing offers robustness with respect to the
full space of traffic demands. By constrast, single-point routings have poor
worst-case behavior. In this section we will inspect traffic demands more
closely to find improvements in oblivious routing and attempt to approach a
balance between pure oblivious routing and single-point routing. Figure VI.1
shows the traffic seen at 10 APs in the IBM CRAWDAD data set. Clearly,
while traffic is varies over time, it is more likely to fall into some intervals
compared to others.
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Figure VI.1: Sorted Traffic in IBM CRAWDAD set
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We will adapt the oblivious routing formulation from Chap. IV so that the
robust routing optimizes only over a range of traffic demands. It is essential
to understand the range of the traffic in the various flows in a network to
properly devise a routing. Estimating the ranges over such highly-variable
traffic profiles is a non-trivial issue. If the ranges overestimate the real traffic
variability, then the routing will be overly cautious and performance loss will
be incurred by extraneous robustness (which will never be needed). If the
ranges underestimate the actual variation, then routing performance may
suffer from a poor worst case that was not anticipated.
Range-Finding Approaches
In this section, we present several traffic demand range estimation meth-
ods we have developed and published. Note that the ranges of different traffic
flow demand form a n-dimensional box out of [0,∞)n where n is the number
of flows. Our goal is to identify a small subset within this infinite space
which can best characterize the traffic demand variation range. To achieve
this, we analyze the history of the traffic demand collected at the access
point. Formally, let Hf be the set of traffic demand samples of flow f ∈ F
in the last observation period and Rf ([d
−
f , d
+
f ]) = {d|d ∈ Hf , d ∈ [d−f , d+f ]} be
the set of demands from Hf that fall into the range [d
−
f , d
+
f ]. Further we use
pf to denote the target probability that a future traffic demand df falls into
our estimated range [d−f , d
+
f ]. Based on the statistics of the traffic demand
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history Hf , we present three methods to estimating the traffic ranges. In
each case, the algorithm returns the range [d−f , d
+
f ]. These range selection
strategies are evaluated in the next section.
Median-Equal Estimation (ME). This method tries to choose a range of
demands for each flow f so that the percentage of the traffic samples that
fall in the range in the history data set is greater or equal to the target
probability pf . The “median-equal” strategy suggests that we start from
the median of the history data distribution and extend the same interval rf
from both directions to define the demand range. To illustrate this, consider
Figure VI.2 showing the sorted demand samples of one flow. The red curve
shows the sorted distribution of traffic demand samples, with the median
marked as µ. The percentile width of the range extends outwards pf/2 in
both directions from the median. Provided that historical data is a good
model for the distribution, the future traffic demand will have a probability
pf of falling in this estimated range. The median-equal estimation method
treats each flow independently and provides separate flow demand range
estimation.
Fig VI.2 shows how the demand range is selected to satisfy a target
probability of 84%. Rather than allowing the demands to range from 0
to 1.2 × 108bps, the estimate demands range from 1.4 × 104 to 4.6 × 106,
a range much less prone to extreme demands, yet also small enough that a
good average-case routing can be found.
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Figure VI.2: Sorted traffic demands with 8% and 92% percentiles marked
Minimum-Range Estimation (MR). TheMinimum-Range Estimationmethod
tries to choose the smallest demand range so that |Rf |/|Hf | ≥ pf . Different
from Median-Equal Estimation method, this method does not restrict the
range to be centered at the median of Hf . Instead, it chooses the densest
region of the data distribution. In other words, it tries pick d+f and d
−
f to
minimize the range size d+f (t)−d−f (t). Formally, this method is characterized
as follows.
min d+f − d−f (which is constant over all flows)
such that∣∣Rf ([d−f , d+f ])∣∣
|Hf | ≥ pf
An example of the Minimum-Range Estimation method is shown in Fig-
ure VI.3. Note the log scale. Because the upper end of the spectrum is
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relatively extreme compared to the lower end, this selection method finds
that the shortest possible 84% range to be at the lower end of the scale.
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Figure VI.3: Sorted traffic demands with 0% and 84% percentiles marked
For example, if the points are distributed more closely at the lower end
of the demand spectrum, the interval will be chosen there. To illustrate this,
Fig. VI.3 plots the demands placed on AP 10 in a network. The interval
ranges from 0% to 84% and the upper 16% of the points are discarded.
Formally, we choose a global variable δ for all flows such that:
min δ
such that∏
f
∣∣Rf ([d−f , d−f + δ])∣∣
|Hf | ≥ p
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Although this problem at first appears difficult, it can be solved quite
easily using the following algorithm. First note that δ must lie the range
between 0 and the maximum demand on any flow. We will choose a δ in the
middle of this range and then test if it is too small or sufficiently big. After
this test, a “binary search” proceeds on δ which narrows the range of possible
values until the optimum is found. It is possible to find the exactly optimal
value of δ because only a finite number of differently-behaving values of δ are
available, which are equal to the gaps between any two historical demands
on any one flow.
The test of whether a δ is too small proceeds as follows. For the trace
profile of each flow, say f , find the range of length δ which contains the
largest number of points. This can be done with a linear search. Say this
fraction of the total number of points is pf . Then we simply test if
∏
pf ≥ p
where the product is taken over all flows. If the product is too small, we
repeat with a larger δ, otherwise we try a smaller δ.
This method is illustrated in Fig. VI.4. Here we use a much wider range
for AP 4 compared to AP 6. Notice that these intervals cover the same
absolute range of demand values. Having a smaller percentile range on AP 6
compensates for the higher range on AP 4, and prevents the smaller values
on AP 6 from taking the place of more extreme values in our algorithm.
Global-Minimum-Space Estimation (GMS). This method allows for dif-
ferent percentile values for each flow. Global-Minimum-Space Estimation
is named because it seeks the rectangular convex space of smallest volume
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in the joint distribution space which we can expect to contain at least the
percentage p of the demand points, assuming flows are distributed indepen-
dently of each other. Rather than solve this exactly, we use a hill-climbing
algorithm which provides good results in practice.
Formulation
This section develops the formulation for oblivious routing with traffic
range awareness. This formulation assumes that the traffic demand falls
into a range that can be estimated. We use [d−f , d
+
f ] to denote the range
where traffic demand of flow f falls. As in Chapter IV, since the congestion
performance ratio is invariant to demand scaling, we scale all the demands
by a factor λ so that their optimal congestion ratio is 1. The problem of
oblivious routing with traffic range awareness is to find the routing Φ to
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minimize the maximum congestion performance ratio of all scaled ranged
traffic demands, as shown below.
G-BOX : min θ
∀e
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
≤ θ (VI.1)
Φ is flow conserved (VI.2)
θopt(d) = 1 (VI.3)
λ ≥ 0 (VI.4)
λd−f ≤ df (VI.5)
df ≤ λd+f (VI.6)
To conserve space, we show only the final LP problem here. The full dual
transformation is worked out in the appendix (Section A).
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BOX: min θ
Φ is flow conserved
∀ edge e ∈ E,
c
∑
e′∈E
qe(e
′) ≤ θ
∀s ∈ V, e′ = (u, v) ∈ E, pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0
∀f = (s→ v) ∈ F,
∑
a∈I(e)
φf(a)
c
− pe(s, v) + s−e (f)− s+e (f) ≤ 0
∑
f
(d+f s
+
e (f)− d−f s−e (f)) ≤ 0
∀s ∈ V, pe(s, s) = 0
Experimental Evaluation
In order to evaluate oblivious routing with independent ranges we conduct
the simulations using all of the historical data points. Thus, we do not
compare the range-finding methods in this section for the following reasons:
1) space, 2) future techniques such as convex region oblivious routing are
expected to subsume box ranges. With respect to space, a large discussion
of parameter choices and several different simulations would be required to
explore the relevant variations of the algorithms. Thus, we provide a basic
comparison of box routing to purely oblivious routing.
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Returning to the simulation setup in Chapter IV, we simulate box routing
on the perturbed grid topology. In this case, we train the algorithm on 360
data points and run it for an additional 360 time slots. The algorithm is
shown in Fig. VI.5 with oblivious and shortest-path routing.
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Figure VI.5: Unsorted and Sorted Congestion Ratios for Perturbed Grid with
Box Routing
In Fig. VI.5, we see that box routing outperforms oblivious routing in
this practical example, in addition to having a lower worst-case congestion,
provided that future traffic demands fall within the box. However, this is
some room for improvement below the curve for box routing.
The Value of Traffic Knowledge
The value of knowledge is an intangible and apparently qualitative thing.
Yet given a potential traffic trace to evaluate or when asked to compare two
traces taken at different times or locations, it may be necessary to measure or
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rank their usefulnesses. The question can be framed philosophically: What
do we really know, when we know that demands are in some range? What
is the significance of this knowledge?
This is challenging because the size of the demand space does not have
an exclusive connection to the routing performance. However, because the
topology is a critical consideration, we expect that a smaller demand space
will lead to more favorable routings.
In this section, we present a simple and intuitive metric to measure the
quality of traffic knowledge. We show that in some cases knowledge of traffic
ranges grows exponentially in the number of APs. The metric is the solid
angle of convex region containing the demands. This has intuitive character-
istics and can be calculated or approximately easily.
We plot the demands placed on two APs taken from a CRAWDAD trace
file in Figure VII.1. With no knowledge, the demand may be anywhere in the
quadrant, shown in yellow and corresponding to an angle of pi
2
. If we know
the demands have historically been bounded by intervals, we know they are
in the region shown in red, which has a smaller angle. Similarly, if we use the
convex hull of the historical points, we have focused the angle more. With
oracle knowledge of the exact future demand, the angle is 0. The notion of
angle extends naturally to higher dimensions as the solid angle Ω. To support
the usefulness of this parameter, we formulate the following two theorems.
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Value of Narrow Ranges: Proof
Theorem 2: If we know that demands lie in the range [1, s] with s < 3 for
each of n APs, the solid angle occupied by this range, Ωn(s) is smaller than
solid angle of the range [0,∞] (ie, no knowledge) Ωn(∞) with the following
ratio:
Ωn(s)
Ωn(∞) < f(s)e
−ng(s) (VI.7)
where f(s) and g(s) are positive functions which depend only on s.
This theorem establishes that when demand is known to a certain degree,
the value of the knowledge as measured by the focus of the angle, is significant
by an exponential term. Thus, when it may be possible to gather historical
traffic demand, we should make an effort to accumulate and use it.
The range [1, s] is an n-dimensional hypercube centered at xi =
s+1
2
, ∀i ∈
[1, n]. We will circumscribe a hypersphere around this hypercube and use it
to compute an upper bound on the size of the hypercube. We would like to
measure the area projected on the origin-centered sphere by the “shadow”
of the box-circumscribing sphere which is an upper bound on the area of the
inscribed box. The shape of this projected area is known as a hyperspherical
cap. The circumscribing sphere has radius s−1
2
√
n and its center is at distance
s+1
2
√
n from the origin. Thus, it has colatitude angle φ = arcsin( s−1
s+1
) as
viewed from the center of a hypersphere centered at the origin. From [34],
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the area of the hyperspherical cap is
2pi(n−1)/2
Γ
(
n−1
2
) rn−1 ∫ φ
0
sinn−2(θ)dθ (VI.8)
The part to the left of the integral is within a
√
n factor of the area of the
whole hypersphere, thus
Ωn(s)
Ωn(∞) < C
√
n2n
∫ φ
0
sinn−2(θ)dθ (VI.9)
Here the 2n term accounts for the fact that Ωn(∞) is only a fraction of the
whole hypersphere (known as a “hyperoctant”). By modeling the integral as
a rectangle to construct an upper bound, we have,
Ωn(s)
Ωn(∞) < C
√
n2nφ
(
s− 1
s+ 1
)n−2
(VI.10)
Thus, if s−1
s+1
< 1
2
, (ie., s < 3), the right hand side drops off with exponential
speed and can be written in the form of Eqn. (VI.7).
Value of Broad Ranges: Proof
Theorem 3: If we know that demands lie in the range [1, s], the solid
angle occupied by this range, Ωn(s) is smaller than solid angle of the range
[0,∞] (ie, no knowledge) Ωn(∞) with the following ratio:
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Ωn(s)
Ωn(∞) < e
−
√
n
s (VI.11)
We will use a sampling argument based on the points chosen from the
spherical curve
∑
i x
2
i = 1, where i ranges over the dimensions in the space.
Note that
∃i such that x2i ≥ 1/n
=⇒ xi ≥ 1/
√
n
Thus, if ∃j such that xj < 1s√n , that would be sufficient to conclude that
the sampled point does not lie in the required range: [1, s]d. Thus, the answer
to the following question is a lower bound on the probability that the point
is outside the range:
What is the probability that xj <
1
d
√
n
for some j? (VI.12)
Denote this probability as P (outside). To answer question (VI.12), we
note the following:
• The xi variables are inversely correlated
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• Each of the xi variables is a monotonically decreasing distribution.
Thus, it is a lower bound on the question (VI.12) to transfer the proba-
bility question to an identically, independently and uniformly distributed set
of variables yi. Then we have
P (outside) > 1−
(
1− 1
d
√
n
)n
(VI.13)
P (outside) > 1−
(
1− 1
d
√
n
)(d√n)“√n
d
”
(VI.14)
P (outside) > 1− e
√
n
d (VI.15)
which proves theorem 3.
Enhancing Oblivious Routing With Traffic History
As indicated in our previous works [47], one of the major issues with obliv-
ious routing is the average case performance compared to optimal routing.
To improve oblivious routing, we observe that in reality, the traffic demand
does not freely range over [0,∞), but rather is in a smaller range. Thus, we
consider incorporating knowledge of historical traffic demand. This section
includes additional justification and theoretical support for the thesis.
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Congestion versus Performance-Ratio
The key question in using the knowledge of historical traffic demand is
whether a routing, which is robust for the past traffic demand, will be robust
for the future. To answer this question, we first need a model for traffic
prediction. As shown in [44], a large class of traffic predictors (e.g., expo-
nential moving average) essentially estimate the future traffic demand as a
convex combination of historical demand. A more sophisticated example is
[33], where traffic is used to compute channel capacity for routing purposes,
but variation in individual flows is not considered.
Formally, Let D = {dk} be a set of historical demands, and D be the
convex hull it forms. Then the above question could be translated to: if a
routing is robust on D, is it robust on D? It turns out that the answer to
this question depends on the performance metric we consider for robustness.
In what follows, we show that 1) if a routing is robust in D with respect to
the network congestion metric (θ), then it will be robust in D; 2) a similar
claim does not hold for the performance ratio γ which is used for oblivious
routing.
Theorem 1: Let θ(Φ, D) = maxdk∈D θ(Φ,dk). Further let Φ
opt
D be the
optimal solution to minΦ θ(Φ, D) and θ
opt(D) be the optimal value. Then
∀d′ ∈ D, θ(ΦoptD ,d′) ≤ θopt(D).
The proof of Theorem 1 is given below. The basic idea is to show θ(ΦoptD )
is linear and has its maximum on the edge of a convex region. Intuitively,
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the worst-case routing for the corner vertices of a convex hull provides a
congestion-bounding coverage for the interior points of this convex hull. Sur-
prisingly however, a similar claim can not be held for the performance ratio,
as stated in Proposition 1:
Proposition 1: Recall that γ(Φ, D) = maxdk∈D γ(Φ,dk) and ΦobD be the
optimal solution to minΦ γ(Φ, D) and γ
ob(D) be the optimal value. Then
there exists d′ ∈ D, where γ(ΦoptD ,d′) > γob(D).
To establish this, we offer the following counterexample. In the single-
channel wireless network shown in Fig. VI.6, the interference range is the
same as the transmission range, and each edge represents a link. There
are two flows: 2 → 7 and 5 → 10. A particular set of demands may be
represented as the ordered pair (x, 1 − x), which means a fraction x of the
flow is on 2→ 7 and the remainder is on 5→ 10. Consider the extreme cases
for demands: d1 = (0, 1) and d2 = (1, 0), indicating that all of the demand is
on the first flow and all on the second flow, respectively. We can compute the
performance of routings at each of the interior points that fall between these
two extreme demands. Fig. VI.7 shows the network congestion under two
types of routings: 1) optimal routing, which optimizes for each intermediate
point; 2) history-robust routing, which is optimized for the endpoints of the
range. As shown in the figure, at both ends, which are the extreme demands,
the congestion is equal to that achieved by the optimal routing, offering the
minimum performance ratio here. However, at intermediate demands, there
is a significant gap between the congestion for history-robust routing ΦD
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and the optimal routing, where the performance ratio exceeds the bound
offered by the end points. This ratio is also shown on Fig. VI.7(a) and it
peaks near the middle of the traffic extremes. A balanced flow demand can
achieve a significantly better performance ratio under optimal routing than
this history robust routing. If our goal was to minimize this ratio, we could
find a better routing. Fig. VI.7(b) shows a different routing which minimizes
the maximum ratio to the optimal routing. This is the oblivious routing.
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Figure VI.6: A Counterexample Topology
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Figure VI.7: a) Pointwise routing, b) with Oblivious Routing Illustrated
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The congestion robustness straightforwardly indicates the network perfor-
mance. On the other hand, performance ratio robustness is defined relative
to the optimal routing. Thus, it maximizes the “fairness” of the routing
among different traffic demands, by minimizing their performance ratio with
respect to their individual optima. It ensures that the resource utilization
loss (with respect to the optimum) by the routing is minimized, rather than
comparing directly demands which may differ in scale or which are inherently
unbalanced across the network.
Performance ratio robustness is more desirable because it offers a yard-
stick to compare a routing against what can be achieved. However, a perfor-
mance ratio robust routing formulation must be aware of all points interior
to the convex hull, due to Proposition 1. This is a vast departure from op-
timizing over a finite number of points and we devote the next section to
formalizing and solving this problem. It is worth noting that this is the first
time congestion-robustness and performance-ratio robustness are formally
distinguished in this way.
Exterior Points for Absolute Congestion
Theorem 1: Let θ(Φ, D) = maxdk∈D θ(Φ,dk). Further let Φ
opt
D be the
optimal solution to minΦ θ(Φ, D) and θ
opt(D) be the optimal value. Then for
∀d′ ∈ D, θ(ΦoptD ,d′) ≤ θopt(D).
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Proof 1 (Proof) Without loss of generality, let ζ = 1. When routing ΦD
is applied to a network under demand d, the congestion is θD(d). We have
θD(d) = max
c,e
∑
a∈I(e)
∑
f∈F
dfφ
c
f(a)
We will prove Theorem I by contradiction. Assume there exists a point dm
in the interior of D which has congestion under ΦD greater than any of the
vertices of D.
First, because dm is interior to D, we can write
dm =
∑
i
tjd
i for some ti with
∑
i
ti = 1
By the assumption
∀iθD(dm) > θD(di)
for some c and e, we have
θD(d
m) =
∑
a∈I(e)
∑
f∈F
dmf φ
c
f(a)
and for this c and e
θD(d
i) ≥
∑
a∈I(e)
∑
f∈F
difφ
c
f(a)
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Thus, we can write,
∑
a∈I(e)
∑
f∈F
dmf φ
c
f(a) >
∑
a∈I(e)
∑
f∈F
difφ
c
f(a)
∑
f∈F
dmf
∑
a∈I(e)
φcf(a) >
∑
f∈F
dif
∑
a∈I(e)
φcf(a)
Letting bf =
∑
a∈I(e) φ
c
f (a), we have
∑
f∈F
dmf bf >
∑
f∈F
difbf
ti
∑
f∈F
dmf bf > ti
∑
f∈F
difbf
Now summing both sides over i, we have
∑
i
ti
∑
f∈F
dmf bf >
∑
i
ti
∑
f∈F
difbf
∑
i
ti
(∑
f∈F
dmf bf
)
>
∑
f∈F
bf
∑
i
tid
i
f
∑
i
ti
(∑
f∈F
dmf bf
)
>
∑
f∈F
bfd
m
f
∑
i
ti > 1
Which is a contradiction.
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CHAPTER VII
CONVEX RANGES IN OBLIVIOUS ROUTING
Motivation and Open Issues
As indicated in previous chapters one of the major issues with oblivious
routing performance is the the average case performance gap against optimal
routing, leading to routing inefficiency. The use of convex regions promises
to close much of the remaining performance margin. There are two elements
to this task. First, we need models which are better at predicting traffic.
Second, we need algorithms which use the traffic prediction. It is not required
that the routing degrade gracefully when the prediction is incorrect, however,
this would be ideal and we evaluate this property in this chapter.
The Convex Set
The choice of convex region is essential and reflects a fundamental trade-
off. The larger it is, the greater likelihood the demands will be anticipated,
but with worse performance if they are. Because of erratic demands, not
all historical points will be in the optimized region. The choice of which
points to include is complex and critical. Perhaps the most natural convex
region is the convex hull of the history points, which can be expected to offer
a major algorithm improvement given the high dimension of the space and
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the strong correlations between the APs. However, several points will be
outliers that significantly expand the volume of the hull out of proportion to
their frequency. An intelligent pruning strategy for these points will further
diminish the size of the convex region and allow the selected oblivious routing
to improve its average case performance at the expense of these outlying
points.
The major question is how much performance gain is incurred by using
convex routing. This is related to the distribution of the points in the demand
space. In Fig. VII.1 we plot the demands placed on two APs taken from
a CRAWDAD trace file. The full space of traffic demands is considered by
oblivious routing. Convex routing optimizes for the blue region. Clearly if
the points are well correlated, their convex hull is likely to be substantially
more focused than their box. In this figure, the difference is shown in red.
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Figure VII.1: Demand Points from 2 APs
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Recalling that routing performance is invariant to scaling, there is one
effective degree of freedom when routing with two flows, namely the ratio
between the flows. A range of ratios can be drawn as an angle on Fig.
VII.1. In this regard, optimal routing considers a 0 degree angle and purely
oblivious routing considers the full 90 degree angle. Notice the angle swept
out by the convex region is significantly smaller than the box region, reflecting
a substantially reduced area of optimization.
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Figure VII.2: Pairwise Covariance of 10 APs
Based on this argument, it is natural to assume that the convex routing
will generally be significantly better than the box routing because the de-
mands are likely to be correlated. We provide further evidence for this by
graphing the pairwise covariance in a set of 10 APs taken from a WMN in
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the CRAWDAD data set in Fig. VII.2. In all cases, the covariance is not
only positive, but quite significant with an average of 0.77.
In the convex hull figures in this section, we will use only the first three
access point demand traces (that is, 3 dimensions of variation) for clarity in
visualization.
First, we consider the impact of history size. Using the IBM WLAN
data set, the first 24 hours have poor coverage, as shown in Figure VII.3
(a), filling 3.86% of the axis-aligned bounding box. Pure oblivious routing
may perform poorly if only this context had been used, considering the wide
range of traffic demands it will optimize over, many of which are not close
to the traffic points.
However, using a few more hours, the convex hull better fills the box
(45.4%) because more dispersed points have occurred. This is shown in
Figure VII.3(b). If we had optimized using the data from 24 hours, poor
performance could have occurred in these corner regions.
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Figure VII.3: Convex regions generated from initial (a) 24 and (b) 40 history
points
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Figure VII.4: Fraction of box consumed by convex hull
Figure VII.4 shows the fraction of the box’s volume occupied by the
convex hull of varying sets of history points and dimensions. We observe
several features of this data. History size has an irregular impact on coverage
– the choice of which history range to use is significant and may be hard to
predict. Furthermore, we know from the geometry literature that the volume
of a convex hull of a set of points will drop off at factorial speed as the
dimension is increased.
We may ask how much performance loss is incurred by using box routing.
We can use our metric for evaluating traffic knowledge of the distribution of
the points in the demand space. Returning to Fig. VII.1, the full space of
traffic demands is considered by oblivious routing. Convex routing optimizes
for the blue region. Clearly if the points are well correlated, their convex hull
is likely to be substantially more focused than their box. In this figure, the
difference is shown in red. Notice the angle swept out by the convex region
100
is significantly smaller than the box region, reflecting a substantially reduced
area of optimization.
Generally, the convex routing will be significantly better than the box
routing because the demands are likely to be correlated. We provide evidence
for this by returning to Fig. VII.2. The occurrence of correlation should
inform our routing algorithm. Thus, when we are constrained by computing
power, we propose a demand model which relaxes the convex hull into upper
and lower bounds in dimensions which are least correlated to others. For
space reasons, we do evaluate only the complete version of box routing.
Figure VII.5: a) Convex hull of demands, b) Convex hull with view aligned
with axis
Figure VII.5(a) shows the shape of the convex hull of all 720 demand
history points. We notice that most of the points are not located near the
hull. In fact, by rotating the view, we have the view shown in Figure VII.5
(b). Viewed edge on, we see a 1-dimensional “needle” containing the majority
of the points. Around this there is a cloud with a small number of dispersed
points. There are 720 points in this cloud, but only a few dozen are outside
101
the central spine. If we could shed these orbiting points, we could greatly
reduce the volume to optimize on at the expense of a handful of points.
In fact, the convex hull itself reflects extreme points and is a good first
approximation to the points which can be removed. By removing the outer
convex hull, we reduce the volume from 29.4% to 16.9%, at the cost of only
30 points out of 720 (4.2%). This is shown in Figure VII.6 where the second
convex hull is shown in blue.
Figure VII.6: Convex hull of the points remaining when those in Figure VII.5
are removed
Partial Box Routing with High Dimensions
The time to generate and solve the LP for a realistic network using con-
vex routing is likely to be reasonable with commodity hardware provided the
convex hull is simple. Generally, the complexity of the LP will be propor-
tional to the number of facets on the convex hull. This number is known to
grow exponentially as a function of dimension for random data [24]. Figure
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VII.7 shows a plot of the number of faces on the convex hull for a CRAW-
DAD data set using 720 traffic points. As the dimension of the demand set
(ie., the number of APs) grows the number of faces grows very rapidly.
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Figure VII.7: Dimension versus Number of faces on convex hull
The enormous number of facets at high dimension may be a significant
burden on the LP solver. One approach to this problem is to use Box Routing
for a proper subset of the dimensions. In this situation, the shape of the
convex region being optimized over is known as a “prism.”
Formulation
We must extend the traffic characterization phase of our approach to
produce a convex model of traffic. This model will compute convex region
of the demand space which benefits from the correlations present in the
demands, unlike the box model which uses only the ranges. Depending on the
complexity of the convex hull, we may use ranges for some of the dimensions.
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We may also applying trimming to remove outlying points which bias the
routing.
It is also necessary to alter the global formulation of the oblivious prob-
lem to accommodate a convex bound on the demands. This will involve
the introduction of new variables and equations which will be propagated
through the dual transformation. We will analyze the impact of this change
on performance and practicality of the algorithm.
This section develops the formulation for oblivious routing which is opti-
mized over a convex polyhedron. This formulation assumes that the traffic
demand falls into such a region. Finding the optimal region can never be an-
swered completely because of the fundamental dependence on exact network
parameters. We will proceed with the general form of the convex model. As
noted above, we know that demands tend to be correlated from on empirical
studies, which supports the likelihood that a convex model will be appropri-
ate. Assume a convex polyhedron region has been selected for optimization.
Such a region can be characterized by a set of facets. Each facet is a portion
of a plane with boundaries determined by the intersections with other facets.
It is sufficient to provide the equations of the planes along with which side
of the plane is inside the polyhedron. Therefore, each facet u is represented
by an equation of the form
∑
f s(u, f)df ≤ xu. Variables s(u, f) reflect the
orientation of the plane. The orientation is invariant to scaling of the s(u, f)
variables.
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In the above equation, the df terms reflect the independent variables of
traffic on each flow. The s(u, f) variables are coefficients on each independent
variable and x(u) scales the plane appropriately. For example in Fig. VII.1,
facets are represented by the lines making up the edges of the polygon. Here,
each facet u would be in the form aux+buy ≤ xu where x and y are demands
on the two APs.
We scale the equations to make the right hand side equal to 1, to eliminate
unnecessary variables. The convex region’s full characterization is a version
of the above equation for each facet. Using the constraints and objective
function described above, we have the initial formulation of the oblivious
routing problem, known as the master problem, as
Mf : min θ
∀e
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
≤ θ (VII.1)
Φ is flow conserved (VII.2)
θopt(d) = 1
λ ≥ 0 (VII.3)
∀u,
∑
f
s(u, f)df ≤ λxu (VII.4)
InMf, Eqn. (VII.1) establishes a global congestion for the entire network.
Eqn. (VII.2) enforces the flow constraints. Eqns. (IX.6 - VII.4) scale the
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polyhedron with respect to the origin to give an optimal performance ratio
of 1. Following the steps given in the appendix in Sec. B, we get the final
LP problem as follows:
CONVEX: min θ
Φ is flow conserved
∀ edge e ∈ E,
c
∑
e′∈E
qe(e
′) ≤ θ
∀s ∈ V, e′ = (u, v) ∈ E,
pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0
∀f = (s→ v) ∈ F,∑
a∈I(e)
φf(a)
c
− pe(s, v)−
∑
u
te(u)s(u, f) ≤ 0
∑
u
te(u) ≤ 0
∀s ∈ V, pe(s, s) = 0
Trimming
As we know, a larger range provides more robustness and a smaller range
provides a more efficient common case. In convex routing, outlying traffic
points may exert a disproportionate influence on the resulting routing. To
better exploit the tradeoff between robustness and average case performance,
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we introduce Trimmed Convex Routing as a modification of convex routing.
Formally, we define trimmed convex routing as convex routing based on a
proper subset of the demand points. Points are rejected based on distance
from the scaled centroid of the points. Say that D′ is the set of points D
scaled to have total demand = 1 and let d′ be the centroid of D′. We use
|di − d′| as the distance metric and keep those nearest to d′. The fraction of
points kept is a parameter, which we vary in the simulations.
Experimental Evaluation
Comparison of Convex, Box and Oblivious Models
Fig. VII.8 shows a comparision of the oblivious routings we have ex-
plained so far. Convex hull routing outperforms box routing which in turn
outperforms pure oblivious routing.
The Impact of Trimming Points
Here we illustrate the effects of trimming outlying points. In Fig. VII.9,
we have plotted the performance of trimmed routing with 0.99, 0.98, 0.95,
0.90 and 0.50 percentiles removed. As the percentile decreases the routing
algorithm becomes more concentrated on optimizing a smaller set of points.
As a result, the performance on these points improves, reflected in the flat
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Figure VII.8: Unsorted and Sorted congestion ratios on benchmark topology
part of the line on the left side. However, the performance on points outside
the optimization regions degrades, corresponding to the steep slope on the
right side. The position of the junction between these two parts is strongly
affected by the percentile chosen in trimming. A closer view of the junction
points is shown in Fig. VII.10.
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Figure VII.9: Illustration of the Impact of Trimming Points
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CHAPTER VIII
TIME-PARTITIONED OBLIVIOUS ROUTING
Motivation and Open Issues
Traffic demand measured in real networks is known to vary over time in
a periodic fashion. To illustrate this, Figure VIII.1 shows the hour-averaged
demand on 4 APs. Each line corresponds to an AP’s average demand with
error bars showing the standard deviation. Each of the APs behaves differ-
ently. At the peak time of the data, AP 1’s demand rises and its variation
grows significantly. The demand on AP 7 is similar, except that its variation
expansion is much larger. AP 8 provides a counterpoint: Its demand re-
mains in a narrow interval. Note that each of these 3 APs’ averages grows by
slightly different amounts at peak demand. Next consider AP 4. This AP’s
demand more than doubles at midday. These changes in the demand ratios
between APs and the changes in their variability will both impact routing
performance.
Another perspective is shown in Figure VIII.2 where demand points from
two APs are colored according to the hour of the day. Blue points represent at
1 AM, green points 9 AM and reds points 5 PM, with the colors transitioning
smoothly between these colors. Unfilled points reflect weekends and lines
join consecutive hours. In this figure, points representing the morning are
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Figure VIII.1: Varying Traffic Patterns at Different APs
higher than points from the night. Points from the afternoon drop back from
midday points as measured at one AP, but not so in the other. Therefore, the
afternoon points may represent a cluster with potential for a better oblivious
routing. The key feature of these points is that their clustering is time-
dependent and may be forecast in advance.
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Figure VIII.2: Time Evolution of Demand
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Formulation
Standard geometric clustering algorithms will not suffice because we must
take into account that points of the same color must be clustered together
in time. In effect, the hours must be consecutively clustered, rather than
individual points.
We will measure the impact on performance of this modification to our
routing strategy. The worst case will be impacted two ways: on one hand,
outliers will be more severe because the ranges will be smaller. On the other
hand, the ranges may be closer to the outliers mitigating this effect. Traces
from sources which are less prone to sudden imbalances in demand or which
aggregate a larger or geographically diverse set of clients are likely to exhibit
less need for time-variable routings.
Our challenge is to partition a periodic interval into subsections with
similar traffic profiles which can be solved separately by our robust routing
phase. In the implementation, the nodes in a configured network will switch
their routing and channel assignment scheme at prearranged times to accom-
modate an expected change in demand patterns. The routing overhead will
be minimized because the routing and channel assignment schedule will be
propagated just one time.
Formally, the challenge is to divide the cycle of the (e.g.,) day into a set
of intervals T = {T1, ...Tn} such that the congestion ratios θj taken over Pj,
the points in Tj , are jointly minimized. Ideally, we would take as objective
112
function minTmaxjθj with a fixed n. However, due to the time complexity
of computing the congestion ratio for a convex hull and because our goal is
to establish that a time partitioned routing can perform well, we will use a
heuristic algorithm and a different objective function to construct the set T .
Say that P ′j refers to the footprint (ie., the projection) of Pj when each point
is scaled such that total demand at any time is a constant. We will seek to
find the set of intervals such that the volumes of the convex hulls of the sets
P ′j are minimized. In particular, letting Volume(P ) refer to the volume of
the convex hull of a set of points P , we will search for a set T = {T1, ...Tn}
which is argminT maxj Volume(P
′
j).
We will solve this with a hill-climbing algorithm as shown in Alg. 2 in our
evaluation section. Alg. 2 begins with a random assignment to intervals and
applies local optimizations to find a local minimum in the space of possible
T . We repeat this experiment a configurable number of times and use the
best set of intervals discovered.
Proper selection of the parameter n, the number of intervals, reflects a
tradeoff. A low value may be unable to exploit periodic trends in traffic.
However, a high value will introduce complexity and offer marginal perfor-
mance gains if the random variance within time slots is high. To illustrate the
small benefit of using many time intervals, observe that in Fig. VIII.1 even
the points assigned to a single hour may have a variance almost as large as
the variance of the union of two consecutive hours. We evaluate the impact
of varying n in our evaluation section.
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Algorithm 2 Time-Partitioning Algorithm
Require: A traffic trace, a known periodicity of length t and a number n of
partitions.
Ensure: The resulting partition T = {T1, ...Tn} is a good partitioning of
the traffic trace. Tj is an integer representing the time slot which begins
interval j.
Tbest ← {0n} // A default partition which assigns all time slots to the last
interval.
for i ∈ [1, m] do
// We take the best of m trials.
T ← a random assignment of intervals
finished ← false
while finished = false do
for j ∈ [1, n] do
if the partitions can be improved by Tj ← (Tj − 1 mod t) or Tj ←
(Tj + 1 mod t) then
Make the change
end if
end for
if no changes were made then
finished ← true
end if
end while
Tbest ← the better of Tbest and T // Using the min-max volume metric
over the convex hulls.
end for
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Experimental Evaluation
The Impact of Interval Selection
In Fig. VIII.3, we compare several interval-selection algorithms to deter-
mine the value of our hill-climbing approach.
• No Intervals: This algorithm does not divide the trace points into
intervals.
• The Hill-Climbing Algorithm: We simulate this with 2, 3 and 4 inter-
vals.
• A Planned Partitioning with 2 Intervals: Based on the 9 - 5 workday,
this will treat divide the traffic under the presumption that the 9 AM
- 5 PM traffic has a different profile from all other traffic.
• A Planned Partitioning with 4 Intervals: This will divide the traffic
into late night 5 PM - 9 AM, morning work: 9 AM - 11 AM, lunch 11
AM - 1 PM and afternoon work: 1 PM - 5 PM.
Fig. VIII.3 shows that using interval paritions allows significant improve-
ment over conventional robust routing which routes using a fixed scheme.
Futhermore, attempting to bypass traffic analysis by using intuitive intervals
based on personnel schedules does not succeed as well. In fact, the interval
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Figure VIII.3: Impact of Time-Interval Selection Method
selection is not obvious. Emergent attributes of traffic points taken collec-
tively, such as convex hulls and variance, are useful to optimize the network.
We have evaluated the impact of varying m, the number of trials used
in the hill-climbing algorithm. We have found by comparisons of the hill-
climbing approach and exhaustive enumeration that a small value ofm = 100
nearly always allows hill-climbing to find the optimal solution quickly. Thus,
we omit any further discussion of this parameter.
The benefit realized by using time-partitioning is significant. Nearly all
points experience improvement. Points which occur in hours with a wide
variance in traffic may not improve as much. In fact, some hours show
almost as much internal variation demand as the full set of traces. Time-
varying routing allows the us to separate highly variable time periods from
less variable time periods, which improves the performance in the latter.
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CHAPTER IX
MULTI-CHANNEL ROUTING
Motivation and Open Issues
Deployed wireless networks typically operate on multiple channels, un-
like our model in previous chapters which assumes that exactly one chan-
nel is available for all transmissions. Although this is not always true and
furthermore many of the earlier conclusions may be expected to hold on
a multi-channel network, it is essential to formally incorporate this aspect
into our formulation and evaluate the impact of our algorithms in such an
environment.
Formulation Adjustments
The most natural way this work can be extended for multiple channels is
to create a multiplicity of φcf(e) variables reflecting the load on each channel
in each link for each flow.
We assume that each node v ∈ V is equipped with κ(v) radio interfaces.
The network supports a set of orthogonal channels C. We assume packet
transmissions on different channels do not interfere. Extending our initial
model, we assume that on the same channel, packet transmissions are subject
to location-dependent interference, using the protocol model presented in [26].
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If node u can transmit to v directly on channel c, u and v form an edge
ec. We use ζ(ec) denote the maximum data rate that can be transmitted
along edge ec. Let Ec denote the set of all edges on channel c ∈ C, and
E = ∪c∈CEc. Similar to the single-channel model, we say two edges ec, ac
interfere with each other on channel c, if they interfere in the protocol model.
We also define the interference set I(ec) as ec unioned with the set of edges
which interfere with edge ec on channel c.
Experimental Considerations
Although the resulting LP formulation will be much larger, it can still
be solved. The resulting routing and channel assignment will be correct if
the radios can dynamically switch channels at arbitrary time-slices. This
assumption is not always true, however. If radios must be statically assigned
channels, it is necessary to use integer assignment in the formulation. Given
the difficulty in solving LIP problems, it is not surprising that related works
in our references have struggled with this NP-hard problem. Here, we first use
the dynamic assignment algorithm above, followed by a variant of simulated
annealing, threshold annealing [23], to make the channel assignments. We
conduct simulations with variable numbers of channels and radios in several
of network topologies. The goal will be to discover the extent to which the
benefits of oblivious routing carry over into multi-channel networks.
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Formulation
Channel Assignment and Scheduling
First, we describe the constraints on the flow rates. Let y = (y(ec), e ∈
Ec, c ∈ C) denote the edge rate vector, where y(ec) is the aggregated flow
rate along ec. The channel-aware schedulability condition is as follows.
Claim 1. (Necessary Condition of Channel Assignment and Schedulabil-
ity) For the multi-channel, multi-radio wireless mesh network, if a given link
flow vector y does not satisfy the following inequalities:
∀c ∈ C, ∀ec ∈ Ec,
∑
ac∈I(ec)
y(ac)
ζ(ac)
≤ η (IX.1)
∀v ∈ V
∑
c∈C
∑
ec∈E(v)
∑
f∈F
y(ec)
ζ(ec)
≤ κ(v) (IX.2)
then y is not schedulable.
In particular, Eqn. (IX.1) is the congestion constraint over an individual
channel. η is a constant that only depends on the interference model[12, 31].
Eqn. (IX.1) gives the node radio constraint. Recall that a mesh node v ∈ V
has κ(v) radios, and thus can only support κ(v) simultaneous communica-
tions. Eqn. (IX.2) is the significant departure from the formulation in earlier
chapters because it imposes a new bound, on the total throughput of a node.
Eqn. (IX.1) by itself would not lead to fundamentally different routings.
119
Optimal Wireless Routing Model
In this section, we complete the description of the changes needed to
formulated multi-channel routing. As before, a routing, is a description of
how traffic of each source-destination flow travels across the network. If
the source-destination demands were known, the optimal routing could be
computed as an LP problem as follows. Formally, φcf(e) denotes the fraction
of demand of flow f that is routed on channel c and on the edge e ∈ Ec.
Then, a routing is the set Φ = {φcf(e), f ∈ F, e ∈ Ec, c ∈ C}. Using the
routing Φ, the part of f that is routed over the edge ac ∈ Ec is given as
yf(a
c) = df ·φcf(a), and the load on edge a is given as y(ac) =
∑
f∈F df ·φcf(a).
We then define adjusted congestion θ(ec), or simply congestion of the
interference set I(ec) as follows:
θ(ec) =
∑
ac∈I(ec)
y(ac)
ηζ(ac)
=
∑
ac∈I(ec)
∑
f∈F
dfφ
c
f(a)
ηζ(ac)
We further define θ as the worst congestion of all the interference sets on all
channels in the network:
θ = max
ec∈Ec
c∈C
θ(ec) (IX.3)
We use the same flow constraints as in earlier chapters. Because traffic
may enter and leave a node on different channels, we do not need to separate
the constraints out for each channel.
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Different edge data rates (also called channel capacities) occur in real
networks due to antenna directionality, fading and barriers. In our experi-
ments, we have found that the evaluation conclusions are unchanged by using
random or distance-correlated edge rates. Thus, for simplicity, we further as-
sume that the maximum data rate ζ(ac) that can be transmitted along an
edge a is the same for all edges, and denote it as ζ . In practice, it is easy to
modify the formulation to accommodate variable rates. We are now ready
to show the LP formulation for the case when demand is known, formulation
OPTf:
OPTf : min θ
∀e, ∀c ∈ C
∑
ac∈I(ec)
∑
f∈F
dfφ
c
f(a
c)
ηζ
≤ θ
∀v
∑
c∈C
∑
ec=(v,w)
∑
f∈F
dfφ
c
f(e
c)
ζ
≤ κ(v)
Φ is flow conserved
The resulting problem is a LP problem, which can be solved to derive the
routing solution that minimizes wireless network congestion for a given set
of demands.
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Multi-Channel Routing over the Convex Model
We incorporate the channel and radio constratins into our existing convex
routing formulation. Using the constraints and objective function described
above, we have the initial formulation of the convex routing problem, known
as the master problem, which is CHANf above combined with the facet
constraints:
Mf : min θ
∀e, ∀c,
∑
a∈I(e)
∑
f∈F
dfφ
c
f(a)
ζη
≤ θ
∀v,
∑
c∈C
∑
v∈e
∑
f∈F
dfφ
c
f(e)
ζ
≤ κ(v)
Φ is flow conserved (IX.4)
θopt(d) = 1 (IX.5)
∀u,
∑
f
s(u, f)df ≤ λxu, λ ≥ 0 (IX.6)
Eqn. (IX.4) is a shorthand for the flow conservation constraints. InMf, Eqn.
(IX.6) scales the polyhedron with respect to the origin to give an optimal
performance ratio of 1. Notice that, as before Eqn. (IX.5) in Mf, is not a
linear equation and cannot be immediately used by an LP solver. However,
it may be tested by maximizing the congestion over all qualifying demand
sets and checking if the maximum is < θ. According to our formulation in
this chapter, and in parallel to previous chapters, a set of demands d qualifies
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if there is a routing wcf(e) which has maximum load in each interference set
≤ ζ when applied to d.
Following the steps in Sec. C in the Appendix, we derive this final for-
mulation:
CHAN: min θ
Φ is a routing
∀ edge e ∈ E, ∀ channel c ∈ C,
ζ
∑
c′∈C
∑
e′∈E
qe,c(e
′) +
∑
v∈V
κ(v)re,c(v) ≤ θ
∀s ∈ V, e′ = (u, v) ∈ E,
pe,c(s, v)− pe,c(s, u)−
∑
a′∈I(e′)
qe,c(a
′)
− [re,c(u) + re,c(v)]
ζ
≤ 0
∀f = (s→ v) ∈ F,∑
a∈I(e)
φcf(a)
ζη
− pe,c(s, v)−
∑
u
te,c(u)s(u, f) ≤ 0
∑
u
xute,c(u) ≤ 0
∀s ∈ V, e ∈ E, c ∈ C, u ∈ U,
pe,c(s, s) = 0; pe,c(s, v), qe,c(e
′), re,c(v), te,c(u) ≥ 0
123
Channel Assignment
We will consider the two cases of how to treat the flows in Φ based on
the capabilities of the network nodes.
Dynamic Assignment : If the flows in Φ are to be used directly, what
assumptions are necessary? Clearly, the time-slots must be infinitely divisible
with arbitrary channel switching. The second assumption is that channel
changes on links are synchronized between neighboring nodes, meaning that
nodes will instantly switch channels in tandem. In dynamic assignment, we
assume both of these assumption hold and that the routing Φ can be used
directly.
Static Assignment : Due to technical limitations, radios may be unable
to frequently switch channels. Given the flows Φ = φcf(e) which optimally
solve CONVEX OB, it then remains to consider the question of whether
this routing is a feasible channel assignment and if not, how it can be made
so. When channel assignments are fixed for each radio, the routing Φ must
be modified so that the flows can be assigned to the available channels. The
utilization for each channel c at a node v is
∑
ec∈E(v)
∑
f∈F
dfφ
c
f(e
c)
ζ(ec)
If this number is not an integer, the remaining capacity required to round
up to an integer cannot be used by other channels. For example, if the sum
on channel a was 1.5 and the sum was 0.5 on channel b, there is no way to
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perform at the same level as the optimal dynamic congestion. Either the first
flow will be limited to one channel, cutting its throughput or both channels
can be allocated to the first flow, forcing the second to be redirected through
other paths. As noted in [40], there are several major barriers to the exact
solution to this problem. Even the non-oblivious assignment case is NP-hard
and the problem is not a good match for standard variations of node-coloring
and edge-coloring.
We introduce a scheme based on iterative approximation to the optimal
solution and we will refer to the static routing produced by our algorithm as
G = {gcf(e)}. We begin with an initial assignment phase. The basic steps
for this phase are as follows
• Compute the routing Φ derived from the dual formulationCONVEX OB.
• We begin by assigning all flows to the same channel. This is assured
to be a feasible channel assignment with flow connectivity, albeit one
with poor performance.
• Beginning with the most utilized edge in Φ we switch the channel as-
signments for the variables φcf(e) to use channel c unless they would
disconnect a flow. As other channels are utilized, the capacity will
increase.
When no more of the variables φcf(e) can be switched to channel c, we be-
gin the iterative phase. We apply threshold annealing, a variant of simulated
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annealing, to reassign channels to radios on nodes. Threshold annealing is
a heuristic optimization method which works by considering changes to a
working solution. Changes are accepted if they improve the solution. If they
do not improve it, they are accepted as long as they do not make it worse
by more than a diminishing threshold. When the threshold has reached 0
and no more local improvements are possible the algorithm terminates with
a proposed solution[23]. We introduce a variable t reflecting the amount
of time that has passed during the search. As t increases, we tighten the
restriction on accepting changes which worsen the assignment. The rate of
tightening is controlled by an integer “cooling” parameter x which is equal to
the number of iterations the program will run. We choose a conventional ex-
ponential decay function f(t) = e−10t/x or 0 if t > x to specify the threshold.
The tradeoff manifested by x is solution-quality versus search time. A larger
x signifies that the algorithm is given a longer time to find a high-quality
solution. An exponential decay formula is a common choice in simulated an-
nealing because it is a simple expression which combines a rapid initial drop
off in threshold with a slow convergence to 0 without introducing unnecessary
parameters. We will vary x in our evaluation section.
The technical description of the algorithm is shown in three phases. Al-
gorithm 3 shows the initial mapping of all flows to a single channel. This
assignment is certain to be feasible (meaning that it will not violate radio
constraints and it will be connected).
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Algorithm 3 Static Channel Assignment: Phase I
Require: Φ = φcf(e) has been calculated
Ensure: The generated assignment G = gcf(e) is feasible
g1f(e)←
∑
c∈C φ
c
f(e)
gif(e)← 0, ∀i 6= 1
In Algorithm 4, we show how the channels are initially assigned to create
a feasible routing which makes use of as many channels and radios as possible.
This assignment does not modify the flows on each edge, only the channel
assignments. Algorithm 5 shows the heuristic optimization to improve the
channel assignment to achieve a local optimum.
Algorithm 4 Static Channel Assignment: Phase II
Require: Initial Assignment G is feasible
Ensure: Construct a feasible approximation, G, of Φ with which to seed
search
finished ← false
while finished = false do
for each group (f, c, e), c 6= 1, e = (u, v) do
if (u and v have spare capacity on channel c for φcf(e)) or (u and v
have a spare radio) then
compute benefit bf,c,e from moving flow φ
c
f(e) from channel 1 to
channel c
end if
end for
Let f ∗, c∗, e∗ be the set which maximizes this benefit.
if no groups were found then
finished ← true
end if
gc
∗
f∗(e
∗)← gc∗f∗(e∗) + φc∗f∗(e∗)
end while
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Algorithm 5 Static Channel Assignment: Phase III
Require: Seed assignment G = gcf(e)
Ensure: Resulting assignment G is locally optimized
t, x← 0
θopt ← θ(G)
while t ≤ x do
f(t)← e−10t/x
choose a flow gcf (e) at random
consider reallocating gcf(e) to another channel, at random. Call this G
′
{Random change}
if (θ(G′) ≤ θ(G)) or (θ(G′)− θ(G)) ≤ t then
G← G′
end if
t← t+ 1
end while
Radio Allocation
Given a deployed mesh network and a set of historic traffic demands D,
we investigate how we can provide the minimum necessary resources (e.g.,
radios) to ensure that 1) the worst-case congestion θ is bounded by a thresh-
old β and 2) the congestion ratio γ is minimized for future traffic demands D
(the convex region for D). Let K be the maximum number of radios which
can be placed at one node. Then the natural formulation of this question
leads to the following mixed integer linear programming problem, Rn:
128
Rn : min
∑
v
κ(v)
Φ is a flow conserved routing
∀e ∈ E, d ∈ D, θ(Φ,d) ≤ β
∀v ∈ V, κ(v) ≤ K
Eqn. (IX.2)
The goal of Rn is to minimize the number of radios allocated in a network
in order to route all traffic demands in a space D. However, Rn is non-linear
and cannot be solved directly. Thus in this section, we design a heuristic
algorithm to provide an effective distribution of radios to nodes to achieve
the goal of both congestion ratio robustness. The algorithm is iterative,
starting from a single radio deployed on each node. In each iteration, the
algorithm will test whether the worst-cast congestion incurred by the convex
hull routing over D is bounded by a given threshold (described below). If
so, the algorithm stops. If not, we will examine the active constraints in
the problem (in Eqn. IX.4), which indicate the most congested interference
set in the network. We will add a radio to the endpoint of that edge with
the least radios, unless it already has the maximum allowable number (im-
posed by power or space constraints, ie., K). If no nodes can receive more
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radios then the limit β cannot be achieved. This algorithm is guaranteed to
terminate because either 1) power or space constraints which limit on the
number of radios that can exist in the network or 2) in the hypothetical case
that unlimited radios are allowed, the utilization of every interference set
will eventually be brought below any given positive threshold. Naturally, in
some circumstances demand and radio constraints may be unroutable by any
algorithm.
To develop the stopping condition, we use Eqn. (IX.3) wherein η is a
constant which depends only on RI
RT
. In our model this ratio = 1, giving
η = 4 using the techniques in [12, 31]. β is a scaled factor which depends
on the interference model in the network and reflects the degree to which
the interference set can be filled without suffering from collision inefficiencies
consuming the full timeslot. Here, we use β = 0.8 based on values in related
works. The following table presents the details of this algorithm.
Experimental Evaluation
Channel Assignment
Topology and Access Point Selection
We use the following topologies to evaluate our algorithms:
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Algorithm 6 Radio Allocation Algorithm
Given β,D and G = {V,E}
ΦD(G, κ)← Solve CONVEX OB
while θΦD(G,D) > β do
e← Most saturated interference set in G with radio capacity on at least one endpoint
n← Endpoint of e with the least radios
if no such n exists then
return β limit on utilization is unachievable
else
κ(n)← κ(n) + 1
ΦD(G, κ)← Solve CONVEX OB with new κ variables
end if
end while
return κ
• Bilayer : This network will consist of upper and lower tiers, connected
by vertical paths as seen in Fig. IX.1 (a). Sources will be placed on the
upper tier and destinations on the lower. This will model a network
providing last-mile access where the upper layer is extending the reach
of the Internet.
• Perturbed Grid : We will use a square grid with nodes perturbed ran-
domly to simulate a network with nodes in houses or residential housing
blocks. Four sources and four destinations will be chosen at the corners
and edges of the network. This is shown in Fig. IX.1 (b).
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Figure IX.1: a) Bilayer Network, b) Perturbed Grid
Impact of Static Channel Allocation
In this section, we evaluate the effectiveness of the static allocation algo-
rithm described in Sec. IX. Fig. IX.2 shows the average performance ratios
of dynamic and static routing on each of the topologies.
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Figure IX.2: Performance Penalty of Assigning Channels Staticly
Fig. IX.2 shows that the static routing algorithm suffers a considerable
performance penalty compared to the dynamic version. This is to be expected
because static assignment cannot exploit improvements from dividing a radio
over multiple channels.
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Impact of the Number of Radios and Channels
We calculate the average performance of routing as the number of radios
varies. We allow the number of channels to range from 2 to 9 and evaluate
for radios ranging from 2 to 4. We only simulate cases where the number
of radios is at least as large as the number of channels because additional
channels would be superfluous. The results are shown in Fig. IX.3.
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Figure IX.3: Routing congestion ratio over varying numbers of channels and
radios
This figure shows that the routing algorithm is relatively stable as the
number of channels and radios varies. Although throughput increases as
more channels are made available, the congestion ratio is the ratio of the
routing’s performance to the optimal performance. Both of these values are
decreasing, so the congestion ratio may increase or decrease.
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Impact of Cooling Parameter x
In this simulation, we run our routing algorithm on a random topology
with 4 source/destination pairs and with 3 channels and 3 radios available.
We allow the cooling parameter to vary from 100 to 300, 000. The results
are depicted in Fig. IX.4.
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Figure IX.4: Annealing for Various Cooling Parameters
Initially, increasing the cooling time offers a high payoff as the congestion
ratio decreases. However, this improvement levels off, and just as impor-
tantly, it becomes extremely resource intensive to extract the marginal ben-
efits (note the log scale). We have chosen to run static-assignment routing
in the simulations in this section with a cooling parameter of 300,000.
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Radio Allocation
Network Topologies
For simplicity, we assume the capacity is the same for all channels and
links in the network (54Mbps). Each node can simultaneously transmit on 3
channels reflecting the 802.11 protocol and is equipped with 3 radio interfaces
unless otherwise noted. We highlight the following network topologies which
are representative of realistic scenarios:
Bilayer: As shown in Fig. IX.1, this topology has sources on the upper part
of the graph and destinations along the bottom. The topology simulates a
WMN that extends the reach of a backbone network, such as in last-mile
Internet access.
Grid: A 4x4 grid. We choose 10 sources on the edges and one destination
near the center.
Perturbed Grid: This is shown in Fig. IX.1. Beginning with a grid,
we perturb the nodes at random to create random cross links. This is a
model for a network which is laid out to maximize spatial utility, but where
nodes cannot be placed precisely. Four source/destination pairs are chosen
at random from opposite edges of the network.
Variable Radios
We use the grid topology with 5 APs chosen from the edges of the network
which are driven by 5 traffic profiles from the CRAWDAD trace data set. We
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follow Algorithm 1 given in Section IX with β = 0.8. To evaluate the impact
of using a convex set to select edges to augment, we compare Algorithm 1
to non-oblivious radio-allocation algorithms. These algorithms plotted are
denoted and defined as follows:
Oblivious: This is the algorithm shown in Section IX which places the radio
according to the worst case demands over a convex region.
Fixed: This algorithm follows similar steps, but rather than testing all points
in a space D for the maximum congestion in the while condition, it uses a
single point equal to the average demand seen at each AP. Thus, radios will
be placed without directly considering worst-case demand.
Equal: This algorithm places radios without regard to need but rather so
that each node has as close to an equal number as possible. Ties are broken
to favor links which have a higher congestion.
Random: In this algorithm, radios are places at random.
Each of these algorithms is allowed to add radios until the congestion drops
below the target β = 0.8. We evaluate the algorithms based on the number
of radios needed as shown in Figure IX.5. In this figure we see that the
oblivious placement uses the least number of radios, followed by Fixed, Equal
and Random, respectively.
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Radio Allocation: Fixed radios
An alternative way to view the performance enhancement offered by ro-
bust radio allocation is to fix the number of radios and compare the conges-
tion over time of single-demand and robust routing. We run the demand-
aware radio allocation algorithm until the congestion is ≤ β over the convex
demand space D. We also run the fixed-point allocation algorithm based on
the average demand. Once both algorithms have allocated their radios, we
run the simulations forward using trace data as shown in Figure IX.6.
In Figure IX.6, oblivious algorithm has contained the utilization to be≤ β
in all cases (by design). By contrast, the average-point based radio allocation
has a better average case, but suffers and unsustainably high utilization
in some cases. To correct this, more radios would be needed to provide
robustness for extreme demands. The results in this section confirm the
utility of convex demand routing to offer a tradeoff between average case
and worst case.
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Figure IX.5: Progression of the Radio Allocation Algorithm
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Figure IX.6: Impact of using Convex Awareness in Radio Allocation
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CHAPTER X
CONCLUSION
Contributions
The unique challenges posed in Wireless Mesh Networking open up many
interesting research opportunities. Here, we have addressed the open issue
relating to routing under the typically uncertain demand, which is essential
to many critical current and upcoming applications.
Our research examines the inherent tradeoffs that allow us to understand
how to best provide a robust response to erratic demand. Our results consist
of algorithms which reflect the choices to be made in this spectrum through
a combination of exact and heuristic techniques.
We have completed the following research objectives
• A model to calculate the traffic-aware routing for convex polyhedra,
including:
– An LP formulation that accommodates arbitrary convex polyhe-
dra.
– Thorough simulation studies to measure the effect of using con-
vex polyhedra under different realistic demand traces and network
topologies.
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• Development of a model to trim the convex region to achieve the best
routing for realistically variable traffic:
– Implementation and comparison of various degrees of pruning.
– The idea of a tunable framework to adjust the tradeoff between
average case and robustness.
• A schedule of routings each optimized for periodic time intervals:
– An algorithm to partition time-slots effectively. A significant im-
provement in performance is achieved when they are routed sepa-
rately rather than using a single routing.
– Simulation to measure the impact of this clustering with realistic
network traces.
• Evaluation of inclusion of channel assignment in the traffic-aware model:
– Determination that the LP formulation can be modified to provide
channel assignment.
– A heuristic method that can provide radio and channel assign-
ments without compromising the other objectives of the traffic-
aware model.
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Oblivious convex routing, time-partitioning and channel assignment han-
dle stationary traffic variation, nonstationary traffic time variation, and multi-
channel routing, respectively, which are the three major issues found in wire-
less multi-hop networks. Incorporating these elements into our solution has
hopefully overcome the theoretical and practical difficulties of routing in
WMNs.
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APPENDIX A
BOX DUAL DERIVATION
In G-BOX, Eqn. (VII.1) connects demand to the congestion level θ.
That is, Eqn. (VII.1) must hold over all demands that satisfy Eqn. (VI.3).
Eqn. (VII.5) ensures that Φ is consistent. The traffic demand scaling is
accomplished in Eqns. (VI.4 - VI.6) in G-BOX.
As in Chapter IV, we notice that Eqn. (VI.3) in G-BOX, is not a linear
equation and thus does not allow us to directly solve G-BOX. However,
it can be tested by maximizing the congestion over all qualifying sets of
demands and checking if this maximum is < θ. A set of demands qualifies if
there is a routing wf (e) for it which has maximum load in each interference
set ≤ c, the capacity of the wireless channel. For an interference set I(e),
e ∈ E, this test is formulated as the local LP problem: L-BOXf.
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L-BOXf : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀v, ∀f, v is a relay of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) = 0
∀v, ∀f, v is the source of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) ≤ −df
∀e′ ∈ E,
∑
a′∈I(e′)
∑
f∈F
wf(a
′) ≤ c
λ ≥ 0
λd−f ≤ df
df ≤ λd+f
As before, we simplify the local formulation by aggregating the flows by
their sources. That is, we say that zs(e
′) =
∑
f=(s→d)wf(e
′). Let dsv = 0, for
v 6= d and dsd = df , if s and d are the source and destination of flow f . We
have the resulting LP as follows:
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L-BOXs : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀s ∈ V, ∀v 6= s ∈ V,∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′) ≤ −dsv (A.1)
∀e′ ∈ E,
∑
s∈V
∑
a′∈I(e′)
zs(a
′) ≤ c (A.2)
λ ≥ 0
∀f ∈ F, λd−f ≤ df (A.3)
∀f ∈ F, df ≤ λd+f (A.4)
Variable Meaning
wf(e) Routable traffic of flow f over edge e in L-BOXs
zs(e) Routable traffic of flows from source s over edge e in L-BOXs
d−f , d
+
f Traffic demand range for flow f
Table A.1: Variables Related to Oblivious Formulation
As before, L-BOXs is a maximization problem and cannot be directly
substituted into G-BOX. However, it can be converted into a minimization
problem via a dual transformation. In this subsection, we will derive the
dual of L-BOXs and show that it can be substituted into G-BOX. Using
the standard Lagrangian form on L-BOXs above we have,
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L(p, q, z,d) = objective − p(Eqn. (A.1) l.h.s - r.h.s)
−q(Eqn. (A.2) l.h.s - r.h.s)
−s−(Eqn. (A.3) l.h.s - r.h.s)
−s+(Eqn. (A.4) l.h.s - r.h.s)
L(p, q) = max
z,d
L(p, q, z,d)
Dual Variable Equation
pe(s, v) (A.1)
qe(a) (A.2)
s−e (f) (A.3)
s+e (f) (A.4)
Table A.2: Variables used in the dual transformation for Range-based Obliv-
ious Routing
The dual variables used in the range-based oblivious formulation are
shown in in Table A.2. The slack variables are in the right column. Observe
that ds,s and zs,s(a) do not affect θ and are thus free variables. Expanding
these components, we can rewrite the equation in the form,
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max
z,d

 ∑
a∈I(e)
∑
f∈F
dfφf(a)
c
−
∑
s,v
pe(s, v)

ds,v + ∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′)


−
∑
f
s−e (f)
[
λd−f − df
]−∑
f
s+e (f)
[
df − λd+f
] −∑
e′∈E
qe(e
′)

−c+∑
s∈V
∑
a′∈I(e′)
zs(a
′)



(A.5)
Next we isolate z, λ and d from Eqn. (A.5). Below is the isolated dual
formulation.
L(p, q) = max
z,d

 ∑
s,e′=(u,v)
zs(e
′)

pe(s, v)− pe(s, u)− ∑
a′∈I(e′)
qe(a
′)

(A.6)
+
∑
f∈F,f=(s,v)
df

∑
a∈I(e)
φf(a)
c
− pe(s, v) + s−e (f)− s+e (f)

(A.7)
+λ
[∑
f
(d+f s
+
e (f)− d−f s−e (f))
]
(A.8)
+ c
∑
e′∈E
qe(e
′)
]
(A.9)
The numbered lines of the above dual formation each correspond to an
isolated variable. Eqn. (A.6) shows the isolated coefficient for z, Eqn. (A.7)
for df , Eqn. (B.12) for λ and finally Eqn. (A.9) shows the remaining constant
portion of the equation. Next we can formulate the final form of the dual of
L-BOXs for each edge e ∈ E as follows.
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Ds : min
p,q
c
∑
e′∈E
qe(e
′)
subject to:
∀s, e′ = (u, v) ∈ E, pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0
∀f = (s→ v) ∈ F,
∑
a∈I(e)
φf(a)
c
− pe(s, v) + s−e (f)− s+e (f) ≤ 0
∑
f
(d+f s
+
e (f)− d−f s−e (f)) ≤ 0
From free variables, we have
∀s ∈ V, pe(s, s) = 0, pe(s, v) ≥ 0; qe(e′) ≥ 0
Substituting into the global problems as before, we get the final form
BOX shown in Chap. VI.
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APPENDIX B
CONVEX DUAL TRANSFORMATION
As before, notice that Eqn. (VII.3) in Mf, which states that the optimal
routing congestion is equal to 1, is not a linear equation and cannot be di-
rectly manipulated. However, it can be tested by maximizing the congestion
over all qualifying sets of demands and checking if this maximum is < θ. A
set of demands qualifies if there is a routing wf(e) for it which has maximum
load in each interference set ≤ c, the capacity of the wireless channel. For
an interference set I(e), e ∈ E, this test can be formulated as the following
slave LP problem.
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Sf : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀v, ∀f, v is a relay of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) = 0 (B.1)
∀v, ∀f, v is the source of f∑
e′=(u,v)
wf(e
′)−
∑
e′=(v,u)
wf(e
′) ≤ −df (B.2)
∀e′ ∈ E,
∑
a′∈I(e′)
∑
f∈F
wf(a
′) ≤ c
λ ≥ 0 (B.3)
∀u,
∑
f
s(u, f)df ≤ λxu (B.4)
It is possible to simplify the slave formulation by aggregating the flows by
their sources. Specifically, we say that zs(e
′) =
∑
f=(s→d)wf(e
′). Let dsv = 0,
for v 6= d and dsd = df , if s and d are the source and destination of flow f .
Then we have the LP as follows:
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Ss : max
∑
a∈I(e)
∑
f∈F
dfφf(a)
c
∀s ∈ V, ∀v 6= s ∈ V,∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′) ≤ −dsv (B.5)
∀e′ ∈ E,
∑
s∈V
∑
a′∈I(e′)
zs(a
′) ≤ c (B.6)
λ ≥ 0 (B.7)
∀u,
∑
f
s(u, f)df ≤ λxu (B.8)
The details of the formulation and accompanying proofs are similiar to
those in earlier chapters. Ss gives rise to a flow-based formulation named Sf
which can be added to Mf after the appropriate modifications.
Variable Meaning
wf(e) Routable traffic of flow f over edge e in
the slave problem
zs(e) Routable traffic of flows from source s over edge e in
the slave problem
s(u, f) Coefficient for facet u and flow f
Table B.1: Variables Related to Convex Routing
Ss is a maximization problem and cannot be directly substituted into
Mf. However, it can be converted into a minimization problem via a dual
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transformation. In this subsection, we will derive the dual of Ss and show
that it can be substituted into Mf. Using the standard Lagrangian form on
Ss above we have,
L(p, q, z,d) = objective − p(Eqn. (C.1) l.h.s - r.h.s)
−q(Eqn. (C.1) l.h.s - r.h.s)
−t(Eqn. (B.8) l.h.s - r.h.s)
L(p, q) = max
z,d
L(p, q, z,d)
Dual Variable Equation
pe(s, v) (C.1)
qe(a) (C.1)
te(u) (B.8)
Table B.2: Interpretations of Dual Variables
In this equation, we refer directly to the sides of the equations in the
source-based slave problem formulation Ss, for simplicity. The dual vari-
ables are summarized in Table B. The right column of the table shows the
equations in Ss which the slack variables correspond to. Observe that ds,s
and zs,s(a) do not affect θ and are thus free variables. Expanding these
components, we can rewrite the equation in the expanded form.
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max
z,d

 ∑
a∈I(e)
∑
f∈F
dfφf(a)
c
(B.9)
−
∑
s,v
pe(s, v)

ds,v + ∑
e′∈OUT(v)
zs(e
′)−
∑
e′∈IN(v)
zs(e
′)


−
∑
e′∈E
qe(e
′)

∑
s∈V
∑
a′∈I(e′)
zs(a
′)− c

−∑
u
te(u)
[∑
f
s(u, f)df − λ
]

Next we isolate z, λ and d from Eqn. (B.9). Below is the isolated dual
formulation.
L(p, q) = max
z,d

 ∑
s,e′=(u,v)
zs(e
′)

pe(s, v)− pe(s, u)− ∑
a′∈I(e′)
qe(a
′)

(B.10)
+
∑
f∈F,f=(s,v)
df

∑
a∈I(e)
φf(a)
c
− pe(s, v)−
∑
u
te(u)s(u, f)

 (B.11)
+λ
[∑
u
te(u)
]
(B.12)
+ c
∑
e′∈E
qe(e
′)
]
(B.13)
The labeled subparts of the isolated dual formation correspond to isolated
variables. Eqn. (B.10) shows the isolated coefficient for z, Eqn. (B.11) for
df , Eqn. (B.12) for λ and finally Eqn. (B.13) shows the remaining constant
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portion of the equation. Next we can formulate the final form of the dual of
Ss for each edge e ∈ E as follows.
Ds : min
p,q
c
∑
e′∈E
qe(e
′) (B.14)
subject to:
∀s, e′ = (u, v) ∈ E,
pe(s, v)− pe(s, u)−
∑
a′∈I(e′)
qe(a
′) ≤ 0 (B.15)
∀f = (s→ v) ∈ F,∑
a∈I(e)
φf(a)
c
− pe(s, v)−
∑
u
te(u)s(u, f) ≤ 0 (B.16)
∑
u
te(u) ≤ 0 (B.17)
From free variables, we have
∀s ∈ V, pe(s, s) = 0, pe(s, v) ≥ 0; qe(e′) ≥ 0 (B.18)
After substitution into the original problem, the final formulation is that
shown in Chap. VII.
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APPENDIX C
MULTI-CHANNEL DUAL DERIVATION
For an interference set I(e), e ∈ E and a channel c, this test is formulated
as a slave LP problem. In this subproblem, d is constant and a routing
W = wcf(e) is the set of variables to be found. The subproblem Sf takes the
following form:
Sf : max
∑
a∈I(e)
∑
f∈F
dfφ
c
f(a)
ζη
∀v
∑
c′∈C
∑
v∈e′
∑
f∈F
wc
′
f (e
′)
ζ
≤ κ(v)
∀v, ∀f, v is a relay of f∑
c′∈C
∑
e′=(u,v)
wc
′
f (e
′)−
∑
c′∈C
∑
e′=(v,w)
wc
′
f (e
′) = 0
∀v, ∀f, v is the source of f∑
c′∈C
∑
e′=(u,v)
wc
′
f (e
′)−
∑
c′∈C
∑
e′=(v,w)
wc
′
f (e
′) ≤ −df
∀e′ ∈ E, ∀c′ ∈ C,
∑
a′∈I(e′)
∑
f∈F
wc
′
f (a
′) ≤ ζ
∀u,
∑
f
s(u, f)df ≤ λxu, λ ≥ 0
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To simplify Sf we aggregate the flows by their sources. Specifically, zs(e
′) =∑
f=(s→d)wf(e
′). Then we have the slave LP as follows:
Ss : max
∑
a∈I(e)
∑
f∈F
dfφ
c
f(a)
ζη
∀v
∑
c′∈C
∑
v∈e′
∑
s∈V
zc
′
s (e
′)
ζ
≤ κ(v)
∀s ∈ V, ∀v 6= s ∈ V,∑
c′∈C
∑
e′∈OUT(v)
zc
′
s (e
′)−
∑
c′∈C
∑
e′∈IN(v)
zc
′
s (e
′) ≤ −dsv
∀e′ ∈ E, ∀c′ ∈ C,
∑
s∈V
∑
a′∈I(e′)
zc
′
s (a
′) ≤ ζ
∀u,
∑
f
s(u, f)df ≤ λxu, λ ≥ 0
Ss has a maximization objective and cannot be directly inserted into Mf.
However, a dual transformation transforms it into a minimization problem.
Introduce dual variables pe,c(s, v) for the path constraints, qe,c(a) for the
capacity constraints, re,c(v) for the radio constraints and te,c(u) for the poly-
hedron facets. After applying the Lagrangian transformation, the dual of Ss
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for each edge e ∈ E and each channel c ∈ C is as follows.
Ds : min
p,q
ζ
∑
c′∈C
∑
e′∈E
qe,c(e
′) +
∑
v∈V
κ(v)re,c(v)
subject to:
∀s, e′ = (u, v) ∈ E, c′ ∈ C,
pe,c(s, v)− pe,c(s, u)−
∑
a′∈I(e′)
qe,c(a
′)−
[re,c(u) + re,c(v)]
ζ
≤ 0
∀f = (s→ v) ∈ F,∑
a∈I(e)
φcf(a)
ζη
− pe,c(s, v)−
∑
u
te,c(u)s(u, f) ≤ 0
∑
u
xute,c(u) ≤ 0
∀s ∈ V, e ∈ E, c ∈ C, u ∈ U,
pe,c(s, s) = 0; pe,c(s, v), qe,c(e
′), re,c(v), te,c(u) ≥ 0
The proof of the substitution can be done in a similar way as in Chapter IV,
which follows [47, 13] and which we omit for space reasons. Note that this
resulting formulation is a linear optimization problem and can be solved with
any LP solver. The final problem formulation produced by the substitution
is given in Chap. IX.
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