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CACTI
V diplomski nalogi smo opredelili tehnike in pristope, ki jih najpogosteje srecˇamo pri
izvajanju nadzora in upravljanja omrezˇij. Izbira tehnike, s katero se lotimo nadzora
omrezˇja, zavisi od kompleksnosti nadzorovalnih metrik in vzpostavljene infrastrukture.
Pri nadzoru zmogljivosti smo spoznali arhitekturo, v kateri centralizirani upravljavec
posˇilja poizvedbe upravljanim napravam. Naprave svoje zmogljivostne parametre izpo-
stavijo v objekte definirane znotraj baze upravljavskih informacij. Vrednosti parametrov
se med upravljavcem in napravami najpogosteje prenasˇajo v podatkovnih enotah proto-
kola SNMP (angl. Simple Network Management Protocol). Nadaljevali smo z analizo
programskega orodja Cacti. Orodje omogocˇa opazovanje razlicˇnih metrik zmogljivosti
omrezˇnih virov skozi mnozˇico grafov. V zadnjem delu smo se lotili vzpostavitve sistema
za nadzor omrezˇja v katerem smo opazovali lokalne in oddaljene naprave. Orodje Cacti
se je izkazalo kot prilagodljivo orodje za nadzor omrezˇij.
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In this thesis, we have identified techniques and approaches that are most commonly
encountered in network management systems. We have described availability and per-
formance monitoring techniques. Selection of monitoring technique depends on the com-
plexity of monitored parameters and preliminary established architecture. Network mon-
itoring suggests architecture in which centralized manager collects and analyses data from
managed devices. Managed devices expose their network statistics through objects de-
fined within the Management Information Base. Simple Network Management Protocol
allowing the manager to communicate with the managed hosts. Afterwards we analyse
network monitoring and graphing tool Cacti. Cacti allows a manager to poll managed
devices and graph the gathered data. In the last part we cover the details of establishing
network management system in which we monitor local and remote network resources.
Cacti has emerged as adaptable tool for monitoring computer networks.
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1 Uvod
V zadnjem cˇasu je opazna vse hitrejˇsa rast uporabe spleta in posledicˇno tudi sˇirjenje
racˇunalniˇskih omrezˇij. Kot rednemu uporabniku se mi venomer poraja vprasˇanje, kako
ponudniki internetnih storitev zagotavljajo dosegljivost in zmogljivost ponujenih stori-
tev. Uporabnikom je visok nivo dosegljivosti in zmogljivosti, ki ju zagotavlja ponudnik,
zelo pomemben kriterij. Uporabniki namrecˇ ob nepredvidenih dogodkih kot so visoka
latenca, nedosegljivost storitev ali nizˇja prenosna hitrost do ponudnikov postanemo zelo
kriticˇni. Navedeni dogodki predstavljajo le nekaj primerov, ki jih ponudniki storitev in
administratorji omrezˇij zˇelijo povsem odpraviti ali pa vsaj znizˇati verjetnost njihovih po-
rajanj. Perecˇ problem se do neke mere resˇuje z nadzorom in upravljanjem omrezˇnih virov.
Z doslednim nadziranjem stanja omrezˇja lahko identificiramo in odpravimo potencialne
anomalije. Orodja, ki so na voljo skrbnikom in administratorjem omrezˇij, ponujajo zelo
sˇirok nabor metrik in parametrov, ki jih je v omrezˇju mogocˇe nadzorovati. Kateri zmo-
gljivostni parameter nadzorovati in kaksˇne so dopustne vrednosti, ki jih lahko zavzame,
je odvisno od razpolozˇljivosti in zmogljivosti virov v omrezˇju. Kot primer si oglejmo
strezˇnik, ki v dolocˇenem delu dneva ni dostopen. Z nadzorom strezˇnika bi pridobili in-
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formacije, ki bi nam sluzˇile pri identifikaciji in odpravi problema. Zavedati se moramo,
da zgolj s spremljanjem in upravljanjem virov ne zagotavljamo najviˇsje dosegljivosti. Ob
zaznavi nenadne odpovedi strojne opreme se nam brez vpeljane redundance nizˇa od-
stotek razpolozˇljivosti. Z metodo redundance obstojecˇemu sistemu kot celoti dvignemo
zanesljivost, toda sama redundanca ne odtehta prednosti, ki jih pridobimo z metodami
in pristopi nadzora in upravljanja opazovanih sistemov.
Bogat nabor orodij za vzpostavitev nadzornih sistemov v omrezˇju sestavlja tudi ve-
liko odprtokodnih resˇitev. Eno izmed takih orodij je programsko orodje Cacti. Slednje
omogocˇa vzpostavitev centralnega opazovalca, preko katerega skrbnik omrezˇja spremlja
dosegljivost in stanje posameznih omrezˇnih virov. Izbrano orodje bomo v nadaljevanju
razcˇlenili in ga podrobneje analizirali ter spoznali njegove funkcionalnosti skozi primere
nadzora omrezˇnih naprav. V pricˇujocˇem delu se bomo najprej osredotocˇili na podrocˇje
nadzora in upravljanja omrezˇij. Srecˇali se bomo z osnovnimi pojmi in parametri, s ka-
terimi podamo zmogljivost opazovanega omrezˇja. Obravnavo podrocˇja bomo razcˇlenili
na nadzor dosegljivosti in zmogljivosti. Seznanili se bomo z metodami in strukturo
parametrov, ki jih bodisi opazujemo ali spreminjamo. Drugo poglavje bomo zakljucˇili
s podrobnejˇsim pregledom komunikacijskega protokola SNMP (angl. Simple Network
Management Protocol) in kratko analizo dveh orodji. V tretjem poglavju bomo temelji-
tejˇse analizirali orodje Cacti. Obravnava vkljucˇuje metodi shranjevanja in analiziranja
podatkov, po katerih orodje posˇilja poizvedbe opazovanim omrezˇnim napravam. Je-
dro obravnavanega orodja tvori orodje RRDTool, ki poleg shranjevanja omogocˇa tudi
graficˇno predstavitev zmogljivostnih podatkov. Funkcionalnosti orodja bomo spoznali
tudi skozi spletni vmesnik, preko katerega dostopamo do mnozˇice grafov, ki odrazˇajo
stanje nadzorovanih naprav. V zakljucˇni fazi diplomskega dela se z orodjem Cacti lotimo
opazovanja osebnega racˇunalnika in usmerjevalnika v lokalnem omrezˇju. Prakticˇni del
bomo zakljucˇili z vzpostavitvijo nadzora oddaljenega racˇunalnika z varnostnimi meha-
nizmi, ki jih nudi tretja verzija protokola SNMP. Pri vseh primerih bomo opisali korake
konfiguranja orodja in opazovanih naprav.
Pri obravnavi podrocˇja smo izhajali iz vira [1]. V navedenem viru najdemo obsezˇnejˇsi
pregled nadzora kot tudi upravljanja omrezˇij. Naslednji vidnejˇsi vir predstavlja Ciscov
prirocˇnik [2], v katerem zasledimo razlicˇne pristope in tehnike ter orodja, ki se jih po-
sluzˇujejo skrbniki omrezˇij. Pri analizi orodja Cacti pa smo si pomagali s prirocˇnikom
[3].
2 Opis problema
V nadaljevanju bomo spoznali osnovne pojme, ki jih srecˇamo na podrocˇju nadzora in
upravljanja racˇunalniˇskih omrezˇij. Posvetili se bomo obravnavi podrocˇja in spoznali
razlicˇne metode nadzora in upravljanja. Seznanili se bomo tudi s komunikacijskimi pro-
tokoli in strukturo izmenjanih podatkov.
2.1 Osnovni pojmi upravljanja in nadzorovanja omrezˇij
Vse hitrejˇsi razvoj tehnologije vpliva tudi na rast racˇunalniˇskih omrezˇij. Zaradi vse vecˇje
omrezˇne infrastrukture se poraja zahteva po nadzoru in upravljanju virov (resursov), ki
sestavljajo omrezˇje. Z vidika upravljanja nas pogosto zanima katere vire vsebuje infra-
struktura, koliko prometa gre skozi posamezne vmesnike, katerega prometa je najvecˇ in
kdaj. Pod pojmom upravljanje omrezˇja razumemo sˇirok nabor metod, aktivnosti, po-
stopkov in rabo orodij za zanesljivo vzdrzˇevanje in administriranje strojne in programske
opreme omrezˇnih virov. Upravljanje je pomembno tudi pri odpovedih in napakah v
omrezˇju. Stalno spremljanje omrezˇja nam omogocˇa, da hitreje najdemo in odpravimo
tocˇko odpovedi oziroma napake. Potrebo po upravljanju omrezˇja nam narekuje tudi
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zgodovina. V prvih letih interneta takrat imenovanega ARPANET ni bilo govora o
mehanizmih za spremljanje prometa ali nadzorovanja delovanja komponent v omrezˇni
infrastrukturi. Oktobra 1980 se je zgodila vecˇja odpoved ARPANET-a, ki je dokumenti-
rana v RFC-ju 789 [4]. Napaka je povzrocˇila popolno nedosegljivost omrezˇja za nekaj ur.
RFC 789 je sˇtudij primera specificˇnega problema, ki lahko nastane pri vecˇjih porazde-
ljenih omrezˇjih. V omenjenem RFC-ju zasledimo sklep, da bi z vgrajenim programskim
alarmnim sistemom lahko hitreje vzpostavili omrezˇje ali obcˇutno skrajˇsali cˇas odpovedi.
Administrator sistema, v katerem je vzpostavljeno orodje za upravljanje in nadzor
omrezˇja, se soocˇa z upravljanjem razlicˇnih aktivnosti. Administrator stalno spremlja
dosegljivost omrezˇnih virov. V primeru zaznane napake se lahko tako odzove hitreje,
torej sˇe preden je napaka javljena s strani koncˇnega uporabnika. Naslednja aktivnost,
pri kateri ima administrator korist, je spremljanje prometa za namene postavitve ozi-
roma prilagoditve omrezˇnih virov. Pri spremljanju prometa opazimo razlicˇne vzorce.
Ti vzorci povejo ali bi s premestitvijo kosa strojne opreme v drug segment podomrezˇja
zmanjˇsali obremenitev. Torej lahko zgolj s spremljanjem omrezˇnega prometa vplivamo
na povecˇanje zmogljivosti brez nakupa in vpeljave nove opreme. Zaznavanje vdorov je
naslednja aktivnost, ki zahteva administratorjevo obvesˇcˇenost. V primeru, da promet
prihaja iz sumljivega izvora ali je naslovljen na naslov, ki lahko predstavlja nevarnost,
se administrator ustrezno odzove. Ravno tako zˇelimo preprecˇiti ali omejiti promet, ki
vsebuje karakteristike prometa, katerega smo zˇe prepoznali, da je nevaren. Spremljanje
omrezˇja oz. spremljanje parametrov storitve predstavlja pomembno aktivnost za zago-
tavljanje podpore na podlagi dogovora o ravni storitve (angl. service level agreement,
SLA). Dogovor o ravni storitve vsebuje opis storitev, metrike in njihove sprejemljive
vrednosti, katere ponudnik omrezˇja zagotavlja strankam [1]. Sporazum navaja:
omrezˇne metrike, kot so izguba paketov, latenca, trepetanje (angl. jitter) oziroma
variabilnost zakasnitev paketov,
pricˇakovanja in odgovornosti sodelujocˇih strani,
predvideni minimalni cˇas prejema obvestila o nacˇrtovanem vzdrzˇevanju,
cˇas za odziv in razresˇitev nastalih problemov.
Kljucˇni del upravljanja omrezˇja je spremljanje njegovega delovanja (angl. Network
Monitoring). Spremljanje omrezˇij je sˇiroko podrocˇje, ki zajema aktivnosti merjenja,
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primerjanja in opazovanja delovanja racˇunalniˇskega omrezˇja. Celoten sistem, ki ga vzpo-
stavimo za spremljanje delovanja omrezˇja, bomo poimenovali sistem spremljanja omrezˇja
(angl. Network Monitoring System). S sistemom spremljanja omrezˇja opazujemo delo-
vanje notranjega omrezˇja ter zaznavamo oziroma odkrivamo napake. S spremljanjem
omrezˇja poskusˇamo zaznati in preprecˇiti potencialne napake in izpade v omrezˇju. Sis-
tem za nadzor omrezˇja zgradimo s programsko opremo oziroma s kombinacijo strojne in
programske opreme. Proces spremljanja delovanja naprav lahko izvajamo na razlicˇnih
operacijskih sistemih z mnozˇico funkcij, ki obsegajo spremljanje strezˇnikov, stikal, mobil-
nih telefonov in usmerjevalnikov. Naprave omrezˇja spremljamo po principu izprasˇevanja.
Sistem posˇilja poizvedbo v nadzorovana vozliˇscˇa ob rednih cˇasovnih intervalih. Rezul-
tati opravljenih izprasˇevanj podajo stanje omrezˇnih naprav. Na podlagi rezultatov lahko
dolocˇimo vrednosti zmogljivostnih metrik, dejavnosti in v primeru napak generiramo si-
gnale, ki opozarjajo na napako v omrezˇju. Prejeti rezultati povprasˇevanja se shranjujejo
za namene porocˇanja in spremljanja v daljˇsem cˇasovnem obdobju.
V povezavi s podrocˇjem spremljanja omrezˇja in s tem posledicˇno tudi zagotavljanjem
bolj robustnega sistema, zasledimo izraze kot so pet devetic, MTTR in ostali. Vrednost
MTTR (angl. Mean Time to Repair) oznacˇuje povprecˇni cˇas izpada storitve ali naprave.
Cˇas je merjen od trenutka izpada vse do trenutka povrnitve v popolno delujocˇe stanje.
Razpolozˇljivost (angl. avaliability) poda odstotek cˇasa dosegljivosti sistema ali storitve
v podanem cˇasovnem obdobju. V obdobju 90 dni 90% razpolozˇljivost pomeni, da je
naprava aktivna in delujocˇa 81 dni. Ostalih 9 dni je naprava neaktivna in predstavlja
parameter MTTR, ki v tem zgledu znasˇa 9 dni. Obdobje v katerem je naprava aktivna
predstavlja parameter MTBF; povprecˇni cˇas med odpovedima (angl. Mean Time Be-
tween Failure). Slednji podaja povprecˇni cˇas dosegljivosti oziroma delovanja naprave,
sistema ali dela sistema pred naslednjo odpovedjo. Merjen je od trenutka zacˇetka po-
polnega delovanja do trenutka odpovedi. Izraz pet devetic izrazˇa sistem, katerega raz-
polozˇljivost znasˇa 99,999%. Po viru [2] je izraz najbolj prepoznaven in uporabljen v
krogih upravljavcev in vodstva kadar tecˇe razprava o zmogljivosti omrezˇja. Sistem z za-
nesljivostjo petih devetic v obdobju enega leta dopusˇcˇa cˇas izpada, ki traja le 5 minut
in 15,36 sekund, uposˇtevajocˇ izvajanje vseh predvidenih vzdrzˇevanj in odpravo nastalih
napak oziroma nepredvidenih dogodkov.
V nadaljevanju si bomo ogledali tehnike oziroma metode nadzorovanja omrezˇja. Zacˇeli
bomo z enostavnejˇsimi in nadaljevali z naprednejˇsimi metodami, kot je nadzor zmoglji-
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vosti. Delitev temelji na kompleksnosti infrastrukture omrezˇja, ki ga upravljamo. Ravno
tako bomo spoznali komponente, ki sestavljajo infrastrukturo ter komunikacijske proto-
kole. Protokol SNMP (angl. Simple Network Management Protocol) igra osrednjo vlogo
pri nadzoru ter upravljanju omrezˇja in omogocˇa komunikacijo med upravljavcem in nad-
zorovanimi napravami. V naslednjih poglavjih bomo predstavili tudi strukturo podatkov,
ki se prenasˇajo med entitetami.
2.2 Nadzor dosegljivosti
Nadzor dosegljivosti naprav v omrezˇju je preprosta in najosnovnejˇsa oblika nadzora
omrezˇja. Pri tem nacˇinu preverimo ali je naprava dosegljiva. Metoda temelji na posˇiljanju
paketa ICMP (angl. Internet Control Message Protocol) ciljni napravi oz. gostitelju z
ukazom ping [5]. Uspesˇno prejetje odgovora potrjuje dosegljivost gostitelja. Vecˇina na-
prav podpira ping ne glede na operacijski sistem, zato lahko obravnavani nacˇin prever-
janja dosegljivosti uporabimo na vecˇini omrezˇnih naprav. Prejem pozitivnega odgovora
potrjuje tudi dejstvo, da na ciljni napravi sklad TCP/IP deluje pravilno. To metodo
smo opredelili kot enostavnejˇso, saj izkljucˇuje potrebo po namestitvi programske opreme
oziroma agenta na nadzorovano vozliˇscˇe. Ukaz ping poleg obhodnega cˇasa (angl. Round
trip time), ki je podan v milisekundah, belezˇi tudi izgube paketov. Po koncu postopka
prejmemo navedene informacije, ki odrazˇajo stanje in razmere v omrezˇju. S primerjavo
novo prejetega cˇasa obhoda in preteklimi vrednostmi pripravimo porocˇila, ki nudijo ad-
ministratorju omrezˇja celovit pogled nad dostopnostjo koncˇnih naprav in identifikacijo
ozkih grl, ob izpadu komunikacije pa administrator prejme ustrezno opozorilo. Poleg vseh
prednosti, kot so enostavnost implementacije in mozˇnost nadzorovanja vecˇine omrezˇnih
naprav, obstajajo tudi pomanjkljivosti. Metoda ne omogocˇa nadzora storitev, kot so
HTTP, IMAP ali SMTP. Tehnika je omejena le na nadzor naprav na omrezˇnem sloju
(angl. network layer). V omrezˇjih, kjer se z redundantnimi vmesniki ali napravami zago-
tavlja vecˇja zanesljivost, lahko obravnavana tehnika proizvede napacˇne rezultate nadzora,
saj redundantne komponente v stanju pripravljenosti obravnava kot nedosegljive, ali v
stanju odpovedi. Pri preverjanju dosegljivosti s pricˇujocˇo tehniko se generira ICMP
promet, ki je pri vecˇini omrezˇij blokiran s strani pozˇarnega zida. V tem primeru je pre-
verjanje dosegljivosti neuspesˇno. Naslednja pomanjkljivost, na katero lahko naletimo pri
generiranju ICMP prometa, je delovanje usmerjevalnikov ali ostalih omrezˇnih naprav v
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primeru visoke obremenitve. V teh primerih je obremenjenost oz. izkoriˇscˇenost CPE na
opazovani napravi visoka in lahko se zgodi, da odgovora na zahtevo ICMP ne prejmemo,
cˇeprav naprava nemoteno deluje. Razlog takega obnasˇanja je dodelitev nizˇje strezˇne
prioritete prometu ICMP. Naslednji faktor, ki ga je potrebno uposˇtevati je dejstvo, da
nekateri ponudniki internetnih storitev blokirajo promet ICMP. Vsi nasˇteti faktorji lahko
vplivajo na obhodni cˇas in na ostale parametre pri izvajanju nadzora.
Pri tehniki ping za potrebe nadzora sicer ni bilo potrebe po namestitvi programskih
orodij, storitev ali protokolov na nadzorovanih napravah. Potrebne storitve, protokoli,
demoni in programi so vkljucˇeni v predhodno namesˇcˇene operacijske sisteme in gonil-
nike. Tehnika je neinvazivna, saj na merjencu ni potrebno namestiti posebne programske
opreme, ki pri svojem delovanju zaseda razpolozˇljive vire (CPE, pomnilnik itd.) mer-
jenca. Na eni strani rokujemo z enostavno metodo, na drugi strani pa smo omejeni s
kolicˇino oz. globino podatkov, ki jih na ta nacˇin pridobimo. Druzˇino, kateri metoda
pripada, imenujemo tudi nadzorovanje brez agentov. Izraz agent na podrocˇju nadzoro-
vanja predstavlja program, ki tecˇe na opazovani napravi, katerega namen je zbiranje in
posredovanje podatkov preko omrezˇja na centralno tocˇko. Informacijo se preko omrezˇja
posˇilja v standardiziranem formatu, kot ga definira protokol SNMP, ki ga bomo podrob-
neje spoznali v prihajajocˇih razdelkih. Naprednejˇsa metoda, ki pripada druzˇini nadzo-
rovanje z agenti, vkljucˇuje tudi konfiguracijo opazovanih naprav (invazivno namesˇcˇanje
agentov na napravah, s katerih zbiramo podatke). Z namestitvijo programske opreme
na napravah pridobimo vecˇ in podrobnejˇse podatke. Z namestitvijo agentov na koncˇnih
tocˇkah pridobimo bolj robusten sistem nadzora. Poleg tega nam interakcija med predho-
dno namesˇcˇenimi agenti omogocˇa tudi izvajanje operacij upravljanja sodelujocˇih naprav
v postavljeni infrastrukturi. Skladno s pricˇakovanji so resˇitve nadzora in upravljanja
z agenti cenovno drazˇje od resˇitev brez namesˇcˇenih agentov. Na tem podrocˇju obsta-
jajo tudi odprtokodne resˇitve. Ena izmed njih je programsko orodje CACTI, ki sodi v
metodo nadzora zmogljivosti. Orodje vkljucˇuje komunikacijski protokol SNMP in sode-
lovanje agentov na koncˇnih napravah. V naslednjem razdelku sledi vpogled v metodo
nadzora, v katero sodi obravnavano orodje, nato pa sˇe pregled protokola SNMP.
8 2 Opis problema
2.3 Nadzor zmogljivosti
V tem razdelku bomo obravnavali tehniko, ki kot sestavni del infrastrukture vkljucˇuje
tudi namesˇcˇene agente na opazovanih koncˇnih tocˇkah. Agenti na nadzorovanih napra-
vah posredujejo informacije centralni tocˇki. Centralna tocˇka v tem primeru predstavlja
racˇunalnik oz. strezˇnik, na katerem se vrsˇi proces nadzora ostalih naprav. V proces
nadzora je vkljucˇeno tudi izvajanje analize pridobljenih informacij in belezˇenje omrezˇne




izguba paketov (angl. packet loss),
izkoriˇscˇenost CPE in pomnilnika.
Nadzorni sistem obicˇajno uporablja SNMP protokol za komunikacijo z nadzorovanimi
napravami. Sistem v enakih cˇasovnih intervalih posˇilja poizvedbe napravam in zbira in-
formacije zmogljivostnih parametrov. Prejete informacije se na centralni tocˇki shranijo v
podatkovno bazo, katere lahko administrator uporabi za namene porocˇil, izvajanje ana-
lize in napovedovanje bremen. Cˇasovni intervali v katerih se pridobivajo SNMP podatki
oz. statistika obicˇajno trajajo 5 minut [6]. Pri dolocˇanju dolzˇine intervala se uposˇteva
velikost omrezˇja. Interval ne sme biti prekratek, saj bi s tem obremenili omrezˇne en-
titete. Interval mora biti dovolj dolg, da lahko v cˇasu njegovega trajanju posˇljemo in
pridobimo rezultate poizvedb iz celotnega omrezˇja. Pridobljena statistika ustreza pov-
precˇni aktivnosti omrezˇnih naprav in povezav v trajanju intervala. Nadzor predstavlja le
del upravljanja omrezˇja, zato lahko infrastrukturo nadzorovanega omrezˇja predstavimo s
komponentami upravljanega omrezˇja. Infrastruktura za upravljanje je prikazana na sliki
2.1.
Komponento upravljavca predstavljata cˇlovek in aplikacija, ki tecˇe na centralizirani
tocˇki, s katere se upravlja oz. nadzoruje celotno omrezˇje. Nadzorovana naprava omrezˇno
statistiko izpostavi v upravljane objekte (angl. Managed objects). Nadzorovana naprava
predstavlja omrezˇne vire, kot so strezˇniki, usmerjevalniki, koncˇne postaje (PC-ji, delovne
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Slika 2.1 Komponente arhitekture upravljanja omrezˇja. Modre pusˇcˇice predstavljajo komunikacijo med upravljavcem in
nadzorovanimi napravami preko protokola SNMP.
postaje) itd. Upravljani objekti, ki so predstavljeni kot zbirka nadzorovanih parame-
trov, so zbrani v bazi upravljavskih informacij (angl. Management Information Base,
MIB). Na vsaki nadzorovani napravi tecˇe agent, ki komunicira z upravljavcem. Protokol
za upravljanje omogocˇa upravljavcu posˇiljanje poizvedb upravljanim napravam. Ravno
tako lahko agenti brez predhodno poslane poizvedbe upravljavca obvestijo o izjemnih in
nenavadnih dogodkih. SNMP je protokol aplikacijskega sloja in je tudi sestavni del IETF
(angl. Internet Engineering Task Force) standarda, ki definira celotno zbirko tehnologij
za upravljanje TCP/IP omrezˇja [7]. Ogrodje, ki ga definira standard, naslavlja definicijo
baze upravljavskih informacij, jezik za definicijo objektov v bazi upravljalskih informacij,
protokol SNMP in varnost. Poglejmo si posamezno komponento nekoliko podrobneje.
2.3.1 Baza upravljavskih informacij
Upravljana naprava vsebuje zbirko upravljanih objektov, v kateri vrednosti objektov
odrazˇajo trenutno stanje naprave. Te vrednosti agent centralnemu upravljavcu posˇlje
s SNMP sporocˇilom, kot odgovor na poizvedbo ali pa v obliki sporocˇila ob izjemnem
dogodku v omrezˇju. Objekti so v MIB definirani z jezikom SMI (angl. Structure of
Management Information), ki temelji na Abstract Syntax Notation One (ASN.1) [8].
Objekti so zdruzˇeni v tako imenovane MIB module. Za standardizacijo MIB modulov
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Slika 2.2 ASN.1 drevo identifikatorjev objektov [1].
omrezˇne opreme skrbi telo IETF. Zaradi velikega sˇtevila standardiziranih modulov in
potrebe po identifikaciji posameznega objekta v modulu je IETF sprejel standardizirano
poimenovanje organizacije ISO, ki predstavlja podmnozˇico standarda ASN.1. Poimeno-
vanje objektov je hierarhicˇno urejeno z drevesom identifikatorjev. Vsaka tocˇka v drevesu
je identificirana z zaporedjem imen ali sˇtevilk, ki dolocˇajo pot od korena do tocˇke v
drevesu. Na vrhu drevesa najdemo organizacije za standardizacijo, pod dolocˇenim zapo-
redjem pa najdemo definicijo standardiziranih MIB modulov. Na sliki 2.2 je prikazano
pricˇujocˇe drevo objektov. Oglejmo si kot primer zaporedje 1.3.6.1.2.1.11, ki predsta-
vlja definicijo modula protokola SNMP, ki vsebuje informacije o delovanju protokola na
obravnavanem sistemu. Cˇe slednjemu zaporedju dodamo niz .2 bo predstavljal pa-
rameter snmpOutPkts, ki vsebuje sˇtevilo SNMP sporocˇil posredovanih s strani SNMP
protokola. Za definicijo objektov in parametrov se uporablja jezik SMI, ki ga bomo
obdelali v naslednjem podpoglavju.
2.3.2 Jezik SMI
Jezik SMI je prilagojena podmnozˇica ASN.1, ki se uporablja za definicijo upravljanih
objektov. Po [9] je obravnavani jezik razdeljen na tri dele: definicijo objektov, defini-
cijo modulov in definicijo obvestil. Pri definiciji objekta se uporabi makro OBJECT-TYPE,
ki specificira podatkovni tip, status in pomen definiranega objekta. Slednji konstrukt
zahteva prisotnost sˇtirih sklopov. Sklop SYNTAX dolocˇa podatkovni tip definiranega
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objekta in lahko zavzame enega izmed 11 osnovnih podatkovnih tipov, ki so definirani
v RFC 2578: INTEGER, Integer32, Unsigned32, OCTET STRING, OBJECT IDEN-
TIFIER (poimenovanje objektov), IPaddress, Counter32, Counter64, Gauge32 (nenega-
tivno sˇtevilo), TimeTicks (pretecˇeni cˇas od dogodka izrazˇen v 1/100 sekunde) in Opaque.
Sklop MAX-ACCESS dolocˇa ali lahko objekt beremo, piˇsemo, ga ustvarimo in ali je vrednost
objekta vkljucˇena v obvestilo (accessible-for-notify). Sklop STATUS navaja ali je definicija
objekta veljavna, zastarela, ali opusˇcˇena. Sklop DESCRIPTION navaja cˇloveku prijaznejˇso
razlago definiranega objekta. Kot primer si oglejmo definicijo objekta ipInDiscards,
ki je definiran v RFC4293 [10]. Zadnja vrstica kode 2.1 predstavlja ime objekta. Cˇe
navedeni primer izrazimo z zaporedjem sˇtevilcˇnih identifikatorjev, bi mu ustrezal zapis
1.3.6.1.2.1.4.8.
Koda 2.1 Objekt ipInDiscards definira sˇtevec, ki belezˇi sˇtevilo zavrzˇenih IP datagramov. Z vpeljavo definicije objekta
ipSystemStatsInDiscards je postalo stanje pricˇujocˇega objekta opusˇcˇeno (angl. deprecated).





”The number o f input IPv4 datagrams f o r which no problems
were encountered to prevent t h e i r cont inued proces s ing , but
which were d i s carded ( e . g . , f o r l ack o f bu f f e r space ) . Note
that t h i s counter does not inc lude any datagrams d i scarded
whi le await ing re−assembly .
This ob j e c t has been deprecated , as a new IP vers ion−neut ra l
t ab l e has been added . I t i s l o o s e l y r ep laced by
ipSystemStats InDiscards . ”
: := { ip 8 }
Pri povezovanju posameznih objektov v MIB module se uporabi makro MODULE-IDENTITNY.
Navedeni primer objekta ipInDiscards je vkljucˇen v definicijo MIB modula za protokol
IP, ki je specificiran v RFC 4293. Poleg protokola IP navedimo sˇe MIB modula za TCP
in UDP, ki sta zapisana v RFC4022 [11] in RFC4133 [12]. Vsi moduli poleg definicij
objektov vsebujejo tudi kontaktne informacije avtorjev modula, zgodovino revizij, da-
tum zadnje spremembe in tekstovni opis modula. S konstruktom NOTIFICATION-TYPE
definiramo informacijo v obvestilih, katera so poslana ob izrednih dogodkih. Poslano
sporocˇilo vsebuje opis, kdaj se obvestilo posˇlje ter seznam vkljucˇenih vrednosti.
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2.3.3 SNMP protokol
Protokol skrbi za prenos nadzorovanih podatkov, ki so predstavljeni kot baza upravlja-
vskih informacij. SNMP se je razvil v treh verzijah. Poleg novih funkcionalnosti so se
razvijali tudi varnostni mehanizmi, ki so bili predhodno predmet kritike. SNMP je proto-
kol aplikacijske plasti in uporablja transportni protokol UDP [13]. Deluje v dveh nacˇinih:
zahteva-odgovor (angl. request-response) in obvestilo (angl. trap message). Pri prvem
nacˇinu upravljavska entiteta posˇlje zahtevo nadzorovani enoti, na kateri SNMP agent
prejeto zahtevo izvede in nanjo odgovori. Prejeta zahteva lahko predstavlja poizvedbo
po upravljavskih podatkih ali nastavitev vrednosti v MIB objektu. Pri drugem nacˇinu
delovanja nadzorovana enota upravljavcu posˇlje obvestilo o dogodku. Agent zahtevo
prejme na UDP vratih 161, upravljavci pa poslusˇajo na vratih 162, na katera so obicˇajno
naslovljena SNMP obvestila (angl. trap). Navedena vrata se uporabljajo privzeto, ven-
dar nekateri produkti omogocˇajo spremembo le-teh. V tem primeru je potrebno agente
in upravljavsko entiteto primerno nastaviti. SNMP operacije so posredovane s sporocˇili.
Za vsako operacijo je definirana podatkovna enota protokola (angl. Protocol Data Unit).
Razlicˇice podatkovne enote protokola so prikazane na sliki 2.3. V RFC 3416 [14] je
definiranih sedem tipov podatkovnih enot, ki jih agent in upravljavec uporabljata za
medsebojno komunikacijo.
Podatkovne enote GetRequest, GetNextRequest in GetBulkRequest se posˇiljajo v smeri
od upravljavca proti agentu. Nasˇtete enote predstavljajo poizvedbo po vrednostih enega
ali vecˇ MIB objektov z naprave, na kateri prebiva agent. Po katerih vrednostih je bila
zahteva poslana, je navedeno v posebnem odseku podatkovne enote imenovanem Vari-
able Bindings, ki vsebuje pare ime-vrednost, s katerimi se oznacˇuje definirane objekte
in njim pripadajocˇe vrednosti. Podatkovne enote protokola se med seboj razlikujejo
po obsegu zahtevanih podatkov. S sporocˇilom tipa GetRequest lahko poizvedujemo po
poljubnem nizu MIB vrednosti. Sporocˇilo tipa GetNextRequest se uporablja za branje
vrednosti v tabeli ali seznamu MIB objektov. Zahteva slednjega tipa je uporabna pred-
vsem pri zajemu podatkov ene ali vecˇ vrstic v dinamicˇni tabeli. Kadar zˇelimo prenesti
vecˇji segment tabele naenkrat, to storimo s posˇiljanjem sporocˇila tipa GetBulkRequest.
V tem primeru z eno zahtevo dostopamo do vecˇje kolicˇine podatkov brez vnovicˇnega
posˇiljanja sporocˇila GetNext. Vecˇ MIB objektov lahko zahtevamo tudi z operacijo Get,
ki jo posˇljemo s sporocˇilom GetRequest, vendar so velikosti sporocˇila pogojena z zmo-
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gljivostmi agenta. Agent po prejetju zahteve odgovori s sporocˇilom tipa Response, ki
vsebuje identifikatorje zahtevanih objektov in njim pripadajocˇe vrednosti. Kadar zˇelimo
spremeniti vrednost objekta uporabimo operacijo Set. Upravljavec ima mozˇnost spre-
minjanja vrednosti vecˇjemu sˇtevilu objektov hkrati. Vrednosti lahko spreminjamo le
tistim objektov, ki imajo to omogocˇeno v MIB, ravno tako pa mora imeti upravljavec
pisalni dostop do objektov na agentu. Ob uspesˇni nastavitvi objekta agent odgovori
s sporocˇilom Response s kodo napake 0, ki oznacˇuje, da pri nastavitvi do napake ni
priˇslo. Z drugo verzijo protokola SNMP je priˇsel tudi mehanizem za komunikacijo med
upravljavci. Za ta namen se uporablja sporocˇilo tipa InformRequest, s katerim se po-
sreduje vrednosti MIB objektov. Prejemnik se na uspesˇen prejem sporocˇila odzove s
posˇiljanjem sporocˇila Response s kodo napake enako 0. Opisani tipi sporocˇil predsta-
vljajo bodisi zahtevo bodisi odgovor. Naslednji tip sporocˇil so obvestila, ki predstavljajo
nacˇin, s katerim agenti obvestijo upravljavce o dolocˇenem dogodku. Po prejemu obve-
stila se agentu potrditve ne posˇlje. Upravljavec prejeto obvestilo pravilno interpretira le
v primeru, da razume informacijo, ki jo nosi obvestilo. Obvestilo se najprej identificira
na podlagi splosˇne sˇtevilke pasti. Definiranih je sedem pasti (0-6). Prvih sˇest oznacˇuje
dogodke kot so ponovni zagon agenta, ponovna inicializacija agenta, odpoved ali zagon
vmesnika in nepooblasˇcˇeni dostop. Sˇtevilo 6 oznacˇuje past, ki je lastna proizvajalcem
opreme ali uporabnikom, ki ne sodijo med ostale splosˇno definirane pasti. Pasti proizva-
jalcev so podrobneje identificirane s specificˇnimi identifikatorji, kateri so uvrsˇcˇeni pod
vejo enterprises v MIB drevesu. Obvestila, ki jih je definiral Cisco v MIB drevesu, tako
predstavimo z zaporedjem iso.org.dod.internet.private.enterprises.cisco ali s sˇtevilcˇnimi
identifikatorji 1.3.6.1.4.1.9. Pri splosˇnih obvestilih gre za prenos vrednosti objektov, ki
so vgrajeni oz. vsebovani tako v agentu kot v upravljavcu. Pri specificˇnih obvestilih pa
je vsebina obvestila odvisna od proizvajalca.
Prvi verziji protokola predstavita pojem skupnosti (angl. Community) za vzpostavi-
tev zaupanja med agentom in upravljavcem [13]. Pogoj za uspesˇno komuniciranje med
agentom in upravljavcem je nastavitev vsaj enega imena skupnosti. Ime skupnosti igra
vlogo gesla in omejuje aktivnosti, ki se izvajajo med komunikacijo na bralne aktivnosti,
bralno-pisalne aktivnosti in prejem obvestil. Kadar SNMP upravljavec posˇlje zahtevo
agentu, se ime skupnosti upravljavca in ime skupnosti agenta primerjata. Cˇe se niza
ujemata, se upravljavec uspesˇno avtenticira in agent odgovori na zahtevo. Ime skupnosti
se posˇilja kot odkrito besedilo, zato je priporocˇljivo definirati obvestila, ki se posˇljejo ob
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Slika 2.3 Slika prikazuje podatkovni enoti protokola SNMP [1]. Zgornji del slike predstavlja podatkovno enoto sporocˇila tipa
zahteva-odgovor. Podatkovna enota obvestila je prikazana na spodnjem delu slike.
vsakem neuspesˇnem poskusu avtentikacije. Najvecˇja tezˇavo SNMPv1 in SNMPv2 pred-
stavlja varnost. Varnost je vprasˇljiva pri prenosu imena skupnosti. Agent in upravljavec
enkripcije namrecˇ ne izvajata. Vsakdo v omrezˇju, ki prislusˇkuje prometu, lahko prestrezˇe
ime skupnosti in s tem pridobi nadzor nad nadzorovanimi napravami. Tveganje nekoliko
zmanjˇsamo s pozˇarnim zidom, s katerim omejimo prejem SNMP zahtev le s poznanih
racˇunalnikov. Zgolj z omejitvijo naslovov, s katerih naprava prejemlje SNMP zahteve,
ne dosezˇemo popolne varnosti. Vecˇjo varnost zagotovimo, cˇe SNMP promet ni viden niti
zunaj omrezˇja niti v dolocˇenih delih lokalnega omrezˇja. Ukrep zahteva ustrezno nasta-
vitev pozˇarnega zidu in usmerjevalnikov, s katerimi blokiramo nezˇelene SNMP pakete.
Cˇe uporabljamo SNMPv1 ali SNMPv2 in zˇelimo nadzorovati omrezˇje od doma, se mo-
ramo zavedati nizˇje zasebnosti SNMP prometa, ki potuje po internetu. Cˇe nacˇrtujemo
nadzor in upravljanje oddaljenega omrezˇja, viˇsjo zasebnost dosezˇemo z vzpostavitvijo
navideznega zasebnega omrezˇja (angl. Virtual Private Network, VPN) ali drugo obliko
tuneliranja prometa. V tem primeru boljˇso resˇitev predstavlja uporaba spletnega vme-
snika, ki z integracijo strezˇniˇskih resˇitev omogocˇa tudi druge varnostne mehanizme kot
je SSL. Pomanjkljivost varnosti prvih dveh verzij protokolov naslavlja SNMPv3. Tre-
tja verzija protokola poleg avtentikacije na podlagi imen skupnosti, ki se uporablja pri
verziji 1 in 2, definira tudi avtentikacijo na osnovi uporabniˇskih imen. Pri avtentikaciji
uporabnikov se uporabljajo MD5 [15] ali SHA [16] algoritmi, ki preprecˇujejo nesˇifrirano
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posˇiljanje imena skupnosti. Celotno SNMP sporocˇilo se kriptira (sˇifrira) z DES ali AES
algoritmom. SNMPv3 definira tudi nadzor dostopa, s katerim omejimo pravice dostopa
do MIB objektov. Uporabniku dolocˇimo, do katerih objektov ima dostop ter katere
operacije lahko izvaja nad temi objekti.
2.4 Pregled orodij
V pricˇujocˇem poglavju bomo spoznali le nekaj orodij za nadzor in upravljanje omrezˇij.
Administratorji omrezˇij imajo na voljo sˇirok nabor resˇitev, med katerimi se odlocˇajo na
podlagi zahtev in izzivov, ki jih bo orodje resˇevalo. Razlicˇna omrezˇja imajo razlicˇne
potrebe nadzora in upravljanja. Pri manjˇsih omrezˇjih iˇscˇemo naprimer ugodne resˇitve z
enostavno vzpostavitvijo in uporabo ter s cˇim sˇirsˇim spektrom funkcionalnosti. Na voljo
je veliko odprtokodnih resˇitev, ki so prilagodljive v smislu obsega nadzora in upravljanja
ter nacˇina prikaza pridobljenih informacij in obvestil. Na voljo je veliko odprtokodnih
produktov, saj je podrocˇja nadzora in upravljanja omrezˇja zelo sˇiroko. Poleg tega je
nemogocˇe razviti orodje, ki bi pokrilo vsa podrocˇja. Nestandardne pristope opazimo tudi
pri komercialnih resˇitvah. SNMP protokol, ki smo ga obravnavali v prejˇsnjih razdelkih,
je le en nacˇin komunikacije med omrezˇnimi entitetami. Preden se bomo lotili podrobne
obravnave orodja CACTI, bomo grobo preucˇili sˇe orodja OpenNMS in PRTG (angl.
PRTG Network Monitor).
2.4.1 OpenNMS
OpenNMS [17] je odprtokodno orodje, ki se osredotocˇa na nadzor storitev, naprav, dogod-
kov in obvestil. Orodje omogocˇa nadzor vecˇ kot 25 storitev, vkljucˇno s HTTP, HTTPS,
DHCP in DNS. Vsaki storitvi privzeto posˇlje poizvedbo po zmogljivostnih informacijah
v 5 minutnih cˇasovnih intervalih. V primeru zaznave odpovedi se frekvenca povprasˇevanj
spremeni. Naslednja funkcionalnost je nadzor omrezˇnih naprav. OpenNMS povprasˇuje
SNMP agente in prejete podatke hrani s pomocˇjo orodja RRDTool. RRDTool orodje
bomo podrobneje predstavili skupaj z orodjem Cacti. Prejete podatke obdela in jih
prikazˇe v spletnem vmesniku. Pri obsezˇnejˇsih omrezˇjih je rocˇna nastavitev SNMP agentov
cˇasovno drago opravilo, zato je potrebno proces v cˇim vecˇji meri avtomatizirati. Orodje
ima definiran poseben identifikator sistema (systemOID), ki se ujema z identifikatorjem
naprav. To omogocˇa pravkar odkritim napravam v omrezˇju posredovanje nadzorovanih
objektov brez posredovanja administratorjev. Tretje podrocˇje funkcionalnosti je prejem
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obvestil in nadzor dogodkov kot odgovor na prejeta obvestila. Poleg obicˇajnih obvestil ob
izpolnitvi pogojev omogocˇa tudi vkljucˇitev SNMP obvestil in PERL skript. OpenNMS
je na voljo za vecˇino Linux distribucij, OS X in sistem Windows.
2.4.2 PRTG
PRTG je programska oprema razvijalcev Paessler, ki tecˇe na platformah Windows [18].
Orodje nudi prosto dostopno in komercialno razlicˇico. Podatke o omrezˇju pridobiva s
pomocˇjo protokola SNMP, s prestrezanjem prometa in s storitvijo NetFlow. Cisco je raz-
vil storitev NetFlow za analiziranje prometa IP in nadzorovanje ostalega prometa. Osre-
dnji komponenti NetFlow-a sta zbiralec in analizator. Usmerjevalnik, ki ima omogocˇeno
opcijo NetFlow, generira zapise. Zapisi se nato prenesejo iz usmerjevalnika na zbiralnik,
kjer jih analizator obdela in predstavi v prijaznejˇsi obliki. PRTG pokriva sˇiroko podrocˇje
nadzora omrezˇij z vecˇ kot 200 tipi senzorjev. Senzorji pokrivajo nadzor aplikacij, stori-
tev in strojne opreme. Locˇijo se po komponentah katere spremljajo, najdemo pa tudi
senzorje, ki se razlikujejo le po uporabljenem protokolu za prenos informacij. Uporabnik
do stanja in porocˇil o omrezˇju dostopa preko spletnega vmesnika ali samostojne aplika-
cije. Orodje omogocˇa tudi nadzor preko IPv6, ki vkljucˇuje tudi prejem SNMP prometa.
Jedro arhitekture orodja je centralizirani strezˇnik, ki upravlja s sondami na oddaljenih
napravah in hrani upravljane podatke. Status, porocˇila in obvestila so dosegljivi na sple-
tnem strezˇniku. Centralni strezˇnik in sonde na oddaljenih napravah tecˇejo kot Windows
storitve. Naslednji element PRTG arhitekture so sonde (angl. probes), katerih vloga
ustreza obravnavani vlogi agenta v predstavljeni arhitekturi v prejˇsnjih razdelkih. Sonda
predstavlja skupek definiranih senzorjev, ki izvajajo meritve in rezultate samodejno po-
sredujejo strezˇniku. V primeru odpovedi povezave med centralno tocˇko in oddaljeno
sondo se meritve na sondi nadaljujejo in shranjujejo lokalno. Ob vzpostavitvi povezave
se podatki posredujejo strezˇniku. Pri nadzoru oddaljenih omrezˇij se uporablja varnostni
mehanizem SSL. Administrator omrezˇja pri uporabi pricˇujocˇega orodja prejme obvestilo
o novo dodani napravi v omrezˇje. Administrator nato dolocˇi katere meritve se bodo na
dodani napravi izvajale.
2.4.3 Izbira orodja
V grobem smo spoznali resˇitvi PRTG in OpenNMS kot primera komercialnih oz. odprto-
kodnih resˇitev. Podobna orodja na podrocˇju nadzorovanja omrezˇij so sˇe Nagios, MRTG,
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SevOne, Solarwinds itd. Razlicˇna orodja predstavljajo razlicˇne pristope pri izvajanju
nadzora omrezˇnih komponent. Orodja se razlikujejo po uporabljenih protokolih in teh-
nologijah kot so SNMP, NetFlow, ICMP, MySQL, HTTP in VoIP [19]. Nekatera orodja
omogocˇajo tudi analizo prometa in spremljanje uporabljenih usmerjevalnih protokolov
in spremljanje usmerjevalnih tabel. Naslednja tocˇka, v kateri se orodja razlikujejo, so
napovedi trendov. Orodje predvidi katera naprava bo dosegla najvecˇjo mozˇno obreme-
nitev in s tem uporabniku omogocˇa izvajanje preventivnih ukrepov. Poleg spremljanja
strojne opreme se razlike kazˇejo tudi pri podpori spremljanja viˇsjenivojskih metrik, kot
so odzivnost aplikacij in podatkovnih baz.

3 Orodje Cacti
V prejˇsnjih razdelkih smo spoznali orodji, katerih funkcionalnosti so poleg nadzora do-
polnjevale tudi operacije upravljanja z omrezˇnimi napravami. V nadaljevanju se bomo
posvetili orodju Cacti in njegovi osnovni funkcionalnosti.
3.1 Pregled orodja
Orodje Cacti je odprtokodna resˇitev za nadzor omrezˇnih komponent, ki temelji na MySQL
in PHP-ju [20]. Cacti predstavlja nivo uporabniˇskega vmesnika orodja RRDTool, s
pomocˇjo katerega se podatki hranijo, vizualizirajo in periodicˇno zbirajo.
Operacije orodja Cacti delimo na naloge pridobivanja, shranjevanja in predstavitve
podatkov. Podatke pridobimo z izvajanjem aplikacije ob konstantnih cˇasovnih interva-
lih. Privzeto Cacti uporablja PHP skripto cmd.php primerno za manjˇse infrastrukture.
Z obsezˇnejˇso infrastrukturo pa se poraja potreba po hitrejˇsem povprasˇevanju. V tem pri-
meru je priporocˇena uporaba aplikacije Spine, ki izkoriˇscˇa vecˇopravilnost modernih ope-
racijskih sistemov in strojne opreme. Za prenos podatkov se uporablja protokol SNMP.
Nalogo shranjevanja podatkov vrsˇi orodje RRDTool. RRDTool omogocˇa hranjenje vrste
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podatkov posameznih zaporednih cˇasovnih intervalov z razlicˇnih naprav. Pretekle oz.
zgodovinske podatke obdeluje s funkcijami kot so povprecˇje, minimum in maksimum. S
takim nacˇinom obdelovanja podatkov ohranjamo najmanjˇso zasedenost pomnilniˇskega
prostora. RRDTool ima vgrajena orodja za predstavitev podatkov v graficˇni obliki. Na-
pisan je v programskem jeziku C in je bil razvit za namene obdelave podatkov posameznih
cˇasovnih intervalov, kot so podatki o pasovni sˇirini, obremenjenosti CPE itd. Podatke
prejete v nastavljivem cˇasovnem intervalu analizira in rezultate predstavi v graficˇni obliki.
Podatki se shranjujejo v datotekah s koncˇnico .rdd. Sˇtevilo zapisov v datoteki se nikoli
ne povecˇuje, ker se stari zapisi konstanto briˇsejo. V primeru, da podatki niso na vo-
ljo, RRDTool shrani zapis v datoteko z vrednostjo *UNKNOWN* [21]. RRDTool bomo
podrobneje spoznali v nadaljevanju.
Cacti za svoje nemoteno delovanje potrebuje spletni strezˇnik, MySQL podatkovno
bazo, Net-SNMP in PHP. Razvit je kot spletni vmesnik, zato za delovanje potrebuje
spletni strezˇnik. Za optimalno delovanje je priporocˇena uporaba strezˇnikov Apache ali
Microsoftova resˇitev IIS. MySQL podatkovna baza se uporablja za hranjenje vseh infor-
macij povezanih s prikazom, nastavitvah in podatkov o uporabnikih. Net-SNMP pred-
stavlja programski nabor za uporabo in prilagoditev SNMP protokola. Programski nabor
vsebuje ukaznovrsticˇne aplikacije, graficˇni pregledovalnik MIB objektov, demon za pre-
jem SNMP obvestil in SNMP agenta. Cacti je napisan v programskem jeziku PHP, zato
potrebuje predhodno namestitev PHP paketa [3].
3.2 RRDTool
Orodje RRDTool predstavlja hrbtenico orodja Cacti, ki skrbi za shranjevanje in graficˇno
predstavitev podatkov. Prejeti podatki se iz razlicˇnih podatkovnih virov shranjujejo v
datoteke RRD po metodi FIFO (angl. first in first out). Shranjevanje in predstavi-
tev podatkov brez nadaljnje obdelave bi zahtevalo ogromno pomnilniˇskega prostora. V
eni RRD datoteki so definirani razlicˇni arhivi imenovani RRA-ji (angl. Round Robin
Archives), ki omogocˇajo temelje za agregiranje podatkov. V datoteki arhive sestavlja
vsakodnevni, tedenski, mesecˇni ali celo letni arhiv. Opisani nacˇin hranjenja podatkov ne
zahteva posebne oblike in vrste podatkov. Podatki, ki jih RRDTool sprejme in shrani,
so v obliki izmerjenih vrednosti s pripadajocˇimi cˇasi meritve. Za dostop in manipulacijo
podatkov v .rrd datotekah orodje nudi naslednje ukaze:
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Slika 3.1 Slika prikazuje metodo shranjevanja v RRD datoteko s tremi definiranimi arhivi [3]. Velikost RRD datoteke je
nespremenljiva.
create za generiranje in nastavitev novih RRD datotek,
update za shranjevanje novih vrednosti v datoteko,
graph za predstavitev podatkov v graficˇni obliki,
dump za izpis vsebine v XML formatu v datoteko ali na standardni izhod,
fetch za zajem podatkov iz navedene datoteke.
Nasˇteli smo le nekaj ukazov, s katerimi se rokuje pri obdelavi podatkov. Primer upo-
rabe ukaza si bomo ogledali tudi pri naslednjem zgledu iz vira [3]. Primer obravnava
RRD datoteko s tremi arhivi, ki so prikazani na sliki 3.1. Rezultati povprasˇevanj s pet
minutnim korakom se hranijo v prvem arhivu. Drugi arhiv hrani rezultate agregacije
podatkov za 20 minutni interval. Agregirani podatki se hranijo tudi v tretjem arhivu, v
katerem podatki predstavljajo obdobje ene ure.
Surovi podatki prispejo vsakih pet minut. Ob prejetju podatkov se osvezˇi celotna
RRD datoteka. Po vsaki osvezˇitvi datoteke se v prvi arhiv zapiˇsejo pravkar prejeti
podatki. Po poteku 20 minut se podatkovna mnozˇica v prvem arhivu agregira in zapiˇse
v drugi arhiv. Obdelani podatki v drugem arhivu odrazˇajo pogled na cˇasovno obdobje
20 minut. Enak proces se izvede po poteku ene ure. Podatki prvega arhiva se zdruzˇijo
in zapiˇsejo v tretji enourni arhiv, ki nudi sˇirsˇi pogled. Vsak izmed arhivov je omejen
s kapaciteto shranjenih podatkov. Ko je ta kapaciteta zasedena, vsak naslednji vnos
prepiˇse najstarejˇsi zapis. Ta nacˇin zagotavlja, da se velikost datoteke RRD ne spreminja
in ostaja enaka od samega zacˇetka. Slaba stran opisanega nacˇina delovanja je izguba
22 3 Orodje Cacti
podrobnih podatkov. Poglejmo si primer sˇe z ustreznimi ukazi orodja, ki ga prikazuje
koda 3.1.
Koda 3.1 Definicija datoteke s podatkovnim virom in tremi arhivi [3].
r r d t o o l c r e a t e t e s t . r rd −− s tep 300 \
DS: data :GAUGE: 6 0 0 :U:U \
RRA:AVERAGE: 0 . 5 : 1 : 1 6 \
RRA:AVERAGE: 0 . 5 : 4 : 1 6 \
RRA:AVERAGE: 0 . 5 : 1 2 : 1 6
Zastavica --step dolocˇa dolzˇino intervala v sekundah, s katerim se bodo podatki
zapisovali v datoteko. Primer navaja dolzˇino pet minut, kar je tudi privzeta dolzˇina.
Druga vrstica dolocˇa podatkovni vir datoteke imenovan data. Podatkovni vir je defi-
niran kot gauge podatkovni tip, ki se uporablja za podajanje temperature ali sˇtevilo
procesov. Zadnja parametra dolocˇata najmanjˇso in najvecˇjo sprejemljivo vrednost [22].
Za podatkovni vir brez omejitev zapiˇsemo vrednost U. Cˇe v 600 sekundah ne prispejo novi
podatki, se vrednost postavi na *UNKNOWN*. Za boljˇse razumevanje si definirajmo
pojem podatkovna tocˇka (angl. data point). Datoteka v primeru vsebuje tri arhive. Vsak
arhiv lahko hrani 16 podatkovnih tocˇk. V prvem arhivu vsaka podatkovna tocˇka odrazˇa
pet minutno cˇasovno obdobje. Z vsemi tocˇkami v prvem arhivu pokrivamo 80 minu-
tno obdobje. V drugem arhivu vsaka podatkovna tocˇka predstavlja agregirane podatke
zadnjih sˇtirih rezultatov poizvedb. Drugi arhiv lahko tako pokrije najvecˇ 320 minut.
Z agregacijo posplosˇujemo in nizˇamo natancˇnost podatkov. Podatkovna tocˇka tretjega
arhiva vsebuje agregirane podatke zadnjih dvanajstih povprasˇevanj in nudi pogled na
enourno obdobje. Agregacija podatkov nam v tem primeru omogocˇa hranjenje podatkov
tudi do 16 ur nazaj. Ob hranjenju podatkov za vecˇ kot zadnjih 80 minut, je potrebna
agregacija podatkov, s katero izgubljamo podatkovno granularnost. Privzete definicije





V oklepaju je navedena raven locˇljivosti shranjenih podatkov. V vseh definicijah se
podatki pred zapisom povprecˇijo. Pri orodju Cacti je privzeta dolzˇina intervala med
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Slika 3.2 Do spletnega vmesnika dostopimo z naslovom http://<streznik>/cacti/.
povprasˇevanji pet minut. Najbolj podrobni podatki so vsebovani v dnevnem arhivu.
Zaradi velikosti RRD datoteke, se ti podrobni podatki po dveh dneh hranjenja izgubijo.
Cacti omogocˇa nastavitev locˇljivosti in s tem cˇas hranjenja podrobnih podatkov, vendar
se velikost datoteke obcˇutno povecˇa.
3.3 Spletni vmesnik
V podpoglavju 3.1 smo nasˇteli pogoje, ki morajo biti izpolnjeni za uspesˇno namesti-
tev orodja. Do orodja po namestitvi dostopamo preko spletnega vmesnika na naslovu
http://<streznik>/cacti/. Pri prvem dostopu se izvedejo sˇe zadnji koraki namesti-
tve. Pri zadnjem koraku potrdimo poti predhodno namesˇcˇenih orodij in aplikacij. Poleg
poti do orodij RRDTool, PHP in Net-SNMP, nastavimo tudi pot do dnevniˇske datoteke
orodja Cacti. Po koncˇani namestitvi je orodje pripravljeno za uporabo s privzeto apli-
kacijo za povprasˇevanje cmd.php. Funkcionalnosti in mozˇnosti, ki nam jih nudi Cacti,
bomo spoznali preko spletnega vmesnika, ki je prikazan na sliki 3.2. Po vpisu vse opera-
cije in aktivnosti pri upravljanju orodja izvajamo z vlogo administratorja. Zacˇetna stran
se imenuje Console, do nje pa imajo dostop le administratorji in uporabniki s posebnimi
skrbniˇskimi pravicami.
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3.3.1 Zavihek Console
Zavihek Console je mesto s katerega upravljamo nasˇe obravnavano orodje. Tu dodajamo
nadzorovane naprave, uporabnike in definiramo grafe. Naprava v orodju Cacti predstavlja
poleg usmerjevalnikov in racˇunalnikov tudi strezˇnike. Razdelek Create nudi enostavno
definiranje grafov za dolocˇeno nadzorovano napravo. Razdelek Management omogocˇa
upravljanje z napravami, grafi, podatkovnimi viri in drevesi grafov. Opise metod in
nacˇinov, s katerimi Cacti pridobiva podatke s ciljnih sistemov in naprav, najdemo pod
razdelkom Collection Methods. Tukaj rokujemo s podatkovnimi poizvedbami, kot so
SNMP metode ali zunanje poizvedbe zunanjih skript. Pod razdelkom Templates najdemo
definicije predlog razlicˇnih tipov grafov, podatkovnih struktur in koncˇnih uporabnikov.
Zˇe obstojecˇe definicije nam omogocˇajo enostavno zdruzˇevanje podatkovnih predlog (angl.
data templates) v definicije grafov (angl. graph templates), ali podatkovne poizvedbe
v predloge razlicˇnih tipov koncˇnih sistemov (angl. host templates). Mozˇnosti uvoza
ali izvoza predlog najdemo pod razdelkom uvoz/izvoz (angl. Import/Export). Cacti
omogocˇa izvoz ali uvoz tujih predlog zapisanih v razsˇirljivem oznacˇevalnem jeziku XML.
V okviru razdelka Configuration je mocˇ spremeniti sledecˇe parametre:
raven belezˇenja v dnevniˇske datoteke,
razlicˇico protokola SNMP,
lastnosti SNMP protokola (niz skupnosti, sˇtevilo ponovitev poizvedbe, dolzˇino in-
tervala, v katerem pricˇakujemo odgovor na poizvedbo),
sˇtevilo niti in tip aplikacije za poizvedovanje (cmd.php, spine),
sˇtevilo objektov na SNMP Get zahtevo,
izvoz in graficˇne podobe grafov,
avtentikacijsko metodo (protokol LDAP (angl. lightweight directory access proto-
col), avtentikacija na podlagi spletnega strezˇnika in lokalno).
Razdelek Utilities nam omogocˇa dostop in vpogled v dnevniˇske datoteke ter dostop
do sistemskih informacij, kot so sˇtevilo niti, verzija orodja Cacti, sistemske spremenljivke
itd.
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3.3.2 Zavihek Graphs
Po koncˇani nastavitvi orodja in dodajanju nadzorovanih naprav in sistemov ter defini-
ranju grafov sledi izvajanje nadzora. Koncˇni uporabnik v obravnavanem zavihku skozi
mnozˇico grafov spremlja aktivnosti in stanje naprav. Vse opazovane naprave v orodju
Cacti so organizirane v hierarhicˇna drevesa, s pomocˇjo katerih se razlicˇnim uporabnikom
omeji obseg opazovanja. Organiziranje naprav v drevo administratorju omrezˇij oz. upo-
rabniku orodja Cacti omogocˇa segmentiranje in logicˇno delitev naprav razlicˇnih omrezˇij
in s tem uporabniku omogocˇa enostaven pregled nad napravami grupiranimi po segmentu
omrezˇja, ali celo fizicˇni lokaciji.
Funkcionalnosti in mozˇnosti orodja smo grobo spoznali skozi spletni vmesnik. Po-
drobnejˇso obravnavo funkcionalnosti bomo spoznali skozi primere uporabe. Pri tem
bomo zacˇeli z vzpostavitvijo orodja za nadzorovanje osebnega racˇunalnika v domacˇem
omrezˇju.

4 Vzpostavitev sistema za nadzor
omrezˇja
V tem poglavju bomo podrobneje spoznali korake pri vzpostavitvi sistema za nadzo-
rovanje v orodju Cacti. Skozi primere bomo odgovorili na vprasˇanja, kako v orodje
dodajamo razlicˇne naprave, kako izrisujemo grafe, ter kako dodane naprave organiziramo
v hierarhicˇno drevo. Uporabljali bomo zadnjo razlicˇico orodja verzije 0.8.8b. Zacˇeli bomo
z obravnavo primera domacˇega omrezˇja.
4.1 Nadzor osebnega racˇunalnika
V prvem primeru bomo v orodju Cacti dodali napravo, ki se logicˇno in fizicˇno nahaja
v lokalnem omrezˇju. Obe napravi, racˇunalnik na katerem tecˇe pricˇujocˇe orodje Cacti
in opazovan racˇunalnik, bivata v istem segmentu omrezˇja in za pozˇarnim zidom, ki nas
varuje pred zunanjimi vdori. Na sliki 4.1 sta prikazana racˇunalnika, ki igrata razlicˇni
vlogi. Na levi strani slike je postavljen sistem z operacijskim sistemom CentOS, na kate-
rem tecˇe Cacti. Na drugi strani lezˇi nadzorovani racˇunalnik na katerem tecˇe operacijski
sistem Windows XP z vzpostavljeno storitvijo SNMP. Slednji bo odgovarjal na zahteve s
posredovanjem vrednosti zmogljivostnih parametrov. Racˇunalnik, na katerem tecˇe orodje
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Slika 4.1 Shema lokalnega omrezˇja, ki vkljucˇuje usmerjevalnik in osebna racˇunalnika. Pri opazovani napravi so zabelezˇeni
osnovni omrezˇni podatki kot so IP naslov, privzeti prehod in podomrezˇna maska.
Cacti, je v omrezˇje povezan brezzˇicˇno, kar je na sliki prikazano s prekinjeno cˇrto.
4.1.1 Dodajanje naprave
Napravo bomo dodali z uporabo spletnega vmesnika, ki smo ga spoznali v prejˇsnjem po-
glavju. V razdelku Management s klikom na povezavo naprave (angl. Devices) skocˇimo
na seznam predhodno dodanih naprav. Klik na povezavo Add nas pripelje do obrazca
za dodajanje naprave. V obrazec vnesemo predstavitveni opis in ime gostitelja ali IP
naslov. Na tem koraku napravi dolocˇimo tudi predlogo s privzetimi grafi in poizvedbami.
Cacti privzeto vsebuje predloge kot so Cisco usmerjevalnik, gostitelj Windows 2000/XP
in splosˇni SNMP gostitelj. Slednje se lahko dolocˇi tudi pozneje. Nacˇin preverjanja do-
segljivosti izberemo v polju Downed Device Detection. Izbiramo med orodjem ping in
SNMP. V nasˇem primeru izberemo slednje. Cˇe ciljni racˇunalnik ne podpira SNMP, se
dosegljivost preverja s pingom pri katerem dolocˇimo tudi tip protokola in vrata. Zadnji
sklop obrazca vsebuje nastavitve SNMP. V obravnavanem primeru bomo uporabljali pro-
tokol druge verzije z nizom skupnosti “public” ter UDP vrati 161. Ob uspesˇni nastavitvi
naprave se na vrhu strani prikazˇe obvestilo, ki je prikazano na sliki 4.2.
Cacti podatke o zmogljivostnih metrikah prikazuje skozi vrsto grafov. Cˇe v prejˇsnjih
korakih napravi ne dolocˇimo predloge gostitelja, preverjamo zgolj njegovo dosegljivost.
Pod izbiro predlog gostitelja izberemo gostitelj Windows 2000/XP. S potrditvijo izbire
napravi dodamo predhodno definirane predloge grafov in podatkovnih poizvedb. Te
predloge vkljucˇujejo grafe in poizvedbe o sˇtevilu prijavljenih uporabnikov v sistem, sˇtevilo
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Slika 4.2 Osnovni podatki o napravi, ki jih pridobimo s SNMP poizvedbami.
tekocˇih procesov, izkoriˇscˇenost CPE itd.
4.1.2 Definiranje grafov in organizacija v Cacti drevo
V naslednjem koraku bomo dodali graf za spremljanje aktivnosti na omrezˇnem vmesniku.
Preden bomo napravi pripeli graf, je potrebno dodati ustrezno poizvedbo. Poizvedbo
dodamo na istem mestu, kot smo dodali napravo. V razdelku Associated Data Queries
so zˇe vsebovane poizvedbe, ki so bile dodane z izborom predloge gostitelja. Za infor-
macije o omrezˇnih vmesnikih na opazovanem racˇunalniku dodamo poizvedbo SNMP -
Interface Statistics in sledimo povezavi na vrhu strani Create Graphs for this Host. Na
tem mestu so navedeni rezultati poizvedb, med njimi tudi rezultati pravkar dodane poi-
zvedbe. SNMP poizvedba, definirana v interfaces.xml, operira z identifikatorjem objekta
1.3.6.1.2.1.2.2, ki vsebuje vnose o vmesnikih. Pod rezultati slednje poizvedbe najdemo za-
pis z opisom “Realtek RTL8139 Family PCI Fast Ethernet NIC” ter IP in strojni naslov.
Z izbiro vmesnika nato ustvarimo graf, katerega podatki se bodo zacˇeli zajemati z nasle-
dnjo ponovitvijo povprasˇevanj, ki se ponavljajo vsakih pet minut. Tukaj se spomnimo, da
je dolzˇina intervala med povprasˇevanji nastavljiva. Graf vhodnega in izhodnega prometa
na izbranem vmesniku je predstavljen na sliki 4.3. Za definicijo naprave in pripadajocˇih
poizvedb ter grafov sledi umestitev naprave v Cacti drevo. Drevesno strukturo se definira
na strani Graph Trees, ki jo najdemo v razdelku Management. V obrazec vnesemo ime
drevesa in nato kot elemente drevesa dodajamo poddrevesa, gostitelje ali grafe. Slednji
koraki omogocˇijo uporabniku orodja pregled in nadzorovanje vseh naprav preko enotnega
vmesnika v zavihku grafov. Do sedaj smo napravi dodali grafe s pomocˇjo zˇe definira-
nih predlog, ki poenostavljajo administrativni postopek. V nadaljevanju bomo spoznali
postopek definiranja predloge za grafe in shranjene podatke. Podatkovna predloga ali
sˇablona opisuje podatke, ki jih bo Cacti shranil v RRD datoteke. Predloga temelji na
ukazu create orodja RRDTool. Definirane predloge zagotavljajo enotnost pri ustvar-
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Slika 4.3 Vhodni (zelena) in izhodni (modra) promet v cˇasovnem oknu sˇestih ur. Na ordinatni osi je oznacˇena enota
bit/sekundo. Legenda vsebuje tudi trenuten, povprecˇen in najviˇsji zabelezˇen prenos na cˇasovno enoto.
janju RRD datotek. Predloge za graf opisujejo izgled in obnasˇanje grafa. Definicija v
orodju Cacti se prevede v ogrodje funkcije za izris grafa v programu RRDTool s podat-
kovnimi viri in elementi za prikaz. Sprva bomo definirali podatkovno predlogo za TCP
MIB tcpCurrEstab. Slednji nam pove sˇtevilo vzpostavljenih TCP povezav. Mozˇnost de-
finicije podatkovne predloge najdemo na strani Data Templates. Poleg imena, rokujemo
tudi z metodo poizvedovanja in podatkovnim virom. Pod mozˇnosti podatkovnega vira
vnesemo |host description| - tcpCurrEstab. Niz |host description| predstavlja eno izmed
spremenljivk orodja Cacti, katera se nadomesti z dejanskim opisom gostitelja ob dodelitvi
predloge. Podatkovnemu viru je potrebno dodeliti najmanj eden RRA arhiv. Z dode-
litvijo razlicˇnih tipov arhivov RRDTool ve kako pogosto in koliko cˇasa hrani podatke.
V polja vnesemo tudi najmanjˇso in najvecˇjo pricˇakovano vrednost s katero omejimo ob-
seg vrnjenih podatkov. Podatki, ki ne ustrezajo predvidenemu intervalu, se v datoteko
zapiˇsejo kot neznana vrednost. Vrnjeni podatki imajo dolocˇen podatkovni tip, katerega
je potrebno tudi definirati. Eden izmed nacˇinov za preverjanje podatkovnega tipa je upo-
raba ukaza snmpwalk v ukazni vrstici, ki razkrije, da je izbrani objekt tipa Gauge32. Ker
gre za pridobivanje SNMP podatkov, vnesemo tudi identifikator zahtevanega objekta,
in sicer 1.3.6.1.2.1.6.9.0. Z vnosom identifikatorja smo koncˇali z definicijo podatkovne
predloge. Pridobljene informacije o sˇtevilu vzpostavljenih TCP povezav na koncˇnem
gostitelju bomo prikazali na grafu. Na grafu bomo spremljali sˇtevilo povezav skozi cˇas,
kateri bo ob prekoracˇitvi definiranih pragov spremenil barvo. Zelena barva bo odrazˇala
sˇtevilo TCP povezav v intervalu med 0 do 45, sˇtevilo med 46 in 50 bo oznacˇeno z rumeno
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barvo. Absoluten prag v pricˇujocˇem primeru znasˇa 50 hkratnih povezav. Vsaka nasle-
dnja vzpostavljena povezava botruje k spremembi barve grafa v rdecˇo. Razlog, da smo
izbrali navedene prage, je zgolj predstavitev funkcionalnosti. Tako obnasˇanje grafa bomo
dosegli z uporabo definicij CDEF s katerimi podatkom, ki so prikazani na grafu, dode-
limo matematicˇno funkcijo. Obmocˇje grafa bomo opremili s pogoji, ki smo jih navedli
zgoraj. Gibanje grafa med pogoji bo povzrocˇilo menjavo barve celotnega grafa. CDEF-e
dodamo na strani upravljanje z grafi. Posamezno definicijo poimenujemo in ji dodamo
element. Elementu v spustnem meniju dolocˇimo tip poljubni niz ter mu nato vnesemo niz
a,46,50,LIMIT. CDEF-i se zapisujejo v obliki postfiksnega zapisa. Vpisani niz predsta-
vlja funkcijo, s katero preverjamo ali je vrednost spremenljivke a znotraj navedenih mej.
Za potrebe nasˇega grafa definiramo sˇe obmocˇje v mejah od 0 do 45. Pravkar definirana
CDEF-a bomo uporabili pri grafu za spremembo izgleda pri preseganju praga. Predlogo
za graf dodamo v razdelku predlog. V polji vnesemo predstavitveno ime in ime, ki je
izpisano na grafu. Poleg imen je mozˇno nastaviti viˇsino, sˇirino, samodejno spreminjanje
velikosti, itd. Z vnosom imen smo dodali osnovno predlogo na kateri temelji primer. Pre-
dlogi dodajmo vodoravno cˇrto s katero oznacˇujemo zgornji prag vzpostavljenih povezav.
Prag dodamo kot element tipa HRULE brez podatkovnega vira. Elementu navedemo sˇe
vrednost, barvo in besedilo, ki bo prikazano v legendi. Enake korake ponovimo pri do-
dajanju elementov s podatkovnim virom tcpCurrEstb. Elementom dolocˇimo predhodno
definirane funkcije CDEF in barve. Koncˇano predlogo lahko sedaj dodelimo napravi. Na
izris pravkar dodanega grafa je potrebno pocˇakati na pripadajocˇe podatke. Prva iteracija
povprasˇevanj ustvari potrebne RRD datoteke. RRDTool za izris grafa potrebuje vsaj dva
vnosa v datoteki. Slika 4.4 prikazuje definirani graf za sˇtevilo TCP povezav v zadnjih
sˇestih urah.
V tem podpoglavju smo spoznali kako dodamo koncˇno napravo v Cacti in kako
prikazˇemo stanje naprave. Seznanili smo se tudi z definicijo podatkovnih predlog in
postopkom dodajanja poizvedb k dodani napravi. Cˇe zˇelimo zajemati nove podatke, na-
pravi pripnemo podatkovno poizvedbo za zˇelene informacije. Najbolj pogoste poizvedbe
so tipa SNMP, ki poizvedujejo po definicijah MIB objektov. Kako definiramo podatkovno
predlogo z zajemom podatkov preko SNMP smo spoznali skozi primer. Enak nacˇin lahko
uporabimo pri definiciji predloge za vecˇino MIB objektov. V okviru tega primera si
bomo ogledali sˇe enega izmed nacˇinov kako spremljamo temperaturo na nadzorovani na-
pravi. V Cacti-ju ni vkljucˇene poizvedbe za zajem tako podrobnih podatkov. Razlog
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Slika 4.4 Graf je opremljen z legendo in vodoravno cˇrto, ki ponazarja prag. Obmocˇje grafa, ki ne presezˇe praga, je obarvano
zeleno. Nad pragom se graf obarva rdecˇe. Na dnu opazimo sˇtevilo trenutnih, povprecˇnih in najvecˇ dosezˇenih
hkratnih povezav.
temu je pomanjkanje oz. odsotnost splosˇnega MIB objekta. Identifikatorje objektov
bomo pridobili s pomocˇjo programa SpeedFan [23]. SpeedFan je program za spremljanje
napetosti, hitrosti vrtenja ventilatorjev in temperature. Na opazovani racˇunalnik smo
namestili razlicˇico 4.50. Namesˇcˇeni program informacije z digitalnih senzorjev prikazˇe
samo v uporabniˇskem vmesniku in jih ne izpostavi v obliki MIB objektov. To dosezˇemo
z namestitvijo SNMP razsˇiritve [24], ki omogocˇa SNMP dostop do zajetih informacij.
Informacije so dostopne preko naslednjih identifikatorjev:
1.3.6.1.4.1.30503.1.1.1 - sˇtevilo odcˇitkov temperature,
1.3.6.1.4.1.30503.1.1.2 - sˇtevilo odcˇitkov hitrosti ventilatorjev,
1.3.6.1.4.1.30503.1.1.3 - sˇtevilo odcˇitkov napetosti,
1.3.6.1.4.1.30503.1.2.x - temperature,
1.3.6.1.4.1.30503.1.3.x - hitrosti ventilatorjev,
1.3.6.1.4.1.30503.1.4.x - napetosti.
Konfiguracija opazovanega racˇunalnika je sedaj koncˇana. Kot smo zˇe spoznali, Cacti
ne vsebuje predloge grafa in poizvedbe za zajem nasˇtetih objektov, zato bomo uvozili
zunanje. Zahtevane predloge in poizvedbe najdemo na uradnem forumu orodja Cacti
[25]. Preden jih uvozimo v Cacti, je potrebno v SNMP poizvedbah speedfan temp.xml,
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Slika 4.5 Graf spreminjanja temperature na graficˇni procesni enoti. Temperatura je prikazana v enotah stopinje Celzija.
speedfan fan.xml in speedfan volt.xml spremeniti OID-je. To spremenimo v znacˇkah
<oid index> in <oid>. V datoteki speedfan temp.xml, ki predstavlja poizvedbo za in-
formacije o temperaturah, zapiˇsemo oid 1.3.6.1.4.1.30503.1.2. Skladno z nasˇtetimi iden-
tifikatorji popravimo poizvedbo speedfan fan.xml za hitrosti ventilatorjev in poizvedbo
speedfan volt.xml za zajem informacij o napetosti. Poizvedbe prenesemo v datoteko
/cacti/resource/snmp queries. Predloge za grafe in podatkovne predloge uvozimo preko
spletnega vmesnika. Po vpeljavi vseh poizvedb in predlog nadaljujemo z administracijo
naprave v orodju Cacti. Racˇunalniku dodamo podatkovne poizvedbe in prejete rezul-
tate prikazˇemo z vpeljanimi grafi. Primer grafa prikazuje slika 4.5. V naslovu grafa
opazimo niz ID:6. Program SpeedFan ne razkriva oz. ne posreduje opisa parametra v
MIB objekt, zato se v naslovu grafa uporabi zaporedna sˇtevilka objekta. S primerjavo
rezultatov v ukazni vrstici z ukazom snmpwalk in rezultati, ki jih prikazuje aplikacija na
opazovanem racˇunalniku, lahko prevedemo zaporedne sˇtevilke v ustrezne opise. Naslove
grafov v orodju Cacti popravimo pod razdelkom Management, kjer niz ID:|query Index|
zamenjamo z ustreznejˇsim. Ob dodajanju ali zamenjavi strojne opreme je postopek
priporocˇljivo ponoviti, saj tedaj lahko pride do spremembe vrstnega reda. Na opazova-
nem racˇunalniku mora SpeedFan tecˇi neprekinjeno za izpostavitev in osvezˇevanje podat-
kov. Orodje SpeedFan nam omogocˇa pridobiti podrobnejˇse informacije o nadzorovanem
racˇunalniku. Paket lmSensors predstavlja podobno resˇitev za sisteme Linux.
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4.2 Nadzor usmerjevalnika WRT54GL
Naslednji primer, ki si ga bomo ogledali, je nadzor usmerjevalnika. Omrezˇje iz primera 4.1
smo razsˇirili z usmerjevalnikom Linksys WRT54GL. Opazovani racˇunalnik iz prejˇsnjega
primera smo povezali na dodani usmerjevalnik. Uporabili ga bomo zgolj za generiranje
prometa. Vlogo opazovanca igra usmerjevalnik WRT54GL. Slika 4.6 prikazuje omrezˇje
Slika 4.6 Lokalno omrezˇje z dodanim usmerjevalnikom WRT54GL. Opazovalec je povezan brezzˇicˇno, medtem ko je opazovani
racˇunalnik prejˇsnjega primera povezan na WRT54GL.
pricˇujocˇega primera. Opazovalec in opazovanec sta povezana v segmentu 192.168.1.0/24.
Racˇunalnik z operacijskim sistemom Windows XP je povezan na Ethernet vrata doda-
nega usmerjevalnika v segmentu 192.168.2.0/24. Pred namestitvijo potrebnih program-
skih paketov in konfiguracijo v orodju Cacti, si najprej podrobneje oglejmo opazovani
usmerjevalnik.
4.2.1 Opis in konfiguracija usmerjevalnika Linksys WRT54GL
Usmerjevalnik s sˇtiri vratnim stikalom omogocˇa tudi vzpostavitev dostopne tocˇke. Opa-
zovani usmerjevalnik podpira standard 802.11g, ki omogocˇa dosego 54Mb/s pasovne
sˇirine. Standard 802.11g na fizicˇnem nivoju deluje na frekvencˇnem podrocˇju 2,4 GHz,
ki omogocˇa zdruzˇljivost s starejˇsim standardom 802.11b. Varnost brezzˇicˇnega omrezˇja
zagotavlja z uporabo WPA,WPA2 in WEP varnostnimi mehanizmi, ki nudijo razlicˇne
nivoje varnosti. Najzanesljivejˇsa je uporaba enkripcije z WPA2. Najstarejˇsega in naj-
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ranljivejˇsega med nasˇtetimi mehanizmi uporabimo samo v primeru zdruzˇljivosti s sta-
rejˇsimi napravami. Na usmerjevalniku smo omejeni s 16 MB bralno-pisalnega in 4 MB
flash bralnega pomnilnika. Podpira namestitev Linux strojne programske opreme (angl.
firmware), kot je OpenWRT, DD-WRT, TOMATO itd. Na nasˇem usmerjevalniku je
namesˇcˇen OpenWRT razlicˇice Backfire 10.03.1. Usmerjevalnik lahko konfiguriramo preko
spletnega vmesnika LuCI ali ukazne vrstice. Konfiguracijo preko ukazne vrstice nam
omogocˇa sistem UCI (angl. Unified Configuration Interface) [26]. Konfiguraija usmerje-
valnika je razdeljena na vecˇ datotek, ki se nahajajo v imeniku /etc/config. Napravo
konfiguriramo preko naslednjih datotek:
network - nastavitve stikala ter logicˇnega omrezˇja,
system - osnovne nastavitve celotne naprave, kot je ime gostitelja in cˇasovne zone,
firewall - nastavitev NAT-a in filtriranja paketov,
wireless - nastavitev brezzˇicˇnega omrezˇja.
Z namestitvijo programskih paketov ali storitev, se v imeniku /etc/config generirajo
pripadajocˇe konfiguracijske datoteke. Kot v prvem primeru, bomo tudi tukaj izkoristili
protokol SNMP za nadzor naprave. Privzeto na usmerjevalniku WRT54GL ni namesˇcˇene
storitve, ki bi odgovarjala na zahteve SNMP. Pri namestitvi izbiramo med demonom
mini-snmpd ali snmpd. V nasˇem primeru bomo namestili slednjega. Demon mini-snmpd
je okrnjenja implementacija SNMP demona, ki je namenjen za uporabo v vgrajenih siste-
mih (angl. embedded systems) z omejenimi pomnilniˇskimi viri. Ta uporablja le 32-bitne
sˇtevce, kar v definiciji MIB objekta predstavlja podatkovni tip Counter32. Okrnjenost
zasledimo tudi v konfiguracijski datoteki, v kateri nastavljamo le osnovne atribute, kot
so niz skupnosti, lokacija, kontakt in seznam priklopnih tocˇk datotecˇnega sistema (angl.
filesystems mountpoints) ter omrezˇnih vmesnikov. Cˇe ima usmerjevalnik dostop do in-
terneta, lahko snmpd demon namestimo z ukazom opkg install snmpd.
Vse nadaljnje konfiguracije namesˇcˇenega demona izvedemo v datoteki /etc/config/snmpd.
V konfiguracijski datoteki je poleg zˇe nasˇtetih osnovnih parametrov, mogocˇe konfigu-
rirati tudi SNMP agenta. Preden pogledamo v samo vsebino konfiguracijskih dato-
tek, spoznajmo njihovo osnovno sintakso. Zaporedje rezervirana beseda parameter
vrednost prikazuje elemente sintakse. Z rezervirano besedo config definiramo zacˇetek
odseka tipa parameter z imenom vrednost. Znotraj odseka z besedo option lastnosti
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parameter priredimo vrednost vrednost. Za prireditev vecˇjega sˇtevila vrednosti lastno-
sti, uporabimo rezervirano besedo list [26]. Obravnavo konfiguracijske datoteke demona
snmpd zacˇnimo z nastavitvijo vrat na katerih poslusˇa agent. To dosezˇemo z nastavitvijo
sˇtevilke vrat parametru agentaddress. Datoteka vkljucˇuje konfiguracijo nadzora do-
stopa, ki ga agent podpira. Podpora nadzora dostopa je razlog, da v konfiguracijski
datoteki prepozna izraze, kot so com2sec, group, view in access. Navedeni izrazi na-
stopajo v vlogi parametra. Odsek tipa com2sec definira preslikavo para niza skupnosti
in opisa izvora, ki je lahko podan z imenom gostitelja, podomrezˇjem ali besedo default
v podano ime varnosti (angl. security name). Opis izvora z besedo default omogocˇa
dostop vsem, ki poznajo niz skupnosti. Pri dohodnih paketih se izbere prva ujemajocˇa
kombinacija. Tip odseka group navaja preslikavo modela varnosti in imena varnosti v
skupino. V katero skupino pripada preslikava para podamo z imenom skupine. Pod mo-
del varnosti podamo razlicˇico protokola SNMP. Znotraj odseka model varnosti podamo
v parametru version, ki lahko vsebuje verzijo v1, v2c ali usm. Slednji predstavlja var-
nost oz. avtentikacijo na podlagi uporabniˇskih imen in je privzeti nacˇin pri tretji verziji
protokola. Ime varnosti podamo v parametru secname. Vrednost slednjega parametra
mora ustrezati imenu varnosti, ki smo ga podali v odseku com2sec. V konfiguracijski
datoteki definiciji imen varnosti in skupin sledita definiciji pravic za dostop in pogleda.
Pogled definiramo v odseku tipa view. Pogledu poleg imena podamo tudi tip in pod-
drevo identifikatorjev OID. Tip pogleda dolocˇimo v parametru type in zasede vrednost
bodisi included bodisi excluded. S podanim tipom dolocˇimo ali je poddrevo parametra
oid zajeto v pogled ali ne. Zadnji sklop konfiguracije SNMP agenta vkljucˇuje nasta-
vitev pravic dostopa definirani skupini ali modelu varnosti. Pravice podamo v odseku
access. V odseku zopet podamo verzijo protokola SNMP. Omejenosti na dolocˇeno ver-
zijo se izognemo s prireditvijo vrednosti any. Najnizˇjo raven avtentikacije in enkripcije
vhodnih zahtev dolocˇimo s parametrom level. Raven brez avtentikacije dosezˇemo z vpi-
som vrednosti noauth. Enkripcijo dosezˇemo z vrednostjo priv. Znotraj odseka agentu
priredimo tudi ozadje oz. kontekst in pogoje pri ujemanju konteksta s prihajajocˇimi
zahtevami. Kontekst srecˇamo pri uporabi SNMP protokola tretje verzije. Predstavlja
skupino nadzorovanih informacij do katerih dostopajo agenti. Dolocˇena nadzorovana
informacija lahko nastopa v razlicˇnih kontekstih. Ravno tako ima lahko agent dostop
do mnozˇice kontekstov. V nasˇem primeru bi z definiranjem konteksta podali dodaten
pogoj pri preverjanju pravic in obsegu dostopa do nadzorovanih informacij. Zato pri
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parametru context zapiˇsemo none. Ujemanje predpone ali celotnega konteksta vhodnih
podatkovnih enot dolocˇimo v parametru prefix. Parametrom read, write in notify
dolocˇimo ime pogleda definiranega v odseku pogleda. S slednjimi navedbami dolocˇimo
do katerih poddreves objektov imamo bralni ali pisalni dostop. Dolocˇimo pa tudi katere
vrednosti objektov se lahko posˇlje kot obvestilo [27]. Del konfiguracije demona snmpd je
predstavljen v kodi 4.1.
Koda 4.1 Izvorna koda konfiguracijske datoteke demona snmpd na usmerjevalniku WRT54GL.
c on f i g agent
opt ion agentaddress UDP:161
con f i g com2sec pub l i c
opt ion secname ro
opt ion source d e f au l t
opt ion community s e c r e t
c on f i g group pub l i c v1
opt ion group pub l i c
opt ion ve r s i on v1
opt ion secname ro
con f i g view a l l
opt ion viewname a l l
opt ion type inc luded
opt ion oid . 1
c on f i g a c c e s s pub l i c a c c e s s
opt ion group pub l i c
opt ion context none
opt ion ve r s i on any
opt ion l e v e l noauth
opt ion p r e f i x exact
opt ion read a l l
opt ion wr i t e none
opt ion no t i f y none
con f i g system
opt ion sysLocat ion ’home ’
opt ion sysContact ’ wrt@example . com ’
opt ion sysName ’ Linksys ’
Kot je navedeno v konfiguraciji, agent poslusˇa na vratih 161. Privzeto je promet SNMP
blokiran s strani pozˇarnega zida. Cˇe sledimo konfiguraciji nasˇega omrezˇja, je potrebno
v nastavitvah pozˇarnega zida dodati le pravilo, ki dovoli prejem zahtev naslovljenih
na vrata 161. Z zapisom pravila v datoteko /etc/config/firewall je konfiguracija
na strani usmerjevalnika WRT54GL koncˇana. Povezljivost in delovanje lahko preve-
rimo z zˇe poznanim ukazom snmpwalk. Ukaz izvedemo na strani opazovalca z naslo-
vom 192.168.1.10 in nizom skupnosti “secret”. Niz skupnosti smo dolocˇili v nastavitvah
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agenta. Niz je naveden v izvorni kodi 4.1 v odseku com2sec.
4.2.2 Primeri meritev
Usmerjevalnik v orodje Cacti dodamo na nam zˇe poznani nacˇin, ki smo ga spoznali pri
dodajanju osebnega racˇunalnika v prejˇsnjem primeru 4.1. Naslov IP, sˇtevilka vrat in
niz skupnosti so vsi podatki, ki jih potrebujemo pri dodajanju naprave. V konfiguraciji
4.1 agenta smo na opazovancu v odseku group navedli prvo verzijo protokola SNMP. V
orodju Cacti verzijo protokola ter ostale mozˇnosti konfiguriramo skladno z nastavitvami
usmerjevalnika. Pri izbiri predloge gostitelja izberemo usmerjevalnik Cisco. Napravi nato
priredimo poizvedbe in predloge grafov. Konfiguracija na strani opazovalca je koncˇana z
umestitvijo naprave v drevo Cacti. S poizvedbo “SNMP - Interface Statistics” pridobimo
podatke o sedmih vmesnikih. V zajete rezultate poizvedbe je vkljucˇena tudi povratna
zanka (angl. loopback) tipa softwareLoopback. Prejete informacije o vmesnikih ne
opisujejo le fizicˇnih vmesnikov usmerjevalnika. Poleg povratne zanke so v odgovoru
tudi zapisi o vmesnikih eth0, eth0.0, eth0.1, br-lan, wl0 in wl0.1. Eno izmed fizicˇnih
komponent usmerjevalnika predstavlja sˇtiri vratno stikalo, ki je programabilno. To stikalo
je povezano na vmesnik, ki mu ustreza identifikator eth0. Identifikator wl0 se nanasˇa
na prisotno strojno opremo radijskega dela v sistemu. Opisi vmesnikov eth0.0, eth0.1
in wl0.1 ustrezajo definiranim navideznim vmesnikom v pripadajocˇih konfiguracijskih
datotekah. Vmesnik mosta, ki vse navidezne in fizicˇne vmesnike logicˇno poenoti v en
omrezˇni vmesnik, je opisan z nizom br-lan.
Slika 4.7 prikazuje grafa statistike prometa. Prevedimo opazovana vmesnika v fizicˇna
vrata usmerjevalnika. Po konfiguraciji usmerjevalnika pripadajo vrata stikala z oznakami
1-4 vmesniku eth0.0. Vrata WAN pripadajo preostalemu vmesniku. Na sliki opazimo
znatno podobnost med grafom izhodnega prometa na vmesniku eth0.0 in grafom vho-
dnega prometa na vmesniku eth0.1. Zabelezˇeno aktivnost prenosa podatkov je generiral
in sprejemal osebni racˇunalnik, ki je bil povezan na vrata z oznako 2. Izhodni promet
vmesnika eth0.0 v vecˇji meri predstavlja vhodni promet vmesnika eth0.1. Vhodni in
izhodni promet na slednjem vmesniku vkljucˇuje tudi SNMP zahteve in odgovore. Z na-
tancˇnejˇso analizo in ravnijo zajetih podatkov je razlika statistike prometa na vmesnikih
opaznejˇsa, saj so zahteve SNMP naslovljene le na usmerjevalnik in niso posredovane na
osebni racˇunalnik.
4.2 Nadzor usmerjevalnika WRT54GL 39
Slika 4.7 Statistika prometa na navideznih vmesnikih eth0.0 in eth0.1. Grafa pokrivata enako cˇasovno okno opazovanja
usmerjevalnika. Vhodni (zelena) in izhodni (modra) promet so podani v prenesenih bitih na sekundo. Grafa sta
opremljena z legendo in najmanjˇso, najvecˇjo in povprecˇno kolicˇino prenesenih podatkov.
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4.3 Nadzor oddaljenega racˇunalnika
V zadnjem primeru se bomo lotili vzpostavitve nadzora oddaljenega racˇunalnika. Racˇunalnik
v Laboratoriju za racˇunalniˇske strukture in sisteme na Fakulteti za racˇunalniˇstvo in in-
formatiko bomo opazovali iz domacˇega omrezˇja na lokaciji Novo mesto. V primerih 4.1 in
4.2 sta bila opazovanca v istem omrezˇju kot opazovalec. Pri posˇiljanju zahtev po upravlja-
vskih podatkih smo uporabili bodisi verzijo 1 ali verzijo 2c. Varnost obeh verzij temelji
na nizu skupnosti, ki se preko omrezˇja posˇlje kot golo besedilo. Cˇe povezave ne zasˇcˇitimo
z drugimi nacˇini, si lahko prislusˇkovalec prometa prilasti niz skupnosti. Napadalec lahko
s prestrezˇenim nizom skupnosti poleg zbiranja informacij o sistemu tudi spreminja na-
stavitve upravljanega sistema. Shema omrezˇja pricˇujocˇega primera je prikazana na sliki
4.8. Poizvedbe generirane v orodju Cacti se bodo posˇiljala preko prostranega omrezˇja
na IP naslov 212.235.189.98. V tem primeru bomo za komunikacijo med opazovancem in
Slika 4.8 Opazovani racˇunalnik je prikazan na desni strani slike. Opazovalec in opazovanec se nahajata na razlicˇnih fizicˇnih
lokacijah med katerima poteka komunikacija s protokolom SNMP verzije 3.
opazovanim racˇunalnikom uporabili SNMP protokol verzije 3, ki zagotavlja avtentikacijo
in zasebnost med sodelujocˇima entitetama.
4.3.1 Konfiguracija opazovanca
Na oddaljenem racˇunalniku tecˇe operacijski sistem Windows, ki inherentno ne podpira
protokola SNMPv3. Zato bomo Microsoftovo resˇitev nadomestili s SNMP agentom MG-
SOFT [28]. Namesˇcˇeni agent s podporo SNMPv3 nudi nadzor in upravljanje omrezˇij z
MD5 ali SHA1 zgosˇcˇevalnim algoritmom ter enkripcijo vsebine paketov SNMP z DES
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ali AES blokovnim algoritmom. Oddaljenega agenta konfiguriramo z uporabniˇskim ime-
nom in geslom uporabnika, v imenu katerega se preverja istovetnost identitete in izvaja
sˇifriranje sporocˇila. Definiranemu uporabniku omejimo obseg opazovanih parametrov
z navedbo konteksta in naborom SNMP operacij. Agentu nastavimo tudi kriptograf-
sko zgosˇcˇevalno funkcijo, ki se uporabi pri tvorjenju kode za avtentikacijo sporocˇila. Pri
izracˇunu avtentikacijske kode se uporabi vsebina sporocˇila s tajnim kljucˇem, ki je poznan
prejemniku in posˇiljatelju. Ob prejemu sporocˇila entiteta uporabi predhodno konfigu-
rirani tajni kljucˇ za ponovni izracˇun kode za overitev sporocˇila. Ujemanje prejete in
izracˇunane kode predstavlja prejemniku dokaz, da je posˇiljatelj pooblasˇcˇeni upravljavec.
Zasˇcˇito pred napadom s ponovitvijo SNMPv3 resˇuje s cˇasovnim oknom, v katerem ome-
jimo cˇas prejema sporocˇila. Funkcionalnost je dosezˇena s preverjanjem cˇasovnega okna in
sinhronizacijo. Entiteti, ki komunicirata, hranita dve vrednosti, in sicer sˇtevilo ponovnih
zagonov komponente SNMP ter sˇtevilo sekund od zadnjega ponovnega zagona. Sinhro-
nizacija med posˇiljateljem in prejemnikom se dosezˇe z vkljucˇitvijo navedenih vrednosti
v glavo sporocˇila. Prejemnik par vrednosti shrani lokalno za vsakega izmed upravljav-
cev. S prejemom nadaljnjih sporocˇil od upravljavca se lokalni vrednosti posodobita.
Prejemnik sporocˇila ali upravljana entiteta sˇibko sinhronizacijo z upravljavcem ohranja
s povecˇevanjem lokalno shranjenega cˇasa od zadnjega ponovnega zagona upravljavcˇeve
SNMP entitete. Upravljana entiteta lokalni vrednosti zapiˇse v sporocˇilo, ki je poslano
upravljavcu. Sporocˇilo je pravocˇasno, cˇe sta prejeti vrednosti znotraj upravljavcˇevih
meja. Konfiguracijo agenta koncˇamo z izbiro algoritma za enkripcijo SNMP podatkov.
Polega algoritma podamo tudi tajni kljucˇ, ki se uporabi pri procesu sˇifriranja vsebine
sporocˇila.
4.3.2 Konfiguracija opazovalca
Oddaljeni racˇunalnik s poznanim IP naslovom in sˇtevilko vrat dodamo v Cacti na nam
zˇe poznani nacˇin. Nastavitev se razlikuje le v uporabljeni verziji protokola SNMP. Defi-
niciji naprave vnesemo varnostne parametre ter ustrezne avtentikacijske in enkripcijske
algoritme, ki se ujemajo z nastavitvami oddaljenega agenta. Kljub temu, da na odda-
ljenem racˇunalniku tecˇe operacijski sistem Windows 8, ga v orodju Cacti lahko oprede-
limo s predlogo gostitelja Windows 2000/XP. V zadnjem koraku vnesemo sˇe podatkovne
poizvedbe in predloge grafov za graficˇni prikaz opazovanih zmogljivostnih parametrov.
Oddaljenemu racˇunalniku se v petminutnih intervalih posˇiljajo poizvedbe po informaci-
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Slika 4.9 Graf predstavlja izkoriˇscˇenost glavnega pomnilnika. Od 4 GB razpolozˇljivega fizicˇnega pomnilnika, ki je na grafu
prikazan z modro barvo, je v povprecˇju uporabljenih 1,38 GB.
jah o zasedenosti posamezne diskovne particije, izkoriˇscˇenosti jeder CPE, izkoriˇscˇenosti
fizicˇnega pomnilnika, sˇtevilu tekocˇih procesov in aktivnosti na omrezˇnih vmesnikih. Graf
izkoriˇscˇenosti razpolozˇljivega fizicˇnega pomnilnika je prikazan na sliki 4.9.
Z uporabo zadnje verzije protokola SNMP smo vpeljali avtentikacijo in zaupnost
podatkov s sˇifriranjem podatkovne enote protokola. Prvotno verzija protokola ni bila
podprta, zato smo posegli po resˇitvi neodvisnega razvijalca. Podporo vseh treh verzij
SNMP dosezˇemo tudi z uporabo programskega paketa Net-SNMP.
5 Zakljucˇek
V diplomskem delu smo se lotili vzpostavitve sistema za nadzor omrezˇnih naprav s pro-
gramski orodjem Cacti. Preden smo se lotili analize orodja smo spoznali metode, s
katerimi spremljamo razlicˇne metrike na opazovanih napravah. Pri nadzoru dosegljivosti
nam zadostujejo zˇe preprost ukaz, kot je naprimer ping. Cˇe zˇelimo nadzorovati kom-
pleksnejˇse parametre kot so izgube paketov na dolocˇenih omrezˇnih vmesnikih ali sˇtevilo
vzpostavljenih TCP povezav, pa moramo posecˇi po naprednejˇsih orodjih, kot je obravna-
vano orodje Cacti. Uporaba takih orodij zahteva temeljitejˇse razumevanje infrastrukture,
ki jo z orodjem vzpostavimo. Sodelujocˇim entitetam v infrastrukturi razdelimo dve vlogi.
Vlogo upravljavca igra centralni strezˇnik ali sistem, s katerega se posˇilja zahteve upra-
vljani napravi. Na upravljani napravi tecˇe agent, ki stanje naprave izpostavi v mnozˇici
nadzorovanih objektov razlicˇnih podatkovnih tipov. Vsakega izmed upravljanih objektov
je mogocˇe identificirati z zaporedjem imen ali sˇtevil. Prenos nadzorovanih podatkov med
upravljavcem in opazovano napravo omogocˇa protokol SNMP. Obravnavo smo nadaljevali
z analizo metod in nacˇinov, s katerimi Cacti podatke obdela in shranjuje. Cacti stanje
opazovanih naprav predstavlja z mnozˇico grafov. Podatki, ki so graficˇno predstavljeni,
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se cˇrpajo iz datotek orodja RRDTool. V zakljucˇni fazi pricˇujocˇega dela smo z obravna-
vanim orodjem spremljali lokalne in oddaljene naprave. Pri konfiguraciji upravljavca in
naprav smo se srecˇali z razlicˇnimi metodami prenosa podatkov med entitetama. Naj-
pogostejˇsa metoda zajemanja podatkov orodja Cacti je posˇiljanje SNMP zahtev, vendar
orodje podpira zajem podatkov tudi z orodji ukazne vrstice, kot je PERL skripta. Orodje
se je izkazalo kot zelo prilagodljivo, saj omogocˇa definiranje ali uvoz lastnih predlog gra-
fov ali gostiteljev. Ravno tako pri uporabi nismo bili omejeni s tipom ali operacijski
sistem, ki tecˇe na opazovani napravi.
Protokol SNMP poleg nacˇina delovanja zahteva-odgovor, omogocˇa tudi posˇiljanje ob-
vestil. Cacti temelji na povprasˇevanju, torej Cacti v konstantnih cˇasovnih intervalih
posˇilja zahteve vsem opazovanim napravam. Orodje prejme le podatke, ki jih je zahteval
v poslanih sporocˇilih. Posˇiljanje obvestil prestavlja asinhroni dogodek, v katerem opazo-
vana naprava brez predhodne zahteve posˇlje obvestilo navedenemu prejemniku. Prejete
zahteve je mogocˇe prevesti v zapis dnevniˇske datoteke. V nadaljnjem delu bi se osre-
dotocˇili na razvoj lastne resˇitve, s katero bi omogocˇili prejem SNMP obvestil preko obde-
lave dnevniˇskih datotek. Resˇitev bi razvili kot spletni vmesnik, v katerem bi uporabnik
prejel obvestilo o prejemu SNMP obvestila.
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