Abstract. Methods for automated and accurate classification of brain magnetic resonance (MR) images have been widely proposed for clinical medicine and biomedical research. In this paper, we presented a hybrid computer-aided diagnosis (CAD) system based on the following techniques: median filter for de-noising, region growing algorithm for segmentation, discrete wavelet transformation (DWT) for feature extraction and dropout convolutional neural network (Dropout-CNN) for classification. Our study differentiated normal brain and four types of diseases, which was different from any published studies that only classified the brain MR images into normal and abnormal categories. Furthermore, we introduced the term of singularity to evaluate the confusion where a disease misdiagnosed as other types. As the result, our proposal produced 100% sensitivity rate, 100% specificity rate, 91.7% accuracy rate and 8.7% singularity rate. In comparison with former methods, our results showed that Dropout-CNN gave the highest sensitivity and specificity as well as the second lowest singularity rate. Additionally, it had better performance in infectious disease, normal brain, and neoplastic disease than some published methods.
Introduction
Magnetic resonance imaging (MRI) is the most prominent imaging technique for clinical medicine and biomedical research. Soft tissue structures can be delineated clearly and more detailed by MRI since it can encapsulate valuable information regarding numerous tissue parameters (proton density (PD), spin-lattice (T1) and spin-spin (T2) relaxation times, flow velocity and chemical shift) [1] . In recent decades, normal and diseased human brain MR images can be differentiated correctly with the great help of computers and image processing techniques [2] .
Additionally, computer-aided diagnosis (CAD) systems are complementary for radiologists and have been widely used in medical field. These systems can integrate data collection, signal processing, artificial intelligence and statistics analysis into computerized techniques to assist doctors in the interpretation of medical images and final decision [3] .
Classification algorithms of brain MR images have been applied in CAD systems by a large number of researchers [4, 5] .One category is unsupervised learning, such as self-organization feature map (SOFM) [6] and fuzzy c-means [7] . Another one is supervised learning, such as support vector machine (SVM) [6] , feed-forward back-propagation artificial neural network (FP-ANN) and k-nearest neighbor (KNN) classifiers [8] , backpropagation neural network (BPNN) [5] , AdaBoost classifier [9] and generalized eigenvalue proximal SVM (GEPSVM) [10] . According to the published studies, it has been confirmed that supervised learning achieves better results than unsupervised learning in terms of classification accuracy. Till recent years, convolutional neural network (CNN) [11] has been confirmed to obtain better results in some kinds of images. It can classify various images into different classes without the need to extract specific features manually [12] . Consequently, this technique has been developed in brain diagnosis by many researchers, including our group. Although CNN has better performance in ImageNet classification [13] , overfitting should be taken into consideration especially when the dataset is not big enough. Thus, dropout fractions are added to enhance the generalization ability.
Innovatively, different from any published studies that only classified the brain MR images into normal and abnormal categories, our study can differentiate normal brain and four types of diseases. In this paper, we have presented a hybrid CAD system based on the following techniques: median filter for de-noising, region growing algorithm for segmentation, DWT for feature extraction and Dropout-CNN for classification (Fig.1) .
This paper is organized as follows: Section 2 presents the descriptions of our image resources and the method for image preprocessing, Section 3 shows image segmentation technique, Section 4 presents the methodology for feature extraction, Section 5 comes up with our proposed classification method, Section 6 contains experiment implementation and result discussions and Section 7 includes conclusion and future work. 
Image Acquisition and Preprocessing
Image Acquisition. The input dataset of our study was downloaded from the Harvard Medical School Website [14] . It consists of axial, T2-weighted, 256 256 × pixel brain MR images in five categories: normal, cerebrovascular disease (stroke or "brain attack"), neoplastic disease (brain tumor), degenerative disease and inflammatory or infectious disease (shown in Fig.2 ) Image Preprocessing. Although compared with X-ray and CT, brain MR images have better spatial resolution, the noise still exists. Hence, image preprocessing is the first stage in medical image analysis. In order to remove the noise as well as improving the signal-to-noise ratio (SNR), in our study, the median filter was proposed. The advantage of this filter is that it can remove the noise whilst preserving the edges of the images.
Segmentation Based on Region Growing Algorithm
Image segmentation is a technique used to extract the region of interest (ROI) from brain MR images. This is not only the essential steps in MRI processing but also the foundation for further medical diagnosis [15] . In our study, region growing algorithm is chosen since it has a better performance in CT or MRI with edge effect and obvious distinctions among different regions [16] .
The main principle of region growing method is merging some single pixels or sub-region segments with similar properties into new compounds based on the criterion set in advance. After the process of segmentation, the ROI of brain MRI is shown in Fig.3 . 
Feature Extraction Based on 2-D Discrete Wavelet Transformation (DWT)
Feature extraction is primarily to reduce the dimensionality of feature space and extract the most valuable information of the images. In our study, the use of 2-dimentional and 3-level DWT is appropriate since it gives the information of an image not only in frequency but also time domains. Furthermore, it can decompose an image into the corresponding sub-bands and reduce their resolution, which can simplify the computation and provide more local information [17] .
In each level, DWT is applied in the horizontal and vertical direction followed by dot interlaced sampling. Fig.4 presents the process of an image being decomposed into approximate and detailed components. In this paper, 1 2 [ , ] W k k Ψ represents the image for feature extraction, [ ] l n represents low-pass filter and [ ] h n represents high-pass filter. Approximate components for low frequency +3 W Ψ , and detailed components for high
can be obtained for further classification (Fig.4) . The transformation formulas of the DWT are presented in Eq.1-4. The image after each level DWT is presented in Fig.5 .
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Classification of Brain MR Images Based on Convolutional Neural Network
Convolutional neural network (CNN) has become extremely popular since its architecture takes advantage of 2-dimentonal input images and has better performance than prior methods. In this paper, an optimized CNN is proposed to classify brain MR images of five types.
Inspired by biological models, CNN is the variation of the classical Multi-layer Perception (MLP), which can scan the whole images by the minimum computational complexity. Apart from input and output layer, it includes a number of convolutional and pooling layers optionally followed by fully connected layers (Fig.6 ). The Convolutional Layers. Convolutional layers are the core building blocks of a CNN architecture. They consist of k learnable kernels and a small receptive field extending through the full depth of the input volume. The input to the first convolutional layer is an h w n × × image defined as X. h represents its height and w represents its width. Moreover, n is the number of channels. In the forward pass, convolution of matrix P and Q is defined as 1 1
Then, each kernel is convolved across the height and width of the input volume, calculating the inner product between the entries of the kernel and the input. After first convolutional layer, the kernels can be learned and then a large number of convolutional layers can be stacked further. j convolutional kernel in the l layers is defined as 
These feature maps can be used to evaluate the matching degree between every part of the images and the convolutional kernels. Finally, apply nonlinear functions on these feature maps, , l j h represents the relative output:
The Pooling Layer. The pooling layers are used to subsample the feature maps obtained from convolutional layers and then aggregate the information of the smaller blocks. As the result, they can reduce the spatial size, the number of parameters and the amount of computation in the network. There are some methods commonly used in this layer such as max-pooling and mean-pooling. Max-pooling is more sensitive to the noise and more easily to be overfitting while mean-pooling, taking all the elements in the pooling region into account, can avoid the influence of the noise.
Fully Connected Layer. Generally, the last several layers in the CNN architecture are fully connected layers. They can connect all the available inputs from the previous layers to a defined number of outputs through a weight per connection plus a bias. Furthermore, local features learned from convolutional layers can also be integrated into global features which can be used for specific image processing tasks such as classification, detection, and recognition. In our study, we used the sigmoid function in these layers.
Our optimized CNN Architecture. In order to prevent overfitting, dropout fractions are added into traditional CNN called dropout convolutional neural network (Dropout-CNN) [18] which can greatly improve the generalization ability in brain disease diagnosis. In the training stage, parts of the pooling layer are randomly prevented to propagate forward, through which the weight update will no longer depend on the fixed interactions among the hidden nodes (shown in Fig.7 ). The input to our Dropout-CNN are the images obtained after 3-level DWT (Fig.4 ). There are 6 convolutional kernels with 5 5 × volume of each in the second convolutional layer. Then, in the third pooling layer, mean-pooling with 2 2 × filters is used and the stride length is 2. Furthermore, when passing to the next convolutional layer, parts of the kernels are randomly prevented to convolution. There are 8 convolutional kernels with 5 5 × volume of each in the fourth convolutional layer followed by the fifth pooling layer the same as the third one. Finally, in the fully connected layer, parts of the features for propagation are randomly chosen and the results after sigmoid function will be transmitted into output layer.
Experimental results and Discussion
In this section, experimental results are presented to evaluate the generalization ability of our proposed method. Our hybrid CAD system and other comparing algorithms are successfully trained in MATLAB version 8.5 using a combination of the Wavelet Toolbox, Neural Network Toolbox, SVM and Deep Learning Toolbox running under Windows-10 operating system with CPU 2.20GHz, Core(TM) processor and 4 GB of memory (RAM). The programs can be run on many different computer platforms where MATLAB is available.
Database. In this paper, the following notations are used for different types of brain diseases: 1 represents cerebrovascular disease, 2 represents degenerative disease, 3 represents infectious disease, 4 represents neoplastic disease, and 5 represents normal brain image. 144 brain MR images consists of 19 normal and 4 different types of abnormal brain images. (shown in Table 1 ). First of all, 6-fold stratified cross validation is applied, which set five folds as training set and the rest as testing set. Table 2 ). In this table, it is obvious to recognize that CNN has a good performance in the training phase. CNNs with different dropout fractions have similar decreasing loss tendency, among which dropout=0.5 is chosen for further testing since its descending speed is the highest.
Classification. The former studies only focused on classifying the brain MR images into normal and abnormal two categories while in our study, normal brain and four types of diseases can be differentiated. In this stage, we used CNN and Dropout-CNN to learn and classify the testing set. In comparison with our proposal, algorithms published in the former studies are also used for multi-classification presented in Table 3 . 
Result and Discussion
It is essential to propose an evaluation method based on confusion matrix to evaluate the performance of our optimized methodology.
Sensitivity measures the proportion of actual positives which are correctly identified.
Specificity measures the proportion of negatives which are correctly identified.
Accuracy rate measures the proportion of brain MR images correctly identified.
where: TP (true positives) is the correctly classified positive cases TN (true negative) is the correctly classified negative cases FP (false positives) is the incorrectly classified negative cases FN (false negative) is the incorrectly classified positive cases. Innovatively, for a more comprehensive assessment of different algorithms, the case where a disease misdiagnosed as other types of diseases is taken into consideration. Thus, singularity rate is introduced:
where: SFP (self-false positives) is a case where a disease misdiagnosed as other types of diseases Table 4 presents a comparison of sensitivity, specificity, accuracy and singularity among algorithms in Table 3 using the same brain MRI testing set. Table 4 shows that: (a) Dahshan et al. gives the lowest singularity using BPNN. (b) Our proposed method, Dropout-CNN, gives the highest sensitivity and specificity as well as the second lowest singularity. (c) Dropout-CNN improved classification accuracy of the CNN in all aspects.
Conclusions and Future Work
In this study, the optimized hybrid CAD system based on region growing algorithm, discrete wavelet transformation and dropout convolutional neural network has been built. The advantage of this system is that it gives promising results of classifying the brain MR images into five types and greatly reduce the misdiagnosis, which can provide the radiologists with "second opinion" before they make the final diagnosis.
According to the experiment results, the proposed Dropout-CNN have a better generalization ability of brain MR images than most of the published methods. Our proposal produced 100% sensitivity rate, 100% specificity rate, 91.7% accuracy rate and 8.7% singularity. More specifically, the classification accuracy of cerebrovascular disease is 92%, of degenerative disease is 83%, of infectious disease is 83%, of normal brain image is 100%, and of neoplastic disease is 100%.
However, we only applied this method to axial T2-weighted images at a particular depth inside our brain and our dataset is quite limit in our study. Thus, further studies are required to improve the classification effect: (1) Our proposed method can be employed for T1-weighted, T2-weighted and proton density brain MR images. (2) Acquire larger datasets with brain MR images of various qualities in order to improve the structures and algorithms of CAD systems. (3) Improve the classification accuracy and computational efficiency by extracting more efficient features, increasing the training data set and also integrating or optimizing other machine learning algorithms into a hybrid system.
Conflict of Interest
We have no conflicts of interest to disclose with regard to the subject matter of this paper.
