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The aim of this paper is to present norm estimates in C[0, 1] for the q-Bernstein basic
polynomials and the q-Bernstein operators Bn,q in the case q > 1. While for 0 < q ≤
1, ∥Bn,q∥ = 1 for all n ∈ N, in the case q > 1, the norm ∥Bn,q∥ increases rather rapidly
as q → +∞. In this study, it is proved that ∥Bn,q∥ ∼ Cnqn(n−1)/2, q → +∞ with Cn =
2
n (1 − 1n )n−1. Moreover, it is shown that ∥Bn,q∥ ∼ 2q
n(n−1)/2
ne as n → ∞, q → +∞. The
results of the paper are illustrated by numerical examples.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let q > 0. For any non-negative integer k, the q-integer [k]q is defined by:
[k]q := 1+ q+ · · · + qk−1 (k = 1, 2, . . .), [0]q := 0;
and the q-factorial [k]q! by:
[k]q! := [1]q[2]q · · · [k]q (k = 1, 2, . . .), [0]q! := 1.
For integers k and nwith 0 ≤ k ≤ n, the q-binomial coefficient  nk q is defined by:n
k

q
:= [n]q![k]q![n− k]q! .
We also use the following standard notations (see, e.g., [1, Chapter 10]):
(a; q)0 := 1, (a; q)k :=
k−1
s=0
(1− aqs), (a; q)∞ :=
∞
s=0
(1− aqs).
By C[0, 1], we denote the space of the continuous functions on [0, 1] equipped with the uniform norm. By ∥ · ∥, we mean
the norm in C[0, 1] or the operator norm on C[0, 1].
Definition 1.1. Let f : [0, 1] → C. The q-Bernstein polynomial of f is
Bn,q(f ; x) :=
n
k=0
f
 [k]q
[n]q

pnk(q; x), n = 1, 2, . . . ,
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where the q-Bernstein basic polynomials pnk(q; x) are given by:
pnk(q; x) :=
n
k

q
xk(x; q)n−k, k = 0, 1, . . . , n. (1.1)
Polynomials pn0(q; x), pn1(q; x), . . . , pnn(q; x) form the q-Bernstein basis in the linear space of the polynomials of degree
at most n.
Note that for q = 1, Bn,q(f ; x) is the classical Bernstein polynomial Bn(f ; x):
Bn(f ; x) :=
n
k=0
f

k
n
n
k

xk(1− x)n−k.
Conventionally, the name ‘q-Bernstein polynomials’ is reserved for q ≠ 1.
Definition 1.2. The q-Bernstein operator on C[0, 1] is given by:
Bn,q : f → Bn,q(f ; .).
A detailed review of the results on the q-Bernstein polynomials along with the extensive bibliography has been provided
in [2]. This subject has remained under intensive study, and new researches concerning not only the properties of the
q-Bernstein polynomials, but also their various generalizations are constantly released (see, for example, papers [3–8]
appeared after [2]).
The popularity of the q-Bernstein polynomials is attributed to the fact that they are closely related to the q-binomial
and the q-deformed Poisson probability distributions (cf. [9,10]). The q-binomial distribution plays an important role in
the q-boson theory, providing a q-deformation for the quantum harmonic formalism. More specifically, it has been used
to construct the binomial state for the q-boson. Meanwhile, its limit form called the q-deformed Poisson distribution,
defines the distribution of energy in a q-analogue of the coherent state [11,12]. Consequently, the properties of the
q-deformed binomial distribution and related q-Bernstein basis (1.1) are essential for applications in Physics, Analysis, and
Approximation Theory.
It has been known that the q-Bernstein polynomials tend to retain some of the properties of the classical Bernstein
polynomials: for example, they possess the end-point interpolation property, admit a representation via divided differences,
demonstrate the saturation phenomenon, and leave the linear functions invariant (see [2,8,13,14]). Although establishing
the similarity between the Bernstein and the q-Bernstein polynomials is essential for the research, the study of the latter case
is not restricted to drawing analogies between the classical polynomials and the q-versions. Investigating the dependence of
the properties pertaining to the q-Bernstein polynomials on the parameter q – similar to the one carried out in the present
paper – is a problem which has had no match in the classical case and, as such, deserves attention.
The first example illustrating the essential differences in between the properties of the q-Bernstein polynomials and
those of the classical ones is on the convergence properties. What is more, the cases 0 < q < 1 and q > 1 in terms of
convergence are not similar to each other, as it has been shown in [15–17]. This absence of similarity is brought about by
the fact that, for 0 < q < 1, Bn,q are positive linear operators on C[0, 1], whereas for q > 1, no positivity occurs. In addition,
the case q > 1 is aggravated by the rather irregular behavior of basic polynomials (1.1), which, in this case, combine the
fast increase inmagnitude with the sign oscillations. For details see [7], where the asymptotic behavior of basic polynomials
(1.1) has been investigated along with the norm estimates for operator Bn,q in the case n →∞with q > 1 being fixed.
In this paper, we present new results on the q-Bernstein basis and the bounds of the norms of the q-Bernstein operator
in the case when q > 1 varies, chiefly for q exceeding 3. Various properties of the q-Bernstein basis have previously been
studied in [9,14,18]. In distinction from the preceding studies (where q was taken to be fixed), this paper is focused on the
dependence of the basic polynomials on q. It is worth mentioning that there has already been interest in the behavior of the
q-Bernstein polynomials in the case of variable q, mainly from the approximation perspective and mostly for the case when
q → 1 ([14,19]). However, the results of Theorems 3 and 7 from [16] reveal that the case of q being ‘large’ or q → +∞ is
inclined to demonstrate good approximation properties and, therefore, deserving examination. In contrast to the satisfactory
approximation results for analytic functions, the numerical experiments with the q-Bernstein polynomials for q being large
are difficult and tend to produce erratic results. To some extent, the findings of the present paper provide a theoretical
explanation for this phenomenon: since the norms of the basic polynomials grow quickly, the available computational
procedures simply become unreliable.
The paper is organized as follows: in Section 2, we present a few auxiliary results concerning the properties of basic
polynomials (1.1). Mostly, attention is paid to the location of the extreme values of |pnk(q; x)| in the case when q varies.
All results have been illustrated numerically to disclose the details in the behavior of pnk(q; x). Section 3 deals with the
asymptotic estimates for the norms ∥Bn,q∥ as q → +∞. Finally, Section 4 contains the norm estimates for ∥Bn,q∥ of the
non-asymptotic nature and their comparisons based on the numerical results.
Generally speaking, the norm of a linear operator characterizes its modulus of continuity. Our computations reveal that,
for q > 1, the continuity of q-Bernstein operators deteriorates rather rapidly when q increases: more precisely, it has been
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proved that if n is fixed, then ∥Bn,q∥ ∼ Cnqn(n−1)/2, q →+∞with Cn = 2n

1− 1n
n−1
. Furthermore, it has been shown that
lim
n→∞
q→+∞
nq−n(n−1)/2∥Bn,q∥ = 2e .
It should be stated that the knowledge about the rate of growth for the sequences of approximating operators is very
important since it affects the construction of the corresponding algorithms in the theory of regularizability of the inverse
linear operators (see [20]). Studies on the norms of various projection operators play a significant role in the structure theory
of Lp spaces (see [21,22]).Wewould like tomention that Novikov in [23] has studied the asymptotic properties of a particular
sequence of Bernstein polynomials from a different point of view.
Finally, it must be pointed out that all the numerical results have been calculated in a Maple 8 environment using 500
decimal digits ofmantissa in computationswith floating point representation. Depending on the properties of the numerical
solutions, from 10 to 20 digits have been used for representing the results in Tables 1–3. In getting approximate solutionx of the nonlinear algebraic equation under consideration, say, f (x) = 0, Newton’s method has been employed using
|f (x)| 6 1.0× 10−7 as a stopping criterion.
2. Some auxiliary results: properties of the q-Bernstein basic polynomials
We start with the following simple observations describing the asymptotic behavior of basic polynomials pnk(q; x) as
q →+∞.
Lemma 2.1. For k = 0, 1, . . . , n− 1, we have:
lim
q→+∞
pnk(q; x)
qn(n−1)/2−k(k−1)/2
= (−1)n−k−1xn−1(1− x)
uniformly on [0, 1].
Proof. Obvious. 
Corollary 2.2. The following is true:
lim
q→+∞ q
−n(n−1)/2

n
k=0
|pnk(q; x)|

= lim
q→+∞ q
−n(n−1)/2 {|pn0(q; x)| + |pn1(q; x)|} = 2xn−1(1− x)
uniformly on [0, 1].
Generally speaking, Corollary 2.2 implies that, for large values of q, the behavior of the sum
n
k=0 |pnk(q; x)| on [0, 1] is
governed by the two prevailing terms pn0(q; x) and pn1(q; x). We denote:
Snm(q; x) :=
m
k=0
|pnk(q; x)|, m = 0, 1, . . . , n.
The Figs. 1–4 show the graphs of Sn0(q; x), Sn1(q; x), and Snn(q; x) for n = 4, 10, and q = 2, 20.
For the sequel, we need not only the estimates of growth for ∥pnk(q; x)∥ as q increases, but also information on the
location of the extreme values for these polynomials. The first result in this direction is expressed by the following:
Theorem 2.3. For all q ≥ 3, n ≥ 3, the maximum of |pnk(q; x)|, k = 0, 1, . . . , n on [0, 1] is attained on [1/q, 1].
Proof. For k = n and k = n− 1, there is nothing to prove. Let 0 ≤ k ≤ n− 2. Clearly, for q ≥ 3,
M := max
x∈[1/q,1]
|pnk(q; x)| ≥ |pnk(q; 2/q)|
=
n
k

q

2
q
k 
1− 2
q

· 1 · (2q− 1)(2q2 − 1) · · · (2qn−k−2 − 1)
≥
n
k

q
· 2
n−2(q− 2)
qk+1
· (q− 1) · (q2 − 1) · · · (qn−k−2 − 1).
On the other hand,
m := max
x∈[0,1/q]
|pnk(q; x)| ≤
n
k

q

1
q
k
(q− 1)(q2 − 1) · · · (qn−k−2 − 1).
(Here we use: maxx∈[0,1/q] |qjx− 1| = qj−1 − 1, j ≥ 2 and maxx∈[0,1/q](1− x) = maxx∈[0,1/q](1− qx) = 1.)
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Fig. 1. n = 4, q = 2.
Fig. 2. n = 4, q = 20.
The statement will be proved if we show thatm ≤ M or that
1
q
k
(q− 1)(q2 − 1) · · · (qn−k−2 − 1) ≤ 2
n−2
qk+1
· (q− 2) · (q− 1)(q2 − 1) · · · (qn−k−2 − 1).
This yields
1
q
≤ 1
2
− 1
2n−1
,
which holds for q ≥ 3, n ≥ 4.
Let us consider the case n = 3. For k = 2 and k = 3, the statement is evident. Now,
max
x∈[0,1/q]
|p3,1(q; x)| ≤ [3]q · max
x∈[0,1/q]
|x(1− qx)| = [3]q · 14q ,
while
max
x∈[1/q,1]
|p3,1(q; x)| ≥ |p3,1(q; 1/2+ 1/2q)| = [3]q · (q+ 1)(q− 1)
2
8q2
.
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Fig. 3. n = 10, q = 2.
Fig. 4. n = 10, q = 20.
Since, for q ≥ 3, we have
1
4q
≤ (q+ 1)(q− 1)
2
8q2
,
the statement of the theorem is true.
Finally, consider p30(q; x). Obviously maxx∈[0,1/q2] |p30(q; x)| = 1.
Now,
max
x∈[1/q2,1/q]
|p30(q; x)| ≤

1− 1
q2

max
x∈[1/q2,1/q]
(1− qx)(q2x− 1) = (q+ 1)(q− 1)
3
4q3
,
while
max
x∈[1/q,1]
|p30(q; x)| ≥ |p30(q; 1/2+ 1/(2q))| = (q+ 2)(q− 1)
3
8q
.
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Fig. 5. n = 3, q = 2.5.
To show that, for q ≥ 3, both
(q+ 2)(q− 1)3
8q
≥ 1 and (q+ 2)(q− 1)
3
8q
≥ (q+ 1)(q− 1)
3
4q3
,
we observe that
(q+ 2)(q− 1)3
8q
>
(q− 1)3
8
≥ 1 when q ≥ 3,
while the second inequality is true because q+ 2 > q+ 1 and q2 > 2. This completes the proof. 
Remark 2.1. It is not difficult to see from the proof that the bound for q can be decreased. However, numerical computations
demonstrate that, for q = 2.5, the statement is not true. The graph (see Fig. 5) pictures |p30(2.5; x)| on [0, 1].
Further numerical experiments for p30(q; x) show that there is a unique value q0, such that
max
x∈[0,1]
|p30(q0; x)| = max
x∈[0,1/q20]
|p30(q0; x)| = max
x∈[1/q0,1]
|p30(q0; x)| = 1.
This observation turns out to be a particular case of the following general result concerning the maxima of |pn0(q; x)|
on [0, 1]. According to Corollary 2.2, the growth of the norms ∥Bn,q∥ as q → +∞ is determined mainly by the two
basic polynomials pn0 and pn1. Consequently, detailed characterization of these polynomials is decisive to understand the
asymptotic behavior of Bn,q as q increases. The theorem below provides such information for pn0.
Theorem 2.4. For pn0(q; x) with n ≥ 3 and q > 1, the following statements hold:
(i) There is exactly one value q0 = q0(n) satisfying
max
x∈[1/q0,1]
|pn0(q0; x)| = 1; (2.1)
(ii) The sequence {q0(n)}∞n=3 is monotone decreasing in n with limn→∞ q0(n) = 1;
(iii) For q0 = q0(n) determined by (2.1), we have
|pn0(q0; x)| < 1 for x ∈ (0, 1/q0);
(iv) If q > q0(n), then
max
x∈[1/q,1]
|pn0(q; x)| > 1
and
max
x∈[0,1/q]
|pn0(q; x)| < max
x∈[1/q,1]
|pn0(q; x)|.
Before presenting the proof of Theorem 2.4, we would like to exhibit some illustrative examples. Let x0 ∈ (1/q, 1) and
q0 > 1 denote the values of x and q respectively, at whichmaxx∈[1/q,1] |pn0(q, x)| = 1. Numerical experiments for n = 3, 4, 5
and 6 supply the data in Table 1, whereq0 andx0 represent approximations to q0 and x0, respectively.
Certainly, this convincingly agrees with claim (ii) of the theorem.
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Table 1
Approximations to q0 and x0 .
n q0 ≈ q0 x0 ≈ x0
3 2.6180340000 0.763932021970132
4 1.9165517200 0.841588929914384
5 1.6276830389 0.883418586338910
6 1.4733922150 0.909018457129710
Fig. 6. n = 4, q = 1.85 <q0 .
Fig. 7. n = 4, q = 1.91655172 =q0 ≈ q0 .
For n = 4, we present the graphs (Figs. 6–8) showing the extreme values of |p40(q; x)| for q = 1.85 < q0; q = q0 =
1.91655172 ≈ q0, and q = 1.95 > q0 to illustrate the claims (i), (ii), and (iv).
Proof of Theorem 2.4. (i) We denote:
Mq := max
x∈[1/q,1]
|pn0(q; x)|. (2.2)
It is not difficult to see thatMq is strictly increasing in q. Since
max
x∈[1/q,1]
|pn0(q; x)| → 0 as q → 1+
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Fig. 8. n = 4, q = 1.95 > q0 .
and
max
x∈[1/q,1]
|pn0(q; x)| → +∞ as q →+∞,
the statement follows immediately by the continuity argument.
(ii) Let q0 = q0(n) and x0 ∈ [1/q0, 1] satisfy |pn0(q0; x0)| = 1. Consider |pn+1,0(q0; x0)| = |pn0(q0; x0)|(qn0x0 − 1). Since
qn0x0 − 1 > qn−10 x0 − 1 > 1, we conclude that maxx∈[0,1/q0] |pn+1,0(q0, x)| > 1. By virtue of the explanations in (i), this
implies that q0(n+ 1) < q0(n). Hence, there exists
lim
n→∞ q0(n) = ω ≥ 1.
Assume that ω > 1 and take t ∈ (1/ω, 1). Since q0(n) ≥ ω > 1, we have t ∈ [1/q0(n), 1] for all n, whence
|pn0(q0(n); t)| < 1 for all n. On the other hand,
|pn0(q0(n); t)| = (1− t)(q0(n)t − 1) · · · (qn−10 (n)t − 1)
≥ (1− t)(ωt − 1) · · · (ωn−1t − 1)→+∞ as n →∞.
The contradiction shows that ω = 1.
(iii) From (2.1), we have:
(1− t)(q0t − 1) · · · (qn−10 t − 1) ≤ 1 for all t ∈ [1/q0, 1].
This implies that
(1− t)(q0t − 1) · · · (qj0t − 1) < 1 for t ∈ [1/q0, 1], j = 1, 2, . . . , n− 2, (2.3)
because the terms qj0t − 1 are increasing in j on [1/q0, 1]. Now, we take x ∈ [1/qj+10 , 1/qj0], j = 1, . . . , n− 2, and consider
|pn0(q0; x)| = (1− x)(1− q0x) · · · (1− qj0x)(qj+10 x− 1) · · · (qn−10 x− 1)
= (1− x)(1− q0x) · · · (1− qj−10 x)(1− t)(q0t − 1) · · · (qn−1−j0 t − 1),
where t = qj0x ∈ [1/q0, 1]. By applying (2.3), we derive that |pn0(q0; x)| < 1 for all x ∈ [1/qn−10 , 1/q0]. As for x ∈ (0, 1/qn−10 ),
the statement is obvious.
(iv) LetMq be given by (2.2). AsMq is strictly increasing in q, we haveMq > 1 for q > q0(n). Clearly,
(1− t)(qt − 1) · · · (qjt − 1) ≤ Mq, t ∈ [1/q, 1], j = 1, 2, . . . , n− 2,
which implies, for x ∈ [1/qj+1, 1/qj] and t = qjx ∈ [1/q, 1]:
|pn0(q; x)| = (1− x)(1− qx) · · · (1− qj−1x)(1− t)(qt − 1) · · · (qjt − 1) < Mq.
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Since
max
x∈[0,1/qn−1]
|pn0(q; x)| = 1,
the proof is complete. 
3. Asymptotic estimates for the norms
Based on the observations in Section 2, we now prove the following assertion on the asymptotic behavior of the norm
∥Bn,q∥ as q → +∞. The idea behind the proof is to approximate the basic polynomials pn0(q; x) and pn,1(q; x) by the
polynomial±qn(n−1)/2xn−1(1− x), which appeared in Lemma 2.1 and whose norm can be evaluated easily.
Theorem 3.1. The following equality holds:
lim
q→+∞ q
−n(n−1)/2∥Bn,q∥ = 2n

1− 1
n
n−1
. (3.1)
Proof. Since
∥Bn,q∥ ≤
n
k=0
∥pnk(q; x)∥,
we obtain by virtue of Corollary 2.2:
lim sup
q→+∞
∥Bn,q∥
qn(n−1)/2
≤ lim
q→+∞
∥pn0(q; x)∥ + ∥pn1(q; x)∥
qn(n−1)/2
= 2
n

1− 1
n
n−1
. (3.2)
On the other hand,
∥Bn,q∥ = max
x∈[0,1]
n
k=0
|pnk(q; x)| ≥
n
k=0
|pnk(q; 1− 1/n)|,
whence by Corollary 2.2,
lim inf
q→+∞
∥Bn,q∥
qn(n−1)/2
≥ lim
q→+∞
|pn0(q; 1− 1/n)| + |pn1(q; 1− 1/n)|
qn(n−1)/2
= 2
n

1− 1
n
n−1
. (3.3)
Juxtaposing (3.2) and (3.3), we derive (3.1). 
Remark 3.1. It has been proved in [7] that, for q > 1 being fixed,
lim
n→∞ nq
−n(n−1)/2∥Bn,q∥ = 2e(q−2; q−2)∞ .
Using this together with (3.1), we obtain:
lim
n→∞ limq→+∞ nq
−n(n−1)/2∥Bn,q∥ = lim
q→+∞ limn→∞ nq
−n(n−1)/2∥Bn,q∥ = 2e .
In fact, it turns out that the last formula follows from Theorem3.2, where the estimates of Theorem3.1 have been refined.
However, we still operate with the values of the q-Bernstein basic polynomials at the point x = 1− 1n , as suggested by the
shape of xn−1(1− x).
Theorem 3.2. The following equality is valid:
lim
n→∞
q→+∞
nq−n(n−1)/2∥Bn,q∥ = 2e .
Proof. Since
 n
k

q = qk(n−k)
 n
k

1/q, we can represent pnk(q; x) for x ≠ 0 and k ≤ n− 1 as follows:
pnk(q; x) = qk(n−k)
n
k

1/q
xn−1(1− x)(−1)n−k−1q(n−k)(n−k−1)/2

1− 1
qx

· · ·

1− 1
qn−k−1x

= (−1)n−k−1qn(n−1)/2−k(k−1)/2
n
k

1/q
xn−1(1− x)

1
qx
; 1
q

n−k−1
.
S. Ostrovska, A.Y. Özban / Computers and Mathematics with Applications 62 (2011) 4758–4771 4767
Obviously, for q ≥ 3, n ≥ 3, we have q(1− 1n ) ≥ 2 and, therefore, all factors
1− 1
qj(1− 1/n)

> 0, j = 1, 2, . . . .
Then it follows that, for k ≤ n− 2:pnk q; 1− 1n
 = qn(n−1)/2−k(k−1)/2 1− 1n
n−1
· 1
n
·
n
k

1/q

n
q(n− 1) ;
1
q

n−k−1
≥ qn(n−1)/2−k(k−1)/2 · 1
ne
·
n
k

1/q

n
q(n− 1) ;
1
q

∞
.
As a result, we get:pnk q; 1− 1n
 ≥ qn(n−1)/2−k(k−1)/2 · 1ne · nk 1/q

2
q
; 1
q

∞
, k = 0, 1, . . . , n− 2. (3.4)
For k = n− 1, q ≥ 3, we use the plain inequality (2/q; 1/q)∞ < 1 to obtain:pn,n−1 q; 1− 1n
 = [n]q 1− 1n
n−1
· 1
n
≥ qn−1 · 1
ne
·

n
n− 1

1/q

2
q
; 1
q

∞
,
which agrees with (3.4). Likewise, for k = n, we have:pnn q; 1− 1n
 = 1− 1n
n
≥ 1
ne

2
q
; 1
q

∞
and (3.4) is true also for k = n.
It is known that ∥Bn,q∥ = maxx∈[0,1]nk=0 |pnk(q; x)|, whence ∥Bn,q∥ ≥nk=0 |pnk(q; 1− 1n )|.
Therefore, for n ≥ 3 and q ≥ 3, we derive, with the help of the Rothe Identity (cf. [1, Chapter 10, Corollary 10.2.2]),
that:
∥Bn,q∥ ≥
n
k=0
pnk q; 1− 1n
 ≥ 1neqn(n−1)/2

2
q
; 1
q

∞
n
k=0
n
k

1/q

1
q
k(k−1)/2
= q
n(n−1)/2
ne

2
q
; 1
q

∞
n−1
j=0
(1+ q−j),
which implies
nq−n(n−1)/2∥Bn,q∥ ≥ 2e

2
q
; 1
q

∞
n−1
j=1
(1+ q−j) (3.5)
and
lim inf
n→∞
q→+∞
nq−n(n−1)/2∥Bn,q∥ ≥ 2e limn→∞q→+∞

2
q
; 1
q

∞
n−1
j=1
(1+ q−j) = 2
e
. (3.6)
Now, we have to estimate ∥Bn,q∥ for large n and q from above. By virtue of Theorem 2.3, we have for q ≥ 3, n ≥ 3, k =
0, 1, . . . , n− 1:
∥pnk∥ = max
x∈[1/q,1]
|pnk(q; x)| ≤ max
x∈[1/q,1]
qn(n−1)−k(k−1)
n
k

1/q
xn−1(1− x)
= qn(n−1)/2−k(k−1)/2
n
k

1/q
· 1
n

1− 1
n
n−1
.
For k = n,
∥pnn(q; x)∥ = 1 = 1n

1− 1
n
n−1
+

1− 1
n

1− 1
n
n−1
.
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Therefore,
∥Bn,q∥ ≤ 1+
n
k=0
∥pnk∥ ≤ qn(n−1)/2 1n

1− 1
n
n−1 n
k=0
n
k

1/q
q−k(k−1)/2
= 1+ qn(n−1)/2 1
n

1− 1
n
n−1
(−1; 1/q)n,
whence
nq−n(n−1)/2∥Bn,q∥ ≤ nq−n(n−1)/2 +

1− 1
n
n−1
(−1; 1/q)n. (3.7)
As a result, we derive,
lim sup
n→∞
q→+∞
nq−n(n−1)/2∥Bn,q∥ ≤ limn→∞
q→+∞

nq−n(n−1)/2 +

1− 1
n
n−1
(−1; 1/q)n

= 2
e
. (3.8)
Comparing (3.6) and (3.8), we obtain the required statement. 
4. Non-asymptotic estimates
In this section, we obtain direct estimates both from above and below for the norm ∥Bn,q∥with any q > 1. Further results
show that if q is relatively large, say q ≥ 3, the estimates can be essentially improved, mostly by the usage of Theorem 2.3.
The case n = 2 is rather straightforward as
∥B2,q∥ = q
2 + 1
2q
.
Therefore, we have to obtain estimates only for n ≥ 3. We start with the lower estimate for the norm.
Theorem 4.1. For all q > 1, n ≥ 3, we have:
∥Bn,q∥ ≥ max

1,
1
22n−1
· qn(n−1)/2

=: L(n; q). (4.1)
Proof. First, we obtain lower estimates for basic polynomials pnk(q; x). Consider themapping x → x+12 ,whichmaps [−1, 1]
on [0, 1] bijectively. Therefore,
∥pnk(q; x)∥ = max
x∈[−1,1]
pnk q; x+ 12
 .
The polynomial pnk(q; x) can be written as±2−nqn(n−1)/2−k(k−1)/2Cnk(q; x), where Cnk is a monic polynomial in x of degree n.
Using the Chebyshev Theorem, we obtain:
∥Cnk∥[−1,1] ≥ 2−n+1,
whence
∥pnk∥ ≥ 2−2n+1qn(n−1)/2−k(k−1)/2.
In particular, with k = 0, we obtain:
∥Bn,q∥ ≥ ∥pn0∥ ≥ 122n−1 q
n(n−1)/2.
Since ∥Bn,q∥ ≥ 1 for all q > 0, the statement follows. 
Next, we derive two upper estimates for the norm ∥Bn,q∥ and discuss their advantages for different values of q.
Theorem 4.2. The following estimates hold for all n ≥ 3 and all q > 1:
(i) ∥Bn,q∥ ≤ 1+ 14 e
1
q−1 · qn(n−1)/2 =: F(n; q); (4.2)
(ii) ∥Bn,q∥ ≤ 1+ q− 1q · 3
n−1 · (n− 1)qn(n−1)/2 =: G(n; q). (4.3)
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Proof. (i) Clearly,
|pnk(q; x)| ≤
n
k

q
q(n−k)(n−k−1)/2xk(1− x), k = 0, 1, . . . , n− 1,
while |pnn(q; x)| = xn(1− x)+ xn+1. Using the Rothe Identity we obtain:
n
k=0
|pnk(q; x)| ≤ qn(n−1)/2(1− x)
n
k=0
n
k

q
qk(k−1)/2

x
qn−1
k
+ xn+1
= qn(n−1)/2(1− x)(−x; 1/q)n + xn+1, x ∈ [0, 1],
whence
∥Bn,q∥ ≤ 1+ 14 · e
n−1
j=1
q−j
qn(n−1)/2 ≤ F(n; q).
(ii) Only for the purpose of this proof, we allow q ≠ 0 to be a complex number. Clearly, the definitions of the q-binomial
coefficients and the q-Bernstein basis can be considered for this case as well.
Since
 n
k

q are polynomials in q of degree k(n− k)with all non-negative coefficients, it follows that
max
|q|=1
nk q
 = nk
and, for x ∈ [0, 1], we obtain:
max
|q|=1
|pnk(q; x)| ≤
n
k

xk(1− x)(1+ x)n−k−1, k = 0, 1, . . . , n− 1.
As pnk(q; x) is a polynomial in q of degree
mnk = n(n− 1)2 −
k(k− 1)
2
,
we obtain by the Bernstein’s estimate for the derivative:
max
|q|=1
 ∂∂qpnk(q; x)
 ≤ mnk ·max|q|=1 |pnk(q; x)| ≤ mnk nk xk(1− x)(1+ x)n−k−1, k = 0, 1, . . . , n− 1.
With the MaximumModulus Principle we have, for |q| ≥ 1, k = 0, 1, . . . , n− 1: ∂∂qpnk(q; x)
 ≤ qmnk−1mnk ·max|q|=1 |pnk(q; x)| ≤ qmnk−1mnk nk xk(1− x)(1+ x)n−k−1.
We notice that the latter estimate is obviously true for k = n. Hence,
|pnk(q; x)− pnk(1; x)| ≤ mnk(q− 1)qmnk−1
n
k

xk(1− x)(1+ x)n−k,
and
n
k=0
|pnk(q; x)| ≤ 1+ (q− 1)(1− x)qn(n−1)/2−1 · n(n− 1)2
n
k=0
n
k

xk(1+ x)n−k
= 1+ (q− 1)(1− x)qn(n−1)/2−1 · n(n− 1)
2
(1+ 2x)n.
Evidently,
max
x∈[0,1]
(1− x)(1+ 2x)n = 3
2n+ 2 · 3
n

1− 1
n+ 1
n
≤ 3
2n+ 2 · 3
n

2
3
2
≤ 2
3
· 3
n
n+ 1 .
As a result, we obtain estimate (4.3). 
Remark 4.1. Obviously, estimate (4.3) is exact for q = 1 and better than (4.2) in a right neighborhood of 1. For the other
values of q, estimate (4.2) provides a better upper bound for ∥Bn,q∥; in fact, there is a unique value q∗ = q∗(n) satisfying
F(n; q) < H(n; q) whenever q > q∗(n). It is not difficult to prove that q∗(n) → 1 as n → ∞. A few numerical values for
q∗(n) are presented in Table 2.
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Table 2
Approximations to q∗ for which F(n; q∗) = G(n; q∗).
n q∗ ≈ q∗ F(n;q∗)
3 1.3433486194047389263 12.15283500234014
4 1.2413657707687579005 58.63144778966277
5 1.1878687374593607711 287.6260117699446
6 1.1543932630298686943 1401.095287748866
7 1.1313008739801882681 6772.873680010032
8 1.1143423276598540413 32558.93021550621
9 1.1013300260656133777 1.559239240299725× 105
10 1.0910150747931572408 7.447333041241700× 105
20 1.0453185756049277172 4.348424597653201× 1012
100 1.0090880841347976951 4.306434694037709× 1066
Finally,wepresent somenon-asymptotic estimates for q ≥ 3. These results are obtained as a by-product of the reasonings
employed in Section 3.
Theorem 4.3. For q ≥ 3, n ≥ 3, the following inequalities hold:
S(n; q) := 2
3
√
3ne
qn(n−1)/2 ≤ ∥Bn,q∥ ≤ 2nq
n(n−1)/2 =: H(n; q).
Proof. Inequality (3.5) implies that, for q ≥ 3, n ≥ 3,
nq−n(n−1)/2∥Bn,q∥ ≥ 2e

2
q
; 1
q

∞
.
We set:
A :=

2
q
; 1
q

∞
.
Since 2
qj
≤ 23 , it follows that ln(1− 2qj ) ≥ α 2qj with α = − 32 ln 3. Hence,
ln A =
∞
j=1
ln

1− 2
qj

≥
∞
j=1
α · 2
qj
= 2α
q− 1 ≥
2α
2
= α.
Thus,
A ≥ eα = 1
3
√
3
.
To obtain the upper estimate, we write using (3.7):
nq−n(n−1)/2∥Bn,q∥ ≤

2
3
2
· 2e 1q−1 + 3
33
≤ 8
√
e+ 1
9
< 2,
as stated. 
Combining the estimates of the last theorem with (4.1) and (4.2), we obtain the estimate:
max{L(n; q), S(n; q)} ≤ ∥Bn,q∥ ≤ min{F(n; q),H(n; q)}, q ≥ 3.
It is not difficult to see that, for q ≥ 3 and n ≥ 3, S(n; q) ≤ L(n; q), and, as a result, for q ≥ 3 we have:
S(n; q) ≤ ∥Bn,q∥ ≤ min{F(n; q),H(n; q)}.
Some details are given in Table 3.
To summarize, the paper provides a theoretical explanation for the difficulties arising in numerical computations
involving the q-Bernstein polynomials in the case of large q. The problem of finding reliable algorithms to evaluate these
polynomials may be considered as a potential area for further research. In addition, it should bementioned that, by virtue of
the Uniform Boundedness Principle, the results of the paper imply that the sequence {Bn,q(f ; x)} cannot be approximating
for all f ∈ C[0, 1]. The class of functions approximated by their q-Bernstein polynomials in the case q > 1 is yet to be
described, see [2] for the list of open problems.
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Table 3
The optimal bounds for ∥Bn,q∥.
n min {F(n, q),H(n, q)}
3, 4, 5 F(n, q)
6 H(n, q) if q ≤ 4.476059503 · · ·F(n, q) if q > 4.476059503 · · ·
7 H(n, q) if q ≤ 8.488875689 · · ·F(n, q) if q > 8.488875689 · · ·
≥8 H(n, q)
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