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GRU¨SS TYPE INEQUALITIES FOR POSITIVE LINEAR MAPS
ON C∗-ALGEBRAS
ALI DADKHAH AND MOHAMMAD SAL MOSLEHIAN
Abstract. Let A and B be two unital C∗-algebras and let for C ∈ A, ΓC =
{γ ∈ C : ‖C − γI‖ = infα∈C ‖C − αI‖}. We prove that if Φ : A −→ B is a
unital positive linear map, then∣∣Φ(AB)− Φ(A)Φ(B)∣∣ ≤ ∥∥Φ(|A∗ − ζI|2)∥∥ 12 [Φ(|B − ξI|2)] 12
for all A,B ∈ A, ζ ∈ ΓA and ξ ∈ ΓB.
In addition, we show that if (A, τ) is a noncommutative probability space and
T ∈ A is a density operator, then∣∣τ(TAB)− τ(TA)τ(TB)∣∣ ≤ ‖A− ζI‖p‖B − ξI‖q‖T ‖r (p, q ≥ 4, r ≥ 2)
and∣∣τ(TAB)− τ(TA)τ(TB)∣∣ ≤ ‖A− ζI‖p‖B − ξI‖q‖T ‖ (p, q ≥ 2)
for every A,B ∈ A and ζ ∈ ΓA, ξ ∈ ΓB. Our results generalize the correspond-
ing results for matrices to operators on spaces of arbitrary dimension.
1. introduction
Gru¨ss [8] showed that if f and g are integrable real functions on [a, b] and there
exist real constants α, β, γ,Γ such that α ≤ f(x) ≤ β and γ ≤ g(x) ≤ Γ for all
x ∈ [a, b], then∣∣∣∣ 1b− a
∫ b
a
f(x)g(x)dx−
1
b− a
∫ b
a
f(x)dx
1
b− a
∫ b
a
g(x)dx
∣∣∣∣ ≤ 14 |β − α||Γ− γ|.
This inequality was studied and extended by a number of mathematicians for dif-
ferent contents, such as inner product spaces, quadrature formulae, finite Fourier
transforms and linear functionals. For further information we refer interested
reader to [12, 16] and references therein.
Bhatia and Davis [2] showed that if Φ is any positive unital linear map between
C∗-algebras and m ≤ A ≤ M is any self-adjoint operator, then
Φ(A2)− Φ(A)2 ≤
1
4
(M −m)2.
This provides a reverse to the Kadison inequality Φ(A)2 ≤ Φ(A2); cf. [10]. The
authors of [5] extended this inequality by showing that
Φ(A∗A)− Φ(A)∗Φ(A) ≤ inf
α∈C
‖A− αI‖2. (1.1)
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for every operator A. The inequality (1.1) turns out to be useful in deriving
various lower bounds for the spread by Bhatia and Sharma [3, 4]. The work is
then extended by Sharma and Kumari [18] to discuss the perturbation bounds
for matrices. Moreover, the second author and Rajic´ [14] proved that
‖Φ(AB)− Φ(A)Φ(B)‖ ≤ inf
α∈C
‖A− αI‖ inf
β∈C
‖B − βI‖ (1.2)
for any unital n-positive linear map Φ (n ≥ 3) and any operators A,B in a C∗-
algebra. Matharu and the second author [12] gave several variants of inequality
(1.2) for unital completely positive linear maps and unitary invariant norms.
Renaud [17] showed that∣∣tr(TAB)− tr(TA)tr(TB)∣∣ ≤ krs, (1.3)
for 1 ≤ k ≤ 4, where A,B are square matrices, whose numerical ranges lie in the
circular discs of radii r and s, respectively, and T is a positive matrix of trace
one.
The Gru¨ss inequality was generalized in the setting of inner product spaces by
Dragomir [7], and in the framework of inner product modules over H∗-algebras
and C∗-algebras by Iliˇsevic´ et al. [1, 9].
In this paper, we study some Gru¨ss type inequalities. In section 3, we obtain two
refined bounds for left sides of (1.1) and (1.2). We then give some applications of
these inequalities to finite traces on noncommutative probability spaces. At the
end of this section, we present some inequalities under certain mild condition.
In section 4, we generalize some Gru¨ss type inequalities for Hilbert C∗-modules,
as well as adjointable operators on these spaces.
2. Preliminaries
Let B(H) denote the C∗-algebra of all bounded linear operators on a complex
Hilbert space (H, 〈·, ·〉). Throughout the paper, a capital letter means an operator
in B(H). An operator A is called positive if 〈Ax, x〉 ≥ 0 for all x ∈ H, and we
then write A ≥ 0. An operator A is said to be strictly positive (denoted by
A > 0) if it is a positive invertible operator. The unit of B(H) is denoted by
I. According to the Gelfand–Naimark–Segal theorem, every C∗-algebra can be
regarded as a C∗-subalgebra of B(H) for some Hilbert space H. A von Neumann
algebra is a strongly operator closed ∗-subalgebra of B(H), which contains I.
In this paper, we use A,B, · · · to denote C∗-algebras and von Neumann algebras
and A+ to denote the set of all positive elements of A. An operator A is called
accretive if Re(A) ≥ 0, where Re(A) = (A + A∗)/2.
A linear map Φ : A −→ B between C∗-algebras is said to be ∗-linear if Φ(A∗) =
Φ(A)∗. It is positive if Φ(A) ≥ 0, whenever A ≥ 0.We say that Φ is unital if A,B
are unital C∗-algebras and Φ preserves the identity. A linear map Φ is called n-
positive if the map Φn : Mn(A) −→Mn(B) defined by Φn([aij]n×n) = [Φ(aij)]n×n
is positive, where Mn(A) stands for the C
∗-algebra of n×n matrices with entries
in A. A map Φ is said to be completely positive if it is n-positive for every n ∈ N.
It is known that every positive functional is completely positive. Moreover, the
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following Cauchy–Schwarz inequality holds; cf. [15, Section 3.3]:
|τ(A∗B)| ≤ τ(A∗A)
1
2 τ(B∗B)
1
2
for every positive linear functional τ on A and A,B ∈ A.
A finite trace τ on a von Neumann algebra A is a positive linear functional on A
such that τ(I) < ∞ and τ(AB) = τ(BA) for all A,B ∈ A. A trace τ is said to
be normal if supi τ(Ai) = τ(supiAi) for any bounded increasing net (Ai) in A+.
It is faithful if τ(A) = 0 implies A = 0 and normalized if τ(I) = 1.
A noncommutative probability space (A, τ) is a von Neumann algebra A with a
normal faithful normalized finite trace τ . In this case, for 1 ≤ p <∞ and A ∈ A,
‖A‖p = (τ(|A|
p))
1
p gives rise to a norm on A. It is known that if p ≤ q, then
‖A‖p ≤ ‖A‖q ≤ ‖A‖ for every A,B ∈ A; see [20, Proposition 1.9 and Remark
1.4].
The notion of Hilbert C∗-module is a natural generalization of that of Hilbert
space arising by replacing the field of scalars C by a C∗-algebra. Recall that if
(X , 〈·, ·〉) is Hilbert C∗-module over a C∗-algebra A, then for every x ∈ X the
norm on X is given by ‖x‖ = ‖〈x, x〉‖
1
2 and the “absolute-value norm” is defined
by |x| = 〈x, x〉
1
2 as a positive element of A. A map T : X −→ X is called
adjointable if there is a map T ∗ : X −→ X such that 〈Tx, y〉 = 〈x, T ∗y〉 for all
x, y ∈ X . The set of all adjointable maps T : X −→ X is denoted by L(X ), which
is a unital C∗-algebra. For x, y ∈ X , the rank one operator x ⊗ y : X −→ X is
defined by (x⊗ y)(z) = x〈y, z〉. An element h ∈ X is called a lifted projection if
|h| is a projection in A. According to [9], h is a lifted projection in X if and only
if h is non zero and h|h| = h. Clearly h⊗ h is a projection in L(X ).
For each element A ∈ A, we define RA : X −→ X by RAx = xA. It is easy to
check that RA ∈ L(X ) if and only if A ∈ Z(A), where Z(A) is the center of A.
The Cauchy–Schwarz inequality for x, y ∈ X asserts that (see [11])
〈x, y〉〈y, x〉 ≤ ‖〈y, y〉‖〈x, x〉.
3. inequalities for positive linear maps
In this section, we refine and generalize some inequalities for positive linear
maps. Moreover, we give some Gru¨ss type inequalities for traces on noncommu-
tative probability spaces. We start our work with the following lemma.
Lemma 3.1. Let A and B be two unital C∗-algebras. If Φ : A −→ B is a unital
∗-linear map, then
Φ(A∗A)− Φ(A)∗Φ(A) ≤ Φ(|A− αI|2) (3.1)
for all A ∈ A and α ∈ C.
Proof. Since Φ is a unital ∗-linear map, we have
Φ(|A− αI|2) ≥ Φ ((A− αI)∗(A− αI))− (Φ(A− αI))∗Φ(A− αI)
= Φ(A∗A)− αΦ(A∗)− αΦ(A) + ααI − Φ(A)∗Φ(A)
+αΦ(A∗) + αΦ(A)− ααI
= Φ(A∗A)− Φ(A)∗Φ(A)
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for all α ∈ C and for all A ∈ A. 
Let A be an element of a unital C∗-algebra. It is mentioned in ([19, Theorem
4]) that there is a scalar γ ∈ C such that
inf
α∈C
‖A− αI‖ = ‖A− γI‖.
Indeed, let Σ = {‖A− αI‖ : α ∈ C} and Ω = {‖A − βI‖ : |β| ≤ 3‖A‖}. We see
that inf Σ = inf Ω. In fact, for every α ∈ C there is an element β with |β| ≤ 3‖A‖
such that ‖A − αI‖ ≥ ‖A− βI‖. If |α| > 3‖A‖, then by choosing β = ‖A‖, we
have
‖A− αI‖ ≥ |α| − ‖A‖ > 2‖A‖ ≥ ‖A− βI‖.
If |α| ≤ 3‖A‖, then we set β = α.
Now, Let ΓA = {γ ∈ C : ‖A − γI‖ = infα∈C ‖A − α‖}. If Φ is a unital positive
linear map, then
Φ(A∗A)− Φ(A)∗Φ(A) ≤ Φ(|A− αI|2) ≤ Φ(‖A− αI‖2I) = ‖A− αI‖2I (3.2)
for every α ∈ C. Hence
Φ(A∗A)− Φ(A)∗Φ(A) ≤ inf
α∈C
‖A− αI‖2I = ‖A− γI‖2 (γ ∈ ΓA).
Now we give an example to show that inequality (3.2) is really finer than
inequality (1.1).
Example 3.2. Let Φ : M2(C) −→ C be given by Φ
([
a11 a12
a21 a22
])
= a11. It is
evident that Φ is a unital positive linear map. Take A =
[
1 2
2 4
]
. It is clear that
the spectrum of A is σ(A) = {0, 5}. Since A is self-adjoint, we have infλ∈C ‖A−
λI2×2‖
2 = (2.5)2 = 6.25, where I2×2 denotes the identity of the matrix algebra
M2(C); see [19, Corollary 1]. If we put α = 0, then
Φ(A∗A)− Φ(A)∗Φ(A) = 4, Φ(|A− αI2×2|
2) = 5.
Therefore, we see that
Φ(A∗A)− Φ(A)∗Φ(A) < Φ(|A− αI2×2|
2) < inf
λ∈C
‖A− λI2×2‖
2.
This example shows that even if α is not in ΓA, inequality (3.2) can give a finer
bound than that in inequality (1.1).
Now we want to give a Gru¨ss type inequality for n-positive linear maps. To
achieve it we need two lemmas.
Lemma 3.3. [6, Lemma 2.1] Let A ≥ 0, B > 0 be two operators in Mn(A). Then
the block matrix
[
A X
X∗ B
]
is positive if and only if A ≥ XB−1X∗.
The next lemma is known [13, Theorem 1]. We prove it since we need some
portion of the proof later.
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Lemma 3.4. Let A and B be two unital C∗-algebras. If Φ : A −→ B is a unital
n-positive linear map for some n ≥ 3, then[
Φ(A∗A)− Φ(A)∗Φ(A) Φ(A∗B)− Φ(A)∗Φ(B)
Φ(B∗A)− Φ(B)∗Φ(A) Φ(B∗B)− Φ(B)∗Φ(B)
]
≥ 0
for every A,B ∈ A.
Proof. First we have
A∗A A∗B A∗B∗A B∗B B∗
A B I

 =

A∗ 0 0B∗ 0 0
I 0 0



A B I0 0 0
0 0 0

 ≥ 0. (3.3)
It follows from 3-positivity of Φ that
Φ(A∗A) Φ(A∗B) Φ(A∗)Φ(B∗A) Φ(B∗B) Φ(B∗)
Φ(A) Φ(B) I

 ≥ 0,
which implies that 

Φ(A∗A) Φ(A∗B) Φ(A∗) 0
Φ(B∗A) Φ(B∗B) Φ(B∗) 0
Φ(A) Φ(B) I 0
0 0 0 I

 ≥ 0.
Hence, by applying Lemma 3.3, we assert that[
Φ(A∗A) Φ(A∗B)
Φ(B∗A) Φ(B∗B)
]
≥
[
Φ(A)∗ 0
Φ(B)∗ 0
] [
I 0
0 I
] [
Φ(A) Φ(B)
0 0
]
.
In other words,[
Φ(A∗A) Φ(A∗B)
Φ(B∗A) Φ(B∗B)
]
≥
[
Φ(A)∗Φ(A) Φ(A)∗Φ(B)
Φ(B)∗Φ(A) Φ(B)∗Φ(B)
]
.

The following theorem is a refinement of inequality (1.2).
Theorem 3.5. Let A and B be two unital C∗-algebras. If Φ : A −→ B is a unital
n-positive linear map for some n ≥ 3, then∣∣Φ(AB)− Φ(A)Φ(B)∣∣ ≤ ∥∥Φ(|A∗ − αI|2)∥∥ 12 [Φ(|B − βI|2)] 12 (3.4)
for every A,B ∈ A and α, β ∈ C. In particular,∥∥Φ(AB)− Φ(A)Φ(B)∥∥ ≤ inf
α∈C
‖A− αI‖ inf
β∈C
‖A− βI‖. (3.5)
Proof. Without loss of generality we can assume that Φ(A∗A)−Φ(A)∗Φ(A) > 0.
According to Lemma 3.3 and Lemma 3.4, we may state that
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Φ(B∗B)− Φ(B)∗Φ(B) ≥
(
Φ(B∗A)− Φ(B)∗Φ(A)
)
·
(
Φ(A∗A)− Φ(A)∗Φ(A)
)
−1(
Φ(A∗B)− Φ(A)∗Φ(B)
)
≥
(
Φ(B∗A)− Φ(B)∗Φ(A)
)
·
∥∥Φ(A∗A)− Φ(A)∗Φ(A)∥∥−1(Φ(A∗B)− Φ(A)∗Φ(B)).
Hence, we infer∣∣Φ(A∗B)− Φ(A)∗Φ(B)∣∣2 ≤ ∥∥Φ(A∗A)− Φ(A)∗Φ(A)∥∥(Φ(B∗B)− Φ(B)∗Φ(B)).
Now, by using Lemma 3.1 and taking square root, we get∣∣Φ(A∗B)− Φ(A)∗Φ(B)∣∣ ≤ ∥∥Φ(|A− αI|2)∥∥ 12 (Φ(|B − βI|2)) 12
for all α, β ∈ C. Replacing A with A∗ in the latter inequality we obtain (3.4).
Next, by using the fact that ΓA∗ = ΓA and applying inequality (3.2) we can get
(3.5). 
The following example shows that we can’t replace the condition n ≥ 3 in
inequality (3.4) of Theorem 3.5 by n ≥ 1 or n ≥ 2.
Example 3.6. Let ϕ : M2(C) −→ M2(C) be defined by ϕ(A) = A
t (the transpose
map). It is known that ϕ is a unital positive linear map, but it is not 2-positive
(and so 3-positive). Take A =
[
1 2
2 4
]
and B =
[
1 0
0 4
]
. Then we have σ(A) =
{0, 5} and σ(B) = {1, 4}. So, infα∈C ‖A−αI2×2‖ = 2.5 and infβ∈C ‖B−βI2×2‖ =
1.5. Moreover it is easy to check that α0 = 2.5 ∈ ΓA, β0 = 2.5 ∈ ΓB. Hence
|ϕ(AB)− ϕ(A)ϕ(B)| =
[
6 0
0 6
]
>
[
3.75 0
0 3.75
]
= ‖ϕ(|A− α0I2×2|
2)‖
1
2 [ϕ(|B − β0I2×2|
2)]
1
2 .
Moreover, according to [13], if we take Ψ : M3(C) −→ M3(C) by Ψ(A) =
2Tr(A)I3×3−A, then Ψ is a unital 2-positive linear map but it is not 3-positive.
A similar calculation as above shows that inequality (3.4) of Theorem 3.5 is not
true for A =

0 0 00 0 0
1 0 0

 and B =

0 1 00 0 0
0 0 0

.
Let us put CS,T (A) := (A− S)
∗(T −A). An easy computation shows that
Re CS,T (A) =
1
4
∣∣T − S∣∣2 − ∣∣∣∣A− S + T2
∣∣∣∣
2
for every A, T, S in a C∗-algebra. So operator CS,T (A) is accretive if and only if∣∣∣∣A− S + T2
∣∣∣∣
2
≤
1
4
∣∣T − S∣∣2. (3.6)
For simplicity, CαI,βI(A) is denoted by Cα,β(A), for α, β ∈ C.
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Next we prove a lemma to give a Gru¨ss type inequality for some classes of
accretive operators.
Lemma 3.7. Suppose that A and B are two unital C∗-algebras, A ∈ A and
α, β ∈ C such that the operator Φ
(
Cα,β(A)
)
is accretive. If Φ : A −→ B is a
unital positive linear map, then
Φ(A∗A)− Φ(A)∗Φ(A) ≤
1
4
∣∣β − α∣∣2I − Φ(Re Cα,β(A))
≤
1
4
∣∣β − α∣∣2I.
Proof. According to Lemma 3.1 we have
Φ(A∗A)− Φ(A)∗Φ(A) ≤ Φ
(∣∣∣∣A− α + β2 I
∣∣∣∣
2
)
.
Hence, by using inequality (3.6), we can write
Φ(A∗A)− Φ(A)∗Φ(A) ≤ Φ
(∣∣∣∣A− α + β2 I
∣∣∣∣
2
)
−
1
4
|β − α|2I +
1
4
|β − α|2I
=
1
4
|β − α|2I − Φ(Re Cα,β(A))
≤
1
4
|β − α|2I.
The last inequality follows from the accretivity of Φ
(
Cα,β(A)
)
. 
Next, we use Lemma 3.7 and Theorem 3.5 to give the following Gru¨ss type
inequality.
Corollary 3.8. Suppose that A,B ∈ A and Φ : A −→ B is a unital n-positive
linear map for some n ≥ 3. Let α, β, γ,Γ ∈ C and Φ
(
Cα,β(A
∗)
)
,Φ
(
Cγ,Γ(B)
)
be
accretive operators. Then
∣∣Φ(AB)− Φ(A)Φ(B)∣∣ ≤ ∥∥∥∥14 |β − α|2I − Φ(Re Cα,β(A∗))
∥∥∥∥
1
2
·
(
1
4
|γ − Γ|2I − Φ
(
Re Cγ,Γ(B)
)) 12
≤
1
4
|β − α||Γ− γ|I.
Here, we extend our work to give some Gru¨ss type inequalities for the trace on
a noncommutative probability space. In particular, the following inequalities are
generalizations of inequality (1.3).
Theorem 3.9. Let (A, τ) be a noncommutative probability space and T ∈ A be
a density operator (positive and τ(T ) = 1). Then the following inequalities hold:
(1) |τ(TAB)− τ(TA)τ(TB)| ≤ ‖A− αI‖4‖B − βI‖4‖T‖2,
(2) |τ(TAB)− τ(TA)τ(TB)| ≤ ‖A− αI‖2‖B − βI‖2‖T‖,
(3) |τ(TAB)− τ(TA)τ(TB)| ≤ ‖A− αI‖‖B − βI‖
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for every A,B ∈ A and α, β ∈ C. In particular, by choosing α ∈ ΓA and β ∈ ΓB,
(3) can be sharpened.
Proof. We define the map ϕ : A −→ C by ϕ(A) = τ(TA). It is clear that ϕ is a
unital positive linear functional. So, by using Lemma 3.1, we have
τ(TAA∗)− τ(TA)τ(TA∗) ≤ τ(T |A∗ − α¯I|2) (3.7)
for every A ∈ A and α ∈ C. Hence, by using the Cauchy–Schwarz inequality and
applying the fact that for all C ∈ A, ‖C‖p = ‖C
∗‖p (p ≥ 1), we get
τ(TAA∗)− τ(TA)τ(TA∗) ≤
(
τ(|A∗ − α¯I|4)
) 1
2
(
τ(|T |2)
) 1
2 (3.8)
= ‖A− αI‖24‖T‖2 (3.9)
for every α ∈ C. Similarly
τ(TB∗B)− τ(TB∗)τ(TB) ≤ ‖B − βI‖24‖T‖2 (3.10)
for every β ∈ C. Now we define the map (·, ·)τ : A × A −→ C by (A,B)τ =
τ(TA∗B) − τ(TA∗)τ(TB). It is easy to check that (·, ·) is a usual semi-inner
product on A. Using the Cauchy–Schwarz inequality and inequalities (3.9) and
(3.10), we have∣∣τ(TAB)− τ(TA)τ(TB)∣∣ = ∣∣(A∗, B)τ ∣∣
≤ (A∗, A∗)
1
2
τ (B,B)
1
2
τ
≤ ‖A− αI‖4‖B − βI‖4‖T‖2
for every A,B ∈ A and α, β ∈ C. This proves the first inequality.
Note that in the right side of inequality (3.7) (and similarly for inequality (3.10))
we can write |A∗−α¯I|T |A∗−α¯I| ≤ |A∗−α¯I|‖T‖|A∗−α¯I|. Hence τ(T |A∗−α¯I|2) ≤
‖A − αI‖22‖T‖. Using this fact and applying the Cauchy–Schwarz inequality to
(·, ·)τ , we can get the second inequality.
Finally, we have T
1
2 |A∗ − α¯I|2T
1
2 ≤ T
1
2‖A− αI‖2T
1
2 . So τ(T |A∗ − α¯I|2) ≤ ‖A−
αI‖2τ(T ). Applying this inequality to the right side of (3.7) (and similarly for
(3.10)) and using the Cauchy–Schwarz inequality we obtain the third inequality.

Corollary 3.10. Let the assumptions of Theorem 3.9 be held. Then
(1) |τ(TAB)− τ(TA)τ(TB)| ≤ ‖A− αI‖p‖B − βI‖q‖T‖r (p, q ≥ 4, r ≥ 2),
(2) |τ(TAB)− τ(TA)τ(TB)| ≤ ‖A− αI‖p‖B − βI‖q‖T‖ (p, q ≥ 2)
for every A,B ∈ A and α, β ∈ C.
Proof. It is sufficient to apply Theorem 3.9 and to note the fact that ‖C‖p ≤ ‖C‖q,
whenever C ∈ A and 1 ≤ p ≤ q. 
Now we give an example to show that the right sides of inequalities (1) and (2)
in Theorem 3.9 are not comparable.
Example 3.11. Let τ be the usual trace on M2(C) given by τ([aij ]) =
a11 + a22
2
.
First consider A =
[
3 0.5
0.5 2
]
, B =
[
1 2
2 4
]
and T =
[
1 −0.1
−0.1 1
]
. In this case
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we have
‖A‖4 = 2.76, ‖B‖4 = 4.20, ‖T‖2 = 1.004, ‖A‖2 = 2.59, ‖B‖2 = 3.53, ‖T‖ = 1.10.
Hence, we see that
‖A‖4‖B‖4‖T‖2 = 11.63 > 10.05 = ‖A‖2‖B‖2‖T‖.
On the other hand, if we take A =
[
1.5 2
2 5
]
, B =
[
3 2
2 4
]
and T =
[
1 −1
−1 2
]
, we
get
‖A‖4 = 4.96, ‖B‖4 = 4.68, ‖T‖2 = 1.87, ‖A‖2 = 4.19, ‖B‖2 = 4.06, ‖T‖ = 2.61.
Therefore,
‖A‖4‖B‖4‖T‖2 = 43.40 < 44.39 = ‖A‖2‖B‖2‖T‖.
So, none of inequalities (1) and (2) can imply the other.
Let α, β ∈ C and τ
(
Cα,β(A)
)
be accretive. According to (3.6), this condition
is equivalent to
τ
(∣∣∣∣A− α + β2
∣∣∣∣
)
=
∥∥∥∥A− α + β2
∥∥∥∥
1
≤
1
2
|β − α| . (3.11)
Clearly, this condition is weaker than accretivity of Cα,β(A). Moreover, the ac-
cretivity of τ
(
Cα,β(A)
)
means that −
pi
2
≤ Arg
(
τ
(
Cα,β(A)
))
≤
pi
2
, where Arg(z)
is the argument of the complex number z.
If 0 ≤ A ≤ B, then it is easy to check that τ(A2
n
) ≤ τ(B2
n
) for every n ∈ R.
Indeed,
τ(B2 −A2) = τ
(
(B − A)(B + A)
)
= τ
(
(B − A)
1
2 (B + A)(B − A)
1
2
)
≥ 0.
Hence, by using this fact and applying inequality (3.11), we get∥∥∥∥A− α + β2
∥∥∥∥
4
≤
1
2
|β − α| . (3.12)
Next corollary gives a Gru¨ss type inequality for some accretive operators for the
trace on a noncommutative probability space.
Corollary 3.12. Let (A, τ) be a noncommutative probability space and T ∈ A
be a density operator. Let α, β, ζ, ξ ∈ C and −
pi
2
≤ Arg
(
τ
(
Cα,β(A)
))
≤
pi
2
and
−
pi
2
≤ Arg
(
τ
(
Cζ,ξ(A)
))
≤
pi
2
. Then
|τ(TAB)− τ(TA)τ(TB)| ≤
1
4
|β − α||ξ − ζ |‖T‖2.
Proof. Using inequalities (3.9) and (3.12), we get
τ(TAA∗)− τ(TA)τ(TA∗) ≤
∥∥∥∥A− α + β2
∥∥∥∥
2
4
‖T‖2
≤
1
4
|β − α|2‖T‖2.
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Similarly, we can write
τ(TB∗B)− τ(TB∗)τ(TB) ≤
1
4
|ξ − ζ |2‖T‖2.
Therefore, by using the Cauchy–Schwarz inequality for (·, ·)τ (defined in Theorem
3.9), we conclude that
|(A∗, B)τ | = |τ(TAB)− τ(TA)τ(TB)|
≤ (A∗, A∗)
1
2
τ (B,B)
1
2
τ
≤
1
4
|β − α||ξ − ζ |‖T‖2.

We can replace the unital condition for a positive linear map Φ in Theorem
3.5 by another mild condition. To achieve our result, first we give the following
lemma.
Lemma 3.13. Let A and B be unital C∗-algebras. If Φ : A −→ B is a positive
linear map such that Φ(I) is invertible, then
Φ(A∗A)− Φ(A)∗Φ(I)−1Φ(A) ≤ Φ(|A− αI|2) (3.13)
for all A ∈ A and α ∈ C.
Proof. Since Φ(I) > 0, the map Ψ : A −→ B given by Ψ(A) = Φ(I)−
1
2Φ(A)Φ(I)−
1
2
is a unital positive linear map. Employing Lemma 3.1 we infer that
Φ(I)−
1
2Φ(A∗A)Φ(I)−
1
2 − Φ(I)−
1
2Φ(A)∗Φ(I)−1Φ(A)Φ(I)−
1
2
= Ψ(A∗A)−Ψ(A)∗Ψ(A)
≤ Ψ(|A− αI|2)
= Φ(I)−
1
2Φ(|A− αI|2)Φ(I)−
1
2
for all α ∈ C. Therefore, we can write
Φ(A∗A)− Φ(A)∗Φ(I)−1Φ(A) ≤ Φ(|A− αI|2).

Next, we give another version of Theorem 3.5 by weakening the unital condi-
tion.
Proposition 3.14. Let A and B be unital C∗-algebras. If Φ : A −→ B is a
n-positive linear map for some n ≥ 3 such that Φ(I) is invertible, then∣∣Φ(AB)− Φ(A)Φ(I)−1Φ(B)∣∣ ≤ ∥∥Φ(|A∗ − αI|2)∥∥ 12(Φ(|B − βI|)2)) 12 (3.14)
for every A,B ∈ A and α, β ∈ C.
Proof. From inequality (3.3) and the 3-positivity of Φ, we deduce that

Φ(A∗A) Φ(A∗B) Φ(A∗) 0
Φ(B∗A) Φ(B∗B) Φ(B∗) 0
Φ(A) Φ(B) Φ(I) 0
0 0 0 Φ(I)

 ≥ 0.
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Hence, the positivity of the latter matrix ensures that[
Φ(A∗A) Φ(A∗B)
Φ(B∗A) Φ(B∗B)
]
≥
[
Φ(A)∗ 0
Φ(B)∗ 0
] [
Φ(I)−1 0
0 Φ(I)−1
] [
Φ(A) Φ(B)
0 0
]
.
Therefore,[
Φ(A∗A)− Φ(A)∗Φ(I)−1Φ(A) Φ(A∗B)− Φ(A)∗Φ(I)−1Φ(B)
Φ(B∗A)− Φ(B)∗Φ(I)−1Φ(A) Φ(B∗B)− Φ(B)∗Φ(I)−1Φ(B)
]
≥ 0.
Using Lemma 3.13 and applying a similar argument as in the proof of Theorem
3.5, we get∣∣Φ(AB)− Φ(A)Φ(I)−1Φ(B)∣∣ ≤ ∥∥Φ(|A∗ − αI|2)∥∥ 12(Φ(|B − βI|2)) 12 .

4. Gru¨ss type inequalities in Hilbert C∗-modules
In this section, we give some Gru¨ss type inequalities in the setting of Hilbert
C∗-modules. There is a standard way for making a Hilbert C∗-module from a
semi-inner product module, so we may work in the realm of Hilbert C∗-modules;
see [11, page 3-4].
The range of an operator T is denoted by ran(T ). Let T ∈ L(X ) be a positive
operator. For x, y ∈ X we define
[x, y]T = 〈Tx, y〉.
It is easy to verify that [x, y]T is an A-valued semi-inner product on X . This
means that [x, x]T = 0⇒ x = 0 does not hold in general.
Lemma 4.1. Let K ∈ L(X ) be a projection and x, u, v ∈ X . If u+ v ∈ ran(K),
then
[x, x](I−K) = |x|
2 − 〈Kx, x〉 ≤
1
4
|v − u|2 − Re〈x− u, v − x〉.
In particular, if Re〈x− u, v − x〉 ≥ 0, then
|x|2 − 〈Kx, x〉 ≤
1
4
|v − u|2.
Proof. First we show that
|x|2 − 〈Kx, x〉 ≤ |x− w|2
for every w ∈ ran(K). Indeed
|x− w|2 ≥ |x− w|2 − |Kx− w|2
= 〈x− w, x− w〉 − 〈Kx− w,Kx− w〉
= 〈x, x〉 − 〈x, w〉 − 〈w, x〉+ 〈w,w〉 − 〈Kx,Kx〉
+〈Kx,w〉+ 〈w,Kx〉 − 〈w,w〉
= 〈x, x〉 − 〈x, w〉 − 〈w, x〉 − 〈Kx, x〉
+〈x,Kw〉+ 〈Kw, x〉 (beacuse w ∈ ran(K))
= |x|2 − 〈Kx, x〉.
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Due to
u+ v
2
∈ ran(K), we have
|x|2 − 〈Kx, x〉 ≤
∣∣∣∣x− u+ v2
∣∣∣∣
2
.
Using the equality Re〈x− u, v − x〉 =
1
4
|v − u|2 −
∣∣∣∣x− u+ v2
∣∣∣∣
2
, we can write
|x|2 − 〈Kx, x〉 ≤
∣∣∣∣x− u+ v2
∣∣∣∣
2
−
1
4
|v − u|2 +
1
4
|v − u|2
=
1
4
|v − u|2 − Re〈x− u, v − x〉.

Our main result of this section reads as follows.
Theorem 4.2. Suppose that (X , 〈·, ·〉) is a Hilbert module over a C∗-algebra A
and {x, y, u, v, u′, v′} ⊆ X . Let
Re〈x− u, v − x〉 ≥ 0, Re〈y − u′, v′ − y〉 ≥ 0
and K ∈ L(X ) be a projection such that u+ v, u′ + v′ ∈ ran(K). Then
∣∣〈x, y〉 − 〈Kx, y〉∣∣ ≤ ∥∥∥∥14 |v − u|2 − Re〈x− u, v − x〉
∥∥∥∥
1
2
·
(
1
4
|v′ − u′|2 − Re〈y − u′, v′ − y〉
) 1
2
≤
1
4
‖v − u‖ |v′ − u′| .
Proof. The Cauchy–Schwarz inequality and Lemma 4.1 yield that∣∣〈x, y〉 − 〈Kx, y〉∣∣ = ∣∣[x, y](I−K)∣∣
≤
∥∥[x, x](I−K)∥∥ 12 ∣∣[y, y](I−K)∣∣ 12
≤
∥∥∥∥14 |v − u|2 − Re〈x− u, v − x〉
∥∥∥∥
1
2
·
(
1
4
|v′ − u′|2 − Re〈y − u′, v′ − y〉
) 1
2
≤
1
4
‖|v − u|‖ |v′ − u′|
=
1
4
‖v − u‖ |v′ − u′| .

As a corollary, we have the following Gru¨ss type inequality in framework of
Hilbert C∗-modules (see [1, Theorem 4.1] and [9, Theorem 5.1]).
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Corollary 4.3. Let X be a Hilbert module over a C∗-algebra A and h ∈ X be a
lifted projection. If a, A, b, B ∈ A and x, y ∈ X such that the conditions
Re〈x− ha, hA− x〉 ≥ 0, Re〈y − hb, hB − y〉 ≥ 0 (4.1)
hold, then
∣∣〈x, y〉 − 〈x, h〉〈h, y〉∣∣ ≤ ∥∥∥∥14 |A− a|2 − Re〈x− ha, hA− x〉
∥∥∥∥
1
2
·
(
1
4
|B − b|2 − Re〈y − hb, hB − y〉
)1
2
≤
1
4
‖A− a‖|B − b|.
Proof. First note that for every c ∈ A, we have (h ⊗ h)(hc) = h〈h, hc〉 =
h〈h, h〉c = hc, whence hc ∈ ran(h ⊗ h). Thus, {ha, hA, hb, hB} ⊆ ran(h ⊗ h).
Moreover, since ‖h‖ = 1, we have |h(B − A)|2 ≤ |B − A|2. Employing Theorem
4.2 we get∣∣〈x, y〉 − 〈x, h〉〈h, y〉∣∣ = ∣∣〈x, y〉 − 〈(h⊗ h)x, y〉∣∣
≤
∥∥∥∥14 |h(A− a)|2 − Re〈x− ha, hA− x〉
∥∥∥∥
1
2
·
(
1
4
|h(B − b)|2 − Re〈y − hb, hB − y〉
)1
2
≤
∥∥∥∥14 |A− a|2 − Re〈x− ha, hA− x〉
∥∥∥∥
1
2
·
(
1
4
|B − b|2 − Re〈y − hb, hB − y〉
)1
2
≤
1
4
‖A− a‖|B − b|.

Similarly, in Corollary 4.3 we can replace A, a, b, B ∈ A with α, β, γ, λ ∈ C.
Another application of Theorem 4.2 yields a Gru¨ss inequality for a Hilbert space
(as a Hilbert C-module). It is proved by Dragomir [7, Theorem 3.1].
Corollary 4.4. Let (H, 〈·, ·〉) be a Hilbert space and e ∈ H be a unit vector. If
α, β, γ and Γ are real or complex numbers and x, y are vectors in H such that
Re〈βe− x, x− αe〉 ≥ 0 and Re〈Γe− y, y − γe〉 ≥ 0, then
∣∣〈x, y〉 − 〈x, e〉〈e, y〉∣∣ ≤ 1
4
|β − α||Γ− γ|
−
(
Re〈βe− x, x− αe〉
) 1
2
(
Re〈Γe− y, y − γe〉
) 1
2 .
14 A. DADKHAH AND M.S. MOSLEHIAN
Proof. Clearly, e ⊗ e is a rank one projection in B(H). Similar to the proof of
Corollary 4.3, {αe, βe, γe,Γe} ⊆ ran(e⊗ e). Based on Theorem 4.2 we have∣∣〈x, y〉 − 〈x, e〉〈e, y〉∣∣2 = ∣∣〈x, y〉 − 〈(e⊗ e)x, y〉∣∣2
≤
[
1
4
‖(β − α)e‖2 − ([Re〈βe− x, x− αe〉]
1
2 )2
]
·
[
1
4
|(Γ− γ)e|2 − ([Re〈Γe− y, y − γe〉]
1
2 )2
]
≤
[
1
4
|β − α|2 − ([Re〈βe− x, x− αe〉]
1
2 )2
]
·
[
1
4
|Γ− γ|2 − ([Re〈Γe− y, y − γe〉]
1
2 )2
]
≤
1
4
|β − α||Γ− γ|
−
(
[Re〈βe− x, x− αe〉]
1
2 [Re〈Γe− y, y − γe〉]
1
2
)2
.
Note that the last inequality follows from the elementary inequality
(m2 − n2)(p2 − q2) ≤ (mp− nq)2
for positive real numbers. 
Now we give a Gru¨ss type inequality for accretive operators.
Proposition 4.5. Let X be a Hilbert module over a C∗-algebra A. Let T ∈
L(X ) be a self-adjoint operator. If A,B ∈ Z(A) and operator CA,B(T ) = (T −
RA)
∗(RB − T ) is accretive, then
〈T 2h, h〉 − 〈Th, h〉2 ≤
1
4
|B −A|2 − 〈Re CA,B(T )h, h〉 ≤
1
4
|B − A|2
for all lifted projections h ∈ X .
Proof. First note that |h(B−A)|2 ≤ |B−A|2. Moreover, for every lifted projection
h, {hA, hB} ⊆ ran(h ⊗ h). Employing Lemma 4.1 for x = Th, u = hA, v = hB
and K = h⊗ h we get the result. 
Corollary 4.6. Let T ∈ B(H) be a self-adjoint operator and m,M be positive
numbers. If mI ≤ T ≤MI, then
〈T 2x, x〉 − 〈Tx, x〉2 ≤
1
4
(M −m)2 − 〈(T −mI)(MI − T )x, x〉,
for every unit vector x ∈ H.
Proof. Clearly, each unit vector is a lifted projection in H. A use of Proposition
4.5 for positive (and so accretive) operator Cm,M(T ) completes the proof. 
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