ABSTRACT
Data-driven methodologies based on the restoring force method have been developed over the past few decades for building predictive reduced-order models (ROMs) of nonlinear dynamical systems. These methodologies involve fitting a polynomial expansion of the restoring force in the dominant state variables to observed states of the system. ROMs obtained in this way are usually prone to errors and uncertainties due to the approximate nature of the polynomial expansion and experimental limitations. We develop in this article a stochastic methodology that endows these errors and uncertainties with a probabilistic structure in order to obtain a quantitative description of the proximity between the ROM and the system that it purports to represent. Specifically, we propose an entropy maximization procedure for constructing a multi-variate probability distribution for the coefficients of power-series expansions of restoring forces. An illustration in stochastic aeroelastic stability analysis is provided to demonstrate the proposed framework. Lagrange multiplier λ 1 Lagrange multiplier λ 2 Lagrange multiplier μ 1 Lagrange multiplier μ 2 Lagrange multiplier ρ probability density function may be ill-posed if sufficient data is not available, and may incur a very high computational cost. Ghanem et al (19) have demonstrated how such an approach can be applied to construct a polynomial chaos expansion of the coefficients of a power-series expansion of a restoring force of a nonlinear ROM.
Soize (17, 18, 22) has recently proposed an alternative procedure. In his approach, the probability distribution of the random quantities is construed to maximise entropy under the constraints that (i) the stochastic model possesses the required mathematical and physical properties, (ii) their mean is equal to their value in a nominal deterministic ROM for the system under study, and (iii) they exhibit an overall level of variation controlled by a small set of scalar dispersion parameters. The latter must be identified from the available data. A key advantage of this approach is that only a small number of parameters must be identified, which is generally a wellposed inverse problem that can be solved with a reasonable computational cost. Soize (17, 18) has demonstrated this approach on the construction of a matrix-variate probability distribution for reduced matrices of linear ROMs.
In the present paper, we explore how the entropy-maximisation approach can be used to construct a probability distribution for a restoring force of a nonlinear ROM. Specifically, and in the context of the aforementioned restoring force method, we explore its use for constructing a multi-variate probability distribution for the coefficients of a power-series expansion of a restoring force. As we will highlight in the following, the main advantages of this procedure are that (i) it provides an explicit path for incorporating available mathematical and physical evidence concerning the restoring force in the stochastic model, and (ii) it only necessitates the identification of a single dispersion parameter to calibrate the level of variation to be accommodated.
This article is organised as follows. First, Sections 2 and 3 summarise the specific setting in which the methodology will be developed together with a concise statement of the task to be undertaken. Then, Sections 4 and 5, which constitute the core of this article, expound on the construction of the stochastic ROM. Subsequently, Section 6 provides details to assist the reader in implementing the framework. Finally, Section 7 provides an illustration in stochastic aeroelastic stability analysis to demonstrate the proposed methodology.
Notations
The following notations are frequently used in this article. Let N and R denote the sets of respectively integers and real scalars. Any vector x = (x 1 , ... x n ) in R n is identified with the (n × 1) column matrix of its components. Let x and y be two real vectors in R n . Then, (x,y) denotes the Euclidean inner product such that , and ⏐⏐x ⏐⏐ the Euclidean norm such that . Let the vectors {i k in R n , 1 ≤ k ≤ n} constitute the orthonormal basis for R n such that i k is the vector equal to zero, except for the kth entry, which takes the value 1.
Let M n (R) be the space of square (n × n) matrices X whose entries X k are in R. Then, det(X) denotes the determinant of X, tr(X) the trace of X such that , and X T the transpose of X. The tensor product x ⊗ y of x and y in R n is represented by the matrix xy T in M n (R). Let f: R m → R be a function of x in R m with values in R. Then, denotes the partial derivative with respect to the variable x k , and the gradient such that . Let f: R m → R n be a function from R m into R n . Then, D x f denotes the gradient such that , and div x f the divergence such that
INTRODUCTION
Reduced-order modelling is crucial to many applications across science and engineering pertaining to design (1) , optimisation (2) , control (3) , inverse problems and sensing (4) , among others. In these disciplines, large-scale high-fidelity physics-based models can often in principle be conceived but are unsuitable due to their expensive computational cost. reduced-order models (ROMs) are key in such applications since, ideally, they provide a cost-efficient representation of relevant behaviour of a system in terms of a small number of dominant degrees of freedom (DOFs).
The conventional methodology for building ROMs for general linear and nonlinear dynamical systems involves the projection of a full-order physics-based model onto a suitable reduction basis. Methods for computing the basis in the large-scale setting include eigenanalysis (5) , Krylov-subspace methods (6) , and proper orthogonal decomposition methods (7) . An alternative methodology is the data-driven approach based on the restoring force method (8) (9) (10) (11) . Here, a ROM is obtained by regressing the restoring force of the dynamical system, associated with a specified excitation, into its dominant state variables. Specifically, the goal of the regression is to identify the coefficients of a power-series expansion of the restoring force into dominant state variables.
A critical issue of relevance to both methodologies relates to the confidence to be attributed to the ROM. Errors and uncertainties in the predictions may stem from modelling errors, missing data associated with experimental limitations, disturbance of data by experimental noise, discretisation and truncation errors, and differences between calibration and target regimes of operation, among other sources.
Stochastic modelling approaches endow the aforementioned errors and uncertainties with a probabilistic structure to obtain a quantitative description of the proximity between the ROM and the system that it purports to represent. Stochastic modeling tools have been studied intensively in the context of many applications across science and engineering (12) (13) (14) (15) (16) . Two distinct approaches can in principle be adopted to construct stochastic ROMs. First, if a full-order physics-based model of the system under study is available, its physical parameters can be modeled by random variables or fields, and the stochastic full-order model thus obtained can subsequently be projected onto a suitable reduction basis to obtain a stochastic ROM. Alternatively, a so-called non-parametric approach can be adopted, which involves the construction of a stochastic ROM without explicit recourse to physical parameters of a full-order model. Examples of such a non-parametric construction include the work of Soize (17, 18) , in which linear reducedmatrix models are defined in terms of random matrices, and the work of Ghanem et al (19) , in which a stochastic nonlinear ROM is defined in terms of a random nonlinear restoring force.
A crucial challenge lies in the choice of a suitable probability distribution for the random variables, fields, matrices or restoring force. This probability distribution must be chosen on the basis of all the available information, which typically consists of experimental or computational data (such as measurements of the dynamical response of the system under study) and of mathematical and physical properties that the stochastic model must possess (such as positiveness, symmetry, invertibility, or conservative or dissipative nature, depending on the quantity being modelled).
A general approach involves the representation of the probability distribution of the random variables, fields, matrices or restoring force in a very versatile manner as a function of a large number of parameters. For example, it can be represented by a polynomial chaos expansion, whereby the coefficients of this expansion are viewed as parameters on which the probabilistic description depends (20, 21) . These parameters must then be identified from the available information. An inherent difficulty associated with this approach is that the identification of such a large set of parameters and u obs using transducers (or by using time integration to obtain u . obs and u obs from the measured ü obs ). Alternatively, these data may stem from a computational experiment that involves the simulation of the response of the system to the prescribed loading using a sufficiently accurate model.
Let the available record be sampled with a time step Δt to obtain a discretised data set of the form where {t k = kΔt, 1 ≤ k ≤ n t } is the set of n t = T/Δt +1 sampling times.
We note that significant challenges may reside in gathering such a data set from a real experiment, in particular since not all the degrees of freedom of the MDOF system may be accessible to measurement in practice. However, this issue is not addressed in the current paper.
In addition to this experimental or computational information, physical evidence may also be available concerning the restoring force. This physical evidence can in many cases be formulated mathematically in terms of constraints that must be satisfied by f red NL . An example is the case where the restoring force is known to be dissipative. This knowledge can be translated in an inequality constraint:
Experimental noise
We note that the effects of measurement noise on the data must be handled adequately if the data set has been obtained from a real experiment. This noise may concern system response due to parasite excitations, electrical noise in transducers and wires, and discretisation errors, among other sources. However, the development of methodologies for dealing with noisy or missing data is outside the scope of the present paper. We assume in this paper that the data set in Equation (5) is not contaminated by noise. This means that we assume either that the experiment is not affected by noise, or that a suitable filter has been applied to remove the noise from the data.
IDENTIFICATION OF A DETERMINISTIC ROM
Masri and Caughey (8) have proposed a method for the characterisation of the restoring force for single-degree-of-freedom systems, which relies on the expression of the restoring force in terms of a polynomial series. We extend in this work this technique to MDOF systems by representing the restoring force as where α = (α 1 , ... α n ) in N n and β = (β 1 , ... β n ) in N n are multi-indices with moduli ⏐ α ⏐ = α 1 + ...+ α n and ⏐ β ⏐ = β 1 + ... + β n , p αβ in R n are coefficients, and the functions H α are multi-dimensional polynomials of the form
Let the parameter set collect in a suitable order the coefficients p αβ . The problem of identifying a model for the restoring force then amounts to identifying a suitable set p of parameters.
For the sake of notational simplicity, we will avoid in the following as much as possible the use of multi-indices, and instead index the coefficients in the set p simply as p = {p i , 1 ≤ i ≤ n p }. Here, n p is the number of scalar coefficients in p:
Then, Div x F denotes the divergence such that .
PROBLEM SETTING
The methodology will be outlined in the context of the identification of a ROM for a nonlinear MDOF system. It is assumed that the dynamical behaviour of the system under study can be described by an N-dimensional system of equations of the form
If the dynamical behaviour of a structure were under study, the matrices M, C, K in M N (R) would characterise the inertia, linearised damping, and linearised stiffness forces. And, at a fixed time t, the vectors ü(t), u . (t), u(t), f NL (t), f ext (t) in R N would represent the acceleration, velocity, displacement, nonlinear restoring force, and external applied force.
It is assumed, in addition, that the system of Equation (1) can be reduced while preserving sufficient accuracy -at least in the regimes of operation of interest -by projection onto a reduction basis of dimension n (with n << N usually). Let a suitable reduction basis be collected in the columns of a transformation matrix T in M N×n (R). The ROM related to Equation (1) If the low-frequency dynamical behaviour of a structure were under study, then a subset of dynamical eigenmodes would be suitable for use as a reduction basis (5) . Adapted reduction bases are needed at higher frequencies, following, for example, the approaches of Refs 23 or 24.
It is assumed, finally, that f red NL can be approximated with sufficient accuracy by a functionf red NL that only depends on the generalised coordinates q and their time derivatives q . :
This assumption is quite general and allows for the restoring force to represent a wide class of stiffening, softening, dissipation, and other hysteretic phenomena.
In the following, it will be assumed that suitable matrices M, C, K and T are known. These matrices may have been identified from experimental data, following, for example, the approaches of Ref. 9 and references therein, or may have been obtained through modeling of the linearised behaviour of the system. We will focus our attention on characterising the dependence off red NL on q and q . .
INFORMATION AVAILABLE FOR THE IDENTIFICATION
Data are assumed to be available in the form of a record of f ext , ü, u .
and u over a time interval [0,T]. These data may have been obtained from a real experiment that involves subjecting the system to a prescribed loading f obs ext and measuring the induced response ü obs , u . obs
. . . (1) . . . (2) . . . (3) . . . (4) . . . (6) . . . (7) . . . (8) . . . (5) The Equation (16) constraints can be expected to ensure for a sufficiently high order s the fulfillment of Equation (6) constraint, at least inside the domain defined by Equations (14)- (15).
IDENTIFICATION OF A STOCHASTIC ROM
The coefficients p identified in the previous section define through Equations (2-3) and Equation (7) a deterministic ROM for the system under study. This ROM will in general be an imperfect representation of the dynamical behaviour of this system. Modelling errors may stem from (i) the description of the system in terms of a reduced number of degrees of freedom, (ii) the assumption that the restoring force is a function of only the generalised co-ordinates and their time derivatives, (iii) the adoption of a polynomial form for the restoring force, and (iv) the truncation of the polynomial series. In addition, errors may be introduced by experimental noise, as well as by differences between calibration and target regimes of operation.
We will now construct a stochastic ROM, whose purpose is to provide a quantitative description of the proximity between the ROM and the system that it purports to represent.
Unconstrained identification
We construct the stochastic ROM by modelling the coefficients p by a random vector. Since the response of the ROM is a nonlinear mapping of these coefficients, a complete stochastic model of these coefficients has to be defined. This means that a probability density function (PDF) for the coefficients has to be constructed explicitly (it is not sufficient to define only their second-order moments). We propose to use the maximum entropy principle to construct this PDF. This principle has been found to be a rigorous method for constructing PDFs using available information (17, 22, 25, 26) . It involves the identification of the PDF that maximises entropy under constraints that are reflective of the available information.
The entropy S(ρ) of a PDF ρ defined on R nρ with values in R + is defined by where log denotes the Neperian logarithm. A PDF ρ for the coefficients could be constructed by extremising entropy: subject to the constraints where p denotes the solution of the unconstrained optimisation problem Equation (12) , and δ is a parameter whose calibration will be discussed in Section 5.3. In order to solve the optimisation problem defined by Equations (18)- (21), Lagrange multipliers λ 0 in R, λ 1 in R np and λ 2 in R are introduced associated with the constraints defined by Equations (19) , (20) and (21) . The solution can then be written as
Masri and Caughey (8) have proposed to estimate a suitable set of coefficients by fitting the polynomial expansion of the restoring force in the least-squares sense to the data. We adapt this procedure to the current setting as follows. Let time histories of the generalised coordinates and their time derivatives be estimated from the data by the least-squares method as Let a time history of the reduced nonlinear restoring force be calculated as A suitable set p of coefficients is then estimated from the available experimental or computational evidence as
Constrained identification
If additional physical evidence is available in the form of constraints that must be satisfied by the restoring force, then this information can be accommodated by reformulating Equation (12) as a constrained least-squares optimisation problem.
We will elaborate as an example the case where the restoring force is known to be dissipative and is therefore subjected to inequality constraint Equation (6) . A significant difficulty is that this inequality constraint cannot be converted in an easy and computationally efficient manner into constraints that must be satisfied by the coefficients p. For instance, simply requiring these coefficients to be positive does not ensure that Equation (6) is satisfied. It requires the solution of nonlinear and computationally costly optimisation problems to find the constraints that must be imposed on the coefficients to ensure that Equation (6) is fulfilled.
To overcome this difficulty, we propose to be content if the inequality is satisfied for a finite set of well-chosen values of the generalised co-ordinates and their time derivatives. This approach is of the collocation type. Specifically, we propose to construct a set
where
is the γ i -th Gauss-Legendre quadrature point of order s, and;
A suitable set p of coefficients is then estimated from the available information by solving Equation (12) , this time subject to 640 THE AERONAUTICAL JOURNAL OCTOBER 2010
. . . (11) . . . (9) . . . (10) . . . (12) . . . (13) . . . (22) . . . (21) . . . (20) . . . (19) . . . (18) . . . (17) . . . (14) . . . (15) . . . (16) the normalisation constant μ 0 . Due to the inclusion of the Equation (24) constraint in the entropy maximisation procedure, any realisation of the coefficients sampled from the resulting PDF Equation (26) corresponds with probability one to a dissipative restoring force (insofar as Equation (16) ensures Equation (6) at least in the regime of operation), and hence to a stable ROM, see, for example (18) . In other words, the PDF Equation (26) assigns a vanishing probability to realisations of the coefficients for which the ROM is unstable.
Calibration of the dispersion parameter
We call the parameter δ, which appears in constraint Equation (21), the dispersion parameter. This single scalar parameter allows to control the dispersion -or, loosely speaking, the amount of uncertainty -introduced in the ROM through the coefficients of the polynomial expansion of the restoring force.
We propose to use the data to calibrate δ following a procedure that is similar to the approaches of Refs 27 and 28. For a fixed δ, Equations (2)- (3) with Equation (7) and Equation (26) set up a stochastic ROM for the system under study. Our procedure involves the use of this stochastic model to predict the response of the system to the recorded loading f obs ext , and the subsequent determination of 95%-confidence intervals for the random response thus obtained. For the i-th degree of freedom u i (t) of the random response u(t) at time t, a 95%-confidence interval is defined by two bounds u i -(t) and u i + (t) such that the probability of u i (t) lying within the interval ]u i -(t),u i + (t)[ is equal to 95%. The width u i
-(t) of this confidence interval can be expected to increase as δ is increased -or, loosely speaking, as a larger amount of uncertainty is introduced in the ROM. We propose to choose δ equal to the smallest possible value for which the observed response lies within the forecasted confidence intervals.
IMPLEMENTATION
Details are now provided to assist the reader in implementing the framework.
Identification of the deterministic ROM
Optimisation problem Equation (12) without constraints is an unconstrained linear least-squares problem, which can be solved efficiently by solving the associated system of normal equations (29) . The constraints Equation (16) are linear in p. Optimisation problem Equation (12) subject to Equation (16) is therefore a constrained linear least-squares optimisation problem with linear inequality constraints, which can be solved efficiently by quadraticprogramming techniques (29) .
Identification of the stochastic ROM
For fixed p and δ, the nonlinear algebraic Equations (19)- (21) with Equation (26) can be solved with respect to μ 0 , μ 1 and μ 2 by solving an equivalent optimisation problem with a suitable cost function (30) (31) (32) . Such an optimisation algorithm will require the repeated evaluation of the integrals in the left-hand sides of Equation (19)- (21) for different values of μ 0 , μ 1 and μ 2 . We suggest approximating these integrals by Monte Carlo integration (33) . Let {p (k) , 1 ≤ k ≤ MC} be a set of independent and identically-distributed (i.i.d) samples from the multi-dimensional Gaussian PDF
The integrals in the left-hand sides of Equations (19-21) can then be approximated as where λ 0 , λ 1 and λ 2 are such that Equations (19) , (20) and (21) are fulfilled. It can easily be proven that , λ 1 = 0 and λ 2 = n p /δ 2 /2, hence Equation (23) shows that entropy maximisation subject to constraints Equations (19)- (21) results in a stochastic model for the coefficients, which models each coefficient p i as an independent Gaussian random variable with mean p i and coefficient of variation δ. A strong disadvantage of the stochastic model Equation (23) is that it attributes a non-vanishing probability density to any value of the coefficients in R np , and therefore in particular to those values for which the ROM Equations (2)- (3) with Equation (7) does not possess fundamental physical properties such as stability. We emphasise that this stochastic model may hence be of very limited value for modeling the behaviour of real systems. This issue suggests the need to account for additional physical evidence in the entropy maximisation procedure to ensure the assignment of a vanishing probability to those realisations of the coefficients that violate fundamental physical laws.
Constrained identification
Any additional physical evidence that is available concerning the restoring force must be reflected in its stochastic model. We will consider as an example the case where the restoring force is known to be dissipative, and show how inequality constraint Equation (6) can be accommodated in the entropy maximisation procedure.
Since we still face the difficulty outlined in Section 4, the Equation (6) constraint is again collocated to obtain a relaxed system Equation (16) of constraints. Let P denote the subset of R np , which collects all coefficients p for which Equation (16) holds.
We propose to construct a PDF ρ for the coefficients by solving Equation (18) subject not only to Equations (19)-(21) but also to the additional constraint where supp (ρ) denotes the support of the function ρ. This time, p in Equation (20) is taken as the solution to the constrained optimisation problem Equation (12) subject to Equation (16) . We then obtain as a solution in which 1 P is the indicator function of the set P such that 1 P (p) = 1 if p ∈ P, and 1 P (p) = 0 otherwise. Similarly to the previous section, λ 0 , λ 1 and λ 2 must be determined such that the Equations (19) (20) (21) constraints are fulfilled. However, this time, they cannot be determined analytically, but must be determined numerically.
Upon choosing μ 1 in R np and μ 2 in R such that and , Equation (25) expression can be rewritten as in which μ 0 in R + 0 is a normalisation constant. Now, μ 0 , μ 1 and μ 2 must be determined such that the constraints in Equations (19) (20) (21) are fulfilled. Procedures for (i) sampling from the PDF Equation (26) , and (ii) numerically determining μ 0 , μ 1 and μ 2 for fixed p and δ will be detailed in Section 6. Equation (26) shows that entropy maximisation subject to the constraints in Equation (19)- (21) and Equation (24) results in a multi-dimensional Gaussian PDF for the coefficients, which is restricted to the desired support P by the factor 1 P (p) and rescaled by . . . (23) . . . (24) . . . (25) . . . (26) . . . (27) 
Problem setting
Consider a panel occupying at static equilibrium a box-shaped region in a Cartesian reference frame (x 1 , x 2 , x 3 ) (Fig. 1) , where and ω are the in-plane dimensions, and h the thickness. Let D denote the middle plane such that . Let then denote the lateral boundary. We are interested in identifying a ROM for the dynamical behaviour of the panel while clamped along Γ -and immersed in a supersonic flow in direction x 1 .
Computational evidence
Data are synthetically generated using a model of the panel. The Von Karman shell theory is used to represent the dynamical panel behaviour, and the piston theory is applied to represent the forces exerted by the flow on the panel, as described next.
Kirchhoff-Love kinematical assumptions
The Kirchhoff-Love kinematical assumptions are made in that the transverse normals of the panel are assumed to remain straight, be inextensible, and rotate such that they remain perpendicular to the middle surface after deformation. The displacement u -(x) of any point x in D -can then be written as in which u(x 1 ,x 2 ) is the displacement of the point (x 1 ,x 2 ,0) on the middle surface. The Green-Lagrange deformation tensor E is defined as
The Von Karman assumptions are made in that strains are assumed to be small, whereas rotations are assumed to be moderate. All secondorder terms in the expression of E can then be neglected except for the terms in (∂u 3 
Computation with the stochastic ROM
We suggest performing computations with the stochastic ROM by Monte Carlo simulation. Algorithm 1 details the computation of samples from PDF Equation (26) for fixed μ 0 , μ 1 and μ 2 .
Algorithm 1: simulation of samples from PDF Equation (26) • Step 1: choose the number of Monte Carlo samples.
• Step 2: stochastic simulation:
-Step 2a: generate an i.i.d. sample p from PDF Equation (27) .
-Step 2b: accept p if it satisfies Equation (16) constraints, and reject otherwise.
• Step 3: repeat step 2 until MC samples are accepted.
Algorithm 2 describes a basic algorithm that can be followed to use the stochastic ROM to predict the response of the system due to a prescribed loading f ext . For each sample, simulate the response of the system due to the loading f ext (t) using the ROM Equations (2)- (3) withf red NL ( . , . ;p (k) ) defined by Equation (7) to obtain u (k) (t) . Statistical estimation methods, required in Step 4 of Algorithm 2, are surveyed in Ref. 35 . The kernel density estimation method (36, 37) is used in this work to estimate PDFs, and subsequently confidence intervals, from samples.
ILLUSTRATION
This section demonstrates the proposed methodology on a case history in stochastic aeroelastic stability analysis. The reader is referred to Refs 38-40 and references therein for more details concerning deterministic and stochastic aeroelastic stability analysis.
We will use in the following the vector calculus notations defined in Section 1.1. We note that a similar problem is set up using index notations in Ref. 39. . . . (28) . . . (29) . . . (30) . . . (31) . . . (34) . . . (33) . . . (32) 
Weak formulation of the initial boundary value problem
The weak formulation of the the IBVP consists in finding u(x 1 ,x 2 ,t) such that for all sufficiently regular v(x 1 ,x 2 ) satisfying Equations (40-41):
and the initial conditions in Equations (42)- (43) are fulfilled.
Finite element (FE) discretisation
Let the real and virtual displacements be expanded on FE basis functions v (i) as
The Galerkin projection of Equation (45) 
Aeroelastic stability analysis
The stability of the Equation (48) system can be explored using an eigenvalue approach. The linear part of Equation (48) is, for this purpose, rewritten in the following first-order form:
to which the following eigenvalue problem is associated:
The eigenvalues λ j can be shown to occur in complex conjugate pairs. If the real part of one of the eigenvalue pairs is positive, then the linearised system is unstable. This means that, in the absence of f NL (u), a small perturbation in the displacement field of the panel The first term in this expression collects the membrane strains, while the second gathers the bending and torsion strains. The nonlinear term ∇ x u 3 ⊗∇ x u 3 represents the Von Karman strains.
Internal forces
Let the second Piola-Kirchhoff stress tensor S be decomposed as in which S 13 = (S(i 3 ),i 1 ) and S 23 = (S(i 3 ),i 2 ) are the transverse shear stresses. The resultant membrane force tensor N and moment tensor M are then defined as
Constitutive behaviour
Linearly elastic constitutive behaviour is assumed. Let C denote the elasticity tensor such that S S = C(E). As usual for thin-walled structures, it is assumed that the transverse normal stress S 33 = (S(i 3 ),i 3 ) vanishes. The transverse shear stresses are not determined by the constitutive relation due to the Kirchhoff-Love kinematical assumptions. Tensors N and M are then related to E as
Strong formulation of the initial boundary value problem
Let ρ denote the mass density, and [0,T] the time interval of interest. Let u 0 (x 1 ,x 2 ) and u 1 (x 1 ,x 2 ) be prescribed initial displacement and velocity fields. The dynamical behaviour of the panel is then described by an initial boundary value problem (IBVP), which consists in finding the displacement field u(x 1 ,x 2 ;t) such that:
with Equation (34) and (37), and with the boundary conditions: and the initial conditions:
Equations (38) and (39) express the local mechanical equilibrium. These equations are coupled through the nonlinear term div x (N∇ x u 3 ) (if the rotations of the transverse normals had been assumed small instead of moderate, this term would have been negligible and Equations (38) and (39) . . . (35) . . . (36) . . . (37) . . . (38) . . . (39) . . . (40) . . . (41) . . . . . . (55) φ φ where υ 1 (x 1 ,x 2 ) is the first longitudinal-bending eigenmode of the panel, and the scaling factor c is such that the initial out-of-plane displacement at the centre of the panel is 0 . 0005m. The below critical flow at 500ms -1 is observed to dampen the vibratory panel motion. In contrast, the above critical flow at 750ms -1 produces a limit-cycle oscillation. All results to follow concern the response due to the initial perturbation in Equations (56)-(57).
Synthetic data
We have used the model described above to predict the panel response due to the initial perturbation in Equations (56)-(57) for v ∞ = 750 and v ∞ = 1,000ms -1 . These records are sampled over n t = 5,000 time steps of Δt = 0 . 0001s to obtain two data sets of the form In the following, the regime at 750ms -1 will be viewed as a calibration regime of operation, and serve to identify a ROM. The regime at 1,000ms -1 will be viewed as a target regime, and serve to would result in a motion that grows exponentially with time. The geometrical nonlinearity of the system, represented by f NL (u), has been found (38, 39) to prevent this growth, and to produce instead a limit-cycle oscillation.
Numerical results
Numerical results are presented for = 1 . 25m, w = 1m, h = 0 . 003m, isotropic elastic constitutive behaviour with Young's modulus E = 70E9Pa and Poisson ratio v = 0 . 33, ρ = 2,700kg/m 3 , ρ ∞ = 0 . 45km/m 3 , and a ∞ = 295ms -1 . The FE model is constituted of 25 × 20 fournoded square shell elements of equal size. It has been implemented in C++ using the Trilinos high-performance computing toolkit (41) . For these problem characteristics, Fig. 2 shows the real and imaginary part of the 20 lowest (by magnitude) eigenvalues of eigenproblem Equation (55) as a function of the velocity of the freestream flow. It is observed that the real part of all eigenvalues is negative for velocities lower than about v c = 580ms -1 . However, above about 580ms -1 , the real part of one pair of eigenvalues becomes positive. Hence, the linearised system becomes unstable. Figure 3 compares the response of the panel due to an initial perturbation while submersed in a flow of velocity 500ms -1 to its response due to the same perturbation in a flow at 750ms 
Identification of a four-dimensional deterministic ROM
The framework of Section 4 will now be followed to build a deterministic ROM. The reduced matrices of Equations (59)- (60) are constructed through computational modeling of the linearised behaviour of the system. Specifically, a linear FE model is set up, which uses the Kirchhoff-Love shell theory to represent the dynamical panel behavior, and the piston theory to model the forces exerted by the flow. This model is built using the same mesh as model Equation (48). It is projected onto the n lowest-order longitudinal bending eigenmodes of the panel (Fig. 4) (Fig. 5 ) from the data using Equation (9) and probe the ability of the identified ROM to predict the system response.
Information available for the identification
We will demonstrate our methodology on the identification of a ROM of the form In addition to the data set, the available information is assumed to comprise the knowledge that (i) f 
Identification of a four-dimensional stochastic ROM
The methodology outlined in Section 5 will now be followed to build a stochastic ROM. First, Section 7.5.1 will demonstrate the construction of such a stochastic ROM for a fixed value of the dispersion parameter δ. Subsequently, Section 7.5.2 will deal with the calibration of δ.
Construction for a fixed dispersion parameter
The PDF for the coefficients p of Equation (61) is constructed by maximisation Equation (18) of entropy, subject to constraints in Equations (19) (20) (21) and Equation (24) , whereby p in Equation (20) is taken as the solution of Equation (63) subject to Equation (64), and the set P in Equation (24) collects all the coefficients that satisfy Equation (64).
Results are presented for n = 4, r = 4, s = 9 and δ = 0 . 05. For these problem characteristics, we found, with reference to Equation (26), μ 0 = 4 . 2256, μ 1 shown in Fig. 8 , and μ 2 = 0 . 0518. Notice that, for the present small value δ = 0 . 05 of the dispersion level, μ 1 in Fig. 8 is quite similar to p in Fig. 6 .
The PDF thus obtained determines all the statistics of the coefficients. As an illustration, Fig. 9 shows their correlation matrix. The inclusion of constraint Equation (24) in the entropy maximisation procedure is observed to result in small correlations among the coefficients.
Following Section 6, a Monte Carlo simulation has been implemented to use the stochastic ROM Equations (59-60) with Equations (26) and (61) to predict the panel response for v ∞ = 750ms -1 . Figure  10 shows the mean and standard deviation of the response at t = 0 . 25s as a function of the number MC of Monte Carlo samples. Reasonable convergence is obtained for MC = 500. All results to follow have been obtained with MC = 500. Figure 10 shows a 95%-confidence region for the panel response. is defined by Equations (13)- (14) . Finally, the optimal coefficients p are identified by solving subjected to
Calibration of the dispersion parameter
Results are presented for n = 4, r = 4 and s = 9. The n = 4 lowestorder eigenmodes dominate the observed response. We found that r = 4 is the lowest polynomial order for which the ROM Equations (59-60) with Equation (61) is able to produce a limit-cycle oscillation. And we found the order s = 9 of the Gauss points to be more than sufficient for Equation (64) to ensure that ψ red (q) ≥ 0, at least for those values of q occurring in the calibration regime. Figure 6 shows the optimal coefficients p. In order to examine the proximity of the identified ROM to the real system, we have used Equations (59-60) with f red NL (q;p) to predict the panel response for v ∞ = 750m -1 . Figure 7 demonstrates a good, although imperfect, fit between the predicted and observed response.
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CONCLUSION
We have developed a maximum-entropy-based approach for building stochastic ROMs of nonlinear dynamical systems, which can accurately provide uncertainty bounds associated with specified confidence levels. In addition to available experimental data, the procedure provides an explicit path for accommodating available physical information concerning the restoring force in its stochastic model. Moreover, only the identification of a single scalar dispersion parameter is required to calibrate the level of variation to be accommodated. The range of validity of the proposed stochastic modelorder-reduction approach has been demonstrated through a simulation study involving aeroelastic stability analysis of a plate.
We have assumed that the data are not contaminated by noise. Further research to explore and enable the use of the methodology in the presence of noisy or missing data is a possible direction for future work.
stochastic ROM for δ = 0 . 02. This figure confirms the ability of the stochastic ROM to provide a quantitative description of the proximity between the ROM and the system that it purports to represent, since the observed response lies within the forecasted confidence region.
Identification of a six-dimensional stochastic ROM
We have repeated the analysis of Sections 7.4 and 7.5 to identify a six-dimensional stochastic ROM. This time, the n = 6 lowest-order longitudinal bending eigenmodes of the panel are used as a reduction basis. Figure 13 shows 95%-confidence regions for the panel response for v ∞ = 750ms -1 and v ∞ = 1,000ms -1 predicted by the identified stochastic ROM, which was found to have an optimal dispersion level of δ = 0 . 0005.
In the above analysis, we have fitted both a four-and a six-dimensional ROM to the same data so as to highlight the following important point. As the dimension of the ROM is increased, additional DOFs become available that allow the ROM to better capture the behaviour of the system under study. Hence, an increase in the dimension can be expected to result in a reduction in modeling errors. This reduction in modelling errors is observed in the confi-
648
THE AERONAUTICAL JOURNAL OCTOBER 2010 : observed response (solid line), response predicted by the 6D deterministic ROM (dashed line), and 95%-confidence region for the response predicted by the 6D stochastic ROM for the optimal δ = 0 . 005 (filled).ˆˆ
