Alla ricerca del centro: un modello della navigazione nei pulcini by Mannella, Francesco & Baldassarre, Gianluca
  
ALLA RICERCA DEL CENTRO: 
UN MODELLO DELLA NAVIGAZIONE NEI PULCINI 
 
Francesco Mannella, Gianluca Baldassarre 
Istituto di Scienze e Tecnologie della Cognizione, CNR 
francesco.mannella@virgilio.it, gianluca.baldassarre@istc.cnr.it 
 
 
Introduzione 
 
Questo articolo presenta un modello neurale in grado di riprodurre alcuni comportamenti di 
navigazione spaziale in ambienti chiusi osservati nei pulcini. Il modello è stato costruito al 
fine di fornire delle spiegazioni di tali comportamenti, in termini di processi cognitivi che li 
generano, che fossero plausibili da un punto di vista computazionale. I risultati qui presentati 
dovrebbero contribuire a dirimere la controversia esistente nella letteratura psicologica tra due 
classi di spiegazioni che vengono normalmente fornite per spiegare il comportamento di 
navigazione negli animali. La prima classe di spiegazioni assume l’esistenza di moduli o 
funzionalità cerebrali, specializzati ed innati, preposti all’apprendimento ed alla elaborazione 
delle relazioni geometriche esistenti tra gli elementi che compongono lo spazio di navigazione 
(Cheng, 1986; Gallistel, 1990). La seconda classe di spiegazioni si appella a rappresentazioni 
più implicite dello spazio che generano i comportamenti adattivi osservati negli organismi 
sulla base delle interazioni circolari senso-motorie con l’ambiente (Gibson, 1979; Miglino and 
Walker, 2004). 
La ricerca presentata qui modellizza i risultati degli esperimenti presentati in Tommasi et 
al. (1997) e Tommasi e Vallortigara (2000). In questi esperimenti alcuni pulcini sono 
addestrati per rinforzo a trovare del cibo seppellito nel terreno sabbioso al centro di una arena 
quadrata di 70 cm di lato circondata da pareti di legno alte 40 cm. Ad apprendimento 
avvenuto i pulcini vengono sottoposti ad un test di generalizzazione in un’arena quadrata di 
dimensioni doppie rispetto alla prima (140 cm di lato) non contenente cibo. Il risultato di 
questo test è che i pulcini cercano il cibo sia al centro dell’arena sia in altri punti dove la 
distanza da uno dei muri è simile a quella esperita al centro dell’arena piccola durante 
l’apprendimento. L’intero ciclo sperimentale viene ripetuto anche con arene a forma tonda: 
fase di apprendimento in arena con diametro di 70 cm e test in arena più grande di 140 cm. In 
questo caso nel test di generalizzazione i pulcini cercano il cibo solo in punti in cui la distanza 
dal muro è simile a quella esperita al centro dell’arena piccola durante la fase di 
apprendimento. 
Gli autori degli esperimenti interpretano questi risultati in termini di azione di due fattori. 
Il primo fattore induce i pulcini a cercare il cibo in punti situati ad una distanza fissa dalle 
pareti corrispondente alla distanza esperita al centro della stanza piccola durante 
l’apprendimento. Gli autori ipotizzano che i pulcini stimino la distanza dalle pareti sulla base 
dell’angolo verticale che esse sottendono sull’immagine retinica (le pareti più lontane 
appaiono più piccole). Il secondo fattore è quello che induce i pulcini a cercare in punti centro 
della stanza. Secondo gli autori questo fattore si basa sulla posizione geometrica dei quattro 
spigoli verticali dell’arena quadrata sul piano orizzontale percepito dai pulcini. In effetti gli 
spigoli verticali appaiono invarianti (sul piano orizzontale) quando sono osservati dal centro 
di arene quadrate di diverse dimensioni. Questa spiegazione è anche supportata dal fatto che 
nel test dell’arena rotonda grande i pulcini non cercano in punti posti al suo centro 
 
 
 
  
Metodi 
 
Il set-up sperimentale utilizzato nelle simulazioni ai fini dell’addestramento iniziale è 
costituito da un arena di 70 cm di lato circondata da pareti alte 40 cm, e da un’area di 4 cm di 
diametro rappresentante il cibo. Il pulcino è rappresentato da un cilindro di altezza 12 cm e 
diametro 10 cm. Il pulcino riceve un rinforzo primario pari ad uno quando la sua area di 
beccata (5 cm di diametro al centro del pulcino) entra in contatto con l’area cibo. 
Il pulcino è dotato di una retina bidimensionale che copre 360° in orizzontale (questa 
corrisponde ad visione binoculare dei pulcini che ignora la sovrapposizione dei due occhi ed 
ipotizza che la macchia cieca posteriore non abbia effetti sul comportamento grazie al fatto 
che i pulcini girano continuamente la testa intorno all’asse verticale) e 120° in verticale, 
costituita da 80 pixel in larghezza e 50 in altezza. I pixel della retina sono attivati ad un valore 
pari ad uno sia dagli spigoli orizzontali che dagli spigoli verticali delle pareti, mentre sono 
attivati con zero dalle parti interne dell’arena, dal fondo di questa e dall’ambiente fuori 
dell’arena. Il calcolo dei pixel da attivare durante l’esplorazione è stato fatto sulla base delle 
proiezioni geometriche degli spigoli delle pareti sulla retina. Le arene tonde non possiedono 
spigoli verticali. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1: Schema delle principali componenti neurali del modello attore-critico utilizzato 
nelle simulazioni. Per semplicità grafica sono riportate solo alcune parti dell’intera 
architettura, ad esempio manca il passaggio dall’attivazione delle unità di uscita dell’attore 
alle probabilità di selezione delle azioni. In basso a sinistra viene riportato un esempio di 
immagine retinica, percepita dal pulcino nella posizione nell’arena indicata sull’immagine in 
basso a destra. Sulla destra viene riportata la sorpresa calcolata in modo differente sulla base 
delle valutazioni a seconda che sia percepito un rinforzo primario o meno. Le frecce continue 
indicano connessioni tutti con tutti tra strati neurali. La freccia tratteggiata indica che il 
segnale di sorpresa viene utilizzato per modificare i pesi dell’attore e del valutatore. 
 
Il pulcino compie un’azione ad ogni ciclo che consiste nel cambiare l’orientamento 
all’interno dell’intervallo (-60°, +60°), e nel decidere la lunghezza del passo all’interno 
nell’intervallo (0 cm, 5cm). Come vedremo l’azione viene decisa da una rete neurale, 
“l’attore” (vedi sotto), con due unità di uscita sigmoidali. L’attivazione di queste unità viene 
utilizzata per determinare i centri di due funzioni di densità di probabilità gaussiane aventi 
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deviazione standard 0.4 e code troncate entro (0, 1). Queste funzioni vengono utilizzate per 
estrarre due numeri causali entro (0, 1), scalati rispettivamente sugli intervalli della variazione 
dell’orientamento e della lunghezza del passo in modo da decidere l’azione del pulcino. 
Il controllore del pulcino simulato ha utilizzato una implementazione con reti neurali 
(Baldassarre e Parisi, 2000) del modello attore-critico (Sutton e Barto, 1998). Il modello 
attore critico è dotato di una notevole plausibilità biologica. E’ stato infatti proposto un 
importante parallelo, supportato da dati anatomici e fisiologici, tra l’architettura ed il 
funzionamento del modello e quella dei gangli della base, nuclei profondi del cervello dei 
mammiferi (Houk et al., 1995). Inoltre il modello ha mostrato di essere in grado di riprodurre 
molti degli aspetti comportamentali del condizionamento classico e del condizionamento 
operante (Balkenius and Moren, 1998; Baldassarre e Parisi, 2000). 
La versione neurale del modello attore-critico qui utilizzata, le cui parti neurali sono 
rappresentate schematicamente in figura 1, si basa su due componenti chiamate attore e 
critico. L’attore è una rete neurale deputata a trovare associazioni adattive tra stimoli ed 
azioni. L’attore inizialmente genera azioni selezionandole in modo casuale con probabilità 
uniformi sulla base del meccanismo descritto prima. In seguito, sulla base del giudizio 
positivo o negativo dato dal critico sull’esito delle azioni (“sorpresa”, vedi sotto) esso impara 
(con l’algoritmo “error-back propagation”) ad alzare la probabilità di selezione delle azioni 
che portano a giudizi positivi, e ad abbassare quella delle azioni che portano a giudizi negativi 
(si noti il parallelo con quanto avviene nel condizionamento operante). Il critico è composto 
principalmente da una rete deputata ad associare “valutazioni” agli stati del mondo percepiti 
(valutatore). Le valutazioni sono numeri tra zero ed uno. Il critico, che inizialmente associa 
valutazioni pari a zero a tutti gli stati del mondo, nel tempo impara ad associare loro 
valutazioni tanto più alte quanto più essi sono vicini allo stato in cui viene percepito il 
rinforzo primario (si noti il parallelo con quanto avviene nel condizionamento classico dove 
con l’apprendimento stimoli inizialmente neutri assumono il valore di predittori del “rinforzo 
primario”, divenendo così generatori di “rinforzi secondari”). Ad esempio nel caso dei 
pulcini, il critico impara ad assegnare valutazioni più alte a posizioni nell’arena più vicine al 
centro della stessa dove percepisce il rinforzo. Le valutazioni relative a coppie di stati esperiti 
in sequenza temporale sono utilizzate per calcolare il giudizio degli esiti delle azioni emesso 
dal critico ad ogni passo e chiamato “sorpresa”. In particolare ad ogni istante t: a) nel caso sia 
presente rinforzo primario la sorpresa è pari alla differenza tra esso e la valutazione al tempo 
t-1 (rinforzo secondario passato); b) nel caso di assenza del rinforzo primario rt la sorpresa è 
pari alla differenza tra la valutazione Vt al tempo t (rinforzo secondario corrente) “scontata”, 
cioè moltiplicata per un coefficiente di sconto γ in (0, 1) e la valutazione Vt-1 al tempo t-1 
(rinforzo secondario passato). Il coefficiente di sconto, pari a 0,9 in questo lavoro, garantisce 
che le valutazioni tendano ad essere più alte per stati più vicini allo stato con rinforzo 
primario. La sorpresa viene utilizzata per addestrare il valutatore a valutare bene mediante 
apprendimento basato su un algoritmo di “error-back propagation”, in particolare i suoi pesi 
sono modificati in modo tale da avvicinare progressivamente Vt-1 al target rt , quando questo è 
presente, oppure a (γ * Vt) quando esso è assente. Come già accennato, la sorpresa viene 
utilizzata anche per addestrare l’attore a selezionare bene le azioni modificando i suoi pesi in 
modo tale che la probabilità di selezionare l’azione eseguita in t-1 viene alzata se essa porta 
ad una sorpresa positiva in t, mentre viene abbassata se essa porta ad una sorpresa negativa. 
 
Risultati 
 
Il primo esperimento ha mirato a riprodurre i dati relativi alle arene quadrate. A questo scopo 
il pulcino è stato dapprima addestrato a raggiungere il centro dell’arena quadrata piccola con 
una fase di apprendimento durata 500.000 cicli. Durante questa fase quando il pulcino 
  
raggiungeva il centro riceveva un rinforzo pari ad uno e veniva ricollocati in un punto 
dell’arena scelto a caso. Nella fase di test nell’arena piccola e nell’arena grande il pulcino è 
stato posto in punti casuali delle arene ed è stato poi lasciato libero di esplorare le stesse per 
1.600 cicli. Questo test è stato ripetuto per 8 volte registrando i punti (x, y) visitati dal pulcino 
nelle arene. La densità dei punti visitati è mostrata in figura 2. Come mostra la figura, il 
pulcino ha imparato con successo a localizzare il centro dell’arena piccola, ma nell’arena 
grande esplora solo aree che hanno una distanza dalle pareti pari alla distanza esperita al 
centro dell’arena piccola durante l’apprendimento, ma non nel centro. Questo contrasta con i 
dati sperimentali condotti con i pulcini reali. Un analogo ciclo di apprendimento e test di 
generalizzazione è stato anche condotto con arene tonde. I risultati sono analoghi a quelli 
ottenuti con arene quadrate, solo che in questo caso essi corrispondono con i risultati ottenuti 
con pulcini reali in quanto anche i pulcini reali non esploravano il centro dell’arena tonda 
grande nel test di generalizzazione. 
 
   
Figura 2: Intensità di esplorazione nel caso delle arena quadrata piccola (sinistra) e grande 
(destra). I livelli di grigio indicano diverse densità dei punti dell’arena visitati dai pulcini, 
ottenute con una media mobile sul piano, con valori pesati sulla base di una gaussiana. 
 
Una via di uscita a questo problema consiste nell’ipotizzare che il cervello dei pulcini 
codifichi l’informazione relativa alla posizione dei landmark (nel nostro caso gli spigoli 
verticali) sul piano orizzontale in modo dedicato, eventualmente sulla base di un modulo 
neurale specializzato. Questa ipotesi è suggerita dal fatto che l’informazione sulla posizione 
dei landmark sul piano orizzontale giochi un ruolo fondamentale nella navigazione spaziale in 
quanto essa consente l’auto-localizzazione degli organismi nello spazio (molti lavori 
precedenti, ad esempio Miglino e Walker, 2000, e Toombs et al., 1998, hanno costruito 
modelli computazionali basati solo su questa informazione). Per verificare questa ipotesi, 
abbiamo condotto un nuovo esperimento in cui abbiamo eliminato la dimensione verticale dei 
landmarks rappresentandoli sulla retina ciascuno come una riga verticale avente un’altezza in 
pixel pari a quella dell’intera retina. L’esperimento ha confermato l’ipotesi: nel test di 
generalizzazione con l’arena quadrata grande i pulcini focalizzano la ricerca al centro della 
stanza. 
Questi risultati consentono di ipotizzare che i pulcini utilizzino due sistemi di navigazione: 
uno basato su informazioni locali legate alle distanze dalle pareti, ed uno legato alla posizione 
dei landmark (spigoli verticali) nello spazio. Per questo abbiamo condotto un nuovo ciclo di 
apprendimento e test con stanze quadrate con un pulcino dotato di due “retine” (interpretabili 
come due rappresentazioni interne dello stimolo retinico primario): una codificante i 
“landmark”, cioè gli spigoli verticali alti come l’intera retina, ed una codificante gli spigoli 
  
orizzontali. Il ciclo è stato ripetuto più volte con varie combinazioni dei livelli di attivazione 
(tra 0.1 ed 1) dei pixel attivi relativi alle due retine: questo è stato fatto in modo da identificare 
un giusto bilanciamento tra i due fattori catturati dalle due retine. I risultati mostrano che con 
delle attivazioni sbilanciate a favore della retina dei landmark, nel test con la stanza quadrata 
grande il pulcino esplora il centro dell’arena grande, mentre con attivazioni sbilanciate a 
favore della retina degli spigoli orizzontali esso esplora le zone con distanza dalle pareti pari a 
quella appresa nella stanza piccola. Utilizzando dei valori opportunamente bilanciati per le 
attivazioni delle due retine nel test con la stanza grande il pulcino esplora tutta l’area quadrata 
corrispondente alla stanza piccola, mostrando così di non preferire né l’una né l’altra zona 
(figura 3, sinistra). 
   
Figura 3: Intensità di esplorazione nel caso dell’arena quadrata grande quando il pulcini 
agiscono sulla base dell’informazione retinica ricodificata in termini di landmark e spigoli 
orizzontali. Sinistra: risultati ottenuti quando i due fattori sono utilizzati in modo sincronico. 
Destra: risultati ottenuti quando i due fattori sono utilizzati in modo diacronico. 
 
Questo risultato consente di ipotizzare che i pulcini non utilizzino i due fattori 
sincronicamente, ma usino o l’uno o l’altro sotto il controllo di un processo di attenzione 
selettiva: quando si focalizzano sui landmark cercano al centro, mentre quando si focalizzano 
sugli spigoli orizzontali cercano alla distanza dalle pareti pari a quella esperita al centro 
dell’arena piccola durante l’apprendimento. Per verificare la plausibilità computazionale di 
questa ipotesi abbiamo condotto un esperimento dove i pulcini si focalizzano sull’uno o 
sull’altro fattore per circa 100 cicli in successione (ad ogni ciclo hanno la probabilità dell’1% 
di cambiare il fuoco dell’attenzione da un fattore all’altro). L’esperimento ha confermato la 
plausibilità dell’ipotesi, portando a riprodurre con elevato grado di fedeltà i dati sui pulcini 
reali: il pulcino simulato cerca sia al centro dell’arena che ad una certa distanza dalle pareti 
come i pulcini reali (figura 3, destra). Anche se questo esperimento non ha simulato il 
controllo dell’attenzione in quanto il cambio del fuoco attenzionale viene effettuato “da 
programma” ad intervalli di tempo casuali, esso offre una spiegazione plausibile del 
comportamento osservato nei soggetti reali. Si noti che nei pulcini reali il cambio del fuoco 
attenzionale potrebbe essere guidato dall’insuccesso delle ricerche condotte dal pulcino presso 
il centro dell’arena o presso la distanza dalle pareti corrispondente al centro nella stanza 
piccola quando il controllo è sotto l’uno o l’altro fattore. 
 
Conclusioni 
 
Il lavoro presentato ha portato ad definire delle ipotesi precise di alcuni processi cognitivi che 
potrebbero sottostare ai comportamenti di localizzazione del centro di arene chiuse dei pulcini 
  
reali. In particolare ha mostrato che il comportamento dei pulcini in tali condizioni potrebbe 
essere spiegato da un fattore basato sulle distanze dalle pareti, e ad un fattore “geometrico” 
legato alla posizione relativa percepita dei landmark sul piano orizzontale. 
E’ importante sottolineare che l’approccio delle simulazioni utilizzato qui mostra che i 
fattori ipotizzati riescono a riprodurre i dati sperimentali e sono plausibili da un punto di vista 
computazionale, ma non che essi sono necessariamente presenti nel cervello dei pulcini, cosa 
che potrà essere confermata o esclusa solo sulla base di ulteriori indagini empiriche condotte 
sui soggetti reali sia al livello comportamentale che eventualmente al livello di anatomia e 
fisiologia del sistema nervoso. 
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