1. INTRODUCTION 1.1. History. Let {F n } denote the Fibonacci numbers, normalized so that F 1 = 1, F 2 = 2 1 , and F n+1 = F n + F n−1 . An interesting equivalent definition of the Fibonacci numbers is that they are the unique sequence of positive integers such that every positive integer has a unique legal decomposition as a sum of non-adjacent terms. This equivalence is known as Zeckendorf's theorem [Ze] and has been extended by many authors to a variety of other sequences.
For the Fibonacci numbers, Lekkerkerker [Lek] proved that the average number of summands needed in the Zeckendorf decomposition of an integer m ∈ [F n , F n+1 ) is , the golden mean, is the largest root of the Fibonacci recurrence. This has been extended to other positive linear recurrence sequences, and much more is known. Namely, the distribution of the number of summands converges to a Gaussian as n → ∞. There are several different methods of proof, from continued fractions to combinatorial perspectives to Markov processes. See [Day, DDKMV, DG, FGNPT, GT, GTNP, Ke, KKMW, LT, Len, MW1, MW2, Ste1, Ste2] for a sampling of results and methods along these lines, [Al, CHMN1, CHMN2, CHMN3, DDKMMV, DDKMV] for generalizations to other types of representations, and [BBGILMT, BILMT] for related questions on the distribution of gaps between summands.
The analysis in much of the previous work was carried out for m ∈ [F n , F n+1 ). The advantage of such a localization 2 is that each m has the same candidate set of summands and is of roughly the same size. The purpose of this work is to explore some of the above questions on a significantly smaller scale and determine when and how often we obtain Gaussian behavior. Note that we cannot expect such behavior to hold for all sub-intervals of [F n , F n+1 ), even if we require the size to grow with n. To see this, consider the interval
(1.1)
The integers in the above interval that are less than F 2n + F n+1 have on the order of n/2 summands, while those that are larger have at most on the order of n 1/4 summands. Thus the behavior cannot be Gaussian. Fix any increasing positive integer valued function α(n) with
(1.2)
Our main result, given in the following theorem, extends the Gaussian behavior of the number of summands in Zeckendorf decompositions to smaller intervals. Note that requiring m to be in [F n , F n+1 ) is not a significant restriction because given any m, there is always an n such that this holds. We define the sequence this way to retain uniqueness in our decompositions 2
As the sequence {F n } is exponentially growing, it is easy to pass from m in this interval to m ∈ [0, F n ).
3
Though in this situation it would be interesting to investigate separately the behavior on both sides.
Gaussian distribution when appropriately normalized for almost all m ∈ [F n , F n+1 ). Specifically, using the notation from equations (2.1) and (2.2), the Gaussian behavior holds for all m where there is a gap of length at least 2 in the C 2 (m) (and q(n) = o( √ n) is an increasing even function that diverges to infinity).
PRELIMINARIES
In order to prove Theorem 1.1, we establish a correspondence between the decompositions of integers in the interval [m, m + F α(n) ) and those in [0, F α(n) ). We first introduce some notation. Fix a non-decreasing positive function q(n) < n − α(n) taking on even integer values with the restriction that q(n) → ∞; later (see (3.5)) we will see that we must also take
, and
Note that each a i ∈ {0, 1} for all 1 ≤ i ≤ n. Let s(m) be the number of summands in the decomposition of m. That is, let
Similarly, let s 1 (m), s 2 (m), and s 3 (m) be the number of summands contributed by C 1 (m), C 2 (m), and C 3 (m) respectively. Note that no two consecutive a j 's equal 1.
is constant, and hence s 3 (x) is constant as well.
Proof. Assume there are at least two consecutive 0's in C 2 (m). Then for some k ∈ [α(n) + 2, α(n) + q(n)), we have a k−1 = a k = 0. Let m ′ denote the integer obtained by truncating the decomposition of m at a k−2 F k−2 . (Note that if a k−2 = 1, we include F k−2 in the truncated decomposition, and if a k−2 = 0 we do not.) Then m ′ < F k−1 . Since F α(n) ≤ F k−2 , it follows that for any h < F α(n) we have
and thus the decomposition of m ′ + h has largest summand no greater than F k−1 . Therefore, the Zeckendorf decomposition of m + h is obtained simply by concatenating the decompositions for m − m ′ and m
With this lemma, we see that the distribution of the number of summands involved in the decomposition of x ∈ [m, m + F α(n) ) depends (up to a shift) only on what happens in C 1 (x) and C 2 (x), provided that there is a gap between summands of length at least two somewhere in C 2 (m). In light of this stipulation, we will show the following items in order to prove our main theorem.
• With high probability, m is of the desired form (i.e., there is a gap between summands of length at least two in C 2 (m)).
• When m is of the desired form, the distribution of the number of summands involved in C 1 (x) for x ∈ [m, m + F α(n) ) converges to Gaussian when appropriately normalized.
• The summands involved in C 2 (x) produce a negligible error term (i.e., there are significantly fewer summands from C 2 (x) than there are from C 1 (m)).
We address the first point with the following lemma. Proof. Suppose m is not of the desired form. Recalling that q(n) takes on even integer values, it follows that either C 2 (m) = (1, 0, 1, 0, . . . , 1, 0) or C 2 (m) = (0, 1, 0, 1, . . . , 0, 1). For each of these two cases, we now count the total number of ways to choose the coefficients for C 3 (m) and C 1 (m).
In the former case, we have a α(n)+q(n) = 0. Thus the number of ways to choose the coefficients for C 3 (m) is equal to the number of ways to legally construct n j=α(n)+q(n)+1 a j F j (2.5) with no nonzero consecutive coefficients and a n = 1 (since m ∈ [F n , F n+1 ) we must select F n ). There are F n−α(n)−q(n)−1 ways to make such a construction, so we conclude that the number of ways to choose the coefficients for C 3 (m) is equal to F n−α(n)−q(n)−1 . To see this, we argue as in [BBGILMT, BILMT] . By shifting indices, the number of legal constructions here is the same as the number of legal ways to choose the coefficients in
where we must choose the final summand. By Zeckendorf's theorem, this is equivalent to counting the number of elements in [F n−α(n)−q(n) , F n−α(n)−q(n)+1 ), which by the Fibonacci recurrence is just F n−α(n)−q(n)−1 . Thus the number of ways to choose the coefficients for C 3 (m) is equal to F n−α(n)−q(n)−1 . Similarly, since a α(n) = 0 the number of ways to choose the coefficients for C 1 (m) is equal to F α(n) . Thus, if C 2 (m) = (1, 0, 1, 0, . . . , 1, 0), there are F n−3−α(n)−q(n) F α(n) ways to choose the coefficients for C 3 (m) and C 1 (m).
A similar counting argument shows that if C 2 (m) = (0, 1, 0, 1, . . . , 0, 1), then the coefficients for C 3 (m) and C 1 (m) can be chosen in F n−α(n)−q(n)−2 F α(n)+1 different ways. Therefore, since q(n) → ∞ as n → ∞, the probability of m not being of the desired form is
Assuming m is of the desired form, we now consider the distribution of s(x) for x ∈ [m, m + F α(n) ).
Lemma 2.3. If m has at least 2 consecutive 0's in
where t(x) denotes some bijection
Proof. First, note that the number of summands in the decomposition of x with indices i ∈ [α(n), α(n) + q(n)) must be less than q(n). Next, let m 0 be the sum of the terms in the decomposition of x truncated at a α(n)−1 F α(n)−1 . Define the bijection t by
(2.10)
For any x ∈ [m, m + F α(n) ), the decompositions of t(x) and x agree for the terms with index less than α(n). Furthermore, the decompositions of x and m agree for terms with index greater than α(n) + q(n). Therefore, the number of summands in the decomposition of x with indices i ∈ [α(n), α(n) + q(n)) is equal to s(x) − s 3 (m) − s(t(x)). Combining this with our initial observation, the lemma now follows.
As a result of this lemma, the distribution of s(x) over the integers in [m, m + F α ) is a shift of its distribution over [0, F α(n) ), up to an error bounded by q(n). With this fact, we are now ready to prove the main theorem.
3. PROOF OF THEOREM 1.1
We now prove our main result. The key idea is that with probability approaching 1, we have a gap of length at least 2 in the middle summands of our decompositions, and this allows us to use our bijection to reduce questions on the distribution of the number of summands in [m, m + F α(n) ) to similar statements on [0, F α(n) ). In doing so, the fluctuations in the difference between the two quantities is bounded by q(n), which is a free parameter in our splitting of the decomposition, and can therefore be taken to be sufficiently small.
Proof. For a fixed m ∈ [F n , F n+1 ) with two consecutive 0's somewhere in C 2 (m), we define random variables X n and Y n by
where X is chosen uniformly at random from Z ∩ [m, m + F α(n) ) and Y is chosen uniformly at random from Z ∩ [0, F α(n) ). Let
and
where σ x (n) and σ y (n) are the standard deviations of X n and Y n , respectively, so that X n and Y n are normalized with mean 0 and variance 1. It is known that the densities of Y ′ n converge to the density of the standard normal 4 , and we claim that X ′ n converges to the standard normal as well. Though we only need the order of magnitude of σ y (n), for completeness we remark that the mean of Y n is n ϕ+2
+ O(1) and the variance σ y (n) 2 is
is the golden mean. Let f n and g n be the cumulative density functions for X ′ n and Y ′ n , respectively. By Lemma 2.3, we have
Since σ y (n) → ∞, we may add the restriction to q(n) that
Since {g n } n converges pointwise to the cumulative distribution function for the standard normal, say g(x), and since 6) it follows that {f n } n also converges pointwise to g(x).
CONCLUSION AND FUTURE WORK
We were able to handle the behavior of the number of Zeckendorf summands of numbers drawn from small intervals by finding a correspondence between Zeckendorf decompositions in the interval [m, m + F α(n) ) and in the interval [0, F α(n) ) when a certain gentle condition is placed on the integers m we consider. The key step was to show that almost surely an integer m chosen uniformly at random from [F n , F n+1 ) will permit the construction of a bijection onto the interval [0, F α(n) ). Our results follow from previous results on the Gaussian behavior of the number of Zeckendorf summands in this interval.
Our arguments hold for more general recurrence relations (see [BDEMMTTW] ), though the arguments become more technical. There are two approaches to proving an analogue of the key step, specifically showing that for almost all m we have a sufficiently large gap in the middle section. One approach is to appeal to some high powered machinery that shows the distribution of the longest gap between summands for m ∈ [F , F n+1 ) is strongly concentrated about C log log n, where C is some constant depending on the recurrence. Results along these lines are known for many recurrences; see [B-AM, BILMT] . Of course, these results contain far more than we need; we do not need to know there is a gap as large as C log log n, but rather just that there is a gap a little longer than the length of the recurrence.
