Microarray techniques are widely used in Gene expression analysis. These techniques are based on discovering submatrices of genes that share similar expression patterns across a set of experimental conditions with coherence constraint. Actually, these submatrices are called biclusters and the extraction process is called biclustering. In this paper we present a novel binary particle swarm optimization model for the gene expression biclustering problem. Hence, we apply the binary particle swarm optimization algorithm with a proposed measure, called Discretized Column-based Measure (DCM) as a novel cost function for evaluating biclusters where biological relevance, MSR and bicluster's size are considered as evaluation metrics for our results.
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The velocity vector vi,j(t) is real-valued, calculated as given in equation 1, where i is the index of a particle in the swarm (i = 1,…, n), j is the index of position in the particle (j = 1, … , m), t represents the iteration number. The parameter w represents the inertia weight, r1, r2 and r (t) ∼ U (0, 1) uniform distribution where c1 and c2 are two constants used to bias the influence between particle's local bests and global bests. The xij is the position of the particle.
The binary PSO algorithm is summarized in Algorithm 1. As an initialization step the algorithm create the particles, spread them randomly in the search space, and assign for each particle its local best then the swarm enter a loop and start moving and selecting its global best and local best, after that it update its velocity and compute the sigmoid function to update its binary position till the stopping condition comes true.
Bicluster
Biclusters are represented in different ways [4] , where genes can represent either the rows or 
Proposed Method
This section explains the proposed algorithm that improves the identification of significant biclusters.
Bicluster encoding
Each bicluster represents a particle of a fixed size binary string composed to genes and conditions. If a gene or condition is included in a bicluster, the corresponding bit is set to 1, otherwise 0. Fig.1 shows an encoding bicluster as described above. 
Mean square residue (MSR)
MSR is a metric that measures the numerical coherence among the genes in a bicluster [1] ; it is defined by (5):
Where bij, biJ, bIj, and bIJ represent the element in the i th row (condition) and j th column (gene), the column and row means, and the mean of the bicluster B, respectively. MSR was the first quality metric defined for biclusters of expression data, and it has been included in many approaches from different authors [1] , [6] , [7] , [11] [12] [13] [14] [15] .
Cheng and Church defined δ-bicluster as follow "δ-bicluster is a bicluster that have an MSR value that is less than a given threshold δ". Thus their column/row addition/deletion mechanism from a bicluster was based on their definition. In the inequality (6), the left part represent the residue of the row i, and on the right side ≥ 1 is a penalty factor multiplied by the Bicluster's MSR. This inequality is used to remove rows satisfying this inequality from the biclusters.
Concerning the columns, column with maximum residue value (as calculated in (7)) is removed.
Discretized Column-based Measure
In this section we present a measure for establishing the quality of biclusters. The main idea behind the Discretized Column-based Measure is to discretize gene expression data for reducing the infinite set of real gene expression values to an adequate range of discrete values and then apply DCM function to obtain the quality of biclusters. Existing discretization techniques replace each absolute expression value by a symbol from a given alphabet set of two or three symbols {D, U} and {D, N, U}, respectively, where D means down-regulation, N is no-regulation and U means up-regulation. We consider three discretizing techniques as defined in [16] .
 Expression mean and standard deviation uses an alphabet of three symbols {D, N, U} and parameter λ defined by the researcher. Symbol D is used to replace all expression values below the difference between the mean value and the product of λ and the standard deviation. U is used for expression values higher than the sum of the mean value and the product of λ and the standard deviation. N is used for the remaining expression values.
 Simple threshold technique discretizes expression values in a binary alphabet {D, U}
such that if an expression value is higher than a threshold defined by the researchers, it is replaced with U otherwise D. (8) .
Where α is a penalty factor (0<α<1), |I| is the number of genes in bicluster B and is computed for every column j of the bicluster as follows; It counts the frequency of each discrete symbol {D, U}(in case of two-letters alphabets). If a symbol has the majority (means has more than |I|/2 occurrences), then is the number of discretized symbols in column j that are unequal to the majority symbol. Otherwise, if none of the symbols have majority, is set to |I|. Also, if the majority symbol is N (in case of three-letters alphabet), is set to |I|/2. Considering (Eq. 1), we see that in the best case when all discrete symbols of column j have same value from {D, U}, is 0 and as a result ( ,) is equal to |J|. On the other hand, in the worst case, if no discrete symbols have majority, ( , ) is equal to -α×|J|, So, -α×|J| < ( , )≦ |J|.
The architecture of the proposed method
The proposed method consists of three steps: 1. Preprocessing and Discretization of input dataset, 2. running the binary PSO algorithm with DCM as fitness function and a local search to help in converging toward the best solution. In the final step, (4) is applied on biclusters till their Mean square residue value becomes less than a given threshold δ, note that a bicluster is said to be δ-bicluster if it's mean square residue is less than a given threshold δ. and as a final output we will get δ-biclusters. Fig.2 illustrates the global view of the proposed algorithm. Figure 2 . The architecture of the proposed method
Local Search
The local search function aims to optimize the position of each particle in every iteration by finding a better neighborhood which is 5 % deferent from the main particle.
DCM-δ Algorithm
The proposed Algorithm (Algorithm 2) takes as an input the discretized expression matrix, the threshold δ, and the swarm list S which contain k particle. Each particle is represented as shown in figure 2 where it is initialized using a random function. At the end of the BPSO we get a list of biclusters.
Our proposed DCM-δ algorithm is shown in Fig.3 : 
Dataset
For our experiment we use 3 well known datasets ,the first one is the Yeast cell cycle expression dataset [1] with 2884 rows and 17 columns .The second dataset is the Saccharomyces cerevisiae dataset [17] with 2993 rows and 173 columns, and the third one is the Human dataset [1] with 4026 rows and 96 columns. The values of δ used in DCM-δ for the human and the yeast cell cycle datasets are taken from [1] , while for the other dataset, it is established using the procedure suggested in [1] . The values of δ of each dataset is shown in table 1. Table 1 . value of δ used for each dataset
Evaluation metrics
In this section we study the performance of DCM-δ algorithm and compare it with different methods: CC [1] , BicFinder [12] , MODPSFLB [13] , CMOPSOB [14] , HMOBI [17] , OPSM [18] and NSGA2B [19] . Concerning these methods we just report their published results. Mainly the MSR value and the average biclusters size are used to be evaluation metric for such problem (biclustering of gene expression), where researchers aim to resolve the existing tradeoff between these two metrics by finding δ-biclusters of large size. On the other hand many methods do not take into consideration the biological relevance of the extracted biclusters as an evaluation metric, where its presence is important to find the rate of genes that share significant GO terms in each bicluster using the gene ontology annotation, and makes sense in finding out similarities between genes included in each bicluster from the biological point of view.
Experimental results

Tables 2 and 3 present the quality of the extracted biclusters from Yeast Cell Cycle dataset and
Human B-cell expression dataset respectively. We reported the average size of the founded biclusters, and average mean squared residue. After experimental tests we restricted the population to 45 particles (bicluster), with maximum 140 iteration or when the termination criterion is satisfied .i.e. the solution converged to a stable state.
As we can notice in tables 2 and 3, all the methods have the δ-biclusters constrain fulfilled, on the other hand the larger the average bicluster size is, the better the solution is. For example the CMOPSOB [14] algorithm is of an average MSR (208.86) and average size (11085.4) which is a good result however the MODPSFLB [13] algorithm is better, although it have a worst MSR (212.8) than the CMOPSOB [14] algorithm yet it fulfilled the δ-biclusters condition (which means its biclusters are of good quality) and at the same time its biclusters are larger than that of the CMOPSOB [14] algorithm. Our results on the yeast cycle dataset are better than the others since our average size of biclusters, 14724 is the largest among the existing ones and on the other hand our average MSR is 251.12 (i.e. biclusters are δ-biclusters) which is a significant result with respect to the obtained average biclusters size. Similarly for the human B-cell dataset the obtained biclusters satisfy the constrain of being smaller than threshold δ and at the same time the average size is the largest among the different algorithms. Table 2 . the comparison of the proposed method and other methods on yeast cell cycle dataset where δ=300 Table 3 . the comparison of the proposed method and other methods on human B-cells dataset where δ=1200
Biological relevance
GOTermFinder 1 and FuncAssociate [20] are web tools that can be used over Yeast Cell Cycle and Saccharomyces cerevisiae datasets to extract the corresponding GO terms of the genes of the above datasets, so we use these tools to compute the biological relevance of the extracted biclusters. Here we introduce some related definitions: Table 4 with respect to the above six definitions presents the performance of the proposed algorithm in comparison with [17] . We run GoTermFinder on each bicluster and as a result
GOTermFinder showed that our algorithm is able to find biological interrelated biclusters with high efficiency. As we can see in with higher percentages than algorithm [17] .
By referring to the previous definitions we can justify the low percentages in the "response to stimulus", "ion binding", and "chromosomal part" by the absence of various factors such as time series, and physical interaction between gene products, that are implicated in the relationship between the genes of these processes i.e. microarray technology only treat works the expression of these genes which is not sufficient to predict all the interrelated groups in this gene set. The percentages here show only the sets of genes that are related according to the expression data.
Experiments other than microarray are needed to detect the complete sets of gene. We examine the biological interest of our biclusters extracted from Saccharomyces cerevisiae dataset using the web tool FuncAssociate [20] . Actually, for a given genes list, FuncAssociate computes an adjusted significance score (p-value) which indicates how well the genes match with the different GO aspects. The results are compared to HMOBI [17] , BicFinder [12] , OPSM [18] and CC [1] heuristics. Table 5 presents the average rows number, average columns number and the rate of significant biclusters with a p-value ≤0.1%. Results show that the proposed algorithm can extract significant biclusters that is at the same time larger than the HMOBI [17] and BicFinder [12] biclusters.
OPSM [18] extracts small biclusters of a good quality, but for the CC [1] biclusters, relevance is very poor which can be explained by its lack of robustness against noise. In fact, after the extraction of a bicluster, CC algorithm replaces the elements of this bicluster in the original data matrix by random values. Hence, the next extracted biclusters may be influenced by the included random values. Table 5 . Biological relevance(Significant shared GO terms) of the proposed method in comparison with other methods applied on the Saccharomyces cerevisiae data
Conclusion
In this paper we introduced a novel binary particle swarm optimization algorithm that solves the gene expression biclustering problem. The idea behind our algorithm is to discretize datasets to make use of the regulation state of the genes to find biclusters of good quality. Using the literature real datasets, the performance of DCM-δ based BPSO algorithm was proved to be significant assessed in terms of Gene Ontology (GO) and in the terms of mean square residue with respect to the average bicluster size. The comparative study with some other methods shows that DCM-δ based BPSO algorithm presents better results. And as a future work we can apply this procedure in a multi objective environment where lot existing fitness function can be adopted to work aside with our proposed method.
