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Abstract. In this paper we show irreducibility and the strong Feller property for tran-
sition probabilities of stochastic differential equations with jumps and monotone coeffi-
cients. Thus, exponential ergodicity and the spectral gap for the corresponding transition
semigroups are obtained.
1. Introduction
Let (Ω,F , P ; (Ft)t>0) be a complete filtered probability space, and (U,U , ν) a σ-finite
measurable space. Let {W (t)}t>0 be a d-dimensional standard Ft-adapted Brownian
motion, and {kt, t > 0} a stationary Ft-adapted Poisson point process with values in U
and with characteristic measure ν(cf. [5]). Let Nk((0, t], du) be the counting measure of
kt, i.e., for A ∈ U
Nk((0, t], A) := #{0 < s 6 t : ks ∈ A},
where # denotes the cardinality of a set. The compensator measure of Nk is given by
N˜k((0, t], du) := Nk((0, t], du)− tν(du).
In the following, we fix a U0 ∈ U such that ν(U−U0) <∞, and consider the following
stochastic differential equation (SDE) with jumps in Rd:
Xt = x0 +
∫ t
0
b(Xs)ds+
∫ t
0
σ(Xs)dWs +
∫ t+
0
∫
U0
f(Xs−, u)N˜k(dsdu), (1)
where b : Rd → Rd, σ : Rd → Rd×d and f : Rd × U→ Rd are measurable functions. Here,
the second integral of the right side in Eq.(1) is taken in the Itoˆ’s sense, and the definition
of the third integral is referred to [5]. When d = 1, Youngmff Kwon and Chaniio I. Ff in
[7] showed that the transition semigroup of Eq.(1) is strong Feller and irreducible under
some smoothness and growth conditions on b, σ, f with nondegenerate diffusion term. If
b, σ, f are Lipschitz continuous, Masuda in [8] provided sets of conditions under which the
transition semigroup of Eq.(1) fulfils the ergodic theorem for any initial distribution.
In this paper, we study the ergodicity of Eq.(1) under some non-Lipschitz conditions.
First of all, recall some notions about the ergodicity. Let {Xt(x), t > 0, x ∈ E} be a family
of Markov processes with state space E being a Hausdorff topology space, and transition
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probability pt(x, E). Then
(i) pt is called irreducible if for each t > 0 and x ∈ E
pt(x, E) > 0 for any non-empty open set E ⊂ E ;
(ii) pt is called strong Feller if for each t > 0 and E ∈ B(E)
E ∋ x 7→ pt(x, E) ∈ [0, 1] is continuous ;
(iii) A measure µ on (E,B(E)) is an invariant measure for pt if∫
E
pt(x, E)µ(dx) = µ(E), ∀t > 0, E ∈ B(E).
The transition probability pt(x, ·) determines a Markov semigroup (pt)t>0. The theorem
below is a classical result combining the above concepts.(cf. [2])
Theorem 1.1. Assume a Makov semigroup (pt)t>0 is irreducible and strong Feller. Then
there exists at most one invariant measure for it. Moreover, if µ is the invariant measure,
then µ is ergodic and equivalent to each pt(x, ·) and as t→ ∞, pt(x, E) → µ(E) for any
Borel set E.
Next introduce our non-Lipschitz conditions.
Hypotheses:
(H1) There exists λ0 ∈ R such that for all x, y ∈ Rd
2〈x− y, b(x)− b(y)〉+ ‖σ(x)− σ(y)‖2 6 λ0|x− y|2κ(|x− y|),
where κ is a positive continuous function, bounded on [1,∞) and satisfying
lim
x↓0
κ(x)
log x−1
= δ <∞.
Here the function κ controls the continuity modulus of b(x) and σ(x) such that the
modulus is non-Lipschitz, for example, κ(x) = C1 · (log(1/x) ∨ K)1/β1 for some β1 > 1
and C1, K > 0.
(H2) There exists λ1 > 0 such that for all x ∈ Rd
|b(x)|2 + ‖σ(x)‖2 6 λ1(1 + |x|)2.
(H3) b is continuous and there exists λ2 > 0 such that
〈σ(x)h, h〉 >
√
λ2|h|2, x, h ∈ Rd. (2)
Here 〈·, ·〉 denotes the inner product in Rd, | · | the length of a vector in Rd and ‖ · ‖ the
Hilbert-Schmit norm from Rd to Rd.
When ν(U0) = 0 and b, σ satisfy the above assumptions and another assumption, Zhang
[14] proved that the transition semigroup of Eq.(1) has the exponential ergodicity in the
sense that there exists a constant β2 > 0 such that for t > 0,
‖pt(x0, ·)− µ‖V ar 6 C2 · e−β2t,
where ‖ · ‖V ar denotes the total variation of a signed measure and C2 > 0 is a constant.
Here we require ν(U0) 6= 0 and follow the same lines as done in [14]. Thus how to treat
the term with jumps is our key.
Firstly, we make the following assumption on f :
2
(Hf) ∫
U0
∣∣f(x, u)− f(y, u)∣∣2ν(du) 6 2|λ0||x− y|2κ(|x− y|)
and for q = 2 and 4 ∫
U0
|f(x, u)|q ν(du) 6 λ1(1 + |x|)q.
Under (H1), (H2) and (Hf), it is well known that there exists a unique strong solution
to Eq.(1) (cf. [12, Theorem 170, p.140]). This solution will be denoted by Xt(x0). The
transition semigroup associated with Xt(x0) is defined by
ptϕ(x0) := Eϕ(Xt(x0)), t > 0, ϕ ∈ Bb(Rd),
where Bb(R
d) stands for the Banach space of all bounded measurable functions on Rd.
The transition probability is given by
pt(x0, E) := (pt1E)(x0) = P (Xt(x0) ∈ E), E ∈ B(Rd).
By Girsanov’s theorem on processes with jumps we get the irreducibility under (H1)-(H3)
and (Hf) (cf. Proposition 2.4).
In order to get strong Feller property, we need the following stronger assumptions on
b, σ, f :
(H′1) There exists λ0 ∈ R such that for all x, y ∈ Rd
2〈x− y, b(x)− b(y)〉+ ‖σλ2(x)− σλ2(y)‖2 6 λ0|x− y|2κ(|x− y|),
where σλ2(x) is the unique symmetric nonnegative definite matrix-valued function such
that σλ2(x)σλ2(x) = σ(x)σ(x)− λ2I for the unit matrix I.
(H′f) There exists a positive function L(u) satisfying
sup
u∈U0
L(u) 6 γ < 1 and
∫
U0
L(u)2 ν(du) < +∞,
such that for any x, y ∈ Rd and u ∈ U0
|f(x, u)− f(y, u)| 6 L(u)|x− y|,
and
|f(0, u)| 6 L(u).
Remark 1.2. To explain that (H′1) is stronger than (H1), a matrix result is needed. And
we will give a general result in Section 2.
When b, σ and f satisfy (H′1), (H2), (H3) and (H
′
f), we obtain strong Feller property
by the coupling method (cf. Proposition 2.5).
Finally, to show the ergodicity, the following assumption is needed:
(Hb,σ,f) There exist a r > 2 and two constants λ3 > 0, λ4 > 0 such that for all x ∈ Rd
2〈x, b(x)〉 + ‖σ(x)‖2 +
∫
U0
∣∣f(x, u)∣∣2ν(du) 6 −λ3|x|r + λ4.
We are now in a position to state our main result in the present paper.
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Theorem 1.3. Assume (H′1), (H2), (H3) and (H
′
f). Then the semigroup pt is irreducible
and strong Feller. If in addition, (Hb,σ,f) hold, then there exists a unique invariant prob-
ability measure µ of pt having full support in R
d such that
(i) if r > 2 in (Hb,σ,f), then for all t > 0 and x0 ∈ Rd, µ is equivalent to pt(x0, ·) and
lim
t→∞
‖pt(x0, ·)− µ‖V ar = 0.
(ii) if r > 2 in (Hb,σ,f), then for some α,C3 > 0 independent of x0 and t,
‖pt(x0, ·)− µ‖V ar 6 C3 · e−αt.
Moreover, for any γ > 1 and each ϕ ∈ Lγ(Rd, µ)
‖ptϕ− µ(ϕ)‖Lγ(Rd,µ) 6 C4 · e−αt/γ‖ϕ‖Lγ(Rd,µ), ∀t > 0,
where α is the same as above, µ(ϕ) :=
∫
Rd
ϕ(x)µ(dx) and C4 > 0 is a constant depending
on γ. In particular, let Lγ be the generator of pt in L
γ(Rd, µ), then Lγ has a spectral gap
(greater than α/γ) in Lγ(Rd, µ).
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants (depending on the indices) whose values may
change from one place to another one.
2. Proof of Theorem 1.3
Lemma 2.1. Suppose A,B are two symmetric positive definite matrices satisfying that
there exists a λ > 0 such that 〈Ah, h〉 > √λ|h|2, 〈Bh, h〉 > √λ|h|2 for h ∈ Rd, and
AB = BA. Then
‖A− B‖ 6 ‖
√
A2 − λI−
√
B2 − λI‖. (3)
Proof. Set
Aλ :=
√
A2 − λI, Bλ :=
√
B2 − λI.
To show (3), we consider the difference of ‖A−B‖2 and ‖Aλ − Bλ‖2, i.e.
‖A− B‖2 − ‖Aλ −Bλ‖2 = tr((A−B)2)− tr((Aλ − Bλ)2)
= tr(A2 − 2AB +B2)− tr(A2λ − 2AλBλ +B2λ)
= tr(A2 − 2AB +B2)− tr(A2 − λI− 2AλBλ + B2 − λI)
= tr(−2AB + 2λI+ 2AλBλ)
= 2 [tr(AλBλ)− tr(AB) + λd] , (4)
where tr(·) stands for the trace of a matrix.
By the proof of [4, Theorem 7.4.10, p.433], one can obtain A = UMU∗ and B =
UNU∗, where U ∈ Rd×d is real orthogonal, M = diag(η1, . . . , ηd), N = diag(µ1, . . . , µd),
and ηi, µi are eigenvalues of A and B, respectively, and larger than
√
λ. Moreover,
Aλ = UMλU
∗ and Bλ = UNλU
∗, where Mλ = diag(
√
η21 − λ, . . . ,
√
η2d − λ), Nλ =
diag(
√
µ21 − λ, . . . ,
√
µ2d − λ). Thus,
tr(AλBλ) = tr(UMλU
∗UNλU
∗) = tr(UMλNλU
∗) =
d∑
i=1
√
η2i − λ
√
µ2i − λ.
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By the same deduction as the above one, we have tr(AB) =
d∑
i=1
ηiµi. So, the right hand
side of (4) can be written as 2
d∑
i=1
(√
η2i − λ
√
µ2i − λ− (ηiµi − λ)
)
.
Noting that(√
η2i − λ
√
µ2i − λ
)2
− (ηiµi − λ)2 = (η2i − λ)(µ2i − λ)− (ηiµi − λ)2
= η2i µ
2
i − η2i λ− λµ2i + λ2 − η2i µ2i + 2ληiµi − λ2
= −λ(ηi − µi)2 6 0,
we get
√
η2i − λ
√
µ2i − λ 6 ηiµi−λ. Thus, it holds that ‖A−B‖2−‖Aλ−Bλ‖2 6 0 and
(3). 
To show the irreducibility, we firstly estimate Xt(x0).
Lemma 2.2. Suppose that b, σ and f satisfy (H1)-(H2) and (Hf). Then for any T > 0
E
[
sup
t∈[0,T ]
|Xt|2
]
6 C, (5)
where C depends on x0, λ1 and T .
Proof. Applying Itoˆ’s formula to Eq.(1), we have
|Xt|2 = |x0|2 +
∫ t
0
2〈Xs, b(Xs)〉ds+
∫ t
0
2〈Xs, σ(Xs)dWs〉
+
∫ t
0
∫
U0
[|Xs− + f(Xs−, u)|2 − |Xs−|2] N˜k(ds, du) +
∫ t
0
‖σ(Xs)‖2ds
+
∫ t
0
∫
U0
[|Xs + f(Xs, u)|2 − |Xs|2 − 2〈Xs, f(Xs, u)〉] ν(du)ds. (6)
By BDG inequality, Young’s inequality and mean theorem, one can obtain that
E
[
sup
t∈[0,T ]
|Xt|2
]
6 |x0|2 + E
∫ T
0
2|Xs||b(Xs)|ds+ CE
(∫ T
0
|Xs|2‖σ(Xs)‖2ds
) 1
2
+CE
[∫ T
0
∫
U0
[|f(Xs−, u)|2 + |f(Xs−, u)||Xs−|]2Nk(ds, du)
] 1
2
+E
∫ T
0
‖σ(Xs)‖2ds + E
∫ T
0
∫
U0
|f(Xs, u)|2ν(du)ds
6 |x0|2 + E
(
2 sup
t∈[0,T ]
|Xt|
∫ T
0
|b(Xs)|ds
)
+ E
∫ T
0
‖σ(Xs)‖2ds
+CE
(
sup
t∈[0,T ]
|Xt|2
∫ T
0
‖σ(Xs)‖2ds
) 1
2
+ E
∫ T
0
∫
U0
|f(Xs, u)|2ν(du)ds
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+CE
[∫ T
0
∫
U0
2
[|f(Xs−, u)|4 + |f(Xs−, u)|2|Xs−|2]Nk(ds, du)
] 1
2
6 |x0|2 + 1
4
E
[
sup
t∈[0,T ]
|Xt|2
]
+ CE
∫ T
0
|b(Xs)|2ds + CE
∫ T
0
‖σ(Xs)‖2ds
+CE
[∫ T
0
∫
U0
|f(Xs−, u)|4Nk(ds, du)
] 1
2
+ E
∫ T
0
∫
U0
|f(Xs, u)|2ν(du)ds
+CE
[∫ T
0
∫
U0
|f(Xs−, u)|2|Xs−|2Nk(ds, du)
] 1
2
. (7)
For the fifth term in the right hand side, we use Young’s inequality and (Hf) to get
CE
[∫ T
0
∫
U0
|f(Xs−, u)|4Nk(ds, du)
] 1
2
6 CE
[
sup
t∈[0,T ]
(1 + |Xt−|)2
∫ T
0
∫
U0
|f(Xs−, u)|4
(1 + |Xs−|)2Nk(ds, du)
] 1
2
6
1
8
E
[
sup
t∈[0,T ]
(1 + |Xt−|)2
]
+ CE
∫ T
0
∫
U0
|f(Xs−, u)|4
(1 + |Xs−|)2ν(du)ds
6
1
4
E
[
sup
t∈[0,T ]
|Xs−|2
]
+
1
4
+ CE
∫ T
0
(1 + |Xs|)2ds. (8)
To the seventh term in the right hand side, the similar method yields that
CE
[∫ T
0
∫
U0
|f(Xs−, u)|2|Xs−|2Nk(ds, du)
] 1
2
6
1
4
E
[
sup
t∈[0,T ]
|Xt−|2
]
+ CE
∫ T
0
∫
U0
|f(Xs, u)|2ν(du)ds. (9)
Combining (7), (8), (9), (H2) and (Hf), we obtain
E
[
sup
t∈[0,T ]
|Xt|2
]
6 4|x0|2 + 1 + CE
∫ T
0
(1 + |Xs|)2ds
6 4|x0|2 + 1 + CE
∫ T
0
2(1 + |Xs|2)ds
6 4|x0|2 + (1 + 2CT ) + 2C
∫ T
0
E
[
sup
s∈[0,t]
|Xs|2
]
dt.
Gronwall’s inequality yields
E
[
sup
t∈[0,T ]
|Xt|2
]
6 C,
where C depends on x0, λ1 and T . 
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Secondly, construct some auxiliary processes. For any T > 0, let t0 ∈ (0, T ), whose
value will be determined below. Set for any n ∈ N
Xnt0 = Xt0I{|Xt0 |6n}.
And then by Lemma 2.2
lim
n→∞
E|Xnt0 −Xt0 |2 = 0.
For t ∈ [t0, T ] and y ∈ Rd, define
Jnt =
T − t
T − t0X
n
t0
+
t− t0
T − t0 y,
hnt =
y −Xnt0
T − t0 − b(J
n
t ).
Thus,
Jnt0 = X
n
t0
, JnT = y,
and Jnt satisfies the following equation:
Jnt = X
n
t0 +
∫ t
t0
b(Jns )ds+
∫ t
t0
hnsds, t ∈ [t0, T ].
Next, we introduce the following equation:
Yt = Xt0 +
∫ t
t0
b(Ys)ds+
∫ t
t0
hnsds +
∫ t
t0
σ(Ys)dWs
+
∫ t+
t0
∫
U0
f(Ys−, u) N˜k(dsdu), t ∈ [t0, T ].
Lemma 2.3. Suppose that b, σ and f satisfy (H1)-(H2) and (Hf). Then
E|YT − y|2 6
[
E|Xt0 −Xnt0 |2 + C(T − t0)
]e−|λ0|(T−t0)
. (10)
Proof. Set Zt := Yt − Jnt , and then Zt satisfies the following equation
Zt = Xt0 −Xnt0 +
∫ t
t0
(b(Ys)− b(Jns )) ds +
∫ t
t0
σ(Ys)dWs
+
∫ t+
t0
∫
U0
f(Ys−, u) N˜k(dsdu), t ∈ [t0, T ].
By Itoˆ’s formula we obtain
|Zt|2 = |Xt0 −Xnt0 |2 +
∫ t
t0
2〈Zs, b(Ys)− b(Jns )〉ds +
∫ t
t0
2〈Zs, σ(Ys)dWs〉
+
∫ t
t0
∫
U0
[|Zs− + f(Ys−, u)|2 − |Zs−|2] N˜k(ds, du) +
∫ t
t0
‖σ(Ys)‖2ds
+
∫ t
t0
∫
U0
[|Zs + f(Ys, u)|2 − |Zs|2 − 2〈Zs, f(Ys, u)〉] ν(du)ds.
It follows from (H1)-(H2) and (Hf) that
E|Zt|2 = E|Xt0 −Xnt0 |2 + E
∫ t
t0
2〈Zs, b(Ys)− b(Jns )〉ds+ E
∫ t
t0
‖σ(Ys)‖2ds
7
+E
∫ t
t0
∫
U0
[|Zs + f(Ys, u)|2 − |Zs|2 − 2〈Zs, f(Ys, u)〉] ν(du)ds
6 E|Xt0 −Xnt0 |2 + E
∫ t
t0
|λ0||Zs|2κ(|Zs|)ds+ 2λ1E
∫ t
t0
(1 + |Ys|)2ds. (11)
There exists a δ > 0 such that
x2κ(x) 6 ρδ(x
2), x > 0, (12)
where ρδ : R+ 7→ R+ is a concave function given by
ρδ(x) :=
{
x log x−1, x 6 δ,
(log η−1 − 1)x+ η, x > δ.
Next, estimate E|Yt|2. For t ∈ [t0, T ], by Ho¨lder’s inequality, one can get
|Yt|2 6 5|Xt0|2 + 5T
1
2
∫ t
t0
|b(Ys)|2ds + 5T 12
∫ t
t0
|hns |2ds+ 5
∣∣∣∣
∫ t
t0
σ(Ys)dWs
∣∣∣∣
2
+5
∣∣∣∣
∫ t+
t0
∫
U0
f(Ys−, u) N˜k(dsdu)
∣∣∣∣
2
.
Moreover, by Burkholder’s inequality, (H2) and (Hf), it holds that
E|Yt|2 6 5E|Xt0|2 + 5T
1
2E
∫ t
t0
|b(Ys)|2ds+ 5T 12E
∫ t
t0
|hns |2ds
+5
∫ t
t0
‖σ(Ys)‖2ds+ 5
∫ t+
t0
∫
U0
|f(Ys−, u)|2ν(du)ds
6 5E|Xt0|2 + C + C
∫ t
t0
E|Ys|2ds.
Gronwall’s inequality admits us to obtain that
sup
t∈[t0,T ]
E|Yt|2 6 C, (13)
where C is independent of t0.
Combining (11)-(13), by Jensen’s inequality and the Bihari inequality (cf. [14, Lemma
2.1]), we have
E|YT − y|2 6
[
E|Xt0 −Xnt0 |2 + C(T − t0)
]e−|λ0|(T−t0)
.
The proof is completed. 
Proposition 2.4. Suppose that b, σ and f satisfy (H1)-(H3) and (Hf). Then the tran-
sition probability pt is irreducible.
Proof. To prove the irreducibility, it suffices to prove that for each T > 0 and x0 ∈ Rd,
pT
(
x0, B(y, a)
)
= P
(
XT (x0) ∈ B(y, a)
)
= P
(|XT (x0)− y| < a) > 0,
or equivalently
P
(|XT (x0)− y| > a) < 1, (14)
for any y ∈ Rd and a > 0.
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First of all, study the process Yt. Define
Yt := Xt, t ∈ [0, t0]
and then
Yt = x0 +
∫ t
0
b(Ys)ds+
∫ t
0
I{s>t0}h
n
sds+
∫ t
0
σ(Ys)dWs
+
∫ t+
t0
∫
U0
f(Ys−, u) N˜k(dsdu), t ∈ [0, T ].
Set
Ht := I{t>t0}σ(Yt)
−1hnt ,
ξt := exp
{∫ t
0
〈dWs, Hs〉 − 1
2
∫ t
0
|Hs|2ds
}
.
By (H3), we obtain that |Ht|2 is bounded, which yields that EξT = 1 by Novikov’s criteria.
And then define
W¯t :=Wt +
∫ t
0
Hsds,
Q := ξTP.
Thus by [12, Theorem 132] we know that Q is a probability measure, W¯t is a Q -Brownian
motion and N˜k
(
(0, t], du
)
is a Poisson martingale measure under Q with the same com-
pensator ν(du)t. Moreover, Yt is the solution of the following equation
Yt = x0 +
∫ t
0
b(Ys) ds+
∫ t
0
σ(Ys) dW¯s +
∫ t+
0
∫
U0
f(Ys−, u) N˜k(dsdu).
By the uniqueness in law of Eq.(1) we attain that the law of {Xt, t ∈ [0, T ]} under P
is the same to that of {Yt, t ∈ [0, T ]} under Q. Therefore, to obtain (14), it is sufficient
to prove Q
(|YT − y| > a) < 1, and furthermore, P (|YT − y| > a) < 1 by equivalency of
Q,P .
It holds by Chebyshev’s inequality and Lemma 2.3 that
P
(|YT − y| > a) 6 [E|Xt0 −Xnt0 |2 + C(T − t0)]e−|λ0|(T−t0) /a2.
Choosing n large enough and t0 close enough to T , we have
P
(|YT − y| > a) < 1.
The proof is completed. 
Next we use the coupling method to prove strong Feller property. Set a(x) := σ(x)σ(x).
And then the infinitesimal generator of Eq.(1) is given by
Lψ(x) = bi(x)∂iψ(x) +
1
2
aij(x)∂ijψ(x)
+
∫
U0
(
ψ (x+ f(x, u))− ψ(x)− f i(x, u)∂iψ(x)
)
ν(du),
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for ψ ∈ C2b (Rd) and x ∈ Rd. Recall that an operator L˜ on R2d is called a coupling operator
of L if L˜ satisfies the marginal condition:
(L˜ψ)(x, y) = Lψ(x), ψ ∈ C2b (Rd), x, y ∈ Rd, (15)
where ψ is regarded as a function in C2b (R
2d). For any δ ∈ (0, 1) and |x0 − y0| < δ, we
define
u(x, y) :=
x− y
|x− y| , uδ(x, y) =
|x0 − y0|α2
δ
α
2
u(x, y),
c(x, y) := λ2
(
I − 2uδ(x, y)uδ(x, y)∗
)
+ σλ2(x)σλ2(y)
∗,
for x, y ∈ Rd, x 6= y, where α ∈ (0, 1) (its value will be determined below). Thus the
operator given by
L˜ψ(x, y) = bi(x)∂xiψ(x, y) + b
i(x)∂yiψ(x, y)
+
1
2
[
aij(x)∂xixjψ(x, y) + a
ij(x)∂yiyjψ(x, y)
+cij(x, y)∂xiyjψ(x, y) + (c(x, y)
∗)ij∂yixjψ(x, y)
]
+
∫
U0
(
ψ
(
x+ f(x, u), y + f(y, u)
)− ψ(x, y)− f i(x, u)∂xiψ(x, y)
−f i(y, u)∂yiψ(x, y)
)
ν(du), ψ ∈ C2b (R2d)
is a coupling operator of L.
By the analysis similar to [13, Section 3.1], there exist a stochastic basis (Ω˜, F˜ , P˜ ; (F˜t)t>0)
and a Rˆ2d-valued process Z˜ ′t (Rˆ
2d is one point compactification of R2d) such that Z˜ ′0 =
(x0, y0) and for each ψ ∈ C2b (R2d){
ψ(Z˜ ′t∧e)− ψ(Z˜ ′0)−
∫ t∧e
0
L˜ψ(Z˜ ′s)ds, t > 0
}
(16)
is an (F˜t)-local martingale, where e is the explosion time of the process Z˜ ′t = (X˜ ′t, Y˜t), i.e.
e = lim
n→∞
en, en = inf
{
t > 0 :
(
|X˜ ′t|+ |Y˜t|
)
> n
}
.
Since X˜ ′t and Y˜t are associated with the operator L starting from x0 and y0, respectively,
we have e =∞ by (H2) and (H′f). Consider the coupling time τ of Z˜ ′t, i.e.
τ := inf{t > 0 : |X˜ ′t − Y˜t| = 0},
and define
X˜t =
{
X˜ ′t, t < τ,
Y˜t, t > τ.
And then for any ψ ∈ C∞c (Rd),
ψ(X˜t)− ψ(x0)−
∫ t
0
Lψ(X˜s)ds = ψ(X˜t∧τ )− ψ(x0)−
∫ t∧τ
0
Lψ(X˜s)ds
+ψ(X˜t)− ψ(X˜t∧τ )−
∫ t
t∧τ
Lψ(X˜s)ds
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= ψ(X˜ ′t∧τ )− ψ(x0)−
∫ t∧τ
0
Lψ(X˜ ′s)ds
+ψ(Y˜t)− ψ(Y˜t∧τ )−
∫ t
t∧τ
Lψ(Y˜s)ds,
together with Doob stopping theorem yields that the process X˜t is also associated with
L. Thus the generator of Z˜t := (X˜t, Y˜t) before τ is just L˜.
Proposition 2.5. Under (H′1), (H2), (H3) and (H
′
f), the semigroup pt of Xt is strong
Feller.
Proof. For any ϕ ∈ Bb(Rd), by the definition of X˜t
|ptϕ(x0)− ptϕ(y0)| = |E˜(ϕ(X˜t(x0)))− E˜(ϕ(Y˜t(y0)))|
6 |E˜[ϕ(X˜t(x0))1t<τ ]− E˜[ϕ(Y˜t(y0))1t<τ ]|
+|E˜[ϕ(X˜t(x0))1t>τ ]− E˜[ϕ(Y˜t(y0))1t>τ ]|
6 2‖ϕ‖0P˜ (t < τ),
where E˜ is the expectation with respect to P˜ .
Next we estimate P˜ (t < τ).
Define
Sδ := inf{t > 0 : |X˜t − Y˜t| > δ}.
Setting g(r) := r
1+r
, r > 0 and ψ(x, y) := g(|x− y|), one can obtain by (16)
E˜g(|X˜t∧τ∧en∧Sδ − Y˜t∧τ∧en∧Sδ |)
= g(|x0 − y0|) + E˜
∫ t∧τ∧en∧Sδ
0
G¯(X˜s, Y˜s)
2
g′′(|X˜s − Y˜s|)ds
+E˜
∫ t∧τ∧en∧Sδ
0
tr
(
G(X˜s, Y˜s)
)
− G¯(X˜s, Y˜s) + 2F (X˜s, Y˜s)
2|X˜s − Y˜s|
g′(|X˜s − Y˜s|)ds
+E˜
∫ t∧τ∧en∧Sδ
0
∫
U0
[
g
(
|X˜s + f(X˜s, u)− Y˜s − f(Y˜s, u)|
)
− g
(
|X˜s − Y˜s|
)
−g′
(
|X˜s − Y˜s|
)〈
u(X˜s, Y˜s), f(X˜s, u)− f(Y˜s, u)
〉]
ν(du)ds
=: g(|x0 − y0|) + I1 + I2 + I3, (17)
where
G(x, y) = a(x) + a(y)− c(x, y)− c(x, y)∗,
G¯(x, y) = 〈u(x, y), G(x, y)u(x, y)〉,
F (x, y) = 〈x− y, b(x)− b(y)〉,
and
g′(r) =
1
(1 + r)2
, g′′(r) = − 2
(1 + r)3
.
Noting that by (H2)
G¯(x, y) =
〈
u(x, y),
(
a(x) + a(y)− 2λ2 − σλ2(x)σλ2(y)− σλ2(y)σλ2(x)
)
u(x, y)
〉
11
+〈u(x, y), 4λ2 |x0 − y0|
α
δα
u(x, y)u(x, y)∗u(x, y)〉
=
〈
u(x, y),
(
σλ2(x)− σλ2(y)
)2
u(x, y)
〉
+ 4λ2
|x0 − y0|α
δα
> 4λ2
|x0 − y0|α
δα
,
and
tr
(
G(x, y)
)− G¯(x, y) = tr(a(x) + a(y)− 2λ2 − σλ2(x)σλ2(y)− σλ2(y)σλ2(x))
+tr
(
4λ2
|x0 − y0|α
δα
u(x, y)u(x, y)∗
)− G¯(x, y)
6 ‖σλ2(x)− σλ2(y)‖2.
Thus
I1 6 − 4λ2
δα(1 + δ)3
· |x0 − y0|α · E˜(t ∧ τ ∧ en ∧ Sδ). (18)
By (H′1) we have
I2 6 E˜
∫ t∧τ∧en∧Sδ
0
|λ0|
2
|X˜s − Y˜s|κ(|X˜s − Y˜s|)ds. (19)
Next, deal with I3. Mean theorem and (H
′
f) admit us to get
g(|x− y + f(x, u)− f(y, u)|)− g(|x− y|)− g′(|x− y|)〈u(x, y), f(x, u)− f(y, u)〉
= g′′(|x− y + θ(f(x, u)− f(y, u))|)|x− y + θ(f(x, u)− f(y, u))|−2
· 〈x− y + θ(f(x, u)− f(y, u)), f(x, u)− f(y, u)〉2
+g′(|x− y + θ(f(x, u)− f(y, u))|)
[
|x− y + θ(f(x, u)− f(y, u))|−1
·|f(x, u)− f(y, u)|2 − 〈x− y + θ(f(x, u)− f(y, u)), f(x, u)− f(y, u)〉2
·|x− y + θ(f(x, u)− f(y, u))|−3
]
6
L(u)2
1− L(u) |x− y|
6 CL(u)2|x− y|,
where 0 < θ < 1. So
I3 6 E˜
∫ t∧τ∧en∧Sδ
0
C|X˜s − Y˜s|ds. (20)
Combining (18), (19) and (20), one can obtain that
1
1 + δ
E˜|X˜t∧τ∧en∧Sδ − Y˜t∧τ∧en∧Sδ |
6 |x0 − y0| − 4λ2
δα(1 + δ)3
· |x0 − y0|α · E˜(t ∧ τ ∧ en ∧ Sδ)
+
|λ0|
2
∫ t∧τ∧en∧Sδ
0
E˜ρδ(|X˜s − Y˜s|)ds+ C
∫ t∧τ∧en∧Sδ
0
E˜|X˜s − Y˜s|ds
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6 |x0 − y0|+ ( |λ0|
2
+ C)
∫ t∧τ∧en∧Sδ
0
ρδ(E˜|X˜s − Y˜s|)ds
− 4λ2
δα(1 + δ)3
· |x0 − y0|α · E˜(t ∧ τ ∧ en ∧ Sδ), (21)
where the second step bases on Jensen’s inequality. By the Bihari inequality (cf. [14,
Lemma 2.1]) , we get that for any t > 0 and |x0 − y0| 6 δ,
E˜|X˜t∧τ∧en∧Sδ − Y˜t∧τ∧en∧Sδ | 6 (1 + δ)|x0 − y0|exp{−(1+δ)(
|λ0 |
2
+C)t}. (22)
On one hand, substituting (22) into (21) yields
E˜(t ∧ τ ∧ en ∧ Sδ) 6 δ
α(1 + δ)3
4λ2
[
|x0 − y0|1−α + ( |λ0|
2
+ C)t
·ρδ
(
(1 + δ)|x0 − y0|exp{−(1+δ)(
|λ0 |
2
+C)t}
)
· |x0 − y0|−α
]
.
Letting n→∞, one can obtain by Levy’s theorem
E˜(t ∧ τ ∧ Sδ) 6 δ
α(1 + δ)3
4λ2
[
|x0 − y0|1−α + ( |λ0|
2
+ C)t
·ρδ
(
(1 + δ)|x0 − y0|exp{−(1+δ)(
|λ0|
2
+C)t}
)
· |x0 − y0|−α
]
.
Take α = exp{−(1 + δ)(|λ0|+ 2C)t}/3. Thus, there exists a 0 < δ′ < δ such that for any
|x0 − y0| 6 δ′
E˜
(
(2t) ∧ τ ∧ Sδ
)
6 Ct,λ0,δ · |x0 − y0|exp{−(1+δ)(|λ0 |+2C)t}/6. (23)
On the other hand, it follows from (22)
δP˜
(
t ∧ τ ∧ en > Sδ
)
6 E˜
[
|X˜t∧τ∧en∧Sδ − Y˜t∧τ∧en∧Sδ | · It∧τ∧en>Sδ
]
6 E˜|X˜t∧τ∧en∧Sδ − Y˜t∧τ∧en∧Sδ |
6 (1 + δ)|x0 − y0|exp{−(1+δ)(
|λ0|
2
+C)t}.
Letting n→∞, we have
P˜
(
(2t) ∧ τ > Sδ
)
6
1 + δ
δ
|x0 − y0|exp{−(1+δ)(|λ0 |+2C)t}. (24)
Finally, by (23) and (24) it holds that
P˜ (t < τ) = P˜ (t < τ, Sδ > t) + P˜ (t < τ, Sδ 6 t)
6 P˜
(
(2t) ∧ τ ∧ Sδ > t
)
+ P˜
(
(2t) ∧ τ > Sδ
)
6
1
t
E˜
(
(2t) ∧ τ ∧ Sδ
)
+
1 + δ
δ
|x0 − y0|exp{−(1+δ)(|λ0|+2C)t}
6 Ct,λ0,δ · |x0 − y0|exp{−(1+δ)(|λ0|+2C)t}/6.
Thus, the proof is completed. 
We now give
Proof of Theorem 1.3
13
By Itoˆ’s formula and mean theorem we get
E|Xt|2 = |x0|2 +
∫ t
0
E2〈Xs, b(Xs)〉ds+
∫ t
0
E‖σ(Xs)‖2ds
+
∫ t
0
∫
U0
E
[|Xs + f(Xs, u)|2 − |Xs|2 − 2〈Xs, f(Xs, u)〉] ν(du)ds
= |x0|2 +
∫ t
0
E2〈Xs, b(Xs)〉ds+
∫ t
0
E‖σ(Xs)‖2ds
+
∫ t
0
∫
U0
E|f(Xs, u)|2ν(du)ds. (25)
By (Hb,σ,f), one obtains
1
t
∫ t
0
E|Xs|rds 6 x0
λ3t
+
λ4
λ3
.
Set
µT (A) :=
1
T
∫ T
0
pt(x0, A)dt,
for any T > 0 and A ∈ B(Rd). And we have by Chebyshev’s inequality
µT (B
c(0, R)) =
1
T
∫ T
0
pt(x0, B
c(0, R))dt
6
1
TRr
∫ T
0
E|Xt|rdt
6
1
Rr
(
x0
λ3T
+
λ4
λ3
)
.
Thus, for any ε > 0, µT (B(0, R)) > 1 − ε for R being large enough. Hence, {µT , T > 0}
is tight and its limit is an invariant probability measure µ. As we have just proved, pt is
irreducible and strong Feller, then by Theorem 1.1, µ is equivalent to each pt(x, ·) and as
t→∞, pt(x, E)→ µ(E) for any Borel set E.
If r > 2, to (25), taking derivatives with respect to t and using (Hb,σ,f) and Ho¨lder’s
inequality give
dE|Xt|2
dt
6 −λ3E|Xt|r + λ4
6 −λ3(E|Xt|2) r2 + λ4.
Let f(t) solve the following ODE:{
f ′(t) = −λ3f(t) r2 + λ4,
f(0) = |x0|2.
By the comparison theorem on ODE and [1, Lemma 1.2.6, p.32], we have for some C > 0
E|Xt|2 6 f(t) 6 C
[
1 + t
1
1−r/2
]
,
where the right side is independent of x0.
14
Since pt is irreducible and strong Feller, we have for any b, a > 0 and t > 0
inf
x0∈B(0,b)
pt (x0, B(0, a)) > 0.
The second conclusion then follows from [3, Theorem 2.5 (b) and Theorem 2.7].
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