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1. INTRODUCTION 
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The purpose of this paper is to introduce the reader to stochastic realization theory. This will be done 
by presentation of a verbafintroduction, a survey of Gaussian stochastic realization theory, formulation 
of open stochastic realization problems, and a discussion of the stochastic realization problem for Gaus-
sian factor models. This tutorial and survey-like paper is written for researchers in system and control 
theory, but may also be of interest to researchers dealing with mathematical models in engineering, biol-
ogy, and economics. 
The Kalman filter and stochastic control algorithms have proven to be very useful for those control 
and signal processing problems in which there is a considerable amount of noise in the observation 
processes. Examples of such problems are: minimum variance control of a paper machine, access con-
trol of communication systems, and prediction of water levels. The solution of stochastic control and 
filtering problems depends crucially on the availability of a model in the form of a stochastic system in 
state space form. There is thus a need for modelling and realization of noisy processes by stochastic 
systems. Stochastic realization theory addresses this modelling problem. 
System and control theory is the subject within engineering and mathematics that deals with modelling 
and control problems for dynamic processes or phenomena. Such a phenomenon may initially be 
described by specifying the observation. process or trajectories, which description will be termed the 
external description. For reasons of modelling and control it is often better to work with an internal 
description. The form of such an internal description depends on the properties of the observation pro-
cess. For deterministic linear systems it may be a description in state space form. The state of such a 
system at any particular time contains all information from the past necessary to determine the future 
behavior of the state and output process. For stochastic systems the internal description is a stochastic 
system in state space form. Here the state is that amount of information that makes the past and the 
future of the observations and the state process conditionally independent. For a vector valued random 
variable one may consider the internal description of a Gaussian factor model, see section 5. For 
models of images and spatial phenomena in the form of random fields, other internal descriptions are 
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needed. 
The realization problem of system theory can then be formulated as how to determine an internal 
description of a model given an external description. Motivation for this problem comes from engineer-
ing, in particular from system identification and signal processing, from biology, and from 
econometrics. In these subject areas one may want to estimate parameters of the internal description 
from observations. The question should then be posed whether these parameters can be uniquely deter-
mined from the observations, that is whether they are identifiable. This question may be resolved by 
solution of the realization problem. First one must impose the condition that the model is minimal in 
some sense. The concept of minimality will depend on the class of internal descriptions. Secondly, 
there is in general no unique internal description for a phenomenon given an external description. The 
realization problem therefore also asks for a classification of all minimal internal descriptions that 
correspond to a given external description. Such internal descriptions may be called equivalent. Once 
the equivalence class has been determined one may choose a canonical form for it. From that point on 
standard techniques from system identification and statistics may be used to determine the internal 
description of the model. The part of system theory that deals with modelling questions is referred to as 
realization theory. It treats topics such as transformations between representations, parametrization of 
model classes, identifiability questions, and approximate modelling; 
A brief description of this paper's content follows. Section 2 contains a verbal introduction to the 
modelling procedure of system__theory. In section 3 a tutorial is presented on Gaus1>ian stochastic reali-
zation theory. Several examples of stochastic systems for which the stochastic realization problem is 
open and relevant for engineering and economics, are mentioned in section 4. As an example the sto-
chastic realization problem for the Gaussian factor analysis model is discussed in section 5, and for 
Gaussian factor systems or error-in-variables systems in section 6. 
2. MODELLING AND SYSTEM THEORY 
2.1. Introduction 
As identified in the previous section there is a need for stochastic models of engineering and economic 
phenomena. The purpose of this section is to describe the modelling procedure of system and control 
theory. Particular attention will be devoted to modelling of economic processes. 
2.2. The modelling procedure 
It is assumed that data, possibly in the form of time series, are available for the modeller. It is well-
recognized that useful data are easy to obtain in the technical sciences but hard to obtain in economics. 
One reason is that economics is not a laboratory science; experiments are often impossible or if possible 
cannot be repeated. Also data gathering is much more expensive in economics than in the technical sci-
ences. 
The objective of modelling is to obtain a model for a phenomenon that is realistic and of low com-
plexity. A model is called realistic if its observed behaviour is in close agreement with the phenomenon. 
A measure of fit for this agreement has to be formulated. The term low complexity should be considered 
as in ordinary use. A mathematical definition of this term is very much model dependent. Models of 
high complexity are mathematically not well analyzable and computationally not feasible. The two 
modelling objectives mentioned are conflicting. Therefore a compromise or trade-off between these 
objectives is necessary. 
The preferred modelling procedure consists of the following two steps: 
- selection of a model class; 
- selection of an element in the model class involving the above mentioned trade-off. 
This procedure must be applied in an iterative fashion. If the selected element in the model class is not 
a realistic model then the model class may be adjusted. The two steps of this procedure will now be dis-
cussed separately. 
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2.3. Selection of a model class 
In the selection of a model class one has to keep in mind the objectives of a realistic model and a model 
of low complexity. The selection procedure demands application of concepts and results both from the 
research area of the object to be modelled, and from system and control theory. 
The formulation of realistic economic models is difficult for several reasons. One reason is that 
economic transactions involve multiple decisionmakers compared with a single decisionmaker in most 
engineering problems. The appropriate mathematical models are therefore game and team models and 
their dynamic counterparts. The status of dynamic game and team theory is not yet at a level at which 
a· body of results is available for applications. A second reason, closely related to the first, is that a 
decisionmaker must also model the decisionmaking process of the other decisionmakers. This remark is 
well-known in the literature on stochastic dynamic games. The discussion about rational expectation 
also illustrates this point. A third reason is that the rules of the economic process change quickly com-
pared with the periods over which economic data are available. Assumptions of time-invariance or sta-
tionarity are often unrealistic. 
In system theory a formalism has been developed for the formulation of mathematical models of 
dynamic phenomena and for a modelling procedure. For a dynamic phenomenon in the form of a time 
series a preferred deterministic model is called a dynamic system in state space form. One distinguishes 
inputs and outputs of such a system, and a state process. The state of a dynamic system at any particular 
time is that amount of information that together with the future inputs completely determines the future 
outputs. The trajectories of the input, output and state process are the basic objects of a dynamical sys-
tem. The reader is referred to [78] for material on linear systems. 
Stochastic systems have proven to be useful models in several areas of engineering such as signal pro-
cessing, communications and control. Within economics they are used for example in connection with 
portfolio theory. In stochastic system theory, probability theory is used as a mathematical model for 
uncertainty. A stochastic system is specified by a measure on the space of trajectories. This is a funda-
mental difference between deterministic and stochastic systems. For a stochastic system without inputs 
the state at any particular time makes the past and the future of the output and state processes condi-
tionally independent. Despite the fact that a stochastic system is specified by a measure, the representa-
tion in terms of trajectories, for example by a stochastic differential equation, is crucial to the solution 
of control and filtering problems. 
Why are stochastic models realistic in certain cases? Within economics reasons for this are that such 
modelling involves: 
- aggregation over many decisionmakers; 
- uncertainty over future actions of other decisionmakers; 
- uncertainty in the measurement process, due to vague definitions and averaging. 
Remark that the costs involved often prevent the gathering of full information. Therefore aggregation 
must be used. The variability of the data then suggests a stochastic model. This author is not optimis-
tic about the applicability of stochastic models to economic phenomena. Reasons for this are the rela-
tively short time series and the frequent change in structural relations. 
Should one use a deterministic or a stochastic model class to model a certain phenomenon? What is 
needed is a criterion to decide whether for a specific phenomenon the class of deterministic systems or 
that of stochastic systems is the appropriate model class. 
A crucial observation from system theory is that the choice of model class is all-important. Of course, 
a model must be realistic and of low complexity. But within these constraints there is left some freedom 
in the mathematical formulation of the model. Given this freedom it is advisable to choose a model 
class for which the motivating control problem is analytically tractable. An example of such a choice is 
the Gaussian system that leads to the Kalman filter. Filtering theory was formulated by N. Wiener and 
A.N. Kolmogorov for stationary Gaussian processes. R.E. Kalman restricted attention to a particular 
class of stationary Gaussian processes, those generated by linear stochastic systems driven by white 
noise. For this class of systems the solution of the filtering problem has proven to be straightforward. 
That this class may be extended to include non-stationary processes is then a useful corollary. How is 
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this observation to be used in economic modelling? As suggested by R.E. Kalman, a detailed study 
must be made of economic models that are published in the literature to see whether changes in the 
mathematical formulation of these models are advantageous for the solution of control problems. The 
selection of the model class seems a creative process that involves knowledge of both the research area 
of the phenomenon to be modelled and of system theory. 
For stochastic processes indexed by the real line the model class of stochastic systems seems an 
appropriate model. See section 3.1 for a definition of this concept. For a vector of random variables 
the model class of Gaussian factor models may be useful, see section 5. For random fields it is not yet 
clear what the appropriate model class should be. 
Once the model class has been determined, the modelling procedure prescribes the solution of the sto-
chastic realization problem. In section 3 this problem is formulated and the solution shown for the case 
of Gaussian processes. 
2.4. Selection of an element in the model class 
Given the data and the model class, the problem arises of how to select an element in the model class. 
As indicated earlier, the selection of a model is a trade-off between the objective of a realistic model and 
the objective of a model with low complexity. For deterministic dynamical systems results on the selec-
tion of an element in the model class are reported in [35, 79]. 
For stochastic systems a formalism for the selection of an element in the class of stochastic systems is 
described below. Consider first a measure of fit between the observations of the phenomenon and the 
external behaviour of a stochastic system. Recall that the observations consist of numbers while the 
external behaviour consists of a measure on the sample space of observation trajectories. The way to 
proceed is to use the observations, the numbers, to estimate the measure on the sample space of obser-
vation trajectories. In case -Olis measure is Gaussian and the observation process is stationary it suffices 
to estimate the mean and covariance function of this measure. 
One can define a measure of fit between the measure for the output trajectories estimated from obser-
vations and the measure associated with the external description of the system. Examples of such a 
measure are the Kullback-Leibler measure and the Hellinger measure; see section 3.7. 
For stochastic systems one also needs a measure of complexity. A stochastic complexity measure 
introduced by J. Rissanen [60-64] seems the appropriate tool for this purpose. Stochastic complexity is 
based on A.N. Kolmogorov's complexity theory. Since this subject is well covered elsewhere the reader 
is referred to the indicated references. 
The actual selection procedure given data, a model class, and measures of fit and complexity, consists 
then of a combination of analysis and numerical minimization. The details of this will not be discussed 
here. 
3. GAUSSIAN STOCHASTIC REALIZATION 
The purpose of this section is to presel_lt the modelling procedure for Gaussian processes. In this 
tutorial part of the paper results for the Gaussian stochastic realization problem are summarized. For a 
reference on the weak Gaussian stochastic realization problem see the book [24] and for a shorter intro-
duction in the English language [23). For a survey of the strong Gaussian stochastic realization prob-
lem see [47]. 
Notation 
The following notation is used. 1\1={O,1,2, · · · }. Z+ = { 1,2, · · · }. Z = { · · · , -1,0, 1, · · · }. 
Zk={l,2, · · · ,k}. R denotes the set of real numbers, and R+ =[O,oo). For a probability space 
(n,F,P) consisting of a set 0, a a-algebra F and a probability measure P, denote 
L + (F) = { x : n~n + I x is a random variable measurable with respect to F}. 
x EG(O,Q) denotes that the random variable x has a Gaussian distribution with mean zero and vari-
ance Q. 
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For a stochastic process y :0 X T "'Rk the following notation is used for the a-algebra's generated by 
the process P, =P,- =o({y(s), Vs<E;;t }) and i;r+ =o({y(s), Vs ;;;i.t }). 
DEFINmON 3.0.1. The a-algebra's F 1,F 2 are called conditionally independent given the a-algebra G if 
E[z1z2 I G] = E[z1 I G]E[z2 I G] 
for all Z; EL+ (F;). The notation 
(F1>F2 I G)ECI 
will be used to denote that F 1,F 2 are conditionally independent given G and Cl will be called the condi-
tional independence relation. 
3.1. Stochastic systems and Gaussian systems 
The purpose of this section is to define stochastic dynamic systems. Attention is restricted to discrete-
time stochastic dynamic systems. Stochastic systems with inputs will not be considered here. 
A motivation for the definition of a discrete time stochastic dynamic system follows. Consider the 
object that is usually called a stochastic system, 
x1+1 =Ax, + Mv,, x 0 , (3.1.1) 
y, = Cx, + Nv,, (3.1.2) 
where x 0 :0"'Rn,x0 EG(m0,Q0), v:OXT"'Rm is a Gaussian white noise process with v,EG(O,V), 
F'0,P00 are independent a-algebras, A ERnxn, MERnxm, CERpxn, NERpxm, x:OXT"'Rn and 
y :OX T "'RP defined by the above equations. It may be shown that this object is equivalent with the 
object specified by: 
xo EG(mo,Qo); (3.1.3) 
E[exp(iu' X,+1 +iw'y,)IW vrr::,] = exp(i [:]'[::::]-i.[:]' s [!]>. (3.1.4) 
for all tET and some SER(n+p)X(n+p>. Observe that the conditional characteristic function of 
(x, + 1,y,) given (Ff- v P,:: 1) depends only on the random variable x,. It then follows that 
E[exp(iuTxt+l +iwry,)IFf-vP,::i] = E[exp(iuTxt+l +iwTy,)IF''] (3.1.5) 
for all t ET. A stochastic dynamic system could now be defined as a state process x and an output pro-
cess y such that for all t ET there is a map 
x, 1-+ distribution of(x1+i.Yi) 
This definition may be found in [42; p. 5]. Below a different definition will be adopted. It may be 
shown that (3.1.5) is equivalent with the condition that for all t ET 
(P,+vp:+ ,P,::1 vP,- IF'')EC/, 
where r,+ =a({x,,,V s;s;i.t}), r,- =a({x8 ,'9' s<E;;t}), and similar definitions for i;r+ ,P,-. The property 
that the past and future of the state and output process are conditionally independent given the current 
state will be taken as the definition of a stochastic dynamic system. 
DEFINmON 3.1.1. A discrete-time stochastic dynamic system is a collection 
a = {0,F,P, T, Y,By,X,Bx,y,x }, 
where 
{O,F,P} is a complete probability space; 
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T = Z, to be called the time index set; 
(Y,By) is a measurable space, to be called the output space; 
(X,Bx) is a measurable space, to be called the state space; 
y :0 X T -'I> Y is a stochastic process, to be called the output process; 
x :0 X T -'l>X is a stochastic process, to be called the state process; 
such that for all t ET 
(F'/+ vF:+ ,F'/~1 vFf- IF')ECJ. (3.1.6) 
A stochastic dynamic system on TC Z is defined analogously. The class of stochastic systems is denoted by 
s~. 
The above definition of a stochastic dynamic system is based on related concepts given in 
[48, 52, 72, 73]. 
From the definition of a stochastic dynamic system one obtains that the state process satisfies the 
condition 
(Ff+ ,Ff- IF') EC/ 
for all t ET. This is equivalent with x being a Markov process. Markov processes are thus also stochas-
tic dynamic systems, and the latter class thus contains the classical model of state processes. 
The defining condition of a stochastic dynamic system is more or less symmetric with respect to time 
in the past and future of the state and output process. This is an advantage over the asymmetric formu-
lation given in the representation (3.1.l) and (3.1.2). 
The condition (3.1.6) is asymmetric with respect to the output process. This is a convention. A priori 
there are four possible conditions for a stochastic dynamic system which are listed below: 
(F'j+v£:+,F'j-vF:-1r•)ECI VtET; (3.l.7.1) 
(F'/t1 vF;+ ,F'/~1 vF;- IFx')ECI 'If t ET; 
(F'j+vp;+,F'/~1 vF;- IFx')ECI V tET; 
(F'/t1 vF:+,F;-vF:- ir•)ECI v tET. 
Condition (3.1.7.1) and a property of conditional expectation imply that 
pY· c(F;+ vF;-)cr· 
(3.1.7.2) 
(3.1.7.3) 
(3.1.7.4) 
which fact is not compatible with the intuitive concept of state in that the output is in general not part 
of the state. Condition (3.1.7.2) is not suitable because it would allow examples that are counter-
intuitive to the concept of state, see example 3.1.6. The conditions (3.1.7.3) and (3.1.7.4) thus remain, of 
which condition 3 has been chosen. This is a convention. Condition (3.l.7.4) results in the representa-
tion 
X 1 +1 = Ax1 + Mv1, 
Yt+I = Cx1 + Nv1, 
which form is inconsistent with the system theoretic convention of (3.1.l & 3.1.2). The option of taking 
condition (3.1.7.3) or (3.1.7.4) in the definition of a stochastic dynamic system is related to the option of 
considering Moore or Mealey machines in automata theory, see [50; I.A.2]. 
The definition of a stochastic system is formulated in terms of a-algebras rather than in terms of sto-
chastic processes. This is a geometric formulation in which emphasis is put on spaces and subspaces 
rather than on the variables or processes that generate those spaces. 
DEFINITION 3.1.2. Given a stochastic dynamic system 
7 
a= {O,F,P,T, Y,By,X,Bx,y,x} ESl':. 
This system is called: 
a. stationary or time-invariant if (x,y) is a jointly stationary process; 
b. Gaussian if Y=RP, X=Rn for certain p,n EZ+. By=BP and Bx=Bn are Borel a-algebras on Y 
respectively X, and if (x,y) is a jointly Gaussian process; by way of abbreviation, a Gaussian stochastic 
dynamic system will be called a Gaussian system and the class of such systems is denoted by GS~; 
c. finite if Y,X are finite sets and By,Bx are the a-algebras on Y,X generated by all subsets; by way of 
abbreviation a finite stochastic dynamic system will be called a finite stochastic system and the class of 
such systems is denoted by FSl':. 
PROPOSmON 3.1.3. Consider a collection 
{O,F,P, T, Y,By,X,B x.y,x} 
as defined in 3.1.1 but without condition (3.1.6). The following statements are equivalent: 
a.for all t ET 
(P,+ vF:+ ,P,:::1 vF:-1r')ECJ; 
b. for all t ET 
(FY·vr•+• ,P,:::1 vP,- lr')ECJ; 
c. for all t ET 
<Pr+ v r, + ,FY·-· v r·-· 1 r·> E cJ. 
The following result is a useful sufficient condition for a stochastic dynamic system. 
PROPOSITION 3.1.4. Consider the collection 
a = {0,F,P, T, Y,By,X,Bx,y,x} 
as defined in 3.1.1 but without condition (3.1.6). If for all t ET 
1. (P,+ ,Ji'!,- vP,.:1 lr')ECJ; 
2. (F:+ ,r,-vP,.:1 1r')ECJ; 
then o E Sl':. 
Below two examples of stochastic dynamic systems are presented. 
ExAMPLE 3.1.5. Consider a Gaussian system representation 
x1+1 =Ax, + Mv,, 
y, = Cx, + Nv,, 
(3.1.8) 
(3.1.9) 
with the conventions given below (3.1.1 & 3.1.2). As indicated there this representation is equivalent 
with 
E[exp(iuT xt+ 1 +iwry,) I r,-vP,:::i] 
= exp(i (:]'[~:]-Ii(:]' S (:]1 
for all t ET and x 0 E G. This and a property of conditional independence imply that 
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(FX•+•vpY·,F;~I vF:-1r')ECI, It:/ t ET, 
and from 3.1.3 then follows that, with x,y specified by (3.1.8 & 3.1.9), 
a= {0,F,P,T,RP,BP,R\Bn,y,x} ES~. 
From properties of Gaussian random variables follows that (x,y) is a jointly Gaussian process, hence a 
is a Gaussian system or aEGS~. In the following (3.1.8 & 3.1.9) will be called a forward representa-
tion of a Gaussian system. 
ExAMPLE 3.1.6. Let v :0 X T -n be a standard Gaussian white noise process. Define y :0 X T -n, 
x:OXT-R by 
Then the following hold. 
a. For all t ET (F;.:t'i.F:~1 I N)ECJ, where N CF is the trivial a-algebra. Thus the processy is the out-
put process of a stochastic dynamic system according to (3.1.7.2) with a trivial state space. 
b. For all t ET 
c. 
E[exp(it9-'1) IF; ~1 ] 
is nondeterministic, indicating that the process y has some kind of memory. 
(F;+ vF:+ .F;~, vFt- IFX')ECI 
for all t E T, hence 
a= {O,F,P,T, Y,B,X,B,y,x} EGS~. 
3.2. Forward and backward representations of Gaussian systems 
The purpose of this subsection is to show that a Gaussian system has both a forward and a backward 
representation, and to derive relations between these representations. 
PROPOSTION 3.2. l. Let 
a= {0,F,P,T,RP,BP,Rn,Bn,y,x}EGS}.; 
be a Gaussian system. Assume that for all t E T E [x,] = 0, E [y,] = 0 and that 
Q:T-Rnxn,Q(t)=E[x,xi]>O. 
a. The Gaussian system has what will be called a forward representation given by 
x 1+ 1 = Af(t)x, + Mv{, xo, (3.2.1) 
y1 = Cf(t)x, + Nv{, (3.2.2) 
where vf:O X T -nn +k is a Gaussian white noise process with intensity vt. Given a then 
Af(t) = E[x1+1xtlQ(t)-1, 
cf(t) = E[y,xi]Q(t)- 1, 
[Q(t + l) E[x1+1Ytll [Al()] [ ) vf(t) = E[y,xT+iJ ElYtril - cf(~) Q(t)-1 (Af(t)l (Cf(t))T ' 
M =(In O)ERnX(n+p>, N = (Olp)ERPX(n+p>. 
Conversely, given a forward representation with Af,cf, Vf,M,N functions and x,y defined by the above 
forward representation (3.2.1 & 3.2.2), then a is a Gaussian system. 
b. The given Gaussian system has also a backward representation given by 
x,_ 1 = Ab(t)x, + Mv~, xo, 
Yt-1 = Cb(t)x, + Nv~, 
where vb :0 X T -?Rn +k is a Gaussian white noise process with intensity Vb. Given a 
Ab(t) = E[x1-1xiJQ(t)- 1, 
Cb(t) = E[y1 -1xTJQ(t)- 1, 
[Q(t-1) E[x,_IYTJ] [Ab()l [ ] Vb(t) = E[y,xT-d E[ytYiJ - Cb(!) Q(t)-1 (Ab(t))r (Cb(t)f ' 
M = (In 0), N = (0 Ip). 
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(3.2.3) 
(3.2.4) 
(3.2.5) 
(3.2.6) 
(3.2.7) 
Conversely, given a backward representation with A b, Cb, Vb ,M,N and x,y as defined by the above back-
ward representation, then a is a Gaussian system. 
c. The relation between the forward and backward representation of a Gaussian system is given by 
Af(t)Q(t) = Q(L:±- l)(A b(t + l))r, 
Cb(t)Q(t) = Cf(t - l)Q(t -1)(Af(t - l)f + NVl(t - l)Mr, 
Cf(t)Q(t) = Cb(t + l)Q(t + l)(A b(t + l))T + NVb(t + l)Mr. 
(3.2.8) 
(3.2.9) 
(3.2.10) 
d. Assume that the given Gaussian system is stationary. Then Af,cf, Vf,Ab,Cb, Vb, do not depend expli-
citly on t ET and Q(l)=Q ERnxn, Q=QT>O. The relation between the forward and backward 
representation is then given by 
Al = Q(Ab)T Q- 1, (3.2.11) 
Ab = Q(Af)TQ-1, 
cb = cfQ(Af)TQ-l + NVfMTQ- 1 = cfAb + NVfMTQ- 1, 
cl= CbQ(Ab)TQ-1 + NVbMTQ-1 = CbAf + NVbMTQ-1. 
(3.2.12) 
(3.2.13) 
(3.2.14) 
In the following the superscripts f and b will be omitted when it is clear from the context which 
representation is referred to. 
3.3. Stochastic observability and stochastic reconstructibility 
The theorem on the characterization of minimality of a stochastic realization makes use of the concepts 
of stochastic observability and stochastic reconstructibility. Below these concepts are introduced. 
DEFINITION 3.3. l. Consider a stochastic system 
a= {0,F,P,T,RP,BP,Rn,Bn,y,x}ES~. 
a. This system is called stochastically observable on the interval { t, t + I, ... , t + t 1 } if the map 
t, 
x(t) Ho E[exp(i ~ u(sf y(t +s)) I px<1>] 
s=O 
from x(t) to the conditional characteristic function of {y(t),y(t + 1 ), ... ,y(t + t 1)} given x(t) is injec-
tive on the support of x(t). 
b. Assume that the system a is stationary. Then it is called stochastically observable if there exists a 
t, t 1 E T, 0 < t 1 < oo, such that it is stochastically observable on the interval { t, t + l, ... , t + t i} as 
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defined above. By stationarity this then holds for all t E T. 
The interpretation of a stochastically observable stochastic system is that if one knows the conditional 
distribution of {y(t),y(t + 1), ... ,y(t +t 1)} given x(t), then one can uniquely determine the value of 
x(t). Note that the conditional distribution of {y(t), ... ,y(t + t 1)} given x(t) can in principle be deter-
mined from measurements. 
THEOREM 3.3.2. Consider the Gaussian system 
a= {0,F,P,T,RP,BP,R\Bn,y,x}EGS"'2., 
with forward representation 
x(t + 1) = Al(t)x(t) + Mv(t), 
y(t) = Cl(t)x(t) + Nv(t), 
with v(t)EG(O, V(t)). 
a. The system a is stochastically observable on the interval { t, t + 1, ... , t + t 1 } if! 
ker (Sl(t)Q (t))= ker(Q (t)), 
if! px<t>=psf(t)x(t>, where x(tJEG(O,Q(t)) and 
cl(t) 
cl(t + I)clY(t + 1,1) 
sl(t) = 
b. Assume that the system is stationary with forward representation 
x(t + 1) = Afx(t) + Mv(t), 
y(t) = cl x(t) + Nv(t), 
(3.3.1) 
with v ( t) E G (0, V). This implies that the matrix A I is exponentially stable. Let x ( t) E G (0, Q) in which 
Q ERnxn is the solution of the Lyapunov equation 
Q = AIQ(All + MVMT. 
Then this system is stochastically observable if! 
ker(SIQ)=ker(Q), (3.3.2) 
if! px(t) = psfx(t) for some t ET, where 
cl 
sf= 
cl Al 
c. Consider the assumptions of b. Let GERnxn be such that GGT=MVMT. Assume that (Af,G) is a 
reachable pair. Then the system is stochastically observable if! (A I, Cl) is an observable pair. 
PROOF. a. Let t,t 1 ET, t>O, 
Yr u, 
Yt+I Ur+! 
y = ' u = 
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Then 
y(t +s) = cf(t +s).,(t +s,t)x(t) + 
t+.r-1 
+ ~ [Cf(t +s -1).r(t +s -1,T)M(T)v(T)] + N(t +s)v(t +s), 
x(t)i-+E[ex.p(iu7Y>IFx<1>] = ex.p(iuTsfx(t) - lhuTLu) 
for some deterministic matrix L. Now this map is injective on the support of x iff the map 
x(t) ..... Sf(t)x(t) is injective on the support of x(t). The support of x(t) is im(Q(t)). Thus the map 
x(t) 1-+ Sf(t)x(t) is injective on the support of x(t) iff for all w ERn Sf(t)Q(t)w =O implies that 
Q(t)w =O, which is true iff ker(Sl(t)Q(t))Cker(Q(t)) iff ker(Sf(t)Q(t))=ker(Q(t)), since 
ker(Q (t)) Cker(Sf(t)Q (t)) always holds. 
b. If a is stochastically observable then there exists a t 1 >0 such that for any t ET it is stochastically 
observable on the interval {t,t + l, ... ,t +ti}. From a then follows that with 
~~Al ~ s{ = 
Cf(Af)'• 
ker(S{ Q)=ker(Q). If t 1 <n then (3.3.2) holds, else the same conclusion is reached by applying the 
Cayley-Hamilton theorem. Conversely, the condition (3.3.2) and a imply that a is stochastically observ-
able on the interval {t,t + 1, ... ,t +n -1 }. Because condition (3.3.2) does not depend on t ET, it is 
equivalent to px(.r) = p"s'x<J.> for some s ET. By stationarity this then holds for alls ET. 
c. It follows from standard stochastic theory results and the assumption that (A I, G) is a reachable pair 
that the solution Q ERnxn of the Lyapunov equation is such that Q>O. Hence the condition 
ker(SIQ)=ker(Q) is equivalent to ker(S/)=O, to rank(Sf)=n, and to (Af,Cf) an observable pair. D 
DEFINmON 3.3.3. Consider the stochastic system 
a = {'2,F,P, T, R.P,BP ,Rn ,Bn ,y,x} ESl:. 
a. This system is called stochastically reconstructible on the interval { t - 1, t - 2, ... , t - t 1} if the map 
'• 
x(t) 1-+ E[exp(i ~ u(s)Ty(t -s)) I px<1>] 
.r=l 
is injective on the support of x(t). 
b. Assume that the system is stationary. Then it is called stochastically reconstructible if there exist 
t,t 1 ET, O<t 1 < oo, such that it is stochastically reconstructible on the interval {t -1, ... , t -t i}. 
By stationarity this then holds for any t ET. 
THEOREM 3.3.4. Consider the Gaussian system 
a = {'2,F,P, T, RP ,BP ,Rn ,Bn ,y,x} E GS'1:. 
with backward representation 
x(t -1) = Ab(t)x(t) + Mv(t), 
y(t -1) = Cb(t)x(t) + Nv(t), 
with v(t)EG(O, V(t)). 
a. The system a is stochastically reconstructible on the interval { t - 1, t - 2, . . . , t - t 1 } i.ff 
ker(Sb(t)Q(t))=ker(Q(t)), (3.3.3) 
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ijf px(t) =F8 .<tPc<1>, where x(t)EG(O,Q(t)) and 
Cb(t) 
Cb(t - l)~(t -1,t) 
Sb(t) = 
and where ~ represents the backward state transition matrix associated with the above backward 
representation. 
b. Assume that the system a is stationary with backward representation 
x(t -1) = Abx(t) + Mv(t), 
y(t -1) = Cbx(t) + Nv(t), 
with v(t)EG(O, V). Stationarity implies that Ab is exponentially stable. Let x(t)EG(O,Q) in which 
Q ERnxn is the solution of the discrete-time Lyapunov equation 
Q = AbQ(Ab)T + MVMT. 
Then this system is stochastically reconstructible iff 
ker(SbQ) = ker(Q), (3.3.4) 
ijf px(t) = ps•x(t) for some t ET, in which 
cb 
Sb= 
CbAb ~ 
Cb(Abt-• 
c. Consider the assumptions of b. Let GERnxn be such that GGT=MVMT. Assume that (Ab,G) is a 
reachable pair. 'Then the system is stochastically reconstructible iff (A b, Cb) is an observable pair. 
PROOF. The proof of this result is analogous to that of 3.3.2. D 
Note that the condition (3.3.2) is expressed in terms of the matrices (Af,cf) of the forward representa-
tion of the Gaussian system and the condition (3.3.4) is expressed in terms of the matrices (A b, Cb) of 
the backward representation. See section 3.2 for the way the matrices of the forward and backward 
representation are related. 
3.4. The weak Gaussian stochastic realization problem 
Attention is again directed to the problem of modelling by a stochastic system. So, one is given a meas-
ure on the observed process that has been estimated from the data. One is asked to determine a sto-
chastic system in the model class such that the measure restricted to the observation process equals the 
given measure. 
PR.mu.EM 3.4.1. The weak Gaussian stochastic realization problem/or a stationary Gaussian process is, 
given a stationary Gaussian process on T = Z taking values in (RP ,BP) having mean value function zero and 
covariance function W: T -+RP xp, to solve the following subproblems. 
a. Does there exist a stationary Gaussian system 
a = {il,F,P, T, RP ,BP ,Rn ,Bn ,y,x} E GS}; 
such that the output process y of this system equals the given process in distribution. This means that 
these processes have the same family of finite dimensional distributions. Effectively this means that the 
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covariance junction of the output process must be equal to the given covariance function W because both 
processes are Gaussian. If such a system exists, then one calls a a weak Gaussian stochastic realization 
of the given process, or, if the context is known, a stochastic realization. 
b. Classify all minimal stochastic realizations of the given process. A weak Gaussian stochastic realization 
is called minimal if the dimension of the state space is minimal. The following subproblems must be 
solved: 
l. characterize those stochastic realizations that are minimal· 
2. obtain the classification as such; 
3. indicate the relation between two minimal stochastic realizations; 
4. produce an algorithm that constructs all minimal weak Gaussian stochastic realizations of the given 
process. 
In problem 3.4.1 one is given a stationary Gaussian process with zero mean value function. Such a pro-
cess is thus completely characterized by its covariance function. In part a. of this problem the question 
is whether the given process can be the output of a stationary Gaussian system. Because by definition 
such a Gaussian system has a finite-dimensional state space, not all stationary Gaussian processes can 
be the output process of a Gaussian system. The question should therefore be interpreted as to deter-
mine a necessary and sufficient condition on the given process, or its covariance function, such that it 
can be the output process ofJLGaussian system. 
In part b. of problem 3.4. l a classification is asked for. This question arises because a stochastic real-
ization, if it exists, is in general nonunique. This will be indicated below. The dimensions of the state 
space of two stochastic realizations may also be different in general. For system theoretic reasons, such 
as identifiability, one should restrict attention to those stochastic realizations for which the dimension of 
the state space is minimal. Such a realization is called minimal. In general minimal stochastic realiza-
tions are also nonunique. A classification of all minimal stochastic realizations is then useful for the 
solution of the identifiability question. The above defined problem is related to the problem of deter-
mining spectral factorizations of the spectral density of the given process. 
Below a notation is used for the parameters of a time-invariant finite-dimensional linear system of the 
form 
x(t + 1) = Ax(t) + Bu(t), 
y(t) = Cx(t) + Du(t), 
with U=Rm, X=R", Y=RP, u :T-+U, x :T-+X,y :T-+Y. The notation is then 
pls = {p,n,m,A,B,C,D} EL~P. 
In the formulation of theorem 3.4.2 use is made of the set Qpt;. The definition of this set is given in sub-
section 3.5. 
THEOREM 3.4.2. Consider the weak Gaussian stochastic realization problem for a stationary Gaussian pro-
cess as posed in 3.4.1. Assume that lim W(t)=O and that W(O)>O. 
t->OO 
a. There exists a weak Gaussian stochastic realization of the fven process 
iffthere exists a pls={p,n,p,F,G,H,J} EL~P with J =J such that 
{
HF1 -IG, 
W(t) = 21, 
GT(FT)-t-IHT, 
ift>O, 
ift =O, 
ift<O. 
(3.4.1) 
(a function having the form (3.4.1) will be called a discrete-time Bohl function; the right hand side of 
(3.4.1) will be called a covariance realization of the covariance function W.) 
if[ 
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W(A) = ~ W(t)>.-1 1 1 (3.4.2) 
tEZ 
is a rational function. The dimension n in the covariance realization ( 3. 4.1) is also called the McMillan 
degree of the covariance function. 
b. A weak Gaussian stochastic realization is minimal i.ff it is stochastically observable and stochastically 
reconstructible. 
c. A minimal weak Gaussian stochastic realization is nonunique in two wtrys. 
1. If pgs 1 = {p,n,m,A, C,M,N, V} E GS'2.P are the parameters of a forward representation of a minimal 
stochastic realization, and if S ERnxn is nonsingular, then 
pgs2 = {p,n,m,SAS- 1, cs- 1,SM,N, V} E GS'2.P are also the parameters of a forward representation 
of a minimal stochastic realization. 
2. Fix the parameters of a minimal covariance realization as given in a. above, 
pls = {p,n,p,F, G,H,J} EL"2.P min· 
Denote the parameters of a forward representation of a minimal Gaussian stochastic realization by 
{p,n,A,C, V} and the set of such parameters by WGSRP min· Define the classification map 
Cp1s: Op1s-? WGSRP min• Cp1s(Q) = {p,n,A,C, V}, 
by A =F, C=H, 
- [Q-FQFT G-FQHT l 
v = V(Q) = GT-HQFT 2J-HQHT. 
(3.4.3) 
Then, for fixed pls EL'J:.P min is Cpfs a bijection. Thus all minimal weak Gaussian stochastic realiza-
tions are classified by the elements ofQpls· 
d. The stochastic realization algorithm as defined in 3.4.3 below is well defined and constructs all minimal 
· weak Gaussian stochastic realizations. 
ALGORITHM 3.4.3. The stochastic realization algorithm for weak Gaussian stochastic realizations of sta-
tionary Gaussian processes. 
Data: given a stationary Gaussian process with zero mean value fanction and covariance fanction 
W:T-?Rpxp. Assume that the condition of 3.4.2.a. holds. 
l. Determine a minimal covariance realization of W via a realization algorithm for time-invariant finite-
dimensional linear systems, or pls = {p,n,p,F,G,H,J} EL'2.P !Din> such that 
{
HF'- 1G, ift>O, 
W(t) = 2J, if t =O, 
GT(FT)-/ -I HT,if t<O. 
(3.4.4) 
For algorithms for this step see books on linear system theory. 
2. Determine a Q EOp;;, or a Q ERnxn satisfying Q=Qr~o, 
[Q-FQFT G-FQHT l GT - HQFT 2J - HQHT ~O. (3.4.5) 
3.Let 
A= F, C = H, M =(In O)ERnx(n+p>, N = (Olp)ERPX(n+p>, 
V = V(Q) = ER(n +p)X(n +p) [Q-FQFT G-FQHT l GT - HQFT 2J - HQHT ' 
construct a probability space by 
15 
0 = (ll~(n+p>)T, F = IIr ®B<n+p>, v:OXT"'R<n+p>, v(w,t) = w(t), P:F"'[0,1] 
a probability measure such that v is a Gaussian white noise process with intensity V, x:OX T "'Rn 
y :0 X T "'RP defined by 
Then 
x 1 +I = Ax1 + Mv1, x _ 00 =O, 
y, = Cx, + Nv1• 
(3.4.6) 
(3.4.7) 
(3.4.8) 
is a minimal weak Gaussian stochastic realization of the given process, meaning that the output process y 
is a Gaussian process with covariance function equal to the given covariance function W. 
A mistake that is sometimes made is the following. Consider the following forward representation of a 
Gaussian system 
X 1 +1 = Ax1 + Mv1, 
y, = Cx, + Nv,, 
with v1 EG(O, V). A statement is that if the pair of matrices (A,MVv..) is a reachable pair and if (A,C) is 
an observable pair, that then the stochastic realization described by the above system representation is a 
minimal realization of the output process. This statement is false as the following example shows. 
ExAMPLE 3.4.4. Consider ~e Gaussian system 
a = {0,F,P, T, R,B, R,B,y,x} E GS"J:.. 
with forward representation 
X1+1 = ax, + bv,, 
y, = x, + v,, 
with v1 EG(O,1), a E(-1, + 1), a=faO, b =(a2 - l)/ a. 
a. Then (a,b) is a reachable pair and (a, 1) is an observable pair. 
b. The system a is a nonminimaJ realization of its output process. 
It is possible to interpret certain stochastic realizations as a Kalman filter but this will not be done here. 
For a reference see [24]. 
The implication of the weak Gaussian stochastic realization problem for the identifiability question is 
illustrated by the following example. 
ExAMPLE 3.4.5. Consider the time-invariant Gaussian system 
a= {0,F,P,T,R,B,R,B,y,x} EGS"i:. 
with forward representation 
x, +I = ax1 + (1 O)v,, 
y, = ex, + (0 l)v1, 
with v, EG(O, V), 
V ~ [~II ~22] 
(3.4.9) 
(3.4.10) 
(3.4.11) 
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Consider the asymptotic Kalman filter for the Gaussian system (3.4.9 & 3.4.10) 
x, + 1 = a.X, + k(y, -ex,), (3.4.12) 
v1 = y, - ex,, (3.4.13) 
in which v:OX T ~R is a Gaussian white noise process with v1 EG(O,r). This asymptotic Kalman filter 
may be rewritten as 
x1+ 1 = a.X, + liV, = a.X, + (1 O)v 1(t), (3.4.14) 
y1 =ex, + v, =ex, + (0 I)v 1(t), (3.4.15) 
in which v1 :OX T ~R2 is a Gaussian white noise process with v1(t)EG(O, V1), 
Vi = [~' ~] = [~]r(k I} (3.4.16) 
From these forward representations one deduces that (3.4.9 & 3.4.10) and (3.4.14 & 3.4.15) are both 
weak Gaussian stochastic realizations of the output process y. This may be verified by computing the 
covariance function of the output process. This example shows that one may not be able to uniquely 
determine the parameters of the noise process of a Gaussian system, here (3.4.11) and (3.4.16), from the 
covariance function of the output process. For results on the parametrization of Gaussian systems see 
[34]. 
Attention has also been devoted to the partial weak Gaussian stochastic realization problem in which 
one is not given a covariance function on all of T = Z but only on a finite time set, say 
T = { - t 1, - t 1 + l, ... , - 1, 0, 1, ... , t 1 } • The motivation for this problem is that in practice one can 
estimate from a finite time series only the covariance function on a finite time set. 
3.5. The dissipation matrix inequality 
In subsection 3.4 it has been stated that the minimal weak Gaussian stochastic realizations are classified 
by the set Opu· In this section the set Opu and its dual Optr will be considered. Throughout this section 
J =Jr. The results of this subsection may be found in [23, 24]. 
DEFINITION 3.5. l. Let pls = {p,n,p,F,G,H,J} EL"'l:.P with J;;a.O and 
Qp,_ = {QERnxnlQ=QT;;a.o, V(Q) = ::;;;.O} [Q-FTQF HT-FTQG] 
"' H-GTQF 2J-GTQG .,,,.. ' (3.5.l) 
Qp,_ = {QERnxn I Q=Qr;;a.o, V(Q) = ::;;;.o} [Q-FQFT G-FQHT l 
... .. GT -HQFT 2J-HQHT ,,,,,.. . (3.5.2) 
PROBLEM 3.5.2. Given pls EL"'l:.P and Opu· 
a. Classify all elements of Opu· 
b. Determine an algorithm that constructs all elements of Opu· 
PROPOSITION 3.5.3. Consider pls = {p,n,p,F, G,H,J} EL"'l:.P min and Opu· Assume that Opu# 0, and that 
J >O; Then Opu is a convex, closed and bounded set, and there exists a Q - , Q + E Optr such that for any 
QEQpb, Q-o;;;;Qo;;;;Q+. 
DEFINITION 3.5.4. 
a. The regular part of Opu is defined as 
Opu,r = {QEOpul 21-GTQG>O}. 
The set Opu will be called regular if Opu = Opu,r-
b. For Q ERnxn with Q =QT and 21 -GT QG>O define 
D(Q) = Q -FTQF - [HT-FTQG][21-GTQGr 1[HT-FTQG]T. 
c. Correspondingly define 
Opu,r = {QE0pul21-HQHT>O}, 
i5<Q> = Q -FQFT - [G-FQnru21-nQnTr 1[G-FQHTf, 
and Opu is regular ifOpu =Op;;,r-
PRoPosmoN 3.5.5. Letpls={p,n,p,F,G,H,J}EL"2.P. LetQERnxn, Q=QT. 
a. Assume that 21 - GT QG >0, and let 
T [I 10] E R(n +p)x(n +p). 
= -[21-GTQG]- 1[H-GTQF] 
Then 
[D(Q) 0 -] _ T 0 2.1-GTQG - T V(Q)T, 
and 
- -T~[D(Q) 0 J -I 
V(Q) - T 0 21-GTQG T ' 
where V(Q) is as defined in 3.5.1. 
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(3.5.3) 
(3.5.4) 
(3.5.5) 
(3.5.6) 
(3.5.7) 
b.Assume that 21-GTQG>O. Then V(Q);;;;i.o if! D(Q);;;;i.O. Also V(Q)>O if! D(Q)>O. In fact, 
rank (V(Q)) = rank (D(Q)) + p. 
c. 
Notation for the boundary of Qpu will be needed. The following notation will be used in the sequel, 
- xTQTQx [ ] ~ i1Qll2 - SUJJxeR•,x=#) XT X , 
B(Q,£) = {SERnXn I llS-:QJ!iE;;;f}. 
DEFINITION 3.5.6. Let pls EL~P and consider Opu· Define the boundary of Qpu as the set 
aOpu = {QEOpul'Vt:ER, £>0, 3SEB(Q,£)suchthatS=Sr, S=/=Q, SE.tOpu}, 
and the interior ofOpu as the set 
int (Qpu} = Opu n(oOpuY· 
PROPOSITION 3.5.7. Let pls={p,n,p,F,G,H,J} EL"2.P. 
a. Q EaOpu iff V(Q) is singular. Q Eint (Opu) iff V(Q)>O. 
b. Assume that QpLr is regular. Then Q EaQpLr if! D(Q) is singular; and Q Eint (Qpu) if! D(Q)>O. 
(3.5.8) 
(3.5.9) 
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DEFINITION 3.5.8. Let pls = {p,n,p,F, G,H,J} E L"2..P and consider Qph· 
a. The set of singular boundary points of Qph is defined as 
aoph,s = {Q EaOph I rank (V(Q)) = rank (21-GT QG)}. 
b. The set of singular boundary points of the regular part of Opu is defined as 
oQph,r,s = {QEOpu,rnoOpulrank(V(Q))=p}. 
THEOREM 3.5.9. Let pls = {p,n,p,F, G,H,J} EL"2.P min· Assume that Opu# 0 and that it is regular. Let 
p- = F - G[21-GTQ-Gr 1[HT-FQ-Gf. 
Then Q - + b.Q E Opu and b.Q >0 if! 
1. AQERnxn, AQ>O; 
2. 
(AQ)- 1 - F-(AQ)- 1(F-f - G[21-GTQ-G]- 1GT - S = 0, 
for some S ERnxn, S =ST;;:.:O; 
3. sp(F-)cc-. 
3.6. The strong Gaussian stochastic realization problem 
(3.5.10) 
PROBLEM 3.6. l. The strong Gaussian stochastic realization problem for a stationary Gaussian process is, 
given a probability space (0,F.,P), a time index set T = Z and a stationary Gaussian process z :0 X T _,.RP 
having zero mean value Junction and covariance function W: T _,.RP xp, to solve the following subproblems. 
a. Does there exist a stationary Gaussian system 
o = {0,F,P, T, RP ,BP, Rn ,Bn ,y,x} E GS"2. 
with forward representation 
such that 
x 1 +1 =Ax,+ Mv1, x 0 , 
y, = Cx, + Nv1, 
I.y,=z1 a.s.for all t ET; 
2. Fx, C F'00 for all t ET. 
If such a system exists then one calls a a strong Gaussian stochastic realization of the given process, or, 
if the context is known, a stochastic realization. 
b. Classify all minimal stochastic realizations of the given process. A strong Gaussian stochastic realization 
is called minimal if the dimension of the state space is minimal. 
The difference between the weak and the strong Gaussian stochastic realization problems is that the 
given process and the output process of the Gaussian stochastic system are equal in the sense of the 
family of finite-dimensional distributions respectively equal in the sense of almost surely. For the 
strong Gaussian stochastic realization problem this requires that the stochastic system is constructed on 
the same probability space as the given process. Therefore the state process has to be constructed from 
the given process, and this explains condition 2 of problem 3.6.1.a. 
For a survey of the strong Gaussian stochastic realization problem the reader is referred to the paper 
[47]. 
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3. 7. Pseudo-distances on the set of probability measures 
The purpose of this subsection is define distances on the set of probability measures as a preparation for 
the approximate stochastic realization problem to be discussed in the next subsection. 
DBFINmON 3. 7 .1. Let X be a set. A pseudo-distance is a function d :X X X-+R such that 
1. d(x,y)';;;!i=Ofor all x,y EX; 
2. d(x,y)=O iffx =y. 
If a pseudo-distance is not symmetric then one may construct its symmetrized version. A pseudo-
distance need not satisfy the triangle inequality. 
DBFINmON 3.7.2. Let 
F 21 = {f:R+-+R lfEC2,f(l)=O, 'Vx E(O,oo), f'(x)>O}. 
DEFINITION 3.7.3. Given a measurable space ('2,F), let 
!_ = { P :F -+R + I P is a probability measure }. 
For fEF21 define the pseudo-distance df!_X!_-+R on the set of probability measures!_ on ('2,.F) by 
Tt Tt 
dj(P1,P2) = EQ[/(-)r2] = Ep2[f(-)] 
r2 r2 
where Q is a a-finite measure on ('2,.F) such that 
. "1'1 . dP2 
P 1<Q with dQ = ri. P 2<Q wzth dQ = r2. 
The pseudo-distance d1 is also called the f-information measure, the f-entropy or the f-divergence. 
A a-finite measure Q as mentioned above always exists, for example Q = P 1 + P 2 will do. In case 
('2,.F)=(R,B) one may sometimes take Q to be Lebesgue measure. Because r 2 >0 a.s. P 2 the above 
expression is well defined. The above definition has been given in [I]. 
PROPOSITION 3.7.4. {1}. 
a. The function di defined in 3. 7.3. is a pseudo-distance. 
b. The pseudo-distance di does not depend on the choice of the a-finite measure Q. 
DBFINmON 3.7.5. The Kullback-Leibler pseudo-distance is defined as d1, :!._ X!_-+R with 
{ xln(x}, x>O, f1:R+-+R,f1(x)= O, x=O, 
DBFINmON 3. 7 .6. The Hellinger pseudo-distance is defined as d12 :!_ X !_-+R with 
f2:R+-+R,f2(x) = (Vx-1)2, 
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The Hellinger pseudo-distance is symmetric. 
Consider the set of functions on T = Z with values in Rk. Let P be the set of Gaussian measures on 
this space that make the underlying process a stationary Gaussian process with zero mean value func-
tion. An expression for the Kullback-Leibler pseudo-distance on this set was derived in [43]. 
PRoPosmoN 3.7.7. Let PhP2 be two probability measures on the set of .functions defined on T=Z with 
values in Rk. Assume that these measures are such that the underlying process is Gaussian, stationary, has 
zero mean value .function, and covariance fu!ictio,.ns W1, W2 respectively. Moreover, assume that these 
covariance .functions admit spectral densities Wh W2 respectively and that they satisfy condition C of [43]. 
Then the Kullback-Leibler pseudo-distance is given by the expression 
3.8. The approximate weak Gaussian stochastic realization problem 
How to fit to data a model in the form of a Gaussian system? In engineering, in biology and in 
economics there are many modelling problems for which an answer to this question is useful. As indi-
cated in section 2, from data one may estimate a measure on the set of observation trajectories. In case 
that one models the observatiOns as a sample function of a Gaussian process, one may estimate its 
covariance function. Suppose further that one wants to model the observations as the output process of 
a stationary Gaussian system. Such a system has a finite-dimensional state space. In theorem 3.4.2 it 
has been shown that a covariance function has a stochastic realization as a Gaussian system only if it 
has a covariance realization as indicated or if it is rational. Now an arbitrary covariance function 
obtained from data may not correspond to such a covariance function. Therefore one has to resort to 
approximation. 
The approximate stochastic realization problem is then to determine a stochastic system in a specified 
class such that the measure on the output process of this system approximates the measure on the same 
space determined from the data. Attention below will be restricted to the class of stationary Gaussian 
systems with dimension of the state space less or equal ton EZ+. As a measure of fit the Kullback-
Leibler pseudo-distance will be taken as mentioned in subsection 3.7. A measure of complexity will not 
be considered here; it may be based on stochastic complexity as indicated in section 2. 
PROBLEM 3.8. l. Approximate weak Gaussian stochastic realization problem. Let yT denote the set 'f 
time series defined on T = Z with values in RP, and let P (YT) denote the set of probability measures on Y . 
Given is a Gaussian measure Po EP(YT) such that the underlying process co"esponds to a stationary 
Gaussian process with zero mean .function. Given is also an integer n E Z + and let GS~(n) be the set of 
Gaussian systems with state space dimension oe;;;n. Solve the optimization problem 
infaeGSI(,n) dKL(Po,P(o)) 
where dKL is the Kullback-Leibler pseudo-distance on the set of probability measures on P (YT), and 
P(o)EP(YT) is the probability measure on yT associated with the Gaussian system oEGS~(n). 
As indicated in 3.7.7, if the pseudo-distance on the set of Gaussian measures is the Kullback-Leibler 
measure then the pseudo-distance may be expressed as a pseudo-distance on the set of covariance func-
tions 
dKL(Po,P(o)) = di(Wo, W(o)) 
where W 0 is the covariance function associated with the Gaussian measure P 0 and W(o) the covariance 
function associated with the Gaussian measure P(o). Note that the covariance function W(o) is a 
rational function with McMillan degree less or equal to n because it corresponds to a Gaussian system 
of state space dimension less or equal than n. The approximate weak Gaussian stochastic realization 
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problem may therefore be considered as an approximation problem for a covariance function. In this 
problem the approximant W(a) has to be a rational function of McMillan degree at most n while the 
given covariance function W 0 may neither be rational nor of finite McMillan degree. 
The approximate stochastic realization problem 3.8. l is unsolved. Approaches along three different 
lines have been investigated. 
Approach 1. Given any pseudo-distance d 1> problem 3.8. l can be reformulated as an approximation 
problem for covariance functions with the criterion 
d1(Wo, W(a)) 
where W0 is the covariance function associated with the Gaussian measure P 0 and W(a) the covariance 
function associated with the Gaussian measure P( a) related to a E GS-:2.. 
PROBLEM 3.8.2. Given a covariance Junction W 0 : T ~RP xp solve 
infaeGS1:.d1(Wo, W(a)). 
The pseudo-distance d 1 on the set of covariance functions may be taken to be the Hankel norm or the 
H-infinity norm. Possibly the-Li-norm is suitable. 
The above problem may be rephrased as, given a not necessarily rational covariance function, to 
determine a rational covariance function that approximates the given covariance with respect to an 
approximation criterion. Note that a function is a covariance function iff it is anti-symmetric and a 
positive definite function. 
It seems that a Hankel norm approximation of a covariance function is not itself a covariance func-
tion. The positive definiteness of a covariance function is therefore an essential constraint. References 
on this approach are [28, 29, 31, 38, 51, 65]. 
There is a related approach in which one first determines a spectral factor of the given covariance 
function and then a rational approximation of the spectral factor. This approach seems too restrictive 
to start with, although it may be the solution to some approximation criterion. 
Of course, given any rational approximation of the covariance function one will still have to deter-
mine a state space realization for it. 
Approach 2. By analogy with the approximate prediction problem for finite-dimensional Gaussian ran-
dom variables, algorithms have been proposed for the approximate weak Gaussian stochastic realiza-
tion problem. 
ALGORITHM 3.8.3. Let be given a covariance function W0 • 
l. Solve an approximate prediction pro~lem. Fix t ET. Let 
Yr Y1-1 
Y1+r Y1-s 
The variance of the pair (y + (t),y - (t)) may be computed from the covariance function W 0 • Let 
n EZ+· Determine a matrix S ERnxs such that with x(t)=Sy-(t) the following prediction criterion 
is minimized 
infsen.•X• tr( E[(y + (t)- E[y + (t) I px(t)])(y + (t)-E[y + (t) I px<1>Jf]). 
2. Determine a Gaussian system via regression by proceeding as follows, 
(x~(i/>J = (~)x(t) + v(t), v(t)EG(O, V), 
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where 
[1] = E[ [x~(t l)]x(t)T](E[x(t)x(tf])- 1, 
v(t) = [xJ(~ 1) - [i]x(t). 
Finally, replace the Gaussian process v with a Gaussian white noise process w with variance V. 
The above algorithm in a somewhat different form appeared first in a paper of H. Akaike [3]. Other 
references are [11, 12, 44-46, 75, 76]. These papers differ mainly in the way they perform step l of the 
above algorithm. For canonical correlation analysis and the prediction problem see [27, 57]. 
It is not clear in what sense the Gaussian system determined in step 2 of the above algorithm is a 
good approximation to the given Gaussian process. In other words, the approximation criterion, 
although inspired by the static approximate prediction problem, is never mentioned. The replacement 
of the process v by a Gaussian white noise process is also unmotivated. 
Approach 3. Canonical correlation analysis for finite-dimensional Gaussian random variables has been 
generalized to infinite-dimensional Hilbert spaces in [36, 37, 49]. One has investigated approximate 
prediction problems for time series by canonical correlation analysis techniques. Approximation 
bounds have been derived [30]. it remains to be seen whether this approach is usefulin practice. 
Approach 4. Inspired by the above mentioned second approach to the approximate weak Gaussian sto-
chastic realization problem yet another approach has been formulated. This approach has been worked 
out by M. Stohr at the Centre for Mathematics and Computer Science. The following results up to the 
end of section 3 are due to M. Stohr and are as of yet unpublished. 
NOTATION 3.8.4. Let ki.k 2,n EZ+, k=k 1 +k2. Recall that G(O,Q) denotes a Gaussian measure, stry 
on Rk, with zero mean and variance Q. For Q E Rk xk the decomposition 
Q = [~r: ~~l 
"/lb d. h" h Q ERk,Xk, Q ERk,xk, d Q ERk,Xk, Le Wl e use m w zc 11 , 22 , an 12 , t 
PROBLEM 3.8.5. The static approximate weak Gaussian stochastic realization problem. Given are 
ki.k2,n EZ+, k =k 1 +ki, and a Gaussian measure G(O,Q0) with Q0 =Q~>O. Let dKL be the 
Ku/lback-Leibler pseudo-distance on the set of Gaussian measures on Rk. Solve 
infG(O,Q,), Q,EQ(n) dK.L(G(O,Qo),G(O,Q1)). 
One may interpret the above problem in the light of approach 2 indicated above. Associate the space 
Rk' with the past of the observations, and the space Rk2 with the future of the observations. The Gaus-
sian measure G(O,Q 0) may then be associated with that derived from the data. In problem 3.8.5 one is 
asked to determine the measure G(O,Q 1) with Q1 EO(n). The latter condition implies that the dimen-
sion of the state space associated with G (0, Q 1) is less or equal to n. Therefore the essential constraint 
on the dimension of the state space is taken care of. 
PROPOSITION 3.8.6. Consider problem 3.8.5. The Kullback-Leibler measure of two Gaussian measures 
G(O,Q0) and G(O,Qi) on Rk is given by the expression 
dKL(G(O,Qo),G(O,Q1)) = 'h[ tr(Q1 1Qo) - ln(det(Q] 1Qo)) - k] 
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k 
= 'h[ ~(A;(Qo,Q1) - ln(A;(Qo,Q1))) - k ], 
i=I 
where {A;(Q0,Q 1),iEZk} are the generalized eigenvalues of Q 0 with respect to Q1> here defined as the 
zeroes of det(Q 1A-Qo)=O. 
It can be shown that the generalized eigenvalues are real and satisfy A1(Q0,Q 1);;;i.O, for i EZk. 
NOTATION 3.8.7. For QoERkxk. Qo=Q6>0, n EZ+ let 
A(Q ) = {AER~ I 3 Q EQ(n) such that generalized eigenvalues}. 
o.n of Q 0 with respect to Qare {Ai. ... ,Ak} · 
and/or AER~ let 
Q (Q n A)= { Q EQ(n) I generalized eigenvalues } 
s O• ' of Q0 with respect to Qare {A1, ... ,Ak} · 
k 
/:R~-+R+, /{A)= 'h[~{A;-ln(A;))-k]. 
i=I 
It may be shown that the function f is convex. There are results on the structure of the matrices in the 
set 0.r(Q0 ,n,A). 
PROBLEM 3.8.8. Consider p~blem 3.8.5 and the notation 3.8. 7. Solve 
inf AEA(Q0,n) f (A). 
Suppose that there exists a A* EA(Q0,n) such that 
/(A*) = in/ AEA(Q0,n) /(A). 
The solution set of problem 3.8.5 is then given by Q,,(Q0,n,A"'). Note that problem 3.8.8 is the 
infimization of a convex function over the set A{Q0,n). The latter set is a cone. It is conjectured that it 
k 
is a polyhedral cone. It may be shown that the optimal solution of problem 3.8.8 is such that ~A;= k. 
1=1 
This property simplifies the function f. If this constraint is taken into account then the set A{Q0,n) is 
reduced to a shifted simplex. It is not yet known whether problem 3.8.8 admits an explicit expression 
as solution or whether one has to resort to numerical minimization. 
The hope is that the solution of probl~m 3.8.5 provides information on the solution of the approxi-
mate weak Gaussian stochastic realization problem 3.8.1. 
4. SPECIFIC OPEN STOCHASTIC REALIZATION PROBLEMS 
The purpose of this section is to present several stochastic systems and processes for which the solution 
to the stochastic realization problem may be useful for engineering, economics etc. The presentation of 
these models is brief. The tutorial and survey-like character of this paper may make it useful to men-
tion these models. 
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Gaussian systems 
The approximate weak Gaussian stochastic realization problem, as described in subsection 3.8, is 
unsolved. For Gaussian systems there are unsolved problems for specific subclasses of systems that 
may be of interest to specific application areas. Some of these problems and models are described 
below. 
The co-integration and the error correction model. As a model for economic processes that move about 
an equilibrium, C.W.J. Granger [32] has proposed a model that is known as the co-integration model. 
The components of a vector valued processy:gxz-Rk are said to be co-integrated of order 1, l if 
1. after differencing once ('Vy(t)=y(t)-y(t -1)) the resulting process has a stationary invertible 
AutoRegressive-Moving-Average (ARMA) representation without deterministic component; 
2. there exists a vector aERk, a=FQ, such that z(t)=aTy(t) has again a stationary invertible ARMA 
representation without deterministic component. 
The interpretation of this model is that the economic process that is modelled consists of a trend and 
stationary fiuctations, but is such that a linear combination of the process is stationary. The linear com-
bination should be associated with some difference of economic processes, say income minus consump-
tion. According to the model this difference fluctuates around some equilibrium value and it may be 
considered as forced towards this equilibrium by economic forces. A generalization of this model has 
been proposed, see [22]. That-paper also reports on the suitability of the co-integration model for 
economic processes. 
A vector valued proces y :g X T -+Rk is said to have an error correction representation, see [22], if it can 
be expressed as: 
A(B)(l-B).y(t)~ = -yz(t-1) + u(t) 
in which u is a stationary process representing a disturbance, A(.) is a matrix polynomial with A (O)=I, 
Bis the delay operator defined by By(t)=y(t -1), there exists a aERk such that z(t)=aty(t) and 
yERk, y=FQ. 
The interpretation of an error correction model is that the disequilibrium of one period, z (t -1 ), is 
used to determine the economic process in the next period. 
For recent work on the co-integration and error correction model see a special issue of Journal of 
Economic Dynamics and Control that is opened by the special editor M. Aoki with the paper [8]. In that 
issue there is another paper by M. Aoki [9] in which he shows that the co-integration model may be 
obtained from a Gaussian system representation under a condition on the poles of the system. In that 
approach a co-integration vector is not assumed, nor are assumptions needed on trends or periods. 
An approach to the stochastic realization problem for the co-integration model and the error correc-
tion model may be based on stochastic realization theory for a particular class of Gaussian systems. 
Gaussian systems with inputs. A time-invariant Gaussian system with inputs has a forward representa-
tion of the form · 
x(t + l) = Ax(t) + Bu(t) + Mv(t), 
y(t) = Cx(t) + Du(t) + Nv(t), 
where u :~ X T -+Rm is an input process, and v :0 X T -+Rk is a Gaussian white noise process. Such sys-
tems are used in stochastic control. The stochastic realization problem for this class of systems has not 
yet been treated. It is motivated by stochastic control theory. An unsolved question is whether such a 
stochastic system is a minimal realization of the measure on the observation processes of output y and 
input u. The conditions for minimality should be related to the solvability conditions of the linear-
quadratic-Gaussian stochastic control problem. 
For this class of systems one has also to investigate the stochastic realization problem associated with 
the solution to the linear-exponential-quadratic-Gaussian stochastic control problem [14, 77]. This solu-
tion is related to recent results in H-infinity theory. 
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The Gaussian factor model 
Th.is model and the associated stochastic realization problem are discussed in section 5 of this paper. 
Factor systems 
These systems and the associated stochastic realization problem are discussed in section 6. 
Positive stochastic linear systems 
A stochastic system in which the state and observations process take values in the vector space R + will 
be called a positive stochastic system. The gamma distribution is an example of a probability distribu-
tion on R +. Such systems may be appropriate stochastic models in economics, biology, and communi-
cation systems where the state variables are economic quantities, concentrations etc. Examples from 
biology may be found in [56]. Several examples of such systems follow. 
Portfolio models. A portfolio model is a dynamic model for the growth of assets such as shares, bonds 
and money in savings accounts. After the fall of share prices in October 1987 there is a renewed 
interest in portfolio models. 
A stochastic portfolio model may be specified by 
dp (t) = ap (t)dt + p (t)dv (t), p (0), 
where p :DX T ~R represents the price of the asset, a ER represents a growth trend and v :0 X T ~e 
represents random fluctuations. More refined models can be defined to account for control of buying 
and selling, and for switch-over costs. A realistic portfolio model would require a realistic macro 
economic model for short-term and long-term economic growth, preferably on an international scale. 
The portfolio model sJ:tould be seen as a special case of a growth model. In addition, growth models 
that exhibit saturation should be investigated in connection with market saturation effects. 
The realization problem for the stochastic portfolio model would have to deal with questions as 
whether the trends and variances of these models can be determined from observed prices. This prob-
lem becomes more interesting if, for example, the price of a share is related to development of the mark-
ets in which the company is active, to its management structure, and to long-term growth of the econ-
omy. 
The Gale model and a Leontieff system. For production planning of firms a model proposed by D. Gale 
is used. For references on this model see the book by VJ. Arkin and I.V. Evstigneev [10]. The classical 
Leontieff model is a matrix relation between inputs and outputs of an economic unit. A dynamic ver-
sion of this model has been proposed, it will be called a Leontieff system. 
The Gale model is specified by 
satisfying 
z(t) = [x~(~l)), x,y:T~R'+ (4.1) 
z(t)EQ(t), 
y(t) ~ x(t), 
(4.2) 
(4.3) 
where Q(t)ER~ is a convex set. Here x(t -1) is called the input, and y(t) the output in period 
(t -1,t], and z(t) the technological process at time t ET. Condition (4.2) is a technological feasibility 
condition; condition ( 4.3) implies that the input at any time step cannot exceed the output of the previ-
ous step. A parametric form of this model is given in subsection 1.1.8 of [10]. 
There is also a stochastic version of the Gale model, see the subsections 2.4.1 and 2.4.7 of [10]. 
Optimal control problems for the Gale model are treated in [ 10]. The results are maximum principles 
and turnpike theorems. 
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Finite stochastic systems 
In section 3 a finite stochastic system has been defined. It consists of an output process taking values in 
a finite set and a finite-state Markov process. The stochastic realization problem for this class of sys-
tems is then to classify all minimal stochastic systems such that the output process of such a system 
equals a given process either in distribution or almost surely. The motivation of this problem comes 
from the use of finite stochastic systems as models for communication or computers systems. For such 
technical problems, stochastic models with discrete variables arise naturally or are useful approximate 
models. The stochastic realization problem was formulated in 1957 in a paper by Blackwell and Koop-
mans [15]. During the 1960's several publications appeared that provide a necessary and sufficient con-
dition for the existence of a finite stochastic realization. For references see [52]. Unsolved questions are 
the characterization of minimality of the state space and the classification of all minimal stochastic real-
izations. The main bottleneck is currently the characterization of the minimality of the state space. 
This question leads to a basic problem for positive linear algebra, that is, linear algebra over R + . 
Counting process systems 
An example of a counting process system is a continuous-time stochastic system of which the output 
process is a counting process with stationary increments and in which the intensity process of the count-
ing process is a finite-state Markov process. The stochastic realization problem for this class of systems 
is unsolved. 
The motivation for this stochastic realization problem comes from the use of counting process models 
in communication, queueing theory, computer science, and biology. The observation process may often 
be taken as a counting process with stationary increments. 
The above mentioned class of stochastic systems has been investigated in [68, 69]. The question of 
characterizing the minimal &ize of the state space is closely related to the same question for the finite 
stochastic realization problem. 
Gaussian random fields 
For this class of stochastic objects new mathematical models are needed. 
5. FACTOR ANALYSIS 
In this section the stochastic realization problem for the Gaussian factor analysis model will be formu-
lated and analyzed. 
The factor analysis model was proposed early this century. For references on the factor analysis 
model see [7, 74]. Factor analysis is used as a quantitative model in sociology and psychology. R. 
Frisch has suggested the factor analysis model as a way to determine relations among random variables 
[25]. R.E. Kalman has emphasized this model and formulated the associated stochastic realization 
problem [39-41]. Since then several researchers have considered the stochastic realization problem for 
this model class. This problem is still unsolved. Below one finds a problem formulation, questions, par-
tial results and conjectures for this stochastic realization problem. For recent publications on this prob-
lem see the special issue of J. of Econometrics that is opened by the paper [2]. 
Problem formulation 
From economic data that exhibit variability one may estimate a covariance. Suppose that this data vec-
tor may be modelled by a Gaussian random variable. Effectively one is thus given a Gaussian measure, 
say on Rk. The initial problem may then be stated as: how to represent this measure such that the 
dependencies between the components of the vector are exhibited? The factor analysis model will be 
used to describe these dependencies. 
DEFINITION 5. L A Gaussian factor analysis model or a Gaussian factor model is defined by the 
specification 
y = Hx + w, (5.1) 
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or 
y; = H;x + w;, i = 1, ... ,k, (5.2) 
where x:O~Rn, x EG(O,Qx) is called the factor, w:O~Rk, w EG(O,Qw) is called the noise, 
y:O~Rk,y EG(O,Qy) is called the observation vector, H ERkxn is called the matrix of factor loadings, 
Qw is a diagonal matrix, and (x, w) are independent random variables. 
The interpretation of the Gaussian factor analysis model (5.2) is that each component of the observa-
tion vector consists of a systematic part H;x and a noise part w;. Observe that the condition that Qw is 
diagonal is equivalent to the condition that (w 1, ••• , wk) are independent random variables. A general-
ization of the above definition may be given to the case in which Qw is block diagonal. The Gaussian 
factor model in rudimentary form goes back to [67]. The Gaussian factor analysis model is equivalent 
to the confluence analysis model introduced by R. Frisch [25]. In this model the representation of the 
observation vector is specified by 
y = u + w, Au = 0, 
in which A ER(k-n)Xk u,w are independent random variables, and Qw is a diagonal matrix. For other 
references on this approach see the publications of 0. Reiers0l [58, 59]. 
The Gaussian factor analy.sis model, or, equivalently, the confluence analysis model, has been sug-
gested as an alternative to regression analysis. Strong pleas for this approach are the introduction of 
the book by R. Frisch [25], and the papers of R.E. Kalman [39-41]. Within economic and statistical 
literature the questions regarding regression and factor models have been recognized, see for example 
[7, 66, 70, 80]. 
PROBLEM 5.2. The weak stochastic realization problem for a Gaussian factor model is given a Gaussian 
measure G (0, Q) on Rk to solve the following subproblems. 
a. Determine a Gaussian factor model stry 
y = Hx + w, 
such that the measure of y equals the given measure or 
yEG(O,Qy) = G(O,Q). 
If such a Gaussian factor model exists then it is called a weak stochastic realization of the given meas-
ure. 
b. Determine the minimal dimension n*(Q) of the factor x in a weak stochastic realization of the given 
measure G(O,Q). Call a weak stochastic realization minimal if the dimension of the factor systems 
equals n*(Q). 
c. Classify all minimal weak stochastic realizations of the given measure. 
Part a. of problem 5.2 is equivalent to: determine (n, Qx, Qw,H) EN X Rn xn X Rk Xk X Rk Xn such that 
Q = HQxHT + Qw, 
where Qx =QI ;;;;.o, Qw = Q~ ;;;;.o, and Qw is diagonal. Part a of the above problem is trivial, the hard 
parts of the problem are b and c. 
Corresponding to problem 5.2 there is a strong stochastic relization problem for a Gaussian factor 
model. In this problem one is given a probability space (fl,F,P) and a Gaussian distributed random 
variable z E G (0, Q). The problem is then to construct a Gaussian factor model 
y = Hx + w 
on the given probability space such that 
z = y a.s. 
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and to classify all minimal models of this type. This problem has been defined in [54], where a generali-
zation of the Gaussian factor model for Hilbert spaces is introduced. The strong stochastic realization 
problem will not be discussed in detail here. 
What is the main characteristic of the Gaussian factor model? To answer this question one has to 
introduce the following concept. 
DEFINITION 5.3. The a-algebra's Fi.F2, ... ,Fm are called conditionally independent given the a-algebra 
Gif 
E[z1 · · · Zm I G] = E[z1 I G) · · · E[zm I G] 
for all z; EL+ (F;). The notation 
(Fi.F2,..,Fm I G)EC/ 
will be used to denote that F 1, ••• , F m are conditionally independent given G and Cl will be called the mul-
tivariate conditional independence relation. · 
The following elementary result then establishes the relation between the Gaussian factor model and the 
conditional independence relation. 
PROPOSITION 5.4. Let y; :O~R, i = 1,2, ... ,k, x :O~Rn. The following statements are equivalent: 
a. The random variables (y 1, .. ,yk,x) are jointly Gaussian with zero mean and satisfy 
(Fy' , .. ,FY• I F:x) E CJ. 
b. The random variables y,x satisfy the conditions of the Gaussian factor analysis model of 5.1 with the 
representation 
y = Hx + w. 
The conditional independence property of a Gaussian factor model is now seen to be its main charac-
teristic. It will be called the factor property of a Gaussian factor model. It allows extensions to non-
Gaussian random variables. Such extensions have been considered in the literature, see for references 
[74]. The factor property is a generalization of the concept of state for a stochastic system. In such a 
system the future of the state and output process on one hand, and the past of the state and output pro-
cess on the other hand are conditionally independent given the present state. The analogy is such that 
the state corresponds to the factor and the output process to the observation vector of the factor model. 
The factor property or the conditional independence property occurs in many mathematical models in 
widely different application areas. 
Below the stochastic realization probl~m 5.2 will be discussed, first in terms of the external descrip-
tion and then in terms of the internal description. 
The stochastic realization problem in terms of the external description. 
In this subsection one is assumed to be given a Gaussian measure G(O,Qy)· The weak stochastic reali-
zation problem for a Gaussian factor model specializes in this case to the following question. 
QUEmON 5.5. Given a Gaussian measure G(O,Qy)· 
a. What is the minimal dimension n*(Qy) of the factor in a stochastic realization of G(O,Q)? 
b. What is the classification of all minimal stochastic realizations of G(O,Q), or all decompositions of the 
form 
Qy = Q1 + Qw 
in which Q 1 =Qf;;a.O, Qw=Q~;;;a.O is diagonal and rank(Q 1)=n*(Qy). 
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NOTATION 5.6. 
a. lf Q ERkxk then 
D(Q)ERkxk 
is a diagonal matrix with on the diagonal the elements of the diagonal of the matrix Q. 
b. lf Q ERkxk then the matrix OD(Q)ERkxk, called the off-diagonal part of Q, is defined by 
OD(Q)t;=O, OD(Q);,j=Q;,j,fora/li,jEZk> i=foj. 
c. 
d. 
It turns out to be useful to work with a standard form for the variance matrix, a canonical form. 
DEFINITION 5.7. One says-that the matrices Q .,Q2 ERkxk, that are assumed to be strictly positive 
definite, are equivalent if there exists a diagonal matrix D E(O,oo)kxk such that 
Q1 = DQ2D. 
A canonical form with respect to this equivalence relation is then such that D(Q) =I. An investigation 
should be made of another equivalence relation defined as in 5.7 in which negative elements are also 
admitted on the diagonal. 
Question 5.5.a is still unsolved. Characterizations of n*(Q1 ) are known in the two extreme cases of 
n*(Q1 )= 1 and n*(Q1 )=k -1. These results are stated below. The characterization for n*(Q1 )= l may 
go back to C. Spearman and co-workers. The formulation given here is from [13). 
THEOREM 5.8. [13]. Given Q1 ERkxk, Q1 =QJ>O. Assume that k;;;i.4, Q1 E(O,oo)kxk, and that Q1 is 
i"educible. Then n*(Q1 )= 1 iff 
{ qilqjm - qimqjl = 0, qilqji - q;;qjl :E>: 0, V i,j,l,m EZk, l=Fm,J=Fl,J=Fm,i=FJ,i=Fl,i=Fm. 
THEOREM 5.9. [13,39,58]. Given Q1 ERkxk, Q1 =QJ>O. Then n*(Q1 )=k -1 iff Q;1 has strictly posi-
tive elements, possibly after sign changes ·of rows and corresponding columns. 
What are the generic values of n*(Q1 )? Below are stated the main results from a study by J.P. Dufour 
[20] on this question. 
DEFINITION 5.10. Let 
§{ = {QER~XklQ=QT}. 
Note that the condition of positive definiteness is not imposed in the definition of the set st. In the 
following the Euclidean topology is used on the vector space Rn. 
THEOREM 5.11. [20). 
a. There exists an open and dense subset § C § t such that for all Q1 E § 
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n*(Qy) ;a. 112c2k + 1-v1 +sk). 
This inequality is known as the Ledermann bound. 
b. Let Q E §. For every Q 1 in a sufficiently small neighberhood of Q in § the relation 
n*(Q) = n*(Q1) 
holds. 
c. For any integer p such that 
1h(2k + 1 - v 1 + 8k) :;;;;,. p :;;;;,. k - 1 
there exists a Q E§ such that n*(Q)=p. 
By way of illustration there follow characterizations on the value of n*(Qy) for variance matrices 
Qy ERkxk with several low values of k. 
PROPOSITION 5.12. Let QyER3x 3, Qy=QJ>O, D(Qy)=I. 
a. n*(Qy)=O i.ff Qy is diagonal. 
b. n*(Qy)= 1 iff one of the following cases applies. 
Case 1. If q12>0, q13>0, q13>0 and 
q12q13' q12q23' q13q23 E[O, l). 
q13 q13 q12 
Case 2. If q12>0, q13 =O, q13 =O. 
Other cases are derived from the above by permutations of signs and indices. 
c. n*(Qy)=2 iff otherwise. ~ 
For the special case in which Qy EC4 x4 and n*(Qy)= l a characterization is given in [6]. 
PROPOSITION 5.13. Let Qy E(O,oo)4x4. Then n*(Qy)= I iff, up to a permutation of indices, 
1. c = q12q13 = q12q14 = q13q14 E(O, I]; 
q13 q14 q34 
2. c ;a. qt2. c ;a. qy3, c ;a. qy4. 
Classification. In this subsubsection the classification question 5.5.b will be discussed. Thus, given 
Qy ERkxk, the question is to classify all decompositions of the form 
Qy = Q1 + Qw 
in which rank(Q 1)=n*(Qy)· Geometry seems the appropriate tool for this classification, in particular 
polyhedral cones and convex analysis. For an approach along these lines see [19]. Below another 
approach is indicated that combines analysis and geometry. 
Remark that in the decomposition 
Qy = QI + Qw = HQxHT + Qw 
the off-diagonal elements of Q 1 are equal to the off-diagonal elements of Qr Moreover, by convention 
D(Qy)=I. Hence the set Q(Qy,k,n*(Qy)) may be classified by the diagonal of Q 1. 
PROPOSITION 5.14. Let 
D(Q,.k,n) = { D E RkXk I D d;agonal, - OD (Qy) .; D .; I, rank(D + 0 D (Qy)) = + 
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f :D(Qy,k,n )~Q(Qy,k,n ), f (D) = (D +OD (Qy),l - D). 
Then f is a bijection. 
Remark that the set D(QY'k,n) without the rank: condition is a closed convex set. From 5.14 and some 
linear algebra one obtains the following result on the classification. 
THEOREM 5.15. Let Qy ERkxk, Qy=QJ>O, D(Qy)=l, 
D 1 ERnxn I D 1 diagonal, O<D1 ~I, 
3 pennutation matrix P such that if PQ1 P T = {; T ~ }· 
then D 1 +OD(A)>O, D 2 : =Br[D 1 +OD(A)]- 1 B-OD(C) ' 
is diagonal and satisfies O~D2 ~I 
Then: 
a. g is well de.fined; 
b. g is surjective; 
c. The diagonal matrix 
[D 1 0 l 0 D2 
is unique up to a permutation. 
The proof of the above theorem is elementary with the aid of the following lemma. 
LEMMA 5.16. Let k,nEZ+,k>n, AERnxn,BERnX(k-n>, CER(k-n)X(k-n>, A=AT, C=CT, 
rank(A)=n, 
Q = [;T ~] ERkX', T = [~ -• ;A-IB] ERkXk 
a. Then 
TT QT = [ ~ ~ - BT A -1 B l · 
b. rank(T)=k. 
c. rank(Q)=n i./JC -BT A -IB=O. 
d. Q;;;a.O ijJC-BT A -IB;;;a.O. 
The study of the classification along the lines sketched above must proceed by an investigation of the 
following relations for the diagonal matrix D 1 ERnx": 
D1 +OD(A)>O, 
D 2 := BT[D 1 +OD(A)]- 1B-OD(C), O~D2 ~1, D 2 is diagonal. 
For the cases n*(Qy)=k -1 and n*(Qy)= l theorem 5.15 directly yields expli.cit classifications. The 
32 
classifications of three low-dimensional examples are listed. 
PRoPOsmoN 5.17. For the case k =2, Qy ER2x2, n*(Qy)= 1 with 
Q, = [~ r]. q#. 
the classification, in the notation of 5.15, is given by 
D(Q,.2,1) = {d· ER+ I q2 .. d, .. 1} 
and 
PROPOSITION 5.18. For the case k =3, Qy E(O,oo)3x 3, and n*(Qy)=2 the classification according to 5.15 
is given by 
PROPOSITION 5.19. For the case k =3, Qy E(O,oo)3x 3, n*(Qy)= l, the decomposition is unique with 
q12q13 
q23 q12 
q13 
Qi= q12 q12q23 q13 q23 
q13 q23 
q13q23 
q12 
PROPOSITION 5.20. For the case k=4, QyE(O,oo)4 x 4, n*(Qy)=2 the classification according to 5.15 is 
given by 
D1(QY'2) = 
[d1 0 l 0 d2 I di.d2E[O,1], d1d2-qi2=FO, 
q34 =d2q13q14 +d1q23q24-q12q14q23-q12q13q24, 
d2qi3 +d1qh -2q12q13q23E[O,1), 
diqL +d2qi4 -2q12q14q24E[O,1), 
and conditions obtained by permuting the indices 
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The stochastic realization problem in terms of the internal description 
The specification of the Gaussian factor model as given in 5.1 will be called the internal description. It is 
called internal because the specification is in terms of the matrices (H,Qx,Qw) rather than in terms of 
Q,,. The questions for the internal desciption require one definition. 
DEFINmON 5.21. The Gaussian factor model with representation 
y = Hx + w 
is called minimal ifn =n*(Qy) in which x:D~Rn, Qx>O and 
Qy = HQxHT + Qw. 
Introduce the convention Qx =I. The weak stochastic realization problem for a Gaussian factor model 
specializes in this case to the following question. 
QUESTION 5.22. 
a. Which conditions on the matrices (H,Qx,Qw) are equivalent with minimality of the Gaussian factor 
model? 
b. How are two minimal Gaussian factor models related? 
The above questions are still open. The minimality question 5.22.a seems most interesting because its 
answer will involve a new system theoretic concept like stochastic observability. To hint at what may 
be needed a special case is considered. · 
Consider a special Gaussian factor model of the form 
~:] = [;:Jx + w 
in which the variance Qw is required to be block-diagonal, in particular it consists of two blocks only 
[Qw, 0 l QW = 0 QW2 • 
One says that this Gaussian factor model is stochastically observable if the map 
x i-+E[exp(iuTy 1)1Fx] 
is injective on the support of x. Similarly one says that the Gaussian factor model is stochastically 
reconstructible if the map 
x ._. E[exp(iuTy2 ) I Fx] 
is injective on the support of x. It may then be proven that the Gaussian factor model is minimal iff it 
is stochastically observable and stochastically reconstructible iff rank(H 1) = n = rank(H 2) [71 ]. 
Let's return to question 5.22.a, when is a Gaussian factor model minimal in case Qw is restricted to be 
diagonal. The following conjecture comes to mind first: A Gaussian factor model is minimaJ iff the 
map 
x i-+ E[exp(i291;) I Fx], for i EZk, 
is injective on the support of x for all i EZk. This conjecture is false, because the effective dimension n 
of x may be larger than l. Even if n = 1 it is false, see 5.23 below. The special case of k = 3 and n = 2 
mentioned in 5.24 shows that the equivalent condition for minimality of a Gaussian factor system needs 
more thinking. The minimaHty characterizations for the following special cases may be helpful in for-
mulating conjectures for the general result. 
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PROPOSITION 5.23. Consider a Gaussian factor model 
y=hx+w 
with k;;;t;2, n = 1, h ERk. Then this model is minimal if! 
3 i,j EZb i=/=j, such that h;-=/=O and hj=l=O· 
PROOF. The Gaussian factor model with n = 1 is minimal iff the dimension of the factor cannot be 
reduced. This is true iff n* >0 or iff Qy is non-diagonal. Note that OD(Qy)= OD(hh T). D 
PROPOSITION 5.24. Consider the Gaussian factor model of 5.1 with k =3, n =2, 
H = [:n ER3xi, D(Q,)=I. 
Assume that hfh2>0, hfh3>0, hfh3>0. Then this Gaussian factor model is minimal if! one of the fol-
lowing conditions is satisfied: 
1. (hfh2Xhfh3) fl[O 11 
(hfh3) ' ' 
2_ (hfh2Xhfh3) fl[O I] 
(hfh3) ' ' 
3. (hfh3)(hfh3) f£[0 l]. 
(hfh2) ' 
PRooF. This follows from 5.12. D 
Classification of internal description 
The motivating question here is whether the internal description of a Gaussian factor model is uniquely 
determined by the variance of the observation vector. In general such a model is not unique. This 
question is related to question 5.5.b. For the classification of the internal description of factor analysis 
models with block-diagonal structure see [53]. To structure the discussion a definition is introduced. 
DEFINITION 5.25. Two Gaussian factor models 
y = Hx + w 
and 
y=HX+w 
are called equivalent if 
--T -
HQxHT + Qw = HQxH + Qw. 
Note that the two Gaussian factor models of 5.25 that are defined to be equivalent both have the same 
variance matrix Qy, since 
Qy = H1Qx,Hf + Qw, = H2Qx,Hf + Qw,· 
Therefore they cannot be distinguished given Qy- It is well-known that if (n,H,Qx,Qw) are the 
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parameters of a Gaussian factor system and if S ERnxn is an orthogonal matrix (SST=/), the two 
Gaussian factor models specified by (n,H,Qx,Qw) and (n,HS,STQxS,Qw) are equivalent. However, 
there may be other ways in which two Gaussian factor models are equivalent. 
In applications of Gaussian factor analysis it has been recognized that there may be many equivalent 
models. To reduce the class of equivalent models practitioners fix certain elements of the matrix of fac-
tor loadings, based on prior knowledge about the observation vector or arbitrarily. 
The question now is, given a Gaussian factor model, to describe the equivalence class of all Gaussian 
factor models that are equivalent with the given one. This question is still open. 
6. GAUSSIAN FACTOR SYSTEMS 
The purpose of this section is to formulate the concept of a Gaussian factor system and to survey the 
preliminary results of the stochastic realization problem for this class of systems. 
A motivation for the study of this class of systems is the stochastic realization problem for Gaussian 
systems with inputs. One would like to know whether it is possible to determine from an observed 
vector-valued process which components are inputs and which are outputs of a Gaussian system. 
Another motivation for the study of this class of systems is the exploration of the extension of Gaussian 
factor models to dynamic systems. 
DEFINITION 6.1. A Gaussian factor system, in discrete time, is an object specified by the equations 
x(t + 1) = Ax(t) + Bu(t), 
y(t) = [Cx(t) + Du(t)] + w(t) 
or 
y(t) = ~ H(t -s)u(s) + w(t) 
sET 
where u :0 X T ~RP is a stationary Gaussian process called the factor process, w :0 X T ~Rk is a station-
ary Gaussian process called the noise process, y :0 X T ~Rk is called the observed process, u, w 1, ••• , wk 
are independent processes, the spectral densities of u, w 1, ••• , wk are rational fanctions, and the Fourier 
transform of the transfer fanction H is rational and causal. 
A Gaussian factor system is said to have the factor property if the processes u, w 1, ••• , wk are indepen-
dent processes. This condition can also be rephrased in terms of conditional independence but this will 
not be done here. Note that the processes w 1, ••• , wk need not be white noise processes. 
Concepts similar to that of a Gaussian factor system have been introduced in the literature. An ele-
mentary version of a Gaussian factor system with Ha constant matrix is introduced in [58]. In (26] a 
Gaussian factor system is defined without the rationality and causality conditions. In [21] one can find 
the definition 6.1 and a generalization. In [54] a generalization of 6.1 is presented in which the spectral 
density of the process w is not diagonal but block-diagonal and in which the transfer function Hnot be 
causal. The term dynamic e"ors-in-variables systems is used instead of Gaussian factor system in the 
publications of B.D.O. Anderson and M. Deistler [4-6, 16, 17). An interpretation of this term follows. 
Consider a deterministic finite-dimensional linear system in impulse response representation 
y(t) = ~ H(t -s)u(s). 
sET 
Suppose that the variables of input u and output y of this system are observed with errors or noise, say 
by 
u(t) = u(t) + W1(t),y(t) = y(t) + W2(t), 
in which w 1, w2 are independent Gaussian white noise processes. Combining these expressions one 
obtains 
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~mJ ~ lf /:<~~•>]•<•> + [:;~:~]· 
which is a Gaussian factor system except for the fact that the spectral density of the noise is not a diag-
onal function but block-diagonal with two blocks. The interpretation of the above defined system of 
which the variables are observed with error, illustrates the term errors-in-variables model. 
PROBLEM 6.2. The weak stochastic realization problem for a Gaussian factor system is to solve the fol-
lowing subproblems. Assume given a stationary Gaussian process with zero mean fanction and covariance 
fanction Q or spectral density Q. 
a. Find conditions under which there exists a Gaussian factor system 
y(t) = ~ H(t -s)u(s) + w(t) 
sET 
such that the spectral density of y equals the given spectral density, or 
A A A A '"AT A 
Q = Qy = HQ11H + Qw. 
If such a Gaussian factor system exists then it is called a weak stochastic realization of the given process. 
b. Classify all minimal weak steehastic realizations of the given process. A weak stochastic realization is 
"" 1rT 
called minimal ifrank(HQ11H ) is minimal. 
A difficulty with the above defined problem is the definition of minimality. In addition to the con-
cept defined in 6.2, which is minimality of the dimension of the factor process u, one could also consider 
.... ,,. A ~T 
minimality of the degree of HQ11H . From a viewpoint of linear system theory the latter concept would 
be preferable. Possibly a mixture of both the dimension of the factor process and the degree has to be 
considered. Because of this difficulty the author of this paper is not yet convinced that a Gaussian fac-
tor system is a suitable model for economic and engineering practice. However, what may be of interest 
is the special case in which the spectral density of the noise is block-diagonal with two blocks. 
The weak stochastic realization problem for Gaussian factor systems is unsolved. Only for low-
dimensional cases have results been published. For the case of an observed process with two com-
ponents see [4, 18, 33] and for the case with three components see [6, 18]. A discussion of the problem 
may be found in (17). Questions of identifiability and problems of parameter estimation for Gaussian 
factor systems have been discussed in [21, 26]. 
A strong version of the weak stochastic realization problem of 6.2 has been proposed in [54]; see also 
[55]. The case in which the spectral density Qw of the noise consists of two diagonal blocks has been 
treated there. 
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