Julia sets for polynomial diffeomorphisms of C 2 are not semianalytic Eric Bedford and Kyounghee Kim §0. Introduction. If X is a complex manifold, and f : X → X is a holomorphic mapping, then the Fatou set is the open set where the iterates f n := f •· · ·•f are locally equicontinuous. Equivalently, these are the points where f is Lyapunov stable. The complement of the Fatou set is the Julia set. While we refer to this as the Julia set, it is possible to define several Julia sets J k , (see [FS1] and [U2]), in which case the complement of the Fatou set is the first Julia set J 1 . In dimension 1, the principal case is where X = P 1 is the Riemann sphere, and f is a rational function. In this case, Fatou showed that if J has a tangent at some point, then J is either a circle or a circular arc. In the case of the circle, f is conjugate to z d for d ∈ Z, |d| ≥ 2; and in the case of an arc, f is conjugate to a Chebyshev polynomial. In higher dimension, there are of course product maps, and in this case the Julia set is a product. There are also nontrivial examples of polynomial maps for which the Julia set is (real) algebraic; examples were given in C 2 by Nakane [N] and in C 3 by Uchimura [Uch1-3]. These maps discussed above are non-invertible; in the sequel we consider invertible maps. In this case, we have both a forward Julia set J + := J(f ) and a backward Julia set Theorem. Let f be a polynomial diffeomorphism of C 2 with positive entropy. Then neither J + nor J − is a semianalytic set.
§1. Levi flat hypersurfaces. Let U ⊂ C k be an open subset. A function ρ on U is said to be real analytic if for every q ∈ U , ρ can be written as a real power series which converges in a neighborhood of q. Let us suppose that q = 0 and write ρ(z,z) = I,J c I,J z IzJ where I = (i 1 , . . . , i k ) is a k-tuple of nonnegative integers, and z I = z
The reality condition on ρ is that c I,J = c J,I , which means that ρ(z,w) = ρ(w,z). A set X is real analytic if it can be written locally as X ∩ U = {ρ = 0}. A point x 0 ∈ X is said to be regular if X is a smooth manifold in a neighborhood of x 0 . We write Reg(X) for the set of regular points, and Reg(X) is dense in X (see [BM] ), although the dimension may be different at different points. A real hypersurface is said to be Levi flat if it is (locally) pseudoconvex from both sides. Recall that G + is pluriharmonic on the set {G + > 0}, so: If the set J + = ∂{G + > 0} is C 1 smooth at some point, then it is Levi flat there. A real analytic set is said to be Levi flat if it is Levi flat at each regular point. If X is real analytic, Levi flat hypersurface, then at each regular point, there is a local holomorphic coordinate system such that X is locally given as {z 1 +z 1 = 0}. At singular points, the situation is more complicated. A semianalytic set is given locally as a finite, disjoint union of sets of the form {r j = 0, s j > 0}, where r j and s j are real analytic. (See Bierstone and Milman [BM] for further information on semianalyticity.) The following Lemma allows us to replace a semianalytic set J + by an analytic set X.
Lemma 1.1. Suppose that J + is semianalytic, and p ∈ J + is fixed under f . Then there is a neighborhood U of p and a real analytic Levi flat hypersurface X := {ρ = 0} ⊂ U containing p such that:
Proof. If J + is semianalytic in a neighborhood of p, then there is an open set U containing p such that J + ∩ U is a finite union of sets X j = {r j = 0, s j > 0}, where r j , s j are real analytic on U . We may assume that p belongs to the closure of each X j . Passing to an iterate of f , we may assume that each X j is invariant, in the sense that f (X j ∩ U ) ⊂ X j . Since the set of regular points is dense, we may suppose that at least one of the X j intersects Reg(J + ). Let us set ρ := r j and X := {ρ = 0}. We may assume that X is an irreducible subvariety of U ; otherwise, pass to a component. We have local invariance (ii). Since X intersects Reg(J + ), we may choose an open set V such that condition (i) holds, and such that V ∩ J + consists of regular points. Since J + ∩ V is regular, it is Levi flat, and since X is irreducible, it is Levi flat, too.
Let us discuss the hypersurface X = {ρ = 0}, where ρ(z,w) converges for z, w ∈ U . If for fixed w ∈ U , ρ(z,w) = 0 for all z, we say that X is Segrè degenerate at w. If X is not degenerate at w ∈ U , then the Segrè variety, which is defined as
is a proper subvariety of U . (In other words, the condition that w is Segrè degenerate means that the Segrè variety is the whole open set U .) We may choose the defining function ρ to be minimal, which means that if ρ ′ is any other defining function, then ρ ′ = hρ. The family of Segrè varieties is independent of the choice of minimal defining function.
At this stage, we can conclude that J ± cannot be algebraic.
Proposition 1.2. Let f be a polynomial diffeomorphism of C 2 with positive entropy. Then neither J + nor J − is an algebraic set.
Proof. Let us suppose that J + = {ρ(z,z) = 0} is defined by a real polynomial. A regular point w ∈ J + is Segrè nondegenerate, so Q w is a proper subvariety of C 2 , which is contained in J + . On the other hand, this is not possible, since by [BS] there is no subvariety of C 2 which is contained in K + .
The set of Segrè degenerate points is a complex subvariety of codimension at least 2 (see [PSS, §3] ). Thus in C 2 , the Segrè degenerate points are isolated, so we may assume that U is sufficiently small that all points of X ∩ U − {p} are Segrè nondegenerate.
A basic result (see Pinchuk, Shafikov and Sukhov [PSS] ) is that if X is Levi flat, then for w ∈ X, then each proper Segrè variety Q w is contained in X. We say that p is dicritical if there are infinitely many distinct varieties Q q passing through p. Since X is irreducible, it follows that if infinitely many varieties Q q contain p, then all varieties Q q contain p. We will make use of the following result: Theorem 1.3 [PSS] . A point is Segrè degenerate if and only if it is dicritical. Lemma 1.4. Suppose that J + is semianalytic, and p ∈ J + is fixed. If X is as in Lemma 1.1, then p is not dicritical.
Proof. If r 0 is a saddle point, then by [BS2] , the stable manifold W s (r 0 ) is dense in J + . Since there are infinitely many saddle points, we may suppose that r 0 = p. Let q ∈ W s (r 0 )∩X −{p} be a regular point of X. We may assume that q is Segrè nondegenerate, so that Q q is a complex subvariety of X. Further, since the leaves of the complex foliation of a Levi flat hypersurface are unique, it follows that
is uniformized by C, and the only Riemann surface which strictly contains C is the Riemann sphere, which is compact. Since C 2 can contain no compact, complex manifolds, we have a contradiction, by which we conclude that Q q cannot contain p. Thus p is not dicritical.
Let us suppose that the multipliers of Df at p are |α| < |β|, with |α| < 1. Then the strong stable set of p corresponding to the multiplier α is defined as
By the Strong Stable Manifold Theorem, W ss (p) is a complex submanifold of C 2 which is uniformized by C. The local strong stable manifold is defined as
Let us choose coordinates (x, y) near p = (0, 0) so that the coordinate axes are the eigenspaces for Df (p). Then if we take U = {|x| < r 1 , |y| < r 2 } to be a small bidisk, then W ss loc (p) is the connected component of W ss (p) ∩ U which contains p. We conclude this section by showing that the local strong stable manifold coincides with the Segrè variety through p. Lemma 1.5. Suppose that J + is semianalytic, and p ∈ J + is fixed. If X is as in Lemma 1.1, then Q p = W ss loc (p), and the multipliers of Df at p are |α| < 1 ≤ |β|. Proof. The Jacobian determinant of f is a nonzero constant δ. As was shown in [BK] , if J + is semianalytic, we must have |δ| ≤ 1. Let α, β be the multipliers of Df at p. Since |αβ| = |δ| < 1, we may suppose that |α| < 1. If |β| < 1, then p is an attracting fixed point, which means that p belongs to the interior of K + . Since p ∈ J + = ∂K + , we must have |β| ≥ 1. Thus the eigenvalues are distinct, and we may diagonalize Df (p). We may suppose that p = (0, 0), and f (x, y) = (x 1 , y 1 ) = (βx + · · · , αy + · · ·). Further, we may choose local coordinates such that W ss loc (p) = {x = 0}. If V be an irreducible component of Q p , and V is not the same as W ss loc (p), then we may choose U sufficiently small that Q p ∩W ss loc (p) = Q p ∩{x = 0} = {(0, 0)} = {p}. Thus for some positive integer µ we may choose a root x 1/µ and represent V locally as a Puiseux expansion V = {y = ∞ j=1 a j x j/µ }. The local invariance of V at p = (0, 0) means that we will have
1 . If a j 0 is the first nonvanishing coefficient, we must have α = β j 0 /µ . But this is impossible since j 0 /µ > 0, and |α| < 1 ≤ |β|. It follows, then that the only irreducible component of Q p is {x = 0}. §2. Multipliers at a fixed point.
Lemma 2.1. Suppose that J + is semianalytic, and p ∈ J + is fixed. Then p is a saddle point.
Proof. By Proposition 1.5, we know that the multipliers of Df at p are |α| < 1 and |β| ≥ 1. We must show that |β| > 1. If not, then |β| = 1. First, we observe that β cannot be a root of unity. For in that case, p is a semi-attracting, semi-parabolic fixed point. By Ueda [U1] and Hakim [H] , there is a semi-parabolic basin B with ∂B = J + . However, the boundary of B has a fractal "cusp" at p (reminiscent of the cauliflower Julia set) and is not semianalytic. We conclude that β k = 1 for all nonzero integers k. Now let us use coordinates from the proof of Lemma 1.5. Since Q (0,0) = {x = 0}, we may write ρ(x, y, 0, 0) = x k u(x, y), where u(x, y) is a holomorphic function with u(0, 0) = 1. This means that
where in the expansion of ρ, all of the purely holomorphic terms are contained in x k u(x, y), and x k is the purely holomorphic part of lowest order. Now there is a real analytic unit h(x, y,x,ȳ) such that ρ • f = h ρ, and h(0, 0) = c = 0 is real. Thus the purely holomorphic part of lowest order are cx k . On the other hand, as in the proof of Lemma 1.5, we have
Thus we see that the purely holomorphic terms of lowest order are β k x k , from which we conclude that β k is real, which is a contradiction.
If p is a saddle point, we let W u (p) be the unstable manifold at p. If the multipliers are |α| < 1 < |β|, then there is a holomorphic uniformization ψ p : C → W u (p) ⊂ C 2 such that ψ p (0) = 0, and ψ p (βζ) = f (ψ p (ζ)). We set J p := ψ
. By the invariance of J + it follows that J p is invariant under ζ → βζ.
Lemma 2.2. Suppose that J + is semianalytic, and p ∈ J + is fixed. Then β ∈ R, and J p is a straight line in C passing through the origin.
Proof. J p is a semianalytic set of dimension one in C. Thus it has a tangent cone at the origin. Since it is invariant under ζ → βζ, we conclude that β ∈ R, and J p consists of a finite number of (infinite) rays emanating from the origin. We must show that there are exactly two rays whose union forms a line passing through the origin. We consider the points r ∈ J p which correspond to transverse intersections between W s (p) and W u (p). By [BLS4] this set is dense in J p . Let ∆ 0 ⊂ C denote a small disk about the origin, and let ∆ ⊂ C denote a disk about r, small enough that J p ∩ ∆ is a single segment I which divides ∆ into halves ∆ ′ and ∆ ′′ . Consider the complex disks in C 2 given by
, we may apply the Lambda Lemma to conclude that there are disks
) which may be written as graphs over D 0 , and 
2 is a complex line, then by [FM] , L∩J + is compact. Since J + is semianalytic of pure dimension 3, it follows that for generic L, J + ∩ L has real dimension ≤ 1. In fact, it has pure dimension 1 since there can be no component of dimension zero (which would be an isolated point) because J + is the boundary of {G + > 0}. Now let us fix a complex line L 0 such that J + ∩ L 0 consists of a finite number of segments and closed curves. We will show that there exists a line L arbitrarily close to
+ ∩ L is simply connected, and thus it must be a tree. We let E L = ∅ denote the set of endpoints of this tree. Now recall that in a neighborhood of
Thus the endpoints E L can come only from M j of dimension 2. Since J + is Levi flat, M j must be complex analytic. Further, since J + is Levi flat, we may follow it globally to conclude that M is contained insideM , which is a local variety inside the boundary of J + . ThusM ⊂ J + is a subvariety of C 2 . However, there is no complex subvariety contained in K + (see [BS] or [FS1] ), which is a contradiction.
We conclude from the contradiction that for some L close to L 0 , J + ∩ L is not simply connected and thus divides L into (at least) two connected components. Only one of these components can be unbounded, so we let ω ⊂ L denote a bounded component of the comple-ment of J + ∩ L. On the other hand, G + ≥ 0 vanishes on J + , so by the maximum principle,
Lemma 2.4. Let f be a polynomial diffeomorphism of C 2 with positive entropy, and let d be the degree of f . If J + is a semianalytic set, and if p ∈ J + is a fixed point, then d is one of the eigenvalues of Df at p.
Proof We continue to let ψ p : C → W u (p) denote the uniformization of W u (p), and we define g(ζ) := G + (ψ p (ζ)), which is subharmonic on C and satisfies the functional equation g(βζ) = d · g(ζ). By Lemma 2.2, we may assume that J p is the real axis. Thus on the upper/lower half plane, g(ζ) = c ± ℑ(ζ) for some constants c + ≥ 0 and c − ≤ 0, which are not both zero. By the functional equation, we have c + ℑ(βζ) = d · c + ℑ(ζ) if β > 0, so β = d in this case. If β < 0, then we have c + = −c − , and β = −d. Now we will show that one of the c ± is zero, so we must have β = d. By Lemma 2.3, we may choose a L ⊂ C 2 such that K + ∩ L contains an interior component ω. We may choose a point r ∈ W s (p) ∩ ∂ω which is a regular point of ∂ω. Further, we may suppose that L is transverse to W s (p) at r. Now we let ∆ ⊂ L denote a small disk containing r, so that ∆ ∩ ∂ω is a smooth arc which divides ∆ into two open components. We have G + = 0 on ω ∩ ∆ and G + > 0 on the complementary component. Now we apply the Lambda Lemma as we did in Lemma 2.2, and we conclude that G + = 0 on one of the components of the complement of D 0 ∩ J + ⊂ W u (p). Thus we have c + = 0 or c − = 0.
Our Theorem is a consequence of Lemma 2.4:
Proof of the Theorem. If J + is semianalytic, then by [BK] , f must be dissipative (volume decreasing). Then by [BS2] , there can be at most one fixed point p ∈ int(K + ). Thus every fixed point, with at most one exception, is contained in J + . By Lemma 2.4, d is a multiplier for Df at each fixed point, except possibly one. However, by Proposition 5.1 of [BK] , this is not possible, so J + cannot be semianalytic.
