Applying the authors' preceding work, we construct a version of the moduli space of G-torsors over the formal punctured disk for a finite group G. To do so, we introduce two Grothendieck topologies, the sur (surjective) and luin (locally universally injective) topologies, and define P-schemes using them as variants of schemes. Our moduli space is defined as a P-scheme approximating the relevant moduli functor. We then prove that Fröhlich's module resolvent gives a locally constructible function on this moduli space, which implies that motivic integrals appearing the wild McKay correspondence are well-defined.
Introduction
In the preceding paper [9] , the authors constructed the moduli stack of G-torsors over Spec k((t)), where k is a field of characteristic p > 0 and G is a group of the form H ⋊C for a p-group H and a tame cyclic group C, which generalizes and refines Harbater's work for p-groups [6] . The motivation of the authors came from the wild McKay correspondence. In this theory, motivic integrals of the forms ∆G L d−v and ∆G L w appear, where ∆ G is the moduli space of G-torsors over Spec k((t)), v, w are functions ∆ G −→ 1 |G| Z associated to a representation G −→ GL d (k[[t]]) and d is its rank. The first aim of the present paper is to construct a version of the moduli space ∆ G for an arbitrary finite group by using the mentioned result from the previous paper and prove that motivic integrals as above are well-defined in a version of the complete Grothendieck ring of varieties.
We do not construct the moduli stack, since it appears difficult. Instead we construct what we call the P-moduli space. This is a version of the moduli space, which is even coarser than the coarse moduli space. Actually this is the coarsest one for which motivic integrals as above still make sense. We construct the category of P-schemes by modifying morphisms of the category of schemes. The P-moduli space is the P-scheme approximating the relevant moduli functor the most. We call it the strong P-moduli space if it satisfies an additional condition. A precise statement of our first main result is as follows: Theorem 1.1 (Theorem 8.9). Let G be a finite group and let k be a field. Consider the functor from the category of affine k-schemes to the category of sets which sends Spec R to the set of isomorphism classes of G-torsors over Spec R((t)). This functor has a strong P-moduli space, which is the disjoint union of countably many affine schemes of finite type over k.
The theorem can be generalized to the case where G is a finite étale group scheme (Corollary 8.10). Here we outline the proof. From the previous work, we have the P-moduli space if G is the semidirect product of a p-group and a tame cyclic group. We construct the P-moduli space for an arbitrary G by "gluing" the P-moduli spaces of semidirect products as above. To do so, we show that every G-torsor over Spec R((t)) induced from an H-torsor with H ⊂ G a subgroup which is a semidirect product as above, locally in Spec R for some Grothendieck topology. What we use as such a topology is the sur (surjective) topology; a scheme morphism Y −→ X is a sur covering if it is surjective and locally of finite presentation. This topology is also incorporated into the very definition of P-schemes. We also introduce the luin (locally universally injective) topology. It is interesting that such a crude topology as the sur topology is still useful. The sur and luin topologies and P-schemes would be of independent interest and we study their basic properties. We note that Kelly [7, Def. 3.5 .1] introduced a Grothendieck topology similar to the sur topology; he does not assume that a covering Y → X is locally of finite presentation, instead assume that every point x ∈ X admits a lift y ∈ Y having the same residue field as x.
Advantages of the P-moduli space is firstly that it is much easier to show the existence than in the case of usual moduli stacks or schemes. Secondly its stability under the change of moduli functors. When two moduli functors have the same geometric points, then it is very likely that they have the same P-moduli space. For instance, we may restrict ourselves to those G-torsors over Spec R((t)) which have locally constant ramification as a family over Spec R in a suitable sense. Then the moduli stack or scheme would change, but probably the P-moduli scheme would not.
We also prove also that the functions v, w mentioned above are locally constructible. This together with Theorem 1.1 shows that integrals ∆G L d−v and ∆G L w are well-defined. The function v is essentially the same as the module resolvent introduced by Fröhlich [3] and w is a variant of v. When the given representation G −→ GL d (k[[t]]) is a permutation representation, then v and w are closely related to the Artin and Swan conductors [3, 13] .
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Notation, terminology and convention
For a scheme X, we denote by |X| the underlying topological space. For a category C, the expression A ∈ C means that A is an object of C. We denote the category of schemes by Sch and the one of affine schemes by Aff . For a scheme S, we denote the category of S-schemes by Sch/S. When S is separated, we denote by Aff /S its subcategory of S-schemes affine over S.
We often identify a ring R with its spectrum Spec R and apply the terminology for schemes also to rings. For instance, for a ring map A −→ B and a finite group G, we say that B is a G-torsor over A or that B/A is a G-torsor if Spec B −→ Spec A is a G-torsor.
We use the symbols and to denote coproducts (mainly of schemes) and disjoint union of subsets respectively.
Luin and sur topologies
In this section, we introduce two Grothendieck topologies, the luin topology and the sur topology, and study their basic properties. We need these topologies to develop the theory of P-schemes and P-moduli spaces in Section 4. Definition 3.1. A morphism of schemes f : Y −→ X is said to be universally bijective (resp. universally injective) if for all maps of schemes X ′ −→ X the map X ′ × X Y −→ X ′ is bijective (resp. injective) as map of sets. Lemma 3.2. Let S be a base scheme and f : Y −→ X be a morphism of S-schemes which is locally of finite type. Then the following are equivalent:
(1) the morphism f : Y −→ X is universally bijective (resp. universally injective, surjective). (2) for every algebraically closed field K and map Spec K −→ S, the map Y (K) −→ X(K) is bijective (resp. injective, surjective).
Proof. (1)⇒(2): Let x : Spec K −→ X be a geometric point. Then Y × X Spec K has exactly one point (resp. at most one point, at least one point). Since Y × X Spec K is locally of finite type over K then the preimage of x along Y (K) −→ X(K) consists of exactly one point (resp. at most one point, at least one point).
(2)⇒(1): The "surjective" part is clear. The injectivity is proved in [5, Chap. 1, 3.5.5, 3.5.7 and 3.5.8].
Definition 3.3. A morphism of schemes g : Y −→ X is called a sur covering if it is locally of finite presentation and surjective.
A morphism of schemes g : Y −→ X is called a luin covering if it is a sur covering and there is a covering {Y i } i of open subsets of Y such that Y i −→ X is universally injective.
A morphism of schemes g : Y −→ X is called a ubi covering if it is a sur covering and universally injective, and therefore universally bijective.
We call a collection of morphisms (U i −→ X) i∈I in Sch a sur (resp. luin, ubi) covering if the induced morphism g : Y = i∈I U i −→ X is a sur (resp. luin, ubi) covering.
It is easy to check that luin and sur coverings satisfy the axioms of a Grothendieck topology. We define the luin topology and the sur topology by these collections of coverings. By construction fppf coverings are sur coverings, while Zariski coverings are luin coverings.
If (U i −→ X) i∈I is a sur (resp. luin) covering, then i∈I U i −→ X is again a sur (resp. luin) covering. Hence, when discuss the luin or sur topology, we often consider coverings U −→ X consisting of a single morphism.
We will soon prove (see 3.9) that sur coverings satisfy the equivalent conditions of [11, Proposition 2.33] , that is for a sur covering any open affine below is dominated by a quasi-compact open above. This is the classical quasi-compactness condition required for fpqc coverings.
Every constructible subset of a quasi-compact space is quasi-compact (see [8, Tag 09YH]). For a quasi-compact and quasi-separated scheme, locally constructible subsets are constructible (see [8, Tag 054E] ). We will often use this form of Chevalley's theorem (see [8, Tag 054K]): a quasi-compact and locally of finite presentation map of schemes preserves locally constructible subsets. Lemma 3.5. Let X = Spec A be an affine scheme and U, V ⊆ X two quasicompact open subsets. Then there is a scheme structure on E = U ∩ (X − V ) such that E −→ X is a finitely presented immersion.
Proof. The quasi-compactness of V implies that there exists a finitely generated ideal I of A such that Spec (A/I) = X − V . The composition (Spec A/I) ∩ U −→ Spec A/I −→ Spec A is a finitely presented immersion whose image is U ∩ (X − V ). Lemma 3.6. Let Y be a quasi-compact and quasi-separated scheme and E ⊆ Y a constructible subset. If E = j∈J E j is union of constructible subsets of Y then there exists J ′ ⊆ J finite such that E = j∈J ′ E j .
Proof. We use the theory of spectral spaces (see [8, Tag 08YF]). A quasi-compact and quasi-separated scheme is a spectral space. Any spectral space endowed with the coarsest topology in which its constructible subsets are both open and closed is quasi-compact. With respect to this topology, E is a closed subset of Y , hence quasi-compact and E = ∪ j∈J E j is an open covering. This implies the assertion. Corollary 3.7. Let {f j : Z j −→ Y } j∈J be a collection of locally finitely presented and quasi-compact maps such that the image of j∈J Z j −→ Y is locally constructible. If V ⊆ Y is a quasi-compact and quasi-separated open subset of Y (e.g. affine) then there exists a finite subset J ′ ⊆ J such that
Proof. If E = Im( j∈J Z j −→ Y ) then the right hand side of the above equation 
is the one desired in the second assertion. The third assertion is then the case E = Y . For a general scheme Y , we take an affine covering {Y i } i of Y and a finitely presented monomorphism j Z ij −→ Y i with image E ∩Y i and such that Z ij −→ Y i is an affine and finitely presented immersion. It is clear that i,j Z ij −→ Y satisfies the requests. Given a subset E of an S-scheme X we define E F ⊆ X F by
Conversely given a subfunctor G ⊆ X F we can define the subset |G| ⊆ |X| of the points image of a map (Spec K −→ X) ∈ G(K). Clearly |E F | = E for all E ⊆ X. We also have G ⊆ |G| F with an equality if: for all x ∈ X(K) and
Notice that (−) F preserves fiber products of functors (Sch ′ /S) op −→ Set. If X, Y are two schemes over S then the functor associated with the S-scheme X × S Y is the product of the functors associated with the S-schemes X and Y . Alternatively 
Since P -morphisms are stable by composition we define P-Sch/S as the category whose objects are S-schemes and whose maps are P-morphisms over S. An S P-scheme means an S scheme regarded as an object of P-Sch/S. If X, Y are S P-schemes we denote by Hom P S (X, Y ) ⊆ Hom(X F , Y F ) the set of P-morphisms from X to Y .
If X : (Sch ′ /S) op −→ Set is a functor we define X P : (Sch ′ /S) op −→ Set as follows:
There exists a natural functor Sch/S −→ P-Sch/S sending an S-scheme to itself and a morphism to the induced P-morphism. Notice moreover that a P -morphism of schemes Y −→ X, more generally a functor Y F −→ X F , induces a map on the sets of points |Y | −→ |X| which in general is not continuous. Remark 4.3. We coined the terms, P-morphism and P-scheme, to connote "perfect" (in the sense that Frobenius maps are isomorphisms) and piecewise. (1) The functor X P : (Sch ′ /S) op −→ Set extends naturally to a functor (P-Sch/S) op −→ Set. (2) There is a canonical morphism X −→ X P and X F −→ (X P ) F is an isomorphism. Moreover X P −→ (X P ) P is an isomorphism.
we obtain a map
and this map is injective. If X is an S-scheme its image is Hom P S (X, Y ). (5) If Y : (Sch ′ /S) op −→ Set is another functor then a map X −→ Y P factors uniquely through a map X P −→ Y P . In other words the map X −→ X P induces a bijection
In particular if X is an S-scheme then
Set is a sheaf in the Zariski topology and X is an Sscheme then
In particular the restriction
is an isomorphism. (7) If U is a reduced S-scheme and X is a scheme the map X(U ) −→ X P (U ) is injective .
Proof. 1) Easy.
2) The map X F −→ (X P ) F is surjective because non empty schemes locally of finite type over an algebraically closed field have a section. The injectivity follows evaluating functors in the identities of fields. The last statement follows easily from the definitions.
3) By definition of P-morphism and X P we can replace Y by a sur covering and assume that f : Y F −→ X F is induced by a mapf : Y −→ X. In this case Yf − −→ X −→ X P is exactly f and taking (−) F the conclusion follows.
4)
In the first claim one can replace X by a scheme in Sch ′ /S, in which case the result follows easily from 3). Assume now that X is an S-scheme. If X ∈ Sch ′ /S the result is again clear by 3). Let's consider the general case. An element f : X F −→ Y F in the image is Zariski locally a P -morphism and therefore it belongs to Hom P S (X, Y ). Conversely given f ∈ Hom P S (X, Y ), for all a : T −→ X with T ∈ Sch ′ /S, f • a F is induced by a unique map T −→ Y P . This defines a functor X −→ Y P inducing F . 5) Given a map φ : X −→ Y P it is easy to see that the unique extension φ P : X P −→ Y P is defined as follows. Given a : U −→ X P one defines
6) It is enough to note that from the sheaf condition on Y it follows that the map
It is easy to see that the base change h : W −→ U of the diagonal X −→ X × S X along (a, b) : U −→ X × S X is a universally bijective immersion. Since h has closed image it is a closed immersion and an homeomorphism. Since U is reduced it is an isomorphism. Lemma 4.5. Let Y be a scheme over S and X a scheme locally of finite presentation and quasi-separated over S. Given a natural transformation f : Y F −→ X F they are equivalent:
(1) there exist a luin covering g : Z −→ Y over S and a map f ′ : Z −→ X over S such that the diagram (4.1) is commutative;
Proof. (1) ⇒ (2) Follows by definition.
(2) ⇒ (3) This is a local statement so that we can assume that Y is affine. Let 
By Chevalley's theorem it is therefore enough to show that Γ f ′ is locally constructible in Z × S X. But X −→ S and therefore Z × S X −→ Z are locally of finite presentation and quasi-separated. Therefore a section Z −→ Z × S X is quasi-compact and locally of finite presentation. Chevalley's theorem again shows that Γ f ′ is locally constructible.
(3) ⇒ (1) By definition of luin coverings the statement is local in Y , so that we can assume Y affine. By 3.6 there are locally finitely presented immersions
is a map between affine schemes it is therefore finitely presented. By 3.7 it is therefore a sur covering. Notice that we have
This shows that Z −→ Y is a luin covering and, considering the composition Z −→ Y × S X −→ X, we also get the commutativity of the diagram (4.1).
If f is an isomorphism in P-Sch/S then it is an isomorphism as natural transformation. The converse holds if Y and X are locally finitely presented and quasi-separated over S.
Proof. The first statement is clear. For the second, by 4. (1) The functor X P : (Sch ′ /S) op −→ Set is a sheaf in the sur topology.
(2) If the diagonal of X is representable and of finite presentation then X −→ X P is a sheafification morphism for the sur topology. (3) If X is a scheme locally of finite presentation and quasi-separated over S then X −→ X P is a sheafification morphism for the luin topology.
are surjective for all algebraically closed fields, it is easy to see that X is sheaf in the sur topology. Moreover X P ⊆ X is a subfunctor. By definition of X P we see that if an object of X is sur locally in X P then it belongs to X P . This implies that X P is a subsheaf of X.
2) The map X −→ X P is by definition an epimorphism in the sur topology. We need to check that if a, b ∈ X(U ) became equal in X P (U ) then they are sur locally equal. In particular we can assume U affine.
Since W is a quasi-compact algebraic space there exists an étale atlas V −→ W from an affine scheme. The resulting map V −→ U is affine, finitely presented, surjective and therefore a sur covering.
3) Now assume that X is a scheme locally of finite presentation and quasiseparated over S. By 4.5 it follows that X −→ X P is an epimorphism in the luin topology. As before we need to check that if a, b ∈ X(U ) became equal in X P (U ) then they are luin locally equal. By the same argument above we see that they are equal after a map W −→ U which is locally of finite presentation, quasi-compact and universally bijective. The difference now is that W is a scheme and therefore W −→ U is a luin covering. Proof. For an S-scheme X, the functor X P is a sur sheaf from Lemma 4.8. From Proposition 4.4 (5), for S-schemes X and Y , we have a natural bijection
, which proves the corollary.
P-moduli spaces.
Definition 4.10. Let F : (Sch ′ /S) op −→ Set be a functor. A P-moduli space of F is an S-scheme X together with a morphism π : F −→ X P such that (1) π is geometrically bijective, that is the induced map π F : F F −→ (X P ) F is an isomorphism; (2) π is universal, that is for any morphism g : F −→ Y P where Y is a scheme over S, there exists a unique S-morphism f :
If this is the case, we also call the morphism π a P-moduli space. It is clear that if exists, a P -moduli space is unique up to unique P-isomorphism.
If φ is also an epimorphism in the sur topology then φ P : F P −→ G P is an isomorphism.
In particular a geometrically bijective morphism of S-schemes which is a sur covering (e.g. it is quasi-compact and locally of finite presentation) is a P -isomorphism.
Proof. The first claim follows from 4.4, 4) and 5). For the last one it is enough to recall that F P and G P are sheaves in the sur topology.
Remark 4.12. Let π : F −→ X P be a universally bijective map, so that, by 4.11, π P : F P −→ X P is a monomorphism. Then π is a P-moduli space if and only if for
In particular F −→ X P is a P-moduli space if and only if F P −→ X P is a P -moduli space and vice versa.
A strong P -moduli space is also unique up to unique P-isomorphism. From Remark 4.12 it follows that a strong P-moduli space is a P-moduli space.
Proposition 4.14. Let F : (Sch ′ /S) op −→ Set be a functor, X an S-scheme and π : F −→ X P be a morphism. Then π is an epimorphism in the sur topology if and only if there is a commutative diagram
where g is a sur covering. The map π : F −→ X P is a strong P-moduli space if and only if it is universally bijective and an epimorphism in the sur topology.
Proof. The first statement follows from the fact that X −→ X P is an epimorphism in the sur topology. The second one from 4.11.
Remark 4.15. From the point of view of moduli theory a more natural definition of P-moduli space would have been to admits S-algebraic spaces in the above definitions. Since a quasi-separated algebraic space has a dense open subset which is a scheme, it follows that for a finite dimensional quasi-separated algebraic space Y there exists a universally bijective map X 1 ⊔ · · · ⊔ X n −→ Y in which all X i are schemes and all maps X i −→ Y are immersions. In particular such a Y always has a strong P-moduli space. So in concrete cases there is no need to use algebraic spaces and also this let us avoid to deal with locally constructible subsets of algebraic spaces. Definition 4.16. By a geometric property Q for a functor F : (Sch ′ /S) op −→ Set, we mean a subfunctor Q of F F with the following property: for all maps a : K −→ K ′ in ACF/S and all x ∈ F (K), if x is mapped by F (K) −→ F (K ′ ) to an element of Q(K ′ ) then x ∈ Q(K). Given a geometric property Q of F we define the subpresheaf
A locally constructible property for F is a geometric property Q for F satisfying the following condition: for every S-scheme V and every element A ∈ F (V ) the set
|Q| is a bijection between the set of locally constructible properties of the functor X and the set of locally constructible subsets of X. Its inverse is given by E −→ E F (see 4.1).
Proposition 4.18. Let X be an S-scheme and Q be a locally constructible subset of X. Let also Q = Q i −→ X be a universally injective map with image Q and where the maps Q i −→ X are finitely presented immersions. Then the map
of finite presentation and therefore, by 3.8, a luin covering. By 4.11 we get the result.
Lemma 4.20. Let F , G : (Sch ′ /S) op −→ Set be functors, Q be a geometric property for G and φ : F P −→ G P be an epimorphism. If φ −1 F (Q) ⊆ F F is locally constructible for F then Q is locally constructible for G. In particular F and F P have the same locally constructible properties.
Proof. Let A ∈ G(V ). We have to show that C Q A ⊆ |V | is locally constructible (see 4.16). In particular we can assume that V is affine. Since φ is an epimorphism there is a commutative diagram
Proposition 4.21. Let F : (Sch ′ /S) op −→ Set be a functor and Q be a locally constructible property for F . If F has a strong P-moduli space X which is quasiseparated and admits a locally finite and affine open covering then F Q has a strong P-moduli space Y which is a disjoint union of affine schemes. If moreover X is locally of finite presentation over S so is Y .
Proof. By 4.19 and 4.20 we can assume that F = X. The result follows from 3.12 and 4.18.
Remark 4.22. Let X be a locally Noetherian scheme and U n be an increasing sequence of open subsets of X such that U n+1 contains the generic points of X \ U n . Then X = n U n . Indeed if p ∈ X is a point, φ : Spec (O X,p ) −→ X the structure map and C ⊆ X is a closed subset then the generic points of φ −1 (C) are the generic points of C contained in Im(φ). In particular one can assume that X has finite dimension, in which case an induction on the dimension prove the claim.
Lemma 4.23. Let X be a locally Noetherian scheme. Then there are finitely presented immersions U i −→ X with U i affine and irreducible such that the map φ :
is surjective, quasi-compact and a monomorphism. In particular it is universally bijective and a P -isomorphism.
Proof. The last claim follows from 4.11. Given a locally Noetherian scheme X and a generic point ξ choose an open affine subset X ξ of X which is irreducible and contains ξ (which will be its generic point). Notice that if ξ and η are two generic points of X then
is open and Z(X) is closed. The latter will be though of as a closed subscheme with reduced structure. Since X is locally Noetherian the map Z(X) −→ X is a closed immersion of finite type. By induction set V n+1 (X) = V (Z n (X)), Z n+1 (X) = Z(Z n (X)), V 0 (X) = ∅ and Z 0 (X) = X. By construction all maps Z n (X) −→ X are closed immersion of finite type and V n (X) −→ X are immersion of finite type. Moreover
as sets. In conclusion the map n V n (X) −→ X is a monomorphism by construction and it is surjective by 4.22. It remains to show that it is quasi-compact. So let U ⊆ X be a quasi-compact open subset. Since the union of (X \ Z n (X)) ∩ U covers U , the previous sequence must stabilize. Moreover since Z n (X) ∩ U is quasi-compact and Noetherian, it follows that V n+1 (X) ∩ U is a finite disjoint union of its irreducible components. This ends the proof. 
where (−) denotes the corresponding ind-coarse moduli space, which is universally bijective and an epimorphism in the sur topology, so that i Y i is a strong P-moduli space for Z. Moreover the functor of isomorphism classes of Z, its Zariski, étale and fppf sheafifications all have the same strong P-moduli space of Z.
It is easy to see that Z n ∐ U n+1 −→ Z n+1 is universally bijective. Since Z is the limit of the Z n the induced map n U n −→ Z is geometrically bijective and an epimorphism in the sur topology. Each U n is an algebraic space of finite type over k. By 4.11 and 4.15 the first part of the statement follows. Now denote by F the functor of isomorphism classes of Z and by F sh its sheafification for some of the topologies in the statement or F itself. The map F sh −→ Z is universally bijective. It is also an epimorphism in the sur topology: a map V −→ Z from a scheme factors Zariski locally through Z n , sur locally through Z n and therefore through F sh . From 4.11 we conclude that (F sh ) P ≃ Z P .
P-schemes locally of finite type over a locally Noetherian scheme.
We fix a locally Noetherian scheme S as base. 
Proof. By 4.23 we can assume that S is affine and that X and Y are disjoint unions of affine schemes. In particular X and Y are separated over S. The first statement follows from 3.13 and 4.5, the second from 4.7. 28. Let X be a locally Noetherian scheme and C ⊆ X be a locally constructible subset. Then there exists a monomorphism Z −→ X of finite type with image C. Moreover if Z ′ −→ X is another map which is universally injective, locally of finite type and has image C then Z ′ and Z are P -isomorphic over X.
Proof. The existence follows from 3.12 and 4.23. For the last statement notice that the projections Z × X Z ′ ⇒ Z, Z ′ are P-isomorphisms thanks to 4.26.
Definition 4.29. In the situation of Lemma 4.28 we will say that a scheme is P-isomorphic to C if it is P-isomorphic to Z. Definition 4.31. Let X be an S-scheme. A P-automorphism of X means a Pmorphism f : X −→ X which is invertible, that is, there exists a P-morphism
is the group of P-automorphisms of X.
When we are given a P-action of a group G on a scheme X, a geometric Pquotient is a P-morphism π : X −→ W of S-schemes such that:
(1) the map π is G-invariant, that is, for every g ∈ G, π • g = π,
(2) the map π is universal among G-invariant P-morphisms, that is, if π ′ : X −→ W ′ is another G-invariant P-morphism of S-schemes, then there exists a unique P-morphism h :
for each algebraically closed field K over S, the map X(K)/G −→ W (K)
is bijective. A P-morphism π : X −→ W of S-schemes is a strong P-quotient if it is G-invariant and the induced map X P /G −→ W P is a strong P-moduli space, where X P /G is the functor U −→ X P (U )/G. Hom P S (X, Y ) ≃ Hom S (X P , Y P ) by 4.4, 5). In particular a P -action of G on X is just an action of G on X P , while a G-invariant map X −→ W is a G-invariant map X P −→ W P , that is a map X P /G −→ W P . Moreover it follow easily that X −→ W is a geometric P -quotient (resp. strong P -quotient) if and only if X P /G −→ W P is a P -moduli space (resp. a strong P -moduli space). Proposition 4.33. Let X be an S-scheme with a P -action of G and X −→ W be a G-invariant P -morphism over S such that X(K)/G −→ W (K) are bijective for all algebraically closed fields K over S. If X −→ W is an epimorphism in the sur topology then X −→ W is a strong P -quotient. This is the case, for example, if X −→ W is a locally of finite presentation map of S-schemes.
Proof. Set F = X P /G. By hypothesis the map F −→ W P is geometrically bijective, that is, by 4.11, the map F P −→ W P is a monomorphism. The previous map is an isomorphism, that is X −→ W is a strong P -quotient, if and only if F −→ W P is an epimorphism in the sur topology. This is true if X −→ W is an epimorphism as well. Notice that X −→ W is surjective because the map X(K) −→ X(K)/G −→ W (K) is so for all algebraically closed fields K over S. Therefore if X −→ W is locally of finite presentation then this map is a sur covering.
Corollary 4.34. Let X be an S-scheme with an (usual) action of G. If X −→ W is a G-invariant map of S-schemes, it is locally of finite presentation and X(K)/G −→ W (K) is an isomorphism for all algebraically closed fields K, then it is also a strong P -quotient. In other words geometric quotients are strong Pquotients. Proof. Since u is locally of finite type we have that f :
In particular we can assume that f is a induced by a map of schemes. In this case we obtain a map X × Y Z −→ X which is locally of finite presentation and, by hypothesis, surjective. Thus it is a sur covering of X and the map X Proof. Notice that the condition dim(X \ U ) < dim X just means that U meets the irreducible components of X of maximal dimension dim X. From 4.26, there exists a universally bijective map Z g −→ U of finite type such that Z g −→ U g − −→ X is induced by a scheme morphism. Taking the fiber products of the Z g over U we can find a common map h :
We first show that G permutes the generic points of the irreducible components of X of dimension d = dim X. If ξ is a generic point of such a component, then ξ ∈ U , g(ξ) = h g (h −1 (ξ)) and using 4.30, it follows that d = dim {ξ} = dim {g(ξ)}.
Since dim X = d we can also conclude that g(ξ) is a generic point.
The maps h g : Z −→ X are quasi-compact, quasi-separated and universally injective. By [8, Tag 02NW] there exists an open dense subset W of U such that
, which is open in W and set V ′ := h −1 (V ) −→ V , which is a finite universal homeomorphism. Notice that V contains the generic points of the irreducible components of maximal dimen-
Since this map is a restriction of the finite and universally injective map h −1 g (W ) −→ W , we can conclude that h g : V ′ −→ V is a finite universal homeomorphism.
We now modify V ′ in order to define an action on it. Notice that if W is an open subset of V with dim(X \ W ) < dim X, by discussion above it always contains a G-invariant open with the same property and we can always replace V by it. Moreover we can always assume X = V . In conclusion we can shrink as much as we want around the generic points of X of maximal dimension. In particular we can assume that V = X and V ′ are a disjoint union of affine integral varieties of the same dimension.
Let G(X) the generic points of X and for ξ ∈ G(X) let η ξ the generic point of V ′ mapping to ξ. For all ξ ∈ G(X) set also K ξ for the perfect closure of k(ξ). Recall that if L/k(ξ) is a purely inseparable extension then there exists a unique k(ξ) linear map L −→ K ξ . Since V ′ −→ X is a finite universal homeomorphism it follows that k(ξ) −→ k(η ξ ) is finite and purely inseparable. So we can assume k(η ξ ) ⊆ K ξ . We have that G permutes G(X) and, since h g : V ′ −→ X is a finite universal homeomorphism, it also induces a finite purely inseparable extension k(g(ξ)) −→ k(η ξ ). In particular there exists a unique map φ g,ξ making the following diagram commutative:
We claim that the two maps φ ab,ξ , φ a,b(ξ) • φ b,ξ : K ξ −→ K ab(ξ) are the same map. Let α, β : Spec K ab(ξ) −→ Spec K ξ be the corresponding maps. By hypothesis they coincide as P -morphisms if composed by Spec K ξ −→ X. If K is an algebraic closure of K ab(ξ) then the two maps
coincide. Using the usual properties of purely inseparable extensions and the perfect closure we can conclude that α = β. In particular all maps φ g,ξ are isomorphisms. If we setK ξ as the composite of all extensions φ −1 g,ξ (k(η g(ξ) )) it follows thatK ξ /k(η ξ ) is finite and purely inseparable and φ g,ξ restricts to an isomorphismK ξ −→K g(ξ) . If V ′ ξ is the irreducible component of η ξ we can find an open dense U ξ and a finite universal homeomorphism U ′ −→ U ξ with U ′ integral and fraction fieldK ξ . Shrinking X we can assume k(η ξ ) =K ξ . The map φ g −1 ,g(ξ) yield a generic map
and shrinking again X we can assume it is defined everywhere and, more generally, that it defines an action of G on V ′ .
− −→ X coincide in the generic points and therefore they are generically the same because V ′ is reduced. Again shrinking X we can assume they coincide. But this exactly means that the P -action of G on V ′ obtained conjugating the P -isomorphism V ′ −→ X it is induced by the action ψ * of G on Y . Proof. From 4.23 and 4.35 we can assume X = X q where the X q are integral schemes of finite type over k. From 4.26, there exists a universally bijective map φ : Z g −→ X of finite type such that Z g −→ X g − −→ X is induced by a scheme morphism h g : Z g −→ X. Taking the fiber products of the Z g over X we can find a common map φ : Z −→ X. Since g(X q ) = h g (φ −1 (X q )), this is a locally constructible set of X. Moreover since X q is quasi-compact and φ is of finite type, g(X q ) is contained in a quasi-compact open of X. In particular Z q = g g(X q ) is a locally constructible subset of X contained in a quasi-open compact subset. Moreover it is G-invariant. We use the notation in 3.11 with I the index set of the Z q . Let q ∈ I and consider indexes Z q ⊆ X q1 ⊔· · ·⊔X q l . We claim that Z q ∩Z q ′ = ∅ implies that q ′ = q i for some i. From this and 3.11 it will follow that, for J ⊆ I finite, Z J is locally constructible and
For all J finite we therefore have a monomorphism Y J −→ X of finite type onto Z J . Since Z J is contained in a quasi-compact open of X it follows that Y J is quasicompact, that is of finite type. By construction the Z J are G-invariant and, by 4.35, we can lift the G-action on X to a G-action on Y J .
The argument above shows that we can replace X by a scheme of finite type. We can also assume X reduced and, by 4.23, also separated. Consider the open V and the map h : V ′ −→ V obtained from 4.36. By a dimension argument and an induction on dim X we can assume V = X and that G has a genuine action on X inducing the P -action. Consider a dense affine open subset W of X and replacing it by g g(W ) so that it is also G-invariant. Again since dim(X \ W ) < dim X we can assume X = W and we are done. Theorem 4.38. Let X be a scheme (locally) of finite type over a field k endowed with a P-action of a finite group G. Then X has a strong P-quotient X −→ Y with Y (locally) of finite type over k. Moreover if X is P-isomorphic to a countable disjoint union of affine k-varieties then so is the strong P-quotient Y .
Proof. Notice that if U = n∈N U n is P-isomorphic to V = i∈I V i where V i and U n are schemes of finite type over k with V i = ∅ then I is at most countable. Indeed there exist universally bijective maps of finite type φ : Z −→ U and ψ : Z −→ V thanks to 4.27. Thus one can assume Z = U = V and notice that the sets {i ∈ I | U n ∩ V i = ∅} are finite and cover I. Thanks to the previous observation and by 4 .37 we can assume X = Spec A affine and that the P -action of G on X is actually an action. Then X −→ X/G = Spec (A G ) is a geometric quotient and A G is of finite type over k. By 4.34 the map X −→ X/G is a strong P -quotient.
Motivic integration on schemes locally of finite type
In this section we construct a modified Grothendieck ring using the theory of P-schemes. Recall that a P-morphism X −→ Y of schemes induces a map |X| −→ |Y | on the set of points.
Definition 5.3. Let X be a scheme locally of finite type over k, l ∈ Z \ {0} and f : X −→ 1 l Z be a function, that is a map of sets from the set of points |X| of X to 1 l Z. The map f is called • locally constructible if for all n ∈ 1 l Z the subset f −1 (n) ⊆ X is locally constructible in X;
• integrable if there are non-empty schemes {X i } i∈I of finite type over k and a P-isomorphism φ : i X i −→ X such that f • φ is constant on all X i and, for all n ∈ Z, there are at most finitely many i ∈ I such that
When f is locally constructible, we define the integral X L f ∈M mod,l k ∪ {∞} as follows. If f is integrable,
Notice that, if we follow the usual convention that dim ∅ = −∞, in the definition of integrability and of integrals we don't have to assume that the schemes X i are non empty.
The following lemma shows that the notion of integrability and the integral itself do not depend on the choice of the k-schemes X i . (2) Let {Y j } j∈J be non-empty schemes of finite type over k and φ : Y = j Y j −→ X be a P-isomorphism such that f • φ is constant on all Y j . If f is integrable, then for each n ∈ 1 l Z, there are at most finitely many j ∈ J such that dim Y j + f (Y j ) > n and
Proof. 1). Let β : Z −→ Y be a universally bijective map of finite type such that
The conclusion follows from the equalities
where in the last one we assume the surjectivity of φ.
2). Following the notation of definition 5.3 we can assume X = i X i . By 4.27 there exist a scheme Z and universally bijective maps of finite type α :
In particular α −1 (X i ) and β −1 (Y j ) are of finite type and those maps preserve dimension thanks to 4.30. We can therefore assume Z = X = Y . Set
Given j ∈ J take a generic point η j ∈ Y j with dim {η j } = dim Y j and let s j ∈ I be such that X sj contains the point η j . We have f (X sj ) = f (Y j ) and, by 4.30, dim Y j ≤ dim X sj . In particular s : J −→ I maps J n into I n and, in order to show that J n is finite, it is enough to show that s has finite fibers. The result follows from
and the fact that s j = i implies that X i ∩ Y j = ∅. For the last equality, it is enough to use the (finite) sums
Definition 5.5. Let F : Sch ′ /k −→ Set be a functor with a scheme locally of finite type X as strong P-moduli space. A function f :
We define constructibility and integrability for f : F −→ 1 l Z as the ones for f : X −→ 1 l Z. Moreover we set F L f = X L f . If Y is a scheme locally of finite type over k and C ⊆ Y a locally constructible subset a function f : C −→ 1 l Z is just a function of sets |C| −→ 1 l Z. We define constructibility and integrability for f : C −→ 1 l Z as the ones for f :
Notice that, by 4.18, in the above definition the second definition is a particular case of the previous one.
Proposition 5.6. Let f : X −→ 1 l Z be a function from a scheme locally of finite type over k. Then f is integrable if and only if the following three conditions are satisfied: (1) f is bounded above, (2) for all n ∈ 1 l Z the set f −1 (n) is locally constructible and P-isomorphic to a scheme of finite type over k and (3)
where we use the usual convention dim ∅ = −∞.
Proof. In both cases we can assume X = i X i with f constant on all X i and X i of finite type and non-empty. If f is integrable then
is finite, that is f −1 (n) is P-isomorphic to a scheme of finite type. We can therefore assume X = n∈ 1 l Z X n with X n = f −1 (n) (and allowing X n = ∅). By 5.4 integrability means that the sets I m = {n ∈ 1 l Z | n − dim X −n < m} are finite. The limit in the statement means that all I m are bounded above. Finally if f is bounded above then all I m are bounded below. Conversely if I 0 is bounded below then f is bounded above.
Remark 5.7. If we are given a continuous ring homomorphismM mod,l k −→ R of complete topological rings and continue to denote the image of L in R by L, then we can similarly define integrals in R ∪ {∞}. Of course, these integrals coincide with the images of the corresponding integrals defined inM mod,l k ∪ {∞}.
Some results on power series rings
We collect in this section various results and notations about power series rings. 
Proof. This follows from 
Remark 6.3. If N is an R((t))-module then by 6.1 we have
In particular if M is an R[[t]]-module and S an R-algebra then we have identifications 
The lemma follows. Lemma 6.5. Let R be a ring, S be an R-algebra and consider the map
The image of ω S/R is the subring of S[[t]] of series s n t n such that there exists a finitely generated R submodule M ⊆ S with s n ∈ M for all n ∈ N.
If any finitely generated R submodule of S is contained in a finitely presented R submodule of S then ω S/R is injective.
Proof. The claim about the image of ω S/R is easy.
Given Since two functors R[[t]]⊗ R − and −[[t]] are right exact and ω M/R is an isomorphism if M is a free R-module of finite rank, we can conclude that ω M/R is an isomorphism if M is a finitely presented R-module. Let P be the set of finitely presented R submodules of S. By hypothesis this is a filtered set. Passing to the limit we see that the map
is injective.
Remark 6.6. By 6.5 if S is a finite and finitely presented R-algebra then
is an isomorphism. . In order to show that φ is an isomorphism it is enough to show that all φ n are isomorphisms. Since φ n is a map between free R-modules of the same rank, it is enough to show that φ n is surjective. By Nakayama's lemma we can assume n = 1, where the result is clear.
Using that φ is an isomorphism it is easy to conclude that the map R
] is an isomorphism. Since t = s k g we also have R[[s]] t = R((s)), so that also the last isomorphism holds.
is an isomorphism of R((t))-algebras then, up to modding out R by finitely many nilpotents, we have that
Notice moreover that R[[s i ]] t = R((s i )). Set σ(s 1 ) = m∈Z σ m s m 2 ∈ R((s 2 )). If R is a field, so that R[[s i ]] is integrally closed in R((s i )) with maximal ideal (s i ), one can easily see that σ(s 1 ) ∈ s 2 R[[s 2 ]] * . This means that all the σ m for m ≤ 0 lie in all the prime ideals, that is they are nilpotent, and no prime ideal contains σ 1 , that is σ 1 is invertible. Modding out finitely many nonzero σ m with m ≤ 0 (there are at most finitely many of them), we can assume that σ(s 1 ) = us 2 as in the statement. ], t −→ s k ζ and assume that R((s)) has a structure of G-torsor over R((t)), where G is a finite group. Then k = |G| and, up to modding out R by finitely many nilpotents, we have that:
(1) for all g ∈ G we have that g(R 
Since R((s))/R((s)) H is an H-torsor the R((s)) H -module R((s)) is projective of rank |H| and generated by 1, s, . . . , s |H|−1 , which is therefore a R((s)) H -basis. Let
and write
Since we also have x i ∈ R((s)) H and the writing is unique we conclude that x 1 = · · · = x |H|−1 = 0 and x = x 0 in R((s)) H . 
Looking at the first non vanishing coefficient we conclude that b|H| = |G| and that q is invertible. Lemma 6.10. If {U i } i is a Zariski covering of Spec R((t)) for some ring R then there exists a ubi covering {Spec R j −→ Spec R} j such that Spec R j ((t)) −→ Spec R((t)) factors through some of the U i .
Proof. We can assume U i = Spec R((t)) si for s 1 , . . . , s n ∈ R[[t]] such that (s 1 , . . . , s n ) = R((t)). This means there exist a 1 , . . . , a n ∈ R[[t]] and r ∈ N such that a 1 s 1 + · · · + a n s n = t r .
If we write s i = j s i,j t j we can conclude that (s i,j | j ≤ r) = R. For the finite set S of nonzero s i,j with j ≤ r, we let V s = Spec R s , then define V • J = Spec R J for each subset J ⊂ S. We can give scheme structures to V • J 's such that the map J V • J −→ Spec R is a ubi covering and for each i, j and J, the element s i,j is either 0 or invertible in R J . For each J, there exists an index i 0 such that s i0 = t q ω with ω ∈ R J [[t]] * . In particular s i0 ∈ R J ((t)) * . This implies that the map Spec R J ((t)) −→ Spec R((t)) factors through U i0 .
Uniformization
If K is an algebraically closed field, then any finite étale K((t))-algebra A is K-isomorphic to a product of the power series field, K((u)) n , for some n ∈ N, and its integer ring O A is isomorphic to K[[u]] n . This is no longer true if we replace K with a general ring. The goal of this section is to show that this however becomes true after taking a sur covering of Spec K. Definition 7.1. Let R be a ring and A be a finite étale R((t))-algebra. We say that Proof. Let S 0 be the henselization of R[t] with respect to the ideal (t). From [2, Th. 7 and pages 588-589] or [4, Th. 5.4 .53], there exists a finite étale cover
In turn there exist an étale neighborhood R[t] −→ S 1 of (t), that is with R ≃ S 1 /tS 1 , and a finite étale cover
Since S 1 and A 1 are finitely generated over R, there exist a finitely generated subalgebra
Therefore it suffices to show that R ′ ((t)) −→ A ′ is sur locally uniformizable.
We claim that there exist a sur covering i Spec R i −→ Spec R ′ and a commutative diagram for each i,
the lower left arrow is the one induced from S 2 −→ S 2 [t −1 ] −→ A 2 , (4) the lower right arrow is a finite morphism, (5) Spec Q i is smooth over R i , (6) each connected component of (Spec Q i /tQ i ) red maps isomorphically onto
up to shrink S 2 to a smaller neighborhood of (t), √ tQ i is a principal ideal generated by some q i ∈ Q i .
Let's see how to conclude from this. The ring
] is a product of rings P 1 × · · · × P l such that the reduction of P j /tP j is Spec R i . The map R[[x]] −→ P i , x −→ q i is well defined and surjective because P i is t-adically and therefore
. Inverting the constant term of g for each factor, we get an open dense subscheme
is uniformizable. By Noetherian induction, we conclude that R i ((t)) −→ A ′ ⊗ R ′ ((t)) R i ((t)) is sur locally uniformizable. Therefore R ′ ((t)) −→ A ′ is also sur locally uniformizable and the theorem follows.
It remains to prove the claim. Note that R ′ is finitely generated over Z, in particular, a Noetherian ring of finite dimension. By 4.23, we may assume that R ′ is a domain and it is enough to show that there exists one dominant finitetype morphism Spec R i −→ Spec R ′ satisfying the above conditions. Let K be an algebraic closure of frac(R ′ ). The map Spec
is an étale finite cover of affine algebraic curves over K. Taking a partial compactification of Spec A 2 ⊗ R ′ K, we can extend this cover to a finite (not necessarily étale) cover Spec Q K −→ Spec S 2 ⊗ R ′ K with Spec Q K smooth. Let p 1 , . . . , p m : Spec K −→ Spec Q K be the points lying over the point Spec K = V (t) ֒→ Spec S 2 ⊗ R ′ K. We take a sufficiently large intermediate field L between K and frac(R ′ ) which is finite over frac(R ′ ) and such that Q K and morphisms Spec Q K −→ Spec S 2 ⊗ R ′ K and p i are all defined over L. Let R ′′ be the integral closure of R ′ in L. There exists a finite cover Spec
There exists an open dense subscheme Spec R ′′′ such that Q R ′′′ = Q R ′′ ⊗ R ′′ R ′′′ satisfies the above conditions 1 to 7.
The P-moduli space of formal torsors
Let k be a base field and G be a finite group. We prove the existence of P-moduli space of torsors over k((t)) for a fixed finite group G or the one of finite étale covers of k((t)) of fixed degree.
Definition 8.1. The functor ∆ n : (Aff /k) op −→ Set maps a ring R to the set of isomorphism classes of finite étale covers of R((t)) of constant degree n. For a morphism f : Spec S −→ Spec R of affine k-schemes the pull-back map f * : ∆ n (R) −→ ∆ n (S) sends an étale R((t))-algebra A to A⊗ R S = A ⊗ R((t)) S((t)).
We define a functor ∆ G : (Aff /k) op −→ Set mapping a ring R to the set of isomorphism classes of G-tosors over R((t)). The pullback is defined similarly to the one of ∆ n .
Since finite étale algebras correspond to S n -torsors by [10, Prop. 1.6], we have an isomorphism ∆ n ≃ ∆ Sn . Definition 8.2. We define ∆ * G to be the subfunctor of ∆ G of G-torsors R((t)) −→ A such that for all field extensions L/k, all one dimensional representations V of G L = G× k L and all R⊗ k L-algebras S the S((t))-module [(A⊗ R((t)) S((t)))⊗ L V ] GL is a vector bundle which is free fpqc locally on R. Here a vector bundle M on R((t)) is fpqc locally free on R if there exists an fpqc covering
Remark 8.3. Notation above slightly differs to the notation used in [9] , where ∆ G and ∆ * G denote the analogous fiber categories. Lemma 8.4. Suppose that G is the semidirect product H ⋊ C of a p-group H and a tame cyclic group C. Then the functor ∆ * G has a strong P-moduli space which is the disjoint union of countably many affine schemes of finite type over k.
Proof. This follows from a main result of [9] and Lemma 4.24.
Definition 8.5. For F : (Aff /k) op −→ Set and A ∈ F (V ), a geometric fiber of A is the image of A under the map F (V ) −→ F (K) associated with some geometric point Spec K −→ V . Definition 8.6. We denote by ∆ • n (resp. ∆ • G ) the subfunctor of ∆ n (resp. ∆ G ) consisting of étale R((t))-algebras A whose geometric fibers are connected: for every algebraically closed R-field K, the induced algebra A⊗ R K is a field. Lemma 8.7. The property "being connected" is locally constructible for both ∆ G and ∆ n .
Proof. From Theorem 7.3, it is enough to consider uniformizable torsors/étale maps R((t)) −→ A. For uniformizable ones, the local constructibility is obvious. • there exist finite decompositions into open subsets S = j S j and f −1 (S j ) = k V jk with the following properties: for all j, k there exists i such that V jk ⊆ U i ; the group G permutes the V jk and, for all j, G acts transitively on {V jk } k ;
• if G permutes transitively the U i and G i is the stabilizer of U i in G then U i is an G i -torsor over S.
Proof. Let T = {g(U i )} i,g∈G and, for J ⊆ T , set
so that X is the disjoint union of the T J and all U i are a disjoint union of some of the T J . Notice that G permutes the T J : given g ∈ G and J ⊆ T one has that g(
if s = f (x) = f (y) with x ∈ T J and y ∈ T J ′ then there exists g ∈ G such that g(x) = y ∈ g(T J ) ∩ T J ′ , so that g(T J ) = T J ′ . Up to remove repetitions the sets f (T J ) yield the desired decomposition of S.
For the last statement one can check that U i is a G i -torsor on geometric points: the stabilizer does not change because G permutes the U i . So we can assume X = G with 1 ∈ U i . But if g ∈ U q then g ∈ g(U i ) ∩ U q implies g(U i ) = U q . Considering q = 1 we get that U i is a subgroup of G i . On the other hand if g ∈ G i then g = g · 1 ∈ g(U i ) = U i . In conclusion G i = U i , which is therefore a torsor. Theorem 8.9. Let k be a field, G a finite group and let Q be a locally constructible property for ∆ G . Then ∆ Q G (e.g. ∆ G or ∆ • G ) has a strong P-moduli space which is a countable disjoint union of affine k-varieties. This applies in particular to ∆ G and ∆ • G . If moreover G is a semidirect product of a p-group and a tame cyclic group, where p = char k (possibly 0), then ∆ * ,Q G has the same strong P -moduli space as ∆ Q G . Proof. By 4.20, 4.21 and 4.23 we just need to consider the case Q = (∆ G ) F for the existence of the strong P-moduli space. We first consider the semidirect case G = H ⋊ C, for a p-group H and a tame cyclic group C. By [9, Theorem A] and 4.24 applied to ∆ * G we obtain the claimed strong P moduli space for ∆ * G . It remains to show that ∆ * G −→ ∆ G is a sur covering. By [9, Lemma 4.28] we can assume H = 0 and, extending the base field if necessary, that C ≃ µ r . By [9, Lemma 4 .20] the claim follows from the fact that locally free B((t))-modules are free sur locally on B thanks to 6.10. From 8.4, ∆ G as well as ∆ • G have a strong P-moduli space as in the theorem. We denote the P-moduli space of ∆ • G by ∆ • G . L ′ = L with the H ′ action induced by H. But since Λ is a set of representative we obtain H ′ = H and therefore L, L ′ ∈ ∆ • H (K) are in the same orbit for the action of Aut G (H). Corollary 8.10. Theorem 8.9 holds also when G is a finite étale group scheme over k.
Proof. Let k ′ /k be a finite Galois extension with Galois group H such that G ⊗ k k ′ is a constant group. After the base change to k ′ , the functor ∆ Q G has a strong P-moduli space. This space has a P-action of H. It suffices to take the strong P-quotient, which exists from 4.38.
Local constructibility of weighting functions
In the wild McKay correspondence, there appear motivic integrals of the form ∆G L f for some weighting functions f : ∆ G −→ 1 |G| Z. In this section, we show that these functions f are locally constructible, which proves that these integrals indeed make sense.
We first recall the definitions of these functions. We fix a free k Definition 9.1. For a field extension K/k and a G-torsor A/K((t)), we define a
where
Using the above functions we define maps
We will just write v = v M and w = w M when this creates no confusion. 
is an isomorphism. In particular the number v(A) is well defined, that is finite.
]-module and therefore it is free. In order to compute its rank and prove that the map in the statement is injective we can check what happens after localizing by t. If we set R = k((t)) and N t = Q we have that the map (Q ⊗ R A) G ⊗ R A −→ Q ⊗ R A, fppf locally on R after trivializing A, become
In particular (Q ⊗ R R[G]) G ≃ Q, the corresponding map Q −→ Q ⊗ R R[G] is the coaction and the above map is an isomorphism. Lemma 9.5. Let K ′ /K/k be field extensions, A/K((t)) a G-torsor and A K ′ = A⊗ K K ′ the associated G-torsor over K ′ ((t)). Then v(A) = v(A K ′ ) and w(A) = w(A K ′ ). In particular the maps v, w : ∆ G −→ 1 |G| Z are well defined. Proof. Recall that the operations of taking invariants and flat base change commute. From 9.3 and the fact that 
Proof. Assume a G-torsor A/K((t)) is induced by an H-torsor B/K((t)). We have equalities and that all maps A r OB −→ A r K[[t]] are isomorphic to η B . It follows that dim η −1 A (o) = dim η −1 B (o). To show properties of v and w, we give slightly different descriptions of these functions. For simplicity assume that A is uniformizable and connected, that is a Galois where ord A denotes the normalized additive valuation on A, that is, the order in s. Let e 1 , . . . , e r be the standard basis of M and b 1 , . . . , b r ∈ E K the dual basis of a 1 , . . . , a r . The map M K −→ E K sends e i to j a ij b j . If Ω is the residue field of O A then (η −1 A (o)) red = Spec ( Ω[X, . . . , X r ] ( j a ij X j ) )
where a ij is the image of a ij ∈ O A in Ω. It follows that (9.2) dim η −1 A (o) = r − rank(a ij ). Definition 9.8. We say that a function f : |∆ G | −→ 1 l Z is locally constructible if the corresponding function on the P-moduli space of ∆ G is locally constructible. Theorem 9.9. The functions v, w : ∆ G −→ 1 |G| Z are locally constructible. Similarly for the restrictions of v and w to ∆ Q G for a locally constructible property Q. Proof. The second assertion is a direct consequence of the first by 8.9 and 5.4. We will prove the first assertion. If ∆ G −→ X P is the strong P-moduli space map then, by 4.14, there exists a sur covering Z −→ X with a map Z −→ ∆ G . By 5.4 it suffices to show that the restrictions v |Z , w |Z of v, w to Z are locally constructible. In turn, it suffices to show that for the restrictions on each affine open Spec B ⊂ Z of finite type over k and, by 7.3, we can also assume that the G-torsor A/B((t)) corresponding to Spec B −→ ∆ G is uniformizable. We can further assume that B is a domain and, by 6.9, 8.8 and 9.6 we may suppose that A = B((s)) is also a domain and O A = B[[s]] is G-invariant. In particular we can now apply 9.7 and assume the conclusion of this lemma. Let a 1 , . . . , a r be a B As for the function w, let a ij be the image of a ij in B and consider the matrix (a ij ) ∈ B r 2 . From equation (9.2), we need to show that the map Spec B ∋ x −→ rank(a ij ) x is constructible. The locus where this rank is less than s is the zero locus of the s × s minors of (a ij ) and is a closed subset. This completes the proof. 
