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Quadratic Forms of Skew Schur Functions 
I. P. GOULDEN 
A quadratic identity for skew Schur functions is proved combinatorially by means of a non-
intersecting path representation of skew column-strict plane partitions, for which the skew Schur 
function is a generating function. A family of expressions for the product of a pair of skew Schur 
functions as an alternating sum of products of pairs of skew Schur functions is derived algebraically 
by the Jacobi-Trudi identity. 
1. INTRODUCTION 
If A. = (.A.1, ••• , .A.m) where .A.1, ••• , Am are positive integers with ~ 1 ~ .A.2 ~ • • • ~ Am, 
then A. is a partition (of .A. 1 + · · · + .A.m) with m parts. Let Jl be a partition with at most m 
parts, where Jl; ~ A;, i = 1, ... , m, and Jlk + 1 = · · · = Jlm = 0 if Jl has k parts. A skew 
column-strict plane partition (cspp) of shape .A./Jl is an array of positive integers {p!i }, for 
j = Jl; + 1, ... , A.;, i = 1, ... , m, such that P!i ~ p!i+l• P!i > Pi+lj• whenever both 
sides of the inequalities are defined. The type of a skew cspp p is r(p) = (i1, i2 , ••• ) where 
p contains ij occurrences of j, for j = 1, 2, .... For example, 
6 6 4 3 
8 5 3 3 
9 9 4 4 
8 2 2 
7 
is a skew cspp of shape (8, 6, 5, 3, 2)/(3, 2) and type (3, 2, 3, 3, 1, 2, 1, 2, 2, 0, ... ). 
Let P(.A./Jl) be the set of skew cspps of shape .A.JJl. Denote x:1x;2 ••• by x; where x = 
(x1, x2 , ••• ) and i = (i1, i2 , ••• ). Then it is well-known (see Macdonald [5], Stanley [6]) 
that the generating function for P(A/Jl) with respect to type is the skew Schur function 
s;.1~'(x 1 , x2 , ••• ) = L x"<P>, (1) 
peP(.!/!') 
a symmetric function of x1, x2 , ••• with many remarkable properties. (If .A.; < Jl; for some 
i, then s;.1~' = 0.) Furthermore the set {s;.} of Schur functions (a skew Schur function with 
Jl = 0) over all partitions A. forms a Z-basis for the symmetric functions in x~> x2, ..•. 
Thus the product of two Schur functions s~' and s" can be expressed as a linear combination 
of the {s;.}, in which the coefficient of s;. has a nice combinatorial interpretation given by 
the Littlewood-Richardson rule. This is the same coefficient as that of s~' in the expansion 
of S;.;v· 
This paper is concerned with expansions of the product of a pair of skew Schur func-
tions as an alternating sum of products of pairs of skew Schur functions. Let e. = 
(n, n - 1, ... 1). Lascoux [4] has proved the quadratic expansion 
(2) 
and some generalizations, by means of determinantal manipulations and the Jacobi-Trudi 
identity, which states 
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S;.;l' = det (h;.1 _ I'; + ; - )m x m 
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(3) 
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where hk = :E(i1 + ;2 + ... = k)/(i1, ;2 ... ., o) x:1 x;2 • • • is the k th homogeneous, or complete, sym-
metric function. (If k < 0, then hk = 0.) 
In Section 2 of this paper we give a bijective proof of Lascoux's identity, using a 
non-intersecting path interpretation of skew cspps due to Gessel and Viennot [2]. In Section 
3 we give a family of quadratic expansions for the product of an arbitrary pair of skew 
Schur functions. One special case gives Lascoux's result. 
2. A COMBINATORIAL BIJECTION 
First, we consider a geometric representation of a skew cspp of shape A./ J1. by a set of 
mutually non-intersecting lattice paths in the plane. The lattice paths consist of horizontal 
steps (increase in the x-coordinate by 1) and vertical steps (decrease in they-coordinate 
by 1). Let P;,k = (JL; + m + k - i, oo) and Q;,k = (A.;+ m + k - i, 1), i = 1, ... , m, 
k any integer. If pis a skew cspp of shape A./JL then, for fixed k, let Dk(p) be them-tuple 
of lattice paths in which the ith path begins at P;,k> terminates at Q;,k> contains A.; - Jl.; 
horizontal steps, the j th of which occurs at y-coordinate PiJJ; + j, and the remaining steps are 
vertical. For example D3 (rx) for 
is pictured in Figure 1. 
(0,6) 
(0,3) 
(0,0) (3,0) 
4 4 2 
8 3 
7 2 
6 
(6,0) (9,0) 
FIGURE I. A path representation of a skew cspp. 
Gessel and Viennot [2] (see also Goulden and Jackson [3, pp. 322-330]) have proved that, 
for fixed k, Dk provides a bijection between skew cspps of shape A.j Jl., and m-tuples of 
mutually non-intersecting lattice paths, the ith of which begins at P;,k and terminates at Q;,k> 
i = 1, ... , m. 
For arbitrary skew cspps PI and p2 let F;,j(p1 , p2) be the diagram formed by superimpos-
ing D; (p1) with the paths represented by solid lines, upon Dj (p2), with the paths represented 
by broken lines. Let G be the set of such diagrams for all integers i, j. An element of G is 
given in Figure 2. 
ForgE G, a critical point of g is any point that is the origin of exactly one lattice path, 
or the terminus of exactly one lattice path. For example, the critical points of the diagram 
(0,3) 
(0,0) 
Skew Schur functions 
(3,0) 
--, 
I 
I 
(6,0) 
FIGURE 2. An element of G with i = 0, j = 2. 
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in Figure 2 are (0, oo ), (1, oo ), (3, oo ), ( 4, oo ), (1, 1 ), (7, I). Any critical point that is the 
origin of a solid line or the terminus of a broken line is called a starter. Other critical points 
are called finalizers. 
If (w, z) is a start~r forgE G, we define the (w, z)-alternating walk as follows. The walk 
begins at (w, z). If z = oo, then (w, z) is the origin of a solid path. Follow this path, moving 
forward, until the first point at which it meets a broken path. [If there is no such point of 
intersection, follow the solid path to its terminus and stop the (w, z)-alternating walk there.] 
From this point of intersection move backward up the broken path until the first point at 
which it meets a solid path. (If there is no such point, follow the broken path to its origin 
and stop there.) Continue, alternately moving forward on solid paths and backward on 
broken paths, until forced to stop. If z = I, then (w, z) is the terminus of a broken path. 
The (w, z)-alternating walk is constructed following the same rules as when z = oo, except 
that we begin by moving backward up the broken path whose terminus is (w, z). For 
example the ( 4, oo )-alternating walk associated with the element of G displayed in Figure 2 
is given in Figure 3. 
(0,3) 
(0,0) (3,0) 
FIGURE 3. The (4, oo)-alternating walk for the diagram displayed in Figure 2. 
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I 
• 
FIGURE 4. 1/1(4,oo)(g) for g given in Figure 2. 
From g E G with starter (w, z) we obtain t/f1w.zl (g) by replacing all of the solid portions 
of the (w, z)-alternating walk by broken lines and all of the broken portions by solid lines. 
An example is given in Figure 4. 
The most important properties of t/l(w,z) are summarized in the following result. 
LEMMA 2.1. Let (w, z) be a starter forgE G and suppose that the (w, z)-alternating walk 
ofg stops at (w', z'). !ft/lw.z)(g) = g' then 
(a) (w', z') is afinalizer for g, 
(b) g' E G, 
(c) (w', z') is a starter for g', 
(d) t/J(w',z')(g') =g. 
PRooF. (a) This follows immediately. 
(b) We first prove that the (w, z)-alternating walk exists. Since (w, z) is a starter for g, we 
only need to show that our procedure for producing such a walk does in fact terminate, with 
the walk stopping at a finalizer for g. Now the solid paths in g are mutually non-intersecting, 
as are the broken paths in g. Thus the only points at which paths intersecting, are points 
where a single broken path meets a single solid path. (Note that each path moves from left 
to right and top to bottom only.) There are two completely (edge-) disjoint routes by which 
an alternating walk can pass through such a point. Either the walk arrives at the point 
moving forward along the solid path (from 'top left') and leaves moving backward along 
the broken path (to 'top left') or the walk arrives at the point moving backward along the 
broken path (from 'bottom right') and leaves moving forward along the solid path (to 
'bottom right'). This implies that an alternating walk can pass through each portion of each 
path at most once, so no 'cycling' can occur, and it must stop eventually, at a finalizer. [Of 
course a walk may pass through an intersection point twice, but would do so once each 
along the two (edge-) disjoint routes given above.] 
Now examine what happens when g' is produced by interchanging broken and solid 
portions in the (w, z)-alternating walk of g. The points at which lines meeting' will have 
a solid line entering from top left and leaving to the bottom right, and a broken line entering 
from top left and leaving to the bottom right, just as in g itself. Furthermore there are as 
many points withy = oo lying on solid lines as there are points with y = I lying on solid 
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lines. Thus we can begin at the j th from the left of these points withy = oo and move along 
solid lines continuously until we reach the jth from the left of these points with y = l. 
These give us mutually non-intersecting paths which represent a skew cspp. Similarly we 
have a collection of broken paths representing a skew cspp. No portions of paths are unused 
since there was one vertical step at each y-coordinate for each path in g. Thus all of the 
vertical steps are covered by the paths in g', and similarly for the horizontal steps. 
(c) Follows immediately from the above argument. 
(d) The (w', z')-alternating walk for g' is simply the (w, z)-alternating walk for g, except 
that the direction is reversed and the broken and solid portions are interchanged, from the 
above argument. 
We now obtain a bijection between pairs of skew cspps by applying Lemma 2.1. 
THEOREM 2.2. There is a bijection 
P(e.+ 1/(I)) x P(e.- 1)..:::::. P(e.) x P(e.) 0 P(e.+ 1) x P(e.- 1/(I)): 
(p,, P2) t-+ (p;, P2) 
in which r(p1) + r(p2 ) = r(p;) + r(p2), where e. = (n, n - I, ... , I). 
PRooF. For arbitrary (p1, p2) E P(e. + 1 /(I)) x P(e. _ 1) let g = F0,2(p1, P2) and con-
sider 1/J(n + I,oo) (g) = g'. We prove that g' = F0•2 (p;, p2) where (p;, p2) is an arbitrary 
element of P(e.) x P(e.) 0 P(e. +,) x P(e. _ ./(1)). 
Now the starters for g are (n + I, oo ), (1, oo ), (0, oo) and the finalizers are (n, oo ), 
(2n + 1, 1), (I, 1). The (n + I, oo)-alternating walking cannot stop at (1, l) since the 
solid path from (0, oo) to (1, 1) does not intersect any other path. [The left-most broken 
path has origin (2, oo ).] Thus from Lemma 2.1 (a) the (n + 1, oo )-alternating walk in g 
stops at either (i) (2n + 1, 1) or (ii) (n, oo ). 
In case (i), g' = F0,2 (p;, p2) where (p;, p2) E P(e.) x P(e.); in case (ii) g' = Fo.2 (p;, p2) 
where (p;, p2) E P(en+ 1) x P(e.- 1/(1)). This follows from Lemma 2.I (b). Cases (i) and 
(ii) are illustrated in Figures 4 and 5, respectively. 
Figure 4 demonstrates that from 
(0,0) 
4 4 2 
8 3 5 5 
7 2 
6 
I 
I 
I 
I 
I 
L--
(3,0) 
3 
we obtain (p;, p;) ~ (: 
tj/ 
-
(0,0) (3,0) 
FIGURE 5. An example of case (ii) of Theorem 2.2. 
5 4 5 4 2) 3 
' 3 
2 
y 
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and Figure 5 demonstrates that from 
3 2 2 5 3 2 2 
6 2 5 4 2 
(P~> P2) = we obtain (p;, P2) = 
' 6 3 4 3 
2 2 
The construction is reversible, from Lemma 2.1 (d), by applying, respectively, I/J(2n+ 1• 1> 
and 1/J(n,co)· Thus we have a bijection. 
Finally r(p1) + r(p2 ) = r(p;) + r(p2) follows since both sides give the distribution of 
horizontal steps in the diagrams according to they-coordinates at which they occur. This 
is unchanged by applying 1/J<n + 1, co), though a number of horizontal steps switch from solid 
to broken or broken to solid. 
This immediately yields Lascoux's [4] identity (2) for skew Schur functions. 
COROLLARY 2.3. /f(!n = (n, n- 1, ... , 1), thenfor n ~ 2, 
PRooF. This follows immediately from Theorem 2.2 and equation (1). 
3. DETERMINANTAL EXPANSIONS 
For a= (a1, ••. , am), b = (b1, ••• , bm), where a1, ... , am, b1, ... , bm are non-
negative integers, let M(a; b) be the m x m matrix whose (i, j)-entry is the complete 
symmetric function ha; _ br; + j. The most general results we can obtain express the 
product of an arbitrary pair of skew Schur functions as an alternating sum of products of 
pairs of determinants of M's. 
THEOREM 3.1. Let a = (a1 , ••• , a.) and p = (P1, ••• , P.) be partitions with at most n 
parts and let A. = (A.1, ... , A.m) and J.l = (J.l1, ..• , J.lm) be partitions with at most m parts. 
Then, for any non-negative integer t, 
(a) 
·det {M(a1 + t, A.; Pj + t- j + 1, J.l)} 
m 
+ L (-IY det {M(A.;- t- i, a2 , ••• , a.; P)} 
i=l 
(b) 
• det {M(aj + t - j + I, A.; P1 + t, J.l)} 
m 
+ L (-1); det {M(a; J.l;- t- i, P2 , ••• , P.)} 
i= I 
• det {M(A.; P1 + t + 1, J.l1 + 1, ... , J.li-1 + 1, J.li+ 1, ... , J.lm)}. 
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PRooF. (a) Let C be the (m + I) x (m + I) matrix with (i,j)-entry cij, 
i, j = 0, ... , m, defined by 
Coo det {M(a; p)}, 
Coj j =I, ... , m, 
C;o det {M(A.; - i - t, a2 , ••• , an; p)}, i = I, ... , m 
cij = hi.;-IJj+j-i' i,j = I, ... , m. 
Expanding det { C} by the first column, we get 
m 
det { C} = s.;pSA./Jl - L (- Ir det {M(A.; - t - i, a2, 0 0 0 , an; /3)} 
;~I 
· det {M(a1 + t + I, A., + I, ... , A.;_ 1 + I, A.;+ 1, ••• , A.m; ,u)}. 
But, expanding c00 by the first row gives 
Coo = 
X det {M(a2, 0 0 0, an; p, + I, 0 0 0, Pj-1 + I, pj+ I, 0 0 0 , Pn)} 
and expanding C;o by the first row gives 
n 
C;o = ""' (-I)j-l h L.. 21 -P+j-i-t-1 j~ I ] 
X det {M(a2, ... , an; /31 + I, ... , Pj-l + I, /3H 1, ... , f3n)}. 
Now evaluate det { C} by applying multilinearity in the first column when expanded as 
above. This yields 
n 
det{C} = L (-I)j-l det {M(a2, ... , an;/31 +I, ... , Pj-l +I, /3H 1, ... , /3n)} 
j~l 
· det {M(a 1 + t, A.; pj + t - j + I, ,u)}. 
The result follows by equating these two expressions for det { C}, and from the Jacobi-
Trudi identity (3). 
(b) Similar to (a). 
Theorem 3.I allows us to express s.1ps21, as a linear combination of m + n products of 
pairs of skew Shur functions, with coefficient +I or -I only. This is because each of the 
determinants in the statement of Theorem 3.I can be transformed into a skew Schur 
function (using the Jacobi-Trudi identity) by judiciously reordering rows and columns. The 
following result describes how to do this. 
PRoPOSITION 3.2. Let a = (a 1, ••• , ak), b = (b2 , ••• , bk) with a1 ~ a2 ~ • • • ~ ak 
and b2 ~ • • • ~ bk. Then 
(a) det {M(a; I, b)} 
(b) det {M(I, b; a)} 
(-I)'-'s . a/(b2 - I, ... , b, - 1.1 + r - I, b, + 1, ... , bk) 
where b, - I ~ I + r - I ~ b, + 1 • (If I ~ b2 then r = I. If bk - I ~ I + k - I ~ 0 
then r = k.) If there is no such r then 
det {M(a; I, b)} = det {M(I, b; a)} = 0. 
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Many specializations of Theorem 3.1 are possible. One such is Lascoux's [4] identity (2). 
COROLLARY 3.3. If Qn = (n, n - 1, ... , 1), then for n ~ 2, 
PRooF. The result follows immediately from Theorem 3.1 (a) and Proposition 3.2, with 
A = at: = (}n, P = j,l = 0, t = 0. 
One appealing generalization of Corollary 3.3 is the following. 
COROLLARY 3.4. Jfy(k, n) = ((n - I)k + I, (n - 2)k + 1, ... , k + 1, I), k ~ I 
then 
k 
s;(k,n) I ( -I)i-l sy(k,n-l)j(li-l)SY(k,n+l)i(k-i)• 
i= I 
PRooF. The result follows immediately from Theorem 3.I (a) and Proposition 3.2, with 
A = a = y(k, n), P = ll = 0, t = 0. 
De Concini and Lascoux [I] have obtained a number of similar results by means of 
Plucker relations. 
AcKNOWLEDGEMENTS 
The author would like to thank Richard Stanley for suggesting this problem. This work 
was supported by a grant from the Natural Sciences and Engineering Research Council of 
Canada. 
REFERENCES 
l. De Concini, C. and Lascoux, A., Lettre ouverte sur les fonctions de Schur et equations de Plucker, preprint. 
2. Gessel, I. and Viennot, G., Determinants and plane partitions, preprint. 
3. Goulden, I. P. and Jackson, D. M., Combinatorial Enumeration, J. Wiley, New York, 1983. 
4. Lascoux, A. Private communication. 
5. Macdonald, I. G., Symmetric Functions and Hall Polynomials, Clarendon Press, Oxford, 1979. 
6. Stanley, R. P., Theory and Application of Plane Partitions I., II., Studies Applied Math. SO (1971), 167-188, 
259-279. 
Received 21 April 1986 
I. P. GoULDEN 
Faculty of Mathematics, University of Waterloo, 
Waterloo, Ontario N2L 3G1, Canada 
