





































(MOP) ?? : f(x) := (f1(x), . . . , fr(x)) −→ min
?? : x ∈ X ⊂ Rn.
?? 1.1 (???????). y1, y2 ∈ Rr???
y1 < y2 ⇐⇒ y1i < y2i , ∀i = 1, . . . , r (1)
y1  y2 ⇐⇒ y1i  y2i , ∀i = 1, . . . , r (2)
y1 ≤ y2 ⇐⇒ y1  y2, y1 	= y2 (3)
2 ????
?? 1.2 (Pareto?). f(x) ≤ f(xˆ)?????? x ∈ X ??????????? xˆ?Pareto
?????????Pareto?????
???????????x???????????? 1???????? f ??????????
????????xˆ?Pareto???????????? yˆ(= f(xˆ))??? yˆ+Rr−? yˆ??? f(X)









? 1.1. f(x) < f(xˆ)??????x ∈ X??????????? xˆ??Pareto????????
??Pareto? (weak Pareto solution)????xˆ??Pareto???????????? yˆ(= f(xˆ))







but not Pareto optimal





?? 1.1. F ?????????? y = f(x)????????????????????F ? y
???? Pareto?????????????????? y1,y2 ∈ f(X)????
y1 ≤ y2 ⇒ F (y1) < F (y2) (4)
???????F ?X ???????? x0? Pareto?????
?????????????????
1) F1(f(x)) = w1f1(x) + . . . + wrfr(x),
2) F∞(f(x)) = max1 i r wifi(x),
3) F˜∞(f(x)) = max1 i r wifi(x) + α
∑r
i=1 wifi(x)


















( ) rf X R++
(3) ?? Tchebyshev
???????

















Step 1. ??????? ????????? fi (i = 1, . . . , r)???????????????
?????




?? ? wki (fi(x)− fki ) ≤ z (i = 1, . . . , r)
x ∈ X.















? 2.1. ??????? (AP)??????? Tchebyshev??????????
max
1≤i≤r






???? i??????????????? f∗i ????????????? fi?????????
?????

































??? EMO(Evolutionary Multi-Objective Optimization)?????????????????
???????????????convergence? divergence???????????????????
?Deb????NSGA(Non-dominated Sorting Genetic algorithm)?????????NSGA-II?
6 ????
Zitzler-Thiele??? SPEA(Strength Pareto Evolutionary Algorithm)????????? SPEA2
?????????? [2, 3]???????????????DEA(Data Envelopment Analysis)??
??????????GDEA(Generalized Data Envelopment Analysis)?????? [26]?Pareto















































1998??????? EGO(Eﬃcient Global optimization)??????Kriging????????







?????????????? PSO(Particle Swarm Optimization)??????????????
?????????????????????????
5 ????????????
??????????????????? RBF(Radial Basis Function)???????????
??????? (Support Vector Machine???? SVM)????????????
5.1 RBF??????
RBF??????????????? n ?)???????? m ?)?????????? 1?)














????RBF???????????xi??????? yi (i = 1, · · · , p) ???????????








????????? w = (w1, · · · , wm)??????????
????
HTp = [h1 · · · hp]
??hTj = [h1(xj), . . . , hm(xj)], ??? Λ ? λ??????????????????
A = (HTp Hp + Λ)
????, ??????????????y = (y1, · · · , yp)?????
Awˆ = HTp y
??????????RBF????????????????
A−1 = (HTp Hp + Λ)
−1
?????????????
? 5.1. RBF???????????????? cj?λ ??? r ?????????????
?????????????? xi (i = 1, · · · , p)??????????????????????

















?????? (xi, yi) (i = 1, · · · , )??? yi?+1?????−1??????????????
?????????????????? xi? n???????????????????????
???????????????????????Φ : Rn → Rq (q =∞??)?????????
?????????????z = Φ(x) ???????????Rq???????????????
????
H(z) = wTz + b
????
H(z) ≥ 0 for z ∈ A = {zi| yi = 1}?






yi(wTzi + b) = 1
???????????????????????????? 1/||w||?????????????
?????????????????




?? : yi(wTzi + b) ≥ 1 (i = 1, · · · , )
?????????????









i zj → Max




???????? α∗i 	= 0??? i????? (SVMP )????????????????????
?? zi????????????? (=1)?????????????????? zi??????
















b∗ = −maxyi=−1 w












????????????? z = Φ(x)????






















?????????????????? ξi (i = 1, · · · , )????????














(wTzi + b)− yi ≤  + ξi
yi − (wTzi + b) ≤  + ηi









































ρ  0, ξi  0, i = 1, . . . , .
?????????? Scho¨lkopf et al. [20] ????????? ν-SVM???????????
0  ν  1 ??????????????????????????????










 ρ− σ, i = 1, . . . , ,

































 ε + ξ´, i = 1, . . . , ,
ε, ξ, ξ´  0,
13???????????






(α´i − αi) (α´j − αj)K (xi,xj) +
∑
i=1














(α´i + αi)  ν,
α´i  0, αi  0, i = 1, . . . , .
























Step 3. Step 2?????????????????????????????????????
??Pareto?????????????????????????????????





(i) Step 1????????????? f(xi), i = 1, . . . , p?????????????????
Ri, i = 1, . . . , p??????
(ii) {(xi, Ri) , i = 1, . . . , p}????????RBFN? SVM???????????? Rˆ(x)??
???
(iii) Step 3??????? Pareto??????????????????????









(?????) ??: f1(h, l, t, b) = 1.10471h2l + 0.04811tb(14 + l)
→ min




??: g1(h, l, t, b) = τ  13600
g2(h, l, t, b) = σ  30000
g3(h, l, t, b) = h− b  0
g4(h, l, t, b) = Pc  6000





(τ ′)2 + (τ ′′)2 +
lτ ′τ ′′√


















, Pc = 64746.022(1− 0.0282346t)tb3
????
?????
??? := (f∗1 , f
∗
2 ) = (0, 0)






?? f1 f2 ????
???? 5.0102 3.78E-03 249.9





































































?????????????????: n ?????????? ΔTi (i = 1, . . . , n) ??????
????????????????? k?????????????????????? i????
??????Xik???????????Δlk (k = 1, . . . , n)?????????????????
??????????
pi = |ΔTi −
n∑
k=1
XikΔlk| (i = 1, . . . , n)
??????????????????? m ????????? Δzj (j = 1, . . . ,m)??????
???????????? k?????????????????????? j?????????
????ΔYjk???????????Δl1, . . . ,Δln ?????????????????????
???
qj = |ΔZj −
n∑
k=1
yjkΔlk| (j = 1, . . . ,m)
?????????????????????
ri = |Δli| (i = 1, . . . , n)
?????????????????????????????????????????????
??
































? 2: ??? 1??????
??? RBFN
??? ??
??????? 50.3 54.90 63.70
???? 1365 150.00 124.80
? 3: ??? 2??????
??? RBFN
??? ?? ??? ??
??????? 62.6 62.8 67.1 69.7
??????? 2 2 6 6.2
???? 0.526 0.527 0.756 0.784
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