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Widespread  recent  publicity  over  Samsung  smartphone  batteries
catching  fire  has  kept  ICT product  liability  in  public  view.  Less  visible,
but  more  significant  in  the  long  term,  is  the  EU’s  review  of  the  1985
Directive  on  liability  for  defective  products,  in  the  light  of  “challenges
raised  by  new  technological  developments,  for  instance,  the  Internet  of  Things  or  autonomous
systems”.  Plainly,  products  with  a  software  component  open  up  many  new  scenarios  for
malfunction and damage to users, even more so where this software enables communication and
action at a distance. Failure of remotely controlled medical devices, or of large moving objects like




The  European  consumer  representative  body  BEUC  has  published  its  response  to  the
consultation.  BEUC  stresses  that  the  Directive  needs  updating  not  just  to  encompass  digital
products, but also in many other respects. It says that the aim of the legislation should be to get
the incentives right for preventing consumer damage, as well as ensuring fair compensation when
damage does occur. BEUC asserts  that  “There are no obvious reasons why  the  liability  regime,
focusing on  the need for compensation of  loss or  the  fair allocation of  risks, should not apply  to
intangible  goods  such  as  software  or  digital  content.”    As  well  as  this  extension  of  the  liability
regime, BEUC’s demands include:








titled Products  liability  and  the  internet  of  (insecure)  things:  should  manufacturers  be  liable  for
damage caused by hacked devices? discussing likely developments in the USA. Butler points out
that the large losses associated with cyber­attacks which may be attributed to insecure connected





Butler  analyses  the application  to  IoT of  the  “risk­utility  defect  test”, which  looks at whether  the
“foreseeable  risks  of  harm  posed  by  the  product  could  have  been  reduced  or  avoided  by  the
adoption  of  a  reasonable  alternative  design”,  and  the  “consumer  expectations  test”  which
considers whether the product “failed to perform as safely as an ordinary consumer would expect
when used  in an  intended or reasonably  foreseeable manner.” He thinks that  IoT devices would
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often  fail  both  tests, and also  the basic principle  that  “responsible people should avoid creating
opportunities  for  irresponsible  people  to  do  harm.”  He  concludes  that  a  new  “post­sale  duty  to
patch vulnerable software” is in order. Indeed, a bill to address this is currently being put forward in
California.
In  her  paper  surveying  the  implications  of  the  new  technologies  for  consumer  law  in  Australia,
Kayleen  Manwaring,  of  the  University  of  New  South  Wales,  considers  how  five  distinguishing








argument  will  be made  forcefully  to  the  EU  review  by  supply  side  participants.  But  at  present,
many observers would say that we are a long way from this danger materialising; on the contrary,
the balance needs  to move  towards protecting  consumers,  so as  to build both  safety and well­
founded confidence into digital products.
This  post  gives  the  views  of  the  author  and  does  not  represent  the  position  of  the  LSE Media
Policy Project blog, nor of the London School of Economics and Political Science.
