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Abstract
In this article we study two classes of integral domains. The first is characterized
by having a finite intersection of principal ideals being finitely generated only when
it is principal. The second class consists of the integral domains in which a finite
intersection of principal ideals is always non-finitely generated except in the case of
containment of one of the principal ideals in all the others. We relate these classes to
many well-studied classes of integral domains, to star operations and to classical and
new ring constructions.
MSC: 13A15, 13F15, 13A18, 13F05, 13G05.
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1 Introduction
The focus of this paper is on intersections of finite collections of principal ideals of integral
domains. This problem has been well studied in term of finiteness conditions on the inter-
sections. An integral domain is classically called a GCD domain if the intersection of two
principal ideals is always principal (this is known to be equivalent to the existence of the gcd
for each pair of elements). Of course, this condition is trivially satisfied in a PID, since then
every ideal is principal, and in more generality for a Noetherian domain the GCD condition
is equivalent to existence of the unique factorization into irreducibles for each element. A
domain is a finite conductor domain. if the intersection of two principal ideals is always
finitely generated. More generally, a domain is a coherent domain if the intersection of two
finitely generated ideals is still finitely generated. Numerous variations on these ideas have
been proposed and well-studied, see for some general reference [7], [8], [9], [24]. Generally,
the theme of these studies has been to put fine variations on what types of ideals are in-
tersected and on what well-behaved result should be expected. The goal of this paper is
somewhat different.
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In [12], infinite chains of local monoidal transforms of regular local rings are studied in
order to determine when the directed union of such a chain has GCD-type properties. A
remarkable occurrence observed in this study is that sometimes, rather than a GCD domain,
the process yields a domain which is, in a sense, as far as possible from being a GCD domain.
In particular, domains arise in which the intersection of a finite collection of principal ideals
is almost never finitely generated. Our goal is to study such domains. Two slightly different
classes - Bezout Intersection Domains (BID) and Strong Bezout Intersection Domains (SBID)
are investigated. (These are defined in Section 2.)
There are several reasons to study such domains. They are, perhaps surprisingly, easy to
construct, and have numerous elegant properties. Also, there is a potential connection to an
old unsolved question of Vasconcelos. As noted above, a domain is called coherent provided
the intersection of two finitely generated ideals is still finitely generated. Noetherian domains
and Pru¨fer domains are both classes of domains that are always coherent. Vasconcelos asked
whether the integral closure of a one-dimensional coherent domain is always a Pru¨fer domain
(see [3, Problem 65] and for more detailed references see [9, Chapter 5-7]). It is easy to show
that a one-dimensional, integrally closed, local domain which is not Pru¨fer is a SBID -
and hence very far from being coherent. Hence, a deep understanding of strong Bezout
intersection domains might lead to progress on Vasconcelos’ question by leading to a proof
that such a domain cannot be the integral closure of a coherent domain.
The study of BID and SBID in higher Krull dimension could be helpful to deal with a
more general form of Vasconcelos’ question asking if the integral closure of a finite conductor
domain has to be a PvMD ([24, Remark 21]).
In this article, in Section 2 we define our classes of domains and prove some elementary
properties. Of particular note is Theorem 2.5 which shows that the classical k + m con-
struction yields a wide class of examples of SBID and the subsequent Theorem 2.7 in which
the case of more general pullbacks of local domains is considered. We also give a surprising
construction (Theorem 2.14) of a Krull domain which is also BID.
In Section 3 we define an operation on the class of ideals that we label as the ξ operation.
This is a variant of the classical w operation, which is, in turn, a variant of the classical t
operation. We demonstrate a lot of interplay between these three operations and our classes
of domains. Especially noteworthy is Theorem 3.8 which gives several equivalent conditions
for a domain to be SBID in terms of the interplay between ξ and w and t. We also relate
here BID and SBID conditions with locally cyclic ideals and Pre-Schreier domains.
In Section 4 we consider a method for constructing examples of SBID which also gener-
alize classical k+m constructions. This method is reminiscent of the Rees ring construction
in the fact that indeterminates are added to the base ring, but unlike in a standard polyno-
mial ring, these indeterminates have coefficients that come from an ideal of the base ring.
Such examples may often be not integrally closed, but especially remarkable here is the
construction (Theorem 4.8) of SBID which are instead completely integrally closed.
2 Bezout Intersection Domains
Let D be an integral domain. We say that some elements a1, a2, . . . , an ∈ D are pairwise
incomparable if ai 6∈ (aj) for every i, j. Through this article, when taking a collection of
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pairwise incomparable elements, we will generally assume n ≥ 2. The following definitions
appear in the article [12].
Definition 2.1. An integral domain D is called:
• Bezout Intersection domain (BID) if for any finite collection of pairwise incomparable
elements a1, a2, . . . , an ∈ D, the ideal
I = (a1) ∩ (a2) ∩ . . . ∩ (an)
is either principal or is not finitely generated.
• Strong Bezout Intersection domain (SBID) if for any finite collection of pairwise in-
comparable elements a1, a2, . . . , an ∈ D with n ≥ 2, the ideal
I = (a1) ∩ (a2) ∩ . . . ∩ (an)
is not finitely generated.
Remark 2.2. Let D be an integral domain and consider the ideal J = (a1, a2, . . . , an). It is
a standard exercise to see that
J−1 := (D : J) =
1
a
((
a
a1
)
∩
(
a
a2
)
∩ . . . ∩
(
a
an
))
where a =
∏n
i=1 ai. Hence Definition 2.1 can be equivalently restated saying: D is BID if the
inverse of every finitely generated ideal is either principal or not finitely generated.
Trivial examples of BID are GCD domains (in particular finite conductor or Noetherian
BID are GCD domains). In [12, Proposition 2.5] it is proved that a SBID needs to be
local. Trivial examples of SBID are valuation domains, since in this case all the elements are
comparable. As an easy consequence of a theorem by McAdam [19], one can observe that
integrally closed domains with linearly ordered prime ideals are SBID.
Using Remark 2.2, it is easy to prove the following property of a Bezout Intersection
domain.
Lemma 2.3. The invertible ideals of a Bezout Intersection domain D are principal.
Proof. Let J = (a1, . . . , an) be an invertible ideal of D and set a = a1 · · · an. The inverse of
J is J−1 =
⋂n
i=1 a
−1
i D and thus aJ
−1 is a proper invertible ideal that is also the intersection
of n principal ideals of D. Since D is a BID, then aJ−1 must be principal and therefore J−1
and J are also principal.
The following corollary derives from the last fact and generalizes the well-known fact that
a Pru¨fer GCD domain is a Bezout domain.
Corollary 2.4. Let D be a Pru¨fer BID. Then D is a Bezout domain.
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An integral domain D is a Pre-Schreier domain if whenever an element x divides ab, then
x = rs with r dividing a and s dividing b. Pre-Schreier domains represent a natural and
well-studied generalization of GCD domains.
An ideal I of an integral domain is said to be locally cyclic if for every x1, x2, . . . , xn ∈ I,
there exists y ∈ I such that (x1, x2, . . . , xn) ⊆ (y). Equivalently, a locally cyclic ideal is the
union of an ascending chain of principal ideals. We recall that this notion derives from that
of locally cyclic module used in module theory and the word ”locally” is not related with
the localizations of the ring. In [23, Theorem 1.1], Zafrullah shows that an integral domain
is Pre-Schreier if and only if every non-zero ideal of the form (a1)∩ (a2)∩ . . .∩ (an) is locally
cyclic. A locally cyclic ideal is clearly finitely generated only if it is principal and therefore
Pre-Schreier domains are BID.
Examples of Pre-Schreier domains are directed unions of GCD domains. In [12, Theorem
2.11] the SBID are characterized among the directed unions of Noetherian GCD domains.
They consist exactly of the local domains having locally cyclic maximal ideal. This result
shows that the rings known as quadratic Shannon extensions, described in articles such as
[15], [16], [13], [4], are non-trivial examples of SBID. For a concrete example that is not a
valuation domain one may consider the ring
S =
∞⋃
n=0
k
[
x,
y
xn
,
z
xn
]
(x, y
xn
, z
xn
)
,
where x, y, z are indeterminates over a field k.
Easy examples of SBID domains that are not necessarily Pre-Schreier arise with the
classical k +m construction.
Theorem 2.5. Let k be a field and let X be an indeterminate over k. Let T be a local domain
with maximal ideal m and containing its residue field k(X) = T/m. The ring D = k + m is
a SBID.
Proof. First we observe that any proper ideal I of T (including m) it is not finitely generated
as an ideal of D. Indeed, let {xl}l∈L be a minimal set of generators for I over T and let
{fh(X)}h∈H be a set of generators of k(X) as a k-algebra. Notice that H is an infinite set.
Thus, I is generated as an ideal of D by the elements of the infinite set {xlfh(X)}l∈L,h∈H.
Let I = (a1) ∩ (a2) ∩ . . . ∩ (an) for some pairwise incomparable elements a1, a2, . . . , an ∈
m ⊆ D. Clearly
I ⊆ J = a1T ∩ a2T ∩ . . . ∩ anT.
Take f ∈ J , hence f
ai
∈ T for every i = 1, . . . , s. Now, if f
ai
∈ m for every i, we have
f = ai
f
ai
∈ aim ⊆ aiD
and hence f ∈ I. When this happens for every f ∈ J , it follows that I = J is not finitely
generated as an ideal of D. If instead, for some f ∈ J , we have f
ai
∈ T \ m, then we have
J = aiT and hence
ai
aj
∈ T for every j. By the assumption of having ai 6∈ ajD for every j 6= i,
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we need to know that ai
aj
= fj(X) is a unit of T and is not in D (hence is a non-constant
element of k(X)). Therefore, we consider the ideal
a−1i I = D ∩
⋂
j 6=i
gj(X)D
where gj(X) = fj(X)
−1. Such an ideal a−1i I is a proper ideal of D since all the elements
gj(X), fj(X) 6∈ D. Moreover, let b ∈ m. For every j, we can write b = gj(X)(bfj(X)) ∈
gj(X)m ⊆ gj(X)D. Hence in this case a
−1
i I = m it is not finitely generated in D, and so
neither is I.
Taking the k + m construction where m is the maximal ideal of T = k(X)[Y ](Y ), we get
a non-Pre-Schreier SBID. Indeed in a Pre-Schreier domain irreducible elements are prime,
while in T elements such as Y or Y f(X) are irreducible but not prime, since, for instance,
(Y X)( Y
X
) ∈ (Y ) but X, 1
X
6∈ k +m.
We generalize the last theorem to the case of a pullback square of type ∗ with local
lower-left corner. For an extensive study about pullback construction in commutative ring
theory see for example [6, 5]. Our setting is the following: let T be a local domain with
maximal ideal m and let B be an integral domain having quotient field κ := T
m
. Let φ : T → κ
be the canonical surjective map. Define the ring D := φ−1(B) as in the pullback diagram:
D B
T κ
We recall some standard facts about this kind of pullback square with T a local domain.
Lemma 2.6. Assume the notation of the above pullback square.
1. The ideal m is a divided prime ideal of D (i.e. m ⊆ (x) for every x ∈ D \m).
2. For every a, b ∈ D \m, φ(a) ∈ φ(b)B if and only if a ∈ bD.
3. Given a principal ideal bB of B, φ−1(bB) generates a principal ideal of D.
4. Let J be an ideal of B, then J is finitely generated if and only if φ−1(J) is finitely
generated.
Proof. (1) For y ∈ m and x ∈ D \m, φ( y
x
) = φ(y)φ(x)−1 = 0 ∈ B and thus y
x
∈ m ⊆ D.
(2) The ideal m is contained in every maximal ideal of D, and hence for every unit u ∈ D
and y ∈ m, u+ y is a unit of D. We have φ(a) = φ(b)φ(c) if and only if there exists y ∈ m
such that a = bc+ y = bc(1 + y
bc
) if and only if a ∈ bD.
(3) It follows by [6, Theorem 2.21, Proposition 2.22] using the fact that T is local.
(4) It follows by [6, Proposition 2.14].
Theorem 2.7. Take the notation of the above pullback square. The ring D is BID (resp.
SBID) if and only if B is BID (resp. SBID).
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Proof. Let I = (a1)∩(a2)∩. . .∩(an) for some pairwise incomparable elements a1, a2, . . . , an ∈
D. Hence, there are only two possible cases: either a1, a2, . . . , an ∈ m or a1, a2, . . . , an ∈ D\m
and they all are non-units.
Case 1: a1, a2, . . . , an ∈ m.
Let x ∈ D \ m a non-unit, if I = xI, clearly I is not finitely generated as a consequence
of Nakayama’s Lemma. Hence, assume the opposite condition. Any element z ∈ I can be
always expressed in the form z = aγ where a =
∏n
i=1 ai and γ ∈ (
a
a1
, a
a2
, . . . , a
an
)−1. Take
z ∈ I such that z
x
6∈ I and assume without loss of generality z
x
6∈ (a1). It follows that
z
a1
6∈ (x)
and thus γ a
a1
6∈ m. Since the ai are incomparable and m is divided, this implies that γ
a
ai
6∈ m
for every i. But a
ai
∈ m, and this implies a
ai
∈ (γ a
ai
) and hence γ−1 = d ∈ D. Moreover, for
every i, a
aid
∈ T \m and hence a
ai
is associated to d in T . It follows aiT = ajT for every i, j,
and hence
I = a1 (D ∩ u2D ∩ . . . ∩ unD)
where ui are units of T . Since T is local, by [6, Proposition 1.7], T = Dm and hence ui =
hi
li
with hi, li ∈ D \m. By multiplying a common factor, we get
I = w ((b1) ∩ (b2) ∩ . . . ∩ (bn))
where bi ∈ D \m, and therefore we consider this intersection in the second case.
Case 2: a1, a2, . . . , an ∈ D \m.
Using Lemma 2.6(2), we observe that
φ(I) =
n⋂
i=1
φ(ai)B
and for some pairwise incomparable elements b1, b2, . . . , bn ∈ B,
φ−1
(
n⋂
i=1
biB
)
=
n⋂
i=1
φ−1(bi)D.
Clearly if I is principal or not finitely generated, also φ(I) is respectively principal or not
finitely generated. For an ideal J =
⋂n
i=1 biB principal or not finitely generated, we obtain
that φ−1(J) is respectively principal or not finitely generated using (3) and (4) of Lemma
2.6. This concludes the proof.
The previous theorem shows that the Bezout Intersection property, unlike the Pre-
Schreier property, has bad behavior with respect to localizations. For a prime number
p, consider the ring D = Z(p) + m, where m is the maximal ideal of T = Q[X2, X3](X2,X3).
By Theorem 2.7, D is SBID, but T = Dm is clearly not BID.
In the next construction, we show that localization of a BID can fail also at a maximal
ideal.
Construction 2.8. Start with three indeterminates x, y, z over a field k and consider the
ring R = k[y2, y3, x](y2,y3,x). For n ≥ 1, set
Rn = R
[
y2
xn
,
y3
xn
]
( y
2
xn
,
y3
xn
,x)
,
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and call D the directed union D =
⋃∞
n≥1Rn. The ring D is local with principal maximal ideal
generated by x. Call Q =
⋂∞
n≥1 x
nD the non-finitely generated prime ideal of D adjacent to
the maximal ideal. The ring we want to study is defined as
A := D(z) ∩D[z](Q,z).
Elements such as z + x are units in A and therefore A is a semilocal ring with two maximal
ideals n = xA and m = (Q, z)A. Moreover, An = D(z) and
Am = A[x
−1] = D[z](Q,z) = k(x)[y
2, y3, z](y2,y3,z).
In the next theorem we show that A is a BID. It is clear that its localization S := Am is not
a BID since the intersection y2S ∩ y3S = (y5, y6)S.
Lemma 2.9. Let A be the ring defined in Construction 2.8. Call as above S := Am and
consider also its integral closure S = S[y]. Let b ∈ S and c ∈ A \ n, and assume bc ∈ A. It
follows that b ∈ A.
Proof. Use the fact that S = A[x−1, y] to express b as
b = a+ a0y +
∑
i≥1
aix
−i
where a, ai ∈ A, a0 6∈ Q, ai 6∈ (x), and only finitely many ai are nonzero. The element
bc ∈ A if and only if ca0y ∈ A and also each summand caix
−1 ∈ A, but this is impossible
since (A :A y) = Q, (A :A x
−n) = (xn) and c 6∈ n which is a prime ideal. Hence, the only
possible way to have bc ∈ A is to have ai = 0 for every i ≥ 0 and therefore b ∈ A.
Theorem 2.10. The ring A defined in Construction 2.8 is a BID.
Proof. First let a ∈ n \ m, assume without loss of generality a = xn and let b ∈ A be a
non-unit. We have the following possible cases. If b ∈ n \ m or b ∈ mn but xn divides b,
a and b are comparable. If b ∈ m \ n then a and b are comaximal and (a) ∩ (b) = (ab). If
instead b ∈ mn and the largest power of x dividing b is k with 1 ≤ k < n, then b = xkc for
some c ∈ m \ n and thus (a) ∩ (b) = xk((xn−k) ∩ (c))) is principal and contained in mn.
From these facts, in order to study a finite intersection of principal ideals of A, we can
reduce to considering only elements in m. Hence let I = (a1) ∩ (a2) ∩ . . . ∩ (an) for some
pairwise incomparable elements a1, a2, . . . , an ∈ m. Such elements are all non-units in the
overring S = S[y] that is a regular local ring, hence a UFD. It follows that
I ⊆ a1S ∩ a2S ∩ . . . ∩ anS =
(a
s
)
S =: wS
where a = a1a2 · · · an and s ∈ S is the gcd of a1, a2, . . . , an in S. We consider now three
possible cases:
Case 1: There exists i ∈ {1, 2, . . . , n} such that w
ai
∈ S \ A.
The ideal Q is generated by all the elements of the form y
2
xn
, y
3
xn
for every n ≥ 0. Hence, since
S = A[x−1, y], it is clear that QS ⊆ A. It follows that for every element q ∈ Q, qw ∈ I.
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Furthermore since w
ai
6∈ A, clearly w 6∈ I. This makes I not finitely generated since Q is not
finitely generated.
Case 2: The ideal J = ( w
a1
, w
a2
, . . . , w
an
) ⊆ Q.
In this case w ∈ I and since QS ⊆ A, the element w(yx−n) ∈ I for every n ≥ 0. These
elements form an infinite set and they are all needed as generators for I.
Case 3: The ideal J = ( w
a1
, w
a2
, . . . , w
an
) ⊆ A \Q.
Also in this case w ∈ I and every element of I is of the form wb with b ∈ S. If J ⊆ (xn) for
some n (maximal with respect to this property), we get wx−n ∈ I and hence, by eventually
replacing w by wx−n, we may assume J * (x). Now assume c := w
a1
6∈ (x) and take wb ∈ I
with b ∈ S. It follows that bc ∈ A. By Lemma 2.9, this implies b ∈ A and hence I is principal
generated by w.
Remark 2.11. The ring A described above shows that it is possible to have examples of
intersections of three principal ideals that are principal while the intersection of two of them
is not finitely generated. We want to compute the intersection
I := (y2z) ∩ (y3(z − y2)) ∩ (y5(z − y3)).
Following the proof of Theorem 2.10, in this case w := y5z(z − y2)(z − y3) and
w
y5(z − y3)
= z(z − y2) ∈ A \Q.
Hence by Case 3, I = (w). But
(y2z) ∩ (y3(z − y2)) = z(z − y2)
(
y5, y6,
y5
x
,
y6
x
,
y5
x2
,
y6
x2
, . . .
)
is not finitely generated.
In the counterexamples shown above one can observe that localization fail to be a BID
when made with respect to a prime ideal which is not a maximal t-ideal. We recall the
definition of the usual star operations v and t. For an integral ideal I of D, Iv = (I
−1)−1 and
It =
⋃
J⊆I
J f.g.
Jv.
An ideal I is divisorial if I = Iv and is a t-ideal if I = It. There always exist ideals maximal
with respect to the property of being t-ideals, they are called maximal t-ideals and they are
prime ideals. It is still uncertain whether the localization of a BID with respect to a maximal
t-ideal is a BID. We leave this as a question:
Question 2.12. Let D be a Bezout Intersection domain and let P be a maximal t-ideal of
D. Is DP a BID?
In next section we will show that the answer is yes if assuming D integrally closed and
P a well-behaved t-ideal (i.e. PDP is also a t-ideal). For this, see Remark 3.4 and Theorem
3.8. For references about well-behaved t-ideals, the reader may consult [25], [1].
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To conclude this section, we describe an example of a BID Krull domain. In Corollary
2.4 it is shown that a Pru¨fer BID has to be a Bezout domain. One may naturally ask if a
Bezout Intersection PvMD is necessarily a GCD domain. The answer is no, here we provide
an example of a BID non-GCD domain that is also a Krull domain, hence a PvMD. To this
purpose, we consider the ring described in [10, Example 2.5] as a standard example of a
Krull domain that is not a finite conductor domain. Let {Xn}n∈N be a countable collection
of indeterminates over a field K, set
D = K[{XiXj}i,j∈N],
and call Q(D) the quotient field of D. The ring D is a Krull domain and, setting R =
K[{Xn}n∈N], we can express D as the intersection D = R ∩ Q(D). We want to prove that
D is a BID.
As a K-vector space, D is the subspace of R generated by the monomials of even degree.
We denote by A the K-vector subspace of R generated by the monomials of odd degree (this
vector space is clearly not a ring), and for every f ∈ R, we write f = fp + fd where fp ∈ D
and fd ∈ A.
Lemma 2.13. Let h ∈ R be an irreducible polynomial such that hp, hd 6= 0. Then, there
exists a unique polynomial h′ ∈ R, such that hh′ ∈ D and h′ is the minimal polynomial with
respect to divisibility satisfying this condition.
Proof. Assume hg ∈ D for some g ∈ R. Clearly gp, gd 6= 0 and
hg = hpgp + hdgd + hpgd + hdgp ∈ D
implying hpgd = −hdgp. Since h is irreducible, hp and hd have no common factors in the
UFD R and hence necessarily gp is a multiple of hp. The minimal possible choice for a such
g is obtained setting gp := hp and thus gd = −hd. We conclude defining h
′ := hp − hd.
Theorem 2.14. The ring D = K[{XiXj}i,j∈N] is a BID.
Proof. Let f1, f2, . . . , fs ∈ D be pairwise incomparable elements and set
I = (f1) ∩ (f2) ∩ . . . ∩ (fs).
The ideal
f1R ∩ f2R ∩ . . . ∩ fsR = λR
is principal generated by λ = lcm(f1, f2, . . . , fs). This polynomial is expressible in a unique
way as λ = f
g
where f = f1 · · · fs and g is a product involving the common factors of the
pairs fi, fj .
If h is a common irreducible factor of fi and fj , and hp, hd 6= 0, by Lemma 2.13, also h
′
has to be a common factor of fi and fj and therefore hh
′ divides g. It follows that we can
express g = g1 · · · geh1 · · ·hc with gi ∈ D and hi ∈ A. Since f ∈ D, it is easy to observe that
either λ ∈ D or λ ∈ A.
First we consider the case λ ∈ D. Clearly also λ
fi
∈ D for every i and hence λ ∈ I. Every
α ∈ I can be written as α = λα
λ
, moreover I ⊆ λR and thus α
λ
∈ R ∩Q(D) = D. It follows
that I = (λ) is principal.
In the second case, λ, λ
fi
∈ A and λ
fi
Xn ∈ D for every i and n. It follows that I contains
the element λXn for every n ∈ N and therefore cannot be finitely generated.
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3 The ξ operation
In this section we study Bezout and Strong Bezout Intersection domains in term of an
operation on ideals, closely related to the well-known star operation w. A nonzero finitely
generated integral ideal I of an integral domain D is a Glaz-Vasconcelos ideal if I−1 = D
(equivalently if Iv = D)[11]. The set of all Glaz-Vasconcelos ideals of D is denoted by
GV (D). Let K be the quotient field of D and let I ⊆ D be an ideal. The star operation w
is defined as
Iw = {x ∈ K : xJ ∈ I, for some J ∈ GV (D)}.
We want to define a similar operation on ideals involving the use of trace ideals. An ideal
J ⊆ D is a trace ideal if J = II−1 for some nonzero ideal I ⊆ D. Sometimes we will use the
notation Tr(I) = II−1. Glaz-Vasconcelos ideals are always trace ideals, since if J ∈ GV (D),
J = Tr(J).
Definition 3.1. Let I be an ideal of D, we define
Iξ = {x ∈ K : xJ ⊆ I, for some J a finitely generated trace ideal}.
Proposition 3.2. Let I, I1 be ideals of D. The operation ξ defined above has the following
properties:
1. Iξ is an ideal of D.
2. For x ∈ D, xIξ = (xI)ξ.
3. For I ⊆ I1, Iξ ⊆ (I1)ξ.
4. I ⊆ Iξ.
5. Iw ⊆ Iξ.
Moreover the following assertions are equivalent:
(i) Every finitely generated trace ideal is Glaz-Vasconcelos.
(ii) ξ = w.
(iii) ξ is a star operation.
Proof. (1) Take x, y ∈ Iξ. Then there exist two finitely generated trace ideals J1 = Tr(I1)
and J2 = Tr(I2) such that xJ1, yJ2 ⊆ I. It is easy to observe that, in general
Tr(I1I2) ⊆ Tr(I1) ∩ Tr(I2)
(cf. [14, Proposition 1.4]). Hence
(x+ y)Tr(I1I2) ⊆ xJ1 + yJ2 ⊆ I
implying x+ y ∈ Iξ. It is now straightforward to prove that Iξ is an ideal.
(2) and (3) are clear consequences of the definitions.
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(4) Just observe that D itself is a finitely generated trace ideal.
(5) Follows from the fact that Glaz-Vasconcelos ideals are finitely generated trace ideals.
We prove now the equivalence of the three conditions (i)-(ii)-(iii). The implications (i) ⇒
(ii) and (ii) ⇒ (iii) are trivial. Assume (iii), then Dξ = D. By way of contradiction,
suppose there exists a finitely generated trace ideal J 6∈ GV (D). It follows that there exists
z ∈ J−1 \D, hence zJ ⊆ D implying z ∈ Dξ \D and this is a contradiction.
Remark 3.3. It follows from the above proposition that ξ may fail to be a star operation.
In general, it may also fail to be a semistar operation. In the ring D = k[X2, X3](X2,X3), the
maximal ideal m = Tr(m) is a finitely generated trace ideal. Since
X2m, X3m ⊆ (X4, X5),
we get (X4, X5)ξ = m. But mξ = D[x] and therefore (Iξ)ξ 6= Iξ for some ideal I. However,
setting I1 = I and for i ≥ 2, In := (In−1)ξ, the operation ⋆ defined by
I⋆ =
∞⋃
i=1
In
is a proper semistar operation.
Remark 3.4. When D is integrally closed, ξ = w is a star operation. This is a consequence
of a well-known fact appearing as exercise in Kaplansky’s book. Indeed, in an integrally
closed domain, J = II−1 finitely generated implies J−1 = D (cf. [17, exercise 39, pag.45]).
The next result describes some properties of Bezout Intersection domains and relate them
with the operation ξ.
Theorem 3.5. Let D be a Bezout Intersection domain. Then:
(a) ξ = w.
(b) Invertible ideals of D are principal.
(c) Finitely generated maximal t-ideals of D are principal.
Proof. (a) Let J = II−1 be a finitely generated trace ideal. It follows that I and I−1 are
both finitely generated. By Remark 2.2, I−1 is principal. Hence J = aI and
J−1 = a−1I−1 = a−1aD = D.
This proves J ∈ GV (D) and Proposition 3.2 concludes the proof.
(b) This is proved in Lemma 2.3.
(c) A finitely generated maximal t-ideal P is divisorial. Hence P = D ∩
⋂
l∈L xlD. Take
x ∈ {xl}l∈L. It follows that P ⊆ D ∩ xD, which is a proper t-ideal. Hence P = D ∩ xD is
the intersection of two principal ideals and it has to be principal since D is BID.
We do not know in general, whether the converse of Theorem 3.5 is true, that is, whether
any integral domain satisfying conditions (a),(b),(c) is a BID. We leave this as a question:
11
Question 3.6. Do conditions (a),(b),(c) of Theorem 3.5 imply that D is BID?
In some cases the answer is yes. For a Noetherian domain D, condition (c) of Theorem
3.5 it is sufficient to imply that D is a UFD and thus a BID. It is possible to prove that the
converse of Theorem 3.5 holds also for integral domains such that the star operation w is
the identity. These domains are called DW domains and they have been widely studied in
articles such as [20] and [22]. In a DW domain D, J ∈ GV (D) implies Jw = D, thus the
only Glaz-Vasconcelos ideal is D itself and every finitely generated proper ideal is contained
in a divisorial ideal. For this reason, DW domains are exactly the integral domains in which
every maximal ideal is a t-ideal.
Before proving this result, we briefly discuss the fact that conditions (a),(b),(c) are not
related one to each other. Indeed for any two of them, there are integral domains satisfying
both but not satisfying the third one. Indeed any local Noetherian integrally closed domain
that is not a UFD satisfies (a),(b) but not (c) (consider for instance k[X, Y
X
, Y
3
X4
]
(X, Y
X
, Y
3
X4
)
).
Any non-Bezout Pru¨fer domain having all the maximal ideals non finitely generated
satisfies (a),(c) but not (b) (for instance the classical integer-valued polynomials ring Int(Z)).
Finally, as example of integral domain satisfying (b),(c) but not (a), we may take the
ring
D = k[y, 3
√
y2, 9
√
y2, 27
√
y2, . . .]M
where M is the ideal generated by y and by { 3
n
√
y2}n≥1. This ring was constructed by
Hochster, but using a different notation, in order to find a one dimensional local non-
Noetherian coherent domain (see [8, Section 7, pag. 278]). All the ideals of the form
(y, 3
√
y2, . . . , 3
n
√
y2) are finitely generated trace ideals not Glaz-Vasconcelos.
We prove now that conditions (b) and (c) are sufficient to force a DW domain to be a
BID. To introduce the next result, we recall that the identity star operation is usually called
d.
Theorem 3.7. Let D be a DW domain. The following conditions are equivalent:
1. D is BID.
2. The invertible ideals of D are principal and ξ = w.
Proof. The first implication follows by Theorem 3.5. For the second, observe that in a DW
domain such that ξ = w, then ξ = d and therefore the only finitely generated trace ideal of
D is D. Let J be a finitely generated ideal and assume J−1 to be also finitely generated.
It follows that JJ−1 is finitely generated and hence JJ−1 = D and J is invertible. By
assumption J and J−1 are principal and D is a BID as a consequence of Remark 2.2.
Local DW domains are called t-local domains and they are the local integral domains
such that the maximal ideal is a t-ideal. Properties of t-local domains and their connec-
tions and differences with valuation domains are surveyed in [4]. We can now give a useful
characterization of the SBID.
Theorem 3.8. Let D be an integral domain. The following conditions are equivalent:
1. D is SBID.
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2. D is t-local and BID.
3. D is t-local and ξ = w.
4. D is local and ξ = d.
Proof. (1)⇒(2) We only need to prove that a SBID is t-local. Let m be the maximal ideal of
D and let J = (a1, a2, . . . , an) ⊆ m be a finitely generated ideal (the elements a1, a2, . . . , an
are pairwise incomparable). Assume by way of contradiction Jv = D, thus n ≥ 2 and
J−1 = D. As a consequence of Remark 2.2, the intersection (a1) ∩ (a2) ∩ . . . ∩ (an) is
principal. This contradicts the assumption that D is SBID.
(2)⇒(3) Follows by Theorem 3.5.
(3) ⇔ (4) is due to the fact that t-local domains are the local domains in which w = d, and
to item 5 of Proposition 3.2.
(4)⇒(1) We apply Theorem 3.7 using the fact that, in a local domain invertible ideals are
principal. Hence D is a BID, but since ξ = d, the inverse of a finitely generated non-principal
ideal I cannot be finitely generated otherwise II−1 would be a proper finitely generated trace
ideal. This makes D a SBID.
As a comment to this theorem we remark that the ring
D = k[y, 3
√
y2, 9
√
y2, 27
√
y2, . . .]M,
mentioned above, shows that the condition ξ = w is necessary even for a one-dimensional
local domain with non-finitely generated maximal ideal in order to be a SBID.
However, without using the assumption ξ = w, it is possible to prove that if the maximal
t-ideals of an integral domain D are locally cyclic and the invertible ideals of D are principal,
then D has to be a BID. We need a preliminary lemma extending to Bezout Intersection
domains a well-known statement true for UFDs and GCDs, and that makes use of the fact
that finitely generated locally principal ideals of an integral domain are invertible.
Lemma 3.9. Let D be an integral domain such that DM is BID for every maximal ideal of
D and every invertible ideal of D is principal. Then D is a Bezout Intersection domain.
Proof. Let a1, a2, . . . , an ∈ D and set I = a1D ∩ a2D ∩ . . . ∩ anD. Assume that I is finitely
generated and let M be a maximal ideal of D. We have that IDM = a1DM ∩ a2DM ∩ . . . ∩
anDM is also finitely generated. Hence IDM is principal since DM is a BID and therefore I is
invertible because it is finitely generated and locally principal. By assumption I is principal
and hence D is a BID.
Theorem 3.10. Let D be an integral domain and assume that every maximal t-ideal of D
is locally cyclic and every invertible ideal of D is principal. Then D is a Bezout Intersection
domain.
Proof. A locally cyclic ideal can be expressed as a directed union of principal ideals. Let
P =
⋃
i xiD be a maximal t-ideal and let M be a maximal ideal of D containing P . Thus
PDM =
⋃
i xiDM is a locally cyclic (possibly principal) ideal and hence a t-ideal. If IDM
is a t-ideal of DM , by [18, Lemma 3.17], I is a t-ideal of D, and therefore every maximal
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t-ideal of DM is locally cyclic. In light of the result of Lemma 3.9, we can reduce to assuming
that D is local with maximal ideal m. Let I = (a1) ∩ (a2) ∩ . . . ∩ (an) for some pairwise
incomparable elements a1, a2, . . . , an. Let α ∈ I and set
J =
(
α
a1
,
α
a2
, . . . ,
α
an
)
.
If Jv = D, we have
D = J−1 = α−1I
and this implies I is principal. Otherwise J is contained in some maximal t-ideal and
therefore J ⊆ (x) ⊆ m, implying α
x
∈ (ai) for every i. It follows that, if I is not principal,
for every α ∈ I, there exists x ∈ m such that α
x
∈ I. Hence I = mI is not finitely generated
by Nakayama’s Lemma and D is a BID.
Corollary 3.11. A local domain D with locally cyclic maximal ideal m is a Strong Bezout
Intersection domain.
Proof. The invertible ideals of a local domain are principal and a locally cyclic ideal is a
t-ideal. By Theorem 3.10, D is a BID. Hence by Theorem 3.8 is a SBID.
In [22], Park and Tartarone define the class of GCD-Bezout domains as the integral
domains in which the existence of the gcd of a finite set of elements is equivalent to the
existence of the Bezout identity for those elements. They show that D is a GCD-Bezout
domain if and only if there do not exist proper primitive ideals in D. We recall that an
ideal is primitive if it is not contained in any proper principal ideal [2]. Hence, GCD-Bezout
domains are exactly the integral domains such that every maximal ideal is locally cyclic. As
an application of Theorem 3.10, we get the following corollary.
Corollary 3.12. A GCD-Bezout domain is BID if and only if every invertible ideal is
principal.
As a consequence of Corollary 3.11 and Theorem 3.8, we can describe different classes
of integral domains between t-local domains and valuation domains. Indeed, the following
(non-reversible) implications hold for an integral domain:
Valuation⇒ Local with locally cyclic maximal ideal ⇒ SBID ⇒ t− local.
Using Theorem 3.10, it is possible to prove that the last three conditions are equivalent for a
Pre-Schreier domain. Hence, this gives a characterization of the Pre-Schreier Strong Bezout
Intersection domains.
Corollary 3.13. Let D be a Pre-Schreier local domain with maximal ideal m. The following
assertions are equivalent:
1. m is locally cyclic.
2. D is a SBID.
3. D is t-local.
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Proof. In light of the above discussion it is sufficient to prove that the maximal ideal of a
t-local Pre-Schreier domain is locally cyclic. Let J = (a1, . . . , an) ⊆ m, set a = a1a2 · · · an
and
I =
(
a
a1
)
∩
(
a
a2
)
∩ . . . ∩
(
a
an
)
.
Since D is Pre-Schreier, I is locally cyclic and since Jv ⊆ m, necessarily I 6= (a). This
implies that a ∈ (x) ⊆ I. We can write x = aγ for some γ ∈ J−1, but a ∈ (x) implies that
γ−1 = d ∈ m. It follows that d−1J ⊆ D and therefore J ⊆ (d) ⊆ m and hence m is locally
cyclic.
A local domain with locally cyclic maximal ideal does not need to be Pre-Schreier, as
shown by the ring D = Z(p) +m, where m is the maximal ideal of T = Q[X2, X3](X2,X3) and
p is a prime number.
4 Construction of Strong Bezout Intersection domains
In this section we introduce a polynomial-type construction that is perhaps most similar to
the construction of a Rees ring. We start with a local integral domain R and we choose an
ideal I of R. We then introduce a collection F , generally infinite, of indeterminates over R.
The elements of F can have multiplicative relations with each other. I.e. if f and g are in
F it may be that fg is also in F . We then essentially treat elements of the form fx where x
is in the chosen ideal I and f ∈ F as being variable in a polynomial-type ring. This process
will often yield interesting examples. Results vary widely according to what type of ideal is
chosen and what multiplicative properties that set F has.
Definition 4.1. Let R be an integral domain with quotient field K and consider an infinite
set F = {fi}i∈Λ such that:
• Each fi is transcendent over K.
• For every finite subset H ⊆ F , there exists an infinite subset G ⊆ F such that hg ∈ F
for every h ∈ H and g ∈ G.
We refer to a set F satisfying these conditions as an almost multiplicatively closed transcen-
dent set over R (clearly a properly multiplicatively closed set is also almost multiplicatively
closed in this sense).
Definition 4.2. Let R be a local domain with maximal ideal m and let I ⊆ m be a proper
ideal of R. Let F be an almost multiplicatively closed transcendent set over R and set
IF = {if : i ∈ I, f ∈ F}.
We define the local ring
R(I,F) := R[IF ]M
where M is the ideal generated by m and IF .
Example 4.3. We list some relevant examples of this construction:
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1. An easy example is obtained taking F = {xn}n≥1 where x is an indeterminate over K.
This class of examples includes rings such as
k[a, ax, ax2, ax3, . . .](a,ax,ax2,ax3,...)
(here R = k[a](a) and I = m.)
2. Also the k+m constructions can be obtained as particular examples of this construction.
If R is a local domain containing its residue field k, given an indeterminate X over
k, we set F to be a basis of k(X) as a k-vector space and choose I = m. Clearly
F is multiplicatively closed and R(I,F) is a standard k + m construction. Choosing
different ideals I ( m, one may produce many variations of the same construction,
often not integrally closed.
3. A different example in which F is not multiplicatively closed but only almost multi-
plicatively closed, is the following. Given a countable set of indeterminates {xn}n≥1
over K, define the set
F = {xi1xi2 · · ·xir , squarefree monomial}.
Clearly, for every f ∈ F and m ≥ 2, fm 6∈ F but still F fulfills the condition of
Definition 4.1.
When the ideal I is chosen to be m-primary, as in some of the examples described above,
the ring R(I,F) turns out to be a SBID. We prove this fact now.
Consider the following notation. We define π : R(I,F)→ R to be the canonical surjec-
tion whose kernel is the ideal IF ⊆ R(I,F). Each element of R(I,F) is of the form
d = r0 + r1g1 + . . .+ rlgl
where r0 = π(d) ∈ R, ri ∈ I for i ≥ 1, and gi =
∏si
j=1 fij are products of elements of F for
which si ≤ k where k is the largest power such that ri ∈ I
k (k may also be ∞). We call an
element of the form rigi (or r0) a monomial of d.
Call H(d) the set of all such elements fij ∈ F dividing the monomials gi of d in the
overring R[F ]. Observe that H(d) is a finite subset of F .
Lemma 4.4. Let R be a local domain with maximal ideal m and let I ⊆ m be an m-primary
ideal of R. Given r1, r2, . . . , rn ∈ m, there exists t ∈ R \ I such that rit ∈ I for every
i = 1, . . . , n.
Proof. Since I is m-primary, there exist minimal integers ei such that r
ei
i ∈ I. Consider the
set L = {
∏n
i=1 r
hi
i : 0 ≤ hi ≤ ei}. This set is finite, partially ordered with respect to the
order relation induced by divisibility and its maximal elements are in I. Hence it is possible
to find some element in L, maximal with respect to the property of not belonging to I. Take
t as one of such elements (possibly t = 1 if already r1, r2, . . . , rn ∈ I).
Theorem 4.5. Let R be a local domain with maximal ideal m and let I ⊆ m be an m-primary
ideal of R. Then the ring D = R(I,F) is a Strong Bezout Intersection domain.
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Proof. Let I = (a1)∩(a2)∩. . .∩(an) for some pairwise incomparable elements a1, a2, . . . , an ∈
D. Let a ∈ I be an element obtained by taking the product a1a2 · · · an and, if needed, dividing
some common factor of the ai in order to make a a minimal generator of I (we may assume
by way of contradiction I to be finitely generated). Define for i = 1, . . . , n,
bi :=
a
ai
.
Since bi ∈ D, set
H :=
n⋃
i=1
H(bi)
and observe that H is a finite subset of F and by Definition 4.1, there exists an infinite set
G ⊆ F such that HG ⊆ F . Also set ri = π(bi) and use Lemma 4.4 in order to find t ∈ R \ I
such that rit ∈ I for every i. We claim that atf ∈ I for every f ∈ G and, since each ft 6∈ D,
this will provide an infinite set of linearly independent elements of I. Write atf = aibitf
and prove bitf ∈ D. For this, following the previous notation, write
bitf = (ri + s1g1 + . . .+ slgl)tf
where sj ∈ I and gj are products of elements of H. Clearly ritf ∈ D since rit ∈ I. For the
other terms, if gj 6∈ H, it is possible to write sjgj = s
′g′sg where s, s′ ∈ I, g′ is a product of
elements of H such that s′g′ ∈ D, and g ∈ H. Thus sjgjtf = s
′g′tsgf ∈ D, since ts ∈ I and
gf ∈ HG ⊆ F . This proves the claim.
Now, if I was finitely generated by some elements (d1, . . . , dc), it would follow that the set
W =
⋃n
i=1H(di) is finite. But instead, it is possible to take f ∈ G \W such that atf ∈ I \ I
2
and this is a contradiction. It follows that I is necessarily not finitely generated.
Remark 4.6. The theorem above can be used to construct many examples of non-integrally
closed SBID. Indeed, taking an m-primary ideal I ( m and x ∈ m \ I, if xe ∈ I, it is
sufficient to have the existence of f ∈ F such that also f e ∈ F in order to have xf integral
over R(I,F) but not inside it.
Despite the fact that many examples are not integrally closed, one may use this construc-
tion in order to find examples of completely integrally closed SBID. A known example of
completely integrally closed Schreier SBID is the Shannon extension appearing in [16, Corol-
lary 7.7]. Here we want to indicate how to construct many more non-Schreier examples. In
the following theorem we assume I to be equal to the maximal ideal m of R.
Definition 4.7. Let F be an almost multiplicatively closed transcendent set over R. We say
that F is full if, given some elements f1, f2, . . . , fs ∈ F such that the product f1f2 · · · fs ∈ F ,
then also fi1fi2 · · · fir ∈ F for every choice of i1, i2, . . . , ir ∈ {1, 2, . . . , s}.
Theorem 4.8. Let D = R(m,F) defined as above in this section and consider its overring
T = R[F ]. Assume the following conditions:
(i) T is completely integrally closed.
(ii) F is full.
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(iii) For every f ∈ F , there exists N ∈ N such that fn 6∈ F for n ≥ N.
Then D is completely integrally closed.
Proof. Since T is completely integrally closed, any almost integral element over D has to be
in T . Let x ∈ T \D and take d ∈ D, we want to consider the products dxn for n ≥ 1 and
prove that they are not in D for any large enough n. The product of two elements x, y ∈ T
belongs to D if and only if all the products of the monomials of x and y are in D. Hence,
we may reduce to the case where d and x are monomials. Since T is completely integrally
closed, we must have
⋂∞
i=1m = (0).
Write d = rf1 . . . fl with r ∈ R, fi ∈ F and l ≤ k where k is the largest power such that
r ∈ mk, and write x = sg1 . . . gm with s ∈ R, gi ∈ F and m > j where j is the largest power
such that s ∈ mj . Since we consider generic products of the form dxn, and x = wgj+1 . . . gm
with w ∈ D, we may also assume without loss of generality s = 1. Moreover, since F is full,
we may assume all the products of the fi and all the products of gj to be not in F .
The condition dxn = rf1 . . . fl(g1 . . . gm)
n ∈ D implies that either l+nm ≤ k or fig
n
j ∈ F
for some i, j. Taking n large enough, it is possible to exclude the first possibility and assume
the second. Since F is full, this implies gnj ∈ F . Assumption (iii) excludes this to be possible
for every n. This implies that D is completely integrally closed.
Example 4.9. We describe two examples of completely integrally closed SBID obtained
using Theorem 4.8.
1. Set as base ring the DVR R = k[a](a) and choose I = m = aR. Consider, as in Example
4.3, the set F = {xi1xi2 · · ·xir , squarefree monomial}, where {xn}n≥1 is a countable
set of indeterminates over K = k(a).
In this case the ring R[F ] = k[a, x1, x2, x3, . . .] is completely integrally closed. More-
over F fulfills condition (b) and (c) of Theorem 4.8. Indeed, a product of squarefree
monomials is in F only if it is still squarefree and this happens if and only if the vari-
ables dividing the monomials are all distinct. Moreover, any divisor of a squarefree
monomial is still squarefree and this makes F full. Condition (iii) is easily verified
by taking N = 2 for every element of F . Thus, Theorem 4.8 implies that R(m,F) is
completely integrally closed.
2. The ring of the preceding example has infinite Krull dimension. This second example
shows that it is possible to obtain completely integrally closed examples also of finite
dimension. Again take R = k[a](a) and I = m = aR. Set S = Q ∩ (0, 1), let x be an
indeterminate over K = k(a), and define
F = {xs : s ∈ S}.
The ring R[F ] = R[xs : s ∈ Q+] is completely integrally closed. The set F is full since,
given s1, s2, . . . , sl ∈ S such that s1 + s2 + . . . + sl ∈ S, then clearly also any sum of
the form si1 + . . .+ sir ∈ S if i1, . . . , ir ∈ {1, 2, . . . , l}. Finally, if s = a/b, then bs ≥ 1,
implying bs 6∈ S and hence (xs)e 6∈ F for every e ≥ b. Thus condition (i)-(ii)-(iii) of
Theorem 4.8 are satisfied and R(m,F) is completely integrally closed. One can easily
observe that R(m,F) has Krull dimension 1.
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We switch now to consider the case in which the ideal I is not m-primary. Clearly in
this case R(I,F) will often not be a Strong Bezout Intersection domain, but this may still
happen in some case. First we show that R(I,F) fails to be a SBID in the case in which R
is not t-local and I is contained in some maximal t-ideal.
Proposition 4.10. Let R be a local domain with maximal ideal m and assume let I ⊆ P ( m
for some maximal t-ideal P of R. Then D = R(I,F) is not a SBID.
Proof. By Theorem 3.8, is sufficient to prove that D is not t-local. Since R is not t-local,
there exists J = (r1, r2, . . . , rn) ⊆ R such that Jv = R. We may assume without loss of
generality that rn 6∈ P. Hence, r1, r2, . . . , rn ⊆ γR for some γ ∈ K if and only if R ⊆ γR.
Assume r1, r2, . . . , rn ⊆ γD for some γ ∈ Q(D) \ K. Write γ =
h1
h2
with h1, h2 ∈ D and
assume by way of contradiction γ−1 6∈ D.
First assume h1 = r ∈ m. Now, not all the coefficients in R of the monomials of h2
can be divisible by r, otherwise, again dividing common factors, we would have γ−1 ∈ D.
But, h2J ⊆ rD, and if a ∈ R is a coefficient of h2 not divisible by r, we are forced to have
aJ ⊆ rR and this is impossible since Jv = R and (
r
a
)−1 = a
r
6∈ R.
Therefore, we may assume there exists some s ∈ D \ R such that s divides h1 but no
factor of s divides h2. It follows that s divides all the ri inside D and in particular divides
rn. Hence rn = sd with d ∈ D and this is impossible because it would imply rn ∈ I ⊆ P.
We deal now with the cases in which R has a divided prime ideal. We recall that a prime
ideal P of a ring R is divided if P ⊆ (x) for every x 6∈ P (the maximal ideal of a local domain
is always divided).
Proposition 4.11. Let R be a local domain with maximal ideal m and let P ⊆ m be a divided
prime ideal of R. Then D = R(P,F) is a SBID if and only if R
P
is a SBID.
Proof. Take the usual notation of this section. Let d = r0+ r1g1+ . . .+ rlgl ∈ D and assume
π(d) = r0 6∈ P. Since for i ≥ 1, ri ∈ P and P is divided, we get
ri
r0
∈ P and, if ri ∈ P
k, also
ri
r0
∈ Pk. Hence ri
r0
gi ∈M ⊆ D and
d = r0
(
1 +
r1
r0
g1 + . . .+
ri
r0
gl
)
,
implying (d) = (r0). Let Q = P + PF and take q = p0 + p1h1 + . . . + pmhm ∈ Q and
r ∈M\Q. By what said above, up to multiply a unit of D, we may assume r ∈ R. Replying
a similar argument as before, we get that pi
r
∈ P for every i, and hence q
r
∈ Q. It follows
that Q is a divided prime ideal of D and thus D occurs in the pullback diagram
D D
Q
DQ κ(Q)
We conclude the proof by applying Theorem 2.7.
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Notice that the last proof does not depend on all the properties of the set F given in
Definition 4.1, hence it may be applied also in more general contexts. Also the first case
described in Theorem 4.12 and the proof of Theorem 4.13 will not depend on the properties
of the set F .
We show now that, starting with rings that are already Strong Bezout Intersection such
as rings with locally cyclic maximal ideal or k + m constructions, the construction R(I,F)
will produce a Strong Bezout Intersection domain for any ideal I.
Theorem 4.12. Let R be a local domain with locally cyclic maximal ideal m and let I ⊆ m
be any ideal of R. Then the ring D = R(I,F) is a Strong Bezout Intersection domain.
Proof. We separate the proof in two different cases:
Case 1: I = Im
In this case let d1, d2, . . . , dn ∈ M be a finite number of non-units of D. Write each dj as
usual as dj = r0j + r1jg1j + . . . + rljglj where gij are products of elements of F , rij ∈ I if
i ≥ 1, and r0j ∈ m.
Observe that, if z ∈ xI and x ∈ yR, then also z ∈ yI. Hence, using the facts that m
is locally cyclic and I = Im, it is possible to find x ∈ m such that, for every j, r0j ∈ xR
and, for every j and for i ≥ 1, rij ∈ xI. It follows that d1, d2, . . . , dn ∈ xD and hence the
maximal ideal of D is locally cyclic. Corollary 3.11 implies that D is a SBID.
Case 2: Im ( I
In this case we proceed along the line of the argument used to prove Theorem 4.5. Con-
sider some pairwise incomparable elements a1, a2, . . . , an ∈ D and let all the elements
a, b1, b2, . . . , bn and the set G be defined in the same way as in that proof. Also set ri = π(bi).
To conclude the proof using the same argument we only need to find t ∈ R \ I such that
rit ∈ I for every i.
In light of Theorem 4.5, we may assume the radical of I to be properly contained in m.
If ri ∈ I for every i, simply set t = 1. Otherwise, choose z ∈ I \ Im. Use the fact that m is
locally cyclic to find x ∈ m \ I such that r1, r2, . . . , rn, z ∈ xR and set t =
z
x
.
Theorem 4.13. Let T be a local domain with maximal ideal m and containing its residue
field k(X). Let R = k + m let I ⊆ m be any ideal of R. Then the ring D = R(I,F) is a
Strong Bezout Intersection domain.
Proof. Using the facts that T and R has the same quotient field and I is also an ideal of T ,
it is possible to define the local domain T (I,F). Let n = m + IF be the maximal ideal of
T (I,F). Clearly n is also the maximal ideal of D and D = k + m + IF . Hence D = k + n
is a k +m construction and it is a SBID by Theorem 2.5.
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