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I. Introduction
Le de´veloppement de capteurs et notamment
de capteurs intelligents pour la mesure est
un axe d’initiative de recherche pertinent tant
pour les laboratoires que pour l’industrie. En
outre, le domaine de la mesure tridimension-
nelle sans contact est particulie`rement ouvert
puisque les dispositifs de mesure actuels sont
de type ponctuel ou line´aire et que tre`s peu de
dispositifs s’atte`lent au proble`me du mesurage
3D direct. Dans ce domaine, les came´ras sont
les corps d’e´preuve privile´gie´s, il reste alors a`
les mettre en œuvre habilement pour aboutir
a` un syste`me de mesure en trois dimensions.
De nombreuses me´thodes ont e´te´ de´veloppe´es
pour obtenir ces coordonne´es. Elles reposent
toutes sur une exploitation des variations des
conditions de prise de vue de plusieurs images.
Les parame`tres du syste`me d’acquisition ou de
l’environnement lumineux, controˆle´ ou non, sont
les informations essentielles a` l’e´tablissement
de la relation entre l’image et la sce`ne re´elle.
Deux grandes cate´gories d’approches peuvent
eˆtre de´finies. Les approches multi-oculaires ou`
une meˆme sce`ne est capte´e selon plusieurs points
de vue et les approches monoculaires ou` la sce`ne
est capte´e selon le meˆme point de vue. La
premie`re cate´gorie est extreˆmement de´veloppe´e
mais les techniques pre´sentent l’inconve´nient
majeur d’un lourd traitement de l’information
pour apparier des points afin de trianguler leur
position. Ne´anmoins, un bon appariement con-
duira a` une mesure 3D pre´cise. La seconde
cate´gorie regroupe les techniques utilisant le
flou optique comme information de profondeur.
Le proble`me d’appariement n’existe plus, mais
le niveau de pre´cision de´pend fortement des
conditions de prise de vue. Ces techniques
se composent de deux groupes. Le premier
groupe recherche dans l’image les zones de
nettete´ et les lient a` la profondeur par les
relations classiques de l’optique ge´ome´trique.
Nomme´es Depth From Focus ou DFF ([1]; [2];
[3]), elles pre´sentent l’inconve´nient majeur d’un
temps prohibitif d’obtention d’une carte des pro-
fondeurs. Le second groupe exploite le flou op-
tique perceptible sur les zones non homoge`nes
de l’image correspondant a` des contours ou a`
des textures. Ces techniques, appele´es Depth
From Defocus ou DFD ([4]; [5]; [6]), utilisent
au moins deux images d’une meˆme sce`ne ac-
quises avec des re´glages diffe´rents des parame`tres
du syste`me optique. Les principales techniques
exploitent soit le contenu spatial de l’image
par les caracte´ristiques ge´ome´triques ([4]) ou
la forme des objets dans la sce`ne ([2]) soit le
contenu fre´quentiel par une analyse de Fourier
([7]). Cette analyse est toujours tre`s couteuse
en temps de calcul. Elle est donc peu appro-
prie´e au de´veloppement d’un capteur. C’est
pourquoi nous avons pre´fe´re´ une approche spa-
tiale localise´e sur des e´le´ments caracte´ristiques
des objets de la sce`ne observe´e. Dans cette arti-
cle, nous pre´sentons le de´veloppement the´orique
de notre me´thode de perception de la profondeur
dans une sce`ne en rappelant le processus de
formation des images floues, en explicitant en
quel sens le flou optique est une information
sur la profondeur et en pre´cisant les mode`les
mathe´matiques utilise´s. Nous analysons en-
suite les constituants de la me´thode, notamment
en terme de se´lection des ope´rateurs de traite-
ment de l’image et du mode`le de la re´ponse im-
pulsionnelle du syste`me optique. Nous discu-
tons dans une quatrie`me partie de l’influence
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de ces mode`les et des ope´rateurs utilise´s sur
la pre´cision des re´sultats de mesure de pro-
fondeurs et sur les temps de calcul. Enfin, nous
e´valuons l’opportunite´ de mettre en oeuvre cette
approche sur une architecture mate´rielle pour le
de´veloppement d’un capteur monoculaire perme-
ttant la perception de la profondeur, appele´ le
capteur 3D.
II. De´veloppement the´orique de la
me´thode de perception de la
profondeur
Les techniques DFD permettent la
de´termination de la profondeur d’un objet
en utilisant au moins deux images acquises avec
un seul syste`me optique dans des conditions
de re´glage diffe´rentes. Si l’image d’une sce`ne
est acquise par une lentille re´elle, les points
de la surface de la sce`ne situe´s a` une distance
particulie`re de la lentille seront focalise´s, ils
apparaˆıtront nets sur l’image. Les points a`
d’autres distances seront de´focalise´s, flous au
sens optique. Leur degre´ de flou de´pend de la
distance les se´parant de la came´ra. C’est sur ce
principe que repose nos de´veloppements.
A. Le flou optique porteur de l’information de
profondeur
La me´thode DFD exploite l’effet physique pro-
duit sur les proprie´te´s d’images par la modifi-
cation des parame`tres d’acquisition tels que la
longueur focale, la mise au point et l’ouverture
du diaphragme. On cherche a` e´tablir une
ou plusieurs relations entre la profondeur, les
parame`tres de la came´ra et la quantite´ de flou
optique dans les images.
Pour des raisons de simplification, nous assim-
ilons l’objectif de la came´ra a` une lentille conver-
gente mince et de longueur focale e´quivalente.
Pour une came´ra avec une lentille de longueur
focale f , la relation entre la position d’un point
dans la sce`ne et la position de son image focalise´e
(ou nette) est donne´e par la loi de conjugaison :
1
so
+
1
si
=
1
f
(1)
ou` so est la distance entre le plan principal
(plan lentille) et l’objet et si est la distance entre
le plan principal et le plan image.
La figure 1 illustre le processus ge´ome´trique de
formation des images. Tous les rayons lumineux
e´mis par un objet O et intercepte´s par la lentille
sont re´fracte´s pour converger en un point sur le
plan image. Chaque point dans la sce`ne est pro-
jete´ en son point conjugue´ sur le plan focal for-
mant sur celui-ci une image focalise´e ou nette. Si
le plan capteur ne co¨ıncide pas avec le plan focal
d’une distance δ, l’image forme´e sera une tache
appele´e “cercle de confusion“. Ainsi, le point ob-
jet devient un disque avec un diame`tre valant 2R
si l’ouverture du diaphragme est circulaire.
Figure 1 – Principe de formation des images
selon l’optique ge´ome´trique.
Le diame`tre du cercle re´pond a` l’e´quation 2 :
2R =
Ls(
1
f
− 1
so
− 1
si
) (2)
Pour δ ≥ 0 (fig. 1), le plan capteur de la
came´ra est derrie`re le plan focal et pour δ < 0,
il est devant. La figure 2 montre l’e´volution du
diame`tre du cercle de confusion en fonction de
la distance du plan objet so pour les re´glages de
parame`tres suivants si = 70 mm, f = 60 mm et
pour diffe´rentes ouvertures du diaphragme L.
Figure 2 – Variation du diame`tre du cercle flou
en fonction de so.
La variation de signe de δ peut conduire a` une
estimation non unique du flou optique donc de
la profondeur puisque a` une valeur de 2R peut
correspondre deux valeurs de so. Pour lever cette
ambigu¨ıte´, il suffit de placer le plan focal soit
en avant plan soit en arrie`re plan de la sce`ne.
Ce choix sera guide´ par un compromis a` faire
entre l’e´tendue de profondeur et la sensibilite´ du
”capteur tridimensionnel”.
A partir des relations d’optique, la distance
a` un objet ou profondeur dans une sce`ne peut
s’exprimer par l’e´quation (3) :
so =
fs
s−f−2R f
L
pour δ < 0
so =
fs
s−f+2R f
L
pour δ ≥ 0 (3)
Cette expression est a` la base de toutes les
me´thodes qui utilisent le flou optique comme
information de profondeur. Le lien entre
l’information floue caracte´rise´e par l’e´tendue du
cercle de confusion et l’information de pro-
fondeur exprimant la distance objet - lentille est
alors imme´diat pour une profondeur so avec la
relation (4).
1
so
=
k(2R)
m
− c
m
(4)
ou` k, c et m des constantes repre´sentant des
re´glages spe´cifiques de la came´ra. Elle sont
de´termine´es par une proce´dure approprie´e de
calibrage.
En ge´ne´ral, on ne mesure pas directement
la taille de la tache car celle-ci n’est pas un
disque parfait. La distribution de son in-
tensite´ lumineuse est intimement lie´e au com-
portement ondulatoire du syste`me optique. Le
mode`le utilise´ pour repre´senter cette tache sera
caracte´ristique de la fonction de transfert du
syste`me optique (FTO) qui permet d’e´tablir un
lien entre R et l’e´talement de la tache image. La
FTO, caracte´ristique d’une profondeur permet
d’exprimer la relation entre un plan focalise´ et
non focalise´ par IF (u, v) = IN(u, v) ∗ FTO(u, v)
ou` IF (u, v) est la transforme´e de Fourier de
l’image floue et IN(u, v) celle de l’image fo-
calise´e. Cette relation s’e´crit dans le domaine
spatiale iF (i, j) = iN(i, j)
⊗
2D h(i, j) ou`
⊗
2D
est l’ope´rateur de convolution bidimensionnel et
h(i, j) la re´ponse impulsionnelle du syste`me op-
tique obtenue par la tranforme´e de Fourier in-
verse de la FTO.
La connaissance de la re´ponse impulsionnelle
du syste`me optique appele´e PSF (Point Spread
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Figure 3 – Sche´ma de principe
Function ou fonction d’e´talement du point) per-
met d’obtenir le parame`tre d’e´talement Peso
pour diffe´rentes profondeurs so. On trouve la re-
lation (5) ou` les constantes m et c sont obtenues
par calibrage.
1
so
=
Peso
m
− c
m
(5)
B. Principe de la me´thode
L’information de profondeur existe a` travers le
flou optique. Il est alors ne´cessaire d’identifier
certaines caracte´ristiques de l’image pour
lesquelles les effets du flou sont mesurables
comme par exemple des discontinuite´s
d’intensite´. Ces discontinuite´s spatiales
repre´sentent parfois les contours d’objets ob-
serve´s. Afin d’appliquer la me´thode, il est
ne´cessaire d’identifier ces contours et de les
positionner.
Le principe ge´ne´ral de la me´thode , pre´sente´
sur la figure 3) est similaire a` celui propose´ par
Pentland ([4]; [8]). On retient l’acquisition d’une
image nette en tout point avec un iris ferme´
qui fournit facilement la position des contours
graˆce a` un ope´rateur de gradient. En faisant
l’acquisition d’une seconde image floue (iris ou-
vert), le contenu informationnel de la sce`ne est
isole´. Une estimation du flou est obtenue a` par-
tir du module des gradients de luminance. En
e´tablissant le rapport des modules des gradients
des images nette et floue, qui permet de don-
ner la meˆme importance a` chaque contour, il est
possible d’identifier le parame`tre de la PSF.
Nous lions ensuite l’estimation de ce
parame`tre a` la profondeur en utilisant la
relation (5). Si le parame`tre d’e´talement est
de´termine´ en chaque pixel appartenant aux
contours des objets de la sce`ne, nous obtenons
une carte des profondeurs.
Le rapport des modules des gradients des deux
images s’crit :
R (i, j) =
|∇iN (i, j)|
|∇iF (i, j)| =
|∇iN (i, j)|
|∇ (iN (i, j)⊗ h (i, j))|
(6)
Ou` ∇ repre´sente l’ope´rateur gradient.
L’originalite´ de l’approche est de conside´rer la
discontinuite´ spatiale sous une forme monodi-
mensionnelle plutoˆt que bidimensionnelle. On
utilise un mode`le type de contours parmi les
plus courants ([9]) que l’on localise dans l’image
nette.
Conside`rons un contour cn (x) pris dans la di-
rection de l’axe x perpendiculaire au contour de
l’objet. On le de´finit par l’expression (7) comme
une rampe d’amplitude b− a, de longueur ε.
cn (x) =


a
a +
(
b−a
ε
)
(x− x0)
b
x < x0
x0 ≤ x ≤ x0 + ε
x > x0 + ε
(7)
Le gradient du profil du contour dans l’image
floue est donne´ par :
∇cf (x) = ∇cn (x)⊗ h (x) (8)
si la PSF h(i, j) est de syme´trie circulaire.
Le rapport des modules des gradients devient
alors :
R (x) =
|∇cn (x)|
|∇cf (x)| =
|∇cn (x)|
|∇cn (x)⊗ h (x)| (9)
En traitement nume´rique des images de nom-
breuses approximations de l’ope´rateur gradient
permettent d’obtenir une forme analytique de
l’equation (9) plus ou moins simple. Nous avons
choisi l’ope´rateur de Prewitt pour sa simplicite´
d’application en contexte temps re´el et sa rela-
tive tenue au bruit puisqu’il inte`gre un filtrage
par moyennage ([10]). On peut alors e´crire la
relation :
R (x) =


1
h(x−x0)+h(x−(x0+ε))+2
∑ε−1
u=1
h(x−(x0+u))
pour x = x0 et x = x0 + ε
2
h(x−x0)+h(x−(x0+ε))+2
∑ε−1
u=1
h(x−(x0+u))
pour x ∈ ]x0, x0 + ε[
Avec cette expression du rapport des modules
des gradients, nous sommes capables d’estimer
(ε + 1) valeurs du parame`tre d’e´talement pour
tout x ∈ [x0; x0 + ε]. On obtient une valeur
finale par la moyenne des valeurs estime´es.
La me´thode s’en trouve un peu alourdie en
temps de calcul mais l’estimation est globale-
ment meilleure. Les de´tails the´oriques sont
donne´s dans ([11]).
III. Discussion sur les mode`les utilise´s
A. Ope´rateurs de traitement des images
Nous avons constate´ que le filtrage de l’ope´rateur
de Prewitt n’e´tait pas assez performant. Aussi,
on lui pre´fe`re l’ope´rateur de Sobel ([10]) pour sa
meilleure tenue au bruit. L’expression thorique
de rapport des modules des gradients donne en
(B.) est valable pour ces deux oprateurs. En
revanche, le couˆt de calcul est plus important que
lors de l’utilisation de l’ope´rateur de Prewitt car
on augmente le nombre d’ope´rations en raison
des coefficients non unitaires introduits dans les
masques de convolution.
L’ope´rateur optimal de Canny-Deriche,
ope´rateur de re´fe´rence en matie`re de calcul
de gradient, repose sur une forme exponen-
tielle a` support non borne´. Son utilisation
est difficile dans notre approche locale. De
plus, le couˆt de calcul devient conse´quent et
re´duit l’opportunite´ d’une application temps
re´el malgre´ ses performances.
B. Mode`les de PSF
La PSF de´pend autant des proprie´te´s des
mate´riaux de l’optique (indice de re´fraction), que
de la forme ge´ome´trique de la lentille (longueur
focale) et des parame`tres de prise de vue (dis-
tance de l’objet, diaphragme, e´clairage). Un
mode`le re´el prenant en compte a` la fois tous les
aspects de l’optique ge´ome´trique, les effets de la
diffraction et les de´fauts de lentilles n’existe pas.
Nous avons pre´cise´ pre´ce´demment que l’analyse
du parame`tre d’e´talement pouvait se faire en une
dimension si la PSF est de syme´trie circulaire.
Les trois principaux mode`les de re´ponse im-
pulsionnelle de l’optique sans abe´rration sont le
mode`le de Hopkins ([12]), le mode`le gaussien et
le mode`le ge´ome´trique.
1. Le mode`le de Hopkins
Ce mode`le prend bien en compte le phe´nome`ne
de diffraction. Il est de´fini par la relation (10) :
h (x, y, λ) =
(
2
a
)2 [
U21 (a, b) + U
2
2 (a, b)
]
I0 (10)
avec les fonctions de Lommel :
Un (a, b) =
∞∑
k=0
(−1)k
(
a
b
)n+2k
Jn+2k (b) ,
I0 =
[
pi
λ
(
L
2f
)2]2
Ie l’intensite´ au point origine
avec Ie l’intensite´ e´mise et, a =
2pi
λ
(
L
2f
)2
(s− si)
et b = 2pi
λ
(
L
2f
√
x2 + y2
)
.
Jm (b) est une fonction de Bessel de premie`re
espe`ce d’ordre m et λ est une longueur d’onde.
On peut remarquer que ce mode`le de´pend de la
longueur d’onde λ. En lui affectant une valeur
moyenne prise sur le spectre de re´ponse du cap-
teur CCD, nous perdons peu sur l’effet globale
du flou. Ne´anmoins, la comple´xite´ de cette forme
analytique en fait un mode`le peu utilise´.
2. Le mode`le gaussien
Le mode`le gaussien 2D avec un e´cart-type σso
correspondant a` une profondeur so est donne´ par
l’e´quation (11) :
h (x, y) =
1
2piσ2so
e
−
x2+y2
2σ2so (11)
Il est une bonne approximation du mode`le re´el
dans sa forme spatiale mais est significativement
diffe´rent au dela` du premier lobe dans le domaine
fre´quentiel. Cependant, sa forme analytique sim-
ple en fait le mode`le le plus utilise´.
3. Le mode`le ge´ome´trique
Pour des raisons de simplicite´, on peut choisir
de ne pas tenir compte du comportement on-
dulatoire de l’optique. On se retrouve alors
sur la base de l’optique ge´ome´trique avec le
mode`le ”Pillbox”. La PSF est alors une con-
stante re´partie sur une surface circulaire. (rela-
tion 12) :
h (x, y) =
{ 1
piR2
√
x2 + y2 ≤ R
0 ailleurs
(12)
Le mode`le simple est parfois utilise´ dans les
travaux d’optique, notamment lorsque la quan-
tite´ de flou est grande.
IV. Re´sultats de mesure
Pour e´valuer les performances d’estimation du
parame`tre d’e´talement par notre me´thode, nous
avons synthe´tise´ une image constitue´e des qua-
tre rectangles de teintes (niveaux de gris)
diffe´rentes, note´s de 1 a` 4 (fig. 4). Le rectangle 3
montre une occlusion qui est carace´ristique d’une
comple´xite´ classique du proble`me de perception
de la profondeur. Ces rectangles ont e´te´ ren-
dus artificiellement flous avec les trois valeurs de
parame`tres d’e´talement suivantes : σso1 = 1.2,
σso2 = σso3 = 1.8 et σso4 = 2.6 qui peuvent cor-
respondrent aux profondeurs
Figure 4 – Estimation locale du parame`tre
d’e´talement
L’estimation est globalement correcte meˆme
lorsqu’il y a occlusion de formes. Cependant,
aux environs des jonctions de contours, les er-
reurs d’estimation du parame`tre d’e´talement
sont importantes . Cela est duˆ a` une contribu-
tion mutuelle des flous de ces contours puisque
nous ne respectons pas l’e´quivalence 2D vers 1D
qui nous a permis d’e´crire l’e´quation (9).
V. Architecture mate´rielle
Aspect optique : l’inte´reˆt majeur de la
ste´re´ovision monoculaire par rapport aux solu-
tions multioculaires est d’e´liminer le proble`me
d’appariement de points pour appliquer le
principe de triangulation. Ne´anmoins, pour
de´velopper un capteur 3D sur le principe de´taille´
pre´ce´demment, il nous faut mettre en oeuvre un
syste`me optique de´livrant une image nette et son
e´quivalente floue de la meˆme sce`ne. Pentland
([8]) a propose´ une structure distribuant l’image
de la sce`ne sur deux CCD par deux chemins op-
tiques diffe´rents. Il reste a` inte´grer ce syste`me
sur des montures standards.
Aspect e´lectronique : le de´veloppement d’un
tel capteur impose des contraintes sur le plan
e´lectronique. Les deux CCD doivent faire
l’acquisition des images dans un laps de temps
court si on veut e´liminer les proble`mes de cor-
respondance de contours lors de mouvements
d’objets. De plus, les CCD et leur e´lectronique
doivent avoir des comportements similaires par
rapport au bruit afin d’introduire un minimum
d’interfe`rences. Pour pallier ces proble`mes, il
suffit de faire l’acquisition d’images de taille
512x512 sur un capteur de plus grande taille
par exemple 2029x2044 (KODAK MEGAPLUS
4.2i). Enfin, le capteur doit eˆtre dote´ d’un
syste`me nume´rique rapide de type DSP afin de
traiter simultane´ment les deux images.
Capteur Intelligent : l’inte´gration e´lectronique
d’un DSP permet d’envisager des fonctions de
communication autorisant l’interaction avec le
capteur. Cette fonctionnalite´ nous permet
d’une part de parame´trer le capteur notamment
pour des recalages d’images ou d’e´clairement et
d’autre part de re´cupe´rer a` distance les cartes de
profondeurs pour une utilisation dans des appli-
cations industrielles ou de laboratoire.
VI. Conclusion
Le de´veloppement the´orique montre la faisabilite´
d’un capteur 3D monoculaire par l’exploitation
du flou optique. Ne´anmoins, les aspects op-
tiques et e´lectronique du de´veloppement sont
non ne´gligeables en terme de couˆt et de temps.
Toutefois, de nombreuses applications trou-
veront be´ne´fices a disposer d’un tel capteur. On
rele`vera notamment des applications de reverse-
ingeneering 3D, tous les proble`mes d’analyse et
de reconstruction de sce`nes ou encore des appli-
cations d’assitance a` la conduite de ve´hicules ...
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