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Introduction générale
Dans l’industrie contemporaine, les systèmes de production jouent un rôle très important.
La population mondiale augmente rapidement, ce qui suscite une demande croissante pour
des produits et des services. Afin de satisfaire cette demande et rivaliser avec succès avec les
concurrents, chaque entreprise doit soigneusement concevoir son système de production. Il faut
créer un système qui sera à la fois efficace du point de vue de la qualité des produits fabriqués
et du point de vue du capital dépensé. L’un des systèmes de production les plus utilisés dans
l’industrie est la ligne de fabrication. Elle se compose de postes de travail (stations) alignés de
manière séquentielle. Les décisions liées à la conception des lignes de fabrication sont de grande
importance parce que le coût de la mise en place d’une ligne de fabrication se chiffre en millions
d’euros.
Dans ce mémoire, nous nous intéressons particulièrement à l’étape de la configuration des
lignes de fabrication. Cette étape suit l’analyse des produits à fabriquer et la planification
du processus de fabrication. La configuration des lignes consiste à choisir les ressources de
production et à les affecter à des stations de sorte que les objectifs définis soient atteints.
Ces objectifs peuvent être représentés, par exemple, par la minimisation du coût total ou la
maximisation de la productivité de la ligne. Les problèmes survenant au stade de la configuration
des lignes de fabrication sont de nature combinatoire. Le concepteur de la ligne cherche la(les)
solution(s) optimale(s) parmi les autres solutions admissibles. C’est une tâche difficile en tenant
compte d’une explosion combinatoire des solutions possibles. Ainsi, le choix d’une méthode de
résolution dans ces conditions est décisif. La méthode appliquée doit être efficace par rapport
à la qualité des solutions obtenues et au temps de calcul.
Dans cette thèse, nous considérons deux types de problèmes de configuration des lignes de
fabrication. Ces problèmes ont été notamment observé dans le domaine de l’usinage. Pour au-
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tant, ces hypothèses et caractéristiques peuvent s’appliquer à des problèmes provenant d’autres
domaines. Nous poursuivons deux buts : analyser la complexité de ces problèmes et trouver une
méthode d’optimisation adaptée. Dans ce qui suit, nous présentons la structure de la thèse qui
se compose de cinq chapitres.
Dans le chapitre 1, nous donnons une définition des lignes de fabrication et proposons une
classification basée sur les critères de variabilité et de flux de produits. Nous donnons égale-
ment quelques définitions importantes concernant la notion de temps de cycle. Ensuite, nous
positionnons l’étape de configuration dans le processus de conception de lignes de fabrication
et soulignons son importance.
Dans le chapitre 2 nous présentons un état de l’art sur les problèmes de configuration de
lignes de fabrication. Nous notons que la configuration de lignes contient non seulement l’af-
fectation des ressources aux stations (équilibrage) mais aussi leur sélection parmi les ressources
disponibles. Nous donnons une nouvelle classification des problèmes d’équilibrage qui permet
de distinguer clairement les lignes selon leur variabilité de production et de décrire en détail les
caractéristiques de temps et de coût pour chaque type de ligne. En outre, cette classification
permet de bien définir les problèmes abordés dans cette thèse. Dans le cadre de la classification
proposée, un aperçu des problèmes considérés dans la littérature correspondant aux éléments
de la classification est également donné. Puis, nous mentionnons les méthodes de résolution les
plus répandues.
Le problème étudié dans le chapitre 3 consiste en même temps à sélectionner un sous-ensemble
des ressources à partir d’un ensemble des ressources disponibles et à les affecter à un nombre de
stations à déterminer de sorte que le coût total soit minimisé. La ligne est cadencée et elle est
dédiée à la production d’un seul type de produit. Les stations sont alignées l’une après l’autre et
toutes les pièces passent par toutes les stations dans le même ordre. Nous considérons ici le cas
de lignes de fabrication avec des têtes d’usinage multi-broches. Les ressources correspondent
à des modules de traitement (têtes multibroches que nous appellerons blocs) qui exécutent
simultanément les opérations qui leur sont affectées. Les blocs affectées à la même station
traitent un produit brut en parallèle. C’est à dire, les blocs sont simultanément activés. Un
tel environnement de production augmente considérablement la productivité de la ligne. La
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méthode de résolution proposée se base sur le concept d’une station localement admissible qui
permet de réduire le problème étudié à un problème de partition d’ensemble.
Les chapitres 4 et 5 sont consacrés à deux problèmes de minimisation des coûts de change-
ments de séries pour des lignes multi-produits flexibles ou reconfigurables. Ces deux problèmes
partagent la plupart des mêmes hypothèses, quoiqu’il y ait des différences importantes dans leur
formulation. Les hypothèses communes de ces deux problèmes sont les suivantes. La ligne est
multi-produit, c’est-à-dire, elle doit être configurée pour la fabrication de produits de plusieurs
types. La ligne est cadencée et il y a un cheminement de production unique pour tous les types
de produits. Un ensemble d’opérations spécifiques est associé à chaque type de produits. Un
changement de séries s’effectue sur une station si au moins une opération d’un certain type
de produit est affectée à cette station. Chaque changement de séries implique des coûts com-
plémentaires. Des contraintes de précédence sont données sur l’ensemble des opérations. Les
problèmes ont deux critères considérés lexicographiquement : la minimisation du nombre des
stations et la minimisation du coût total de changements de séries.
Les problèmes des chapitres 4 et 5 se distinguent par les hypothèses suivantes. Le problème
dans le chapitre 4 suppose l’exécution parallèle des opérations sur les stations (comme dans le
chapitre 3). Il y a des contraintes d’exclusion imposées sur un ensemble des opérations. Dans le
chapitre 5 nous examinons un problème pour le cas avec l’exécution séquentielle des opérations
sur les stations. Les contraintes d’exclusion ne sont pas présentes. Par contre, nous considérons
les temps opératoires et les temps de cycle. Les produits de tous les types sont ordonnés selon
le principe de la technologie de groupe. Ce principe implique que les produits d’un certain type
entrent tous dans la ligne l’un après l’autre et qu’il n’y a pas de produits des autres types entre
eux. Il y a une borne supérieure à respecter sur le temps de cycle du produit de chaque type.
Les procédures de résolution proposées dans les chapitres 4 et 5 se basent sur la même
approche. D’abord, nous appliquons des heuristiques gloutonnes pour trouver des solutions
approchées. Ensuite, nous modélisons le problème de la recherche du nombre de stations minimal
comme un problème de programmation linéaire en nombres entiers et le résolvons à l’aide du
solveur Cplex. En choisissant parmi les solutions obtenues celle qui a un nombre minimal de
stations, nous construisons un modèle de programmation linéaire en nombres entiers pour le
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problème de la recherche du coût total de changements de séries. Nous appliquons de nouveau
le solveur pour trouver une solution optimale. En outre, nous établissons la complexité de calcul
pour certains cas particuliers des problèmes considérés.
Finalement, nous terminons cette thèse par la conclusion générale où nous faisons le bilan
des travaux effectués ainsi qu’une synthèse des principaux résultats obtenus. La discussion sur
les perspectives de notre recherche y est également présentée.
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Chapitre 1
Conception de lignes de fabrication
1.1 Systèmes de production
L’ensemble des moyens et des ressources utilisés pour fabriquer des produits finis à partir
de produits bruts forme un système de production. Notons qu’un produit fini ne signifie
pas forcément un produit qui est prêt pour l’utilisation par des consommateurs finaux. Il y a
des producteurs qui fabriquent des composants pour d’autres producteurs. À leur tour, ceux-ci
reçoivent (souvent via les centres logistiques) les composants comme les produits bruts pour
fabriquer leur propre produit fini ayant une plus grande valeur ajoutée. Par exemple, dans la
construction automobile, les producteurs de boîtes de vitesses transmettent leurs produits finis
au producteur final qui assemble les produits prêts à vendre aux consommateurs, c’est-à-dire les
voitures. Les boîtes de vitesses ne servent à rien sans voiture. Cependant, pour un producteur
de boîtes de vitesses ses produits représentent des produits finis. Les producteurs peuvent être
associés à deux types d’interactions économiques : B2B (Business to Business) - entreprise aux
entreprises et B2C (Business to Customer) - entreprise aux particuliers. La différenciation se
fait selon les clients ciblés. L’ensemble de ces producteurs et leurs interactions constitue une
chaîne d’approvisionnement, connue dans la littérature anglo-saxonne sous le terme supply
chain. Afin d’obtenir des produits finis il faut effectuer un ensemble d’opérations ordonné sur
des produits bruts. Ces opérations sont exécutées par des ressources de production : soit par
des opérateurs humains, soit par des machines automatiques. Il est évident que, s’agissant de
production industrielle, même si des opérateurs participent au processus de production, de
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toute façon, ils emploient certains outils ou machines. De même, un processus de production
entièrement automatisé doit être supervisé par des spécialistes. Les ressources de production
sont habituellement affectées à des postes de travail, plus souvent appelés des stations. Chaque
station est caractérisée par des opérations qui lui sont affectées et qu’y sont exécutées de façon
répétitive. Les produits bruts sont déplacés entre des stations où ils subissent des opérations.
On obtient un produit fini lorsque la dernière opération sur la dernière station est finie. Un
cheminement de production signifie une séquence de stations prédefinie pour un produit.
On peut distinguer trois types principaux de système de production, à savoir : les systèmes
d’ateliers à cheminement multiple (job-shop), les systèmes d’ateliers à cheminement unique
(flow-line) et les systèmes hybrides :
• Un système d’ateliers à cheminement multiple implique des cheminements de pro-
duction différents pour chaque type de produit. La production est donc discontinue et
flexible. Ce type de système de production est mis en œuvre pour la fabrication de pro-
duits dont les caractéristiques sont hétérogènes et pour lesquels la demande est petite.
Compte tenu de l’utilisation de mêmes ressources pour la fabrication d’un ensemble de
produits qui diffèrent parfois fortement les uns des autres, il est nécessaire d’ordonnancer
les tâches pour utiliser les ressources au maximum et réduire le temps total de production.
Vu la faible quantité et la très haute diversité de produits fabriqués, le niveau d’automatisa-
tion de ce type de système reste faible. Les ateliers flexibles (FMS - flexible manufacturing
systems) qui devaient pallier à ce défaut coûtent très cher. Ils sont relativement complexes
et demandent une certaine organisation du flux pour automatiser le transport des produits.
• Un système d’ateliers à cheminement unique signifie une séquence linéaire de stations
auxquels des opérations sont affectées. Toutes les unités de produits de tous les types (s’il
y a plusieurs types) ont un seul cheminement de production. Ainsi, la production a une
haute cadence mais avec un degré de flexibilité plus faible que celui d’un système d’ateliers
à cheminement multiple. Le flux de produits dans ce système suit la même direction. C’est-
à-dire, l’entrée et la sortie de système sont toujours les mêmes. Ce système permet d’obtenir
une productivité élevée et de satisfaire une forte demande. Le niveau d’automatisation est
souvent élevé.
• Un système de production hybride réunit à la fois des caractéristiques d’ateliers à
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cheminement multiple et unique. Cette symbiose est par exemple possible grâce aux sta-
tions parallèles qui permettent d’avoir plusieurs cheminements de production en gardant
la même direction du flux de produits.
Figure 1.1 – Schémas illustratifs des types de systèmes de production
La Figure 1.1 présente les exemples schématiques de ces différents types de systèmes de
production. La gestion d’un système d’ateliers à cheminement multiple est beaucoup plus
complexe que celle d’un système d’ateliers à cheminement unique parce qu’elle nécessite
d’ordonner la fabrication de plusieurs types de produits et de déterminer les tailles de lots
[Garey et al., 1976, Petrovic et al., 2005]. Par contre, son avantage se trouve dans la capacité
de fabriquer des produits dont les caractéristiques sont très différentes. Les deux premiers types
de systèmes de production se distinguent entre eux par leurs niveaux de flexibilité et leurs taux
de production. Le taux de procution d’un système à cheminement unique est plus élevé, tandis
que la flexibilité est plus faible par rapport à un système d’atelier à cheminement multiple.
Le choix du système à mettre en œuvre dépend de la nature de la production. Le système
d’ateliers à cheminement multiple est essentiellement utilisé dans la production sur commande
et la production en petites séries, tandis que le système d’ateliers à cheminement unique trouve
son application principalement dans la production de masse. Ces trois types de systèmes de
production sont décrits en détail dans [Tanaev et al., 1994, Pinedo and Chao, 1999].
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1.2 Lignes de fabrication : définition et classification
Une ligne de fabrication est un système de production à cheminement unique ou hybride
qui se compose de stations alignées de manière séquentielle.
Depuis leur apparition dans l’usine de Ford Motor Company, les lignes de fabrication sont
devenues le moyen principal de production de masse. Les produits pour lesquels la demande
est grande sont fabriqués essentiellement dans des usines équipées de lignes de fabrication.
Les lignes de fabrication exploitent des avantages, tels que la division du travail, leur cadence
de production, et les économies d’échelle, ce qui leur permet d’atteindre un haut niveau de
productivité et de maintenir les coûts unitaires des produits à un bas niveau.
Historiquement les premières lignes de fabrication étaient essentiellement composées de postes
de travail manuels situés le long d’un tapis roulant. Au fur et à mesure, afin de satisfaire à une
augmentation de la productivité et de la qualité de produits, les machines automatiques ont été
installées sur ces lignes. De plus, l’introduction de machines automatiques a permis de réduire
le risque d’accident du travail sur les stations où la presence d’un opérateur humain n’est pas
nécessaire tandis que le danger pour la santé est élevé.
Hormis leur architecture et leur degré d’automatisation plus ou moins grand, une classifica-
tion des lignes de fabrication peut aussi être effectuée en considérant différents critères. Nous
évoquons deux critères qui aident à décrire les types de lignes étudiées dans les chapitres 3, 4
et 5. Ce sont les critères de variabilité et de flux de produits.
La variabilité d’une ligne indique la fréquence de changements de types de produits fabriquées.
La notion de flux de produits sous-entend la caractéristique du mouvement de produits bruts
sur une ligne de fabrication.
Nous pouvons distinguer trois types de lignes de fabrication en tenant compte du critère de
variabilité :
1. Les lignes de fabrication dédiées. Ce sont les lignes conçues pour la fabrication d’un
seul type de produit en grande série. Elles ont le plus grand volume de production parmi
tous les systèmes de production. Cela permet d’avoir un coût réduit par unité de produit.
En plus, vu que les ressources installées le long d’une ligne sont stables, la qualité de
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produits se maintient sur un même niveau. Donc, une fois que les facteurs de production
sont bien établis, une ligne dédiée permet d’obtenir un niveau de qualité de produits
stable et élevé pendant une longue période de temps. Lorsque la demande est stable et
importante, l’utilisation de lignes de fabrication dédiées rapporte ainsi un grand bénéfice.
Par contre, la conception d’une telle ligne exige un examen méticuleux parce que son
temps de fonctionnement peut s’étendre sur plusieurs années voire dizaines d’années. Par
exemple, la fabrication des carrosseries du type W124 de Mercedes a duré 12 ans, de
1984 jusqu’à 1995 [w12, 2012]. Pendant ce temps la séquence des stations et l’ensemble
des ressources qui leurs sont attribuées restaient les mêmes. L’autre défaut de ce type de
lignes de fabrication vient des difficultés engendrées par des changements de spécification
de produit. Après l’installation d’une telle ligne une reconfiguration devient complexe et
très coûteuse.
2. Les lignes de fabrication flexibles. Au fil du temps, les exigences relatives aux pro-
duits ont sensiblement augmenté. La compétition dans les différentes branches de l’indus-
trie et la demande croissante des consommateurs ont suscité l’apparition d’un nouveau
concept de production, à savoir, la personnalisation de masse. Cette stratégie de produc-
tion avancée signifie d’une part la possibilité de créer des produits individualisés selon le
choix des consommateurs et d’autre part le maintien d’un relativement haut niveau du
taux de production. L’un des exemples les plus réussis d’application de la stratégie de
personnalisation de masse est la production d’ordinateurs par Dell. Des consommateurs
peuvent commander des ordinateurs personnalisés selon leurs préférences sur le site In-
ternet et puis, après que les commandes sont confirmées, les ordinateurs sont assemblés
dans les usines de Dell. La compagnie utilise une règle appelée « fabrication sur com-
mande » [Pollard et al., 2008]. Les autres compagnies fabriquant des ordinateurs se sont
appropriées cette expérience avantageuse, par exemple, Sony qui est devenu le fournis-
seur d’ordinateurs les plus personnalisés. Un autre exemple d’une telle stratégie vient
de l’industrie automobile avec le constructeur allemand BMW, qui propose un catalogue
d’options pouvant théoriquement engendrer 1032 modèles différents [Meyr, 2004].
Ce type de stratégie est mis en œuvre à l’aide des lignes de fabrication flexibles. Ce
sont des lignes utilisées pour la fabrication de plusieurs types de produits en exploitant
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la même séquence de stations. Pourtant, ces produits doivent avoir des caractéristiques
similaires en termes de dimensions, formes géométriques et matériaux composants. La
notion de famille de produits est souvent utilisée. En général, les ressources de production
correspondent à des machines automatiques. La séquence d’opérations (à ne pas confondre
avec la séquence de stations !) ainsi que les opérations exécutées en tant que telles différent
en fonction du type de produits. Si, par exemple, un produit d’un certain type entre dans
une ligne flexible, seules les ressources liées à la fabrication des produits de ce type seront
activées, tandis que les ressources qui ne participent pas à la fabrication des produits de
ce types resteront inactives. Certaines stations peuvent ainsi être inactives pendant la
fabrication d’une unité de produit d’un type spécifique.
Les avantages des lignes flexibles sont évidents : la variabilité de produits fabriqués permet
d’augmenter la compétitivité des entreprises et de cibler les différentes niches du marché.
La possibilité de choisir un type de produit en effectuant une commande attire les consom-
mateurs. Pourtant, il y a aussi des inconvénients. Le coût d’installation d’une telle ligne
devient onéreux en raison d’utilisation de machines de type CNC (Computer Numeric
Control). Ces machines sont souvent développées pour une famille de produits présuppo-
sée lorsque les exigences des produits finis et respectivement du processus de production
ne sont pas connues avec précision [Delorme et al., 2009]. Cela pousse les constructeurs
de machines CNC à inclure le plus de fonctionnalités possibles, ce qui augmente leur coût.
La fiabilité des lignes flexibles est aussi plus basse par rapport aux lignes dédiées à cause
de leur complexité.
3. Les lignes de fabrication reconfigurables. Une reconfiguration de ligne signifie un
processus de changement de l’architecture de ligne et/ou de l’affectation des ressources
afin de commencer la production de nouveaux types de produits avec une ancienne ligne de
fabrication. C’est souvent un processus de longue durée qui exige beaucoup de dépenses.
L’apparition de lignes capables de changer vite leur configuration physique a été suscitée
par la tendance à la réduction du cycle de vie des produits et la demande croissante
de personnalisation. Les lignes reconfigurables ont pour but de répondre plus vite et
de manière moins coûteuse aux fluctuations du marché, en offrant à la fois le volume
et la variabilité de production désirés [Koren et al., 1999]. La reconfigurabilité de telles
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lignes est engendrée par la division des ressources de production en modules qui peuvent
être facilement interchangés, intégrés ou enlevés. Les lignes reconfigurables visent à la
fabrication d’une famille limitée de produits. La variabilité n’est prévue que pour ces
produits. Donc, le coût d’investissement est plus bas par rapport aux lignes flexibles. En
plus, il y a un avantage lié à la capacité des lignes reconfigurables. Dès qu’une ligne est
(re)configurée, son taux de production peut s’élever à un niveau désiré, même jusqu’au
niveau de lignes dédiées, si la demande de produit s’avère suffisamment haute. Pourtant,
le coût par unité de produit reste plus haut par rapport à des lignes dédiées en raison de
la complexité plus élevée des ressources (modules).
Il y a un phénomène très important qui est inhérent aux lignes flexibles et reconfigurables, à
savoir le changement de séries. Un changement de séries signifie l’ensemble des démarches
nécessaires pour préparer une station au traitement d’un produit brut d’un certain type. Ces
démarches incluent : le réglage des machines, le chargement d’une pièce de produit, le posi-
tionnement du produit et des ressources/outils, le déchargement et le nettoyage de la station
[Burns and Daganzo, 1987]. Le processus de changement de séries des stations est coûteux vu
la consommation d’énergie additionnelle et la présence d’opérateur, ce qui augmente le coût de
fonctionnement d’une ligne flexible ou reconfigurable. En outre, les temps de changement de
séries influencent la productivité de lignes en augmentant le temps de production. Ces aspects
doivent être pris en compte lors de conception d’une telle ligne.
La Figure 1.2 montre la comparaison de trois types de lignes de fabrication selon trois critères :
le coût d’installation et de fonctionnement, le taux de production et le niveau de variabilité. Le
constructeur d’une ligne de fabrication doit décider quel type convient le mieux. En premier
lieu, il doit tenir compte de facteurs liés à la demande produits, à savoir la variabilité de produits
à fabriquer, le volume de production nécessaire et la durée supposée de demande. En outre, il
doit prendre en considération le facteur de coût d’installation et de fonctionnement de ligne qui
inclut le coût des ressources, les coûts de changements de séries et d’exploitation etc.
Avant de classer des lignes de fabrication en utilisant le critère de flux de produits il faut
donner quelques définitions importantes.
La charge d’une station est l’ensemble des opérations affectées à une station. Ainsi, le
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Figure 1.2 – Comparaison de trois types de lignes de fabrication.
montant de travail nécessaire pour transformer des produits bruts en produits finis se divise en
charges de stations qui, à leur tour, se divisent en opérations indivisibles.
Le temps opératoire est le temps d’exécution d’une opération. Il est indispensable de
prendre en compte ce paramètre de temps dans le processus de conception de lignes car il
influence leur productivité.
Le temps de transport de produits. C’est le temps dépensé pour le transport des unités
de produits entre les stations par un dispositif de transfert qui peut être un tapis ou un pont
roulant par exemple. Ce temps est normalement stable et ne dépend pas des stations. Pourtant,
il est possible que certaines stations puissent causer des temps additionnels de transport et cela
doit être considéré lors de la conception de lignes de fabrication [Bard, 1989].
Le temps de station est le temps d’exécution de la charge de station. Il est égal à la somme
de temps opératoires en cas d’exécution séquentielle des opérations sur les stations et au temps
opératoire le plus élevé en cas d’exécution parallèle.
Le temps d’inactivité (ou temps mort) est le temps pendant lequel une station est inactive,
c’est-à-dire, les opérations affectées à cette station ne sont pas effectuées.
Le temps de cycle. Il y a deux définitions de temps de cycle.
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La première définition décrit le temps de cycle comme le temps de fabrication moyen d’une
unité de produit d’un certain type. Soit c le temps de cycle, ta le temps d’achèvement de
fabrication de la dernière unité de produit, u - le nombre de produits à fabriquer. Le temps de




Cette définition est très proche du terme « takt time » qui signifie un rapport entre le temps
accessible de la période de production et la demande dans cette période. Dans ce cas, c’est une
condition qui doit être vérifiée lors de la configuration d’une ligne de fabrication.
Si le débit de ligne (throughput en anglais) qui signifie le nombre de produits à fabriquer par
unité de temps est donné, on peut calculer le temps de cycle comme suit : c = 1
throughput
. Le
débit est donc égal à l’inverse du temps de cycle : moins le temps de cycle est élevé plus le débit
est important. Évidemment, le débit de ligne est identique à la notion de productivité.
La deuxième définition détermine le temps de cycle comme le temps qui sépare les sorties de
deux produits finis consécutifs. Cette définition s’applique uniquement aux environnements de
production où les produits du même type sont fabriqués l’un après l’autre sans autres types de
produits entre eux. Dans le cas des lignes dédiées cette définition est valide parce que tous les
produits sont de même type.
Afin d’illustrer la notion de temps de cycle, nous présentons la Figure 1.3 avec un exemple
d’une ligne de fabrication simplifiée. Cette ligne se compose de 3 stations. Le cheminement
de production est unique. La ligne est dédiée. Les temps de station en minutes sont indiqués
au-dessus des stations. Le temps de transport est négligeable.
Figure 1.3 – Temps de cycle.
Considérons la première définition du temps de cycle. Soit le nombre de produits à fabriquer
u = 3. Le processus de production commence au temps zéro. La fabrication du premier produit
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se finira évidemment dans 4 minutes. Le deuxième produit doit d’abord attendre 1 minute le
traitement du premier produit à la première station. Ensuite il est traité à la première station,
tandis que le premier produit est traité à la deuxième station. Vu que le temps de la deuxième
station est égal à 2 minutes, le deuxième produit doit attendre encore 1 minute à la première
station pour que le traitement du premier produit soit fini. Ainsi, le temps d’achèvement du
deuxième produit sera égal à 6 minutes. L’écart de 2 minutes entre deux produits est déterminé
par le temps d’attente du traitement. La même logique s’applique au troisième produit dont
le temps d’achèvement sera égal à 8 minutes (2 minutes d’attente de plus). Donc, le temps de
cycle peut être calculé selon la formule de la première définition de temps de cycle :
c = ta
u
= 83 = 2, 66
Selon la deuxième définition, le temps de cycle est égal au temps entre les sorties de deux
produits consécutifs. Dans ce cas, il est égal à 2 (6− 4 pour le deuxième et le premier produits
et 8− 6 pour le troisième et le deuxième produits).
Dans le chapitre 3 nous considérons une ligne de fabrication dédiée qui fabrique un seul type
de produits. Dans le chapitre 4 il y a une borne commune pour les temps de cycles de tous les
types de produits, et nous supposons que cette borne n’est dépassée par aucun temps de cycle.
Dans le chapitre 5 nous examinons le cas d’une ligne multi-produit pour laquelle les produits
sont groupés en lots de produits identiques. Autrement dit, la séquence de produits est telle que
dans un lot de produits d’un certain type il n’y a pas de produits d’autres types. Ces conditions
permettent d’appliquer la deuxième définition de temps de cycle. En effet, le temps de cycle
(qui représente donc le temps entre les sorties de deux produits consécutifs) est égal au temps
de station la plus chargée. Afin de le prouver prenons notre exemple. Si, le nombre de produits
était égal à 100, le temps d’achèvement du dernier produit serait égal à 202 minutes. Ainsi, on
peut calculer le temps de cycle selon la formule 1.1 de la première définition de temps de cycle :
c = ta
u
= 202100 = 2, 02
Cette valeur est très proche de la valeur de temps de la deuxième station. Effectivement, cette
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La station dont le temps est maximal est appelée une station goulot (bottleneck station en
anglais). Dans cet exemple, le temps de cycle est égal à 2 minutes car c’est le temps de la
station goulot qui est la deuxième station.
En ayant clarifié une notion de temps de cycle, on peut maintenant classifier les lignes de
fabrication suivant le critère de flux de produits :
1. Les lignes de fabrication cadencées correspondent aux lignes dont les temps de stations
sont bornés par le temps de cycle. Des produits bruts sont transportés le long d’une ligne
de fabrication avec une cadence constante déterminée par le temps de cycle. Tous les
produits qui se trouvent à un moment donné sur toutes les stations sont simultanément
transportés vers les stations suivantes. Vu que les opérations sont indivisibles, le temps
de cycle ne peut pas être plus petit que le plus grand temps d’opération. Le temps d’in-
activité apparaît si le temps de certaines stations est moins grand que le temps de cycle.
Évidemment, la station dont le temps est égal au temps de cycle n’a pas de temps d’inac-
tivité. Autrement dit, pour chaque station le temps de station plus le temps d’inactivité
doivent être égal au temps de cycle.
2. Les lignes de fabrication non-cadencées se distinguent des lignes cadencées par la présence
de stocks tampons dans lesquels une quantité limitée de produits semi-finis est gardée
lorsque la station suivante traite encore les produits bruts précédents. L’objectif des stocks
tampons consiste à pallier aux malfonctionnements de la ligne comme, par exemple, les
défaillances de machines. Ici, le temps de cycle est défini comme le temps moyen de
la station la plus chargée parce que la cadence de la ligne n’est pas constante. Quant
au temps d’inactivité, en dehors de la différence entre le temps de cycle et le temps de
station, il peut être causé par deux facteurs liés aux stocks tampon : soit le stock tampon
suivant est plein soit le stock tampon précédent est vide parce que la station précédente
n’a pas encore fini l’exécution de sa charge [Scholl, 1999, Dolgui et al., 2002].
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1.3 La conception préliminaire des lignes de fabrication
Il y a des entreprises dont la spécialité est la conception et la production de lignes de fabrica-
tion. Normalement, un fabricant de lignes (équipementier) reçoit de son client l’information à
propos des produits que ce dernier souhaite fabriquer : les formes géométriques, les matériaux
constitutifs, les types de produits avec leurs spécifications et les volumes annuels de production
souhaités. Ensuite l’équipementier doit fournir une ou plusieurs solutions préliminaires concer-
nant l’architecture de la ligne, le nombre de stations, les ressources utilisées et naturellement
une estimation du coût de la ligne. Vu la grande concurrence dans ce secteur et les exigences
accrues de la part des clients, la solution doit d’un côté être fournie au plus vite et d’un autre
côté être de la meilleure qualité possible. Par une bonne qualité on sous-entend la satisfaction
de critères imposés par le client, notamment le coût, la productivité de la ligne et sa fiabilité.
L’optimisation à cette étape est très importante car la signature ou non d’un contrat de fa-
brication d’une telle ligne en dépend et les valeurs de contrat se chiffrent parfois en millions
d’euros [Delorme et al., 2009].
Donc avant qu’une ligne de fabrication soit produite et assemblée, une procedure scrupuleuse
de conception préliminaire s’impose. La conception préliminaire est un processus qui a pour
but de définir une configuration de la ligne de fabrication et de conduire à sa mise en œuvre
[Dolgui and Proth, 2006]. Le problème de conception préliminaire se divise en plusieurs étapes
qui doivent être effectuées dans l’ordre chronologique suivant :
1. Analyse de produit. Cette étape consiste en l’examen méticuleux des produits qui
seront fabriqués afin de déterminer l’ensemble des opérations que la ligne doit effectuer.
Chaque opération doit être bien précisée et décrite. Les outils de la Conception Assisté
par Ordinateur (CAO), plus connue sous le terme anglais Computer Aided Design ou
CAD, représente une technologie efficace qui aide à développer un prototype de produit
avec ses propriétés : les composants, les dimensions géométriques et la typologie.
2. Planification de processus ou choix de gammes. À ce stade les gammes possibles
de fabrication sont choisies définissant les contraintes technologiques. Cela inclut, par
exemple, l’ordre partiel entre les opérations, les contraintes d’inclusion et d’exclusion
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entre les opérations, etc. En plus, une sélection d’architecture de ligne doit être effectuée.
Le résultat de cette sélection définit les cheminements de production.
3. Configuration. Cette phase consiste au choix des ressources et à leur affectation à des
stations afin de remplir les objectifs donnés par le client, par exemple, assurer la produc-
tivité de ligne souhaitée. Les ressources sont affectées aux stations tout en respectant les
contraintes technologiques et en tenant compte de l’architecture de ligne qui sont établies
à l’étape précédente.
4. Analyse de flux. Cette étape s’intéresse à la simulation utilisée pour l’examen de flux
de produits le long de la ligne en tenant compte de la variabilité de produits et des
événements aléatoires. L’objectif est de dimensionner un dispositif de transfert et de
trouver le placement optimal des ressources qui ont été affectées aux stations lors des
étapes précédentes.
5. Ordonnancement. À ce stade l’ordre d’entrée des produits sur la ligne de fabrication
est défini. Le but de l’ordonnancement est d’utiliser au mieux les ressources affectées.
Si nécessaire, le concepteur revient aux étapes précédentes afin de corriger ou réviser les
decisions déjà prises. Dans le cas de la conception d’une ligne reconfigurable, le processus de
conception peut recommencer dès le début après une décision de fabriquer un nouveau produit.
Cette méthodologie a déjà été mise en œuvre dans un logiciel d’aide à la décision développé
pour la conception préliminaire de lignes dédiées [Battaïa et al., 2012].
Cette thèse est consacrée à une étape importante de la conception préliminaire : la configu-
ration de lignes de fabrication. Les décisions prises lors de cette étape influencent fortement les
objectifs définis par le client, c’est-à-dire, le coût d’installation et de fonctionnement, le taux
de production et la fiabilité de la ligne.
1.4 Conclusion
Dans ce chapitre nous avons donné une définition des lignes de fabrication et mis en évidence
leurs caractéristiques. Une ligne de fabrication est un système de production à flux continu,
destiné à la fabrication de produits finis à partir de produits bruts. Elle se compose de stations
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alignées de manière séquentielle. Les lignes de fabrication correspondent à deux types de sys-
tèmes de production : le système d’ateliers à cheminement unique et le système de production
hybride. La différence entre ces derniers est dans le nombre de cheminements possibles de pro-
duction. Pourtant, quelque soit ce nombre, la direction de flux est unique, ce qui les distingue
de systèmes d’ateliers à cheminement multiple caractérisés par de multiples directions de flux
de produits. Ensuite, nous avons proposé une classification des lignes de fabrication suivant les
critères de variabilité de production et de flux de produits. En utilisant critère de variabilité
nous avons distingué les lignes dédiées, flexibles et reconfigurables. La classification suivant
le critère de flux de produits fait apparaître les lignes cadencées et non-cadencées. Quelques
définitions de base ont également été données afin de préparer le lecteur à une meilleure com-
préhension des chapitres suivants. Parmi d’autres, les notions de changement de séries et de
temps de cycle ont été introduites. Elles sont très importantes pour la description des pro-
blèmes étudiés. Un changement de séries est l’ensemble de démarches nécessaires pour préparer
une station au traitement d’un produit brut d’un certain type dans le cas de lignes flexibles
ou reconfigurables. Le changement de séries suscite un accroissement du coût de la ligne et
du temps de production. C’est pourquoi il est important de considérer cet aspect. Le temps
de cycle, un autre élément sur lequel nous voulons concentrer l’attention de lecteur, signifie le
temps de fabrication moyen d’une unité de produit d’un certain type. Dans le cas de fabrication
successive de produits de même type sur la ligne cadencée, il est égal au temps entre les sorties
de deux produits consécutifs. Ce dernier temps, à son tour, est égal au temps de la station la
plus chargée. Cette station est appelée station goulot. Le temps de cycle influence directement
la productivité de la ligne. Nous avons finalement indiqué le positionnement du problème de
configuration de lignes de fabrication parmi les autres problèmes complexes de la conception
préliminaire de lignes de fabrication. Dans le chapitre 2 nous allons nous concentrer sur les
problèmes de configuration de lignes de fabrication et nous allons présenter un état de l’art des
principaux travaux développés pour cette problématique.
18
Chapitre 2
État de l’art sur les problèmes de configuration de lignes
de fabrication
2.1 Choix de ressources et équilibrage de lignes de fabrication
Les problèmes que nous étudions dans cette thèse correspondent à la troisième étape de la
conception préliminaire d’une ligne de fabrication, à savoir, le choix de sa configuration. À ce
stade toutes les nuances technologiques sont déjà prises en compte. Les produits à fabriquer et
leurs caractéristiques détaillées sont connus. Les opérations nécessaires pour la transformation
des produits bruts en produits finis ont été définies. L’ordre partiel entre les opérations est
donné et peut être répresenté sous forme d’un graphe. Les contraintes technologiques réduisant
l’espace des solutions possibles à ce stade sont établies.
Dans le chapitre précedent nous avons mentionné que la configuration consiste en deux
tâches : le choix des ressources qui exécutent les opérations et l’affectation des ressources à
des stations. Ces deux tâches sont effectuées selon les objectifs donnés. Les contraintes tech-
nologiques doivent forcément être prises en compte sinon la solution fournie sera inadmis-
sible. Dans la plupart des publications, le problème de choix des ressources n’est pas pris
en compte pour la configuration de lignes de fabrication. Les auteurs supposent que les res-
sources sont connues. Il y a deux situations dans lesquelles cette hypothèse est justifiée : soit
la sélection est triviale, soit les ressources sont créées au stade de l’analyse de produits (à
partir du moment où on connaît les opérations, on connaît aussi les ressources). Pourtant,
le choix des ressources n’est pas toujours évident. Si les opérations peuvent être exécutées
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par plusieurs ressources, par exemple, par plusieurs équipements disponibles sur le marché,
alors la sélection des ressources devient une tâche difficile qui nécessite des méthodes de résolu-
tion combinatoires [Pinto et al., 1983, Bukchin and Tzur, 2000, Bukchin and Rubinovitz, 2003,
Nicosia et al., 2002, Dolgui and Ihnatsenka, 2009a, Li et al., 2011]. Le cas où le choix de res-
sources et leur affectation sont indissociables reste cependant relativement peu traité dans la
littérature. Dans le chapitre 3 nous présentons un problème de ce type pour une ligne dédiée.
Quant aux problèmes d’affectation des ressources, ils ont bénéficié de beaucoup plus d’at-
tention de la part des chercheurs. Le processus d’affectation des opérations et des ressources
à des stations est appelé l’équilibrage d’une ligne de fabrication. Nous proposons la définition
suivante. L’équilibrage d’une ligne de fabrication (connu par un terme anglais assembly
line balancing ou simplement ALB) est une affectation admissible des ressources qui exécutent
les opérations à des stations de sorte que chaque opération appartient à exactement une station,
les contraintes technologiques sont respectées et aucun temps de station, ou un temps moyen
de station, n’excède le temps de cycle. Globalement, les problèmes d’équilibrage de lignes de
fabrication ont généré un grand nombre de problèmes spécifiques d’optimisation combinatoire.
2.2 Les problèmes d’équilibrage de lignes de fabrication
Les industries utilisant des lignes de fabrication peuvent profiter de leur équilibrage optimal.
Cela se manifeste par la réduction des coûts, l’accroissement de la productivité et l’augmentation
de leur rentabilité. Par conséquent, la compétitivité des industries qui recourent aux méthodes
d’optimisation s’accroît. L’équilibrage optimal favorise non seulement les producteurs en aug-
mentant leur compétitivité sur le marché, mais influence aussi positivement la satisfaction de
la demande. C’est pourquoi les problèmes d’équilibrage de lignes de fabrication attirent l’atten-
tion de nombreux chercheurs qui, dans leurs travaux, utilisent différentes méthodes de recherche
opérationnelle afin de trouver une solution optimale ou quasi optimale dans les cas où la taille
du problème ou le temps de résolution imparti ne permettraient pas une solution optimale.
Plusieurs classifications des problèmes ALB ont été proposées dans la littérature
[Baybars, 1986, Rekiek et al., 2002, Boysen et al., 2007, Guschinskaya and Dolgui, 2010]. Nous
proposons ici de les classer suivant les six éléments qui permettent de bien définir les problèmes
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abordés dans cette thèse :
1. La variabilité de ligne. Ici, nous utilisons la classification de lignes de fabrication du
chapitre 1, à savoir, nous distinguons des lignes dédiées, flexibles et reconfigurables.
2. Les caractéristiques de ligne. Dans cette catégorie nous incluons l’architecture de ligne,
c’est-à-dire, le nombre de cheminements de production et le schéma logique de ligne. Par
ailleurs, le cadencement de flux de produits est défini. Cela nous renvoie aux notions de
lignes de fabrication cadencées et non-cadencées.
3. Les caractéristiques de temps. Nous décrivons les élements de la ligne de fabrication
liés à la dimension du temps : les temps opératoires, les temps de stations, les temps de
changements de séries, le temps de cycle, etc.
4. Les caractéristiques de coût. Les élements de la ligne de fabrication sont considérés
du point de vue de la dimension de coût. Par exemple, nous distinguons les coûts de
ressources, les coûts de changements de séries, les coûts d’installation de stations, etc.
5. Les contraintes technologiques. Les restrictions imposées par des facteurs technolo-
giques sont mathématiquement définies à ce stade.
6. Les critères d’optimisation. Chaque problème d’équilibrage est caractérisé par une ou
plusieurs fonctions objectif devant être minimisées ou maximisées.
Ainsi, cette classification nous permet de distinguer des lignes selon leurs fréquences de
changements de types de produits fabriqués (notion de variabilité) et selon les temps et les
coûts à prendre en compte ainsi que les contraintes technologiques à considérer et les fonctions
objectif à optimiser.
L’histoire des publications sur l’équilibrage de lignes de fabrication tient son origine dans
le travail de Salveson publié en 1955 [Salveson, 1955]. Cette étude est concentré sur l’aspect
principal de la configuration de lignes, à savoir, sur l’affectation de ressources et, effectivement,
d’opérations à des stations. Plus tard, en 1986, le problème traité par Salveson a été baptisé
Simple Assembly Line Balancing Problem (SALBP) par Baybars [Baybars, 1986].
C’est le problème de base qui est devenu le point de départ pour tout un ensemble des
problèmes de conception de lignes. En utilisant notre classification, on peut décrire le SALBP
de la manière suivante :
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1. La variabilité de ligne.
• Un seul type de produit est fabriqué et la ligne est dédiée.
2. Les caractéristiques de ligne.
• Il y a un seul cheminement de production et il n’y a pas de stations parallèles. Les
stations k = 1, . . . ,m sont alignées de manière sérielle l’une après l’autre.
• La ligne est cadencée. Les produits bruts restent pendant un temps constant sur chaque
station qui est égal au temps de cycle c. Ainsi, la ligne fonctionne avec la productivité
1/c fixe.
3. Les caractéristiques de temps.
• Les temps opératoires pi, i = 1, . . . , n sont déterministes.
• Le temps de cycle fixe est donné.
4. Les caractéristiques de coût.
• La dimension de coût n’est pas considérée. On suppose qu’en minimisant le temps
d’inactivité on minimise le coût.
5. Les contraintes technologiques.
• L’exécution de chaque opération doit se passer sur une seule station.
• Chaque station peut être également équipée de sorte qu’elle puisse effectuer n’importe
quelle opération et que n’importe quelle opération i = 1, . . . , n puisse être exécutée sur
n’importe quelle station.
• Les temps de stations ne doivent pas dépasser le temps de cycle.
• Les contraintes de précédence sont imposées à certaines opérations selon le processus
technologique choisi.
• Le mode d’exécution des opérations est séquentiel. Le temps de station est égal à la
somme des temps opératoires des opérations affectées à cette station.
6. Les critères d’optimisation.
• L’objectif est de minimiser le nombre de stations.
Plus précisément, le problème initial de Salveson a été désigné SALBP-1. Trois autres for-
mulations basées sur les mêmes hypothèses, mais avec un critère d’optimisation différent ont
aussi été définies : SALBP-2, SALBP-E et SALBP-F.
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Tableau 2.1 – Les formulations de SALBP
Temps de cycle, c
Nombre de stations, m Donné À minimiser
Donné SALBP-F SALBP-2
À minimiser SALBP-1 SALBP-E
Le Tableau 2.1 montre que les distinctions entre différentes versions du SALBP se trouvent
dans le rapport « temps de cycle / nombre de stations ». Les trois types de contraintes :
l’indivisibilité des opérations, la limitation des temps de station par le temps de cycle et les
contraintes de précédence, sont inhérentes à toute version du SALBP.
• Le SALBP-F est le problème de faisabilité. Ici, le temps de cycle ainsi que le nombre
de stations servent comme des paramètres donnés. La solution de ce problème consiste à
répondre à la question : est-il possible de répartir l’ensemble d’opérations N sur m stations
en respectant toutes les contraintes du SALBP. Autrement dit, il faut décider si une ligne
de fabrication à m stations peut fonctionner avec le temps de cycle c défini.
• Pour le SALBP-1 le temps de cycle est donné comme un paramètre alors que le nombre
de stations est variable et doit être minimisé.
• Le SALBP-2 est un problème inverse au SALBP-1. Il consiste à la minimisation du temps
de cycle ayant le nombre de stations fixe.
• Le SALBP-E a la fonction objectif non-linéaire qui répresente l’efficacité de la ligne - le
produit du nombre de stations et du temps de cycle m · c. En minimisant ce produit, on
maximise l’efficacité.
Au regard de la théorie de la complexité, le SALBP-1 est un problème NP-difficile. Wee
et Magazine [Wee and Magazine, 1982] ont démontré ceci en se basant sur le problème bin
packing qui a déjà été prouvé d’être NP-difficile [Garey and Johnson, 1979]. Il s’agit de trouver
le rangement le plus efficace pour un ensemble d’objets unidimensionnels de valeurs différentes
dans les boîtes de capacités données. Dans ce cas, les objets correspondent à des opérations
ayant une seule dimension - le temps opératoire, tandis que les boîtes sont des stations. Si le
temps de cycle est la capacité maximale de boîtes, alors le problème consiste à distribuer les
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opérations entre les stations de sorte qu’aucun temps de station ne dépasse le temps de cycle
et que le nombre de stations soit minimisé. En ayant des séquences d’opérations à respecter,
c’est-à-dire des contraintes de précédence, le problème bin packing devient SALBP-1. Quant
aux autres versions du SALBP, elles ont été également démontré NP-difficiles en utilisant le
problème NP-difficile d’ordonnancement sur m machines identiques parallèles pour SALBP-2
ou le problème de partition pour SALBP-F. Le SALBP-E est évidemment NP-difficile lui aussi
puisqu’il représente une généralisation des autres problèmes du type SALBP.
De nombreuses études bibliographiques ont été faites dont les plus ré-
centes sont [Erel and Sarin, 1998, Rekiek et al., 2002, Becker and Scholl, 2006,
Guschinskaya and Dolgui, 2010]. Une description détaillée de règles de dominance per-
mettant de réduire l’effort calculatoire ainsi que de calculs de bornes inférieures et supérieures
visant à la réduction de l’espace de recherche et à l’estimation de la qualité des solutions
approchées pour les SALBP est donnée dans [Scholl, 1999].
Même si la majorité écrasante des travaux de recherche dans le domaine de l’équilibrage
de lignes est consacrée aux SALBP, les problèmes traités ont intégré d’autres aspects plus
complexes nous amenant à différentes généralisations. Cela a rapproché des travaux aca-
démiques avec les situations pratiques que l’on trouve dans l’industrie. Au fil du temps,
en essayant d’approcher les problèmes initiaux à des conditions réelles, les chercheurs ont
enlevé certaines hypothèses simplificatrices du SALBP en introduisant de nouvelles hypo-
thèses plus réalistes. Le terme GALBP (pour Generalized Assembly Line Balancing Pro-
blem) a été proposé par Baybars [Baybars, 1986] pour distinguer les problèmes ayant au
moins une hypothèse plus générale par rapport au SALBP. Des études montrant la diver-
sité d’hypothèses et de méthodes de résolution pour les GALBP ont été présentées par
[Ghosh and Gagnon, 1989, Rekiek et al., 2002, Becker and Scholl, 2006].
2.3 Principales caractéristiques des problèmes d’équilibrage de lignes de
fabrication
Afin de présenter les études existantes consacrées aux problèmes d’équilibrage de lignes de
fabrication, nous proposons de suivre notre classification des lignes de fabrication. Nous allons
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parcourir les élements de cette classification et analyser les hypothèses qui sont utilisées dans
la littérature.
2.3.1 Variabilité de lignes
Le problème d’équilibrage est inhérent à tous les types de lignes quelque soit le critère de
variabilité.
La plupart des publications sont naturellement concentrées sur les lignes dédiées. Rap-
pelons que les problèmes de type SALBP viennent des lignes dédiées. Parmi les nom-
breuses études consacrées au SALBP on peut citer les travaux les plus récents : [Blum, 2008,
Pastor and Ferrer, 2009, Wei and Chao, 2011, Kilincci, 2011]. L’hypothèse d’un seul type de
produits est très répandue. Elle est également utilisée dans de nombreux modèles plus généraux,
voir par exemple [Sarin et al., 1999, Gadidov and Wilhelm, 2000, Sabuncuoglu et al., 2009,
Dolgui and Ihnatsenka, 2009b, Hamta et al., 2011].
L’équilibrage de lignes multi-produits, flexibles ou reconfigurables, destinées à la fabrication
d’une famille de produits, attire également l’attention de beaucoup de chercheurs. Dans le
chapitre 1, nous avons mentionné que la séquence de stations est la même pour tous les types
de produits. Cependant, la séquence d’opérations diffère selon le type de produits. Dans ce cas,
certaines stations peuvent être inactives. Les graphes de précédence de chaque produit doivent
être simultanément pris en compte lors de l’équilibrage. Le lancement d’un produit d’un certain
type sur la ligne suscite la préparation des stations qui peut nécessiter un certain temps et/ou
coût. [Boysen et al., 2007] distinguent les lignes modèles-mixtes (mixed-model lines) et les lignes
multi-modèles. La différence entre ces deux cas réside dans les changements de séries. Pour
les lignes modèles-mixtes, les processus de fabrication de différents produits sont tellement
similaires que les temps de changements de séries peuvent être négligés. Ainsi, les différents
produits peuvent être fabriqués dans un ordre arbitraire. Nous pouvons citer quelques travaux
recents liés à l’équilibrage de lignes modèles-mixtes : [Yagmahan, 2011, Xu and Xiao, 2011,
Rabbani et al., 2012]. Quant aux lignes multi-modèles, le niveau de variabilité de produits est
plus élevé et la prise en compte de changements de série devient nécessaire. Afin de réduire les
temps et les coûts de changements de série, les produits sont regroupés en lots. La taille et la
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séquence de lots font ainsi partie de la décision [Chakravarty and Shtub, 1985, Kimms, 2000,
Pastor et al., 2002].
Depuis l’introduction de la notion de systèmes de production reconfigurables par Koren et
al. [Koren et al., 1999] très peu d’attention a été accordée à l’équilibrage de ces systèmes.
Nous pouvons citer [Son et al., 2001, Essafi et al., 2012, Musharavati and Hamouda, 2012,
Wang and Koren, 2012]. Le manque de travaux de recherches dans ce domaine est lié à la
nouveauté des systèmes reconfigurables et à leur rareté dans l’industrie par rapport aux autres
systèmes de production. Notons pourtant que leur fonctionnement peut être assimilé à celui des
lignes flexibles multi-modèle (par lot) à la seule différence que le changement de série devient
encore plus coûteux car il demande une reconfiguration physique de la ligne.
2.3.2 Caractéristiques de lignes
Nous considérons les deux caractéristiques suivantes : l’architecture de la ligne et le type de
flux de produits bruts.
Le choix d’architecture d’une ligne implique un nombre donné de cheminements de production
et un schéma logique de ligne.
Quand on ajoute au moins une station parallèle, cela donne la possibilité d’avoir un autre che-
minement de production. Les stations parallèles ont les mêmes types de ressources affectés. Elles
reçoivent alternativement des produits pour leur traitement. L’installation de stations parallèles
a pour but de diminuer le risque de pannes ou d’augmenter le temps de cycle local si certaines
opérations dépassent le temps de cycle souhaité [Bard, 1989, Daganzo and Blumenfeld, 1994,
Ege et al., 2009]. La parallèlisation (duplication) peut également s’appliquer au niveau des
lignes [Süer, 1998, Gökçen et al., 2006, Scholl and Boysen, 2009]. La mise en place de lignes
parallèles augmente la productivité et la fiabilité du système de production. Cependant, leur
coût d’installation est plus élevé par rapport à des lignes avec un seul cheminement de produc-
tion.
Le schéma logique de ligne avec des stations installées les unes après les autres n’est pas
le seul qui existe. Les principes de « just-in-time » poussent les industriels à recourir à des
lignes en U. Une ligne en U implique que certaines stations traitent le même produit lors de
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stades différents du processus de fabrication. De nombreux chercheurs s’intéressent à l’équili-
brage de lignes en U, voir par exemple [Miltenburg and Wijngaard, 1994, Hwang et al., 2008,
Sabuncuoglu et al., 2009, Rabbani et al., 2012].
En tenant compte du type de flux de produits utilisé, on distingue les lignes cadencées et les
lignes non-cadencées (voir le chapitre 1). Les approches d’équilibrage de ces deux types de lignes
sont différentes, étant donné la présence de stocks tampons dans les lignes non-cadencées. La
plupart des travaux sont consacrés aux lignes cadencées, y compris, bien évidemment, les articles
sur les SALBP. Une étude bibliographique exhaustive sur l’équilibrage de lignes cadencées a été
proposé par [Guschinskaya and Dolgui, 2010]. La configuration de lignes non-cadencées est plus
complexe vu la nécessité de résoudre deux problèmes supplémentaires en dehors de l’équilibrage,
à savoir : l’affectation optimale de stocks tampons et l’estimation de la productivité de la
ligne. Optimiser à la fois l’affectation des opérations et les stocks tampon est une tâche très
difficile. Dans la majorité des publications l’équilibrage est donné, tandis que le choix de la
disposition et de la capacité des stocks tampons optimisant un critère donné est recherché, voir
par exemple [Lutz et al., 1998, Dolgui et al., 2002, Dolgui et al., 2007, Shi and Gershwin, 2009,
Massim et al., 2010].
2.3.3 Caractéristiques de temps
Comme nous l’avons constaté dans le chapitre 1, les temps opératoires sont très importants.
En fonction des temps opératoires on calcule les temps de stations et vérifie la contrainte sur
le temps de cycle. Les temps d’inactivité dépendent donc directement des valeurs des temps
opératoires et du temps de cycle.
Dans les publications existantes, les temps opératoires sont représentés de trois manières
différentes.
Temps opératoire déterministe. Cette hypothèse est utilisée lorsque la variabilité de temps
d’exécution d’opération est suffisamment petite. L’emploi de ce type de temps opératoires
convient essentiellement aux lignes de fabrication automatisées. Si le processus de fabrication
est manuel, les temps opératoires peuvent rester déterministes seulement dans le cas du travail
d’ouvriers hautement qualifiés et motivés [Rekiek et al., 2002]. Pourtant l’hypothèse de temps
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déterministe est très souvent utilisée dans la littérature, voir l’état de l’art de Boysen et al.
[Boysen et al., 2007].
Temps opératoire stochastique. Les temps opératoires suivent une distribution de probabi-
lités connue ou même inconnue/partiellement connue [Boysen et al., 2007]. L’incertitude sur
les temps opératoires vient du fait que les niveaux de compétence et de motivations des
opérateurs ne sont pas homogènes. Concernant, les machines automatiques, la probabilité
de panne et de malfonctionnement apporte le facteur d’incertitude dans la définition des
temps opératoires. De nombreuses études dans des contextes différents ont été consacrées
aux problèmes liés à l’équilibrage de lignes avec des temps opératoires stochastiques, voir par
exemple [Moodie and Young, 1965, Kottas and Lau, 1976, Buzacott and Shanthikumar, 1993,
Wild, 1998, Sarin et al., 1999, Khan and Day, 2002, Tiacci, 2012].
Temps opératoire dynamique. Ce type de temps apparaît seulement dans le cas de fabrica-
tion manuelle. Le changement de temps opératoire dépend des effets d’apprentissage et d’oubli
des ouvriers. Les temps opératoires sont normalement plus grands en début de fonctionnement
d’une ligne de fabrication parce que les ouvriers ne sont pas encore habitués aux nouveaux
postes de travail. Ils se réduisent au fur et à mesure grâce à l’apprentissage et l’habitude. Pour-
tant, l’effet d’oubli qui surgit en raison des pauses de travail, peut les augmenter de nouveau.
Le taux de réduction/augmentation des temps opératoires dépend du type d’opérations effec-
tuées, du degré de variabilité de la fabrication et naturellement du niveau de qualification des
opérateurs. Les formulations avec des temps dynamiques et des effets d’apprentissage et d’ou-
bli ont été étudiées, par exemple, dans [Thomopoulos and Lehman, 1969, Chakravarty, 1988,
Shafer et al., 2001]. En outre, un effet de déterioration peut aussi apparaître. La répétition
continue de tâches similaires entraîne la fatigue des ouvriers, et, comme conséquence, l’aug-
mentation des temps opératoires et une détérioration possible de la qualité de produits, voir
[Duran Toksari et al., 2010, Karimi-Nasab et al., 2012].
Outre les temps opératoires, les temps de changement de série influencent fortement la pro-
ductivité d’une ligne de fabrication. Chaque changement de séries exige un certain temps de
préparation des stations pour le traitement d’un nouveau produit [Yokoyama, 2008]. Cela aug-
mente le temps de séjour d’un produit sur la ligne. De plus, le temps de changement de séries
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peut varier en fonction de la séquence d’opérations [Andrès et al., 2008, Scholl et al., 2008].
Ainsi, le temps de changement de séries doit être pris en compte lors du calcul du temps de
cycle.
2.3.4 Caractéristiques de coût
Les coûts jouent un rôle important. Vu que nous considérons la conception préliminaire
de lignes de fabrication, nous nous intéressons en premier lieu aux coûts d’installation qui
définissent le montant d’investissement nécessaire pour mettre en place une ligne. Les coûts
d’installation incluent :
• Le coût d’équipement. Il comprend soit le prix d’achat d’équipement, soit une estimation
de son coût de fabrication.
• Le coût du capital. Ce coût est lié à chaque station. Il a été introduit par Amen [Amen, 2000]
qui a supposé que ce coût dépend de la longueur de la ligne en termes de nombre de stations.
Donc, c’est une sorte de coût d’ouverture de station. Ce coût est souvent considéré étant
fixe.
Hormis les coûts d’installation, il y a de nombreux coûts variables qui apparaissent après
l’installation d’une ligne. Nous allons mentionner les plus importants :
• Le coût de fonctionnement d’équipement. Dans cette catégorie nous rangeons les amortis-
sements, le coût de maintenance et de réparation et les taux d’intérêt. Ce coût dépend du
nombre de stations et du type d’équipement utilisé [Scholl, 1999].
• Le coût salarial. Le montant de salaires dépendent du nombre d’opérateurs, de leur
qualification et du type de travail à réaliser. Des formulations de problèmes d’équili-
brage de lignes de fabrication qui tiennent compte des salaires ont été proposées par
[Rosenberg and Ziegler, 1992, McMullen and Frazier, 1998, Amen, 2001].
• Le coût de stockage. Dans le cas de lignes non-cadencées les produits sortent des sta-
tions dès que le traitement est fini. Si la station suivante est occupée, alors le pro-
duit reste dans un stock tampon. Lorsqu’il reste en stock, le bénéfice se réduit car il
y a moins de produits fabriqués et il y a une immobilisation de ressources financières
liées à la valeur du produit. Cette perte de bénéfice peut être répresentée en tant que
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coût de stockage. Les coûts de stockage sont pris en compte dans certains travaux, voir
[MacGregor Smith and Daskalaki, 1988, Malakooti, 1994, Boysen et al., 2008].
• Le coût de changements de séries. Pour les lignes multi-produits, lorsque le produit d’un
certain type est lancé, les stations qui doivent le traiter sont préparées à la fabrication
de ce produit. La préparation consiste en plusieurs demarches, comme il a été mentionné
dans le chapitre 1 : le chargement d’une pièce de produit, le positionnement du produit et
des ressources/outils, le réglage des machines, le déchargement, le nettoyage de la station,
etc. La plupart des travaux sur les systèmes d’ateliers à cheminement unique traitant
des coûts de changements de séries sont consacrés aux problèmes d’ordonnancement de
produits en ayant une configuration de ligne donnée. Nous rappelons que l’ordonnancement
de produits répresente la dernière étape de la configuration préliminaire. Une recherche
bibliographique détaillée sur ces problèmes et les méthodes de leur résolution a été réalisée
par [Allahverdi et al., 2008]. Par ailleurs, les travaux concernant l’équilibrage de lignes de
fabrication avec des coûts de changements de séries ne sont pas nombreux, nous ne pouvons
citer que [Chakravarty and Shtub, 1986, Atmani, 1995, Yoosefelahi et al., 2012].
2.3.5 Contraintes technologiques
Il y a beaucoup de contraintes qui limitent le nombre de solutions admissibles d’un problème
d’équilibrage de lignes de fabrication. Ces contraintes sont définies au stade qui précède la
configuration, c’est-à-dire lors de la planification de processus (choix de gammes). En ayant
l’ensemble des contraintes technologiques, le concepteur de ligne peut formuler un modèle du
problème d’équilibrage.
Les contraintes qui sont utilisées dans la grande majorité des formulations sont les contraintes
de précédence. Effectivement, les contraintes de précédence entre les opérations sont déjà pré-
sentes dans les problèmes de base de type SALBP [Salveson, 1955, Baybars, 1986]. Quant aux
nombreuses généralisations du SALBP, les contraintes de précédence sont également prises en
compte. L’un des critères de la classication des problèmes d’équilibrage des lignes de fabrication
proposée par [Boysen et al., 2007] utilise les caractéristiques de graphes de précédence. Chaque
graphe correspond à son propre type de produits. Si une ligne est dédiée, il y a un seul graphe
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de précédence. Dans le cas des lignes multi-produits plusieurs graphes de précédence doivent
être considérés. L’exigence principale pour les graphes de précédence réside dans leur acyclicité.
La contrainte imposée sur le temps de cycle joue un rôle important dans l’équilibrage des
lignes de fabrication. En retournant au Tableau 2.1, nous voyons que soit le temps de cycle est
donné soit il doit être minimisé. Dans les problèmes où le temps de cycle est donné, les temps
de station ne doivent pas dépasser le temps de cycle, voir par exemple [Essafi et al., 2010,
Scholl et al., 2010].
On peut distinguer deux types de contraintes de capacité utilisés lors de la modélisation
d’un problème d’équilibrage de ligne : une limite sur le nombre de ressources affectées à une
station [Agˆpak and Gökçen, 2005, Miralles et al., 2007] et une borne sur le nombre de stations
[Belmokhtar et al., 2006, Dolgui and Ihnatsenka, 2009a]. Les contraintes de capacité reflètent
la nécessité de respecter les dimensions des stations et de la ligne elle-même.
Nous pouvons aussi évoquer les contraintes liées à l’affectation des opérations aux stations.
Nous allons les utiliser dans les chapitres suivants.
Les contraintes d’inclusion forcent certaines opérations à être affectées à la même
station [Dolgui et al., 1999, Boysen and Fliedner, 2008, Simaria and Vilarinho, 2009,
Delorme et al., 2012]. Il y a des situations industrielles pour lesquelles la précision ou la
qualité de certaines opérations peut être perdue, si elles sont affectées à des stations différentes.
Cela oblige à regrouper ces opérations sur les mêmes stations.
Les contraintes d’exclusion ont une nature opposée. Elles servent à représenter l’inter-
diction pour certaines ressources d’être affectées à la même station [Dolgui et al., 1999,
Guschinskaya and Dolgui, 2009, Özcan and Toklu, 2009a, Scholl et al., 2010]. Elles reflètent
soit une incompatibilité de ces ressources, soit un coût très élevé dans le cas où elles seraient
affectées à la même station.
Les contraintes sur un mode d’exécution des opérations décrivent l’ordre d’exé-
cution d’opérations sur les stations. Ainsi, les opérations peuvent être exécutées
successivement [Lucertini et al., 1998, Özcan, 2010], en parallèle [Dolgui et al., 1999,
Falkenauer, 2005, Belmokhtar et al., 2006] ou dans un mode mixte [Belmokhtar et al., 2007,
Dolgui and Ihnatsenka, 2009a]. Un mode d’exécution séquentielle des opérations est inhé-
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rent aux problèmes de type SALBP. Leurs généralisations gardent souvent cette hypothèse
[Boysen et al., 2007]. L’exécution des opérations en parallèle, souvent observée dans l’industrie,
sert à réduire le temps de cycle des lignes de fabrication et ainsi augmenter leur productivité.
Par exemple, les modes parallèle et mixte sont souvent utilisés dans le domaine de l’usinage
où les ressources correspondent à des boîtiers multi-broches effectuant simultanément des
opérations d’usinage sur des pièces [Dolgui et al., 2006a, Guschinskaya et al., 2009].
2.3.6 Critères d’optimisation
Un critère d’optimisation implique une fonction objectif qui doit être soit minimisée soit
maximisée. En retournant au SALBP, on peut distinguer deux critères de base qui sont sou-
vent utilisés : la minimisation du nombre de stations [Salveson, 1955, Scholl and Klein, 1999,
Kilincci, 2011] et la minimisation du temps de cycle [Klein and Scholl, 1996, Nearchou, 2007].
Il y a également les travaux sur les problèmes d’équilibrage qui ont pour but de maximiser
l’efficacité de ligne par la minimisation du produit de deux critères de base, mais ils ne sont
pas nombreux, nous ne pouvons citer que [Scholl, 1999, Wei and Chao, 2011].
Les critères de base concernent la capacité (minimisation du nombre de stations) et la pro-
ductivité (minimisation du temps de cycle) d’une ligne de fabrication. Dans la plupart des cas,
les problèmes avec ces critères n’utilisent pas les coûts. Néanmoins, la configuration d’une ligne
de coût minimal est très importante pour le client. Afin de trouver une telle configuration,
un modèle orienté coût doit être construit, en considérant les coûts d’installation qui sont
fixes et les coûts variables. C’est une direction de recherche très importante, qui attire l’at-
tention de beaucoup de chercheurs [Chakravarty and Shtub, 1986, Amen, 2000, Amen, 2001,
Scholl and Becker, 2005, Dolgui and Ihnatsenka, 2009a, Essafi et al., 2010]. Un problème de
choix d’équipement est souvent résolu simultanément avec un problème d’équilibrage. Dans ce
cas, le critère de coût qui consiste à minimiser le coût total des équipements pour un temps de
cycle donné est utilisé, voir par exemple [Pinnoi and Wilhelm, 1998, Bukchin and Tzur, 2000,
Dolgui and Ihnatsenka, 2009b, Ege et al., 2009, Delorme et al., 2012]. De manière assez proche,
certains modèles ont comme critère la maximisation du bénéfice [Boysen and Fliedner, 2008].
Il y a un critère lié à l’optimisation des temps de station : le critère de « smoothness » (le terme
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anglais) qui signifie le niveau de régularité (lissage) des temps de station [Cakir et al., 2011,
Mozdgir et al., 2013]. Cela implique soit la minimisation de l’écart entre le temps de chaque
station et le temps de station moyen (le cas des lignes dédiées), soit la minimisation de l’écart
entre les temps de la même station (le cas des lignes multi-produits).
Dans cette thèse nous nous intéresserons notamment à des modèles orientés coût.
2.4 Méthodes de résolution pour les problèmes de configuration de lignes
de fabrication
La résolution des problèmes de configuration de lignes de fabrication nécessite l’utilisation
de méthodes d’optimisation combinatoire. Il s’agit de trouver la meilleure solution selon les
critères utilisés parmi les solutions admissibles, définies par des contraintes du problème. On
distingue deux classes de méthodes d’optimisation combinatoire : les méthodes exactes et les
méthodes approchées.
Les méthodes exactes garantissent l’optimalité des solutions obtenues. Il y a des logi-
ciels d’optimisation, souvent appelés solveurs, qui mettent en œuvre des méthodes exactes
afin de trouver les solutions optimales pour des problèmes d’optimisation combinatoire, y
compris les problèmes de configuration de lignes de fabrication. Nous pouvons mention-
ner les solveurs les plus connus : IBM ILOG Cplex, GAMS, XPRESS, LINGO, etc. Ces
solveurs peuvent être considérés comme des « boîtes noires ». On écrit un modèle ma-
thématique du problème selon les exigences du langage de modélisation et on appele en-
suite le solveur. Celui-ci renvoie alors les solutions trouvées ainsi que leurs caractéristiques
[Belmokhtar et al., 2006, Corominas et al., 2008, Essafi et al., 2010, Battaïa and Dolgui, 2012].
Par exemple, le langage de modélisation AMPL est utilisée pour appeler Cplex. Par ailleurs, les
langages de programmation généralistes comme C++ ou Java peuvent aussi être utilisés avec
ces solveurs.
Quant aux méthodes exactes dédiées à la résolution des problèmes de configuration de lignes
de fabrication, nous pouvons évoquer les suivantes :
• Procédures par Séparation et Évaluation (PSE) comme FABLE [Johnson, 1988], EUREKA
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[Hoffmann, 1992], SALOME [Scholl and Klein, 1997], ABSALOM [Scholl et al., 2010]. No-
tons aussi que ce type de méthode est integré dans la plupart des solveurs.
• Programmation par contraintes [Belmokhtar, 2006, Topaloglu et al., 2012].
• Programmation dynamique [Jackson, 1956, Held et al., 1963, Easton, 1990,
Nicosia et al., 2002].
Vu que le temps de calcul des méthodes exactes peut être trop grand à cause de la taille et
de la complexité du problème étudié, le recours aux méthodes approchées represente parfois
un meilleur choix. Ces méthodes visent à trouver des solutions de bonne qualité qui ne sont
pas forcément optimales. La qualité de solutions obtenues est estimée en utilisant des bornes
inférieures (si la fonction objectif doit être minimisée) ou supérieures (si on maximise la fonc-





où HEU - la valeur de solution obtenue par une méthode approchée, LB - la borne inférieure
(supposons que la fonction objectif doit être minimisée). Il est à noter que les méthodes exactes
incorporées dans les solveurs peuvent aussi donner une solution approchée, si le temps de calcul
défini par l’utilisateur est épuisé avant qu’on arrive à une solution optimale. Dans ce cas, la
meilleure solution admissible est proposée et l’erreur relative est indiquée. Elle est comparée à
une borne inférieure pour estimer une erreur relative.
On subdivise souvent les méthodes approchées en deux parties : les heuristiques et les méta-
heuristiques. La différence entre ces deux réside dans leur complexité. Les métaheuristiques sont
plus complexes que les heuristiques. Elles peuvent éviter les optima locaux, tandis que les heu-
ristiques y sont très souvent bloquées. Les métaheuristiques ont une nature multifonctionnelle
car elles sont adaptables à différents problèmes d’optimisation.
Les heuristiques sont basées sur les règles intuitives de choix de meilleur candidat (solution
intermédiaire) lors du processus de résolution. Par exemple, les heuristiques gloutonnes choi-
sissent un candidat qui contribue le mieux à la valeur de fonction objectif. Elles trouvent vite
une solution, mais la qualité de cette solution peut être loin de l’optimum. Les heuristiques
sont souvent utilisées pour trouver des solutions de départ. Ces solutions aident à initialiser
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la recherche de la solution optimale de manière plus efficace. En outre, les heuristiques sont
souvent employées afin d’améliorer le processus de résolution pour d’autres méthodes. Nous pou-
vons citer quelques travaux utilisant des heuristiques pour des problèmes de configuration de
lignes de fabrication : [Talbot et al., 1986, Boctor, 1995, Dolgui et al., 2005a, Dimitriadis, 2006,
Delorme et al., 2012].
Tandis que les heuristiques jouent plutôt un rôle secondaire dans la résolution des problèmes
d’optimisation combinatoire, y compris pour les problèmes d’équilibrage de lignes de fabrication,
les métaheuristiques sont souvent employées pour trouver les solutions de très bonne qualité.
Les métaheuristiques sont caractérisées par une structure qui comporte un nombre d’étapes
plus élevé par rapport aux heuristiques. Afin de résoudre les problèmes de configuration de
lignes de fabrication, les métaheuristiques suivantes sont souvent utilisées :
• Recuit simulé [McMullen and Frazier, 1998, Vilarinho and Simaria, 2002, Özcan, 2010,
Cakir et al., 2011].
• Recherche tabou [Chiang, 1998, Pastor et al., 2002, Lapierre et al., 2006,
Özcan and Toklu, 2009c].
• Algorithmes génétiques [Rubinovitz and Levitin, 1995, Hwang et al., 2008,
Kim et al., 2009, Hamzadayi and Yildiz, 2012].
• Algorithme de colonies de fourmis [Simaria and Vilarinho, 2009, Sabuncuoglu et al., 2009,
Chica et al., 2011, Yagmahan, 2011].
2.5 Conclusion
Ce chapitre présente un état de l’art sur les problèmes de configuration de lignes de fabri-
cation. Dans la plupart des travaux on suppose que l’ensemble des ressources est déjà défini.
Donc, il ne reste qu’affecter les ressources données (on dit souvent qu’on affecte les opérations
qui leur correspondent) à des stations. Le processus d’affectation des ressources à des stations
est appelé l’équilibrage d’une ligne de fabrication. Pourtant, si les opérations peuvent être exé-
cutées par plusieurs ressources, par exemple en utilisant différents équipements disponibles sur
le marché, alors le problème de configuration d’une ligne comporte aussi un problème de choix
de ressources. Le manque de recherche sur ce problème nous a motivé pour l’étudier. Dans le
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chapitre 3 un tel problème qui consiste à choisir simultanément des ressources et une affectation
des opérations aux stations sera présenté.
Afin de classer les nombreux problèmes d’équilibrage des lignes de fabrication, nous avons
proposé de choisir les éléments communs, à savoir : la variabilité de ligne, les caractéristiques de
ligne, les caractéristiques de temps, les caractéristiques de coût, les contraintes technologiques
et les critères d’optimisation. Cette classification sera utilisée dans les chapitres suivants.
Nous avons décrit les problèmes de base de type SALBP. Les caractéristiques de ces problèmes
sont les suivantes : la ligne est dédiée ; il y a un seul cheminement de production, les stations
sont alignées de manière sérielle l’une après l’autre ; la ligne est cadencée ; les temps opératoires
sont déterministes ; il y a des contraintes de précédence entre les opérations et il n’y pas d’autres
restrictions sur l’affectation d’opérations ; les critères sont de trois types : la minimisation du
nombre de stations, la minimisation du temps de cycle et la maximisation de l’efficacité par la
minimisation du produit (nombre de stations)×(temps de cycle). Les problèmes de type SALBP
sont toujours d’actualité, quoique la plupart des recherches sont consacrées à des problèmes plus
larges qui ont des hypothèses plus complexes.
Nous avons présenté un état de l’art non-exhaustif, en nous concentrant sur les hypothèses
les plus répandues. Certaines de ces hypothèses seront étudiées dans les chapitres suivants.
Finalement, nous avons mentionné les méthodes de résolution des problèmes de configuration
de lignes de fabrication les plus utilisées. Elles se divisent en méthodes exactes et approchées. Les
méthodes exactes garantissent l’obtention d’une ou plusieurs solutions optimales. Cependant,
leur temps de calcul est souvent trop important étant donné la complexité du problème étudié.
Les méthodes approchées ne donnent pas forcément des solutions optimales, mais ont un temps
de calcul beaucoup plus petit par rapport à celui des méthodes exactes.
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Chapitre 3
Problème d’équilibrage et de choix d’équipement pour
des lignes dédiées
3.1 Introduction
Dans le chapitre 2 nous avons mentionné que les publications consacrées aux problèmes liés
simultanément au choix de ressources et à l’équilibrage ne sont pas nombreuses en dépit de l’in-
térêt de cette problèmatique pour l’industrie. Dans ce chapitre, nous allons nous intéresser à un
problème d’équilibrage de lignes dédiées associé au choix d’équipements. Afin de décrire les hy-
pothèses propres à ce problème, la classification à six éléments présentée dans le chapitre 2 sera
utilisée. Nous proposons ensuite une approche originale de résolution basée sur une réduction
à un problème de partition d’ensemble et un algorithme de la génération de contraintes.
3.2 Définition du problème
La variabilité de ligne. Une ligne doit être configurée pour la fabrication de masse de
produits du même type. Ainsi, la ligne considérée est dédiée.
Les caractéristiques de ligne. Le schéma logique de la ligne est linéaire : un sous-ensemble
des opérations nécessaires est executée sur la première station, ensuite un autre sous-ensemble
des opérations est effectué sur la deuxième station, et ainsi de suite jusqu’à ce que chaque opé-
ration de l’ensemble N , N = {1, . . . , n} soit exécutée exactement une seule fois. Un équipement
de transport comme un tapis roulant par exemple, est utilisé pour le transfert des pièces de
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produit d’une station à une autre dans la même direction. Il n’y a pas de stations parallèles et
donc le cheminement de production est unique.
La ligne est cadencée, c’est-à-dire les produits restent sur chaque station pendant un temps
constant qui est égal au temps de cycle c.
Les caractéristiques de temps. Les temps opératoires sont déterministes. Chaque station
peut être équipée avec plusieurs équipements, appelés les blocs. L’ensemble des blocs disponibles,
B, est supposé être connu. Chaque bloc effectue un ensemble d’opérations. Les opérations de
tous les blocs affectés à la même station sont exécutées simultanément. Ainsi, le temps d’une
station est déterminé par le temps opératoire le plus long sur cette station. Le temps de cycle
de la ligne, à son tour, est égal au temps opératoire le plus long parmi toutes les n opérations.
Si une borne supérieure sur le temps de cycle est donnée, alors, sans perte de généralité, nous
supposons que le temps opératoire le plus long ne dépasse pas cette borne.
Les caractéristiques de coût.
Un coût q(b) > 0 est associé à chaque bloc b ∈ B. Un coût d’installation constant C > 0 est
associé à chaque station.
Les contraintes technologiques.
Des contraintes d’exclusion sont définies sur l’ensemble des blocs B. Elles sont représentées
par un ensemble E de sous-ensembles E ′ ⊂ B tel que tous les blocs de E ′, E ′ ∈ E, ne peuvent
pas être affectés à la même station. Par contre, n’importe quel sous-ensemble propre de E ′ peut
être affecté à la même station. Ces contraintes décrivent les situations où certains outils ne
peuvent pas être activés sur la même station à cause de leurs caractéristiques, par exemple, les
dimensions. Nous supposons, sans perte de généralité, qu’il n’y a pas de sous-ensembles dans
E tels que l’un contiendrait l’autre.
Les contraintes d’inclusion et de précédence sont données sur l’ensemble des opérations N .
Les contraintes d’inclusion sont représentées par un ensemble I de sous-ensembles I ′ ⊂ N tel
que toutes les opérations de I ′, I ′ ∈ I, doivent être affectées à la même station. Nous supposons
sans perte de généralité qu’il n’y a pas d’intersection entre les sous-ensembles dans I.
Si une opération i précède une opération j, ce qui est désigné i → j, alors j ne peut être
exécutée ni sur la station de i, ni sur aucune des stations précédentes. Les contraintes de
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précédence refletent des exigences technologiques pour les opérations. Ces relations sont transi-
tives et irréflexives. Nous supposons qu’elles sont représentées par un graphe orienté acyclique
Go = (N,Ao) dans lequel il y a un arc (i, j) ∈ Ao si et seulement si une opération i précède une
opération j. Selon cette définition, le graphe Go coïncide avec sa fermeture transitive.
Notons que les relations d’exclusion et d’inclusion restreignent le contenu des stations, mais
elles n’influencent pas la séquence des stations de la ligne. Par contre, les relations de précédence
influencent en même temps la formation des stations et leur séquence.
Soit | · | la cardinalité. Il y a une borne supérieure m0 sur le nombre de stations et une
borne supérieure n0 sur le nombre de blocs affectés à la même station. Le nombre de sta-
tions est limité à cause de la dimension de la ligne. Quant au nombre de blocs par sta-
tion, n0 ∈ {2, 3} est souvent vérifié dans les applications réelles. Normalement, au plus
un bloc est horizontalement affecté de chaque côté du tapis roulant et un bloc peut par-
fois être installé au-dessus du produit. Ce type de configuration a déjà été décrit dans
[Dolgui et al., 2005b, Lapierre et al., 2006, Özcan and Toklu, 2009b, Delorme et al., 2012].
Comme il a déjà été mentionné, le mode d’exécution des opérations sur les stations est pa-
rallèle. Cela augmente considérablement la productivité de la ligne.
Le critère d’optimisation. Le critère d’optimisation pour ce problème est la minimisation







Le problème consiste à déterminer le nombre de stations, m, les ensembles de blocs affectés
à ces stations, W1, . . . ,Wm, et la séquence des stations telle que |Wk| ≤ n0, k = 1, . . . ,m,
m ≤ m0, les opérations des blocs affectés constituent l’ensemble N , les contraintes d’exclusion,
d’inclusion et de précédence sont vérifiées. Dans la suite, la notation Wr sera utilisée pour
désigner une station.
Nous appellons ce problème le problème P . Il a été formulé pour la première fois par Dolgui
et al. [Dolgui et al., 2005b] et Belmokhtar et al. [Belmokhtar et al., 2006] qui ont souligné son
importance pratique et ont montré la différence par rapport au SALBP et ses généralisations
connues.
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3.3 Origine du problème
Pour la première fois, le problème P a été rencontré dans les entreprises PCI-SCEMM (Saint-
Étienne, France) et MZAL (Minsk, Biélorussie) qui conçoivent et produisent des lignes d’usinage
automatisées sur commande de leurs clients. Le client pour lequel la ligne doit être conçue
spécifie le produit et le volume de production annuel souhaité. Le constructeur de lignes conçoit
le processus de production et définit la nomenclature des outils éligibles pour effectuer chaque
opération (des blocs éligibles). Ensuite, il choisit des blocs et construit à partir de ces blocs
une ligne de fabrication pour le client. L’optimisation pour la configuration de lignes est crucial
pour ces entreprises.
De telles lignes sont souvent rencontrées dans l’usinage [Belmokhtar et al., 2006,
Dolgui and Ihnatsenka, 2009a, Guschinskaya et al., 2009]. Sur chaque station une pièce à usiner
est positionnée et plusieurs boîtiers multibroches (blocs) accèdent simultanément aux différents
côtés de la pièce, voir une esquisse d’un tel environnement de production dans la Figure 3.1.
Un exemple d’un boîtier multibroche est présenté dans la Figure 3.2.
Figure 3.1 – Environnement de production
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Figure 3.2 – Boîtier multibroche
Plusieurs outils sont regroupés dans le même bloc afin d’exécuter les opérations associées au
même côté d’une pièce à usiner. Les outils du même bloc sont activés simultanément mais ils
peuvent avoir des vitesses différentes. Notons également que si un bloc est choisi, alors toutes
ces opérations doivent être accomplies parce que c’est économiquement inefficace de créer un
bloc dont une partie ne sera pas utilisée.
Le constructeur de la ligne choisit des blocs et les affecte aux stations de sorte que l’ensemble
des opérations des blocs sélectionnés donne l’ensemble des opérations nécessaires, le coût total
soit minimisé, et les contraintes technologiques soient vérifiées. Il peut arriver que le problème
P n’ait pas de solutions. Dans ce cas, l’ensemble des blocs disponibles doit être étendu et le
problème P peut être re-résolu. Sachant qu’un bloc de capacité unitaire peut être conçu pour
chaque opération on peut toujours trouver un ensemble des blocs qui permet de résoudre le
problème P .
Dolgui et al. [Dolgui et al., 2005b] et Belmokhtar et al. [Belmokhtar et al., 2006]
ont suggéré deux programmes en nombres entiers pour le problème P et ont dé-
crit des expérimentations numériques effectuées en utilisant le solveur IBM ILOG
Cplex. Dolgui et al. [Dolgui et al., 2006b] ont présenté une réduction du problème
P au problème NP-difficile du chemin optimal sous contraintes, et Delorme et
al. [Delorme et al., 2012] - au problème de recherche d’une clique de poids maximal. Dol-
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gui et al. [Dolgui et al., 2008], Guschinskaya et Dolgui [Guschinskaya and Dolgui, 2009], et
Dolgui et Ihnatsenka [Dolgui and Ihnatsenka, 2009a, Dolgui and Ihnatsenka, 2009b] ont aussi
étudié une variante de ce problème dans laquelle les opérations des différents blocs sont exécu-
tées séquentiellement ou dans un ordre mixte (parallèle et séquentiel).
3.4 Réduction du problème P au problème de partition d’ensemble
Afin de résoudre le problème P , nous proposons de le réduire au problème de partition
d’ensemble. Le choix de cette méthode est justifié par une particularité des problèmes industriels
liée au fait que le nombre de blocs sur la même station n’excède jamais trois. L’idée est alors
venue d’énumérer tous les blocs localement admissibles sur une station et de n’inclure dans le
modèle mathématique que des combinaisons de ces blocs. Cela élimine les contraintes d’inclusion
et d’exclusion ainsi que les stations avec un nombre excessif des blocs. Le nombre total de ces
combinaisons est un polynôme du nombre des blocs disponibles, |B|. Le degré de ce polynôme
est le nombre maximal de blocs pouvant être installées sur la même station.
Nous allons maintenant introduire quelques notions qui seront utilisées par la suite. Nous
appelons un ensemble de blocsW ⊂ B une station localement admissible (LA-station) si |W | ≤
n0, chaque opération deW appartient à exactement un bloc deW et les contraintes d’exclusion,
d’inclusion et de précédence sont vérifées pour les blocs et les opérations de W . Concernant les
relations d’inclusion, cela signifie que soit aucune opération d’un ensemble I ′ ∈ I n’appartient à
un bloc deW , soit toutes les opérations d’un tel ensemble appartiennent aux blocs deW . Quant
aux relations d’exclusion, une LA-station W ne doit pas contenir tous les blocs de n’importe
quel ensemble E ′ ∈ E. Concernant les relations de précédence, aucune paire d’opérations i et
j telle que i→ j, ne peut être affectée à la même LA-station W .
Nous appelons une séquence ordonnée L = (W1, . . . ,Wm) de LA-stations une ligne admissible,
sim ≤ m0, chaque opération de l’ensemble N apparteint exactement à un bloc et les contraintes
de précédence sont satisfaites pour toutes les n opérations. Notons que les contraintes d’exclu-
sion et d’inclusion sont vérifiées pour une ligne admissible par définition car elle se compose
seulement des LA-stations.
Désignons W et L l’ensemble de toutes les LA-stations et l’ensemble de toutes les lignes
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admissibles, respectivement. Il est facile de voir qu’une solution optimale du problème P est
une ligne admissible L ∈ L avec le coût total minimal qui est défini par (3.1).
On peut construire l’ensemble des LA-stations W de la manière suivante. Numérotons les
blocs de l’ensemble B : B1, . . . , BT , où T = |B|. Nous pouvons identifier chaque LA-station




1, si Bi ∈ W,
0, si Bi 6∈ W
.
En effet, W est un sous-ensemble de tous les k-uplets (z1, . . . , zk) tel que 1 ≤ k ≤ n0, et tous
les zi, i = 1, . . . , n0, sont des nombres distincts de l’ensemble {1, . . . , T}, ou autrement, c’est un
sous-ensemble de tous les vecteurs 0-1 T -dimensionnels avec au plus n0 valeurs égales à un. Donc,
|W| ≤ ∑n0k=1 T k = Tn0+1−TT−1 = O(T n0) et |W| ≤ O(2T ), d’où |W| ≤ O(min{T n0 , 2T}). L’ensemble
W peut être contruit en temps O(Poly(n, T, |E|) min{T n0 , 2T}), en considérant chaque k-uplet
ou chaque 0-1 vecteur mentionnés plus haut et en vérifiant que la station correspondante est
localement admissible. Ici, Poly(n, T, |E|) est un polynôme de n, T et |E|. |I| pourrait être un
autre terme de ce polynôme, mais il n’y a pas d’intersection entre les ensembles dans I et donc
|I| ≤ n.
On peut construire une ligne admissible L ∈ L avec un coût total minimal de la façon
suivante. Soit K = |W|. Calculons le coût cr de chaque LA-station Wr :
cr = C +
∑
b∈Wr
q(b), r = 1, . . . , K.
Introduisons les 0-1 variables xr, r = 1, . . . , K :
xr =

1, si LA-station Wr est sélectionnée pour la ligne,
0, sinon.
Ainsi, chaque 0-1 vecteur x = (x1, . . . , xK) correspond à une ligne non-ordonnée LNO(x) =
{Wr1 , . . . ,Wrm} telle que {r1, . . . , rm} = {t | xt = 1, t = 1, . . . , K}.
Identifions l’ensemble Sj des LA-stations qui contiennent une opération j : Sj = {Wr | j ∈
Wr, r = 1, . . . , K} pour j = 1, . . . , n.
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Soit Oper(Wr) l’ensemble des opérations d’une LA-stationWr. Introduisons le graphe orienté
Gw = (W , Aw), dans lequel l’ensemble des LA-stations est un ensemble des sommets, et il y a
un arc (Wp,Wr) ∈ Aw si et seulement si Wp et Wr n’ont pas d’opération commune et il y a des
opérations i ∈ Oper(Wp) et j ∈ Oper(Wr) telles que i→ j. Soit Y = {Y1, . . . , Ya} l’ensemble de
tous les cycles dans Gw. Considérons la formulation de partition d’ensemble suivante, denotée









xr = 1, j = 1, . . . , n, (3.3)
∑
Wr∈Y




xr ≤ m0, (3.5)
xr ∈ {0, 1}, r = 1, . . . , K. (3.6)
Les contraintes de « partition d’ensemble » (3.3) garantissent que les opérations des LA-
stations choisies constituent l’ensemble N . Les contraintes de « cycle » (3.4) garantissent que le
sous-graphe du graphe Gw, dont les sommets sont les LA-stations sélectionnées, est acyclique.
Cela signifie que les stations choisies peuvent être ordonnées de sorte que les contraintes de
précédence soient vérifiées. Les contraintes (3.5) garantissent que le nombre de LA-stations
sélectionnées est au moins égal à un et au plus égal à m0.
Proposition 1 Le vecteur x vérifie les contraintes (3.3)-(3.6) si et seulement si les LA-stations
de la ligne non-ordonnée correspondante LNO(x) peuvent être ordonnées afin de former une
ligne admissible.
Preuve: La partie « si » est triviale. Considérons la partie « seulement si », c’est-à-dire,
supposons que x vérifie (3.3)-(3.6). Soit la ligne non-ordonnée correspondante LNO(x) =
{Wr1 , . . . ,Wrm}. Vu que le sous-graphe du graphe Gw, dont les sommets sont Wr1 , . . . ,Wrm , est
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acyclique en raison de (3.4), ces sommets peuvent toujours être topologiquement ordonnés. Afin
de simplifier la notation, soit L(x) = (Wr1 , . . . ,Wrm) une séquence arbitraire de ces sommets
qui est admissible au regard de Gw. La séquence L(x) est donc une ligne admissible. En effet,
les contraintes d’inclusion et d’exclusion sont satisfaites parce que Wr1 , . . . ,Wrm sont des LA-
stations. Par ailleurs, les opérations des LA-stations sélectionnées constituent l’ensemble N en
raison des contraintes (3.3). Les contraintes de précédence sont respectées parce que pour toute
paire d’opérations i et j telle que i → j et i ∈ Oper(Wrh), j ∈ Oper(Wrg), nous avons h 6= g
en raison de la définition d’une LA-station, et h < g en raison de la faisabilité topologique de
la séquence L(x).
Nous en déduisons qu’une procédure en deux étapes peut être utilisée afin de résoudre le
problème P . En premier lieu, il faut trouver une solution optimale, x∗, du problème MinSPP,
et déterminer un ensemble optimal des LA-stations, {Wr∗1 , . . . ,Wr∗m}, tel que {r∗1, . . . , r∗m} =
{t | x∗t = 1, t = 1, . . . , K}. En deuxième lieu, il faut trouver une séquence optimale, L∗, de ces
stations, ce qui représente une séquence arbitraire admissible tenant compte du graphe Gw.
3.5 Prétraitement des données
Souvent, une information spécifique concernant un cas particulier peut être exploitée pour
améliorer le calcul en réduisant la taille du problème pour ce cas. Dans l’article de Belmokh-
tar et al. [Belmokhtar et al., 2006] certaines procédures de prétraitement de données ont été
développées avant l’utilisation d’un modèle de programmation linéaire en variables mixtes du
problème P .
Nous allons proposer une autre procédure adaptée à notre approche. Ses objectifs sont les
suivants :
• Réduire l’ensemble des blocs.
• Diminuer l’ensemble des LA-stations.
• Déterminer les LA-stations présentes dans la solution optimale (les LA-stations certaines).
Extension des relations de précédence. L’instrument principal du prétraitement est
l’analyse des relations de précédence. Si l’ensemble des arcs Ao du graphe de précédence Go =
(N,Ao) est grand, alors il y a une possibilité de réduire l’ensemble des blocs B et l’ensemble
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des LA-stations W sans perte de la solution optimale.
L’ensemble Ao peut être élargi de la façon suivante. Si une opération i précède une opération
j, c’est-à-dire, (i, j) ∈ Ao, et si k ∈ I ′ alors l’arc (k, j) est ajouté à Ao. Après l’ajout de tous
ces arcs, des opportunités d’ajouter des arcs transitifs dans le graphe Go peuvent apparaître.
Les arcs transitifs sont également ajoutés.
Réduction de l’ensemble des blocs B. Définissons les relations de précédence sur l’en-
semble des blocs de sorte qu’un bloc b1 précède un bloc b2 . C’est exprimé comme b1 ⇒ b2,
s’il y a des opérations i ∈ b1, j ∈ b2 telles que i → j. Ces relations ne sont pas transitives et
elles admettent des cycles. Introduisons un graphe non-orienté Gb = (B,Eb) représentant des
conflits de blocs, pour lequel l’ensemble des sommets coïncide avec l’ensemble des blocs B. Il
y a une arête de conflit {b1, b2} ∈ Eb dans ce graphe si et seulement si les blocs b1 et b2 ont
soit une opération commune soit ils précédent l’un l’autre : b1 ⇒ b2 et b2 ⇒ b1. Les blocs reliés
par une arête de conflit sont appelés (mutuellement) en conflit. Il est évident que des blocs en
conflit ne peuvent pas être simultanément présents dans une solution admissible du MinSPP.
Nous allons appliquer un prétraitement des données du problème pour élargir l’ensemble des
arêtes de conflit. Considérons les blocs b1 et b2 tels que {b1, b2} 6∈ Eb. Considérons l’ensemble B
sans tous les blocs en conflit avec b1 ou b2. Si cet ensemble ne couvre pas l’ensemble de toutes
les opérations N , alors une arête {b1, b2} est introduite, c’est-à-dire que b1 et b2 ne peuvent pas
apparaître simultanément dans une solution admissible.
L’ensemble des blocs B peut être réduit de la façon suivante. Si l’ensemble N de toutes
les opérations n’est pas couvert par un bloc b quelconque et tous les blocs qui ne sont pas
en conflit avec lui, alors b ne peut pas être présent dans une solution admissible. Il est donc
retiré de l’ensemble B. Un ensemble initial W des LA-stations sera donc construit en utilisant
l’ensemble réduit B.
Réduction de l’ensemble W des LA-stations. Si une LA-station contient au moins deux
blocs en conflit, alors elle est enlevée de l’ensembleW . S’il y a deux LA-stationsWr etWp telles
que leurs ensembles d’opérations coïncident et ∑b∈Wr q(b) ≤ ∑b∈Wp q(b), alors la station Wp est
retirée de W . Pour les LA-stations restantes, nous effectuons les calculs suivants. Le graphe
Gw, défini avant la formulation du problème MinSPP, est construit sur la base de l’ensemble
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réduit W .
Deux stations Wi et Wj sont appelées en conflit (mutuellement) si elles ont une opération
commune ou il y a des arcs (Wi,Wj) et (Wj,Wi) dans le graphe Gw. Des stations en conflit ne
peuvent pas être présentes dans une solution admissible du MinSPP. Si l’ensemble N de toutes
les opérations n’est pas couvert par une station W quelconque et les stations qui ne sont pas
en conflit avec elle, alors W ne peut pas être présente dans une solution admissible. Elle est
donc enlevée de l’ensemble W .
Notons que l’analyse complète des stations en conflit nécessite un temps O(|W|2) qui peut
être très grand pour des situations pratiques où |W| peut atteindre des centaines de milliers.
Dans ce cas, une analyse réduite des conflits entre les stations et les blocs peut être effectuée.
Appelons une station W et un bloc b en conflit si W est en conflit avec une station W ′ = {b}.
Si l’ensemble N de toutes les opérations n’est pas couvert par une LA-station W quelconque et
par les blocs qui ne sont pas en conflit avec W , alors W est retirée de l’ensemble W . L’analyse
réduite peut être mise en œuvre en temps O(nT |W|).
Les ensembles Sj des LA-stations qui contiennent une opération j, j ∈ N , sont construits
en se fondant sur l’ensemble réduit W . Ensuite, si k 6= j et l’ensemble Sk comporte l’ensemble
Sj comme un sous-ensemble propre, alors des LA-stations de l’ensemble Sk\Sj sont enlevées de
W .
LA-stations certaines. Si une opération j appartient à une seule LA-station Wr, c’est-à-
dire, Sj = {Wr}, alors Wr est présente dans une solution optimale, et nous définissons xr = 1.
Resserrement des inégalités (3.4) et (3.5). Soit Q une collection des ensembles non-
intersectés Sj, y compris le cas d’un seul ensemble Sj. L’inégalité (3.5) peut être resserrée de
sorte que les variables xr correspondantes aux LA-stations de Q en sont retirées (mais pas des
autres contraintes ni de la fonction objectif), la borne de côté gauche est remplacée par 0 et la
borne de côté droit est ré-initialisée comme m0 := m0 − |Q|.
Une procédure similaire peut être appliquée aux inégalités de « cycle » (3.4) : si toutes les LA-
stations de la collection Q définie plus haut appartiennent à un certain cycle Y , alors l’égalité
correspondante (3.4) peut être resserrée de sorte que les variables xr correspondantes aux LA-
stations de Q en sont enlevées (là aussi, elles ne sont pas supprimées des autres contraintes ni
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de la fonction objectif) et la borne de côté droit est ré-initialisée comme |Y |−1 := |Y |−1−|Q|.
Toutes les actions de prétraitement décrites plus haut sauf la dernière sont réitératives. Pour
le resserrement d’une des inégalités (3.4) ou (3.5), seulement un ensemble Q (même si c’est un
seul ensemble Sj) peut être utilisé.
Une application des actions de prétraitement « LA-stations certaines » et « Resserrement
des inégalités (3.4) et (3.5) » peut conduire à ce que dans la formulation du MinSPP une
égalité apparaît dans laquelle le côté droit contient un zéro. Dans ce cas, toutes les variables
du côté gauche sont mises à zéro. Cela implique l’élimination des LA-stations correspondantes
de l’ensemble W .
3.6 Heuristiques gloutonnes
Dans le chapitre 2 nous avons mentionné que pour des problèmes combinatoires des heuris-
tiques sont souvent mises en œuvre pour trouver des solutions de départ. Ensuite, ces solutions
peuvent servir de base à une recherche plus complexe et plus efficace. Afin de résoudre le pro-
blème P , nous proposons d’utiliser deux types d’heuristiques gloutonnes avant de recourir à la
méthode plus complexe. Ces heuristiques visent à trouver de bonnes solutions approchées du
MinSPP.
La première heuristique, appelée heuristique gloutonne, sélectionne une LA-station avec
le coût minimal par opération. L’algorithme est le suivant :
Heuristique gloutonne
1. Initialiser une ligne non-ordonnée L = φ.
2. Tant que l’ensemble des LA-stations W n’est pas vide, exécuter les actions suivantes :
(a) Retirer de W une LA-station Wr qui minimise cr/|Oper(Wr)|.
(b) Ajouter Wr à L.
(c) Retirer deW toutes les stations qui ont des blocs en conflit ou constituent des cycles
avec les stations dans L.
3. Si L ne couvre pas toutes les opérations, alors arrêter : aucune solution admissible n’est
construite.
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4. Ordonner topologiquement les stations dans L pour construire une ligne admissible et
renvoyer L.
Il peut advenir qu’aucune solution admissible ne soit fournie par l’heuristique gloutonne. Afin
de surmonter cette déficience, nous recourons à une heuristique gloutonne randomisée.
Elle construit un sous-ensemble des LA-stations de manière itérative et aléatoire. Ensuite, une
station avec le coût minimal par opération est prise dans ce sous-ensemble. La cardinalité
de ce sous-ensemble, désignée comme s, est un paramètre. Dans notre cas, nous avons défini
s = max{2, 0.25|W|}. L’algorithme est le suivant :
Heuristique gloutonne randomisée
1. Initialiser une ligne non-ordonnée L = φ.
2. Tant que l’ensemble des LA-stations W n’est pas vide, exécuter les actions suivantes :
(a) Sélectionner des LA-stations W1, . . . ,Ws de W aléatoirement.
(b) Sélectionner une station Wr de W1, . . . ,Ws qui minimise cr/|Oper(Wr)|.
(c) Ajouter Wr à L.
(d) Retirer deW toutes les stations qui ont des blocs en conflit ou constituent des cycles
avec les stations dans L.
3. Si L ne couvre pas toutes les opérations, alors arrêter : aucune solution admissible n’est
construite.
4. Ordonner topologiquement les stations dans L pour construire une ligne admissible et
renvoyer L.
L’heuristique gloutonne randomisée est exécutée plusieurs fois pour augmenter la probabilité
d’obtenir une solution admissible à petit coût.
3.7 Algorithme de génération de contraintes
Lorsqu’on résout le problème MinSPP, de graves difficultés surviennent si le nombre de LA-
stations, |W|, atteint des dizaines de milliers et le nombre de cycles, a, atteint plusieurs millions.
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Alors, le problème n’entre pas dans la mémoire de l’ordinateur. Afin de faire face à des ins-
tances du MinSPP avec ces grandes dimensions, nous avons mis en œuvre un algorithme itératif
de génération de contraintes, voir [Nemhauser and Wolsey, 1988]. L’algorithme commence avec
un problème relaxé, désigné comme Relax-MinSPP, avec les contraintes de « cycle » omises. À
chaque itération, le problème Relax-MinSPP est résolu par un solveur commercial et sa solution
est analysée. Si la solution est inadmissible au regard du problème original MinSPP, alors les
violations de contraintes identifiées sont utilisées pour générer des contraintes supplémentaires.
Ensuite, elles sont incorporées dans un nouveau problème Relax-MinSPP qui est résolu à l’ité-
ration suivante. Le processus est répété jusqu’à ce qu’une solution admissible soit obtenue ou
que l’infaisabilité soit prouvée.
La stratégie d’ajout des contraintes joue un rôle essentiel dans l’algorithme. Une possibilité
consiste à ajouter à chaque itération des contraintes détruisant tous les cycles observées dans
la solution courante. Pourtant, les expérimentations ont montré que cette approche génère
trop de problèmes relaxés pour les problèmes MinSPP à grande dimension. Afin d’accélérer le
processus de résolution, seulement certaines contraintes de « cycle » sont ajoutées. Notons que
le nombre de ces contraintes doit être relativement faible pour maintenir une complexité de
calcul raisonnable.
Notre statégie de sélection des contraintes se fonde sur une observation empirique. Celle-ci
montre que les cas où une solution du problème Relax-MinSPP contient des cycles avec plus que
deux sommets sont très rares. Donc, nous ajoutons des contraintes correspondant aux cycles
avec deux sommets. Malgré cela, même les cycles avec deux sommets sont très nombreux dans
les instances réalistes. Nous proposons donc d’utiliser un sous-ensemble de ces cycles. Nous le
définissons de la façon suivante.
Nous appelons un 4-uplet de blocs (b1, b2, b′1, b′2) un groupe de blocs en conflit, s’ils n’ont
aucune opération commune et que b1 ⇒ b′1 et b′2 ⇒ b2, y compris les cas b1 = b2 et/ou b′1 = b′2.
Si une LA-station W contient b1 et b2, et une LA-station W ′ contient b′1 et b′2, alors W et W ′
sont en conflit. Toutes les deux ne peuvent pas être présentes dans une solution admissible du
problème MinSPP. Donc, une contrainte de « cycle » peut être introduite pour elles. En outre,
l’ensemble {W | b1, b2 ∈ W} ∪ {W ′ | b′1, b′2 ∈ W ′} peut contenir au plus une LA-station dans
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une solution admissible quelconque. En ayant (b1, b2, b′1, b′2), la contrainte correspondante peut
être écrite comme ∑Wr: b1,b2∈Wr xr + ∑Wp: b′1,b′2∈Wp xp ≤ 1. Cette contrainte est équivalent de
l’ensemble de contraintes de « cycle » associées au groupe de blocs en conflit (b1, b2, b′1, b′2).
Soit G l’ensemble de tous les groupes de blocs en conflit. Rappelons que Y dans (3.4) signifie
une famille de sous-ensembles Y de W qui représente tous les cycles dans le graphe Gw. Pour
la description formelle de l’algorithme de génération de contraintes, nous désignons Y un sous-
ensemble des cycles, et G un sous-ensemble des groupes de blocs en conflit. Ainsi, le problème









xr = 1, j = 1, . . . , n, (3.8)
∑
r∈Y









xr ≤ m0, (3.11)
xr ∈ {0, 1}, r = 1, . . . , K. (3.12)
Il est donc possible de donner une description formelle de l’algorithme de génération de
contraintes.
Algorithme de génération de contraintes
1. Mettre Y = φ et G = φ.
2. Si les limites de mémoire et de temps ne sont pas dépassées, alors résoudre le Relax-
MinSPP. Sinon, arrêter.
3. Si le Relax-MinSPP est inadmissible, alors arrêter : le MinSPP est aussi inadmissible.
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4. Mettre L = {Wr | xr = 1}.
5. Si L ne contient aucune cycle, alors arrêter : L est une ligne non-ordonnée optimale.
6. Si L contient des cycles, alors trouver tous les groupes de blocs en conflit (b1, b2, b′1, b′2)
dans l’ensemble de blocs dans L et les ajouter à G.
7. Si L contient des cycles avec au moins trois sommets, alors ajouter ces cycles à Y .
8. Retourner à l’étape 2.
Les résultats possibles de l’algorithme sont les suivantes :
• Une solution optimale acyclique est obtenue et elle correspond à une ligne optimale.
• L’infaisabilité du Relax-MinSPP et, donc, du MinSPP est prouvée.
• À la dernière itération, le Relax-MinSPP n’est pas résolu à l’optimalité, mais une solution
admissible est trouvée et elle est acyclique. Alors, cette solution correspond à une ligne
admissible avec une erreur relative renvoyée par le solveur.
• À la dernière itération, le Relax-MinSPP n’est pas résolu en raison des limites de mémoire
ou de temps. Dans ce cas, seulement une borne inférieure du coût optimal est obtenue.
3.8 Exemple du problème P
Afin de clarifier le problème P et la méthode de résolution choisie, considérons un exemple
dans lequel l’ensemble des opérations est N = {1, 2, 3, 4, 5, 6} et l’ensemble des blocs disponibles
est B = {b1, . . . , b9}. Le coût d’installation de chaque station est C = 10. Les opérations et les
coûts des blocs sont donnés dans le Tableau 3.1.
Tableau 3.1 – Blocs et leur caractéristiques pour l’exemple du problème P .
Bloc b1 b2 b3 b4 b5 b6 b7 b8 b9
Opérations du bloc {1, 4} {2} {4} {6} {1, 6} {2, 3} {5} {2, 3, 5} {1, 5, 6}
Coût 3 1 2 2 3 3 2 5 5
Les contraintes d’exclusion sont données par E=
{
{b1, b7}, {b2, b7}, {b3, b7}, {b4, b7}, {b5, b7},
{b6, b7}, {b3, b4}, {b4, b6}, {b4, b8}
}
, les contraintes d’inclusions sont représentées par I =
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, les contraintes de précédence sont données par 1 → 2, 4 → 5, et les bornes su-
périeures sur le nombre de blocs de la même station et sur le nombre de stations sont n0 = 2
et m0 = 3, respectivement.
Le prétraitement fournit les résultats suivants. Les relations de précédence sont étendues par
l’ajout de 1 → 3. Les paires de blocs en conflit sont : 1) {b1, b3}, {b1, b5}, {b1, b9}, {b2, b6},
{b2, b8}, {b4, b5}, {b4, b9}, {b5, b9}, {b6, b8}, {b7, b8}, {b7, b9}, et {b8, b9} qui ont des opérations
communes, et 2) {b2, b1}, {b2, b3}, {b2, b4}, {b2, b5}, {b2, b7}, {b2, b9}, {b3, b4} qui, avec les blocs
n’étant pas en conflit avec eux, ne couvrent pas l’ensemble N des opérations. En se fondant sur
les conflits de blocs, le bloc b2 est enlevé parce que l’opération 3 n’est pas couverte ni par ce
bloc, ni par les blocs qui ne sont pas en conflit avec b2.
L’ensemble des LA-stations générées est W = {W1, . . . ,W11}. Leurs compositions et coûts
sont montrés dans le Tableau 3.2.
Tableau 3.2 – Compositions et coûts des LA-stations pour l’exemple du problème P .
LA-stations W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11
Bloc b1 b3 b4 b5 b6 b8 b9 b1, b4 b3, b5 b3, b6 b7
Opérations 1, 4 4 6 1, 6 2, 3 2, 3, 5 1, 5, 6 1, 4, 6 1, 4, 6 2, 3, 4 5
Coût cr 13 12 12 13 13 15 15 15 15 15 12
Aucune LA-station ne contient des blocs mutuellement en conflit. La station W9 est enlevée
de l’ensemble W parce que W8 et W9 contiennent le même ensemble des opérations et ont le
même coût.
Le graphe Gw = (W , Aw) est construit. L’ensemble des arcs est Aw={(W1,W5), (W1,W6),
(W1,W11), (W2,W6), (W2,W7), (W2,W11), (W4,W5), (W4,W6), (W4,W10), (W7,W5), (W7,W10),
(W8,W5), (W8,W6), (W8,W11), (W10,W7), (W10,W11)}.
Les stations en conflit sont {W1,W2}, {W1,W4}, {W1,W7}, {W1,W8}, {W1,W10}, {W2,W8},
{W2,W10}, {W3,W4}, {W3,W7, }, {W3,W8}, {W4,W7}, {W4,W8}, {W5,W6}, {W5,W10},
{W6,W7}, {W6,W10}, {W6,W11}, {W7,W8}, {W7,W10}, {W7,W11}, {W8,W10}. Aucune LA-
station ne peut être enlevée en se fondant sur les conflits des stations.
Les ensembles Sj des LA-stations qui contiennent l’opération j sont donnés dans le Ta-
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bleau 3.3, j = 1, . . . , 6.
Tableau 3.3 – Ensembles Sj pour l’exemple du problème P .
S1 S2 S3 S4 S5 S6
W1 W5 W5 W1 W6 W3
W4 W6 W6 W2 W7 W4
W7 W10 W10 W8 W11 W7
W8 W10 W8
Aucun ensemble Sk ne contient un autre ensemble Sj comme un sous-ensemble propre. Donc,
aucune station n’est retirée de l’ensembleW . Il n’y a pas de LA-stations définies ni d’ensembles
non-intersectés Sj.
Le problème Relax-MinSPP initial dans cet exemple ne contient aucune contrainte de
« cycle ». La fonction objectif 13x1+12x2+12x3+13x4+13x5+15x6+15x7+15x8+15x10+12x11
doit être minimisée, sous les contraintes de « partition d’ensemble » x1 + x4 + x7 + x8 = 1,
x5 +x6 +x10 = 1, x1 +x2 +x8 +x10 = 1, x6 +x7 +x11 = 1, x3 +x4 +x7 +x8 = 1, les contraintes
de « nombre des stations » 1 ≤ x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x10 + x11 ≤ 3, et les
contraintes 0-1 xi ∈ {0, 1}, i = 1, . . . , 11.
Supposons que le problème Relax-MinSPP soit résolu avec la solution suivante : LNO =
{W7,W10}. Cette solution est cyclique : l’opération 1 ∈ W7 précède les opérations (2, 3) ∈ W10,
tandis que l’opération 4 ∈ W10 précède l’opération 5 ∈ W7. On peut trouver des groupes de
blocs en conflit. Dans ce cas, un tel groupe est trouvé, c’est (b3, b6, b9, b9). Ajoutons-le à G.
La contrainte correspondante (3.10) est ensuite incluse dans le Relax-MinSPP : x7 + x10 ≤ 1.
À l’itération suivante la solution optimale est trouvée : LNO = {W6,W8}. Cette solution
n’a pas de cycles. Donc, elle est optimale pour le problème original MinSPP. La séquence
topologiquement admissible des stations W6 et W8 au regard du graphe Gw est L∗ = (W8,W6).
C’est une solution optimale du problème P . Son coût total est égal à 30. La première stationW8




Nos expérimentations numériques pour le problème P se composent de quatre stades princi-
paux :
1. Représenter les données sous la forme nécessaire.
2. Prétraiter les données.
3. Résoudre le problème MinSPP.
4. Convertir la solution du MinSPP en solution optimale du problème P .
Nous nous concentrons sur le stade de résolution du problème MinSPP.
La programmation linéaire en nombres entiers a été intensivement utilisée pour des pro-
blèmes de partition d’ensemble. Plusieurs méthodes de résolution sont devéloppées pour ces
problèmes, y compris celles qui emploient des solveurs comme IBM ILOG Cplex, voir, par
exemple, [Albareda-Sambola et al., 2011, Baldacci et al., 2011, Fanjul-Peyro and Ruiz, 2012].
Nous avons aussi utilisé le solveur IBM ILOG Cplex version 12.2. pour résoudre le problème
Relax-MinSPP. Les expérimentations ont été effectuées sur un ordinateur avec le processeur
AMD Phenom 2.8 Mhz et une mémoire à accès direct de 4 Go sous le système d’exploitation
MS Windows XP (32 bit).
Dans nos expérimentations, la limite de temps pour chaque lancement de Cplex (pour ré-
soudre le Relax-MinSPP) a été fixée à 600 secondes, et la limite de temps total pour résoudre
chaque instance du MinSPP a été fixée à deux heures. L’algorithme de génération de contraintes
a été mis en œuvre dans GAMS [gam, 2012]. Les autres parties algorithmiques ont été codées
en C++.
Dans nos expérimentations deux familles de données aléatoirement générées ont été uti-
lisées. Elles sont des extensions des données de référence de [Belmokhtar et al., 2006] et
[Delorme et al., 2012] obtenues avec les mêmes générateurs de données.
La famille 1 se compose de 3 groupes d’instances avec 75, 95 et 115 opérations. Chaque
groupe est divisé en quatre séries (e.g., 75_1, 75_2, 75_3, et 75_4) avec une densité de
contraintes de précédence faible, moyenne, élevée et très élevée, respectivement. La série « 75 »
est prise de [Belmokhtar et al., 2006], où elle a été utilisée pour tester l’approche de programma-
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tion linéaire en nombres entiers mixtes. Les autres séries ont été créées avec le même générateur
et des paramètres identiques à [Belmokhtar et al., 2006], mais avec des valeurs plus larges de
N , B et m0. Chaque série se compose de 20 instances dont les caractéristiques sont données
dans le Tableau 3.4. Dans ce tableau, Binit et Bpret sont les ensembles de blocs avant et après
le prétraitement, respectivement. %Prec est la densité des contraintes de précédence après le
prétraitement, définie comme 2|Ao|/(n2 − n)× 100%. Les valeurs de |Binit|, |Bpret|, %Prec, |I|
et |E| sont les moyennes pour 20 instances de chaque série. Le nombre maximal de blocs par
station est toujours n0 = 4. Le nombre moyen d’opérations dans un bloc est 2,3 dans toutes les
séries sauf celles avec l’indice 4 pour lesquelles il est 1,8. Tous les ensembles d’exclusion E ′ ∈ E
comportent deux blocs, et les ensembles d’inclusion I ′ ∈ I ont 2,2 opérations en moyenne.
La famille 2 se compose de 4 groupes d’instances avec 70, 90, 110, et 130 opérations. Chaque
groupe est divisé en trois séries (e.g., 70_1, 70_2, et 70_3) avec une densité de contraintes
de précédence faible, moyenne et élevée, respectivement. Les autres paramètres sont similaires
à ceux de la famille 1 : n0 = 4, le nombre moyen d’opérations dans un bloc est égal à 2,3
dans les séries avec les indices 1 et 2. Pour les séries avec l’indice 3 il est égal à 1,8. Tous les
ensembles d’exclusion E ′ ∈ E comportent deux blocs, et les ensembles d’inclusion I ′ ∈ I ont
2,2 opérations en moyenne. Le groupe d’instances « 70 » a été pris de [Delorme et al., 2012],
où il a été utilisé pour tester l’approche de la clique de poids maximal. Les autres groupes
ont été créés avec le même générateur que ceux de [Delorme et al., 2012]. Les caractéristiques
numériques de la famille 2 sont données dans le Tableau 3.5.
Notons que les procédures de prétraitement, décrites dans la section 3.5, ont permis de réduire
environ 1000 fois l’ensemble de LA-stations W . Par exemple, le nombre de LA-stations pour
les instances avec n ∈ [75, 95], |B| ∈ [200, 300], n0 = 4 et m0 ∈ [34, 50], a été réduit de 108 à
105.
Pour résoudre chaque instance du problème P , nous utilisons la procédure à cinq étapes
suivante.
Procédure de résolution pour le problème P :
1. Générer l’ensemble W des LA-stations.
2. Appliquer l’heuristique gloutonne.
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Tableau 3.4 – Caractéristiques numériques de la famille 1
Séries n m0 |Binit| |Bpret| %Prec |I| |E|
75_1 75 34 215 206 0,27 10 1153
75_2 75 34 215 207 0,48 9 1150
75_3 75 34 215 207 0,63 8 1151
75_4 75 34 195 185 0,91 7 948
95_1 95 44 275 262 0,34 13 1894
95_2 95 44 275 269 0,57 13 1884
95_3 95 44 275 262 0,72 12 1881
95_4 95 44 257 241 0,92 10 1650
115_1 115 50 336 318 0,39 12 5395
115_2 115 50 335 311 0,60 12 5176
115_3 115 50 335 319 0,75 11 4920
115_4 115 50 310 299 0,93 9 2711
Tableau 3.5 – Caractéristiques numériques de la famille 2
Séries n m0 |Binit| |Bpret| %Prec |I| |E|
70_1 70 34 133 114 0,27 10 442
70_2 70 34 133 118 0,62 9 439
70_3 70 34 130 122 0,87 7 422
90_1 90 40 173 148 0,34 12 742
90_2 90 40 173 151 0,63 11 744
90_3 90 40 171 158 0,85 10 732
110_1 110 44 213 182 0,36 12 1130
110_2 110 44 213 184 0,66 10 1126
110_3 110 44 211 195 0,87 9 1111
130_1 130 46 253 218 0,40 11 1597
130_2 130 46 253 221 0,71 11 1598
130_3 130 46 251 225 0,88 9 1566
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3. Exécuter l’heuristique gloutonne randomisée 1000 fois.
4. Appliquer l’algorithme de génération de contraintes pour l’ensemble des LA-stations W ′
extraites de toutes les solutions gloutonnes : W ′ = ⋃L(k), où chaque L(k) est une ligne
obtenue après le k-ième lancement de l’algorithme de l’heuristique gloutonne randomisée,
k = 1, ..., 1000.
5. Employer l’algorithme de génération de contraintes sur l’ensemble de toutes les LA-
stations W .
Ainsi, les étapes 2, 3 et 4 n’explorent qu’une partie de l’espace de solutions (méthodes ap-
prochées), tandis que l’étape 5 implique la recherche exhaustive de tout l’espace de solutions
(méthode exacte) basé sur l’ensemble de toutes les LA-stations W .
Pour les séries avec les indices 3 et 4, les étapes 3 et 4 de la procédure de résolution ont été
omises parce qu’elles prennent plus de temps que la méthode exacte de l’étape 5.
La Figure 3.3 illustre la dynamique du processus de résolution pour la série 75_1. Chacun
des quatre points est associé aux étapes de la procédure de résolution (les étapes 1 et 2, l’étape
3, l’étape 4, et l’étape 6, respectivement), l’erreur relative moyenne des solutions (l’axe « r ») et
le temps de calcul moyen en secondes à la fin des étapes correspondantes (l’axe « temps, s »).
Figure 3.3 – Dynamique du processus de résolution pour la série 75_1.
Pour la série 75_1, l’heuristique gloutonne donne des solutions avec une erreur relative
moyenne de 26% en 3 minutes de calcul (ce temps inclue aussi la formation des LA-stations),
et 1000 applications de l’heuristique gloutonne randomisée fournit une erreur relative moyenne
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Tableau 3.6 – Répartition des instances pour la famille 1
Séries Nombre de LA-stations
< 0, 5 · 106 [0, 5 · 106; 1, 1 · 106] > 1, 1 · 106
75_1 15 5 0
75_2 20 0 0
75_3 20 0 0
75_4 20 0 0
95_1 7 12 1
95_2 20 0 0
95_3 20 0 0
95_4 20 0 0
115_1 3 10 7
115_2 20 0 0
115_3 20 0 0
115_4 20 0 0
Total 205 27 8
de 11% pour le temps de calcul de 4 minutes. La performance des heuristiques pour les autres
séries est similaire.
Dans les Tableaux 3.6 et 3.7 chaque élément montre combien d’instances d’une série (définie
par une ligne) ont le nombre de LA-stations dans un intervalle donné (défini par la colonne
correspondante). Rappelons que le nombre de LA-stations correspond au nombre de variables
binaires dans les problèmes MinSPP et Relax-MinSPP.
Les Tableaux 3.8 et 3.9 montrent le nombre d’instances résolues à l’optimalité et approxima-
tivement (les lignes « Opt. » et « Appr. », respectivement). Pour les instances résolues approxi-
mativement, les erreurs relatives moyennes en pourcentage sont données entre parenthèses.
Les expérimentations ont montré que normalement les instances avec le nombre de LA-
stations inférieur à 0,5 millions sont facilement résolues à l’optimalité. Lorsque le nombre de
LA-stations est inférieur à 1,1 millions, il y a une bonne chance pour trouver une solution
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Tableau 3.7 – Répartition des instances pour la famille 2
Séries Nombre de LA-stations
< 105 [105; 5 · 105] > 5 · 105
70_1 19 1 0
70_2 20 0 0
70_3 20 0 0
90_1 10 10 0
90_2 20 0 0
90_3 20 0 0
110_1 3 17 0
110_2 20 0 0
110_3 20 0 0
130_1 0 12 8
130_2 19 1 0
130_3 20 0 0
Total 191 41 8
Tableau 3.8 – Qualité de solutions pour la famille 1
Statut de Nombre de LA-stations
solution < 0, 5 · 106 [0, 5 · 106; 1, 1 · 106] > 1, 1 · 106
Opt. 191 7 0
Appr. 14 20 6
(moy. r) (5,6%) (7,1%) (N/A)
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Tableau 3.9 – Qualité de solutions pour la famille 2
Statut de Nombre de LA-stations
solution < 105 [105; 5 · 105] > 5 · 105
Opt. 190 28 3
Appr. 1 13 5
(moy. r) (0,5%) (2,2%) (4,1%)
approchée de haute qualité et donner une erreur relative. Pour les instances avec plus de 1,1
millions LA-stations, des solutions approchées peuvent être trouvées mais des bornes inférieures
ne peuvent pas être obtenues à cause du débordement de mémoire utilisé par le solveur.
Notons que les instances de la famille 2 ont moins de LA-stations en raison des ensembles de
blocs plus petits. Donc, il est plus facile de les résoudre. Dans la plupart des cas, les solutions
optimales ont été trouvées. Dans les autres cas, les solutions admissibles obtenues sont de bonne
qualité.
Pour les séries de la famille 1 et 2, les Tableaux 3.10 et 3.11 montrent : le nombre d’instances
résolues dans l’intervalle de temps (en heures) défini par les colonnes ; les temps de résolution
moyens en secondes (colonne « temps ») ; le nombre d’itérations de l’algorithme de génération de
contraintes (a.g.c.) appliqué à l’ensemble originalW (colonne «# Itér. ») ; le nombre d’instances
résolues à l’optimalité (colonne « # Opt. ») ; le nombre de solutions approchées (colonne « #
Fais. »).
Les résultats numériques pour la famille 2 sont donnés dans le Tableau 3.11. Rappelons que
ces instances ont été utilisées dans [Delorme et al., 2012] pour tester l’approche de la clique
de poids maximal. Les séries 70_1, 70_2, et 70_3 ont été les plus grandes considérées dans
[Delorme et al., 2012]. En employant l’approche de clique de poids maximal, les solutions opti-
males ont été trouvées pour la plupart des instances sauf pour les séries 60_1, 70_1, et 70_2.
Dans les séries 60_1, les solutions optimales n’ont été trouvées que pour 8% des instances,
dans les séries 70_2 ce rapport a été 16%. Aucune instance de la série 70_1 n’a été résolue à
l’optimalité. En outre, pour 8% des instances dans 60_1 et 18% des instances dans 70_1, même
aucune solution admissible n’a été obtenue. Bien que ces expérimentations aient été effectuées
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Tableau 3.10 – Résolution des séries de la famille 1 par a.g.c.
Séries Temps de résolution temps, s. # Itér. # Opt. # Appr.
<0,5h [0,5h ; 1h] ]1h ; 1,5h] >1,5h (moy.) (moy.)
75_1 9 5 2 4 2443 4,6 13 7
75_2 18 1 0 1 587 4,3 18 2
75_3 20 0 0 0 54,3 8,6 20 0
75_4 20 0 0 0 0,78 3,0 20 0
95_1 3 8 8 1 3320 2,9 6 14
95_2 17 2 0 1 1237 5,4 20 0
95_3 20 0 0 0 32,5 4,5 20 0
95_4 20 0 0 0 1,55 3,5 20 0
115_1 0 6 5 7 5431 2,5 4 14
115_2 14 2 1 3 2040 8,4 17 3
115_3 20 0 0 0 97,4 7,1 20 0
115_4 20 0 0 0 2,6 3,2 20 0
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Tableau 3.11 – Résolution des séries de la famille 2 par a.g.c.
Séries Temps de résolution temps, s. # Itér. # Opt. # Appr.
<0,5h [0,5h ; 1h] ]1h ; 1,5h] >1,5h (moy.) (moy.)
70_1 20 0 0 0 201 4,1 19 1
70_2 20 0 0 0 3,49 3,0 20 0
70_3 20 0 0 0 0,33 1,7 20 0
90_1 19 0 0 1 861 3,2 16 4
90_2 20 0 0 0 37,5 4,0 20 0
90_3 20 0 0 0 0,96 2,2 20 0
110_1 13 1 6 0 1982 4,7 14 6
110_2 18 2 0 0 185 5,3 19 1
110_3 20 0 0 0 2,92 3,7 20 0
130_1 3 13 3 1 3113 3,3 13 7
130_2 19 1 0 0 60,13 4,6 20 0
130_3 20 0 0 0 3,46 3,4 20 0
sur un ordinateur avec une vitesse de processeur plus faible par rapport à celui qui a été utilisé
dans notre cas, la limite de temps (3 heures) et le volume de mémoire à accès direct (16 Go)
ont été plus grands.
Nos expérimentations, présentées dans le Tableau 3.11, montrent la capacité de l’algorithme
de génération de contraintes à trouver des solutions optimales même pour des problèmes plus
grands en temps plus court. Pour les instances de la famille 2, l’algorithme de génération de
contraintes n’a jamais échoué à trouver au moins une solution admissible.
Le Tableau 3.12 contient les résultats de l’application directe de Cplex pour le pro-
blème P dans la formulation de programme en nombres entiers mixtes proposée dans
[Belmokhtar et al., 2006]. Pour les séries de la famille 1, que nous avons utilisé comme une
extension des données de référence de [Belmokhtar et al., 2006], le Tableau 3.12 montre : le
nombre d’instances résolues dans les intervalles de temps (en heures) ; les temps de résolution
moyens ; le nombre de solutions optimales ; le nombre de solutions approchées. La dernière co-
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lonne (« # Échecs ») montre le nombre d’instances dans chaque série pour lesquelles aucune
solution admissible n’a été trouvée à cause de la limite de mémoire ou de temps.
Afin de faire une comparison, le temps de calcul a été limité à 2 heures comme pour notre
algorithme de génération de contraintes. Notons que ces résultats sont meilleurs par rapport
à ceux qui ont été présentés dans [Belmokhtar et al., 2006] grâce à l’emploi d’une version de
Cplex plus récente. On peut voir que pour les instances de petite taille les performances de
l’algorithme de génération de contraintes et de Cplex sont comparables. Pour les instances de
grande taille (les séries 95_1, 115_1, 115_2, 115_3) Cplex, dans de nombreux cas, a échoué
à trouver même une solution admissible, tandis que l’algorithme de génération de contraintes
a trouvé des solutions optimales dans beaucoup de cas et n’a échoué à trouver une solution
admissible que pour deux instances de la série 115_1. La comparaison des temps de calcul
montre aussi l’avantage de l’algorithme de génération de contraintes.
Tableau 3.12 – Application directe de Cplex pour les séries de la famille 1
Séries Temps de résolution Moy. # Opt. # Appr. # Échecs
<0,5h [0,5h ; 1h] [1h ; 1,5h] >1,5h temps, s.
75_1 13 3 2 2 1769 18 2 0
75_2 15 1 0 4 1920 16 4 0
75_3 13 5 0 2 1582 18 2 0
75_4 20 0 0 0 46 20 0 0
95_1 0 1 4 9 4602 9 5 6
95_2 7 2 3 8 3998 7 13 0
95_3 13 4 1 2 1919 19 1 0
95_4 20 0 0 0 117 20 0 0
115_1 0 0 0 1 7200 0 1 19
115_2 0 0 0 0 – 0 0 20
115_3 1 0 0 1 3820 0 2 18
115_4 20 0 0 0 135 20 0 0
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On peut observer que 81% de toutes les instances considérées ont été résolues en 30 minutes
et 91% ont été résolues en 1 heure. L’approche de résolution que nous proposons surpasse les ap-
proches antérieures de [Belmokhtar et al., 2006] et [Delorme et al., 2012]. La taille de problème
en termes de données d’entrée et le pourcentage de solutions optimales ont considérablement
augmenté par rapport aux études précédentes.
Nos expérimentations ont montré que les instances avec la densité de contraintes de précé-
dence faible sont les plus difficiles à résoudre en raison du grand nombre de LA-stations. Dans
ce cas, l’algorithme de génération de contraintes peut s’arrêter après un petit nombre d’itéra-
tions parce que la limite de mémoire ou de temps est dépassée. Notons également que dans les
lancements de Cplex qui ont mené à une solution admissible du Relax-MinSPP, il n’y a pas eu
de nombreux cycles et le nombre d’itérations a été faible.
Pour les instances avec une densité de contraintes de précédence moyenne nous avons eu de
100000 jusqu’à 300000 LA-stations. Logiquement, pour trouver une solution acyclique pour ces
instances, il faut faire plus d’itérations. Pourtant, ces itérations sont rapides et la plupart des
instances ont été résolues à l’optimalité.
Pour les instances avec une densité de contraintes de précédence élevée nous avons eu au plus
100000 LA-stations et elles ont été résolues en 10 minutes environ. Les instances avec la densité
très élevée de la famille 1 ont moins de 2000 LA-stations et elles sont résolues à l’optimalité en
quelques secondes.
3.10 Conclusion
Dans ce chapitre nous avons présenté un problème de configuration de lignes de fabrication
dédiées. Ce problème comporte à la fois des décisions concernant le choix de ressources et leur
affectation aux stations. La ligne est cadencée et son schéma logique est linéaire : les stations
sont installées l’une après l’autre. Il y a un seul cheminement de production. Les pièces de
produit sont transportées le long de la ligne dans la même direction et elles subissent des
opérations jusqu’à leur transformation en produits finis.
Les ressources sont regroupées en ensemble de blocs. Un bloc exécute simultanément un
ensemble d’opérations. Dans l’industrie de tels blocs sont, par exemple, des boîtiers multibroches
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qui effectuent des opérations d’usinage. Nous examinons un environnement de production où
les blocs de la même station sont activés en parallèle, ce qui augmente davantage la productivité
de la ligne. Nous supposons que si une borne supérieure sur le temps de cycle est donnée, alors
le temps opératoire le plus long, qui détermine le temps de cycle, ne dépasse pas cette borne.
Le problème comporte des contraintes d’affectation des ressources, à savoir : les contraintes
de précédence, d’exclusion et d’inclusion. En outre, il y a des bornes supérieures sur le nombre
de stations et le nombre de blocs par station.
Le modèle de ce problème, dénommé le problème P , est orienté coût. Chaque bloc a un coût
et l’installation d’une station suscite un coût complémentaire constant. Ainsi, le problème P
implique la sélection d’un sous-ensemble des blocs disponibles et l’affectation de ces blocs aux
stations de sorte que le coût total soit minimal.
Afin de résoudre le problème P , nous avons proposé une approche qui se base sur deux
éléments : le concept d’une station localement admissible et la réduction du problème P à
un problème de partition d’ensemble. Plusieurs idées de prétraitement des données visant à la
réduction du nombre de variables et de la taille de l’espace des solutions admissibles ont été
présentées. Deux heuristiques gloutonnes et un algorithme de génération de contraintes ont été
développés pour résoudre le problème P . Les expérimentations numériques avec les données de
référence ont montré que l’approche proposée surpasse les méthodes de résolution antérieures
à la fois en termes de qualité des solutions et d’effort de calcul.
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Chapitre 4
Minimisation des coûts de changements de séries pour
des lignes multi-produits : cas d’exécution parallèle des
opérations
4.1 Introduction
Dans ce chapitre et le chapitre 5 nous allons aborder deux problèmes qui concernent la confi-
guration d’une ligne multi-produit avec des coûts de changements de séries. La différence entre
ces deux problèmes réside dans le mode d’exécution des opérations sur les stations. D’abord,
nous allons examiner un problème avec le mode d’exécution des opérations parallèle comme dans
le chapitre 3. On peut notamment trouver des exemples d’exécution parallèle des opérations
dans l’industrie mécanique [Belmokhtar et al., 2006, Dolgui et al., 2008] et dans l’industrie au-
tomobile [Falkenauer, 2005].
4.2 Définition du problème
Les hypothèses du problème étudié seront décrites en utilisant la classification à six éléments
du chapitre 2.
La variabilité de ligne. Une ligne doit être configurée pour la production de masse de f
types de produits. La ligne est donc flexible ou reconfigurable.
Soit F = {1, . . . , f} l’ensemble des types de produits. Chaque produit de type v ∈ F nécessite
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l’exécution une seule fois sur la ligne d’un ensemble donné Nv d’opérations. Les opérations de
l’ensemble Nv sont appelées les opérations de type v. Différents ensembles Nv peuvent contenir
des opérations communes. Ainsi, la même opération peut être de différents types. Soit N :=
∪fv=1Nv = {1, . . . , n} le surensemble de toutes les opérations nécessaires, et soit Ti l’ensemble
des types de l’opération i ∈ N , c’est-à-dire, Ti = {v | i ∈ Nv, v ∈ F}. La réaffectation
d’opérations (rééquilibrage) n’est pas permise, c’est-à-dire que le positionnement des ressources
dans la ligne reste le même quelque soit le type de produit traité.
Les caractéristiques de ligne. La ligne est cadencée et le cheminement de production est
unique car il n’y a pas de stations parallèles. Le schéma logique de la ligne est linéaire : les
produits de tous les types sont transportés entre des stations dans la même direction.
Les caractéristiques de temps. Les temps opératoires sont déterministes. Vu qu’il y a
plusieurs types de produits, les temps de cycle différent selon le type de produit. Nous suppo-
sons qu’il y a une borne supérieure commune sur les temps de cycle des produits de tous les
types. Cette borne est donc appliquée pour toutes les stations. En raison du mode d’exécution
parallèle des opérations, le temps de cycle est égal au temps opératoire le plus grand plus le
temps de changement de séries correspondant parmi toutes les opérations de tous les types.
Nous supposons que cette borne supérieure commune n’est excédée par aucun temps de cycle.
Ainsi, les temps opératoires et les temps de changements de séries ne sont pas présents dans la
formulation du problème et les temps de cycle ne sont pas considérés.
Les caractéristiques de coût. S’il y a au moins une opération d’un certain type affectée à
une station, alors le changement de séries aura lieu sur cette station. Un coût de changement
de séries av est associé au type de produits v, v = 1, . . . , f . Les coûts de changements de séries
sont liés avec les démarches nécessaires pour commencer et finir le traitement d’un produit sur
une station. Comme nous l’avons mentionné dans le chapitre 1, ces démarches incluent : le
chargement du produit, le positionnement du produit et des ressources/outils, le déchargement
et le nettoyage de la station.
Les contraintes technologiques. Le mode d’exécution des opérations sur les stations est
parallèle.
Les contraintes de précédence sont données sur le surensemble N . Si une opération i ∈ N
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précède une opération j ∈ N , alors l’opération j ne peut pas être affectée à la station de i
ou à n’importe quelle station qui la précède. Les relations de précédence sont transitives et
irréflexives. Elles sont représentées par un graphe orienté acyclique G = G(N,A), dans lequel
il y a un arc (i, j) ∈ A si et seulement si une opération i précède une opération j. Les relations
de précédence pourraient être représentées séparément pour chaque type d’opérations mais vu
que le rééquilibrage n’est pas permis, elles doivent pouvoir être représentées par un graphe
acyclique sur le surensemble N .
Les contraintes d’exclusion sont définies sur le surensemble N . Elles peuvent être représentées
par une collection E de sous-ensembles E ′ ⊂ N telle que toutes les opérations de E ′ ne peuvent
pas être affectées à la même station, mais n’importe quel sous-ensemble propre de E ′ peut être
affecté à la même station. Ces relations interdisent l’utilisation simultanée des outils qui sont
en conflit à cause de leurs caractéristiques physiques. Supposons, sans perte de généralité, qu’il
n’y a pas de sous-ensembles dans E qui se contiennent les uns les autres, et qu’il n’y a pas deux
opérations du même ensemble d’exclusion qui se précédent l’une l’autre.
Chaque opération i ∈ N a sa taille si qui représente le nombre d’outils standard nécessaires
pour effectuer cette opération. La taille totale de toutes les opérations affectées à la même
station (le nombre d’outils standard) ne doit pas dépasser la capacité de la station r. Vu que
chaque outil standard est associé à une opération élémentaire, chaque opération i peut être
considérée comme un bloc des opérations élémentaires qui doivent être simultanément exécutées
sur la même station. Ainsi, si représente la cardinalité de ce bloc et N représente l’ensemble
des blocs. Donc, des opérations de différentes tailles sont similaires aux ensembles d’inclusion
du chapitre 3. Les ensembles d’inclusion sont utilisées pour des opérations élémentaires dont la
précision peut être perdue si elles sont affectées à des stations différentes.
Les critères d’optimisation. Soit xv le nombre de changements de séries pour un produit
de type v, v = 1, . . . , f . Une décision doit être prise à propos du nombre de stations, k, et de
l’affectation des opérations aux stations 1, . . . , k.
Le problème a deux critères. Le critère principal est la minimisation du nombre de stations,
k. Le critère secondaire est la minimisation du coût total de changements de séries, a1x1 + · · ·+
afxf .
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Nous désignons le problème avec seulement le premier critère comme Ppar(prec, excl, si | k)
et le problème avec deux critères ordonnés comme Ppar(prec, excl, si | k, cost). Notons que ces
deux critères ne sont pas redondants, c’est-à-dire, la minimisation du coût total de change-
ments de séries n’est pas suffisante pour la minimisation du nombre de stations et inversement.
Soit (k∗, c∗) le minimum lexicographique des valeurs des fonctions objectifs pour le problème
Ppar(prec, excl, si | k, cost). Notons que l’optimisation lexicographique consiste à minimiser le
premier objectif k et ensuite, pour le nombre des stations optimal k∗, à minimiser le deuxième
objectif, c’est-à-dire, trouver la valeur minimale c∗ du coût total de changements de séries.
4.3 Origine du problème
Nous avons observé un tel problème dans les entreprises PCI-SCEMM (Saint-Étienne, France)
et MZAL (Minsk, Biélorussie) qui fabriquent des lignes d’usinage automatiques. Leurs lignes
sont destinées pour la production de masse de plusieurs variantes (types) d’une pièce. Les coûts
de changements de série sont estimés en analysant l’ensemble de dépenses liées aux démarches
nécessaires pour préparer une station au traitement d’une pièce d’un certain type. Chaque
station est équipée d’un boîtier multibroche où des outils pour perçage, meulage, fraisage, etc.
sont montés pour exécuter plusieurs opérations en parallèle. Les résultats de ces opérations sont
des trous plats, filetés ou chanfreinés de différentes profondeurs et diamètres.
Un magasin contenant les outils nécessaires est associé à chaque boîtier multibroche. Tous
les magasins et les boîtiers multibroches ont la même capacité maximale, r. Lorsqu’un produit
d’un type spécifique arrive à une station, tous les outils inutiles sont enlevés du boîtier mul-
tibroche et sont retournés au magasin. Ensuite, les outils nécessaires sont pris du magasin et
sont montés sur le boîtier. Il y a des relations de précédence et d’exclusion entre les opérations.
Le traitement d’un produit sur une station implique la présence d’un opérateur ainsi qu’une
consommation d’énergie qui suscitent des coûts élevés. Donc, le problème consiste à affecter des
outils (opérations) aux stations de sorte que le nombre des stations soit minimal. De plus, pour
le nombre minimal de stations, le coût total des changements de séries doit aussi être minimisé.
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4.4 Exemple d’une solution
Une solution pour ce problème peut être représentée comme un tableau dont les colonnes
représentent des stations et un rectangle dans la colonne représente une opération i suivie par
ces types (ensemble Ti) entre parenthèses. La taille d’une opération est le nombre de lignes
dans un rectangle. Le Tableau 4.1 montre une solution du problème avec 4 stations de capacité
r = 6 et 15 opérations de trois types. Le coût total de cette solution est 3a1 + 3a2 + 2a3 parce
que les types 1 et 2 sont présents sur trois stations tandis que le type 3 est sur deux stations.
Tableau 4.1 – Exemple d’une solution
















4.5 Minimisation du nombre de stations
Vu que le problème étudié a deux critères, nous allons successivement considérer chaque
critère. Le problème à un seul critère, désignons le comme Ppar(prec, excl, si | k), consiste à
trouver le nombre minimal de stations. Le cas le plus simple avec des opérations de taille
unitaire sans contraintes d’exclusion et de précédence peut être facilement résolu : k∗ = dn
r
e.
Dans les sous-sections suivantes, les cas plus complexes sont considérés.
4.5.1 Cas avec des contraintes de précédence et des tailles unitaires sans
contraintes d’exclusion
Le cas particulier de cette sous-section est noté comme Ppar(prec, si = 1 | k). Nous allons
montrer qu’il est équivalent au problème d’ordonnancement Pm | pi = 1, prec | Cmax. La
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description de ce problème est la suivante.
Il y a n tâches de temps unitaire qui doivent être ordonnées sur m machines identiques
parallèles. Des contraintes de précédence sont données sur l’ensemble des tâches de sorte que
si une tâche i précède une tâche j, alors j ne peut être exécutée ni dans l’intervalle de temps
unitaire de i ni avant cette intervalle. Aucune préemption du traitement de tâche n’est permise
et aucune paire de tâches ne peut pas être simultanément exécutée sur la même machine.
L’objectif est d’affecter des tâches aux intervalles de temps unitaires sur les machines de sorte
que les contraintes de précédence sont satisfaites et que le temps d’achèvement de la dernière
tâche, Cmax, soit minimisé. Désignons la valeur minimale de Cmax comme C∗max.
Pour le problème Ppar(prec, si = 1 | k), nous interprétons les opérations comme des tâches,
la borne de capacité r comme le nombre de machines m, et les stations 1, 2, . . . comme des
intervalles de temps unitaire [0, 1], [1, 2], . . . dans le problème Pm | pi = 1, prec | Cmax. On
peut voir que toute solution admissible du problème Ppar(prec, si = 1 | k) avec un nombre de
stations k peut être représentée comme une solution admissible du problème d’ordonnancement
correspondant avec la valeur objective Cmax = k et vice versa. Donc, ces deux problèmes sont
équivalents et k∗ = C∗max.
Si les contraintes de précédence sont arbitraires, alors le problème Pm | pi = 1, prec | Cmax
est NP-difficile au sens fort pour un nombre de machines variable m, voir [Ullman, 1975],
et son statut de complexité est ouvert si m est une constante supérieure à deux, voir
[Brucker and Knust, 2006]. Le problème Pm | pi = 1, prec | Cmax peut être résolu en temps
O(n) si le graphe de précédence, G, est une collection d’arbres entrant (in-trees en anglais),
voir [Hu, 1961], ou une collection d’arbres sortant (out-trees), voir [Davida and Linton, 1976].
Il peut être résolu en temps O(n2) si G est arbitraire et m = 2 (l’algorithme le plus connu est
décrit dans [Gabow, 1982]).
Ainsi, le problème Ppar(prec, si = 1 | k) est NP-difficile au sens fort pour une borne de
capacité r quelconque et un graphe de précédence arbitraire G. Il peut être résolu en temps
polynomial si G est une collection d’arbres entrant ou une collection d’arbres sortant, ou si
r = 2.
Des relations de précédence en forme de chaîne et en forme d’arbre sont typiques pour
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des opérations d’assemblage et d’usinage. Nous allons donc donner notre interprétation de
l’algorithme de Hu [Hu, 1961] pour le problème avec des relations de précédence en arbres
entrant. Ici, les termes « opération » et « sommet » sont utilisés de façon interchangeable. Nous
remplaçons la notation prec par in− tree ou out− tree pour les problèmes avec des relations
de précédence en arbres entrant ou en arbres sortant, respectivement. Numérotons les stations
t = 1, 2, . . .
Algorithme NPHD (niveau le plus haut d’abord) pour le problème
Ppar(in− tree, si = 1 | k)
1. Préparation des données d’entrée. Pour chaque sommet j ∈ N , stocker ses prédéces-
seurs directs, leur nombre, et son unique successeur direct. Calculer le niveau (le nombre
total de successeurs indirects plus le successeur direct) lj de chaque sommet j ∈ N en
scannant les sommets des racines aux feuilles : les racines obtiennent le niveau zéro, leurs
prédécesseurs directs obtiennent le niveau un, etc. Avec chaque sommet j ∈ N , stocker
son niveau lj. Soit lmax = max{lj|j ∈ N}. Pour chaque l = 0, 1, . . . , lmax, former la liste
Ll des sommets qui ont le niveau l et n’ont pas de prédécesseurs. Former la liste des
sommets L = (Llmax , Llmax−1, . . . , L0) qui n’ont pas de successeurs et qui apparaissent
dans l’ordre non-croissant de leurs niveaux. Certaines listes Ll dans L peuvent être vides.
Mettre t = 1.
2. Affectation des opérations. Affecter la première opération (avec le plus haut niveau)
de la liste L à une station t. Si toutes les opérations de l’ensemble N sont affectées, alors
arrêter - une solution optimale est construite et k∗ = t. Sinon, mettre à jour la liste L
en enlevant sa première opération. Diminuer d’une unité le nombre de prédécesseurs du
successeur direct de l’opération affectée. Si le nombre de prédécesseurs d’un sommet de
niveau l est devenu égal à zéro, alors stocker ce sommet dans une liste auxiliaire Zl. Si
toutes les opérations de la liste L sont affectées ou si toutes les r positions de la station
t sont occupées, alors mettre à jour la liste L en mettant Ll := (Ll, Zl) pour chaque liste
auxiliaire Zl. Remettre t := t+ 1 et répéter la première étape de l’algorithme.
L’algorithme NPHD fonctionne en temps O(n). Le même algorithme peut être utilisé pour
résoudre le problème Ppar(out − tree, si = 1 | k) si on inverse les contraintes de précédence et
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on lit la solution optimale obtenue pour le problème Ppar(in − tree, si = 1 | k) de la dernière
station à la première.
4.5.2 Cas avec des tailles d’opérations arbitraires sans contraintes d’exclusion et de
précédence
Notons le cas particulier traité dans cette sous-section comme Ppar(si | k). Le problème
Ppar(si | k) peut être interprété comme un problème de bin packing, dans lequel il y a n articles
de tailles s1, . . . , sn qui doivent être placés dans le nombre minimal de boîtes ayant la même
capacité r. Le nombre minimal de stations k∗ est égal au nombre minimal de boîtes nécessaires.
Le problème de bin packing est NP-difficile au sens fort. Il peut être résolu en temps O(nKL)
s’il y a au plus K tailles d’articles distinctes et au plus L articles peuvent être placés dans
une boîte, voir, par exemple, [Fernandez de la Vega and Lueker, 1981]. Si r est une constante,
alors K et L sont aussi des constantes, et le problème de bin packing peut être résolu en temps
polynomial. Il peut être réduit à une résolution de n problèmes d’ordonnancement de machines
parallèles Pm | dj = r | ·, m = 1, . . . , n. Dans le problème Pm | dj = r | ·, il y a n tâches
non-préemptives avec les temps de traitement s1, . . . , sn. Ces tâches doivent être ordonnées sur
m machines parallèles identiques. La question est de savoir si toutes les tâches peuvent être
accomplies avant la date limite r. Nous avons k∗ = m∗, où m∗ est la valeur minimale de m
pour laquelle la question du problème Pm | dj = r | · a une réponse affirmative. Le problème
Pm | dj = r | · peut être résolu en temps O(nmrm−1) par un algorithme de programmation
dynamique. Par conséquent, le problème Ppar(si | k) peut être résolu en temps O(n2rn−1 log2 n)
par une méthode de dichotomie en utilisant 1, . . . , n des valeurs possibles de m.
Ainsi, nous en déduisons que le problème P (si | k) est NP-difficile au sens fort. Il peut être
résolu en temps polynomial si le nombre d’opérations est une constante ou si la capacité des
stations r est une constante.
4.5.3 Cas avec des contraintes d’exclusion et sans contraintes de précédence
Notons le cas particulier étudié dans cette sous-section comme Ppar(excl, si = 1 | k).
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Théorème 1 Le problème Ppar(excl, si = 1 | k) est NP-difficile au sens fort si |E ′| = 2 pour
chaque E ′ ∈ E.
Preuve: Nous utilisons une réduction du problème de la couverture exacte par 3-ensembles
(X3C), voir [Garey and Johnson, 1979]. Le dernier problème est le suivant. En ayant une famille
A = {A1, . . . , Aa} de sous-ensembles à 3 éléments de l’ensemble B = {1, . . . , 3b}, est-ce que
A contient une couverture exacte de B, c’est-à-dire, une sous-famille S ⊆ A telle que chaque
i ∈ B appartient à exactement un ensemble à 3 éléments dans S ? Supposons que a > b, car
sinon, une solution triviale existe.
En ayant une instance de X3C, construisons l’instance suivante de la version de décision du
problème Ppar(excl, si = 1 | k). Définissons le nombre d’opérations n = (b+ 1)(a− b+ 1) et la
capacité des stations r = b+ 1. L’ensemble des opérations inclut :
1. Une seule X-opération.
2. Le nombre b des mêmes Yi-opérations, i = 1, . . . , a− b.
3. Des Ai-opérations associées aux ensembles Ai, i = 1, . . . , a.
Supposons que toutes les opérations sont de même type. Les contraintes d’exclusion sont
représentées de la façon suivante. La X-opération exclut toute Yi-opération, c’est-à-dire que
{X, j} ∈ E pour chaque Yi-opération j, i = 1, . . . , a − b. Toute Yi-opération exclut toute
Yq-opération, c’est-à-dire, {j, l} ∈ E pour chaque Yi-opération j et chaque Yq-opération l,
i 6= q. L’Ai-opération et l’Aq-opération s’excluent mutuellement si les sous-ensembles Ai et Aq
partagent le même élément, c’est-à-dire, si Ai ∩ Aq 6= φ, i 6= q.
Nous allons montrer que pour l’instance construite, une solution de X3C existe si et seulement
si il existe une solution admissible pour cette instance du problème P (excl, si = 1 | k) avec au
plus a− b+ 1 stations. Il est évident que la construction d’instance est pseudo-polynomial.
Partie « si ». Supposons qu’il existe une solution admissible pour l’instance du problème
Ppar(excl, si = 1 | k) avec au plus a−b+1 stations. Nous observons qu’il y a a−b+1 opérations
mutuellement exclusives : la X-opération et une Yi-opération pour chaque i = 1, . . . , a− b. Par
conséquent, il doit y avoir exactement a−b+1 stations. Sans perte de généralité, nous supposons
qu’une Yi-opération est affectée à la station i, i = 1, . . . , a−b, et que la X-opération est affectée
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à la station a− b+ 1. Vu que toute Yi-opération exclut toute Yq-opération pour i 6= q, et qu’il y
a a− b+ 1 stations, toutes les Yi-opérations doivent être à la station i, i = 1, . . . , a− b. Donc,
l’Ai-opération, i ∈ {1, . . . , a}, peut être affectée à une des b positions restantes de la station
a−b+1 ou à la seule position de n’importe quelle station sauf à la station a−b+1. La structure
d’une telle solution est donnée dans le Tableau 4.2, où les colonnes représentent les stations et
les symboles « • » représentent les Ai-opérations.
Tableau 4.2 – Structure d’une solution admissible avec a− b+ 1 stations.
Y1 Y2 • · · · Ya−b X
• Y2 Y3 · · · Ya−b •
Y1 • Y3 · · · • •
Y1 Y2 Y3 · · · Ya−b •
· · · · · · · · · · · · · · · · · ·
Y1 Y2 Y3 · · · Ya−b •
Les b Ai-opérations sur la station a− b+ 1 doivent être mutuellement non-exclusives, c’est-à-
dire, aucune paire des sous-ensembles Ai et Aq correspondant à ces opérations ne doit partager
le même élément. Nous déduisons que les sous-ensembles Ai correspondant aux Ai-opérations
affectées à la station a− b+1 constituent une couverture exacte de B. Cela accomplit la preuve
de la partie « si ».
Partie « seulement si ». S’il existe une solution S du problème X3C, alors construisons
une solution du problème P (excl, si = 1 | k) avec la structure donnée dans le Tableau 4.2 et
affectons l’Ai-opération à la station a − b + 1 si et seulement si Ai ∈ S. Une telle solution est
admissible et le nombre de stations est égal à a− b + 1. Cela accomplit la preuve de la partie
« seulement si ».
4.5.4 Heuristiques pour le problème Ppar(prec, excl, si | k)
Dans les sous-sections précédentes nous avons montré que le problème à un seul critère
Ppar(prec, excl, si | k) est NP-difficile au sens fort si une des trois conditions suivantes est
satisfaite :
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1. Les tailles des opérations ne sont pas unitaires.
2. Il y a des contraintes de précédence.
3. Il y a des contraintes d’exclusion.
Maintenant nous allons aborder le problème général Ppar(prec, excl, si | k). Afin de le ré-
soudre, nous proposons une heuristique gloutonne et sa version randomisée. Numérotons les
stations comme suit t = 1, 2, . . .
Heuristique GreedyNumberPar1 pour le problème Ppar(prec, excl, si | k)
1. Élimination des contraintes d’exclusion. S’il n’y a aucun ensemble d’exclusion (E =
φ), alors mettre t = 1 et passer à l’étape 2. Sinon, sélectionner un ensemble E ′ ∈ E.
De façon aléatoire choisir une paire d’opérations dans E ′ et introduire une relation de
précédence entre elles. Notons que si cette relation de précédence est satisfaite, alors la
relation d’exclusion donnée par E ′ est aussi vérifiée. Mettre à jour E en retirant E ′ et
toute autre ensemble d’exclusion qui contient une paire des opérations avec un chemin
orienté entre elles dans le nouveau graphe G. Répéter l’étape 1.
2. Affectation des opérations en résolvant le problème de la somme de sous-
ensembles. Calculer l’ensemble N+ des sommets du graphe de précédence G qui n’ont
pas de prédécesseurs. Affecter à la station t les opérations d’un sous-ensemble X ∈ N+









Mettre à jour le graphe G en retirant les sommets de l’ensembleX et leurs arcs sortants. Si
G est vide, alors arrêter : une solution admissible est construite. Sinon, remettre t := t+1
et répéter l’étape 2.
La résolution itérative du problème de la somme de sous-ensembles a été prouvé
être une approche efficace pour les problèmes de bin packing, voir, par exemple,
[Caprara and Pferschy, 2005] et [Haouari and Serairi, 2009]. Afin de résoudre le problème de
la somme de sous-ensembles, nous utilisons l’algorithme de programmation dynamique stan-
dard qui nécessite un temps O(|N+|r).
77
Chapitre 4. Minimisation des coûts de changements de séries pour des lignes multi-produits :
cas d’exécution parallèle des opérations
L’heuristique GreedyNumberPar1 peut être appliquée plusieurs fois pour augmenter la pro-
babilité d’obtenir une solution admissible avec un nombre de station faible.
L’heuristique GreedyNumberPar2 se distingue de GreedyNumberPar1 en ce qu’à l’étape
2, au lieu de résoudre un problème de la somme de sous-ensembles, le sous-ensemble X ∈ N+
tel que ∑i∈X si ≤ r est généré par la sélection de ses éléments de manière randomisée.
4.5.5 Formulation en un programme linéaire en nombres entiers du problème
Ppar(prec, excl, si | k)
Afin de résoudre le problème Ppar(prec, excl, si | k), nous recourons à une méthode exacte,
à savoir : à la programmation linéaire en nombres entiers. Supposons qu’il y a k0 stations,
k0 ≥ k∗, qui peuvent être ouvertes ou pas ouvertes. Le nombre k0 peut être obtenu par les
heuristiques GreedyNumberPar1 et GreedyNumberPar2. Une station est appelée ouverte s’il
y a au moins une opération qui lui est affectée.
Introduisons des 0-1 variables xij telles que xij = 1 si et seulement si l’opération i est
affectée à la station j, et des 0-1 variables yj telles que yj = 1 si et seulement si la station
j est ouverte. Rappelons que le graphe orienté G = G(N,A) représente les contraintes de








, où lmax est le nombre des sommets dans la chaîne la plus
longue de G. Donc, le problème Ppar(prec, excl, si | k) peut être reformulé comme le problème











yj ≥ LBPar1, (4.2)
j∑
i=1
yi ≥ jyj, j = 2, . . . , k0, (4.3)
n∑
i=1
xij ≥ yj, j = 1, . . . , k0, (4.4)
k0∑
j=1
xij = 1, i = 1, . . . , n, (4.5)
n∑
i=1
sixij ≤ ryj, j = 1, . . . , k0, (4.6)∑
i∈E′






xaj ≤ 1, ∀(a, b) ∈ A, h = 1, . . . , k0, (4.8)
xij, yj ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , k0. (4.9)
Dans le problème MinNumberPar, il y a k0 + nk0 variables et 1 + n + k0(3 + |E| + |A|)
contraintes sans les 0-1 contraintes.
La contrainte (4.2) incorpore la borne inférieure LBPar1. Les contraintes (4.3) garantissent
que les stations sont ouvertes successivement dans l’ordre croissant de leurs indices et (4.4)
qu’au moins une opération est affectée à une station ouverte. Notons ques les contraintes (4.2)-
(4.4) ne sont pas nécessaires mais elles accélèrent le processus de résolution lors de l’utilisation
d’un solveur. Les contraintes (4.5) assurent que chaque opération est affectée à une station.
Les contraintes (4.6) garantissent que la capacité de chaque station n’est pas dépassée et que
toute opération ne peut être affectée qu’à une station ouverte. Les contraintes (4.7) empêchent
les opérations du même ensemble d’exclusion d’être entièrement affectées à la même station.
Les contraintes (4.8) avec les contraintes (4.5) assurent que l’indice de station a est strictement
inférieur à celui de b pour (a, b) ∈ A, ce qui représente les relations de précédence.
Le nombre minimal de stations peut être calculé comme k∗ = ∑k0j=1 y∗j , où les y∗j sont les
valeurs optimales yj dans le problème MinNumberPar.
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4.6 Minimisation du coût total de changements de séries
Dans la section précédente nous avons analysé le premier critère du problème étudié. Le
problème correspondant Ppar(prec, excl, si | k) a été modélisé comme un problème de program-
mation linéaire en nombres entiers, dénommé MinNumberPar. Il a pour but de trouver le
nombre minimal de stations. Maintenant, nous allons considérer le problème général d’optimi-
sation lexicographique à deux critères Ppar(prec, excl, si | k, cost). D’abord, nous allons établir
sa complexité de calcul. Notons que tout cas spécial du problème Ppar(prec, excl, si | k, cost)
n’est pas plus facile que le même cas spécial du problème Ppar(prec, excl, si | k). Donc, les résul-
tats de complexité pour le problème Ppar(prec, excl, si | k) de la section précédente s’appliquent
pour le problème Ppar(prec, excl, si | k, cost).
Un algorithme de résolution pour le problème avec des tailles d’opérations unitaires sans
contraintes de précédence et d’exclusion, désigné comme P (si = 1 | k, cost), a été présenté
dans [Kovalev et al., 2012]. Le temps de calcul de cet algorithme ne dépend que du nombre
f des types d’opérations. Donc, le problème Ppar(si = 1 | k, cost) peut être résolu en temps
polynomial pour un nombre constant de types d’opérations. Maintenant, nous allons montrer
que le problème Ppar(si = 1 | k, cost) est NP-difficile au sens fort si f est variable (une partie
de l’instance du problème) même si tous les coefficients de coût sont unitaires.
Théorème 2 Le problème Ppar(si = 1 | k, cost) est NP-difficile au sens fort même si av = 1,
v = 1, . . . , f .
Preuve: Nous utilisons une réduction du problème NP-difficile 3-Partition, voir
[Garey and Johnson, 1979] : en ayant 3q + 1 nombres entiers positifs b1, . . . , b3q et B tels que
B/4 < bi < B/2, i = 1, . . . , 3q, et
∑3q
i=1 bi = qB, y a-t-il une partition de l’ensemble {1, . . . , 3q}
en q ensembles disjoints X1, . . . , Xq telle que
∑
i∈Xl bi = B pour l = 1, . . . , q ?
En ayant une instance de 3-Partition, construisons l’instance suivante du problème Ppar(si =
1 | k, cost). Définissons le nombre d’opérations n = qB et la capacité des stations r = B.
Il y a f = 3q types d’opérations. Chaque opération a un seul type et une taille unitaire. Il
y a bi opérations du type i, i = 1, . . . , 3q. Donc, il y a qB opérations au total. Nous allons
montrer que pour l’instance construite, une solution de 3-Partition existe si et seulement si il
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existe une solution admissible de l’instance construite du problème Ppar(si = 1 | k, cost) avec q
stations et un coût total de changements de séries égal à 3q. Il est évident que la construction
est pseudo-polynomial.
Partie « si ». Supposons qu’il existe une solution admissible de l’instance construite du
problème Ppar(si = 1 | k, cost) avec au plus 3q changements de séries. Il est facile de voir que le
nombre minimal de stations est égal à q. Vu qu’il y a 3q types d’opérations, les opérations du
même type doivent être affectées à la même station. Soit Xh l’ensemble des types des opérations





i=1 bi = qB, implique
∑
i∈Xh bi = B, h = 1, . . . , q, ce qui accomplit la preuve
de la partie « si ».
Partie « seulement si ». S’il existe une solution X1, . . . , Xq du problème 3-Partition, alors
construisons une solution du problème Ppar(si = 1 | k, cost) dans laquelle toutes les opérations
de l’ensemble Xh sont affectées à la station h, h = 1, . . . , q. Cette solution a q stations et un
coût total 3q, ce qui accomplit la preuve de la partie « seulement si ».
4.6.1 Heuristique pour le problème Ppar(prec, excl, si | k, cost)
En raison de la complexité du problème étudié, nous proposons une heuristique gloutonne
randomisée, dénommé GreedyCostPar, pour résoudre le problème Ppar(prec, excl, si | k, cost)
de manière approchée. Soit ci le coût total de changements de séries de l’opération i ∈ N :
ci =
∑
v∈Ti av. La seule différence entre les heuristiquesGreedyCostPar etGreedyNumberPar1
est que dans GreedyCostPar, au lieu de résoudre le problème de la somme de sous-ensembles,









Une solution optimale de ce problème affecte les opérations à coût maximal à la même station.
De nouveau, nous utilisons l’algorithme de programmation dynamique standard pour ré-
soudre le problème du sac à dos. Cela nécessite un temps en O(|N+|r). L’heuristique
GreedyCostPar peut être appliquée plusieurs fois afin d’augmenter la probabilité d’obtenir
une solution admissible à coût faible.
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Notons que l’heuristique GreedyCostPar peut également être utilisée pour résoudre le pro-
blème Ppar(prec, excl, si | k) de manière approchée. Aussi, les heuristiques GreedyNumberPar1
et GreedyNumberPar2 peuvent être utilisées afin de résoudre le problème Ppar(prec, excl, si |
k, cost) de manière approchée.
4.6.2 Formulation en un programme linéaire en nombres entiers du problème
Ppar(prec, excl, si | k, cost)
Afin de résoudre le problème général Ppar(prec, excl, si | k, cost), nous recourons de nouveau
à la programmation linéaire en nombres entiers. Supposons que le nombre minimal de stations
k∗ a été trouvé. Introduisons les 0-1 variables zvj telles que zvj = 1 si et seulement si au moins
une opération de type v est affectée à la station j. Comme dans le problème MinNumberPar,
les xij sont des 0-1 variables telles que xij = 1 si et seulement si l’opération i est affectée à la
station j.










, où l(v)max est le nombre maximal d’opérations du type
v dans n’importe quelle chaîne de G. Le problème Ppar(prec, excl, si | k, cost) peut être refor-
















avzvj ≥ LBPar2, (4.11)∑
i∈Nv
xij ≥ zvj, v = 1, . . . , f, j = 1, . . . , k∗, (4.12)
n∑
i=1
sixij ≤ r, j = 1, . . . , k∗, (4.13)∑
i∈Nv
xij ≤ |Nv|zvj, v = 1, . . . , f, j = 1, . . . , k∗, (4.14)
k∗∑
j=1
xij = 1, i = 1, . . . , n, (4.15)∑
i∈E′






xaj ≤ 1, ∀(a, b) ∈ A, h = 1, . . . , k∗, (4.17)
xij, zvj ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , k∗, v = 1, . . . , f. (4.18)
Dans le problème MinCostPar il y a k∗(f + n) variables et 1 + n + k∗(1 + 2f + |E| + |A|)
contraintes sans les 0-1 contraintes.
La contrainte (4.11) incorpore la borne inférieure LBPar2. Les contraintes (4.12), même si
elles sont dégénérées, parce que les variables zvj seront mises à zéro dans une solution optimale
si xij = 0 pour tous les i ∈ Nv, sont inclues afin d’améliorer le processus de résolution par
le solveur. Les contraintes (4.13) concernent la capacité des stations. Les contraintes (4.14)
garantissent que toute opération d’un certain type peut être affectée à une station si cette
station est ouverte pour ce type. Les contraintes (4.15) - (4.17) ont la même signification que
dans le problème MinNumberPar.
4.7 Résultats numériques
Nous avons utilisé le solveur IBM ILOG Cplex version 12.4. pour résoudre les problèmes
MinNumberPar et MinCostPar. Les expérimentations ont été effectuées sur un ordinateur
avec un processeur Intel(R) Core(TM) Quad 2.83 GHz et une mémoire à accès direct de 8 Go
sous le système d’exploitation MS Windows 7 Professional (64 bit). L’algorithme de génération
des données et les heuristiques ont été codés en C++.
Dans nos expérimentations, la limite du temps de résolution de chaque instance du
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MinNumberPar ou MinCostPar a été fixée à une heure.
Trois familles d’instances ont été aléatoirement générées. Une famille est associée à un nombre
d’opérations n ∈ {40, 60, 80} donné. Pour toutes les instances, il y a trois types de produits.
Les coûts de changements de séries sont a1 = 3, a2 = 2 et a3 = 1. La capacité des stations est
égale à r = 10.
Une taille si ∈ {1, 2, 3} et un ensemble de types Ti ∈{
{1, 2, 3}, {1, 2}, {1, 3}, {2, 3}, {1}, {2}, {3}
}
avec des probabilités également distribuées
sont arbitrairement affectés à chaque opération i ∈ N . Les ensembles d’exclusions sont définis
comme suit. Pour chaque paire (a, b) d’opérations telles qu’elles ont au moins un type commun,
il est décidé avec la probabilité 1/3 que a exclut b. Ainsi, tous les ensembles d’exclusion ont
une cardinalité de deux.
Chaque famille est divisée en quatre séries n_1, n_2, n_3 et n_4 avec une densité de
contraintes de précédence faible, moyenne, élevée et très élevée, respectivement. Pour chaque
série n_e, e ∈ {1, 2, 3, 4}, et chaque paire (a, b) d’opérations telles que a < b et a et b ont au
moins un type commun, il est décidé avec la probabilité p_e que a précède b. Les probabilités
correspondantes sont p_1 = 0, 2, p_2 = 0, 4, p_3 = 0, 6 et p_4 = 0, 8. Vu que chaque arc
du graphe de précédence obtenu passe toujours d’un sommet avec un indice plus petit à un
sommet avec un indice plus grand, ce graphe est acyclique.
Chaque série se compose de 20 instances. Leurs caractéristiques moyennes sont données dans
le Tableau 4.7. %Prec représente la densité des contraintes de précédence, définies comme
|A|
max # arcs × 100%=
2|A|
n2−n × 100%.
Tableau 4.3 – Caractéristiques numériques moyennes
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
%Prec 9,35% 19,25% 29,74% 40,25% 9,88% 19,74% 29,74% 41,24% 10,09% 19,93% 30,09% 39,43%∑n
i=1 si 78 79 79 80 117 120 120 120 160 160 158 159
|E| 189 186 202 199 444 451 443 458 797 790 791 786




Procédure de résolution pour le problème Ppar(prec, excl, si | k, cost) :
1. Appliquer les heuristiques GreedyNumberPar1, GreedyNumberPar2 et
GreedyCostPar. Déterminer le nombre minimal de stations, k0, obtenu par ces
heuristiques.
2. Appliquer Cplex pour résoudre le problème MinNumberPar. Déterminer le nombre mi-
nimal de stations k∗.
3. Appliquer Cplex pour résoudre le problème MinCostPar avec le nombre de stations k∗.
4. Sélectionner la meilleure solution du problème Ppar(prec, excl, si | k∗, cost) parmi les
solutions obtenues aux étapes 1, 2 et 3.
Les résultats possibles de chaque lancement de Cplex pour une instance I sont les suivants :
• Une solution optimale avec la valeur Opt(I) est trouvée
• Une solution approchée avec la valeur Appr(I), une borne inférieure LB(I) et une erreur
relative %Gap(I) sont obtenues.
• Aucune solution admissible n’a été trouvée lorsque la limite de temps a été atteinte.
Une erreur relative %Gap(I) est définie comme Appr(I)−LB(I)
LB(I) ×100%. Dans nos expérimentations
le troisième cas n’a jamais eu lieu.
Le Tableau 4.4 montre le nombre d’instances du problème MinNumberPar résolues à l’op-
timalité (ligne « Opt ») et de manière approchée (ligne « Appr ») pour chaque série. En outre,
les erreurs relatives moyennes (ligne « %Err. moy. ») et les pires erreurs relatives (ligne




I∈n_e %Gap(I) et l’erreur la pire %Err. pire comme maxI∈n_e {%G(I)} pour chaque
série n_e, e ∈ {1, 2, 3, 4}. Pour presque toutes les instances la solution optimale a été trouvée.
Seules 4 instances sur 240 ont été résolues approximativement avec une erreur relative accep-
table. Quant au problèmeMinCostPar, toutes les instances ont été résolues à l’optimalité pour
toutes les séries.
Les valeurs des fonctions objectifs peuvent être utilisées pour calculer l’erreur relative de
chaque instance et déterminer les erreurs relatives moyennes et les pires erreurs relatives de
chaque série. Les résultats des heuristiques GreedyNumberPar1, GreedyNumberPar2 et Gree-
dyCostPar sont présentés dans le Tableau 4.5. Les lignes GreedyNumberPar et GreedyCostPar
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Tableau 4.4 – MinNumberPar : qualité des solutions
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
Opt 20 20 20 20 20 20 20 20 17 19 20 20
Appr 0 0 0 0 0 0 0 0 3 1 0 0
%Err. moy. - - - - - - - - 9,10 16,67 - -
%Err. pire - - - - - - - - 13,1 16,67 - -
contiennent les meilleurs résultats des deux heuristiques GreedyNumberPar1 et GreedyNumber-
Par2 au regard du nombre minimal de stations, et de l’heuristique GreedyCostPar concernant
coût minimal total de changements de séries.
Deux conclusions peuvent être tirées de ces résultats. En premier lieu, les heuristiques se
trouvent en moyenne dans un intervalle entre 10% et 45% de l’optimum, sachant que Cplex
a trouvé les solutions optimales pour pratiquement chaque instance. En deuxième lieu, il y
a une corrélation forte entre la densité des contraintes de précédence et la qualité des solu-
tions obtenues avec les heuristiques. Plus la densité des contraintes de précédence est élevée,
meilleures sont les solutions. Par ailleurs, même si les heuristiques donnent des résultats avec
des erreurs parfois importantes, elles sont nécessaires pour l’obtention du paramètre k0 - la
borne supérieure sur le nombre de stations employée dans MinNumberPar.
Tableau 4.5 – Résultats des heuristiques GreedyNumberPar et GreedyCostPar
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
GreedyNumberPar %Err. moy. 42,63 21,42 20,98 11,09 32,99 23,26 19,33 11,32 31,79 22,47 16,29 9,74
GreedyNumberPar %Err. pire 66,67 38,53 37,57 25,52 46,15 39,83 32,78 20,90 50,12 39,35 31,67 24,16
GreedyCostPar %Err. moy. 32,73 26,13 17,86 9,64 26,49 21,78 16,78 11,32 29,74 24,48 22,28 9,31
GreedyCostPar %Err. pire 54,60 41,18 34,05 17,78 42,96 35,86 29,69 23,14 53,87 41,33 32,35 23,60
Le Tableau 4.6 montre les temps de calcul moyens (ligne « Temps moy. ») et maximaux
(ligne « Temps max. ») pour la résolution des problèmes MinNumberPar et MinCostPar par
Cplex. On peut faire plusieurs observations. Premièrement, les résultats prouvent que Cplex
résout des instances du problème Ppar(prec, excl, si | k, cost) en un temps court. En moyenne,
les instances sont résolues en moins de 25 minutes. Deuxièmement, nous pouvons constater
que le problème MinNumerPar exige plus de temps pour la résolution que MinCostPar. Cela
peut être lié aux valeurs élevées du paramètre k0 fournies par les heuristiques. La troisième
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observation concerne la densité des contraintes de précédence. Normalement, les instances avec
une densité faible nécessitent un effort de calcul plus élevé.
Tableau 4.6 – Temps de calcul du Cplex pour la résolution des problèmes MinNumberPar et
MinCostPar
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
Temps moy. MinNumberPar (sec) 5,99 4,91 3,06 2,08 151,80 94,58 27,20 26,61 1416,60 1144,04 718,22 249,84
Temps max. MinNumberPar (sec) 18,11 13,00 12,18 7,02 312,19 280,97 68,95 173,29 3600 3600 3137,18 1312,09
Temps moy. MinCostPar sec) 0,84 0,30 0,37 0,82 5,08 1,41 1,96 5,83 145,56 65,45 9,43 38,86
Temps max. MinCostPar (sec) 2,31 0,86 0,64 2,11 17,96 3,26 3,9 28,77 1037,45 1182,77 18,63 309,05
Nous déduisons que Cplex peut être utilisé pour résoudre des instances de dimension pratique
en un temps acceptable. Notons que dans le chapitre 3 nous avons étudié un problème de
configuration d’une ligne de fabrication avec des instances dont la taille allait jusqu’à 130
opérations. Ces opérations étaient unitaires, c’est-à-dire que leur taille était égal à un. Vu que la
taille moyenne des opérations que nous utilisons ici pour le problème Ppar(prec, excl, si | k, cost)
est égale à deux, les instances les plus larges correspondent donc à environ 160 opérations
unitaires.
4.8 Conclusion
Le problème de configuration d’une ligne de fabrication multi-produit cadencée a été étudié.
Le cheminement de production de cette ligne est unique pour tous les types de produits, et son
schéma logique est linéaire. Chaque pièce de produit d’un certain type est transportée entre
les stations dans la même direction. Un ensemble d’opérations spécifiques est associé à chaque
type de pièces. Toutes les opérations de tous les types doivent être affectées aux stations. Les
opérations affectées à une station sont exécutées en parallèle. Un changement de séries a lieu
sur une station si au moins une opération d’un certain type est affectée à cette station. Chaque
changement de séries implique les démarches nécessaires pour commencer et finir le traitement
du produit correspondant sur la station. Un coût de changement de séries est associé à chaque
type de produits. Chaque opération sous-entend l’utilisation d’un ou de plusieurs outils. Le
nombre d’outils nécessaires pour effectuer une opération est appelé une « taille d’opération ».
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La taille totale des opérations sur une station est limitée. Des contraintes de précédence et
d’exclusion sont données sur l’ensemble des opérations. Nous supposons qu’il y a une borne
supérieure commune sur les temps de cycle de tous les types de produits et qu’elle n’est pas
dépassée. Le problème a deux critères considérés lexicographiquement : la minimisation du
nombre des stations et la minimisation du coût total de changements de séries.
Nous avons établi la complexité de calcul pour plusieurs cas de ce problème. Les résultats de
l’analyse de complexité sont donnés dans le Tableau 4.7.
Tableau 4.7 – Complexité de calcul pour les cas spéciaux du problème Ppar(prec, excl, si |
k, cost)
Problème Complexité
Ppar(prec, si = 1 | k), r arbitraire NP-difficile au sens fort
Ppar(prec, si = 1 | k), r constant ouvert
Ppar(in− tree, si = 1 | k) O(n)
P (out− tree, si = 1 | k) O(n)
Ppar(prec, si = 1 | k), r = 2 O(n2)
Ppar(si | k), r arbitraire NP-difficile au sens fort
Ppar(si | k), r constant O(nconst)
Ppar(excl, si = 1 | k) NP-difficile au sens fort
Ppar(si = 1 | k, cost), f arbitraire NP-difficile au sens fort
Ppar(si = 1 | k, cost), f constant O(nconst)
La procédure de résolution du problème combine trois heuristiques gloutonnes et un pro-
gramme linéaire en nombres entiers qui est résolu à l’aide du solveur Cplex. Les expérimen-
tations numériques ont montré que notre approche est capable de résoudre des instances de
dimension pratique en un temps acceptable.
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Chapitre 5
Minimisation des coûts de changements de séries pour
des lignes multi-produits : cas d’exécution séquentielle
des opérations
5.1 Introduction
Contrairement au problème examiné dans le chapitre 4, ici, nous allons étudier un problème
avec un mode d’exécution séquentiel des opérations. Cela suscite quelques changements im-
portants dans la structure du problème et nous allons les indiquer en rappelant cependant les
notations introduites dans le chapitre 4. Comme avant, nous nous appuyons sur la classification
à six éléments du chapitre 2.
5.2 Définition du problème
La variabilité de ligne. Une ligne doit être configurée pour la production de masse de f
types de produits. La ligne est donc flexible ou reconfigurable.
Soit F = {1, . . . , f} l’ensemble des types de produits. Chaque produit de type v ∈ F nécessite
l’exécution une seule fois sur la ligne d’un ensemble donné Nv d’opérations. Les opérations
de l’ensemble Nv sont appelées des opérations de type v. Différents ensembles Nv peuvent
contenir des opérations communes. Ainsi, la même opération peut être de différents types.
Soit N := ∪fv=1Nv = {1, . . . , n} le surensemble de toutes les opérations nécessaires, et soit Ti
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l’ensemble des types de l’opération i ∈ N , c’est-à-dire, Ti = {v | i ∈ Nv, v ∈ F}. Comme dans
le chapitre 4, la réaffectation d’opérations (rééquilibrage) n’est pas permise.
Les caractéristiques de ligne. La ligne est cadencée et le cheminement de production est
unique car il n’y a pas de stations parallèles. Le schéma logique de la ligne est linéaire : les
produits de tous les types sont transportés entre des stations dans la même direction.
Les caractéristiques de temps. Les temps opératoires sont déterministes. À la différence
du chapitre 4, nous devons ici tenir compte des notions de temps de changement de séries et de
temps opératoire. Un temps de changement de séries tv est associé à un ensemble d’opérations
de type v affectées à la même station, v = 1, . . . , f . Un temps opératoire pi est associé à chaque
opération i ∈ N .
Contrairement au problème présenté dans le chapitre 4 où l’ordre des produits de différents
types peut être arbitraire sans violation de la borne supérieure commune sur les temps de cycle,
ici les produits de tous les types sont lancés sur la ligne par lot selon le principe de la technologie
de groupe. C’est-à-dire les produits d’un certain type entrent tous dans la ligne l’un après l’autre
et qu’il n’y a pas de produit des autres types entre eux. La fabrication par lot est largement
utilisée dans les systèmes de production, voir, par exemple, [Tatikonda and Wemmerlöv, 1992,
Radharamanan, 1994, Gunasekaran et al., 2001]. Compte tenu de cette fabrication par lot de
produits homogènes, nous pouvons déterminer le temps de cycle comme le temps entre les
sorties de deux produits consécutifs qui est égal au temps de station maximal.
Les caractéristiques de coût. S’il y a au moins une opération d’un certain type affectée à
une station, alors le changement de séries aura lieu sur cette station. Un coût de changement
de séries av est associé au type de produits v, v = 1, . . . , f .
Les contraintes technologiques. Dans ce problème, le mode d’exécution des opérations
sur les stations est séquentiel : des opération du même type affectées à la même station sont
exécutées successivement.
Les contraintes de précédence sont données sur le surensemble N . Si une opération i ∈ N
précède une opération j ∈ N , alors les opérations i et j sont de même type, l’opération j ne
peut pas être affectée à une station qui précède la station de i, et si l’opération j est affectée
à la station de i, elle ne peut pas être effectuée avant i. Les contraintes de précédence sont
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représentées par un graphe orienté acyclique G = G(N,A), dans lequel il y a un arc (i, j) ∈ A si
et seulement si une opération i précède une opération j. Notons que, à la différence du chapitre
4, les opérations affectées à la même station peuvent toujours être ordonnées à l’égard des
contraintes de précédence, voir, par exemple, la procédure du tri topologique de [Kahn, 1962].
Chaque opération i a sa taille si qui représente le nombre d’outils standard nécessaires pour
effectuer cette opération. La taille totale de toutes les opérations affectées à la même station
(le nombre d’outils standard) ne doit pas dépasser la capacité de station r.
Les temps opératoires de toutes les opérations du même type v affectées à la même station
plus le temps de changement de séries correspondant ne doivent pas dépasser la borne supérieure
Uv, v = 1, . . . , f . Autrement dit, la somme des temps opératoires des opérations de type v ne
doit pas dépasser Uv− tv. Donc, nous pouvons simplifier la formulation du problème en mettant
Uv := Uv− tv, v ∈ F . Donc, Uv représente une borne supérieure sur le temps de cycle du produit
de type v.
Les critères d’optimisation. Soit xv le nombre de changements de séries pour un produit
de type v, v = 1, . . . , f . Une décision doit être prise à propos du nombre de stations, k, et de
l’affectation des opérations aux stations 1, . . . , k afin que la capacité des stations r et les bornes
supérieures sur les temps de cycle U1, . . . , Uf soient vérifiées.
Le problème a deux critères identiques à ceux du chapitre 4. Le critère principal est la
minimisation du nombre de stations, k. Le critère secondaire est la minimisation du coût total
de changements de séries, a1x1 + · · ·+ afxf .
Nous désignons le problème avec seulement le premier critère comme Pseq(prec | k) et le pro-
blème avec deux critères ordonnés comme Pseq(prec | k, cost). Le problème Pseq(prec | k, cost)
consiste à minimiser le coût total de changements de séries sur l’ensemble des solutions ad-
missibles pour le problème Pseq(prec | k). Soit (k∗, c∗) les valeurs optimales pour le problème
Pseq(prec | k, cost), où k∗ est le nombre minimal des stations et c∗ est le coût total de change-
ments de séries.
Afin d’éliminer des instances inadmissibles, nous supposons, sans perte de généralité, que
si ≤ r et pi ≤ Uv pour toutes les opérations et tous les types. Avec ces suppositions, une
solution admissible pour le problème Pseq(prec | k, cost) existe toujours.
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5.3 Origine du problème
Une application de ce problème dans l’industrie est identique à celle décrite dans le chapitre
4, sauf quelques particularités importantes, à savoir :
• Une ligne est destinée à la production de masse de plusieurs types de produits selon le
principe de la technologie de groupe.
• Lorsqu’un produit d’un nouveau type entre dans une station, un changement de séries est
effectué. Les outils inutiles sont enlevés du boîtier multibroche et sont retournés au magasin.
Ensuite, les outils nécessaires sont successivement pris du magasin et sont montés sur le
boîtier. Après l’exécution de l’opération correspondante, ils sont démontés et retournés au
magasin.
• Le temps opératoire de chaque opération englobe l’intervalle de temps à partir du démon-
tage des outils inutiles jusqu’à la fin d’opération. En nous fondant sur des observations,
nous supposons raisonnablement que les temps de démontage sont négligeables et que les
temps de montage sont inclus dans les temps opératoires. Lorsque toutes les opérations
nécessaires sur une station sont terminées, un nettoyage de la station est effectué. Son
temps (coût) est inclus dans le temps (coût) de changement de séries.
5.4 Exemple d’une solution
Une solution pour ce problème peut être représentée comme un tableau dont les colonnes
représentent des stations et un rectangle dans la colonne représente une opération i suivie par
ses types (ensemble Ti) entre parenthèses. Une opération d’un rectangle supérieur est supposée
être effectuée plus tôt que l’opération d’un rectangle inférieur. La taille d’une opération est
le nombre de lignes dans le rectangle. Considérons un problème avec la capacité des stations
r = 6, 16 opérations de trois types et sans contraintes de précédence. Le Tableau 5.1 représente
une solution pour ce problème avec un nombre minimal de stations k∗ = 4 et un coût total de
changements de séries 3a1 + 3a2 + 3a3 parce que chaque type est présent sur trois stations.
Notons que la minimisation du coût total de changements de séries n’est pas suffisante pour
la minimisation du nombre de stations et inversement. Pour notre exemple, le coût total de
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Tableau 5.1 – Exemple d’une solution à quatre stations, cost = 3a1 + 3a2 + 3a3
















changements de séries peut être réduit en augmentant le nombre de stations, voir le Tableau 5.2.
Tableau 5.2 – Exemple d’une solution à cinq stations, cost = 3a1 + 3a2 + 2a3













10(1,2) - - -
6 9(2,3)
5.5 Minimisation du nombre de stations
Dans cette section nous étudions le problème à un seul critère Pseq(prec | k) qui implique la
minimisation du nombre de stations. Si les temps opératoires ou les tailles des opérations sont
arbitraires, alors le problème de décision concernant l’existence d’une solution admissible au
regard des contraintes sur le temps de cycle ou sur la capacité des stations est NP-difficile au
sens fort même s’il y a un seul type de produits et qu’il n’y a pas de contraintes de précédence.
En effet, ce problème contient le problème de 3-Partition comme un cas particulier avec des
temps opératoires pi ou des tailles si qui jouent le rôle de valeurs des nombres dans 3-Partition.
Rappelons que le problème de 3-Partition est NP-difficile au sens fort.
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Dans la sous-section 5.5.1, nous allons considérer le problème avec des temps opératoires
unitaires et des tailles d’opérations unitaires, Pseq(pi = 1, si = 1, prec | k). Ce problème modélise
une situation fréquente dans l’usinage des métaux lorsqu’une opération d’usinage est associée
à un trou et les temps opératoires sont pratiquement identiques. Ce problème a des cas NP-
difficiles ainsi que des cas pouvant être résolus en temps polynomial.
Dans les sous-sections 5.5.2 et 5.5.3 nous proposons deux heuristiques constructives et une
formulation de programmation linéaire en nombres entiers, respectivement, pour le cas général
du problème Pseq(prec | k).
5.5.1 Temps opératoires et tailles d’opérations unitaires
D’abord, nous allons prouver que le problème Pseq(pi = 1, si = 1, prec | k) est NP-difficile au
sens fort même pour le cas de trois types de pièces, de contraintes de précédence en forme de
chaîne et sans contrainte sur la capacité des stations. Désignons ce cas comme Pseq(f = 3, pi =
1, si = 1, chains, r = ∞ | k). Ensuite, nous allons montrer que le problème Pseq(pi = 1, si =
1, prec | k) peut être résolu en temps polynomial s’il n’y a pas de contrainte sur le temps de
cycle.
Théorème 3 Le problème Pseq(f = 3, pi = 1, si = 1, chains, r = ∞ | k) est NP-difficile au
sens fort.
Preuve: Nous utilisons une réduction du problème 3-Partition qui est NP-difficile au sens fort,
voir [Garey and Johnson, 1979]. Le problème est le suivant. En ayant 3q + 1 nombres entiers
positifs b1, . . . , b3q et B tels que B/4 < bi < B/2, i = 1, . . . , 3q, et
∑3q
i=1 bi = qB, existe-t-il une
partition de l’ensemble {1, . . . , 3q} en q ensembles disjoints X1, . . . , Xq tels que ∑i∈Xh bi = B
pour h = 1, . . . , q ?
En ayant une instance de 3-Partition, construisons l’instance suivante de la version de décision
du problème Pseq(f = 3, pi = 1, si = 1, chains, r = ∞ | k). Définissons le nombre d’opérations
n = 6q + qB et la capacité de stations r =∞. Il y a f = 3 types d’opérations. Les opérations
1, . . . , qB sont des opérations du type 1, les opérations qB + 1, qB + 2, . . . , qB + 3q sont du
type 1 et 2 en même temps, et les opérations qB + 3q + 1, qB + 3q + 2, . . . , qB + 6q sont les
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opération du type 1 et 3 en même temps. La borne supérieure sur le temps de cycle pour les
opération du type 1 est égale à U1 = B+ 6, et les bornes supérieures sur le temps de cycle pour
les opérations du type 2 et 3 sont égales à trois, U2 = U3 = 3. Le graphe de précédence est
une collection de 3q chaînes C1, . . . , C3q telles qu’une chaîne Ch commence avec une opération
qB + h du type 1 et 2, ensuite, bh opérations arbitraires du type 1 suivent, et elle se finit par
une opération qB + 3q + h du type 1 et 3, h = 1, . . . , 3q.
Nous allons montrer que pour l’instance ainsi construite, une solution de 3-Partition existe
si et seulement si il existe une solution admissible pour cette instance du problème Pseq(f =
3, pi = 1, si = 1, chains, r =∞ | k) avec un nombre de stations inférieur à q. Il est évident que
la construction d’instance est pseudo-polynomial.
Partie « si ». Supposons qu’il existe une solution admissible pour l’instance construite du
problème Pseq(f = 3, pi = 1, si = 1, chains, r = ∞ | k) avec au plus q stations. Puisque la
borne supérieure sur le temps de cycle pour le type 3 est égal à 3, au plus trois opérations du
type 3 peuvent être affectées à la même station. De plus, puisqu’il y a au plus q stations et
3q opérations du type 3, il doit y avoir exactement q stations et exactement trois opérations
du type 3 sur chaque station. Sinon, au moins quatre opérations du type 3 seraient affectées à
au moins une station et donc, la limite sur le temps de cycle serait violée. Le même argument
montre qu’exactement trois opérations du type 2 sont affectées à chaque station.
Considérons la station 1. Afin d’affecter de façon admissible trois opérations quelconques
du type 3 à cette station, tous les prédécesseurs de ces trois opérations doivent être affectés à
cette station. Donc, toutes les opérations de trois chaînes quelconques doivent être affectées à
la station 1.
Considérons la station 2. De nouveau, pour affecter de façon admissible trois opérations
quelconques du type 3 à cette station, tous les prédécesseurs de ces trois opérations doivent
être affectés à cette station et à la station 1. Aucun prédécesseur de type 2 de ces opérations ne
peut être affecté à la station 1 parce que sinon celle-ci contiendrait quatre opérations de type
2 et la limite sur le temps de cycle serait violée. Donc, toutes les opérations de trois chaînes
quelconques doivent être affectées à la station 2. En suivant cette logique, nous déduisons que
toutes les opérations de trois chaînes quelconques doivent être affectées à chacune des q stations.
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Soit Xj l’ensemble des indices des chaînes affectées à une station j. Afin de vérifier la contrainte
sur le temps de cycle pour des opérations du type 1, il doit y avoir 6 +∑i∈Xj bi ≤ U = B + 6,
j = 1, . . . , q. Cela, avec l’égalité ∑qj=1∑i∈Xj bi = ∑3qi=1 bi = qB, implique ∑i∈Xj bi = B,j =
1, . . . , q, ce qui est nécessaire pour la preuve de la partie « si ».
Partie « seulement si ». S’il existe une solution X1, . . . , Xq pour le problème 3-Partition,
alors construisons une solution pour le problème Pseq(f = 3, pi = 1, si = 1, chains, r = ∞ | k)
dans laquelle toutes les opérations des chaînes avec des indices de l’ensemble Xj sont affectées
à la station j, j = 1, . . . , q. Cette solution est admissible et a un nombre minimal de stations,
q, ce qui est nécessaire pour la preuve de la partie « seulement si ».
Considérons le problème Pseq(pi = 1, si = 1, prec, Uv = ∞ | k) avec des temps de cycle
illimités. Notons que la condition Uv = ∞, v ∈ F , peut être remplacée par la condition Uv =
r, v ∈ F . Cela signifie que les bornes supérieures sur les temps de cycle sont aussi grandes que
la capacité des stations. Dans ce cas, les contraintes sur le temps de cycle sont redondantes
avec les contraintes sur la capacité des stations et elles sont donc superflues.
Nous allons montrer que le problème Pseq(pi = 1, si = 1, prec, Uv =∞ | k) peut être résolu en
temps O(n + |A|) par une petite modification de la procédure d’ordonnancement topologique
connue, voir, par exemple [Kahn, 1962]. Cette procédure crée un ordonnancement linéaire,
désigné comme L, de sommets d’un graphe orienté acyclique tel que pour chaque arc (i, j) de
ce graphe, i apparait avant j dans cet ordonnancement.
Ordonnancement topologique d’un graphe orienté acyclique G = (N,A)
1. Mettre L = φ. Construire un ensemble N+ des sommets qui n’ont aucun prédécesseur
dans G.
2. Retirer un sommet arbitraire i de N+. Insérer i dans L. Pour chaque sommet j qui
est un successeur de i, retirer l’arc (i, j) du graphe. Si j de l’arc retiré (i, j) n’a aucun
prédécesseur, alors insérer j dans N+. Si N+ est vide, alors arrêter : un ordre topologique
L est construit. Sinon, répéter l’étape 2.
Soit L la sortie de la procédure d’ordonnancement topologique. Il est facile à voir qu’une
solution optimale pour le problème Pseq(pi = 1, si = 1, prec, Uv =∞ | k) peut être obtenue par
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une partition arbitraire de la séquence L en k∗ = dn
r
e sous-séquences consécutives. Chaque sous-
séquence inclue au plus r opérations, telles que L = (L1, . . . , Lk∗). Dans la solution optimale
pour le problème Pseq(pi = 1, si = 1, prec, Uv =∞ | k), une station h effectue les opérations de
la sous-séquence Lh dans son ordre, h = 1, . . . , k∗.
Considérons le problème Pseq(pi = 1, si = 1, Uv = ∞ | k) sans contrainte de précédence.
Dans ce problème, les contraintes sur la capacité des stations sont les seules contraintes qui
restreignent l’affectation des opérations aux stations. Ce problème peut être résolu en temps
O(1) en créant k∗ = dn
r
e stations et en affectant de façon arbitraire r opérations à chaque
station avec une exception possible pour une station.
5.5.2 Heuristique pour le cas général du Pseq(prec | k)
Afin de résoudre approximativement le problème Pseq(prec | k), nous proposons une heu-
ristique constructive gloutonne GreedyNumberSeq et une heuristique constructive randomisée
RandomNumberSeq. Numérotons les stations h = 1, 2, . . .
Heuristique GreedyNumberSeq pour le problème Pseq(prec | k)
1. Mettre h = 1. Construire un ensemble N+ des sommets qui n’ont aucun prédécesseur
dans G = (N,A).
2. Pour une station h, calculer une réserve de capacité C = r et une réserve de temps de
cycle Rv = Uv pour chaque type v = 1, . . . , f .
3. Sélectionner une opération i ∈ N+ avec la taille maximale si telle que si ≤ C et pi ≤ Rv
pour tous les types v ∈ Ti. Si une telle opération n’existe pas, alors remettre h := h + 1
et passer à l’étape 2. Si une telle opération i est sélectionnée, alors effectuer les actions
suivantes. Affecter cette opération à la station h, la retirer de N+, et retirer les arcs (i, j)
du graphe. Si j de l’arc retiré (i, j) n’a aucun prédécesseur, alors insérer j dans N+. Si
N+ est vide, alors arrêter : une solution admissible avec h stations est construite. Si N+
n’est pas vide, alors remettre C := C − si, Rv := Rv − pi pour tous v ∈ Ti et répéter
l’étape 3.
L’heuristique GreedyNumberSeq peut être résolu en temps O(nf + |A|).
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L’heuristique randomisée RandomNumberSeq se distingue de GreedyNumberSeq en ce
qu’au lieu de sélectionner une opération i ∈ N+ avec la taille maximale si à l’étape 3, une
opération i ∈ N+ est sélectionnée de manière randomisée. L’heuristique RandomNumberSeq
peut être exécutée plusieurs fois pour augmenter la probabilité de la construction d’une solution
admissible avec un nombre réduit de stations.
5.5.3 Formulation en un programme linéaire en nombres entiers du problème
général Pseq(prec | k)
Appelons une station ouverte si au moins une opération lui est affectée. Pour un programme
linéaire en nombres entiers, supposons qu’il y a k0 stations, k0 ≥ k∗, qui doivent être ou-
vertes ou pas. Le nombre k0 peut être obtenu par les heuristiques GreedyNumberSeq et
RandomNumberSeq. Introduisons des variables 0-1 xij telles que xij = 1 si et seulement si
une opération i est affectée à une station j, et des variables 0-1 yj telles que yj = 1 si et
seulement si une station j est ouverte. Rappelons que le graphe orienté G = (N,A) représente
les contraintes de précédence.













Le problème Pseq(prec | k) peut être reformulé comme le problème de programmation linéaire











yj ≥ LBSeq1, (5.2)
k0∑
j=1
xij = 1, i = 1, . . . , n, (5.3)
n∑
i=1
sixij ≤ ryj, j = 1, . . . , k0, (5.4)∑
i∈Nv






xaj ≤ 1, ∀(a, b) ∈ A, h = 1, . . . , k0 − 1, (5.6)
j∑
i=1
yi ≥ jyj, j = 1, . . . , k0, (5.7)
xij, yj ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , k0. (5.8)
Dans le problème MinNumberSeq, il y a k0 + nk0 variables et 1 + n+ k0(2 + f + |A|)− |A|
contraintes sans les contraintes de type.
La contrainte (5.2) incorpore la borne inférieure LBSeq1. Les contraintes (5.3) garantissent
que chaque opération est affectée à une station. Les contraintes (5.4) assurent que la capacité de
chaque station n’est pas dépassée et que toute opération ne peut être affectée qu’à une station
ouverte. Les contraintes (5.5) garantissent que les bornes supérieures sur le temps de cycle ne
sont pas dépassées pour chaque type de produits et chaque station ouverte. Les contraintes
(5.6) avec (5.3) assurent que l’indice d’une station a n’est pas plus large que celui d’une station
b pour (a, b) ∈ A, ce qui représente l’exigence des contraintes de précédence. Les contraintes
(5.7) garantissent que les stations sont ouvertes successivement dans l’ordre croissant de leur
indice.
Le nombre minimal de stations peut être calculé comme k∗ = ∑k0j=1 y∗j , où les y∗j sont les
valeurs optimales des variables yj dans le problème MinNumberSeq.
5.6 Minimisation du coût total de changements de séries
Dans cette section nous allons établir la complexité de calcul, présenter une heuristique
constructive et une formulation de programmation linéaire en nombres entiers pour le pro-
blème Pseq(prec | k, cost). Notons que tout cas particulier du problème Pseq(prec | k, cost) n’est
99
Chapitre 5. Minimisation des coûts de changements de séries pour des lignes multi-produits :
cas d’exécution séquentielle des opérations
pas plus facile que le cas particulier correspondant du problème Pseq(prec | k). Donc, les ré-
sultats concernant la complexité pour le problème Pseq(prec | k) s’appliquent pour le problème
Pseq(prec | k, cost).
Considérons le problème Pseq(pi = 1, si = 1, Uv =∞ | k, cost) sans contrainte de précédence
et contrainte sur le temps de cycle. Notons que pour ce problème le mode d’exécution des
opérations ne joue pas un rôle. Un algorithme de résolution pour tel problème avec le mode
d’exécution parallèle des opérations a été présenté dans [Kovalev et al., 2012]. Le temps de
résolution de cet algorithme dépend seulement du nombre de types d’opérations f . De plus, il
a été prouvé que l’équivalent du problème Pseq(pi = 1, si = 1, Uv = ∞ | k, cost) avec le mode
d’exécution parallèle des opérations est NP-difficile au sens fort si f est arbitraire (une partie
de l’instance du problème) même si tous les coefficients de coût sont unitaires. Ces résultats
s’appliquent aussi au problème Pseq(pi = 1, si = 1, Uv =∞ | k, cost).
Afin de résoudre approximativement le problème Pseq(prec | k, cost), nous proposons une
heuristique gloutonne, désignée comme GreedyCostSeq. La seule différence entre l’heuristique
GreedyCostSeq et GreedyNumberSeq est que dans GreedyCostSeq, au lieu de sélectionner
une opération i ∈ N+ avec la taille maximale si à l’étape 3, une opération i ∈ N+ avec le coût
total maximal ci =
∑
v∈Ti av est choisie. L’heuristique GreedyCostSeq affecte les opérations à
coût maximal à la même station.
Notons que l’heuristique gloutonne GreedyCostSeq peut aussi être utilisée pour ré-
soudre approximativement le problème Pseq(prec | k), tandis que l’heuristique randomi-
sée RandomNumberSeq peut être utilisée pour résoudre approximativement le problème
Pseq(prec | k, cost).
Maintenant, la formulation de programmation linéaire en nombres entiers pour le cas général
Pseq(prec | k, cost) sera présentée. Supposons que le nombre minimal de stations k∗ a été trouvé.
Introduisons des variables 0-1 xij telles que xij = 1 si et seulement si une opération i est affectée
à une station j.















Le problème Pseq(prec | k, cost) peut être reformulé comme le problème de programmation
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avzvj ≥ LBSeq2, (5.10)
k∗∑
j=1
xij = 1, i = 1, . . . , n, (5.11)
n∑
i=1
sixij ≤ r, j = 1, . . . , k∗, (5.12)∑
i∈Nv






xaj ≤ 1, ∀(a, b) ∈ A, h = 1, . . . , k∗ − 1, (5.14)
xij, zvj ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , k∗, v = 1, . . . , f. (5.15)
Dans le problème MinCostSeq il y a k∗(f + n) variables et 1 + n + k∗(1 + f + |A|) − |A|
contraintes sans les contraintes de type.
La contrainte (5.10) incorpore la borne inférieure LBSeq2. Les contraintes (5.12) s’occupent
de la capacité de stations. Les contraintes (5.13) garantissent que toute opération d’un certain
type peut être affectée à une station si et seulement si cette station est ouverte pour ce type et
si la borne supérieure sur le temps de cycle n’est pas dépassée. Les autres contraintes sont les
mêmes que dans le problème MinNumberSeq.
5.7 Résultats numériques
Nous avons utilisé le solveur IBM ILOG Cplex version 12.2. pour résoudre les instances des
problèmes MinNumberSeq et MinCostSeq. Les expérimentations ont été effectuées sur un
ordinateur avec un processeur Intel(R) Core(TM) Duo 2.2 GHz et une mémoire à accès direct
de 4 Go sous le système d’exploitation MS Windows XP (32 bit).
Dans nos expérimentations, la limite du temps de résolution de chaque instance du
MinNumberSeq ou MinCostSeq a été fixée à deux heures.
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Trois familles d’instances ont été générées aléatoirement. Une famille est associée au nombre
d’opérations n ∈ {40, 60, 80}. Pour toutes les instances, il y a trois types de produits. Les coûts
de changements de séries sont a1 = 3, a2 = 2 et a3 = 1. La capacité des stations est égale à
r = 10.
Une taille si ∈ {1, 2, 3}, un temps opératoire pi ∈ {si, 3si} et un ensemble de types Ti ∈{
{1, 2, 3}, {1, 2}, {1, 3}, {2, 3}, {1}, {2}, {3}
}
sont arbitrairement affectés à chaque opération
i ∈ N . Les bornes supérieures Uv, v ∈ F sur le temps de cycle sont calculées de la façon
suivante. Calculons une borne inférieure sur le nombre de stations qui effectuent les opérations





. Calculons le temps total moyen des opérations de type v par
station au regard de la borne inférieure LB(v) : P¯ (v) = (∑i∈Nv pi)/LB(v),v ∈ F . Choisissons
de manière aléatoire la borne supérieure sur le temps de cycle Uv de l’intervalle [P¯ (v), 1.5P¯ (v)],
v ∈ F .
Chaque famille est divisé en quatre séries n_1, n_2, n_3 et n_4 avec une densité de
contraintes de précédence faible, moyenne, élevée et très élevée, respectivement. Pour chaque
série n_e, e ∈ {1, 2, 3, 4}, et chaque paire (a, b) d’opérations telle que a < b et a et b ont au
moins un type commun, il est décidé avec la probabilité p_e que a précède b. Les probabilités
correspondantes sont p_1 = 0, 2, p_2 = 0, 4, p_3 = 0, 6 et p_4 = 0, 8. Vu que chaque arc
du graphe de précédence obtenu passe toujours d’un sommet avec un indice plus petit à un
sommet avec un indice plus grand, ce graphe est acyclique.
Chaque série se compose de 20 instances. Leurs caractéristiques moyennes sont données dans
le Tableau 5.7. %Prec représente la densité des contraintes de précédence, définies comme
|A|
max # arcs × 100%=
2|A|
n2−n × 100%.
La procédure suivante a été utilisée pour résoudre chaque instance du problème.
Procédure de résolution pour le problème Pseq(prec | k, cost) :
1. Appliquer les heuristiques GreedyNumberSeq et GreedyCostSeq une fois et l’heuristique
RandomNumberSeq 1000 fois. Déterminer le nombre minimal de stations, k0, obtenu par
ces heuristiques.




Tableau 5.3 – Caractéristiques numériques moyennes
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
%Prec 15,96% 29,82% 45,80% 60,24% 15,13% 30,02% 44,81% 61,39% 15,63% 30,13% 45,19% 61,34%∑n
i=1 si 81,15 79,35 79,70 81,40 121,90 118,95 118,30 121,00 162,10 159,55 160,40 162,25∑n
i=1 pi 164,60 155,05 157,05 158,40 240,70 237,65 238,25 238,00 324,15 317,45 320,50 328,70
U1 23,35 22,50 21,20 23,35 24,00 24,15 24,05 24,65 24,30 24,95 23,80 24,65
U2 23,00 23,75 24,70 23,25 24,10 25,10 24,20 23,20 24,05 24,75 23,45 26,10
U3 23,55 21,85 22,20 23,70 24,05 24,20 24,70 24,70 25,10 24,35 24,30 24,75
3. Appliquer Cplex pour résoudre le problème MinCostSeq avec k∗ stations.
4. Sélectionner la meilleure solution du problème Pseq(prec | k∗, cost) parmi les solutions
obtenues aux étapes 1, 2 et 3.
Les résultats possibles de chaque lancement de Cplex pour une instance I sont les suivants :
• Une solution optimale avec la valeur Opt(I) est trouvée.
• Une solution approchée avec la valeur Appr(I), une erreur relative connue %Gap(I) et une
borne inférieure LB(I) sont obtenues.
• Aucune solution admissible n’a été trouvée lorsque la limite de temps est atteinte.
Une erreur relative %G(I) est définie comme Appr(I)−LB(I)
LB(I) × 100%. Dans nos expérimentations
le troisième cas n’a jamais eu lieu.
Le Tableau 5.4 montre le nombre d’instances du problèmeMinCostSeq résolues à l’optimalité
(ligne « Opt ») et approximativement (ligne « Appr ») pour chaque série. Les erreurs relatives
moyennes (ligne « %Err. moy. ») et les pires erreurs relatives (ligne « %Err. pire ») sont aussi
indiquées. L’erreur relative moyenne %Err. moy. est définie comme 1|n_e|
∑
I∈n_e %Gap(I) et
la pire erreur %Err. pire comme maxI∈n_e {%G(I)} pour chaque série n_e,e ∈ {1, 2, 3, 4}.
Notons que toutes les instances du problème MinNumberSeq ont été résolues à l’optimalité
dans l’intervalle de temps donné.
Les résultats des heuristiques pour les problèmes Pseq(prec | k) et Pseq(prec | k, cost) sont
présentés dans les Tableaux 5.5 et 5.6, respectivement. Les erreurs relatives moyennes (lignes
%Err.moy.) et les pires erreurs relatives (lignes %Err.pire) y sont données.
Les résultats expérimentaux du Tableau 5.4 montrent que les instances de MinCostSeq avec
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Tableau 5.4 – MinCostSeq : qualité des solutions
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
Opt 20 20 20 20 7 20 20 20 0 17 20 20
Appr 0 0 0 0 13 0 0 0 20 3 0 0
%Err. moy. - - - - 10,69 - - - 23,56 5,16 - -
%Err. pire - - - - 27,50 - - - 38,46 35,94 - -
Tableau 5.5 – Pseq(prec | k) : résultats des heuristiques
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
GreedyNumberSeq %Err. moy. 0,63 1,88 3,14 0,56 0,38 2,02 1,63 1,22 0,87 1,92 1,80 2,08
GreedyNumberSeq %Err. pire 12,50 12,50 14,29 11,11 7,69 8,33 8,33 5,88 6,67 6,25 6,25 5,88
RandomNumberSeq %Err. moy. 0,00 0,00 0,00 0,00 0,00 0,00 0,42 0,00 0,00 0,63 0,88 0,29
RandomNumberSeq %Err. pire 0,00 0,00 0,00 0,00 0,00 0,00 8,33 0,00 0,00 6,25 6,25 5,88
GreedyCostSeq %Err. moy. 3,13 3,61 4,33 2,92 1,64 3,62 4,07 2,02 2,06 3,72 2,98 2,36
GreedyCostSeq %Err. pire 12,50 12,50 14,29 12,50 9,09 8,33 8,33 8,33 6,25 6,67 12,50 6,25
Tableau 5.6 – Pseq(prec | k, cost) : résultats des heuristiques
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
RandomNumberSeq %Err. moy. 18,50 8,88 6,08 4,20 24,85 12,96 7,23 3,89 55,19 20,25 6,87 4,34
RandomNumberSeq %Err. pire 30,56 19,44 12,50 17,50 35,56 24,07 24,14 12,90 67,31 62,96 13,70 12,64
GreedyCostSeq %Err. moy. 32,38 21,87 10,97 12,81 51,42 24,30 17,20 8,53 65,90 27,43 13,51 9,34
GreedyCostSeq %Err. pire 50,00 36,11 18,75 33,33 76,74 42,59 31,03 18,18 90,38 81,36 23,29 21,84
une densité de contraintes de précédence élevée et très élevée peuvent être facilement résolues
à l’optimalité. Pour les instances avec une densité faible et moyenne, des solutions approchées
peuvent être calculées avec une erreur relative d’au plus 23, 65%. Les pires erreurs relatives sont
dans l’intervalle de 27, 50% jusqu’à 38, 46%.
Les heuristiques obtiennent une solution très vite. L’heuristique RandomNumberSeq s’est
avérée la meilleure parmi les heuristiques proposées. Dans les Tableaux 5.5 et 5.6 on peut voir
que RandomNumberSeq surclasse GreedyNumberSeq et GreedyCostSeq pour Pseq(prec | k)
ainsi que pour Pseq(prec | k, cost). RandomNumberSeq calcule des solutions pour Pseq(prec | k)
avec une erreur relative moyenne d’au plus 0, 88%. Pour la plupart des instances avec 40
et 60 opérations, RandomNumberSeq obtient les solutions optimales. La performance de
GreedyNumberSeq ne peut pas rivaliser avec l’heuristique RandomNumberSeq, parce que
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RandomNumberSeq est exécuté 1000 fois afin de diversifier la recherche et explorer diffé-
rentes parties de l’espace de solutions. Cependant, GreedyNumberSeq calcule des solutions
pour Pseq(prec | k) avec une erreur relative moyenne maximale de 3, 14% et la pire erreur
relative d’au plus 14, 29%. GreedyCostSeq manifeste la pire performance pour Pseq(prec | k)
par rapport aux autres heuristiques proposées. Cela est dû au fait que GreedyCostSeq a été
initialement conçu pour résoudre approximativement des instances de Pseq(prec | k, cost) et
non celles de Pseq(prec | k).
Pour le problème Pseq(prec | k, cost), les erreurs relatives moyennes maximales, obtenues
par RandomNumberSeq et GreedyCostSeq, sont égales à 55, 19% et 65, 90%, respectivement.
Selon nos observations, la qualité des solutions s’améliore avec l’augmentation de la densité
des contraintes de précédence. Cette augmentation suscite la réduction du nombre de solutions
admissibles. Ainsi, la performance des heuristiques est positivement corrélée avec le nombre de
solutions admissibles.
Pour chaque série, les Tableaux 5.7 et 5.8 montrent le nombre d’instances des problèmes
MinNumberSeq et MinCostSeq, respectivement, qui ont été résolues à l’optimalité dans
l’intervalle de temps (en minutes et en heures) défini par la ligne. Notons que la résolution
d’une instance des problèmes Pseq(prec | k) et Pseq(prec | k, cost) par une des heuristiques
GreedyNumberSeq/GreedyCostSeq et RandomNumberSeq exige seulement 0,1 et 0,5 se-
condes en moyenne, respectivement.
On peut observer que le temps de calcul pour MinNumberSeq est positivement corrélé
avec le nombre d’opérations et la densité des contraintes de précédence. Étant donné que nous
calculons k0 par une des heuristiques et que RandomNumberSeq fournit le nombre optimal
de stations pour presque toutes les instances avec 40 jusqu’à 60 opérations, k0 est égal à la
valeur de la solution optimale pour toutes les instances respectives. Pour Cplex, il ne reste
qu’à vérifier l’optimalité de la solution. Lorsque le nombre d’opérations augmente jusqu’à 80,
la qualité de solution des heuristiques se réduit de sorte que le nombre optimal de stations
n’est pas toujours obtenu. Cela augmente le temps de calcul de Cplex pour MinNumberSeq.
En outre, lorsque la densité des contraintes de précédence augmente, l’affectation précise des
opérations aux stations joue un rôle de plus en plus important dans le processus de résolution de
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MinNumberSeq. Cette propriété, très probablement, augmente également le temps de calcul.
Pourtant, le temps de calcul pour MinCostSeq est négativement corrélé avec la densité des
contraintes de précédence. Une faiblesse de la formulation de MinCost MinCostSeq consiste
en la symétrie dans les variables de stations qui suscite une mauvaise performance de Cplex.
Lorsque la densité des contrainte de précédence augmente, la symétrie des variable se réduit et
donc la performance de Cplex s’améliore.
Tableau 5.7 – MinNumberSeq : le nombre des instances résolues à l’optimalité dans les
intérvalles de temps
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
< 1min 20 20 20 20 20 20 20 20 20 20 7 5
[1min; 5min] 0 0 0 0 0 0 0 0 0 0 12 11
]5min; 30min] 0 0 0 0 0 0 0 0 0 0 1 3
> 30min 0 0 0 0 0 0 0 0 0 0 0 1
Tableau 5.8 –MinCostSeq : le nombre des instances résolues à l’optimalité dans les intérvalles
de temps
Séries n_e 40_1 40_2 40_3 40_4 60_1 60_2 60_3 60_4 80_1 80_2 80_3 80_4
< 1min 20 20 20 20 4 20 20 20 0 11 19 19
[1min; 5min] 0 0 0 0 0 0 0 0 2 1 1
]5min; 30min] 0 0 0 0 1 0 0 0 0 3 0 0
> 30min 0 0 0 0 2 0 0 0 0 1 0 0
Nous pouvons conclure que les approches de résolution proposées résolvent des instances du
problème Pseq(prec | k, cost) de dimension pratique en un temps acceptable. Comme dans le
chapitre 4 nous rappelons qu’en considérant une taille moyenne des opérations qui est égale à
deux, les instances les plus grandes contiennent donc 160 opérations unitaires.
5.8 Conclusion
Dans ce chapitre nous avons étudié un problème de configuration d’une ligne de fabrication
multi-produit cadencée avec un mode d’exécution séquentielle des opérations sur les stations.
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Le cheminement de production de cette ligne est unique pour tous les types de produits, et
son schéma logique est linéaire. La fabrication de chaque type de produits exige un ensemble
d’opérations spécifiques. Les produits de tous les types sont transportés entre les stations dans
la même direction. Toutes les opérations de tous les types doivent être affectées aux stations.
Un changement de séries s’effectue sur une station si au moins une opération d’un certain type
est affectée à cette station. Les coûts et les temps de changements de séries dépendent du
type de produits. Chaque opération implique l’emploi d’un ou de plusieurs outils standard. Le
nombre des outils nécessaires pour effectuer une opération est appelé une « taille d’opération ».
La taille totale des opérations sur une station est limitée. Des contraintes de précédence sont
données sur l’ensemble des opérations. Les produits de tous les types sont ordonnés selon le
principe de la technologie de groupe. Le temps de cycle est égal au temps de station maximal.
Il y a une borne supérieure sur le temps de cycle pour chaque type de produit. Le problème
a deux critères considérés lexicographiquement : la minimisation du nombre de stations et la
minimisation du coût total de changements de séries.
La complexité de calcul pour plusieurs cas spéciaux de ce problème est donnée dans le Tableau
5.9.
Tableau 5.9 – Complexité de calcul pour les cas spéciaux du problème Pseq(prec, excl, si |
k, cost)
Problème Complexité
Pseq(r =∞ | k) NP-difficile au sens fort
Pseq(U =∞ | k) NP-difficile au sens fort
Pseq(f = 3, pi = 1, si = 1, chains, r =∞ | k) NP-difficile au sens fort
Pseq(pi = 1, si = 1, prec, Uv =∞ | k) O(n+ |A|)
Pseq(pi = 1, si = 1, Uv =∞ | k) O(1)
Pseq(pi = 1, si = 1, Uv =∞ | k, cost) NP-difficile au sens fort, O(fonction de f)
Afin de résoudre le problème étudié, nous avons utilisé des heuristiques constructives et des
formulations de programmation linéaire en nombres entiers. Les expérimentations numériques
ont montré que les approches de résolution proposées sont capables de résoudre des instances
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du problème de dimension pratique en un temps acceptable.
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Conclusion générale
Cette thèse est consacrée à la problématique de l’optimisation combinatoire pour la confi-
guration des lignes de fabrication. La configuration est une étape du processus de conception
préliminaire des lignes de fabrication qui consiste à choisir les ressources et les affecter à des
stations. Il est donc très important de configurer une ligne de fabrication de la meilleure façon
possible car une erreur à ce stade coûte très cher. Ainsi, il est nécessaire de développer des
approches d’optimisation combinatoire efficaces dédiées à ce sujet.
Dans le chapitre 1 nous avons distingué les lignes de fabrication des autres systèmes de
production. Nous avons classé les lignes de fabrication suivant les critères de variabilité et de
type de flux de produits. Nous avons analysé le processus de conception préliminaire des lignes
de fabrication et défini le positionnement de la configuration de lignes dans ce processus.
Un état de l’art sur les problèmes de configuration de lignes de fabrication a été présenté
dans le chapitre 2. Afin de présenter structurellement les hypothèses des problèmes examinés
dans ce mémoire, nous avons introduit une nouvelle classification de problèmes de configuration
de lignes. La spécificité de notre classification par rapport aux autres classifications existantes
consiste à mettre un accent particulier sur la variabilité de production de lignes et leurs ca-
ractéristiques de temps et de coût. Une revue de la littérature a été présentée selon cette
classification.
Le choix de notre recherche a été plus particulièrement motivé par les problèmes observés
dans le domaine de l’usinage. L’un des problèmes, le problème d’équilibrage et de choix d’équi-
pement pour des lignes dédiés (chapitre 3) est relativement peu étudié. Cela a présenté une
opportunité de créer une nouvelle approche, plus performante que les approches antérieures.
L’autre problème, concernant la minimisation des coûts de changements de séries pour des lignes




Le problème examiné dans le chapitre 3 concerne non seulement l’équilibrage de ligne mais
aussi la sélection des ressources à partir d’un ensemble donné de ressources. Afin de le résoudre,
nous avons employé une approche qui se base sur la réduction de ce problème à un problème de
partition d’ensemble à l’aide du concept de station localement admissible. Nous avons utilisé une
procédure de prétraitement des données qui avait pour but de réduire le nombre de variables et
l’espace des solutions admissibles. Des heuristiques gloutonnes et un algorithme de génération
de contraintes ont été mis en œuvre. Les expérimentations numériques menées sur des données
de référence ont prouvé l’efficacité de notre approche qui surclasse les méthodes de résolution
connues dans la littérature à la fois en termes de qualité des solutions obtenues et d’effort de
calcul.
Les chapitres suivants ont été consacrés à la minimisation des coûts de changements de séries.
Les problèmes liés à la configuration optimale des lignes de fabrication minimisant le coût total
de changements de séries n’ont pas été étudiés dans la littérature. Pourtant, dans l’industrie,
la prise en compte des coûts de changements de séries est importante. Un changement de séries
signifie l’ensemble des démarches nécessaires pour préparer une station au traitement d’un
produit brut d’un certain type. Ces démarches incluent : le réglage des machines, le chargement
d’une pièce de produit, le positionnement du produit et des ressources/outils, le déchargement
et le nettoyage de la station. Le changement de séries engendre des coûts additionnels liés à la
consommation d’énergie et à la présence d’opérateur.
Dans les chapitres 4 et 5 nous avons étudié deux problèmes de minimisation du coût total de
changement de séries. Ils se distinguent notamment par le mode d’exécution des opérations sur
les stations : l’un est parallèle et l’autre est séquentiel. La complexité de calcul pour certains cas
de ces problèmes a été établie. La procédure générale proposée pour la résolution des problèmes
est identique. Elle combine des heuristiques gloutonnes et un programme linéaire en nombre
entiers utilisé avec le solveur Cplex. Les expérimentations numériques ont montré que notre
approche est capable de résoudre des instances de dimension réelle en un temps acceptable.
Quant aux perspectives de notre recherche, nous nous intéressons particulièrement à l’étude
de la stabilité des solutions obtenues. La nécessité de cette recherche vient du fait que les
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données des problèmes sont souvent soumises à des perturbations qui apparaissent après la prise
de la décision concernant la configuration de la ligne. Dans ce cas, une partie des paramètres
deviennent incertains, et la qualité ou même la faisabilité des solutions n’est plus assurée. La
prise en compte de ces conditions nécessite donc le développement des méthodes robustes. Les
autres pistes de recherche peuvent consister en l’amélioration des méthodes proposées afin de
résoudre des problèmes de taille supérieure ou en une généralisation des formulations proposées
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The objective of this thesis is to create and develop new effective solution methods  for 
production line configuration problems.  Two problems were studied: the equipment selection 
and balancing problem for dedicated lines and the setup cost minimization problem for multi-
product lines. A solution for the first problem consists in a feasible assignment of the 
resources to an unknown number of stations so that the total cost is minimized. In order to 
solve this problem, we reduced it to the set partitioning problem and solved it by greedy 
heuristics and an exact method of constraint generation. The computer experiments on 
different problem instances showed that the new solution  approach outperforms the previous 
methods from the literature both in terms of solution quality and computational time. For the 
second problem two criteria were considered lexicographically: the minimization of the 
number of stations and the minimization of the total setup cost. We examined successively 
the cases with parallel and sequential execution of operations. Approximate solutions were 
found by greedy heuristics. Then, we proposed two integer programming models in order to 
obtain the minimal number of stations and then the minimal setup cost. The experimental 
results for this new problem proved to be promising both in terms of solution quality and 
computational time. 
 
École Nationale Supérieure des Mines 
de Saint-Étienne 
 




 PROBLÈMES COMBINATOIRES EN CONFIGURATION DES LIGNES DE 
FABRICATION : ANALYSE DE COMPLEXITÉ ET OPTIMISATION 
 
Spécialité: Génie industriel 
 
Mots clefs : optimisation combinatoire, configuration de lignes de fabrication, équilibrage 




L'objectif de la thèse est de créer et développer de nouvelles méthodes de résolution efficaces 
des problèmes combinatoires en configuration des lignes de fabrication. Deux problèmes ont 
été particulièrement étudiés: le problème d'équilibrage et de choix d'équipement pour des 
lignes dédiées et le problème de minimisation des coûts de changements de séries pour des 
lignes multi-produits. Une solution du premier problème consiste en une affectation 
admissible des ressources à un nombre de stations à déterminer de sorte que le coût total soit 
minimal. Afin de résoudre ce problème, nous l'avons réduit au problème de partition 
d'ensemble et l'avons résolu par des heuristiques gloutonnes et une méthode exacte de 
génération de contraintes. Les expérimentations sur différentes instances ont montré que la 
nouvelle approche de résolution surclasse les approches antérieures de la littérature en termes 
de qualité de solution et de temps de calcul. Pour le second problème deux critères sont 
considérés lexicographiquement : la minimisation du nombre de stations et la minimisation 
du coût de changement de séries. Nous avons examiné successivement les cas d'exécution 
parallèle et séquentielle des opérations. Des solutions approchées ont été trouvées par des 
heuristiques gloutonnes. Ensuite, nous avons proposé deux modèles de programmation 
linéaire en nombres entiers (PLNE) afin de trouver le nombre de stations minimal et ensuite 
d'obtenir le coût de changement de séries minimal. Les résultats des expérimentations sur ces 
nouveaux problèmes se sont avérés prometteurs à la fois en termes de qualité de solution et 
de temps de calcul. 
