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
THE´ORIE DE LA MESURE DANS LES LIEUX RE´GULIERS
ou
LES INTERSECTIONS CACHE´ES DANS LE PARADOXE DE BANACH-TARSKI
Olivier Leroy
PREAMBULE
La disparition brutale d’Olivier Leroy en avril 1996 a prive´ la communaute´
mathe´matique d’un esprit brillant(*) mais bien me´connu.
Le texte qui suit est la transcription fide`le d’un manuscrit qu’il avait re´dige´
en 1995 a` la suite de deux expose´s donne´s au se´minaire AGATA sur le proble`me
de la mesure dans les lieux. D’autres travaux sur le meˆme sujet ont e´te´ laisse´s en
chantier par O.Leroy, en particulier une amorce de the´orie de l’inte´gration, mais
nous ne pre´sentons ici, pour l’instant, que la partie consacre´e a` la mesure.
Nous avons pris l’initiative de comple´ter le texte original par : une introduc-
tion, les notes en bas de page, des ajouts entre doubles crochets ([[. . . ]]), ainsi
qu’une annexe (sous-espaces et sous-lieux d’un espace topologique).
Montpellier le 20 mai 1998
Jean Malgoire, Christine Voisin
(*) voir par exemple : A. Grothendieck, Re´coltes et Semailles, Tome II, note 96,
pages 409 a` 413.
INTRODUCTION
Il est bien connu que l’axiome du choix implique l’existence de parties
non mesurables pour la mesure de Lebesgue sur R ainsi que l’existence de
de´compositions “paradoxales” de la boule unite´ de R3 (Banach-Tarski). Ceci est
ge´ne´ralement interpre´te´ comme le prix a` payer pour les nombreux services rendus
par cet axiome (*).
La the´orie propose´e par Olivier Leroy montre que l’on peut avoir simul-
tane´ment l’axiome du choix et “tout est mesurable” ! Elle se place dans le cadre
des lieux (terme franc¸ais choisi par l’auteur comme traduction de l’anglais locales)
qui sont des cas particuliers de topos au sens de Grothendieck : un lieu est sim-
plement un ensemble ordonne´ qui a les proprie´te´s formelles de l’ensemble ordonne´
des ouverts d’un espace topologique. Les lieux ont de´ja` fait l’objet de nombreuses
e´tudes (cf (**) et son abondante bibliographie).
Un des aspects remarquables de cette the´orie (en particulier pour ceux,
nombreux, qui ont une me´fiance syste´matique pour les ge´ne´ralisations...) est qu’elle
s’applique de manie`re pertinente aux espaces topologiques habituels dans lesquels
elle fait apparaˆıtre des “sous-espaces non classiques” (des sous-lieux) ; avec pour
conse´quence que l’intersection (aux sens des sous-lieux) de sous-espaces ordinaires
n’est plus force´ment un sous-espace ordinaire. (***)
Le re´sultat le plus frappant est sans doute que le prolongement naturel de
la mesure exte´rieure de Lebesgue (sur [0, 1] par exemple) a` tous les sous-lieux de
[0, 1] est une mesure σ-additive exte´rieurement re´gulie`re ! ! !
Les partitions (ensemblistes) “paradoxales” qui donnaient des parties
non mesurables au sens de Lebesgue ne sont plus des partitions au sens des lieux :
il y a des intersections cache´es . . .
(*) par exemple, comme nous l’avait fait remarquer Olivier Leroy, la moyennabili-
te´ des groupes abe´liens : i.e. l’existence de mesures additives (ou densite´) invari-
antes par translations, de masse totale 1, de´finies sur l’ensemble de toutes les
parties.
(**) Sheaves in Geometry and Logic. S.Mac Lane & I.Moerdijk. Springer 92.
(***) on a par exemple un sous-lieu de R (appele´ lieu ge´ne´rique de R ) qui est
l’intersection des ouverts denses et qui est encore dense (bien que sans point !).
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I - SOUS-TOPOS DANS LES ESPACES TOPOLOGIQUES
1 - Reconstitution d’un espace topologique a` partir de ses ouverts.
Vocabulaire et notation. On dit qu’un espace E est irre´ductible s’il est non-vide et
s’il n’existe pas dans E deux ouverts non-vides disjoints. D’autre part, on appelle
point ge´ne´rique de E tout point x tel que 〈x〉 = E. Enfin, on dit que E est sobre
si toute partie ferme´e irre´ductible de E admet un point ge´ne´rique et un seul.
(en particulier : 1) tout espace se´pare´ est sobre, puisque tout ferme´ irre´ductible se
re´duit a` un point, 2) Si A est un anneau commutatif unife`re, Spec A est sobre).
Tous les espaces conside´re´s dans la suite sont suppose´s sobres. Pour tout
espace E, on notera O(E) l’ensemble des ouverts de E ordonne´ par inclusion.
Proposition 1. Etant donne´s deux espaces sobres E, F et une application
croissante ϕ : O(E) −→ O(F ), les propositions suivantes sont e´quivalentes :
a) Il existe une unique application continue f : F −→ E telle que
f−1(V ) = ϕ(V ) pour tout ouvert V de E.
b) ϕ(∅) = ∅, ϕ(E) = F , et ϕ commute aux intersections finies et aux re´unions
quelconques.
(En particulier si F se re´duit a` un point, on obtient une description de l’ensemble
des points de E en termes de l’ensemble des ouverts.)
Cette proposition montre qu’on peut plonger la cate´gorie des espaces (sobres)
et applications continues dans une cate´gorie plus large de “lieux” (loci en anglais)
(*).
De´finition 1. Un lieu E consiste en la donne´e d’un ensemble ordonne´ (O(E),⊂),
([[dont les e´le´ments sont appele´s ouverts]]) qui a les proprie´te´s suivantes :
a) Il existe un plus petit e´le´ment OE (ou ∅) et un plus grand e´le´ment 1E (ou
E par abus de notation)
b) Toute famille (Vi) d’e´le´ments de O(E) a une borne supe´rieure, ([[appele´e
re´union]]), et note´e ∪
i
Vi.
c) Tout couple U, V d’e´le´ments de O(E) a une borne infe´rieure, ([[appele´e
intersection de U et V ]]), et note´e U ∩V .
(*) ou encore locales.
d) Pour toute famille (Vi) d’e´le´ments de O(E) et tout W ∈ O(E), on a
W ∩(∪
i
Vi) = ∪
i
(W ∩Vi)
(En d’autres termes, O(E) est un treillis distributif complet).
De´finition 2. Etant donne´s deux lieux E, F un morphisme f : E −→ F est une
application croissante f∗ : O(F ) −→ O(E) telle que
a) f∗(OF ) = OE , f
∗(1F ) = 1E
b) f∗ commute aux intersections finies et aux unions quelconques.
Pour tout U ∈ O(E), l’ensemble des V ∈ O(F ) tels que f∗(V ) ⊂ U a donc
un plus grand e´le´ment qu’on notera f∗(U).
On a la relation d’adjonction
f∗(V ) ⊂ U ⇐⇒ V ⊂ f∗(U)
Elle implique que f∗ est entie`rement de´termine´e par f∗.
Commentaire. La structure de lieu est e´quivalente a` celle de topos (de Grothen-
dieck) engendre´ par ses ouverts ; les morphismes de lieux s’identifient aux mor-
phismes (ge´ome´triques) de topos. D’apre`s la proposition 1, on a une e´quivalence
naturelle entre la cate´gorie des espaces sobres et applications continues, et une
sous-cate´gorie pleine de la cate´gorie des lieux.
2 - Notion de sous-lieu.
Lemme 1 et de´finition. Pour tout morphisme de lieux f : E −→ F , les proprie´te´s
suivantes sont e´quivalentes
(i) f∗ est surjective
(ii) f∗ est injective
(iii) f∗f∗ = 1O(E) [[Les compositions sont note´es par juxtaposition.]]
On appellera plongement tout morphisme de lieux ayant ces proprie´te´s.
Preuve : de´coule imme´diatement de la relation d’adjonction entre f∗ et f∗.
Remarque. Soit f : E −→ F une application continue entre espaces sobres. Pour
que f soit un plongement (en tant que morphisme de lieux) il faut et il suffit qu’elle
soit un home´omorphisme de E sur un sous-espace de F .
Preuve. La condition est suffisante par de´finition de la topologie induite.
Inversement, supposons que f soit un plongement. Soit x, x′ deux points de E
tels que f(x) = f(x′). Alors f∗(E−〈x〉) = f∗(E−〈x′〉), d’ou` 〈x〉 = 〈x′〉 puisque f∗
est injective, et x = x′ puisque E est sobre. Donc l’application x 7→ f(x) est une
bijection de l’ensemble des points de E sur un ensemble de points de F . Puisque
f∗ est surjective, c’est un home´morphisme sur le sous-espace correspondant.
Lemme 2. Soient i : X −→ E un plongement et f : Y −→ E un morphisme de
lieux. Pour que f se factorise par i, il faut et il suffit que f∗f
∗(V ) ⊃ i
∗
i∗(V ) pour
tout V ∈ O(E).
Corollaire : deux plongements i : X −→ E et j : Y −→ E sont isomorphes si et
seulement si i
∗
i∗ = j∗j
∗.
Preuve du lemme 2 : Condition ne´cessaire. Pour tout V ∈ O(E), on a V ⊂ f∗f
∗(V )
par adjonction entre f∗ et f
∗. Soit g : Y −→ Y tel que f = ig. On a successivement
V ⊂ i
∗
g∗g
∗i∗(V )
i∗(V ) ⊂ g∗g
∗i∗(V ) par adjonction
i
∗
i∗(V ) ⊂ i
∗
g∗g
∗i∗(V ) = f∗f
∗(V )
Condition suffisante. On a f∗f∗f
∗ = f∗ : en effet, si V ∈ O(E), on a V ⊂ f∗f
∗(V ),
donc f∗(V ) ⊂ f∗f∗f
∗(V ). D’autre part, l’inclusion f∗f
∗(V ) ⊂ f∗f
∗(V ) donne par
adjonction f∗f∗f
∗(V ) ⊂ f∗(V ). Supposons maintenant i
∗
i∗ ⊂ f∗f
∗. Alors
f∗(V ) = f∗i
∗
i∗(V )
pour tout V ∈ O(E) : en effet
V ⊂ i
∗
i∗(V ) =⇒ f∗(V ) ⊂ f∗i
∗
i∗(V )
et d’autre part
i
∗
i∗(V ) ⊂ f∗f
∗(V ) =⇒ f∗i
∗
i∗(V ) ⊂ f∗f∗f
∗(V ) = f∗(V )
Par conse´quent, e´tant donne´s V,W ∈ O(E), la relation i∗(V ) = i∗(W ) implique
f∗(V ) = f∗(W ). Puisque i∗ est surjective, il existe donc une application et une
seule g∗ : O(X) −→ O(Y ) telle que g∗i∗ = f∗. Puisque f∗ et i∗ commutent aux
intersections finies et aux re´unions, il en est de meˆme pour g∗, cqfd.
Lemme 3. Soient E un lieu et e : O(E) −→ O(E) une application croissante. Les
proprie´te´s suivantes sont e´quivalentes
(a) il existe un lieu X et un morphisme f : X −→ E telque e = f∗f
∗.
(a bis) idem avec un plongement
(b) e est idempotent, pour tout U, V ∈ O(E), e(U) ⊃ U , et e(U ∩V ) =
e(U)∩ e(V ) .
Preuve. (a) =⇒ (b). Les deux premie`res proprie´te´s de b) ont e´te´ e´tablies dans la
de´monstration du lemme pre´ce´dent ; d’autre part f∗ commute aux inf quelconques
pour tout morphisme de lieux f , puisque c’est l’adjointe a` droite de f∗.
(b) =⇒ (a bis). Soit Ω l’ensemble des V ∈ O(E) tels que e(V ) = V ; c’est
aussi l’image de l’application e. Prouvons que Ω est un treillis distributif complet
pour l’ordre induit.
1) Si U, V ∈ Ω, alors e(U ∩V ) = e(U)∩ e(V ) = U ∩V , donc U ∩V ∈ Ω.
2) Soient (Vi) une famille d’e´le´ments de Ω et W un e´le´ment de Ω. On a :
∀i ∈ I, Vi ⊂W ⇐⇒ ∪
i
Vi ⊂W
⇐⇒ e(∪
i
Vi) ⊂W
donc e(∪
i
Vi) est borne supe´rieure de la famille (Vi) dans Ω.
3) Enfin, avec les meˆmes notations, on a
W ∩ e(∪
i
Vi) = e(W )∩ e(∪
i
Vi) = e(W ∩(∪
i
Vi)) = e(∪
i
(W ∩Vi))
d’ou` la distributivite´.
On peut donc de´finir un lieu X par O(X) = Ω ; nous avons aussi de´montre´
que l’application e : O(E) −→ Ω qui est surjective est l’image inverse pour un
morphisme de lieux i : X −→ E qui est un plongement. Etant donne´s V ∈ O(E)
et W ∈ Ω, on a
e(V ) ⊂W ⇐⇒ V ⊂W
donc i
∗
est l’inclusion Ω −→ O(E), d’ou` i
∗
i∗ = e.
3 - De´finition d’un sous-lieu ; inclusion.
Un sous-lieu X d’un lieu E consiste en la donne´e d’une application
eX : O(E) −→ O(E)
ayant les proprie´te´s e´quivalentes du lemme 3 (projecteur associe´). On “mate´rialise”
le lieu correspondant par
O(X) = Im(eX) = {V ∈ O(E) | eX(V ) = V }
le plongement iX : X −→ E e´tant donne´ par i
∗
X(V ) = eX(V ), (iX)∗(U) = U .
Le lemme 2 justifie la de´finition de l’inclusion entre sous-lieux :
X ⊂ Y si eX ⊃ eY
4 - Re´unions et intersections.
Proposition et de´finition. Soient (Xi)i une famille de sous-lieux de E et (ei)i
les projecteurs associe´s. Pour tout V ∈ O(E), soit e(V ) la re´union des W ∈ O(E)
qui sont contenus dans tous les ei(V ). Alors
i) e est le projecteur associe´ a` un sous-lieu X de E
ii) un sous-lieu Z de E contient X si et seulement si il contient tous les Xi .
X est encore appele´ la re´union des Xi et note´ ∪
i
Xi.
Preuve de i). Puisque V ⊂ ei(V ) pour tout i, on a V ⊂ e(V ). Pour prouver que e
est idempotent, on remarque que
ei(e(V )) ⊂ ei(ei(V )) = ei(V )
Enfin, e´tant donne´s U, V,W ∈ O(E)
W ⊂ e(U ∩V )⇐⇒W ⊂ ei(U ∩V ) pour tout i
⇐⇒W ⊂ ei(U)∩ ei(V ) pour tout i
⇐⇒W ⊂ e(U)∩ e(V )
Preuve de ii). Si Xi ⊂ Z pour tout i, alors eZ ⊂ ei pour tout i, donc eZ ⊂ e = eY .
Inversement, Xi ⊂ Y pour tout i puisque e ⊂ ei.
On appelle Y la re´union des Xi
On a donc aussi une intersection note´e ∩Xi : c’est la re´union des sous-lieux
contenus dans tous les Xi. Je ne connais pas de formule ge´ne´rale pour le projecteur
associe´ a` une intersection (voir cependant Lemme 10). On de´montrera plus loin
que
X ∩(Y ∪Z) = (X ∩Y )∪(X ∩Z)
quels que soient les sous-lieux X, Y, Z de E (ce n’est pas imme´diat). Mais
l’intersection n’est pas distributive par rapport aux re´unions infinies (*).
5 - Images directes.
Soit f : E −→ F un morphisme de lieux. L’application f∗f
∗ : O(F ) −→ O(F )
est le projecteur associe´ a` un sous-lieu Im(f) de F . D’apre`s le lemme 2, Im(f) est
le plus petit sous-lieu de F par lequel f se factorise. Pour tout sous-lieu X de E,
on de´finira l’image directe de X par
f(X) = Im(f iX)
[[voir note ci-dessous (**)]]
Lemme 4. Les images directes sont transitives : e´tant donne´s deux morphismes
de lieux f : E −→ F, g : F −→ G et un sous-lieu X de E, on a
(gf)(X) = g(f(X)).
(*) Contre exemple : soit γR le lieu ge´ne´rique de R (cf plus loin en 11) ; comme
R est sans point isole´ on a γR ∩ [{x}] = ∅ pour tout x dans R. D’ou`
γR ∩ ( ∪
x∈R
[{x}]) = γR 6= ∅ = ∪
x∈R
(γR ∩ [{x}]) .
(**) on a la formule fort utile
ef(X) = f∗eXf
∗
En effet : (fiX)∗(fiX)
∗ = f∗(iX)∗(iX)
∗f∗ = f∗eXf
∗
Preuve. Soit Y = f(X), et conside´rons le diagramme commutatif
X
u
−−−−−→ Y
i
X
y
y iY
E −−−−−→
f
F
Puisque Y est le plus petit sous-lieu de F par lequel fiX se factorise, on a
Im(u) = Y , d’ou` u∗u
∗(V ) = V pour tout V ∈ O(Y ). Si h = gfiX , on a donc
h∗h
∗ = g∗(iY )∗u∗u
∗(iY )
∗g∗ = g∗(iY )∗(iY )
∗g∗
Lemme 5. Pour tout morphisme de lieux f : E −→ F et toute famille (Xi) de
sous-lieux de E, on a
f(∪
i
Xi) = ∪
i
f(Xi)
[[voir une autre preuve dans la note ci-dessous :(*)]]
(*) On a
∀i, ef(Xi) = f∗eXif
∗ et ef(∪
i
Xi)
= f∗e∪
i
Xi
f∗
On a par de´finition de e
∪
i
f(Xi)
: pour tous W,W ′ ouverts de F ,
W ′ ⊂ e
∪
i
f(Xi)
(W )⇐⇒ ∀i, W ′ ⊂ (ef(Xi))(W )
⇐⇒ ∀i, W ′ ⊂ (f∗eXif
∗)(W )
⇐⇒ ∀i, f∗(W ′) ⊂ eXi(f
∗(W ))
⇐⇒ f∗(W ′) ⊂ (e
∪
i
Xi
(f∗(W ))
⇐⇒ W ′ ⊂ f∗(e∪
i
Xi
)(f∗(W ))
⇐⇒ W ′ ⊂ (ef(∪
i
Xi)
)(W )
d’ou` : f(∪
i
Xi) = ∪
i
f(Xi).
Preuve. On de´finit la somme disjointe S des lieux Xi par
O(S) = ΠiO(Xi)
Les inclusions ui : Xi −→ S e´tant donne´es par u
∗
i = pri. Les plongementsXi −→ E
donnent un morphisme u : S −→ E
u∗(V ) = (eXi(V ))i
La re´union des Xi est l’image de u :
en effet, pour tout (Wi)i ∈ O(S) et tout V ∈ O(E), on a
V ⊂ u∗((Wi)i)⇐⇒ u
∗(V ) ⊂ (Wi)i
⇐⇒ (eXi(V )) ⊂ (Wi)i
⇐⇒ V ⊂Wi pour tout i
Donc u∗u
∗(V ) est le plus grand e´le´ment de O(E) contenu pour tout i dans eXi(V ).
Notons T la somme disjointe des f(Xi) et v : T −→ F le morphisme naturel.
Conside´rons le diagramme commutatif
S
f ′
−−−−−→ T
u
y
y v
E −−−−−→
f
F
on a
f(∪
i
Xi) = f(Imu) = Im(fu) (lemme 4)
= Im(vf ′) = v(Im f ′) (lemme 4)
= v(T ) = ∪
i
f(Xi)
6 - Images re´ciproques.
Soient E
f
−→F un morphisme de lieux et Y un sous-lieu de f . D’apre`s le
lemme 5, l’ensemble des sous-lieux X de E tels que f(X) ⊂ Y a un plus grand
e´le´ment que nous noterons f−1(Y ). Plus ge´ne´ralement, pour qu’un morphisme de
la forme h : A −→ E se factorise par f−1(Y ), il faut et il suffit que fh se factorise
par Y : en effet
Imh ⊂ f−1(Y )⇐⇒ f(Imh) ⊂ Y ⇐⇒ Im(fh) ⊂ Y
Autrement dit, on a le diagramme carte´sien
f−1(Y ) −−−−−→ Y
y
y
E −−−−−→ F
[[voir note ci-dessous :(*)]]
7 - Sous-lieux ouverts.
Soient E un lieu et U,H ∈ O(E). Nous noterons eU (H) le plus grand
W ∈ O(E) tel que W ∩U ⊂ H. On ve´rifie que eU est le projecteur associe´
a` un sous-lieu que nous noterons provisoirement [U ]. Les deux lemmes suivants
permettrons d’enlever les crochets.
Lemme 6. a) Pour tout sous-lieu X de E et tout U ∈ O(E)
X ⊂ [U ]⇐⇒ eX(U) = 1E
(*) i) Si iX de´signe l’inclusion d’un sous-lieu X dans E et Z un autre sous-lieu,
on la formule i−1(Z) = Z ∩X comme cas particulier d’image inverse.
ii) On ve´rifie aussi sans difficulte´ la commutation des images inverses aux inter-
sections quelconques :
f−1(∩
i
(Xi)) = ∩
i
f−1(Xi)

b) Etant donne´s U, V ∈ O(E) on a
[U ∩V ] = [U ]∩[V ], eU ∩ V = eUeV = eV eU et U ⊂ V ⇐⇒ [U ] ⊂ [V ]
c) Pour toute famille (Vi) d’e´le´ments de O(E), on a
∪
i
[Vi] = [∪
i
Vi]
d) Pour tout morphisme de lieux f : E −→ F et tout V ∈ O(F ) on a
f−1([V ]) = [f∗(V )]
Preuve.
a) Si X ⊂ [U ], alors 1E = eU (U) ⊂ eX(U). Inversement, si eX(U) = 1E , alors
pour tout H ∈ O(E)
eU (H) ⊂ eX(eU (H)) = eX(U ∩ eU (H)) = eX(U ∩H) ⊂ eX(H)
b) Si U ⊂ V , alors pour tout H ∈ O(E)
eV (H)∩U ⊂ eV (H)∩V ⊂ H
donc eV (H) ⊂ eU (H), d’ou` [U ] ⊂ [V ].
Inversement, si [U ] ⊂ [V ], alors 1E = eV (V ) ⊂ eU (V ), donc U ⊂ V .
Pour tous W,H ∈ O(E) on a
W ⊂ eU ∩V (H)⇐⇒W ∩U ∩V
⇐⇒W ∩U ⊂ eV (H)
⇐⇒W ⊂ eU (eV (H))
donc eU ∩V = eUeV .
Si X est un sous-lieu de E contenu dans [U ] et [V ] on a donc pour tout
H ∈ O(E)
eX(H) = eXeX(H) ⊃ eXeV (H) ⊃ eUeV (H) = eU ∩ V (H)
donc [U ]∩[V ] ⊂ [U ∩V ] ; et on a de´ja` prouve´ l’inclusion inverse.

c) Posons X = ∪
i
[Vi] et U = ∩
i
Vi. Pour tout W,H ∈ O(E) on a
W ⊂ eX(H)⇐⇒ ∀i, W ⊂ eVi(H)
⇐⇒ ∀i, W ∩Vi ⊂ H
⇐⇒ W ∩U ⊂ H
⇐⇒ W ⊂ eU (H)
d) Posons U = f∗(V ). Prouvons que f([U ]) ⊂ [V ]. Soit g la compose´e
[U ] −→ E −→ F . Pour tout H ∈ O(E) on a
f∗(eV (H))∩U = f
∗(eV (H)∩V ) = f
∗(H ∩V ) ⊂ f∗(H)
donc f∗(eV (H)) ⊂ eUf
∗(H) d’ou` eV (H) ⊂ f∗eUf
∗(H) = g∗g
∗(H).
Inversement, soit X un sous-lieu de E tel que f(X) ⊂ [V ]. Soit h = fiX la
restriction de f a` X . On a
1F = eV (V ) ⊂ h∗h
∗(V )
donc
1E = f
∗(1F ) ⊂ h
∗(V ) = eX (f
∗(V ))
d’ou` X ⊂ [f∗(V )] d’apre`s (a).
Lemme 7. Soient X un sous-lieu de E et U ∈ O(E). Pour tout V ∈ O(E)
V ⊂ eX(U)⇐⇒ [V ]∩X ⊂ [U ].
Preuve. Soit i le plongement de X dans E. On a
V ⊂ eX(U)⇐⇒ V ⊂ i∗i
∗(U)
⇐⇒ i∗(V ) ⊂ i∗(U)
⇐⇒ X ∩[V ] ⊂ X ∩[U ] lemme 6, b) et d)
⇐⇒ X ∩[V ] ⊂ [U ].
Nous pouvons donc identifier O(E) a` une partie de l’ensemble SL(E) des sous-
lieux de E, stable par intersections finies et re´unions quelconques, et nous parlerons
simplement d’“ouverts” de E. Le lemme 7 permet de faire tous les “calculs” dans
SL(E).

8 - Sous-lieux ferme´s.
Etant donne´ un ouvert V de E, nous de´finissons le comple´mentaire E−V par
eE−V (H) = H ∪V pour tout ouvert H.
Lemme 8. Pour tout sous-lieu X de E
V ∪X = E ⇐⇒ E − V ⊂ X
V ∩X = ∅ ⇐⇒ X ⊂ E − V
(Corollaire : (E − U = E − V ) =⇒ U = V )
Preuve. a) Pour tout ouvert H de E on a
eX(H) ⊂ eX(H ∪V ) = eX (H ∪V )∩ eV (H ∪V )
= eX ∪V (H ∪V )
donc si X ∪V = E, eX(H) ⊂ H ∪V = eE−V (H).
Inversement, prouvons que V ∪(E − V ) = E. Pour tout ouvert H
eV (H)∩ eE−V (H) = (eV (H)∩V )∪(eV (H)∩H)
⊂ H ∪H = H
b) On a V ∩(E − V ) = ∅. En effet, si X est un sous-lieu contenu dans V et
E − V , alors pour tout ouvert H on a
eX(H) = eXeX(H) ⊃ eV eE−V (H)
= eV (H ∪V ) = E
Le reste de la proposition de´coule du lemme suivant applique´ a` g = iX .
Lemme 9. Pour tout morphisme de lieux g : A −→ E, on a
g−1(E − V ) = A− g−1(V ).
Preuve. Soient h : B −→ F un morphisme de lieux et W un ouvert de F . Pour
que h se factorise que F −W , il faut et il suffit que h−1(W ) = ∅. En effet,

h se factorise par F −W ⇐⇒ h∗h
∗(U) ⊃ eF−W (U) ∀U ∈ O(E)
⇐⇒ h∗(U) ⊃ h∗eF−W (U) ∀U ∈ O(F )
⇐⇒ h∗(U) ⊃ h∗(U ∪W ) = h∗(U)∪h∗(W ) ∀U ∈ O(F )
⇐⇒ h∗(W ) = ∅
Par conse´quent,
h : B −→ A se factorise par A− g−1(V )⇐⇒ h−1g−1(V ) = ∅
⇐⇒ gh se factorise par E − V
⇐⇒ h se factorise par g−1(E − V )
Lemme 8 bis. X ∪(E − V ) = E ⇐⇒ V ⊂ X ,
X ∩(E − V ) = ∅ ⇐⇒ X ⊂ V .
Preuve. a) V ⊂ X veut dire : eX(H) ⊂ eV (H), ou encore : eX(H)∩V ⊂ H, pour
tout H ∈ O(E).
X ∪(E − V ) = E veut dire eX(H)∩(H ∪V ) = H, ce qui revient au meˆme.
b) Si X ⊂ V , alors X ∩(E − V ) = ∅ puisque V ∩(E − V ) = ∅.
Si X ∩(E − V ) = ∅, alors ∅ = i−1X (E − V ) = X − i
−1
X (V ),
donc i−1X (V ) = X , d’ou` X ⊂ V .
Remarques : a) Pour toute famille (Vi)i d’ouverts de E, on a
E − ∪
i
Vi = ∩
i
(E − Vi)
En effet, soit V = ∪
i
Vi. Pour tout sous-lieu X de E
X ⊂ E − V ⇐⇒ eX(H) ⊃ H ∪V pour tout h
⇐⇒ eX(H) ⊃ H ∪Vi pour tout h et tout i
⇐⇒ X ⊂ E − Vi pour tout i.
b) Quels que soient les ouverts V,W on a
E − (V ∩W ) = (E − V )∪(E −W )

En effet, si F = E − (V ∩W ), on a pour tout ouvert H
eF (H) = H ∪(V ∩W ) = (H ∪V )∩(H ∪W )
= eE−V (H)∩ eE−W (H)
Les comple´mentaires des ouverts ont donc bien les proprie´te´s ge´ne´rales des
ferme´s d’un espace topologique. L’application U 7−→ E − U est une bijection
de´croissante entre les ouverts et les ferme´s, elle transforme les intersections finies
en re´unions finies et les re´unions en intersection.
9 - Intersections des sous-lieux avec les ouverts et les ferme´s.
On n’a pas de formule ge´ne´rale pour le projecteur associe´ a` l’intersection de
deux sous-lieux, cependant
Lemme 10. Soit X un sous-lieu de E.
Pour tout ouvert U on a : eU ∩X = eUeX
et pour tout ferme´ F : eF ∩X = eXeF .
Preuve. a) Etant donne´s des ouverts V et H
V ⊂ eX ∩U (H)⇐⇒ V ∩X ∩U ⊂ H
⇐⇒ V ∩U ⊂ eX(H)
⇐⇒ V ⊂ eUeX(H)
b) Pour tout ouvert H, on a
eXeF (H) ⊂ eX ∩F eX ∩F (H) = eX ∩F (H)
Il suffit donc de ve´rifier que e = eXeF est le projecteur associe´ a` un sous-lieu. Soit
V l’ouvert comple´mentaire de F . Pour tout ouvert H, on a
e(H) = eX (V ∪H)
eF e(H) = eX (V ∪H)∪V = eX(V ∪H)
et donc ee(H) = e(H). Les autres proprie´te´s sont e´videntes.
[[voir corollaire ci-dessous(*)]]
(*) Corollaire : Soient V et W deux ouverts de E et X un sous-lieu, alors on a :
X ∩(V ∪W ) = (X ∩V )∪(X ∩W )
(La ve´rification est imme´diate.)

Lemme 11. Soient X, Y, L trois sous-lieux de E. Si L est ouvert ou ferme´, alors
L∩(X ∪Y ) = (L∩X)∪(L∩Y )
Preuve. Posons M = L∩(X ∪Y ), N = (L∩X)∪(L∩Y ). Si L est ouvert, on a
pour tout ouvert H
eM (H) =eLeX ∪ Y (H) = eL(eX(H)∩ eY (H)
= eLeX(H)∩ eLeY (H)
= eL∩X(H)∩ eL∩Y (H) = eN (H)
et si L est ferme´
eM (H) = eX ∪Y eL(H) = eXeL(H)∩ eY eL(H)
= eX ∩L(H)∩ eY ∩L(H) = eN (H)
10 - Inte´rieur, exte´rieur, adhe´rence, frontie`re.
On a encore pour un sous-lieu quelconque X de E la tripartition usuelle en
inte´rieur, frontie`re et exte´rieur.
De´finitions :
IntX = plus grand ouvert contenu dans X
X = plus petit ferme´ contenant X
∂X = X ∩(E − IntX)
Ext X = plus grand ouvert de E disjoint de X .
Commentons la de´finition de l’exte´rieur. On montrera plus loin que l’ensemble
des sous-lieux Y de E tels que X ∪Y = E a un plus petit e´le´ment Xc. Mais
celui-ci n’est pas ne´cessairement disjoint de X (i.e. X n’a pas toujours un
“comple´mentaire”) et son inte´rieur peut eˆtre strictement plus grand que l’exte´rieur
de X .
Ve´rifions les relations usuelles entre IntX , ExtX , X et ∂X .
1) X = E − ExtX (imme´diat)
2) ∂X = E − (IntX ∪ExtX) parce que
X ∩(E − IntX) = (E − ExtX)∩(E − IntX)
= E − (ExtX ∪ IntX)

3) IntX ∪ ∂X = X : soit e le projecteur associe´ a` IntX ∪(E−ExtX ∪ IntX)).
On a pour tout ouvert H
e(H) = eIntX(H)∩(H ∪ExtX ∪ IntX)
= H ∪(eIntX(H)∩ExtX)∪(eIntX(H)∩ IntX)
Le dernier terme est contenu dans H ; d’autre part, ExtX ⊂ eIntX(H) puisque
ExtX ∩ IntX = ∅. Donc
e(H) = H ∪ExtX.
4) ExtX ∪ ∂X = E − IntX . En effet
IntX ∩(ExtX ∪ ∂X) = (IntX ∩ExtX)∪(IntX ∩ ∂X)
= ∅
IntX ∪ExtX ∪ ∂X = ExtX ∪X d’apre`s (3)
= E
5) X dense ⇐⇒ eX (∅) = ∅.
11 - Lieu ge´ne´rique, “l’intersection des comple´mentaires”.
Pour tout ouvert H de E, soit
eγ(H) = IntH = Ext(Ext(H))
L’application eγ est le projecteur associe´ a` un sous-lieu γ = γ(E) :
Il est clair que H ⊂ eγ(H). Comme eγ(H) ⊂ H on a eγ(H) ⊂ H d’ou`
eγeγ = eγ .
Prouvons que pour tout couple d’ouverts H,K
eγ(H ∩K) = eγ(H)∩ eγ(K)
Puisque H ∩K ⊂ H ∩K, l’inclusion ⊃ est claire.
Inversement, soit V un ouvert contenu dans H ∩K. Puisque V ⊂ H, alors H ∩V
est dense dans V ; de meˆme K ∩V est dense dans V . Donc H ∩K ∩V est dense
dans V , d’ou` V ⊂ H ∩K.
Proposition 1 et de´finition. γ(E) est le plus petit sous-lieu dense de E. On
l’appellera lieu ge´ne´rique de E.

Preuve. a) γ(E) est dense dans E. En effet, soit V un ouvert de E disjoint de
γ(E). On a γ(E) ⊂ E − V , donc
eγ(∅) ⊃ eE−V (∅) = V
or eγ(∅) = ∅.
b) Soit X un sous-lieu dense de E. Il faut montrer que pour tout ouvert H
de E, on a eX(H) ⊂ H. Soit V = eX(H)∩ExtH. On a V ∩X ⊂ H et V ∩H = ∅,
d’ou` V ∩X = ∅, et V = ∅.
Soit X un sous-lieu contenu dans tous les ouverts denses. Soient H un ouvert
de E et V = H ∪ExtH, qui est dense. On a :
eV (H) = Ext (ExtH) = IntH = eγ(H), donc eX(H) ⊃ eγ(H).
Par conse´quent, γ(E) est ainsi l’intersection de tous les ouverts denses.
Lemme 12. Pour tout ferme´ F de E, on a
γ(E)∩F = γ(E)∩ IntF.
Preuve. Soit V l’ouvert comple´mentaire de F . D’apre`s le lemme 9, γ(E)∩F est le
sous-lieu de γ(E) comple´mentaire de γ(E)∩V . Soit W = IntF = ExtV . Puisque
V ∪W est dense dans E, on a γ(E) ⊂ V ∪W , donc(*)
(γ(E)∩V )∪(γ(E)∩W ) = γ(E)
V ∩W = ∅
et d’apre`s le lemme 8, γ(E)∩W est le comple´mentaire de γ(E)∩V dans γ(E).
(*) corollaire lemme 10.

II - IMAGE RECIPROQUE D’UNE REUNION
1) Il s’agit de de´montrer la proposition suivante :
Etant donne´s un morphisme de lieux Y
f
−→X et deux sous-lieux A, B de X , on a
f−1(A∪B) = f−1(A) ∪ f−1(B)
——
Lemme 1. Soient U un ouvert de X et F le ferme´ comple´mentaire. Soient
X ′ = U ⊔ F la somme disjointe de U et F , et p : X ′ −→ X le morphisme
canonique. L’application A 7−→ p−1(A) est une bijection entre sous-lieux de X et
sous-lieux de X ′.
Preuve. 1) Soit A un sous-lieu de X . D’apre`s le lemme 9 applique´ a` l’inclusion
A →֒ X , on a
A = (A∩U)∪(A∩F )
or
(A∩U)∪(A∩F ) = p(p−1(A))
2) Soient B un sous-lieu de U et C un sous-lieu de F . D’apre`s le corollaire du
lemme 10, on a
U ∩(B ∪C) = (U ∩B)∪(U ∩C)
donc U ∩(B ∪C) = B
F ∩(B ∪C) = (F ∩B)∪(F ∩C)
donc F ∩(B ∪C) = C.
Par conse´quent p−1p(A′) = A′ pour tout sous-lieu A′ de X ′.
2) L’alge`bre de Boole b(X) engendre´e par les ouverts.
Pour toute famille finie U1, . . . , Un d’ouverts de X , soit At(U1, . . . , Un)
l’ensemble des sous-lieux non-vides de la forme
H1 ∩ . . .∩Hn
avec Hi = Ui ou H = X − Ui.

Soit b(U1, . . . , Un) l’ensemble des re´unions (y compris ∅) de sous-lieux appar-
tenant a` At(U1, . . . , Un).
Corollaire 1 du lemme 1. Soient X ′ la somme disjointe des sous-lieux ap-
partenant a` At(U1, . . . , Un) et X
′
p
−→X le morphisme naturel. L’application
A 7−→ p−1(A) est une bijection entre sous-lieux de X et sous-lieux de X ′ (et
donc commute aux re´unions).
Corollaire 2. b(U1, . . . , Un) est stable par unions et intersections dans l’ensemble
des sous-lieux de X , et c’est une alge`bre de Boole pour ces ope´rations.
Lemme 2. Pour tout H ∈ b(U1, . . . , Un) on a f
−1(H) ∈ b(f−1(U1), . . . , f
−1(Un)),
et l’application
H 7−→ f−1(H)
b(U1, . . . , Un) −→ b(f
−1(U1), . . . , f
−1(Un))
est un morphisme d’alge`bre de Boole.
Preuve. Si H appartient a` At(U1, . . . , Un) alors f
−1(H) est vide ou dans
At(f−1(U1), . . . f
−1(Un)) d’apre`s le lemme 9. Soit Y
′ la somme disjointe des atomes
sur f−1(U1), . . . , f
−1(Un). On a donc un diagramme carte´sien
Y ′ −−−−−→ X ′
q
y
y p
Y −−−−−→ X
d’ou` le re´sultat d’apre`s les deux corollaires pre´ce´dents.
Soit maintenant b(X) l’ensemble des sous-lieux de X qui sont dans b(U1, . . . , Un)
pour au moins une famille finie d’ouverts U1, . . . , Un.
Proposition 1. a) b(X) est stable par intersections et unions (finies) dans
l’ensemble des sous-lieux de X et c’est une alge`bre de Boole.

b) Pour tout H ∈ b(X), on a f−1(H) ∈ b(Y ), et l’application H 7−→ f−1(H)
est un morphisme d’alge`bres de Boole b(X) −→ b(Y ).
c) si A, B sont deux sous-lieux de X et si H ∈ b(X), alors H ∩(A∪B) =
(H ∩A)∪(H ∩B).
Preuve. Le point a) re´sulte de
b(U1, . . . , Un)∪ b(V1, . . . Vp) ⊂ b(U1, . . . , Un, V1, . . . , Vp)
Le point (b) est le lemme 2. Point (c) : corollaire 1 du lemme 1.
Lemme 3. Tout sous-lieu de X est intersection filtrante de sous-lieux de b(X).
Preuve. Soit A un sous-lieu de X . Pour tout ouvert V de X , soit l’e´le´ment de b(X)
suivant :
DV = V ∪(X − eA(V ))
DV appartient b(X) ; on va montrer que
A = ∩
V
DV
d’ou` le re´sultat puisque b(X) est stable par intersections finies.
a) A ⊂ DV pour tout ouvert V de X . On a, pour tout ouvert W de X ,
eDV (W ) = eV (W )∩(W ∪ eA(V ))
=W ∪(eV (W )∩ eA(V ))
or eA(V )∩A ⊂ V , donc
eV (W )∩ eA(V )∩A ⊂ eV (W )∩V ⊂W
et
eV (W )∩ eA(V ) ⊂ eA(W )
b) Soit A′ l’intersection de DV . Pour tout ouvert V , on a
eA′(V ) ⊃ eDV (V ) = V ∪(eV (V )∩ eA(V )) = eA(V )
donc A′ ⊂ A.

Lemme 4. Soient A un sous-lieu de X et (Bi) une famille de sous-lieux de X .
On a (*) :
A∪(∩
i
Bi) = ∩
i
(A∪Bi)
Preuve. ⊂ est e´vidente. Supposons ⊃ fausse. D’apre`s la le lemme 3 il existe alors
H ∈ b(X) tel que I = A∪(∩
i
Bi) soit inclus dans H et J = ∩
i
(A∪Bi) ne soit pas
inclus dans H
Soit K le comple´mentaire de H dans b(X). On a
I ∩K = ∅ J ∩K 6= ∅
d’apre`s la proposition 1, b applique´e aux inclusions I →֒ X , J →֒ X . Or
K ∩(A∪Bi) = (K ∩A)∪(K ∩Bi) (prop.1, c)
= K ∩Bi
(*) Remarque : si X est un lieu, l’ensemble des sous-lieux de X , note´ S(X) muni
de l’inclusion n’est pas un lieu en ge´ne´ral : en effet (cf [I,4]) l’intersection n’est
pas en ge´ne´ral distributive par rapport aux unions quelconques. Le lemme ci-
dessus montre que S(X) devient un lieu lorsqu’on le munit de la relation d’ordre
⊃. Le contre-exemple de [I,4] montre que ce lieu n’est pas en ge´ne´ral boole´en
(contrairement a` ce qui ce passe en topologie “ordinaire”).
Les formules de´ja` e´tablies entrainent que l’application qui a` tout ouvert U de
X associe X \ [U ] de´finit un morphisme de lieu qX : S(X) −→ X . De plus si X
et Y sont deux lieux et f : X −→ Y un morphisme de lieux l’application “image
inverse” de S(Y ) dans S(X) de´finit un morphisme de lieux F rendant commutatif
le diagramme
S(X)
F
−−−−−→ S(Y )
qX
y
y qY
X −−−−−→
f
Y
Autrement dit X 7→ S(X) de´finit un foncteur de la cate´gorie des lieux dans elle-
meˆme, et la famille (qX : S(X) −→ X)X un morphisme de ce foncteur dans le
foncteur identite´.

d’ou` K ∩ J ⊂ ∩
i
Bi ⊂ I, K = ∅, H = X , J ⊂ H, contradiction.
Corollaire. Si (Ai)i et (Bj)j sont deux familles de sous-lieux de X , alors
(∩
i
Ai)∪(∩
j
Bj) = ∩
i,j
(Ai ∪Bj).
Preuve. Posons A = ∩
i
Ai, B = ∩
j
Bj .
Le lemme 4 donne
A∪B = ∩
j
A∪Bj
et aussi A∪Bj = ∩
i
Ai ∪Bj d’ou` le re´sultat.
——–
3) Fin de la preuve du re´sultat principal.
Posons :
A = ∩
i
Hi, B = ∩
j
Kj , avec Hi, Kj ∈ b(X)
On a
f−1(A) = ∩
i
f−1(Hi)
f−1(B) = ∩
j
f−1(Kj)
f−1(A∪B) = f−1(∩
i,j
(Hi ∪Kj)) (cor. lemme 4)
= ∩
i,j
f−1(Hi ∪Kj)
= ∩
i,j
(f−1(Hi)∪(f
−1(Kj) (prop.1, b)
= (∩
i
f−1(Hi))∪(∩
j
f−1(Kj)) (cor. lemme 4)
= f−1(A)∪ f−1(B).

III - THEORIE DE LA MESURE DANS LES LIEUX REGULIERS
1. De´finitions.
De´finition 1. Nous appellerons mesure (borne´e) sur un lieu E toute applica-
tion
µ : Ouv(E) −→ R+ ayant les proprie´te´s suivantes
µ(∅) = 0
U ⊂ V =⇒ µ(U) ≤ µ(V )
µ(U ∪V ) = µ(U) + µ(V )− µ(U ∩V )
µ(∪
i
Vi) = sup
i
µ(Vi) pour toute famille filtrante croissante
(Si E est un espace a` base de´nombrable, on de´montre que cette notion est
e´quivalente a` celle de mesure bore´lienne (positive borne´e)).
On prolonge la mesure a` l’ensemble des sous-lieux par
µ(X) = inf{µ(V ) | V voisinage de X}
Lemme 1. Pour toute suite croissante (Xn)n∈N de sous-lieux de E on a
µ(∪
n
Xn) = sup
n
µ(Xn).
Preuve. Soit ε > 0, et prenons une suite (εn) a` termes > 0 telle que Σεn < ε. Pour
tout n, soit Vn un voisinage de Xn tel que µ(Vn)− µ(Xn) < εn.
Posons Wn =
n
∪
k=0
Vk, W = ∪
n
Wn = ∪
n
Vn. On a
µ(Wn)− µ(Xn) ≤
n∑
k=0
εk
(ve´rification par re´currence :
µ(Wn+1) = µ(Wn) + µ(Vn+1)− µ(Wn ∩Vn+1)
≤ µ(Wn) + µ(Vn+1)− µ(Xn)
(puisque Wn ∩Vn+1 est un voisinage de Xn)
≤ µ(Wn)− µ(Xn) + µ(Xn+1) + εn+1.)

et donc
µ(W )(= supµ(Wn)) ≤ ε+ supµ(Xn)
Ceci implique µ(∪Xn) ≤ sup
n
µ(Xn) ; l’ine´galite´ inverse est triviale.
De´finition 2. Un lieu est re´gulier si pour tout ouvert U de E, les ouverts V
tels que V ⊂ U recouvrent U(*).
Nous supposons de´sormais que le lieu E est re´gulier.
Le but de cette section est d’e´tablir deux re´sultats sans e´quivalent dans la
the´orie classique.
1) Additivite´ stricte pour la mesure des sous-lieux
µ(A∪B) = µ(A) + µ(B)− µ(A∩B)
2) Re´duction : Pour tout sous-lieu A de E, l’ensemble des sous-lieux A′ de A
tel que µ(A′) = µ(A) a un plus petit e´le´ment Rµ(A).
2. Restriction d’une mesure a` un sous-lieu.
Lemme 2. Tout sous-lieu de E est intersection de ses voisinages.
Preuve. Soit A un sous-lieu de E. Il suffit de montrer que
eA(H) = ∪
V
eV (H), (V voisinage de A)
Soit W un ouvert tel que W ⊂ K = eA(H). L’ouvert
V = (E −W )∪H
est un voisinage de A. En effet
A∩V = (A∩(E −W ))∪(A∩H)
= (A∩(E −W ))∪(A∩K)
= A∩(K ∪(E −W )) = A∩E = A.
(*) Si X est un espace re´gulier alors le lieu associe´ est re´gulier ; Voir V, corollaire
a` la proposition 5.

Or W ∩V =W ∩H ⊂ H donc
W ⊂ eV (H)
Puisque eA(H) est recouvert par les W tels que W ⊂ eA(H), la proposition est
de´montre´e.
Lemme 3. Pour tout ouvert U de E, on a
µ(U) + µ(E − U) = µ(E).
Preuve. Soit (Vα) la famille des voisinages de E − U , et posons Wα = Ext(Vα).
Les Wα forment une famille filtrante croissante dont la re´union est U , d’ou`
µ(U) = supµ(Wα)
or µ(Wα) + µ(Vα) ≤ µ(E), d’ou` µ(U) + µ(E − U) ≤ µ(E).
Lemme 4. Pour tout ouvert U de E et tout sous-lieu A on a
µ(A) = µ(A∩U) + µ(A∩(E − U)).
Preuve. Soit W un voisinage de A. La restriction de µ a` Ouv(W ) est une mesure,
donc d’apre`s le lemme 3
µ(W ) = µ(W ∪U) + µ(W ∩(E − U))
≥ µ(A∩U) + µ(A∩(E − U)
donc
µ(A) ≥ µ(A∩U) + µ(A∩(E − U)).
Corollaire 1. Etant donne´s deux ouverts U , V de E et un sous-lieu A, on a
µ(A∩(U ∪V )) = µ(A∩U) + µ(A∩V )− µ(A∩U ∩V )
Preuve. D’apre`s le lemme 4 on a
µ(A∩(U ∪V )) = µ(A)− µ(A∩(E − U)∩(E − V ))

d’autre part
µ(A) = µ(A∩U) + µ(A∩(E − U))
= µ(A∩U ∩V ) + µ(A∩U ∩(E − V )) + µ(A∩(E − U)∩V )
+ µ(A∩(E − U)∩(E − V ))
donc
µ(A∩(U ∪V )) = µ(A∩U ∩V )) + µ(A∩U ∩(E − V ) + µ(A∩(E − U)∩V )
= µ(A∩U) + µ(A∩(E − U)∩V )
= µ(A∩U) + µ(A∩(E − U)∩V ) + µ(A∩U ∩V )− µ(A∩U ∩V )
= µ(A∩U) + µ(A∩V )− µ(A∩U ∩V )
Lemme 5. Pour toute famille filtrante croissante (Vα) d’ouverts de E et tout
sous-lieu A, on a
µ(A∩(∪
α
Vα) = sup
α
µ(A∩Vα)
Corollaire. Restriction d’une mesure.
Soient A un sous-lieu de A et i : A −→ E l’inclusion. L’application :
V 7−→ µ(i(V ))
Ouv (A) −→ R+
est une mesure sur A.
Preuve du lemme 5.
≥ : parce que A∩(∪Vα) ⊃ A∩Vα
≤ : soit ε > 0 et W un voisinage de A tel que µ(W )− µ(A) < ε.
Pour tout α on a
µ(A∩Vα) + µ(A∩(E − Vα)) = µ(A) (lemme 4)
µ(W ∩Vα) + µ(W ∩(E − Vα) = µ(W )
donc µ(W ∩Vα) ≤ µ(A∩Vα) + ε
µ(A∩UVα) ≤ µ(W ∩(UVα)) = supµ(W ∩Vα)
≤ supµ(A∩Vα) + ε

3. Sous-lieux re´duits et additivite´ de la mesure.
Proposition 1 et de´finition. Pour tout sous-lieu A de E, l’ensemble des sous-
lieux A′ ⊂ A tel que µ(A′) = µ(A) admet un plus petit e´le´ment Rµ(A) (“µ-
re´duction”). On dira que A est µ-re´duit si A = Rµ(A).
Quitte a` restreindre la mesure, on peut supposer A = E.
Preuve. Pour tout ouvert U de E, soit eµ(U) la re´union des ouverts V ⊃ U tels
que µ(V ) = µ(U). Si V et V ′ sont deux tels ouverts, alors
µ(V ∪V ′) = µ(V ) + µ(V ′)− µ(V ∩V ′)
= µ(U) + µ(U)− µ(U) = µ(V )
donc d’apre`s l’axiome des re´unions filtrantes
µ(eµ(U)) = µ(U)
Nous prouvons maintenant que eµ est le projecteur associe´ a` un sous-lieu.
1) U ⊂ V =⇒ eµ(U) ⊂ eµ(V ). En effet
µ(V ∪ eµ(U)) = µ(V ) + µ(U)− µ(V ∩ eµ(U)) = µ(V ).
2) eµ(eµ(U)) = eµ(U) e´vident
3) eµ(U ∩V ) = eµ(U)∩ eµ(V ), en effet
µ(eµ(U)∩ eµ(V )) = µ(U) + µ(V )− µ(eµ(U)∪ eµ(V ))
≤ µ(U) + µ(V )− µ(U ∪V ) = µ(U ∩V )
d’ou` eµ(U)∩ eµ(V ) ⊂ eµ(U ∩V ) ; l’autre inclusion est triviale.
Soit R le sous-lieu de E de´fini par eµ. On va montrer que les voisinages
de R sont exactement les ouverts V tels que µ(V ) = µ(E) d’ou` en particulier
µ(R) = µ(E).
(a) Soit V un voisinage de R. Pour tout ouvert W , on a
Int(W ∪(E − V )) = eV (W ) ⊂ eµ(W ).
Si W = V , cela donne E = eµ(V ), donc µ(V ) = µ(E).

(b) Soit V un ouvert de E tel que µ(V ) = µ(E). Pour tout ouvert H de E,
on a
µ(V ∩H) = µ(V ) + µ(H)− µ(V ∪H) = µ(E) + µ(H)− µ(E)
= µ(H)
Si H = eV (W ), on a V ∩H =W ∩H, d’ou`
µ(eV (W )) = µ(W ) et eV (W ) ⊂ eµ(W ).
Soit maintenant X un sous-lieu de E tel que µ(X) = µ(E). Pour tout voisinage
V de X , on a µ(V ) = µ(E), donc V est un voisinage de R, d’ou` R ⊂ X d’apre`s le
lemme 2.
Lemme 6. Pour toute suite de´croissante (Vn) d’ouverts de E, on a
µ(∩Vn) = inf µ(Vn).
Preuve. Posons I = ∩
n
Vn, Fn = E − Vn, G = ∪
n
Fn. On a G∪ I = E. En effet
G∪(∩
n
Vn) = ∩
n
(G∪Vn) (voir chap. II, lemme 4)
⊃ ∩
n
(Fn ∪Vn) = E.
Par conse´quent µ(I) ≥ µ(E)− µ(G).
Or µ(G) = supµ(Fn) donc
µ(I) ≥ inf(µ(E)− µ(Fn))
= inf µ(Vn) (Lemme 3)
d’ou` l’e´galite´ puisque I ⊂ Vn pour tout n
Lemme 7 (et principal). Pour toute famille filtrante de´croissante (Ai) de sous-
lieux de E, on a
µ(∩
i
Ai) = inf
i
µ(Ai).
Preuve. Soit (Vα) la famille filtrante des voisinages des Ai. On a
∩
α
Vα = ∩
i
Ai
inf µ(Vα) = inf µ(Ai)

Prenons une suite croissante (αn) telle que
lim
n−→∞
µ(Vαn) = inf
α
µ(Vα) (note´ λ).
Soit I = ∩Vn. D’apre`s le lemme 6,
µ(I) = λ
On va montrer que Rµ(I) ⊂ Vα pour tout α, ce qui ache`vera la de´monstration. Il
suffit d’e´tablir
µ(Vβ ∩ I) = µ(I) pour tout β
Or µ(Vβ ∩ I) = inf
n
µ(Vβ ∩Vαn).
Soit γ ≥ β, αn. On a
µ(Vβ ∩Vαn) ≥ µ(Vγ) ≥ λ, cqfd.
The´ore`me 1. Quels que soient les sous-lieux A, B de E, on a
µ(A∪B) = µ(A) + µ(B)− µ(A∩B)
Preuve. Soient (Vα) la famille des voisinages de A et (Wβ) celle des voisinages de
B. On a
µ(A∪B) = inf µ(Vα ∪Wβ)
et d’apre`s le lemme 7 et le lemme 2
µ(A∩B) = inf µ(Vα ∩Wβ)
donc
µ(A∪B) + µ(A∩B) = inf(µ(Vα ∪Wβ) + µ(Vα)∩Wβ))
= inf(µ(Vα) + µ(Wβ) = µ(A) + µ(B) cqfd
Corollaire. Supposons que E soit un espace topologique. Soit A un sous-espace
de E et B le sous-espace comple´mentaire. Si le sous-topos A∩B est vide (ou plus
ge´ne´ralement de mesure nulle) alors A est mesurable.

4. Support fin d’une mesure.
The´ore`me 2 - 1re version(*). L’ensemble des sous-lieux µ-re´duits de E, ordonne´
par inclusion, est une alge`bre de Boole comple`te. Elle constitue donc l’ensemble
des ouverts d’un lieu B(E, µ). L’application V 7−→ Rµ(V ) de´finit un morphisme
B(E, µ)
ϕ
−→E. La mesure des sous-lieux de´finit une mesure sur B(E, µ).
La preuve re´sulte des lemmes suivants.
Lemme 8. Toute re´union de sous-lieux µ-re´duits de E est µ-re´duite.
Preuve. Soit (Ai) une famille de sous-lieux µ-re´duit et A = ∪
i
Ai. Soit A
′ ⊂ A tel
que µ(A′) = µ(A). Pour tout indice i on a
µ(Ai ∩A
′) = µ(Ai) + µ(A
′)− µ(Ai ∪A
′)
= µ(Ai) + µ(A)− µ(A) = µ(Ai).
donc Ai ∩A
′ = Ai puisque Ai est µ-re´duit, d’ou` Ai ⊂ A et A
′ = A.
Lemme 9. De toute famille de sous-lieux re´duits de E on peut extraire une famille
de´nombrable qui a la meˆme re´union.
Preuve. Quitte a` ajouter les re´unions finies, on peut supposer qu’il s’agit d’une
famille filtrante croissante (Ai). Soit (in) une suite croissante d’indices telle que
lim
n
µ(Ain) = sup
i
µ(Ai) (note´ λ).
Posons B = ∪
n
Ain . Je dis que Aj ⊂ B pour tout j. Il suffit de montrer que
µ(Aj ∩B) ≥ µ(Aj). Or
µ(Aj ∩B) ≥ sup µ(Aj ∩Ain)
µ(Aj ∩Ain) = µ(Aj) + µ(Ain)− µ(Aj ∪Ain)
≥ µ(Aj) + µ(Ain)− λ
et lim
n−→∞
µ(Ain)− λ = 0.
Corollaire. Pour toute famille filtrante croissante (Ai) de sous-lieux µ-re´duits de
E on a
µ(∪
i
Ai) = supµ(Ai)
(*) Il n’y a pas de 2me version

(re´sulte du lemme pre´ce´dent en appliquant le lemme 1).
Lemme 10. Pour tout sous-lieu A de E, il existe un sous-lieu B tel que
µ(A∩B) = 0
µ(A∪B) = µ(E)
Preuve. Soit (Vn) une suite de´croissante de voisinage de A telle que
µ(A) = limµ(Vn)
et posons
Bn = E − Vn
B = ∪
n
Bn
On a µ(B) = sup
n
µ(Bn) = sup
n
µ(E)− µ(Vn) = µ(E)− µ(A) donc
µ(B) + µ(A) = µ(E)
Et aussi
µ(A∪B) = sup
n
µ(A∪Bn) = µ(A) + sup
n
µ(Bn)
= µ(A) + µ(B)
D’ou` µ(A∩B) = 0 d’apre`s le the´ore`me 1.
Etant donne´s deux sous-lieux µ-re´duits A, B de E, posons
A∩B = Rµ(A∩B) = le plus grand sous-lieu µ-re´duit contenu dans A et B
Lemme 11. Pour tout sous-lieu µ-re´duit A et toute famille filtrante croissante
(Bi) de sous-lieux µ-re´duits, on a
A∩(∪
i
Bi) = ∪
i
(A∩Bi).
Preuve. D’apre`s le lemme 9, il existe une famille de´nombrable (in) telle que
∪
n
Bin = ∪
i
Bi note´ B
∪
n
(A∩Bin) = ∪
i
(A∩Bi) note´ C

On a alors
µ(A∪B) = lim
n
µ(A∪Bin)
= lim
n
(µ(A) + µ(Bin)− µ(A∩Bin)
= µ(A) + µ(B)− µ(C)
donc µ(C) = µ(A∩B), d’ou` C = A∩B.
La preuve du the´ore`me 2 de´coule maintenant de la proprie´te´ de distributivite´
A∩(B ∪C) = (A∩B)∪(A∩C)
valable quel que soient les sous-lieux A, B, C de E .

IV - ZONES D’ENCHEVETREMENT
1. Zones d’encheveˆtrement. Proposition 1. a) Tout sous-lieu d’un lieu
boole´en est ouvert.[[voir preuve ci-dessous(*).]]
b) Tout sous-lieu de E [[lieu quelconque]] est re´union de ses sous-lieux boole´ens.
c)Tout sous-lieu boole´en B est e´gal au lieu ge´ne´rique de son adhe´rence.
Preuve de b. Soient A un sous-lieu de E et B la re´union des sous-lieux boole´ens de
A. Si B 6= A, il existerait un sous-lieu C tel que B ∩C = ∅ et A∩C 6= ∅ (Preuve :
soit V un ouvert tel que eB(V ) 6= eA(V ). On prend C = eB(V )∩ (E− eA(V )). On
a γ(A ∩ C) ∩B = ∅, or γ(A ∩ C) ⊂ B par de´finition.
Preuve de c. Soit F l’adhe´rence de B. Puisque B est dense dans F , on a γ(F ) ⊂ B,
et donc γ(F ) est un ouvert de B ; son comple´mentaire dans B est intersection de
B et d’un ouvert V de F . On a
∅ = V ∩B ∩ γ(F ) = V ∩ γ(F )
donc V = ∅, d’ou` γ(F ) = B.
De´finition. Soient A et B deux sous-lieux de E. Appelons zone d’encheveˆtrement
de A et B tout ferme´ F tel que A ∩ F et B ∩ F soient denses dans F .
Proposition 2. Il existe une zone d’encheveˆtrement ε(A,B) qui contient toutes
les autres.
Preuve. Soit (Fα) la famille des zones d’encheveˆtrement de A et B , et C sa re´union.
L’adhe´rence de A∩C contient A∩Fα, donc Fα, pour tout α. Mme chose pour B.
Donc C est une zone d’encheveˆtrement, cqfd.
Proposition 3. A ∩B = ε(A,B).
Preuve. Soit F = ε(A,B). Puisque A ∩ F et B ∩ F sont denses dans B, ils
contiennent γ(F ), donc A ∩B est dense dans F .
2. Crite`res de comple´mentabilite´.
(*) Un lieu boole´en e´tant re´gulier, tout sous-lieu est l’intersection de ses voisi-
nages ouverts donc aussi ferme´s donc tout sous-lieu est ferme´ donc ouvert. . . .

Proposition et de´finition 4. Soit X un sous-lieu d’un lieu E. L’ensemble des
sous-lieux Y de E tel queX∪Y = E a un plus petit e´le´ment Xc. Soit F l’adhe´rence
de X ∩Xc. X ∩ F est d’inte´rieur vide relativement a` F . [[Si X ∩Xc = ∅ alors on
dit alors que X posse`de un comple´mentaire (Xc) ou que X est comple´mente´]].
Corollaire. Pour que X ait un comple´mentaire il faut et il suffit que pour tout
ferme´ F 6= ∅ tel que X ∩ F soit dense dans F , on ait IntF (X ∩ F ) 6= ∅.
Preuve de la proposition 4. Soit V un ouvert de E tel que V ∩F ⊂ X ∩F . Soit Y
le comple´mentaire de V ∩ F . On a Y ∪X = E, donc Xc ⊂ Y et Xc ∩ V ∩ F = ∅,
or Xc ∩ F est dense dans F , donc V ∩ F = ∅.
Preuve du corollaire.
Condition ne´cessaire. Soit F un ferme´ tel que X ∩ F soit dense dans F . Alors Xc
n’est pas dense dans F , sinon γ(F ) ⊂ X ∩Xc donc il existe un ouvert V tel que
V ∩Xc = ∅ et V ∩ F 6= ∅.
Condition suffisante : imme´diat.
On suppose maintenant que E est un espace.
Lemme 1. Tout sous-lieu comple´mente´ est un sous-espace.
Lemme 2. Pour tout sous-espace X de E, Xc est le comple´mentaire ponctuel de
X .
Proposition 5. Pour qu’un sous-lieu de E soit comple´mente´, il faut et il suffit
que ce soit un sous-espace et qu’il n’ait pas de zone d’encheveˆtrement avec son
comple´mentaire ensembliste.
Preuve. Soit X un sous-lieu de E. Si X ∩Xc = ∅, alors tout point de E est soit
dans X soit dans Xc. Soit Y , (resp Y ′) le sous-espace forme´ des points de X (resp.
Xc). On a
Y ∪ Y ′ = E, Y ⊂ X
Y ∩ Y ′ = ∅, Y ′ ⊂ Xc
donc Y = X et Y ′ = Xc ; ceci prouve directement la proposition.

V - ANNEXE : SOUS-ESPACES ET SOUS-LIEUX D’UN ESPACE
1. Sous-lieu associe´ a` un sous-espace.
Notations. On fixe pour la suite un espace (topologique. . . ) E. Le lieu associe´ a`
E sera note´ [E] et de meˆme, pour tout sous-espace X de E, le sous-lieu de [E]
associe´ a` X sera note´ [X ]. Si on note i l’inclusion de X dans E, le sous-lieu [X ]
est de´fini par le projecteur i∗i
∗ et donc par la formule :
∀V,W, ouverts de E W ⊂ e[X](V )⇐⇒ W ∩X ⊂ V
Remarque 1 : comparez avec le lemme 7 (ch I).
Remarque 2 : la trace sur X de´finit une bijection canonique entre les ouverts de
[X ], (i.e. les ouverts de [E] fixes par e[X]) et les ouverts de X .
Proposition 1. Soient X et Y deux sous-espaces de E et U un ouvert de E alors :
a) X ⊂ Y =⇒ [X ] ⊂ [Y ].
b) X ⊂ U ⇐⇒ [X ] ⊂ [U ].
c) Si E ve´rifie que tout sous-espace est intersection de ses voisinages (par exemple
si E est se´pare´ ou simplement a` points ferme´s) alors on a l’e´quivalence :
X ⊂ Y ⇐⇒ [X ] ⊂ [Y ].
Preuve. Le a) est clair. Pour b) l’implication directe est donne´e par a) ; pour la
re´ciproque nous avons les e´quivalences :
[X ] ⊂ [U ]⇐⇒ e[U] ⊂ e[X]
⇐⇒ ∀V,W ∈ O(E), W ⊂ e[U](V ) =⇒ W ⊂ e[X](V )
⇐⇒ ∀V,W ∈ O(E), W ∩ U ⊂ V =⇒ W ∩X ⊂ V
En particulier si on prend W = E, V = U on a : X ⊂ U .
Pour c) nous avons (comme ci-dessus) les e´quivalences :
[X ] ⊂ [Y ]⇐⇒ e[Y ] ⊂ e[X]
⇐⇒ ∀V,W ∈ O(E), W ⊂ e[Y ](V ) =⇒ W ⊂ e[X](V )
⇐⇒ ∀V,W ∈ O(E), W ∩ Y ⊂ V =⇒ W ∩X ⊂ V

Posant alors W = E on en de´duit :
[X ] ⊂ [Y ] =⇒ ∀V ∈ O(E), Y ⊂ V =⇒ X ⊂ V
Et donc si tout sous-espace de E est intersection de ses voisinages on a :
[X ] ⊂ [Y ] =⇒ X ⊂ Y .
Remarque 3 : si E ve´rifie les hypothe`ses de b) on a une injection (croissante)
de l’ensemble des sous-espaces de E dans l’ensemble des sous-lieux de [E]. On a
en ge´ne´ral plus de sous-lieux que de sous-espaces : par exemple si E est se´pare´
non vide sans point isole´ alors le lieu ge´ne´rique de E (voir Chap I, par.11) ne
correspond a` aucun sous-espace car il n’a pas de point et il est dense).
2. Intersections avec des ouverts et des ferme´s.
Proposition 2. Soit U un ouvert de E, et X un sous-espace. On a la formule :
[U ∩X ] = [U ] ∩ [X ]
Preuve : On a d’une part (cf I. lemme 10), e[U]∩[X] = e[U]e[X] d’ou`
W ⊂ e[U]∩[X](V )⇐⇒W ∩ U ⊂ e[X](V )⇐⇒ (W ∩ U) ∩X ⊂ V
que l’on peut encore e´crire sous la forme : W ∩ (U ∩X) ⊂ V et ceci est e´quivalent
a` W ⊂ e[U∩X](V ).
Pour les ferme´s de E on a :
Proposition 3 : Soit F = E \ U un ferme´ de E alors :
i) Le sous-lieu [F ] est e´gal a` [E] \ [U ].
ii) Soit X un sous-espace de E, on a [X ∩ F ] = [X ] ∩ [F ].
Preuve : laisse´e au lecteur. . .
3. Union de sous-espaces et union de sous-lieux.
Proposition 4. Soit (Xi)i∈I une famille de sous-espaces de E, on a la formule :
∪
i
[Xi] = [∪
i
Xi]
(autrement dit : le sous-lieu associe´ a` une union de sous-espaces est l’union des
sous-lieux.)

Preuve : par de´finition d’une union de sous-lieux on a
∀U, V ∈ O(E) V ⊂ e
∪
i
[Xi]
(U) ⇐⇒ ∀i, V ⊂ e[Xi](U)
⇐⇒ ∀i, V ∩Xi ⊂ U
⇐⇒ ∪
i
(V ∩Xi) ⊂ U
⇐⇒ V ∩ (∪
i
Xi) ⊂ U
⇐⇒ V ⊂ e[∪
i
Xi]
(U)
Remarque 4 : Si X et Y sont deux sous-espaces on a seulement :
[X ∩ Y ] ⊂ [X ] ∩ [Y ]
Par exemple dans R, les sous-espaces Q et R \ Q sont ensemblistement disjoints
mais e´tant deux parties denses de R, les sous-lieux associe´s [Q] et [R\Q] sont denses
dans [R] et ont donc une intersection dense (car elle contient le lieu ge´ne´rique. . . ).
Proposition 5. Soit X un sous-espace de E alors on a :
Ext[X ] = [ExtX ], [X ] = [X], [IntX ] ⊂ Int[X ], et ∂[X ] ⊂ [Fr(X)].
De plus si E ve´rifie que tout sous-espace est intersection de ses voisinages alors on
a Int[X ] = [IntX ] et ∂[X ] = [Fr(X)].
(∂[X ] = [X ] ∩ (E \ Int[X ]) (voir Chap. I, par. 10) ; Fr(X) = X ∩ (E \ IntX) =
E \ IntE).
Preuve : ExtX est le plus grand ouvert U tel que U ∩X = ∅ ; donc la proposition 2
nous dit pre´cise´ment que cela est e´quivalent a` [U ]∩[X ] = ∅, d’ou` Ext[X ] = [ExtX ].
Pour l’adhe´rence on a
[X ] = [E] \ Ext[X ] = [E] \ [ExtX ] = [E \ ExtX ] = [X].
L’inte´rieur de [X ] est le plus grand ouvert inclus dans [X ] ; si U est un ouvert de
E alors U ⊂ X =⇒ [U ] ⊂ [X ] d’ou` Int[X ] ⊂ [IntX ]
L’inclusion ci-dessus entraine ∂[X ] ⊂ [Fr(X)].
Le cas ou` E ve´rifie que tout sous-espace est intersection de ses voisinages est alors
clair.
Corollaire. Si E est un espace topologique alors :
E est re´gulier =⇒ [E] est re´gulier
Application. L’e´nonce´ pre´ce´dent entraine que l’on peut appliquer les the´ore`mes
du chapitre III aux mesures bore´liennes finies positives sur les espaces re´guliers ;
par exemple a` S1 muni de la mesure angulaire sur les ouverts . . .
