1.. Introduction
================

Two well-known problems in mobile robotics are building a map of the environment where the robot moves and computing its location within this map. Finding a relatively good solution to both problems is crucial during the autonomous navigation of a mobile agent, which is expected to have to take decisions about its localization in the environment and about the trajectory to follow to arrive to the target points.

During the past years, omnidirectional cameras have become a widespread sensor in mobile robotics mapping and localization tasks, due to their low cost, weight and power consumption and to the richness of the information they provide us from the environment. In this work, we use the information captured by a camera that is installed at a fixed position on the robot and pointing upwards in direction to a hyperbolic mirror. This system offers us omnidirectional images from the environment. Different representations of the visual information can be used when working with these catadioptric systems ([Figure 1](#f1-sensors-10-11468){ref-type="fig"}), such as the omnidirectional, panoramic and bird-eye view images \[[@b1-sensors-10-11468],[@b2-sensors-10-11468]\]. We use the panoramic representation of the scenes as it can offer invariance to ground-plane rotations when the movement of the robot is restricted to the ground plane. A pure rotation of the robot in the ground plane corresponds to a shift in the columns of the panoramic image ([Figure 2](#f2-sensors-10-11468){ref-type="fig"}).

Different authors have studied the use of omnidirectional images both in robot mapping and localization. These solutions can be categorized into two main groups: feature-based and appearance-based solutions. In the first approach, a number of significant points or regions are extracted from each omnidirectional image and each point is described using an invariant descriptor. As an example, Se *et al.* \[[@b3-sensors-10-11468]\] carry out localization and mapping tasks using SIFT features \[[@b4-sensors-10-11468],[@b5-sensors-10-11468]\] extracted from a set of images. Valgren and Lilienthal \[[@b6-sensors-10-11468]\] and Murillo *et al.* \[[@b7-sensors-10-11468]\] use the SURF features \[[@b8-sensors-10-11468]\] extracted from omnidirectional images to find the location of the robot in a given map. On the other hand, the appearance-based approach works with the images as a whole, with no local feature extraction. Each image is represented by a single descriptor that contains information of its global appearance. As an example, Menegatti *et al* . \[[@b9-sensors-10-11468]\] use the Discrete Fourier Transform (DFT) to build a visual memory from a set of panoramic images, and Menegatti *et al*. \[[@b10-sensors-10-11468]\] perform a probabilistic localization within this memory. Kröse *et al*. \[[@b11-sensors-10-11468]\] use Principal Components Analysis (PCA features) \[[@b12-sensors-10-11468]\] of panoramic images for environment modeling and localization.

With respect to the mapping problem, the current research can be classified into two approaches: metric and topological. The first one consists of modeling the environment using a map obtained with geometrical accuracy when representing the position of the robot in the map. For example, Moravec and Elfes \[[@b13-sensors-10-11468]\] describe a sonar-based mapping system developed for mobile robots navigation, Collins *et al*. \[[@b14-sensors-10-11468]\] analyze the performance of several established mapping techniques using identical test data and Gil *et al*. \[[@b15-sensors-10-11468]\] present an approach to carry out the mapping process with a team of mobile robots and visual information. On the other side, topological maps are graphical models of the environment that capture places and their connectivity in a compact form. An example of this method is presented by Werner *et al*. \[[@b16-sensors-10-11468]\] where a topological map of the environment is obtained from a sequence of color histograms from visited places. Valgren and Lilienthal \[[@b17-sensors-10-11468]\] study how to build a topological map of large indoor and outdoor environments using local features extracted from omnidirectional images and the epipolar constraint, and a clustering method to perform localization more efficiently. Stimec *et al*. \[[@b18-sensors-10-11468]\] present an appearance-based method for path-based map learning by means of a clustering of the PCA features extracted from a set of panoramic images into distinctive visual aspects. At last, Tully *et al*. \[[@b19-sensors-10-11468]\] present a probabilistic method for topological SLAM, solving the topological graph loop-closing problem by means of a tree expansion algorithm and Angeli *et al*. \[[@b20-sensors-10-11468]\] develop an incremental topological mapping and localization approach, integrating metrical information from robot odometry.

The approach we use to carry out the mapping process is inspired by the work of Menegatti *et al*. \[[@b9-sensors-10-11468]\]. Our main contribution is the incremental mapping process, which permits building the map online while the robot is traversing the environment. Other features that differentiate our work are (i) the use of homomorphic filtering to remove lighting effects in the images, (ii) the formalization of a method to describe the shape difference between the built map and the original grid, by means of removing the scale, rotation and reflection effects and (iii) the study of the dependence of the mapping process and the resulting map against the most interesting parameters of the process.

Once the map has been built, it is necessary to test if the robot is able to compute its pose (position and orientation) within the map with accuracy and robustness while knowing its location is crucial for an autonomous agent, since the pose is needed for a precise navigation. The *Monte Carlo Algorithm* has been extensively used in localization tasks in the field of mobile robotics, demonstrating robustness and efficiency \[[@b21-sensors-10-11468]\]. Different approaches have been developed depending on the nature of the sensor installed on the robot. For example, Thrun *et al*. \[[@b22-sensors-10-11468]\] use a laser range sensor, Dellaert *et al*. \[[@b23-sensors-10-11468]\] a camera pointing to the ceiling and Gil *et al*. \[[@b24-sensors-10-11468]\] a stereo camera. The information these systems provide is used to weight the particles and estimate the position of the robot. It is also possible to use external sensors to localize the robot, as Pizarro *et al*. \[[@b25-sensors-10-11468]\] do with a single camera attached at a fixed place outside the robot. However, these approaches are not applicable to large configurations of the environment.

In this paper we propose to solve the localization problem using omnidirectional images and global appearance-based methods, as we do in the mapping task. Concerning the Monte Carlo localization methods using global appearance information, some similar works can be found in the literature, as the one of Menegatti *et al*. \[[@b10-sensors-10-11468]\], who use Monte Carlo localization with Fourier Signatures as global image descriptors and path-based maps and mainly centers in the strategy to solve the robot kidnapping problem. In our approach, we use dense maps (grid-based maps) to carry out the experimentation and we propose and compare different weighting methods to optimize the localization task. In some of these weighting methods we have included some information from the orientation extracted from the omnidirectional images, which gives robustness to these approaches. We carry out the experimentation with different grid sizes in the map and different number of particles and all the results are decomposed in global localization and tracking. The main contribution of our work in this field consists of optimizing the parameters of the particle filter, as we show in the results section.

Another related work is presented by Linaker and Ishikawa \[[@b26-sensors-10-11468]\]. They introduce PHLAC (Polar High-order Local Auto-Correlation) to describe the images in the global appearance domain, with an adaptation that makes it invariant against rotations when working with omnidirectional images. The work is focused in the study of the performance of the descriptor they introduce in a probabilistic Monte Carlo localization task, in a high perceptual aliasing situation and with noise and occlusions, using a relatively small environment (1.1 × 0.8 m size with a grid step of 0.1 m). We do not focus on the performance of the descriptor but in the parameters of the filter to optimize the localization process. We test in a variety of environments, from small ones to larger ones, with a maximum step of 1*m*. As far as other vision-based probabilistic localization works are concerned, they focus mainly in the extraction of significant points to carry out the localization process.

So, in this work, we focus on the analysis of different choices that permit building topological maps from a set of omnidirectional images, so that localization can be carried out within these maps. Our main objective consists of evaluating the feasibility of using purely global-appearance methods in these tasks. However, solving the SLAM problem and studying the features of the appearance descriptor is out of the scope of this work. This way, we present first a methodology to built a grid map of the environment using an incremental method, with several omnidirectional images captured along the environment. We use a mass-spring-damper model with this aim. The method is able to arrange these images to create a topological map whose layout is similar to the layout of the grid where the images were captured. Also, in a second phase, we propose different methods that allow us to localize the robot using a particle filter and new methods to refine the position of the robot rapidly. We have decided to describe each omnidirectional image by a single Fourier descriptor. However, the methods described here are in fact independent of the descriptor used to represent the images, and other appearance-based descriptors may also be applied.

The work is structured as follows. Section 2 presents the fundamentals of global appearance-based approaches and the processing on the images to obtain a robust descriptor to make the experiments. Section 3 shows the description of a method for batch topological mapping and a new technique for building topological maps incrementally. Section 4 deals with the Monte Carlo algorithm and its application to the problem of localization in mobile robotics using the appearance of omnidirectional images. In this section we describe the different types of weight employed to make the localization experiments. Next, Section 5 presents the results of the mapping and localization experiments. All these experiments have been carried out using a real robotic platform and several sets of omnidirectional images captured with this platform. Finally, we present the conclusions and future work in Section 6.

2.. Appearance-based Techniques
===============================

In this section we present the state of the art and the procedure we have followed to build the global descriptor of each omnidirectional image. These descriptors have been previously used by other authors \[[@b9-sensors-10-11468]\].

2.1.. State of the art
----------------------

The appearance-based techniques offer a systematic and intuitive way to construct the map and carry out the localization process. With these techniques, each image is described by means of a single global descriptor and the information from these descriptors is used to build the map (*i.e.*, to establish relationships between locations) and to carry out the localization process. These techniques are especially useful when the robot moves in an unstructured environment, where the creation of appropriate models of recognition can be a difficult task. However, as no relevant information is extracted from the images, it is usually necessary to apply a compression technique to reduce the computational cost of the mapping and localization processes.

PCA (Principal Components Analysis) is a widely extended method used to extract the most relevant information from a set of images \[[@b11-sensors-10-11468]\]. However, the main problem of PCA methods is that they are not inherently invariant to the ground-plane orientation of the robot. Some authors have showed how to build an appearance-based map of an environment using a variation of PCA that includes information not only about the localizations where the images were taken but also about the possible orientations at that points \[[@b27-sensors-10-11468]\]. However all the images must be available before building the PCA descriptors, and if a new image must be added to the map, all the descriptors must be computed from scratch or by means of a computationally quite heavy process.

Other researchers rely on DFT (Discrete Fourier Transform) methods to get the most relevant information from the images. In this case there are several possibilities, such as to implement the 2D Discrete Fourier Transform \[[@b1-sensors-10-11468]\], the Spherical Fourier Transform of omnidirectional images \[[@b28-sensors-10-11468]\] or the Fourier Signature of the panoramic image \[[@b9-sensors-10-11468]\]. In the three cases, the descriptor presents rotational ground-plane invariance and concentrates the most relevant information in the low frequency components of the transformed image. Also, each image descriptor is computed independently of the rest of images.

Based on a previous work \[[@b1-sensors-10-11468]\], we have decided to make use of the Fourier signature to build the image descriptors. The processing time needed to compute the Fourier Transform is substantially lower than in common feature extraction and description methods and it allows a fast comparison between the current image and the map by means of a vector distance measurement.

Due the fact that the appearance of an image depends strongly on the lighting conditions of the environment to map \[[@b29-sensors-10-11468]\], the descriptor must be robust against these lighting changes. To avoid the problems of illumination variation, some proposals can be found in the literature. Murase and Nayar \[[@b30-sensors-10-11468]\] make use of an appearance-based approach and solve the problem by generating many views of the object under different lighting conditions. Other researchers make use of edge-detection filters or homomorphic filtering to separate the components of luminance and reflectance \[[@b31-sensors-10-11468]\]. In a previous work \[[@b32-sensors-10-11468]\] we have proved that when applying a bank of homomorphic filters on the images, it is possible to minimize the dependence with respect to the lighting conditions of the environment to map.

2.2.. Global appearance descriptor
----------------------------------

In this section we present the methodology we have followed to describe the appearance of the scenes in an efficient and robust way. This descriptor must be robust against small changes in the environmental lighting conditions, the computational cost to obtain it must be low to allow mapping and localization in real time, and it has to be built in an incremental way so that it allows the map to be created while the robot is going through the environment (*i.e.*, the descriptor of an image must not depend neither on the previous nor on the later captured images). We build our descriptor using the Fourier Signature over a set of previously filtered omnidirectional images.

### Fourier Signature with panoramic images

Among the Fourier-based methods, the advantages of the Fourier signature are its simplicity, computational cost and the fact that it exploits better the invariance against ground-plane rotations using panoramic images. When we have an image *I~j~* with *N~x~* rows and *N~y~* columns, we can obtain the most relevant information from the image by means of the Discrete Fourier Transform. To compute the Fourier signature we have to expand each row of the panoramic image {*a~n~*} = {*a*~0~, *a*~1~, . . ., *a*~*N~y~*−1~} using the Discrete Fourier Transform into the sequence of complex numbers {*A~n~*} = {*A*~0~, *A*~1~, . . ., *A*~*N~y~*−1~}.

This Fourier signature presents the same properties as the 2D Fourier Transform. The most important information is concentrated in the low frequency components of each row, so we can work only with the information from the *k* first columns in the signature (*k* \< *N~y~*), and it presents rotational invariance when working with panoramic images. It is possible to prove that if each row of the original image is represented by the sequence {*a~n~*} and each row of the rotated image by {*a~n~*~−~*~q~*} (being *q* the amount of shift) ([Figure 2](#f2-sensors-10-11468){ref-type="fig"}), when the Fourier Transform of the shifted sequence is computed, we obtain the same amplitudes *A~k~* than in the non-shifted sequence, and there is only a phase change, proportional to the amount of shift *q*, ([Equation 1](#FD1){ref-type="disp-formula"}). $$F\left\lbrack \left\{ a_{n - q} \right\} \right\rbrack = A_{k}\text{exp}\left( {- j\frac{2\pi ql}{N_{y}}} \right);\,\,\,\,\, l = 0,\,\ldots\,,N_{y} - 1$$

We can separate the computation of the robot position and the orientation thanks to this shift theorem. Finally, it is interesting to highlight also that the Fourier Signature is an inherently incremental method.

To compute the difference between the appearance of two scenes, we use the Euclidean distance between the Fourier signature. If the bi-dimensional vector *d~i~*(*u, v*), with size *N~x~* × *k* is the Fourier signature of the image *I~i~*(*x, y*) and *d~j~*(*u, v*), with size *N~x~* × *k* is the Fourier signature of the image *I~j~*(*x, y*), then the distance between scenes *i* and *j* is: $$D_{ij} = \sqrt{\sum_{u = 0}^{N_{x}}{\sum_{v = 0}^{k}{(d_{i}(u,\, v) - d_{j}(u,\, v))}^{2}}}$$

### Homomorphic filtering

When the mobile robot moves in a real environment, it has to cope with some typical situations that produce small changes in the appearance of the environment, such as the lighting conditions and changes in the position of some objects. This way, the descriptor built must be robust against these small variations in the environment.

There are different methodologies to provide robustness to the map created. In a previous work \[[@b32-sensors-10-11468]\], we show how it is possible to increase the accuracy when locating a robot in a previously created map applying Homomorphic filtering techniques on the panoramic images captured. In this work, we have used such techniques to filter the images as a preprocessing step before extracting the Fourier signature.

The homomorphic filtering allows us to filter separately the luminance and reflectance components of an image \[[@b33-sensors-10-11468]\]. Thus, we can control the influence of each component on the image appearance. The homomorphic filter uses the natural logarithm operator on the image to separate the components of luminance and reflectance: $$\begin{array}{r}
{I(x,\, y) = l(x,\, y) \times r(x,\, y)} \\
{z(x,\, y) = \textit{ln}(I(x,\, y))} \\
{z(x,\, y) = \textit{ln}(l(x,\, y)) + \textit{ln}(r(x,\, y))} \\
\end{array}$$where *I*(*x, y*) corresponds to the panoramic image and can be expressed as a multiplication of the luminance *l*(*x, y*) and the reflectance component *r*(*x, y*) of the image. When the components have been separated, we can apply a filter on the image in the frequency domain. Previously, it is necessary to apply the 2D Discrete Fourier Transform on the panoramic image: $$\begin{array}{r}
{F\lbrack\left\{ z(x,y) \right\}\rbrack = F\lbrack\left\{ \textit{ln}(l(x,\, y)) \right\}\rbrack + F\lbrack\left\{ \textit{ln}(r(x,\, y)) \right\}\rbrack} \\
{F\lbrack\left\{ z^{\prime}(x,\, y) \right\}\rbrack = F\lbrack z\left\{ x,\, y \right\}\rbrack \cdot H(u,\, v)} \\
\end{array}$$where *H*(*u, v*) is the filter transfer function in the frequency domain. The low frequency components are associated with the illumination of the image and the high frequency ones with the reflectance. To reduce the effects of changes in the lighting of the scenes, we apply a high pass filter constructed from a Butterworth low pass filter \[[@b33-sensors-10-11468]\]: $$\begin{array}{r}
{D(u,\, v) = \left( {u^{2} + v^{2}} \right)^{\frac{1}{2}}} \\
{H_{lp}(u,\, v) = \frac{1}{1 + \left\lbrack \frac{D(u,\, v)}{D_{0}} \right\rbrack^{2n}}} \\
{H_{\textit{hp}}^{\prime}(u,\, v) = 1 - H_{lp}(u,\, v)} \\
{H_{hp}(u,\, v) = (\alpha_{h} - \alpha_{l}) \cdot H_{hp}^{\prime}(u,\, v) + \alpha_{l}} \\
\end{array}$$where *D*(*u, v*) is the distance to the origin in the frequency domain, *D*~0~ is the filter cut-off frequency to construct the low pass filter, *n* is the order of the filter and *H~lp~*(*u, v*) is the low pass filter transfer function in the frequency domain. The last two expressions are used to build the high pass filter from the low pass filter, where *α~h~* and *α~l~* correspond to the maximum and minimum value of the homomorphic filter and *H~hp~*(*u, v*) is the high pass filter transfer function in the frequency domain. When working with homomorphic filters, the parameters of the filter need to be adjusted previously. Further information about the optimal values for the parameters can be found in \[[@b32-sensors-10-11468]\].

3.. Topological Map Building
============================

Once the kind of information to store in the database has been studied, we need to establish some geometrical relationships between the stored locations to complete the mapping process. In other words, the set of scenes the robot has captured along the environment must be arranged so that the resulting map has a similar layout comparing to the actual layout where the images were captured. Several databases with images from different environments have been used to test the algorithms. All of them consist of a set of omnidirectional images captured on a regular grid. The main features of these databases are shown in [table 1](#t1-sensors-10-11468){ref-type="table"}. As an example of the these databases, we show in [Figure 3](#f3-sensors-10-11468){ref-type="fig"} a bird eye's view of the *corridor 1* database, with the grid points where the set of omnidirectional images have been captured and two examples of these images. This environment is a corridor with 2.4 × 1.5 m size and 0.2 m grid step (distance between the points where images were captured) and it presents a high degree of perceptual aliasing. In [Figure 4](#f4-sensors-10-11468){ref-type="fig"} we show the *laboratory 1* database, a laboratory with 6 × 11 m size and 1 m grid step.

3.1.. Mass-spring-damper model
------------------------------

To build a topological map of the environment where the images' layout matches up with the original layout, we make use of a mass-spring-damper model, where each image acts as a particle *P~i~, i* ∈ {1, . . ., *n*} whose mass is *m~i~*. Each pair of particles *P~i~* and *P~j~* are joined with a spring *S~ij~* with elastic constant *k~ij~* and a damper with damping constant *κ~ij~*. If the value of the elastic constants is proportional to the distance between images, then when this particle system freely evolves to the balance, it is expected the final layout of the particles is similar to the real layout where images were captured.

The strength acting over each particle *i* of the system is: $${\overset{\rightarrow}{F}}_{i} = \sum\limits_{i,\, j = \{ 1,\ldots,n\},\,\,\, i \neq j}{( - k_{ij} \cdot (l_{ij0} - l_{ij}) - k_{ij} \cdot \left\| {{\overset{\rightarrow}{v}}_{i} - {\overset{\rightarrow}{v}}_{j}} \right\|)}$$where *l~ij~*~0~ is the natural length of the *S~ij~* spring, *l~ij~* is the current length of this spring, and ${\overset{\rightarrow}{v}}_{i}$ and ${\overset{\rightarrow}{v}}_{j}$ are the velocities of the particles *P~i~* and *P~j~*. In our experiments, we make *l~ij~*~0~ = *D~ij~* ([Equation 2](#FD2){ref-type="disp-formula"}), *i.e.*, the distance between the Fourier signature of images *i* and *j*.

Taking into account the resulting force on each particle, we can update the position of this particle at each iteration with the following expressions: $$\begin{array}{r}
{{\overset{\rightarrow}{a}}_{i} = {{\overset{\rightarrow}{F}}_{i}/{\overset{\rightarrow}{m}}_{i}}} \\
{{\overset{\rightarrow}{v}}_{i}(t + \Delta T) = {\overset{\rightarrow}{v}}_{i}(t) + {\overset{\rightarrow}{a}}_{i}(t) \cdot \Delta T} \\
{{\overset{\rightarrow}{r}}_{i}(t + \Delta T) = {\overset{\rightarrow}{r}}_{i}(t) + {\overset{\rightarrow}{v}}_{i}(t) \cdot \Delta T} \\
\end{array}$$where ${\overset{\rightarrow}{a}}_{i}$, ${\overset{\rightarrow}{v}}_{i}$ and ${\overset{\rightarrow}{r}}_{i}$ are the acceleration, velocity and position of the *i*th particle, whose mass is *m~i~*. In our experiments, all the particles have been assigned the same mass (*m~i~* = 1 ∀*i* ∈ {1, . . ., *n*}). The parameter Δ*T* that appears in these equations has a significant relevance in the necessary time to tend to balance and in the accuracy of the final particle distribution. It is desirable that this parameter take a relatively high value during the first iterations, when the particles are far from the balance and they must move perceptively. As the system tends to balance, this parameter should take a lower value due to the fact that particles are expected to be closer to its final position as the process advances. In our experiments, we have set a maximum number of steps *stot* and we make Δ*T* dependent on it: $$\Delta T = \xi \cdot \left( {1 - \frac{s}{s_{\textit{tot}}}} \right)$$

An interesting parameter to adjust is the elastic constant *k~ij~* of each spring in the system. [Figure 5](#f5-sensors-10-11468){ref-type="fig"} shows the Euclidean distance between the Fourier signatures versus the geometrical distance between the points where the images were captured retaining *k* = 4, 8, 16, 32 and 64 Fourier components per row. In all cases, the Fourier distance behaves approximately linear in the surroundings of the point where the image was captured. This linearity disappears as we move away from it, and the distance may even decrease. To solve this problem, the elastic constants take a value that depends on the Euclidean distance between Fourier signatures *D~ij~* and the components per row we retain in the Fourier Signature *k*, so *k~ij~* = *f*(*D~ij~, k*). Taking this fact into account, to build the map, only the nearest images to each one are taken into account in the force system, *i.e.*, only the images below a distance threshold are linked with springs.

On the other hand, the damping constants *κ~ij~* have an important role in the convergence of the mapping process. Thanks to them, the update of the system at each iteration is not a sudden process and the system tends more gradually to balance.

The mapping process is strongly conditioned by the availability of the omnidirectional images along this process. When all the images are available before the mapping process begins, a batch mapping approach must be used. However, if the images are captured gradually and the mapping process must start before all the images are available, an incremental approach must be implemented where the map is updated when a new image is captured. These two approaches are addressed in the next subsections.

3.2.. Batch topological mapping
-------------------------------

When we have a set of panoramic images from an environment, with no information about the order they were acquired in, a batch approach must be used to build the topological map. In this approach, all the particles are given a random initial position. Then, we leave the system evolve by successively applying [Equations 6--8](#FD6){ref-type="disp-formula"}. The system is considered to have arrived to balance when the sum of movements of all the particles is under a threshold.

This approach may become computationally unfeasible for large environments where a big collection of images has been captured. The computational cost grows exponentially with the number of images, due to the increasing number of forces on each particle. Also, it must be taken into account that all the images must be available before starting the process so it is not possible to perform an online mapping process (where the map must be built as the explorer robot goes through it).

[Figure 6](#f6-sensors-10-11468){ref-type="fig"} shows an example of the batch topological mapping process. We show some intermediate steps until the balance is reached for the *office* environment ([Table 1](#t1-sensors-10-11468){ref-type="table"}). In this case, all the particles (images) are present in the system from the first iteration.

3.3.. Incremental topological mapping
-------------------------------------

This approach exploits the fact that during the mapping process the storage order of the images is usually known. Thanks to the incremental approach, the map can be built online, and when a new image is captured, the map is updated according to it. As the information is added gradually, the process becomes more robust and computationally more efficient. When we have a balanced set of particles *P~i~, i* ∈ {1, . . ., *m*}, when a new particle *P~m~*~+1~ arrives, we allow this particle to tend to balance (using [Equations 6--8](#FD6){ref-type="disp-formula"}) while maintaining the position of the other particles fixed. Once the movement of the particle is under a threshold, we allow the whole system to tend to balance. This process compensates the singularities and false minima that the new particle produces over the whole system. We can avoid giving the new particle *P~m~*~+1~ a random initial position as it can be approximately inferred from the position of the previous particle in the system, *P~m~*. This would facilitate the convergence of the system.

[Figure 7](#f7-sensors-10-11468){ref-type="fig"} shows an example of the incremental topological mapping process. We show some intermediate steps until the balance is reached for the *office* environment ([Table 1](#t1-sensors-10-11468){ref-type="table"}). The process starts with one particle, and a new one is added at each iteration.

3.4.. Shape difference between the original and the resulting map layout
------------------------------------------------------------------------

Once the map is built, we need a mechanism to evaluate how similar is the layout of the resulting map comparing to the real layout of the captures. As the only information we have used to build the map is the distance between Fourier signatures, the resulting map is expected to have a similar shape comparing to the original grid but with a scale factor, a rotation and a possible reflection. These effects should be removed in the resulting map to get an acceptable measure of the shape difference between the original and the resulting map layout. With this aim, we use a method based on the Procrustes analysis. This method is a statistical shape analysis that can be used to evaluate shape correspondence \[[@b34-sensors-10-11468]\]. First, we arrange the coordinates of the points that form the grid were the images were captured in a matrix *A* = \[(*α*~1~, *β*~1~)*^T^*, (*α*~2~, *β*~2~)*^T^*, . . ., (*α~n~*, *β~n~*)*^T^*\]*^T^* and we arrange the coordinates of the balanced particles of the spring-mass-system in a matrix *C* = \[(*γ*~1~, *δ*~1~)*^T^*, (*γ*~2~, *δ*~2~)*^T^*, . . ., (*γ~n~*, *δ~n~*)*^T^*\]*^T^*. The Procrustes analysis allows us to compare the shape of these two grids by determining a linear transformation (a translation *c*, a reflection, an orthogonal rotation *T* and a scaling *b*) of the points in the matrix *C* so that the points in *b* · *C* · *T* + *c* to best conform to the points in the matrix *A*.

Once the translation, rotation and scaling effects have been removed, the goodness of fit criterion is the sum of squared errors. Thanks to this analysis we can measure how accurate is the layout of the particles after the mapping process, comparing to the layout where the images were taken.

This analysis has a closed form, as detailed in \[[@b34-sensors-10-11468]\]. As a result of this process, a parameter *μ* ∈ \[0, 1\] can be obtained. *μ* is a measure of the shape correspondence between the sets of points *A* and *C*. The lower is *μ*, the more similar are *A* and *C*. We name this parameter "shape difference" along the paper. This shape difference is used in this paper with the only purpose to know the feasibility of the spring-mass system mapping model, and its use is possible due to the fact that we know the coordinates of the points in the original grid.

4.. Monte Carlo Localization
============================

In mobile robot localization we are interested in the estimation of the robot's pose (location and orientation, typically, the state *x~t~* = (x, y, θ)) at time *t* using a set of measurements *z*~1:~*~t~* = {*z*~1~*, z*~2~*, . . ., z~t~*} from the environment and the movements *u*~1:~*~t~* = {*u*~1~*, u*~2~*, . . ., u~t~*} of the robot \[[@b35-sensors-10-11468]\]. In *Monte Carlo Localization (MCL)* \[[@b21-sensors-10-11468]\], the probability density function *p*(*x~t~\|z*~1:~*~t~, u*~1:~*~t~*) is represented by a set of *M* random samples $\chi_{t} = \left\{ x_{t}^{i},\, i = 1\ldots M \right\}$ extracted from it, named particles. Each particle can be understood as a hypothesis of the true state of the robot $x_{t}^{i} = (x^{i},\, y^{i},\,\theta^{i})$. The weight of each sample (particle) determines the importance of the particle. The set of samples defines a discrete probability function that approximates the continuous belief.

4.1.. Monte Carlo Localization algorithm
----------------------------------------

The initial set of particles represents the initial knowledge *p*(*x*~0~) about the state of the mobile robot on the map. When we use a particle filter algorithm, in global localization, the initial belief is a set of poses drawn according to a uniform distribution over the robot's map. If the initial pose is partially known up to some small margin of error (local localization or tracking), the initial belief is represented by a set of samples drawn from a narrow Gaussian centered at the known starting pose of the mobile robot. The *Monte Carlo Localization algorithm* is described briefly in the next lines, and consists of two phases:

**Prediction Phase**: At time *t* a set of particles $\overline{\chi_{t}}$ is generated based on the set of particles *χ~t−~*~1~ and a control signal *u~t~*. This step uses the motion model *p*(*x~t~\|x~t−~*~1~*, u~t~*). In order to represent this probability function, the movement *u~t~* is applied to each particle while adding a pre-defined quantity of noise. As a result, the new set of particles $\overline{\chi_{t}}$ represents the density *p*(*x~t~\|z*~1:~*~t−~*~1~*, u*~1:~*~t~*).

**Update Phase**: In this second phase, for each particle in the set $\overline{\chi_{t}}$, the observation *z~t~* obtained by the robot is used to compute a weight $w_{t}^{i}$. This weight represents the observation model *p*(*z~t~\|x~t~*) and is computed as $\left. w_{t}^{i} = p(z_{t} \middle| x_{t}^{i}) \right.$. In the following subsection we propose different methods for the computation of this weight. The weights are normalized so that $\sum{w_{t}^{i} = 1}$. As a result, a set of particles accompanied by a weight $\overline{\chi_{t}} = \left\{ x_{t}^{i},\, w_{t}^{i} \right\}$ are obtained.

The resulting set *χ~t~* is calculated by resampling with replacement from the set *χ̄~t~*, where the probability of resampling each particle is proportional to its importance weight $w_{t}^{i}$, in accordance with the literature on the SIR algorithm (Sampling Importance Resampling) \[[@b36-sensors-10-11468],[@b37-sensors-10-11468]\]. Finally, the distribution *p*(*x~t~\|z*~1:~*~t~, u*~1:~*~t~*) is represented by the set *χ~t~*.

4.2.. Weight methods
--------------------

By means of computing a weight *w^i^* for each particle and performing a resampling process, the Monte Carlo algorithm introduces the current observation *z^t^* of the robot. In this case we consider that our map is composed of a set of *N* bi-dimensional landmarks *L* = {*l*~1~*, l*~2~*, . . ., l~N~*} and the position of these marks on the environment is known. These landmarks form a grid in the environment with a particular resolution. Each landmark *l~j~* is represented by an omnidirectional image *I~j~* associated and a Fourier descriptor *d~j~* that describes the global appearance of the omnidirectional image, thus *l~j~* = {(*l~j,~*~x~*, l~j,~*~y~)*, d~j~, I~j~*}. *d~j~* is constructed from the bi-dimensional Fourier signature with all the elements arranged in a vector.

We consider that the robot captured an image at time *t* and computed the Fourier descriptor *d~t~*. Using this Fourier descriptor we compare the descriptor *d~t~* with the rest of descriptors *d~j~*, *j* = 1 . . . *N* and find the *B* landmarks in the map that are closest in appearance with the current image *I~t~*. In this sense, we allow the correspondence of the current observation to several landmarks in the map. We consider that this is a special case of the data association problem. In addition, this correspondence benefits the localization algorithm, since it may restrict the computation of the observation model to a reduced set of landmarks, thus reducing the computational effort. We will show results when varying this parameter in order to assess its influence. In addition, the selection of *B* landmarks in terms of appearance will allow us to evaluate the importance of the description method used.

To carry out the localization process we have used the Monte Carlo algorithm explained in the previous subsection. The computation of the particle weight is a very important part of the Monte Carlo algorithm. We propose several methods that allow us to compute the weight of each particle $\left. w_{t}^{i} = p(z_{t} \middle| x_{t}^{i}) \right.$, thus providing different observation models: Particle Weight Method 1 (PW1): This method correspond with a sum of gaussians centered on each image landmark, considering the difference in the descriptors. $$w_{t}^{i} = \sum\limits_{j = 1}^{B}{\text{exp}\left\{ - v_{j}\sum_{l}^{- 1}v_{j}^{T} \right\}\text{exp}\left\{ - h_{j}\sum_{d}^{- 1}h_{j}^{T} \right\}}$$where, *v~j~* = (*l~j,~*~x~*, l~j,~*~y~) − (x*^i^*, y*^i^*) is the difference between the position of the landmark *l~j~* and the position (x*^i^,* y*^i^*) of the particle *i*. The matrix Σ*~l~* is a diagonal matrix $\sum_{l} = \textit{diag}(\sigma_{l}^{2},\,\sigma_{l}^{2})$. The variance $\sigma_{l}^{2}$ is chosen experimentally in order to minimize the error in the localization. *h~j~* = *\|d~j~* *− d~t~\|* defines the difference between the module of the Fourier descriptor associated to the current image observed and the module of the descriptor associated to the landmark *l~j~*. The descriptors are normalized so that the summation of the euclidean distance of the current descriptor *d~t~* to the rest of the *B* associations equals one, $\sum_{j = 1}^{B}{h_{j} = 1}$. The matrix $\sum_{d}{= \textit{diag}(\sigma_{d}^{2})}$ is a *k* × *k* matrix, being *k* the length of the Fourier descriptor. In this case, the observation model *p*(*z~t~\|x~t~*) is not gaussian, since it is formed by a sum of gaussians, thus being multi-modal. This fact generally gives higher weights to particles situated near a landmark that is close in appearance to the current observation.Particle Weight Method 2 (PW2): Unlike the previous method, this method consists of a product of gaussians centered on each image landmark, considering the difference in the descriptors. $$w_{t}^{i} = \prod\limits_{j = 1}^{B}{\text{exp}\left\{ - v_{i}\sum_{l}^{- 1}v_{j}^{T} \right\}\text{exp}\left\{ - h_{j}\sum_{d}^{- 1}h_{j}^{T} \right\}}$$Where *v~j~*, *h~j~*, Σ*~l~* and Σ*~d~* have been defined in the previous method. We recall that the product of gaussian distributions is also gaussian. The results demonstrate that this method tends to center the particles rapidly near the true pose, however, it suffers from some problems when the data association phase fails (e.g., the selected landmark *l~j~* lies far away from the actual robot pose).Particle Weight Method 3 (PW3): In this case, we have used a sum of gaussians centered on each landmark position and considering the difference in the descriptors as well as the orientation of the landmarks (images) $$w_{t}^{i} = \sum\limits_{j = 1}^{B}{\text{exp}\left\{ - v_{j}\sum_{l}^{- 1}v_{j}^{T} \right\} \cdot \text{exp}\left\{ - h_{j}\sum_{d}^{- 1}h_{j}^{T} \right\} \cdot \text{exp}\left\{ - g_{j}\sum_{\theta}^{- 1}g_{j}^{T} \right\}}$$where *v~j~*, *h~j~*, Σ*~l~* and Σ*~d~* have been defined in the previous methods. The variable *g~j~* = (*θ~j~* − *θ~i~*) computes the difference between the expected orientation *θ~j~* and *θ~i~* the orientation of the particle. Given the current descriptor *d~t~* and the descriptor *d~j~* the orientation *θ~j~* can be computed as in [Equation (1)](#FD1){ref-type="disp-formula"}. In this case, and since the map is known, the orientation of all the landmarks (images) in the map is known in advance. The matrix Σ*~θ~* is selected experimentally.Particle Weight Method 4 (PW4): This weight method is a product of gaussians centered on each landmark position and considering the difference in the descriptors as well as the orientation of the landmarks (images). $$w_{t}^{i} = \prod\limits_{j = 1}^{B}{\text{exp}\left\{ - v_{j}\sum_{l}^{- 1}v_{j}^{T} \right\} \cdot \text{exp}\left\{ - h_{j}\sum_{d}^{- 1}h_{j}^{T} \right\} \cdot \text{exp}\left\{ {- g_{i}\sum_{\theta}^{- 1}g_{j}^{T}} \right\}}$$Where *v~j~*, *h~j~*, *g~j~*, Σ*~l~*, Σ*~d~* and Σ*~θ~* have been defined in the previous methods. This method is similar to the PW3, but considering the product of the gaussian distributions.Particle Weight Method 5 (PW5): In this case we use a gaussian distribution at the mass center of a discrete mass system. This method is inspired in a masses system, each one having a mass related to the similarity with the current descriptor *d~t~* observed by the robot. The weight for each mass is computed as: $$w_{t}^{i} = \text{exp}\left\{ {- f_{j}\sum_{f}^{- 1}f_{j}^{T}} \right\}$$where *f~j~* = ((x*^i^,* y*^i^*) − *ĉ*) computes the difference between the position of the mass *i* and the mass center computed as: $$\hat{c} = \sum\limits_{j = 1}^{B}l_{j} \cdot m_{j}$$where the virtual mass *m~j~* is computed as $m_{j} = \text{exp}\{ - h_{j}\sum_{d}^{- 1}h_{j}^{T}\}$. The masses *m~j~* are normalized so that $\sum_{j = 1}^{B}{m_{j} = 1}$ and the covariance matrix Σ*~f~* is computed as the covariance associated to *ĉ*.Particle Weight Method 6 (PW6): As in the previous one, this method uses a gaussian distribution at the center of a mass system, but in this case, the method obtains this center from a spring-mass system. The elastic constant of each spring is related to the similarity in the description, thus, landmarks more similar to the current observation try to attract the mass more tightly. To simplify the calculations, *m~j~* is equal to 1 for all the masses of the system. To compute the weight for each particle we use the following equation: $$w_{t}^{i} = \text{exp}\left\{ - f_{i}\sum_{s}f_{j}^{T} \right\}$$where *f~j~* = ((x*^i^,* y*^i^*) − *c̄*) computes the difference between the position of the particle *i* and the center *c̄* of a spring-mass system. In this case, the matrix Σ*~s~* is computed as the covariance associated to *c̄*.Particle Weight Method 7 (PW7): This weight method consists of a triangular distribution and is inspired in the weight function introduced by \[[@b10-sensors-10-11468]\]. The weight for each particle is computed as: $$w_{t}^{i} = \frac{1}{B}\sum\limits_{j = 1}^{B}{S_{j}(D_{\textit{max}}^{i} - \sqrt{v_{j}v_{j}^{T}})}$$where $S_{j} = (1 - \sqrt{h_{j}h_{j}^{T}})$ and *v~j~* = (*l~j,~*~x~*, l~j,~*~y~) − (x*^i^,* y*^i^*) computes the difference between the position of the particle *i* and the landmark *j*. $D_{\textit{max}}^{i}$ is the metric distance between the farthest landmark and the position of the particle *i*. This weight method represents a triangular distribution centered on each landmark as to the appearance of each acquired image.

5.. Results and Discussion
==========================

We have designed a complete set of experiments in order to test the validity of the global appearance-based approach both in map building and in localization.

5.1.. Map building experiments
------------------------------

First, we have developed some experiments to know the accuracy and feasibility of the appearance-based approaches in map building. With this aim, we use several sets of omnidirectional images that have been captured in different structured and non-structured indoor environments ([Table 1](#t1-sensors-10-11468){ref-type="table"}).

Our main objective consists of testing the feasibility of the batch and the incremental mapping procedures exposed in Section 3. With this aim, we study some features that define the feasibility of the procedures, such as the accuracy of the map built (how similar it is comparing to the grid where the images were captured) and the computational cost of the method. We also study how these features are influenced by some typical parameters, such as the number of images, the distance between them (grid step), the degree of compression during the Fourier Transformation and the value of the parameters of the mass-spring-damper model.

The preprocessing of the omnidirectional images includes the transformation to panoramic, homomorphic filtering and Fourier signature calculation. Once all the Fourier signatures of the images sets are available, the spring-mass-damper procedure is applied ([Equations 6--8](#FD6){ref-type="disp-formula"}). In our experiments, the length of each spring *l~ij~* has been computed as the Euclidean distance between the main harmonics in the Fourier signature of images *i* and *j* ([Equations 2](#FD2){ref-type="disp-formula"}). It is desirable to retain only the low-frequency components in the Fourier signature, where the main information is concentrated. In our experiments, we have worked with *k* = 4, 8, 16, 32 and 64 components per row in the Fourier signature.

The parameter *ξ* ([Equation 8](#FD8){ref-type="disp-formula"}) has a great influence both in the computational cost of the mapping process and in the accuracy of the resulting map. [Figure 8](#f8-sensors-10-11468){ref-type="fig"} shows clearly this dependence in the environment *corridor 1* ([Table 1](#t1-sensors-10-11468){ref-type="table"}), with 0.2*m* grid step, and [Figure 9](#f9-sensors-10-11468){ref-type="fig"} in the environment *laboratory 1*, with 1*m* grid step. In both figures, the first row shows the results when *ξ* = 0.5, the second one when *ξ* = 0.1, and the last one for *ξ* = 0.01. For each value, we show first a graph that presents the time consumption to build the map, depending on the number of images and the method used. Secondly we show the layout of the map built with the batch method, comparing to the original grid and, at last, the map built using the incremental method. In all the cases, using the batch method, we can observe how the necessary time to build the map grows with the number of images since the method has to compute a greater number of forces at each iteration (due to the high number of neighbors each image has). As expected, with the incremental method, the necessary time also grows with the number of images, but to a lesser extent. As *ξ* grows, the computation time also increases, but if a too high or a too low value of *ξ* is taken, the layout of the map built is absolutely different to the layout of the grid where the images were captured. This is due to the fact that *ξ* influences the way the system tends to balance, and it is only reached if we let it freely evolve during the necessary time. This way, we must reach a compromise between the computational cost of the process and the accuracy of the layout obtained to represent the original map.

The results shown in [Figure 10 (a,b)](#f10-sensors-10-11468){ref-type="fig"} confirm these conclusions. These figures are obtained from the results of all the environments in [Table 1](#t1-sensors-10-11468){ref-type="table"} and show the shape difference *μ* between the resulting map and the initial grid and the processing time until this map is built. As we expected, both in the batch and in the incremental approach, *μ* reaches a minimum for an intermediate value of *ξ*. This is the value that produces the map whose layout of particles is the most similar to the real layout. The incremental method produces a more optimal minimum. As far as processing time is concerned, [Figure 10 (c,d)](#f10-sensors-10-11468){ref-type="fig"} show how this time does not depend on *ξ* in the batch method (only the number of images in the system makes this time to vary) and in the incremental method, a local minimum is reached almost simultaneously with the minimum in the shape factor.

At last, [Figure 11](#f11-sensors-10-11468){ref-type="fig"} shows the influence of the number of Fourier components we retain per row to build the Fourier signature, *k*. [Figure 11 (a,b)](#f11-sensors-10-11468){ref-type="fig"} shows how the batch method is only slightly affected by the value of *k*, but in the incremental approach, a compromise must be reached between processing time and accuracy of the resulting map when choosing the value of *k*. This figure has also been obtained from the results of all the environments in [Table 1](#t1-sensors-10-11468){ref-type="table"}.

5.2.. Monte Carlo localization experiments
------------------------------------------

In this section we show separately the results obtained for the *corridor 1* and the *laboratory 1* environments ([Table 1](#t1-sensors-10-11468){ref-type="table"}). First we present the results with the *corridor 1*. This map is formed by a set of images placed in a grid with a resolution of 0.2*m*. We have taken the omnidirectional images manually so the coordinates of these points are known. The position of this set of images of the map is represented with black circles in [Figure 12(a,b,d and e)](#f12-sensors-10-11468){ref-type="fig"}. Next, some sets of images have been taken along some trajectories in the environment every 0, 1*m*. In order to obtain a robust result, we have tested different types of trajectories (a trajectory is a set of omnidirectional images acquired on consecutive points along the environment). Each trajectory has different number of images and also the path is different.

We can see an example of global localization using the method PW1 and 8,000 particles with our Monte Carlo algorithm in [Figure 12](#f12-sensors-10-11468){ref-type="fig"}. As it is a global localization we can see in [Figure 12 (a)](#f12-sensors-10-11468){ref-type="fig"} that the particles presents a uniform distribution when the experiments begin. In the sequence presented in [Figure 12 (a,b,d and e)](#f12-sensors-10-11468){ref-type="fig"} we can observe how the particles concentrate near the true pose. Note that the trajectory does not coincide exactly with the position of any of the images in the map, so it is not necessary to place the vision system exactly on a point in the map to localize precisely the image. In these figures, the ground truth trajectory is shown in red, the path estimated with the odometry data in yellow and the set particles in blue. [Figure 12 (c)](#f12-sensors-10-11468){ref-type="fig"} presents the error in position at each iteration step. The figure shows that the error in location is gradually reduced and so does the dispersion of particles, as it can be observed in [Figure 12 (f)](#f12-sensors-10-11468){ref-type="fig"}. Both variables get an acceptable value, under 0.2m (separation between reference images). In this sample process, the length of the route is 180 images (18 m) and the step time is around 0.3 seconds per iteration in our system. This way, this process can be carried out online.

[Figure 13](#f13-sensors-10-11468){ref-type="fig"} is an example of local localization or tracking using the method PW1 and 8000 particles with our Monte Carlo algorithm. In [Figure 13(a)](#f13-sensors-10-11468){ref-type="fig"} the particles present a gaussian distribution centered on the initial position of the camera when the experiments begin. In the sequence presented in [Figure 13 (a,b,d and e)](#f13-sensors-10-11468){ref-type="fig"} we can observe how the particles disperse near the true pose of the camera. In this experiment, as in the global localization experiment, the trajectory of the camera does not coincide exactly with the position of any of the images in the map. In consequence, the localization can be performed without having to place the robot exactly on a landmark. [Figure 13 (c)](#f13-sensors-10-11468){ref-type="fig"} presents the error in position at each iteration step and [Figure 13 (f)](#f13-sensors-10-11468){ref-type="fig"} presents the dispersion of particles at each iteration.

To compare the performance of our *Monte Carlo localization algorithm* under our seven different types of weighting, we have carried out a series of experiments of global localization in which we have obtained the trajectory average error in position and orientation of the robot depending on the number of particles *M*. For this experiment we have used nine particles population: 1, 10, 100, 500, 1,000, 2,000, 5,000, 7,000 and 10,000 particles. As shown in [Figure 14](#f14-sensors-10-11468){ref-type="fig"}, as we increase the number of particles, the error decreases both in location and orientation. When we use the method PW3 we get nice localization results even with a low number of particles, comparing to the others weight methods.

We have separated the global localization from the tracking to compare the weight methods with respect to the number of associations. [Figure 15 (a)](#f15-sensors-10-11468){ref-type="fig"} presents the error in tracking when varying the number of associations *B*. As shown in [Figure 15 (a)](#f15-sensors-10-11468){ref-type="fig"}, although the number of associations is low, the error in localization remains small. As the number of associations increases, the error in the location decreases in the sum-of-gaussian methods, but increases rapidly in the product of gaussian methods (PW2 and PW4). When we multiply two gaussians we get a gaussian with variance lower than the minimum variance of both. Therefore, as the number of associations grows, the weighting of particles becomes more restrictive. On the other hand, [Figure 15 (b)](#f15-sensors-10-11468){ref-type="fig"} presents the results in global localization. When the number of associations is increased, the error in the location grows quicker comparing to the case of tracking ([Figure 15 (a)](#f15-sensors-10-11468){ref-type="fig"}). Moreover, we observe that the last 2 methods (PW6 and PW7) require a minimum number of associations to work properly.

The second map we have tested is the *laboratory 1* environment, formed by a set of images placed in a grid with a resolution of 1 m ([Table 1](#t1-sensors-10-11468){ref-type="table"}). We have taken the omnidirectional images manually so the coordinates of these points are known. Next, some sets of images have been taken along some trajectories in the environment every 0,5 m. In order to obtain a robust result, we have tested different types of trajectories. Each trajectory has got a different number of images captured and the path is different too. The next figures show the results obtained using this new map.

Both in the case of global localization ([Figure 17](#f17-sensors-10-11468){ref-type="fig"}) and in the case of local localization or tracking ([Figure 16](#f16-sensors-10-11468){ref-type="fig"}) we can observe as the localization error and the sample dispersion tend to an acceptable value around the separation between reference images (0.5*m*) when we use PW1 and 8,000 particles.

[Figure 18](#f18-sensors-10-11468){ref-type="fig"} shows the trajectory average error and the orientation error when we use different number of particles (*M*). As in the previous environment, the methods PW1, PW3 and PW5 present relatively good results when a low number of particles is taken. The methods PW3 and PW5 present a better behavior for any number of particles.

At last, [Figure 19](#f19-sensors-10-11468){ref-type="fig"} shows the trajectory average error in a tracking and in a global localization when we use different associations number. From this figure we observe that PW1, PW3 and PW5 have a more stable behavior at any associations number although they present a lower error when the number of associations is relatively low. The method PW7 does not work properly in this environment and at last, PW2 and PW4 present, in general, a worse result.

6.. Conclusions and Future Work
===============================

In this paper we have studied the applicability of the approaches based on the global appearance of omnidirectional images in topological mapping and localization tasks. The main contributions of the paper include the development of an approach to build a topological map of the environment in an incremental way, the study of the influence of the parameters of the process in the layout of the resulting map and in the processing time, the analysis of an appearance-based Monte Carlo localization using omnidirectional images, the comparison between different weighting methods both in the case of local and global localization and the influence of the Fourier signature descriptor in the mapping and localization process.

All the experiments have been carried out with a set of omnidirectional images captured by a catadioptric system mounted on the mobile platform. Each scene is first filtered to avoid lighting dependance and then it is described through a Fourier-based signature that presents a good performance in terms of amount of memory and processing time, and it is also invariant to ground-plane rotations and an inherently incremental method.

We present a methodology to build incremental topological maps. As shown in the results, when the parameters of this system are correctly tuned, accurate results can be obtained, maintaining a reasonable computational cost. The incremental method clearly outperforms the batch one. However, in this method, it is necessary to arrive to a compromise between accuracy and processing time when choosing the number of Fourier components in the descriptor.

On the other hand, we have presented a Monte Carlo localization method using omnidirectional images and we have evaluated the performance of different weighting methods in the case of local and global localization, finding different behaviors. We have also evaluated the influence of the descriptor in the localization by varying the number of possible associations. Our system is able to estimate the position of the robot in the case of unknown initial position and it is able to track the position of the robot while moving. We proved how the accuracy of the methods varies with the type of weight and the number of particles and associations. In the evaluated methods, as we increase the number of particles in the system, the average error of localization decreases rapidly. With respect to the orientation, we obtain similar results. We have proved the strong dependence between the number of associations and the type of method used. Also, it is possible to correct the weighting of the particles by combining a physical system of forces with a Gaussian weight (PW6).

The experimental section includes results both for a structured environment, which presents repetitive visual aspects, and an unstructured one (a corridor and a laboratory, respectively). In both cases, we have obtained relatively good results in the mapping and in the localization processes.

We are working now in the fusion of these two systems to build a topological SLAM approach (Simultaneous Localization and Map Building) using just the global appearance of omnidirectional images, and different map topologies.

This work has been supported by the Spanish government through the project DPI2010-15308. 'Exploración integrada de entornos mediante robots cooperativos para la creación de mapas 3D visuales y topológicos que puedan ser usados en navegación con 6 grados de libertad'.

![Omnidirectional and Panoramic scenes.](sensors-10-11468f1){#f1-sensors-10-11468}

![A robot rotation in the ground plane produces a shift in the columns of the panoramic images captured.](sensors-10-11468f2){#f2-sensors-10-11468}

![Bird eye's view of the *corridor 1* environment grid where omnidirectional images have been taken to perform map building and localization.](sensors-10-11468f3){#f3-sensors-10-11468}

![Bird eye's view of the *laboratory 1* environment grid.](sensors-10-11468f4){#f4-sensors-10-11468}

![Euclidean distance between the Fourier signatures versus geometrical distance between the points where the images were captured.](sensors-10-11468f5){#f5-sensors-10-11468}

![Example of some intermediate steps during the batch mapping process of the *office* environment (6 *×* 8 images grid).](sensors-10-11468f6){#f6-sensors-10-11468}

![Example of some intermediate steps during the incremental mapping process of the *office* environment (6 *×* 8 images grid).](sensors-10-11468f7){#f7-sensors-10-11468}

![Processing time to build the topological map of *corridor 1* with both methods (column 1) and comparison between the original images grid (small red circles) and the topological map obtained with the batch (column 2) and the incremental (column 3) method method (big yellow circles) when *ξ* = 0.5 (row 1), *ξ* = 0.1 (row 2) and *ξ* = 0.01 (row 3). The grid step is 0.2 m](sensors-10-11468f8){#f8-sensors-10-11468}

![This figure shows the same results than [Figure 8](#f8-sensors-10-11468){ref-type="fig"} for *laboratory 1*. The grid step is 1 m.](sensors-10-11468f9){#f9-sensors-10-11468}

![**(a)** Shape difference *μ* versus *ξ* in the batch method and **(b)** in the incremental method. **(c)** Processing time to build the map (for an average map with 50 locations) versus *ξ* in the batch method and **(d)** in the incremental method.](sensors-10-11468f10){#f10-sensors-10-11468}

![**(a)** Shape difference *μ* versus *k* (number of Fourier components per row in the Fourier signature) in the batch method and **(b)** in the incremental method. **(c)** Processing time to build the map (for an average map with 50 locations) versus *k* in the batch method and **(d)** in the incremental method.](sensors-10-11468f11){#f11-sensors-10-11468}

![**(a)**, **(b)**, **(d)** and **(e)** are an example of some intermediate steps in a global Monte Carlo localization process using the PW1 and 8000 particles in *corridor 1*, **(c)** error in location for the previous experiment and **(f)** dispersion of the particles for the experiment.](sensors-10-11468f12){#f12-sensors-10-11468}

![**(a)**, **(b)**, **(d)** and **(e)** are an example of some intermediate steps in a local Monte Carlo localization process using the PW1 and 8000 particles in *corridor 1*, **(c)** error in location for the previous experiment and **(f)** dispersion of the particles for the experiment.](sensors-10-11468f13){#f13-sensors-10-11468}

![**(a)** Trajectory average error in position and **(b)** orientation versus the number of particles M when using different weighting methods in *corridor 1*.](sensors-10-11468f14){#f14-sensors-10-11468}

![Trajectory average error in position versus associations number for all methods using 8,000 particles. **(a)** Tracking and **(b)** global localization in *corridor 1*.](sensors-10-11468f15){#f15-sensors-10-11468}

![**(a)**, **(b)**, **(d)** and **(e)** are an example of some intermediate steps in a local Monte Carlo localization process using the PW1 and 8000 particles in *laboratory 1*, **(c)** error in location for the previous experiment and **(f)** error in orientation for the experiment.](sensors-10-11468f16){#f16-sensors-10-11468}

![**(a)**, **(b)**, **(d)** and **(e)** are an example of some intermediate steps in a global Monte Carlo localization process using the PW1 and 8,000 particles in *laboratory 1*, **(c)** error in location for the previous experiment and **(f)** error in orientation for the experiment.](sensors-10-11468f17){#f17-sensors-10-11468}

![**(a)** Trajectory average error in position and **(b)** orientation versus the number of particles M when using different weighting methods in *laboratory 1*.](sensors-10-11468f18){#f18-sensors-10-11468}

![Trajectory average error in position versus associations number for all methods using 8.000 particles. **(a)** Tracking and **(b)** global localization in *laboratory 1*.](sensors-10-11468f19){#f19-sensors-10-11468}

###### 

Relevant parameters of the image sets used in the mapping experiments.

  **Environment**    **Size (Images)**   **Resolution**    **Grid step**   **Environment size**
  ------------------ ------------------- ----------------- --------------- ----------------------
  **Laboratory 1**   5 × 10              56 × 256 pixels   1 m             6 × 11 m
  **Laboratory 2**   10 × 15             56 × 256 pixels   0.3 m           3.5 × 4.5 m
  **Office**         6 × 8               56 × 256 pixels   0.5 m           3.5 × 4.5 m
  **Hall**           12 × 9              56 × 256 pixels   0.1 m           1.3 × 1 m
  **Corridor 1**     11 × 6              56 × 256 pixels   0.2 m           2.4 × 1.5 m
  **Corridor 2**     35 × 10             56 × 256 pixels   0.1 m           3.6 × 1.1 m
