Abstract. In this paper we study the distribution of hitting and return times for observations of dynamical systems. We apply this results to get an exponential law for the distribution of hitting and return times for rapidly mixing random dynamical systems. In particular, it allows us to obtain an exponential law for random expanding maps, random circle maps expanding in average and randomly perturbed dynamical systems.
Introduction
When trying to study the reality, experimentalists must often approximate their system or use a simplified model to get a lower dimensional system more suitable to analyze. In the same philosophy, when working on a high dimensional system, experimentalists generally are just interested in gauging different quantities (temperature, pressure, wind speed, wave height,...) or just know a measurement or observation of the system and tried to use theses observations to get informations on the whole system. Following these ideas, a Platonic formalism of dynamical system is given in [23] . More precisely, they want to determine what information on an attractor of a high dimensional dynamical system one can learn by knowing only its image under a function taking values in a lower dimensional space, called an observation.
To investigate the statistical properties of dynamical systems, the quantitative description of Poincaré recurrence behaviour plays an essential part and has been widely studied (see e.g. the review of Saussol [29] ). Our aim in this article is to examine Poincaré recurrence for observations of dynamical systems.
The study of quantitative Poincaré recurrence for observations began with the work of Boshernitzan [8] where it was shown that for a dynamical system (X, T, µ) and an observation f from X to a metric space (Y, d), if the α-dimensional Hausdorff measure is σ-finite on Y then lim inf n→∞ n 1/α d (f (x), f (T n x)) < ∞ for µ-almost every x.
of the pushforward measure f * µ. In [25] , these results were extend to continuous time and applied to the geodesic flow. In [26] , a short example was given to remark that one can obtain results on the quantitative study of Poincaré recurrence for random dynamical systems using the study of recurrence for observations of dynamical systems. This idea was developed in [22] where, to the best of our knowledge, for the first time annealed and quenched return time for random dynamical systems were defined and studied. It was proved that for super-polynomially mixing random dynamical systems presenting some kind of aperiodicity the random recurrence rates are equal to the pointwise dimensions of the stationary measure (recently the same type of results were obtained in [4] for random hitting time).
The distribution of the return time and hitting time statistics are another aspect of Poincaré recurrence which has been extensively considered for deterministic dynamical systems (one can see the reviews [10, 2, 29, 16] ) and an exponential law was proved for numerous systems with chaotic behaviour (see e.g. [12, 11, 17, 3, 1, 19, 18, 24, 9] ). Recently, a relation between hitting times statistics and extreme values theory has been made by Freitas, Freitas and Todd [14, 13] . One can also mention the work of Keller where spectral perturbation is used to obtain exponential hitting time distributions [20, 21] .
In the past few months, a couple of papers appeared on the laws of rare events for random dynamical systems. Indeed, in [5] they link the distribution of hitting time and extreme value laws for randomly perturbed dynamical systems, study the convergence of rare events point process, and prove an exponential law for some randomly perturbed dynamical systems. An exponential distribution for hitting time is also proved in [27] for rapidly mixing random subshift of finite type and random expanding maps. We emphasize that the exponential law is not proved with respect to the same measure in both case, the product measure of the skew-product is considered in [5] while [27] works with the sample measures.
Our aim in this paper is to continue the quantitive study of Poincaré recurrence for observations, and thus the quantitative study of recurrence of random dynamical systems, investigating the distribution of hitting and return time for the observation. An exponential law for the distribution of the hitting and return time for the observation is given in Section 2 and proved in Section 4, for rapidly mixing dynamical systems, presenting some kind of aperiodicity. This allows us to obtain in Section 3, while the proofs are given in Section 5, an exponential law for super-polynomially mixing random dynamical systems and apply this result to random expanding maps, random circle maps expanding in average and randomly perturbed dynamical systems.
Exponential law for observations of dynamical systems
Let (X, A, µ, T ) be a measure preserving system (m.p.s.) i.e. A is a σ-algebra, µ is a probability measure on (X, A) and µ is invariant by T (i.e µ(T −1 A) = µ(A) for all A ∈ A) where T : X → X. We assume that X is a metric space and A is its Borel σ-algebra.
We introduce the hitting and return time for the observation and its associated recurrence rates. Definition 1. Let f : X → R N be a measurable function, called observation, and A ⊂ R N , we define for x ∈ X the hitting time for the observation of x in A:
When we study hitting time in ball, we define for x 0 ∈ X and x ∈ X the hitting time for the observation:
where B(y, r) denoted the ball centered in y with radius r. Also, we define for x ∈ X the return time for the observation:
We then define the lower and upper recurrence rate for the observation:
To obtain optimal results on the return and hitting times for the observation we need to assume that the system presents some kind of aperiodicity:
We emphasize that this condition can be remove introducing non-instantaneous return times [26] .
Since we want to link the behaviour of the return time to the behaviour of the measure of shrinking sets, we remind the definition of the lower and upper pointwise or local dimension of a Borel probability measure ν on Y at a point y ∈ Y d ν (y) = lim r→0 log ν (B (y, r)) log r and
We also remind that the conditional measure is
and the pushforward measure is f * ν(.) := ν(f −1 (.)). In order to study the behaviour of the return time, we need a rapid mixing condition:
Definition 3. (X, T, µ) has a super-polynomial decay of correlations if, for all ψ Lipschitz function from X to R, for all φ measurable bounded function from X to R and for all n ∈ N * , we have:
with lim n→∞ θ n n p = 0 for all p > 0.
In [26] , the authors proved that the recurrence rates for the observation are linked to the local dimension of the pushforward measure:
Moreover, if the system has a super-polynomial decay of correlations and f is Lipschitz then
One can observe that in [26] , they assumed that the observables φ, in Definition 3, are Lipschitz functions. A simple modification of their proof allows us to state their theorem with measurable bounded functions, a necessary assumption in the proof of our main theorem.
To obtain an information on the fluctuation of the return time we will need that the system fulfills the assumptions of the previous theorem and we will also need an hypothesis on the measure: I) For f * µ-almost every y ∈ R n , there exist a > 0 and b ≥ 0 such that
for any r > 0 sufficiently small and any 0 < ρ < r.
In Section 3 we will apply our results to random dynamical systems and give some examples where all the assumptions are fulfilled. Some examples of measure which fulfilled the hypothesis (I) are given in Lemma 44 of [29] . Our theorem on the fluctuations of the return time for the observations is the following:
Theorem 5. Let (X, A, µ, T ) be a m.p.s with a super-polynomial decay of correlations and f : X → R N a Lipschitz observation such that the system is µ-almost aperiodic for the observation f . If hypothesis (I) is satisfied, then for every t ≥ 0 and µ-almost every
and
One can observe that, for rapidly mixing dynamical system, we can applied this theorem to the observation f = id and we obtain some of the results cited in the introduction and, in particular, a generalization of Theorem 40 of [29] : Corollary 6. Let X ⊂ R N and let (X, A, µ, T ) be a m.p.s with a super-polynomial decay of correlations. Let us suppose that for µ-almost every y ∈ X, there exist a > 0 and b ≥ 0 such that µ (B (y, r) \B (y, r − ρ)) ≤ r −b ρ a for any r > 0 sufficiently small and any 0 < ρ < r.
Then for every t ≥ 0 and for µ-almost every
One can remark that, in this corollary, we do not need the assumption on the µ-almost aperiodicity since the system is mixing.
Hitting time statistics for random dynamical systems
In [26] , it was observed that the study of recurrence for observations of dynamical systems allows to study recurrence for random dynamical systems. Following this remark, random return times for dynamical systems were defined in [22] and the random recurrence rates were linked to the local dimension of the stationary measure. Recently, a few works on this theme are emerging, indeed, random hitting time indicators are studied in [4] , [5] linked the distribution of hitting time for randomly perturbed dynamical systems and extreme value laws, and an exponential distribution for hitting time is proved in [27] for random subshift of finite type.
In this section, we will use our results for observations of dynamical systems to prove an exponential law for random dynamical systems presenting some rapidly mixing conditions and apply this result to random expanding maps, random circle maps expanding in average and randomly perturbed dynamical systems.
3.1. Exponential law for random dynamical systems. Let Ω be a metric space and B(Ω) its Borelian σ-algebra. Let ϑ : Ω → Ω be a measurable transformation on Ω preserving some probability measure P. Given a compact metric space X and a family T = (T ω ) ω∈Ω of transformations T ω : X → X, we say that it defines a random dynamical system over
• T ω for every n ≥ 1 and T 0 ω = Id. The dynamics of the random dynamical systems generated by T over(Ω, B(Ω), P, ϑ) is given by the skew-product:
A probability measure µ is invariant by the random dynamical system if it is S-invariant and π * µ = P, where π : Ω × X → Ω is the canonical projection. Henceforth, we denote by ν the marginal of µ on X, i.e. ν = µ ω dP where (µ ω ) ω denote the decomposition of µ on X, that is, dµ(ω, x) = dµ ω (x)dP(ω). When the skew product invariant measure is a product measure µ = P ⊗ ν, we will say that ν is a stationary measure for the random dynamical system. One can observe that it includes the case where the maps T ω are chosen independently and with the same distribution. Now we shall define return and hitting times for random dynamical systems. For a fixed ω ∈ Ω the quenched random hitting time in a measurable subset A ⊂ X of the random orbit starting from a point x ∈ X is:
From now on we assume that X ⊂ R N for some N ∈ N. For ω ∈ Ω and x 0 ∈ X, we are interested in the behavior as r → 0 of the quenched random hitting time of a point x ∈ X into the open ball B(x 0 , r) defined by As previously, we will deal with systems presenting some kind of aperiodicity: Definition 7. The random dynamical system T on X over (Ω, B(Ω), P, ϑ) with an invariant measure µ is called random-aperiodic if
More details on such systems can be found in the Section 2.3 of [26] and the Section 4 and 5 of [22] . We also need an assumption on the measure and an assumption on the decay of correlations, which will be weaker than assuming
with lim n→∞ θ n n p = 0 for any p > 0.
Theorem 8. Let T be a random dynamical system on X over (Ω, B(Ω), P, ϑ) with an invariant measure µ. If the random dynamical system is random-aperiodic and satisfied hypothesis (a) and (b) then for every t ≥ 0 and for ν-almost every
The basic idea to prove this theorem, which was already used in [26, 22] , is to applied Theorem 5 to the dynamical system (Ω × X, B(Ω × X), µ, S) with the specific observation f defined by
Indeed, with this observation, the hitting time for the observation and the hitting time for the random dynamical system are equal:
. The complete proof of the Theorem will be done in Section 5.
Remark 9. One can observe that this result is complementary to the ones proved in [27] . Indeed, in our result only the point x 0 is fixed and we proved an exponential law with respect to the invariant measure µ.
In [27] , both the target x 0 and the alea ω are fixed and the exponential law is proved with respect to the sample measures µ ω and also with respect to the marginal ν.
We emphasize that in [5] also exponential law with respect to the invariant measure µ is obtained for randomly perturbed dynamical systems.
For i.i.d. random dynamical systems, to obtain an exponential law, we just need to assume a super-polynomial decay of correlations for the random dynamical system, i.e. our observables are from X to R, which is a more natural assumption than hypothesis (b).
More precisely, let {T λ } λ∈Λ be a family of transformations defined on a compact Riemannian manifold X and let P be a probability measure on a metric space Λ. We will consider T a random dynamical system on X over (Λ N , P N , σ) with a stationary measure ν, where σ is the shift. That is, for an i.i.d. stochastic process λ = (λ n ) n≥1 ∈ Λ N with common distribution P, a random evolution of an initial state x ∈ X will be:
Definition 10. The i.i.d. random dynamical system has a super-polynomial decay of correlations if, for all n ∈ N * , ψ Lipschitz observables from X to R and ϕ measurable bounded from
Theorem 11. Let T be an i.i.d. random dynamical system on X over (Λ N , P N , σ) with a stationary measure ν. If the random dynamical system is random-aperiodic, satisfied hypothesis (a) and has a super-polynomial decay of correlations then for every t ≥ 0 and for ν-almost
Remark 12. We emphasize that this result extends the result of [5] for randomly perturbed dynamical systems. The principal generalization lies in the decay of correlations. First of all, they need polynomial decay of correlations against L 1 observables when here we just need super-polynomial decay of correlations against L ∞ observables. Besides, for the observables ψ, we do not assume that indicator functions of balls are bounded in the Banach space.
Moreover, they study randomly perturbed dynamical systems, more precisely, they perturbed an original map with random additive noise when in our setting we can study more general random dynamical systems, as shown in the following examples.
In the next subsections, we will give examples of random dynamical systems where we can apply our results. The first example was given in [22] as an example of non-i.i.d. random dynamical systems where the recurrence rates can be computed.
3.2. Non-i.i.d. random expanding maps. Let T 1 and T 2 be the two following maps defined on the one-dimensional torus X = T 1 :
The dynamic of the random dynamical system is given by the following skew product
with Ω = [0, 1],
and where ϑ is the following piecewise linear map
One can observe that the random orbit is constructed by choosing the map T 1 and T 2 following a Markov process with the stochastic matrix
It was proved in [22] that the associated skew-product is Leb ⊗ Leb-invariant, is random aperiodic and has an exponential decay of correlations. We can verify that Lebesgue measure satisfied hypothesis (a) and thus Theorem 8 applies, i.e. for every t ≥ 0 and for Leb-almost every x 0 ∈ T 1 :
3.3. Random circle maps expanding in average. Let Λ be a metric space with a probability measure P. For every λ ∈ Λ, let T λ : T 1 → T 1 be an application C 2 without critical point. We will assume that
It has been proved (e.g. [30] and references therein), that for the i.i.d. random dynamical system on T 1 over (Λ N , P N , σ) there exists an absolutely continuous stationary measure and that the random dynamical system has an exponential decay of correlations for Hölder observables (nevertheless one can use for example [15] to go from Hölder to Lipschitz observables). Since absolutely continuous invariant measures satisfy hypothesis (a), we obtain by Theorem 11 that if the system is random aperiodic, we have an exponential law for the return time and the hitting time. For example, one can apply this results for random β-transformations. More precisely, for every λ ∈ Λ, let T λ : T 1 → T 1 such that T λ x = β λ x where β λ > 1. To prove, that this system has an exponential law, we just need to prove that it is random aperiodic. For any λ ∈ Λ N and any n ∈ N, T n λ is a β-transformation, thus Card{x ∈ T 1 : T n λ x = x} < +∞ and so for every λ ∈ Λ N Leb({x ∈ T 1 : ∃n ∈ N * , T n λ x = x}) = 0. Then, since the stationary measure is absolutely continuous, we obtain that
n λ x = x}) = 0 and therefore, one can apply Theorem 11.
3.4. Randomly perturbed dynamical systems. In this section, we just give a short overview of some randomly perturbed dynamical systems (see e.g. [6, 7] ) for which our results apply, obtaining a generalization of [5] .
Let X be a compact Riemannian manifold and let (X, T, µ) be a deterministic dynamical system. We build our random dynamical systems by perturbing our transformation T with random additive noise. More precisely, for ε > 0, let Λ ε be a metric space (typically Λ ε = B(0, ε)) and P ε a probability measure on Λ ε . The family of transformations {T λ } λ∈Λε , where
We consider T the i.i.d random dynamical system on X over (Λ N ε , P N ε , σ). For X = T d , it has been proved (e.g. [6, 31, 5] ) that for some expanding and piecewise expanding maps, if ε is small enough, the random dynamical system admits a stationary measure ν ε absolutely continuous with respect to the Lebesgue measure (thus satisfied hypothesis (a)) and that the system has a super-polynomial decay of correlations.
Moreover, since these systems are random aperiodic [22] , one can apply Theorem 11 and obtain an exponential law.
This gives, for example, an exponential law for perturbation of expanding and piecewise expanding maps of the circle with a finite number of discontinuities (see [31] or [5] for precise definitions) and also an exponential law for perturbations of expanding and piecewise expanding maps of T d (e.g. [5, 28] ).
Proof of the exponential law for observations of dynamical systems
This section is dedicated to the proof of Theorem 5. The proof of Theorem 5 follows the ideas of [19, 29] . For a measurable subset A ⊂ R N such that f * µ(A) > 0, we define
Proof. Using the fact that τ f A (x) = τ f −1 A (x) := inf{k > 0, T k x ∈ f −1 A}, one can apply Lemma 41 of [29] to the set f −1 A.
To prove the exponential law for the hitting and return time, we will need to estimate the decay of δ: Lemma 14. Under the assumption of Theorem 5, we have
Proof. Let x 0 ∈ X, r > 0, 0 < ρ < r and n ∈ N. Let A = B(f (x 0 ), r), B n = {τ f A > n} and g ≥ n. Let φ : X → R a function to be defined later. We have
Let us estimate each term of this inequality. First of all, we use the definition of B n to estimate the first term:
The information on the decay of correlation gives us the estimate of the third term:
The estimate of the fourth term is given using the same idea of the second term:
To prove the second part of the theorem, we just need to observe that
and Lemma 14 and the first part of the theorem give us that the right hand side of the inequality goes to zero as r goes to zero.
Proof of the exponential law for random dynamical systems
In this section, we will prove Theorem 8 and Theorem 11.
Proof of Theorem 8. This theorem is proved using Theorem 5 applied to the dynamical system (Ω × X, B(Ω × X), µ, S) with the observation f defined by
With this observation, for all (ω, x) ∈ Ω × X and for all r > 0, we can link the hitting time for the observation and the hitting time for the random dynamical system
we can identify the pushforward measure f * µ = ν, and for the pointwise dimensions we can observe that Moreover, the random dynamical system is random aperiodic if and only if the system is µ-almost aperiodic for f . Finally, in the proof of Theorem 5, one can observe that hypothesis (b) is sufficient to prove (3) and thus the theorem is proved.
Proof of Theorem 11. One can see that the difference between Theorem 11 and Theorem 8 lies in the decay of correlations and that the decay of correlations is only used to obtain equation (3) . Thus, we will prove that equation (3) is still satisfied under the condition of Theorem 11.
As observe in the proof of Theorem 8, the observable φ(ω, x) does not depend on ω and can be substituted by an observable ϕ(x). Then, using the setting of Theorem 11, we have 
