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ABSTRACT
Themarine sulfur cycle plays a key role in regulating Earth’s surface oxygen (O2)
levels through its interactions with the carbon and iron cycles. Our understand-
ing of the sulfur cycle has traditionally come from measurements of the sulfur
isotopic compositions of marine sulfate (SO 2–4 ) and sulfur-bearing materials in
marine sediments. Because the residence time of SO 2–4 in seawater is long (Myr)
compared to the mixing time of Earth’s oceans (kyr), the concentration and sul-
fur isotopic composition of marine SO 2–4 are homogeneous in modern seawater
and are assumed to have been homogeneous throughout most of the Phanero-
zoic Eon (541 Ma to the present). This assumption of homogeneity, when com-
bined with sulfur isotopic composition measurements, has enabled box model
reconstructions of the relative fluxes of oxidized versus reduced sulfur leaving
the oceans at times in Earth’s past. Such reconstructions have informed our
understanding of the interactions between Earth’s tectonics, climate, and ele-
mental cycles.
This thesis tests some of the key assumptions made in sulfur cycle box models
and attempts to better understand sulfur isotopic variability in geologic archives
using a combination of measurements andmodeling. Measurements of the sul-
fur isotopic composition (i.e., δ34S) of SO 2–4 in Permo-Carboniferous brachiopod
shells demonstrate that more precise records of SO 2–4 δ34S may be generated via
careful sampling that avoids diagenetically altered phases (Chapter II). Further-
more, measurements of heterogeneous carbonate associated sulfate (CAS) δ34S
within carbonates deposited across the End-Permian mass extinction (EPME)
in South China show that a lack of careful sampling can substantially alter our
understanding of the marine sulfur cycle at times in Earth’s past (Chapter III).
Simple models constructed in each of these studies indicate that changes in the
δ34S of the sulfur input to the ocean, the δ34S offset (i.e., Δδ34S) between the ox-
idized and reduced sulfur output fluxes, and the amount of SO 2–4 incorporated
during diagenetic alteration — all assumed to be negligible in many studies of
the marine sulfur cycle — may viably explain these data. Development of a
sediment diagenesis model that includes sulfur isotopic species demonstrates
that variations in organic matter rain rate, ferric iron input, sedimentation rate,
bottom water O2 concentration, and bottom water SO 2–4 concentration may all
affect Δδ34S in a given sedimentary environment (Chapter IV). Application of
viii
this model to pore water SO 2–4 and hydrogen sulfide (H2S) δ34S data from Inter-
national Ocean Discovery Program (IODP) Expedition 361, IODP Expedition
363, and R.V. Knorr cruise KN223 sites shows that Δδ34S is ubiquitously large
in these deep ocean sedimentary environments (Chapter V). Cluster analysis
of pore water [SO 2–4 ] profiles collected during previous deep ocean cruises suc-
cessfully extracts and groups profiles that are similar to those observed on these
three cruises (ChapterVI). Comparison of cluster data to a compilation of recent
marine pyrite (FeS2) δ34S data confirms that pyrite burial in shelf sediments con-
stitutes themajority of pyrite burial occurring globally in themodern day. How-
ever, changes in sea level or in other variables that affect sediment deposition
may plausibly force an increase in deep ocean pyrite burial and a correspond-
ing change in the global Δδ34S. Future studies of the modern and ancient ma-
rine sulfur cycles must carefully consider the geologic and geochemical context
of sulfur isotopic measurements — including sea level changes, sedimentation
rate changes, and measured or presumed concentrations of other redox-active
species — if interpretations of such data are to be robust.
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tions of oxic respiration (dark blue), denitrification (green), man-
ganese reduction (magenta), iron reduction (red), sulfate reduc-
tion (yellow), and fermentation (cyan) to overall POC remineral-
ization. (B) Plot of pyrite δ34S (left axis; blue circles) and pyrite
sulfur concentration (right axis; red circles) for buried pyrite ex-
iting the bottom of the model domain as a funtion of POC rain
rate. (C) and (D) are replicate plots of (A) and (B), respectively,
with the initial POC plotted on a log scale instead of a linear scale. 261
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C h a p t e r I
INTRODUCTION
I.1 Sulfur Isotopes and the Marine Sulfur Cycle
Sulfur (S) is the sixteenth most abundant element in Earth’s crust and has four
stable isotopes: 32S (94.99 ± 0.26%), 33S (0.75 ± 0.02%), 34S (4.25 ± 0.24%),
and 36S (0.01 ± 0.01%) [138]. It also exists in multiple redox states at Earth’s
surface ranging from an oxidation number of +6 (e.g. SO42−) to -2 (e.g. H2S).
This combination of relatively high abundance and redox chemistry has made
S one of the most important elements for electron transfer over the course of
Earth’s history [137]. Electron transfers between carbon (C), iron (Fe), and S
species are thought to have played a key role in maintaining relatively stable
atmospheric oxygen concentrations in the Phanerozoic [27, 137].
Most of the redox reactions involving S species preferentially act uponmolecules
bearing specific isotopes of S. Such isotope discrimination, or “fractionation,”
is commonly expressed in terms of a fractionation factor α that compares the








where x is the mass number of isotope X, Y is a second isotope of the same
element, xRp is the abundance ratio of X to Y in the product, and xRr is the
same abundance ratio in the reactant. The most abundant isotope is commonly
assigned to Y and a more rare isotope to X. For S, 32S is this most common
isotope and 34S is most frequently the rare isotope of interest. Commonly, α is
recast as a parts per thousand (per mil,h) deviation from 1 and communicated
as the “isotopic fractionation,” ε [75, 79]:
xεp,r(h) = (xαp,r − 1) ∗ 1000h
Because the isotope X is typically a rare isotope, differences in isotope ratios
amongmaterials are often very small. Thus, isotope ratios are also often recast as









where E is the element of interest. For S, the typical standard to which ratios
are compared is Vienna Canyon Diablo Troilite (VCDT) [75]. S isotopic compo-
sitions are most commonly reported as δ34S relative to VCDT in the literature,
although δ33S and δ36S have also been measured in some studies (e.g. [95, 157,
158]).
Marine sediments are the locus of all S burial on Earth today, and the marine
S cycle has consequently been a topic of considerable research interest over the
past several decades. Sulfate (SO42−) is the secondmost abundant anion inmod-
ern seawater ([SO 2–4 ] ∼ 28 mM), and under anoxic conditions in water or sedi-
ment, it may be reduced to form aqueous sulfide (H2S). Although most of this
H2S is reoxidized [163], a small fraction is scavenged by metal cations such as
ferrous Fe (Fe2+) or by organic matter [274, 355] to form solid S phases. Both
H2S and these solid phases are depleted in rare S isotopes relative to marine
SO42− due to isotopic fractionations associated with redox reactions involving S
species [56, 57]. Microbial sulfate reduction (MSR) is the primary contributor
to this depletion [56], but reactions such as H2S oxidation (e.g. [105, 256]) and
S disproportionation (e.g. [60, 164]) may play a role in some settings.
The burial of solid phases depleted in rare S isotopes enriches the remainingma-
rine SO42− in these isotopes under steady state conditions, with greater enrich-
ment occurring as the burial flux of these solid phases becomes a larger fraction
of the total burial flux. Steady state isotopic box models of the marine S cycle
have been constructed by many authors (e.g. [107, 167, 172]) to take advantage
of this relationship and interpret variations in marine SO42− δ34S over geologic
history ([57, 72, 100, 172, 261]; see Figure II.7). These models are similar to
box models of the geologic C cycle (e.g. [190]) and are schematically depicted
in Figure I.1. Typically, the models assume that riverine input of SO 2–4 derived
from continental weathering is the primary input of SO42− to seawater; volcanic
input is considered negligible [91]. Marine SO42− is assumed to leave seawa-
ter either as sulfate evaporite minerals (e.g. gypsum, CaSO4 · 2H2O) or in solid
phases derived from H2S — mainly, the disulfide mineral pyrite (FeS2). If the
δ34S offset (Δδ34S) between buried sulfate evaporites and pyrite, the δ34S of the
riverine input (δ34Sin), and the size of the seawater SO42− reservoir are approxi-
mately constant over a time scale of interest— as commonly assumed in steady
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Figure I.1: Box model schematic for the steady state marine S cycle with δ34S
estimates for the modern fluxes. Given a measured seawater sulfate δ34S (black
text) and assumed values for δ34Sin and Δδ34S (purple text), one may solve for
fpy (red text), the fraction of the total S output flux leaving the ocean as pyrite.
state models of the marine sulfur cycle — the steady state sulfur isotope mass
balance equation may be applied ([135]):
δ34Sin = δ34SSO4+∆δ34S ∗ fpy
where δ34SSO4 represents the δ
34S of marine SO42− and fpy is the fraction of the
total output flux of S leaving the ocean as pyrite. If the δ34S of seawater is known,
one can solve this equation for fpy and gain valuable insight on S cycle dynamics
at different times in Earth’s past. Such potential has motivated construction of
temporal δ34S records (e.g. [57, 72, 100, 172, 264]) and integration with models
of the C cycle (e.g. [25, 199]) to understand the net effects of biogeochemical
cycling on Earth’s oxygenation and evolution over time. These efforts have pro-
ceeded despite significant uncertainties in both themodern values and temporal
evolution of δ34Sin and δ34S. Several recent studies (e.g. [52, 126, 195, 342, 369])
have begun to address these uncertainties.
Despite the extensive work done in constructing temporal δ34S records [57, 72,
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100, 172, 264], outstanding questions regarding the history of the marine sulfur
cycle still abound. How faithfully do existing sulfate δ34S records preserve the ac-
tual δ34S of primary seawater sulfate? Could temporal changes in δ34Sin and δ34S
be responsible for some of the seawater δ34S changes that have traditionally been
attributed to changes in the amount of pyrite burial? What other processes (e.g.
hydrothermal circulation) may add important complications to the one input,
two output topology depicted in Figure I.1? This thesis attempted to address
each of these questions through a combination of new sulfur isotope abundance
measurements andmathematical modeling. Temporal variation in δ34S appears
to be a particularly significant source of uncertainty that deserves more atten-
tion, as changes in both the ε associated with sedimentary sulfur cycling and
the role of reactive transport processes (i.e., diffusion, advection, and reaction)
in translating ε into a δ34S within a given environment have not been constant
in either space or time. This work identifies some of the processes that may
be important in forcing temporal change in these parameters. In the following,
we have briefly reviewed the geologic archives that are measured as records of
sulfur cycle processes. We have also identified the methods that have been de-
veloped for making sulfur isotope abundance measurements. Descriptions of
the benefits and shortcomings of each archive and measurement method are
followed by an outline of the remainder of this thesis.
I.2 Geologic Archives of the Ancient Marine Sulfur Cycle
Based on the potential for the S isotopic composition of sedimentary materials
to reflect important changes in the Earth system, many different geologic mate-
rials have had their δ34S measured by geochemists to document changes in the
marine S cycle over Earth history. These geologic archives of the marine S cycle
include S in both oxidized and reduced redox states. The archives may occur as
pure S-bearingminerals ormay instead preserve S as aminor constituent. While
oxidizedmaterials are typically targeted as archives of marine δ34S, reducedma-
terials often preserve information on local depositional conditions [100, 246]
and are useful for reconstructions of Δδ34S (e.g. [195, 369]).
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I.2.1 Sulfate S archives
I.2.1.1 Sulfate minerals
Sulfate evaporiteminerals are found in the geologic record acrossmuch of Earth
history (e.g. [33, 72]) and were a target for many of the earliest studies of S
isotopic variation among geologic materials [11, 337, 338]. Such minerals —
mainly gypsum and anhydrite (CaSO4) — are attractive given their high S con-
tent and their deposition with little to no S isotopic fractionation relative to ma-
rine SO42− [268]. However, precipitation of evaporite minerals is mostly lim-
ited to restricted basins in which evaporation exceeds precipitation. Such basins
have not been constant in their abundance throughout geologic time [72, 126]
andmay experience δ34S variations reflecting local influences rather than global
S cycle changes (e.g. [99]). Evaporite deposits are also often difficult to date due
to a lack of diagnostic biostratigraphic markers. These factors have led to tem-
poral records that demonstrate substantial (> 20h) Phanerozoic δ34S variability,
but with gaps and uncertainties in the timing and global significance of varia-
tion.
Barite (BaSO4) is found in recentmarine sediments andhas also been targeted in
studies of marine SO42− δ34S variations [252, 254]. Records generated from this
archive [252, 254] are notable for their precision and stratigraphic continuity,
but are limited in their temporal extent. Barite begins to dissolve upon quan-
titative consumption of SO42− (e.g. [290]) and is only consistently preserved
in sediments that have been too organic-poor for complete pore water SO42−
consumption throughout their histories. This dissolution has allowed marine
barite δ34S records to be extended from the present only to the mid-Cretaceous
[254]. Open questions regarding the microenvironments in which barite forms
in seawater [253] and the degree to which these microenvironments are altered
from seawater in their fluid composition (e.g. [29]) have also limited detailed
evaluation of the accuracy of these records.
I.2.1.2 Minor / trace components of other minerals
In addition to precipitating as sulfate minerals, SO42− ion may substitute
for other polyatomic anions (e.g. CO32−,PO43−) in mineral lattices. Calcite
(CaCO3), an ubiquitous mineral present in marine rocks throughout geologic
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time, has been the most commonly targeted mineral in studies of this substi-
tuted SO42−. Early studies demonstrated the presence of sulfate at 1000+ ppm
(w/w) abundances in inorganic calcites [53, 330], calcitic and aragonitic skele-
tons [318], and bulk ancient carbonates [106]. Pioneering works by Popp (1985)
[259] and Burdett, Arthur, and Richardson (1989) [49] also established the po-
tential for the δ34S of this carbonate associated sulfate (CAS) to reflect the δ34S
of contemporaneous marine SO 2–4 . Stratigraphic continuity and easy biostrati-
graphic correlation have enabled δ34S records of impressive temporal resolution
and extent (e.g. [172, 279]) to be generated in the several decades since these
studies. However, recent works [262, 263, 278] have also demonstrated poten-
tial for CAS abundance and δ34S to be altered during burial recrystallization.
Great care must be taken to identify and sample phases thought to contain CAS
derived from unaltered seawater to ensure the accuracy of such records (e.g.
[262, 263]). Offsets in δ34S related to equilibrium and kinetic fractionations [15,
243, 244] may add further complications.
Sulfate present as a minor component in the calcium phosphate mineral apatite
(Ca5(PO4)3(OH,F,Cl)) has also been targeted as a potential archive of marine
SO42− δ34S [16, 34, 74, 114, 216, 235, 258, 307, 368]. Sedimentary apatite is pre-
cipitated by biomineralizing organisms to form bones, teeth, and skeletons (e.g.
[113]) and may additionally precipitate authigenically during early diagenesis,
sometimes in large quantities (e.g. phosphorites; [216]). Although sulfate is
present at significant concentrations (up to several wt%) in phosphorites [16, 34,
74, 114, 216, 235, 258], isotopic studies have shown that the δ34S of phosphate
associated sulfate (PAS) is frequently enriched in 34S relative to seawater SO42−
due to incorporation of pore water SO42− in sulfate-reducing environments [16,
74, 216, 235, 258]. Lower sulfate abundances (typically < 1 wt%) have limited S
isotopic studies of biogenic apatites [113]. Studies targeting such samples [113,
368] are too few in number to draw robust conclusions, but have been at least
moderately successful in producing PAS δ34S measurements close to the δ34S of
coeval biogenic CAS [368].
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I.2.2 Sulfide S archives
I.2.2.1 Sulfide and disulfide minerals
S cycling in marine sediments produces solid phases that are extremely variable
in their δ34S across modern environments (e.g. [59]). Consequently, the infor-
mation gathered from the δ34S of solid phases at a given site is typically local in
its relevance, though compilations of data frommany environments [56, 57, 58,
100] may facilitate an understanding of global trends (e.g. [195, 369]).
Pyrite is the most common H2S-derived phase targeted for δ34S measurements
and often constitutes the majority of the solid phase S present in marine sedi-
ments (e.g. [149, 311, 336]). Thismineral is formed via the authigenic precipita-
tion of iron monosulfide (FeS) from dissolved Fe2+ and H2S, plus a subsequent
reaction of FeS with another S species (e.g. S0) to form pyrite [217, 285]. Pyrite
is ubiquitous in sedimentary rocks and is typically extracted from sediments us-
ing strong reducing agents to form H2S that can be collected in a chemical trap
(e.g. [61]), though strong oxidizing agents may also be used if quantitative ex-
traction is not crucial (e.g. [274]). Temporal pyrite δ34S records are generated
with ease, but again, high pyrite δ34S variability exists at spatial scales ranging
from individual grains (e.g. [46]) to different depositional environments (e.g.
[59]). This, combinedwith the potential for late diagenetic and/ormetamorphic
pyrite formation (e.g. [193]) generally limits the utility of data from a given site
to understanding local processes.
I.2.2.2 Organic S
Organic S is an understudied component of the marine S cycle. Though studies
of its concentration and isotopic composition date back to some of the earliest
S isotopic studies (e.g. [336]), only recently have concentrated efforts started to
unravel the controls on its composition [273, 274, 303, 354, 355, 356]. The rela-
tive dearth of studies is surprising given the significance of organic S as a solid
phase S output in sediments that are particularly organic-rich and/or Fe-poor
(e.g. [275, 303]). Existing studies suggest that organic S is typically enriched
in 34S relative to codepositional pyrite [149, 274, 275] and may reflect longer-
term sulfurization reactions between organic matter and pore water H2S during
burial (e.g. [272]). More work is required to understand the quantitative im-
8
portance of this flux throughout Earth history and its potential effects on the
marine S cycle (esp. the δ34S of seawater).
I.3 Methods of S Isotope Analysis
S isotope abundances are measured using a wide variety of methods. Tradition-
ally, measurements have been made through combustion of samples under a
stream of oxygen to yield sulfur dioxide (SO2) gas suitable for measurement on
a gas source isotope ratio mass spectrometer (IRMS) [98, 336, 337, 338]. Mea-
surements made using variants of this method continue to the present day and
are included as part of this thesis (see Chapter V). However, a number of new
methods for S isotope abundance measurements have been developed over the
past 20 years. These methods are often advantageous for specific applications,
especially in measuring multiple rare S isotopes. Such methods have also en-
abled new studies of the archives mentioned above at finer spatial resolution or
with improved precision (e.g. [46, 94, 244]). A solid understanding the benefits
and drawbacks associated with each method must be garnered to evaluate the
utility of the method for studying a specific question related to the S cycle. Brief
descriptions of these benefits and drawbacks are included below.
I.3.1 SF6 gas source IRMS
The sulfur hexafluoride (SF6) method was initially developed by Hulston and
Thode (1965) [150]. This method enables precise measurement of the abun-
dances of the rare S isotopes 33S and 36S through fluorination of S-bearing sam-
ples to volatile SF6 and S isotope ratio measurement on a gas source IRMS; be-
cause fluorine has only one stable isotope, all variations in the mass of SF6 are
due to S isotopic variation. Difficulties associated with the fluorination process
[150] inhibited widespread initial adoption of this method, but methodologi-
cal improvements by several authors [13, 267, 335] and the discovery of mass-
independent fractionation (MIF) of S isotopes in Archean rocks [94] have made
the method more common in recent years. Sample requirements (100s to 1000s
of S nanomoles) for sub-0.1h uncertainty in δ34S are similar to those required
for traditional SO2 gas source IRMS, albeit with lower sample throughput (e.g.
[241]).
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I.3.2 Secondary ionization mass spectrometry (SIMS)
Secondary ionizationmass spectrometry (SIMS) involves the bombardment of a
surface with an ion beam and abundance measurements of the secondary ions
expelled from the surface. Such instruments have existed since the late 1960s
[67], but have only been commonly used in geologic studies of S isotope abun-
dances since the 1990s (e.g. [284]). SIMS instruments are powerful tools for
measuring S isotopic variability at the spatial scale of tens of microns. Studies
have successfully used these instruments to measure 34S32S ratios (e.g. [46]) and
mass independent S isotope signatures (e.g. [345]) in pyrite grains with short
(minutes) analytical times. However, development of standards that are iso-
topically homogeneous at the micron scale is often challenging, and analytical
times are much longer when measuring materials in which S is a minor com-
ponent (e.g. carbonates).
I.3.3 Orbitrap mass spectrometry
Orbitrapmass spectrometry is a relatively new (∼15 years old) variety of Fourier
transform mass spectrometry. Here, ions of different masses are distinguished
based on the frequency of their axial oscillations within an electric field [374].
Although the technology has primarily been used for biological applications
(e.g. proteomics) thus far, several pioneering studies have begun to explore
applications within isotope geochemistry. Neubauer et al. (2018) [237] demon-
strated the potential for site-specific isotopic compositions in organic com-
pounds to be measured using Orbitrap mass spectrometry, and a follow up
paper [238] reported an initial application of the technology for measurement
of S and oxygen (O) isotope ratios in dissolved SO42−. Notably, only nanomoles
of analyte are currently necessary to constrain uncertainties to sub-h levels
within tens of minutes; improvements in the technology could reduce this
sample requirement by an additional order of magnitude or more [238]. The
promise of these initial studies motivates further exploration of the technology
for S isotope abundance measurements.
I.3.4 Multicollector inductively coupled plasmamass spectrometry (MC-
ICP-MS)
Multicollector inductively coupled plasma mass spectrometry (MC-ICP-MS)
has revolutionized the field of isotope geochemistry since the first commercial
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MC-ICP-MS instruments were introduced in the early 1990s [88]. Amrani, Ses-
sions, and Adkins (2009) showed that these instruments could be used to make
compound-specific δ34S measurements on relatively small amounts of organic
S-bearing compounds. Although these instruments have not historically been
used to measure S isotope abundances in aqueous solutions due to large inter-
ferences from O2 and hydrides, Paris et al. (2013) [242] overcame this obstacle
by removing solvent vapor using a desolvating membrane and introducing an-
alyte to the plasma as a dry gas. They demonstrated that δ34S measurements
could be made with sub-0.1h precision on as little as five nanomoles of S us-
ing this method. Subsequent studies [52, 243, 244, 262, 279] have applied this
method toward several aspects of the marine S cycle. Extending these efforts is
a primary focus of this thesis.
I.4 Strategy and Structure of the Thesis
The recent advancements in mass spectrometry methods described above have
expanded the feasibility of preciselymeasuring the S isotopic composition of ge-
ologic materials, especially for S-poor materials (e.g., Archean carbonates; [244,
245]). The full utility of these advancements to improve S isotopic records and
answer outstanding questions concerning the globalmarine S cycle remains un-
tapped in many cases. For example, long-term (100+ Myr) Paleozoic records of
marine SO42− δ34S remain relatively imprecise, and the hypothesized effects of
sea level on fluxes within the S cycle (e.g. [344]) have not been quantitatively
interrogated. Application of newmethods toward answering these outstanding
questions is imperative.
In this thesis, we attempted to better understand δ34S variability in geologic
archives and the controls upon that variability with measurements and math-
ematical modeling. We focused on utilizing MC-ICP-MS to measure smaller,
more targeted samples than is typically allowed by traditional EA-IRMS and
with better precision than is possible over comparable measurement times with
SIMS and Orbitrap mass spectrometry. We started by applying this tool towards
geologic archives of the marine S cycle. Later, we turned our focus to modern
processes that may have been at play in generating past changes in seawater
δ34S.
Chapter II began the process of generating a new record of marine δ34S vari-
ation during the Paleozoic with MC-ICP-MS measurements of CAS δ34S (i.e.,
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δ34SCAS) in Permo-Carboniferous brachiopods. In this new record, we observed
a novel 3–5h increase in δ34SCAS near the Serpukhovian-Bashkirian boundary
(323.4 Ma). We also found that δ34SCASwithin individual brachiopod specimens
and among different specimens deposited in the same sediment horizon is only
a minor source of δ34SCAS variability. Mathematical modeling of the Permo-
Carboniferous C and S cycles suggests that changes in δ34Sin and/or Δδ34S are
necessary to replicate the observed carbonate δ13C and δ34S records.
In Chapter III, we attempted to extend the record of Chapter II by documenting
δ34SCAS variations across the End-Permian Mass Extinction (EPME) in South
China. The δ34SCAS within single hand samples is highly heterogenous and
sometimes spans a range of nearly 20h. Plots of CAS abundance versus δ34SCAS
suggest that this variation results from mixing between low CAS abundance,
high δ34S and high CAS abundance, low δ34S phases. We hypothesized that
the low δ34SCAS end member results from incorporation of SO 2–4 derived from
sulfide oxidation during oscillations in sedimentary redox conditions near the
Permian-Triassic boundary. Mixing calculations show that these low δ34SCAS
values may be generated with oxidation of only a small fraction of the solid
phase S that is present in these rocks. However, additional study is necessary to
rule out oxidation of solid S phases during laboratory processing of the samples.
Chapter IV outlines the development of a new model of early diagenesis for
understanding S isotopic variation in modern sediments. This time-dependent
model includes S isotopic species and is one of the first to include both organic
matter sulfurization and realistic pyrite formation processes. Model sensitiv-
ity tests suggest that organic matter rain rate, porosity, and sedimentation rate
are the strongest controls on the S isotopic composition of buried pyrite in ma-
rine sediments. Themodel also indicates that variations in organicmatter input
and the physical parameters of sedimentary systems (esp. sedimentation rate)
can entirely account for the heterogeneity in Δδ34S across depositional environ-
ments globally; no variations in the 34ε associated with reactions involving S
species are necessary.
In Chapter V, we applied the new model from Chapter IV toward a wealth of
new δ34S data generated from deep ocean sediments cored on IODP Expedition
361, IODP Expedition 363, and R.V. Knorr cruise KN223. These sites exhibit a
wide range of characteristics in terms of their [SO42−] depth profiles, but the new
data here suggest they are unified in featuring high (> 40h) 34ε’s associatedwith
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sedimentary sulfur cycling. We found that most of the observed [SO42−] and
SO 2–4 δ34S depth profiles can be closely replicated under steady state conditions
with the new diagenetic model. Such results have important implications for
the δ34S of pyrite that is buried in deep ocean sediments.
Chapter VI takes a broader view of S cycling in modern deep ocean sediments
by examining [SO42−] profiles collected from past deep sea drilling expeditions.
Using k-means clustering, we found that profiles can be broadly allocated into
different groups that are distinct in terms of their global spatial distributions.
The characteristics of the sites within each group indicate that organic carbon
content is the primary control upon the type of profile that a given site will ex-
hibit, with water depth and CaCO3 content serving as secondary influences. In
comparing estimated net sulfate reduction rates (nSRRs) to estimated pyrite S
accumulation rates derived from a literature compilation of pyrite δ34Smeasure-
ments, we found that existing data appear to be biased toward regions with rel-
atively high nSRRs and sedimentary S contents. Finally, we explored the effects
of augmenting the deep ocean pyrite burial flux via isotope mass balance cal-
culations. Our calculations suggest that steady state marine δ34S perturbations
of 6h or more are possible. These results argue for additional efforts to cre-
ate unbiased estimates of fluxes within the global marine S cycle and further
examination of the effects of past global-scale sedimentation and/or seafloor
hypsometry changes on the S cycle.
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C h a p t e r II
BRACHIOPOD δ34SCASMICROANALYSES INDICATE A
DYNAMIC, CLIMATE-INFLUENCED
PERMO-CARBONIFEROUS SULFUR CYCLE
The content of this chapter has been published as cited below. When
appropriate, the text and figures have been slightly modified to improve clarity
and coherence with the remainder of the thesis.
Johnson, D. L. et al. “Brachiopod δ34SCAS microanalyses indicate a dynamic,
climate-influenced Permo-Carboniferous sulfur cycle.” In: Earth and Planetary
Science Letters 546 (Sept. 15, 2020).
D.J. participated in the conception of the project, conducted all laboratory prepa-
ration and measurements, analyzed and interpreted the data, and helped write
the manuscript., p. 116428. ISSN: 0012-821X. DOI: 10.1016/j.epsl.2020.
116428. URL: http://www.sciencedirect.com/science/article/pii/
S0012821X20303721 (visited on 07/07/2020)
II.1 Abstract
Early isotopic studies of sulfate in carbonateminerals (carbonate associated sul-
fate; CAS) suggested that carbonates can provide a reliable, well-dated archive
of the marine sulfur cycle through time. However, subsequent research has
shown that diagenetic alteration can impose highly heterogeneous CAS sulfur
isotopic compositions (δ34SCAS) among different carbonate phases within sed-
iments. Such alteration necessitates targeted sampling of well-preserved, pri-
mary carbonate phases. Here, we present a new record of Carboniferous and
Early Permian brachiopod δ34SCAS generated from over 130 measurements of
microsampled brachiopod shells. Our record refines existing brachiopod δ34SCAS
records and confirms a large, ∼6.5‰ δ34SCAS decrease in the Early Carbonif-
erous. Importantly, the record also features a novel 2-5h increase in δ34SCAS
near the Serpukhovian-Bashkirian boundary (323.4Ma) that coincideswith car-
bonate δ13C and δ18O increases. Variability in δ34SCAS is minor both within (<
0.3h) and among (< 2h) individual co-depositional brachiopod specimens.
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A taxon-specific δ34SCAS offset is present in one species (Composita subtilita)
that also exhibits a δ13C offset, supporting the existence of biological “vital ef-
fects” on δ34SCAS. Geologic evidence and mathematical modeling of the Permo-
Carboniferous carbon and sulfur cycles suggest that changes in the burial ratio
of organic carbon to pyrite sulfur (RC:S) are insufficient to explain the observed
mid-Carboniferous δ34SCAS record. We found that changes in the 34S depletion of
pyrite relative to seawater sulfate (Δδ34S) or in the δ34S of the input to the ocean
(δ34Sin) are also needed. Large additions of O2 from organic carbon burial dur-
ing the Permo-Carboniferous cannot be entirely compensated for with sulfur
cycle changes; lower than modern late Visean pO2 and/or additional O2 sinks
are needed to keep pO2 at plausible levels. Based on the geologic context sur-
rounding our record’s mid-Carboniferous δ34SCAS increase, our results argue for
simultaneous changes in pyrite burial, Δδ34S, and δ34Sin, driven by sea level or
tectonically induced changes in environments of sulfur burial, as a viablemech-
anism to produce rapid seawater δ34S changes.
II.2 Introduction
The global marine sulfur cycle plays a key role in regulating the oxygenation
of Earth’s ocean and atmosphere. This regulation occurs through linkages be-
tween the sulfur and carbon cycles via processes likemicrobial sulfate reduction
(e.g. [195]) and oxidative weathering of sulfide minerals (e.g. [341]). A closely
balanced transfer of electrons between the carbon and sulfur cycles is often in-
voked in explaining relatively stable Phanerozoic surfaceO2 concentrations (e.g.
[107, 347]). However, Berner and Raiswell (1983) note that changes in the sedi-
mentary burial ratio of organic carbon to pyrite sulfur may cause imbalances in
this coupled redox system and result in changes in O2 concentration, suggesting
the possibility of a dynamic coupling between the carbon and sulfur cycles.
Previous work has demonstrated dynamic behavior of the carbon and sulfur
cycles during the Carboniferous (359.3-298.9 Ma) and Permian (298.9-251.9
Ma; [171, 320, 368, 369, and references within]. These periods constitute the
last “icehouse” interval prior to the modern one [232]. Coal deposits (e.g.
[236]), 13C-enriched marine carbonate fossils [123], and box modeling efforts
(e.g. [26]) suggest voluminous organic carbon burial and an associated atmo-
spheric pO2 increase during this time. Early analyses of the sulfur isotopic
composition of sulfate evaporites [320, and references within] showed substan-
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tial age-dependent differences in the δ34S of Carboniferous evaporites, but low
temporal resolution hampered precise correlation with changes in the carbon
cycle. Kampschulte, Bruckschen, and Strauss (2001) improved upon these
data using measurements of the δ34S of carbonate-associated sulfate (CAS)
in brachiopods. Their study documented a large (∼7h) decrease in δ34SCAS
during the Tournaisian and early Visean, a modest 2-3h increase during the
mid-Carboniferous, and a subsequent decrease during the mid- to late Car-
boniferous [171]. Later brachiopod and conodont δ34S measurements by Wu
and colleagues (2013, 2014) confirmed the trends in the early and latest Car-
boniferous portions of this record. Maharjan et al. (2018) have argued for the
existence of an additional positive δ34S excursion in the mid-Tournaisian based
on whole rock CAS δ34S (i.e., δ34SCAS) measurements, but previous work [262,
263, 281, 282, 289] suggests that diagenetic alteration may prevent whole rock
measurements from reliably recording seawater δ34S. Additional work utilizing
diagenetically-resistant phases such as brachiopod secondary and tertiary layer
calcite (e.g. [66, 121, 283]) is needed to resolve uncertainties in existing records
and improve correlation with the carbonate δ13C record (e.g. [123]).
Here, we present a new δ34SCAS record for the Permo-Carboniferous derived
from individual well-preserved impunctate brachiopods. Our record allowed
us to test the reproducibility of existing Permo-Carboniferous brachiopod
δ34SCAS records [171, 172, 368, 369]. We also evaluated the influence of in-
terspecimen and interspecies δ34SCAS differences on the variance observed in
long-term temporal records. Our data reveal a novel 3-5h δ34SCAS increase at
the Serpukhovian-Bashkirian boundary (∼323.4 Ma) and demonstrate that the
combination of careful diagenetic screening, analysis of individual brachiopods,
and taxonomic classification can substantially improve the precision of tempo-
ral δ34SCAS records. Subsequent box modeling successfully replicates these data
through large carbon and sulfur cycle perturbations and supports a large atmo-
spheric pO2 increase. Our results further cement the Permo-Carboniferous as
an important transitional period in Earth history.
II.3 Sample localities
Samples for this studywere collected in previous studies [102, 120, 121, 122, 123,
223, 224, 225, 226, 287] from several regions located at tropical and subtropical









Figure II.1: Paleogeographic map depicting brachiopod sample localities
(filled yellow regions) as situated at a maximum flooding surface during the
Kasimovian stage of the late Carboniferous (∼305.3 Ma). Map is derived from
the PALEOMAP project and modified after Scotese (2014) [298].
ity coming from the USMidcontinent, Moscow Basin, and the Ural Mountains.
Additional samples were collected at Arrow Canyon, Nevada (USA) and on the
island of Spitsbergen. Each locality is described in brief in Appendix A. Sample
ages are derived from biostratigraphy; references may be found in the supple-
mentary information for Grossman et al. (2008) [123].
II.4 Methods
II.4.1 Sample characterization and drilling
Detailed descriptions of sample collection and preparationmay be found in pre-
vious studies [102, 123, 287, and references within]. In brief, collected bra-
chiopods were removed from their sedimentary matrix, embedded in epoxy,
and thin-sectioned. Thin sections were subsequently viewed and photographed
under plane-polarized light with an optical microscope to characterize the mi-
crostructural preservation of the shells. Thin sections were also subjected to
cathodoluminescence microscopy to identify shell regions with diagenetically
added Mn.
Based on the above characterization, powders for this study were drilled from
the billet corresponding to each thin section using a handheld dental drill or a
Dremel tool. Photomicrographswere used as a guide to target non-luminescent,
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optically transparent areas of the secondary and tertiary shell layers during
drilling. These areas — especially the prismatic tertiary layer — have been pre-
viously identified (e.g. [121, 122]) as the most likely to be unaltered and thereby
yield a primary geochemical composition. Powders were drilled from material
within ∼2 mm of the billet surface for most samples to avoid the possibility
of drilling into diagenetically altered regions at depth; however, we detect no
obvious decrease in data quality for samples where we explicitly noted drilling
beyond this depth. A total of 0.2 to 10 mg of powder was collected to yield
enough S (10+ nanomoles) for precise 34S32S ratio measurement depending on
expected CAS abundance. Any explicit drilling of material from texturally or
geochemically altered regions was noted to enable removal of these data from
the final compilation.
To evaluate δ34SCAS variability within individual specimens, triplicate samples
were drilled fromwell-preserved areas of three large brachiopod specimens (two
Neospirifer sp. from the US Midcontinent and one Choristites sp. from the Rus-
sian Platform). In addition, replicate specimens from the same sediment hori-
zon were sampled in 39 different instances to evaluate interspecimen and inter-
species variability in δ34SCAS.
II.4.2 Laboratory processing, CAS abundances, and δ34S measurements
As in previous studies [243, 244, 262], sample powders underwent a thorough
cleaning and column purification process to isolate CAS for mass spectrometry.
Powders were submerged in 1 mL 10% (w/w) NaCl solution under sonication
for at least four hours to remove soluble sulfate unassociated with the carbonate
crystal lattice and were subsequently rinsed five times with 18.2 MΩ Millipore
Milli-Q water. Powders were then transferred to pre-weighed microcentrifuge
tubes, dried down in a laminar flow bench, and weighed on a microbalance.
Samples were dissolved in a small excess of 0.5 N Seastar® HCl (300-500 µL),
dried down, and taken up in 0.5% (v/v) Seastar® HCl. Sulfate from each sample
was isolated on an anion exchange column containing 0.8 mL of Bio-Rad® AG1-
X8 resin preconditioned with 2 x 8 mL 10% (v/v) reagent grade HNO3, 2 x 8 mL
33% (v/v) reagent grade HCl, and 2 x 8 mL 0.5% Seastar® HCl. Following 3 x 8
mL rinses of the column with 18.2 MΩ water, retained sulfate was eluted with
3 x 1.6 mL 0.45 N Seastar® HNO3. Samples were then dried down on a hot plate
in a PicoTrace hood. Quality control was maintained by running at least one
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seawater sample, one deep sea coral consistency standard, and two blanks with
each batch of columns (10-20 in each batch).
To quantify CAS abundances, purified samples were re-dissolved in 18.2 MΩ
water and an aliquot removed for concentration measurements. Sulfate con-
centrations were measured on a Dionex® ICS-3000 ion chromatography system
equipped with a 2 mm AS4A-SC column using a 1.8 mM Na2CO3 / 1.7 mM
NaHCO3 eluent. Based on the measured sulfate concentrations, samples were
dried down, re-dissolved a final time in 5% (v/v) Seastar® HNO3, and diluted
in 2 mL autosampler vials to attain a sulfate concentration matching that of a
Na2SO4 bracketing standard (either 10 µMor 20 µM). Sulfur isotope ratios were
measured on a Neptune Plus multi-collector inductively coupled plasma mass
spectrometer (MC-ICP-MS) equippedwith a CETAC® Aridus II desolvating neb-
ulizer system at Caltech using the method of Paris et al. (2013). Accuracy was
monitored by including at least two seawater standards and a deep sea coral
consistency standard in each Neptune run (12-30 samples). Average across all
runs was +21.03 ± 0.02h for seawater (n = 46), +22.13 ± 0.03h for the deep
sea coral standard (n = 15), and +3.0 ± 3.3h for procedural blanks (n = 34).
Average procedural blank size was 0.28 ± 0.05 nanomoles of S. All listed un-
certainties are 1σ population standard errors unless otherwise stated. Typical
blank-corrected values have a 1σ standard error of the mean of 0.12h or less
based on replicate 50-measurement blocks of the same sample solution.
II.4.3 Synchrotron X-ray fluorescence (XRF) mapping and X-ray absorp-
tion near-edge structure (XANES) spectroscopy
To better understand the distribution of sulfur and other elements within bra-
chiopod specimens, we generated micro-XRF maps of elemental distributions
for a small subset of sample thin sections (four in total) on beamline 14-3 at
the Stanford Synchrotron Radiation Lightsource (SSRL). Maps were generated
by rastering a five micron x-ray beam across each thin section using a Newport
sample stage kept under a He atmosphere to reduce x-ray attenuation in air at
“tender” (1-5 keV) x-ray energies. Incident beam energy was controlled with a
Si 111 φ = 90 crystal monochromator and calibrated using an internal sodium
thiosulfate standard defining the thiol peak as 2472.02 eV. Sulfur distribution
data were collected at an energy of 2482.5 eV using a Vortex fluorescence detec-
tor. Several XANES points per sample were also collected, withmultiple repeats
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for points with low sulfur fluorescence intensity to increase the signal to noise
ratio of the resulting spectra.
II.5 Results
CAS abundance and δ34S data for all brachiopod samples that contained at least
four nanomoles of S and exhibited no evidence of diagenetic alteration are listed
in Table A.1. Data for samples containing less than four nanomoles total of sul-
fur were discarded due to unreasonably large standard errors and inaccuracy
resulting from a large blank contribution to the total S. Samples that showed
evidence of poor preservation during sample characterization (e.g., brightly lu-
minescent regions) have also been excluded from this table and subsequent fig-
ures, but are listed in Table A.2. This table includes two samples with unusually
low (<6h) δ34SCAS and one additional outlier of +18.47h at 297.4 Ma. The
two unusually low samples (TUW050 replicate andWP62a KL-1) were noted as
containing slightly luminescent fibrous material in the drilled area. We did not
observe any evidence of alteration in the additional outlier sample (RAK38-1);
perhaps this sample was contaminated by matrix material or by diagenetically
altered material present below the surface of the sample billet. Importantly, the
δ34S time series we present and our conclusions regarding the data are largely
unaltered by the inclusion or exclusion of these data.
II.5.1 Intraspecimen CAS abundances and δ34S variability
One goal of this study was to evaluate the contribution of intraspecimen
δ34SCAS variation to the precision and accuracy of temporal records. Bra-
chiopods RU165-1 (a Choristites sp. specimen from the Moscow Basin in Rus-
sia), KSN18, and KSN19 (Neospirifer dunbari specimens from Kansas) were
each sufficiently large for unaltered regions to be sampled in triplicate to probe
within-brachiopod variation. CAS abundance varies by at least 20% within
each specimen, with a mean CAS abundance and 1σ standard deviation of 639
± 65 ppm for RU165; 10152 ± 2481 ppm for KSN18; and 9864 ± 3386 ppm for
KSN19. Despite this significant variability in CAS abundance, δ34SCAS varies by
≤ 0.3h within specimen. The mean δ34S and 1σ standard deviation were 12.01
± 0.14h for RU165; 12.56 ± 0.04h for KSN18; and 12.55 ± 0.10h for KSN19.
These results suggest that intraspecimen variation is a trivial source of scatter
within temporal brachiopod δ34SCAS records so long as well-preserved secondary
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and tertiary layers are sampled.
Micro-XRF mapping and XANES spectroscopy of thin sections also confirm
substantial variation in CAS abundance within individual brachiopod speci-
mens. XANES spectra typically lack the characteristic 2481 eV “shoulder” of
organic sulfate esters and include a post-edge feature at 2484.9 eV (Figure II.2),
suggesting that the sulfur present is dominantly inorganic sulfate [283]. Figure
II.3 displays micro-XRF maps of the CAS distribution within sample KSN18.
This thin section was previously mapped by Mii and Grossman (1994) [223] us-
ing an electron microprobe at discrete points. Continuous mapping at high (10
µm) resolution demonstrates ∼150% variation in CAS abundance based on the
minimum and maximum fluorescence intensities measured at different pixels
within the shell. This is consistent with the∼160% variation in CAS abundance
among powders drilled from this sample for δ34S measurements. Maps of the
three additional thin sections also featured variations in CAS abundance near
this level, with the most variable sample (TWS43, a Composita subtilita speci-
men) exhibiting ∼190% variation. Secondary fibrous material shows elevated
CAS contents relative to prismatic material within this specimen, consistent
with electronmicroprobe spot analyses by Grossman et al. (1996) [122] showing
higher SCa ratios in fibrous Compositamaterial.
II.5.2 Interspecimen CAS abundance and variability
We additionally interrogated variation among co-depositional brachiopods.
Extensive collection of brachiopods for previous studies [123, and references
within] enabled us to measure multiple brachiopods from the same sediment
horizon in 39 different instances. Ranges in δ34SCAS among brachiopods spec-
imens within individual horizons are small (Figure A.1), with over half (22
of 39) of the differences 1h or less, and approximately 90% (35 of 39) 2h or
less. The 95% confidence interval (CI) calculated in 0.1 Myr time steps from a
restricted cubic spline through our data (see Appendix A, section A.3) confirms
this degree of confidence, with 76.1% of the time steps having a CI spanning
2h or less and 92.8% spanning 2.5h or less. Variation among some taxa is
systematic; for example, Composita sp. within the late Carboniferous and early
Permian is 1-2h higher in δ34SCAS relative to co-depositional specimens from















(Richardson et al.. 2019)
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Figure II.2: Background-corrected and averaged X-ray absorption near-edge
(XANES) spectra for sample KSN18 (top, black line) compared against
reference spectra for inorganic and organic sulfur compounds (colored lines).
Spectra have been vertically offset for ease of visualization. The KSN18 CAS
trace averages measurements obtained from 15 unique points within the
sample thin section to improve the signal to noise ratio and demonstrates a
dominance of inorganic CAS over other sulfur phases. Although very small
peaks are present in the pre-edge region of the spectra at several points used in
this composite trace, the ∼2482 eV peak characteristic of SO4 dominates in
intensity in all cases. The composite trace does not have a prominent pre-edge
shoulder on the main ∼2482 eV peak like the SO4 ester and has none of the
post-edge secondary peaks characteristic of anhydrite. The lack of these
features strongly suggests that the sulfur present is inorganic, lattice-bound
sulfate [283]. Reference spectra have been collected at SSRL (sulfoxide,
sulfonate, SO4 ester), obtained from the European Synchotron’s ID21 Sulfur





















































































































































































































































































































































































































































































































































































































II.5.3 Temporal δ34S variability
Our new record of δ34SCAS variation in the Carboniferous and the Early Permian
(Figure II.4) displays substantial temporal variability and is mostly consistent
with previous brachiopod-based δ34SCAS records [171, 172, 259, 368]. The earli-
est Carboniferous features an approximately 6.5h decrease in δ34SCAS from val-
ues of ∼+20h at the start of the Tournaisian (359.3 Ma) to ∼+13.5h in the
early to middle Visean (∼338 Ma). Stasis near this +13.5h value is punctu-
ated by a sharp increase in δ34SCAS near the Serpukhovian-Bashkirian bound-
ary (323.4 Ma). δ34SCAS increases 2h to 5h within about 2.4 Myr. Peak val-
ues of ∼+17h in the Bashkirian (∼320 Ma) gradually decline over ∼15 Myr
and reach average values near +13h by 305 Ma. This decline reaches values
as low as +12h if the non-Composita values are used. Following the Mosco-
vian (315.2-307.0 Ma), δ34SCAS remains approximately constant through the end
Carboniferous (298.9Ma) into the early Permian. Minimum δ34SCAS values near
+11.5h at∼269Ma perhaps indicate a small and gradual seawater δ34S decline
over ∼35 Myr.
II.6 Discussion
II.6.1 Sources of variability in CAS abundance
CAS abundance shows a high degree of variability in our study, with up to a
factor of two variation within individual specimens and an order of magnitude
variation (< 1000 ppm to > 10000 ppm) among specimens from different taxa.
The source of this variability within biogenic carbonates has not been robustly
constrained. Previous research has shown that CAS abundance within carbon-
ates may be a function of the SO42− to CO32− activity ratio in the precipitating
solution [53], the kinetics of carbonate precipitation (i.e., growth rate; [53]), and
the distribution of organic matrix within the shell structure [80, 83]. Diagenetic
alteration could also affect CAS abundance, but is an unlikely explanation given
our screening for well-preserved samples. Variations are also much too large
to be explained by changes in the SO42− to CO32− activity ratio given the long
timescales for changes in seawater [SO42−] and [CO32−] relative to brachiopod
lifespans. Richardson et al. (2019) [283] proposed two likely sources of CAS
abundance variations in brachiopods: (1) changes in shell growth rate and (2)
oxidation of heterogeneously-distributed organic sulfur compounds. Given the
dominance of inorganic CAS in our specimens, we view growth rate variations
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as the primary control upon variations in CAS. A growth rate influence is sup-
ported by covariance of sulfur abundance with other geochemical data like MgCa ,
δ13Ccarb, and δ18Ocarb in brachiopods (e.g. [223]) and other biogenic carbonates
(e.g. [243]). However, oxidized organic compounds could play a minor role in
controlling CAS abundance and may be responsible for some of the variability
we observe within individual specimens and among co-depositional specimens.
II.6.2 Sources of variability in temporal δ34S records
To the best of our knowledge, this study represents the first systematic look at
δ34SCAS variation within and among co-depositional, well-preserved brachiopod
specimens. Our small-sample approach (0.2-10 mg) has allowed us to probe
subtle differences in δ34SCAS that may have been obscured through mixing of
powders from multiple brachiopods (e.g. [172]) or from multiple carbonate
components within whole rocks (e.g. [205]). Many specimens measured here
were too small to meet the sample requirements of traditional gas source mass
spectrometry.
Variation in δ34SCAS among co-depositional brachiopods within this study is
small. The majority of horizons from which multiple brachiopods were sam-
pled show a δ34SCAS range ≤ 2h in magnitude. This is consistent with the
∼2h range in brachiopod δ34SCAS observed at single timepoints by Present et
al. (2015) [262] and Kampschulte, Bruckschen, and Strauss (2001) [171]. In
studies with comparable measurement precision, our data suggest that one
may invoke a change in the δ34S of seawater sulfate with 68% confidence if
the difference between two chronologically successive δ34SCAS data points is
larger than ∼0.9h and with over 95% confidence if larger than ∼1.7h (see
Appendix A, A.3). Variability among contemporaneous specimens is a more
likely explanation for differences smaller than these thresholds. Data quantity,
preservation differences, and other relevant factors should also be considered
in linking apparent temporal trends in δ34SCAS to changes in seawater δ34S.
Our data hint that further improvement in the precision of δ34SCAS records may
be possible with careful attention to brachiopod taxonomy. For example, δ34SCAS
in Composita subtilita is 1-2h higher than δ34SCAS in co-occurring taxa (Cru-
rithyris, Eridmatus, and Neospirifer). All our Composita δ34SCAS data younger
than ∼311 Ma were collected from Composita subtilita specimens, while ear-
lier Composita data come from other species. Note that Grossman, Zhang, and
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Yancey (1991) found a ∼+1h offset in δ13C in Composita subtilita compared
with co-occurring taxa. Grossman, Zhang, and Yancey (1991) interpreted this
offset as reflecting either a unique, attached life habitminimally affected by sedi-
ment pore waters or a species-specific “vital effect” (e.g. [69]). While we cannot
rule out a diagenetic origin for these offsets, we favor a species-specific “vital
effect” on δ34SCAS for Composita subtilita based on the relatively consistent mag-
nitude of these offsets and the low Na and S abundances for this species [122].
The low and variable Na abundances withinComposita subtilita (NaCa ∼2-7 in one
measured specimen; [122]) cannot be explained by a lack of pore water chem-
istry influence. A vital effect is consistent with small offsets in δ34SCAS from
seawater δ34S in foraminifera [243, 279], deep sea corals [244], and modern bra-
chiopods [262, 283].
II.6.3 Comparison with published CAS δ34S records
Our new data confirmmany observations in the brachiopod δ34SCAS records gen-
erated by Kampschulte, Bruckschen, and Strauss (2001) [171] and Wu (2013)
[368], but also diverge from these records in important ways. First, our data
feature much less δ34SCAS scatter during the Tournaisian (359.3-346.7 Ma) and
Visean (346.7-330.3 Ma), especially compared with the dataset of Wu (2013)
[368] (Figure II.4). In some instances, the new data constrain δ34SCAS to within
2h where existing data spanned over 5h. Our data agree betterwith theKamp-
schulte, Bruckschen, and Strauss (2001) [171] data than the Wu (2013) [368]
data, in part because of the samples analyzed. Both Kampschulte, Bruckschen,
and Strauss (2001) [171] and our study primarily analyzed samples from the US
Midcontinent in the Tournaisian and Visean portions of the δ34SCAS record, in-
cluding several samples shared between the studies. In contrast, most of Wu’s
(2013) [368] samples came from northern Europe. TheWu (2013) [368] δ34SCAS
data are more varied and often high. This may reflect addition of diagenetic
pore-fluid sulfate that has been enriched in 34S through microbial sulfate re-
duction. The brachiopod shells analyzed by Wu (2013) [368] were “routinely
checked” for diagenesis in previous studies [44, 348] using optical microscopy,
scanning electron microscopy, and Mn contents. However, these methods have
been shown to be less effective in avoiding diagenetic calcite with low δ13C and
δ18O values than themethods used in this study [123]. Overall, our observations
are consistent with early diagenetic alteration of the Wu (2013) [368] samples
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through carbonate recrystallization or cementation. We favor a diagenetic ex-
planation over possible geographic variability in seawater δ34S due to similar
scatter in theWu (2013) [368] data collected from other localities (see Appendix
A, section A.5).
In addition, our data reveal a notable increase in δ34SCAS at the Serpukhovian-
Bashkirian boundary. Although this increase is present in the Kampschulte,
Bruckschen, and Strauss (2001) [171] data, our results show a larger and more
rapid increase (∼3 versus ∼10 Myr, and up to 5h versus as little as 2h).
We suspect that the more gradual δ34SCAS increase observed by Kampschulte,
Bruckschen, and Strauss (2001) [171] results from mixing brachiopods with
disparate δ34SCAS values (see Appendix A, section A.4).
II.6.4 Isotopic co-variation within the Permo-Carboniferous
S, C, O, and Sr isotope records show compelling covariation during the Permo-
Carboniferous (Figure II.5). This was first noted by Kampschulte, Bruckschen,
and Strauss (2001) [171] and suggests an overarching tectonic control on all
four systems. Exploringmechanisms that could generate these changes requires
consideration of the major fluxes affecting each of these isotope systems. Thus,
we constructed an isotopic box model of the Permo-Carboniferous carbon and
sulfur cycles to test different mechanisms that could explain the observed vari-
ations in carbonate δ13C and δ34SCAS. We will focus on the period of contempo-
raneous increases in δ13C, δ18O, and δ34S between 325 and 320 Ma.
II.6.4.1 Box modeling introduction
Our coupled one-box model of the carbon and sulfur cycles is described in de-
tail in Appendix A (section A.7). Seawater δ34S changes in our model may be
driven by changes in the magnitude of the pyrite burial flux, changes in the iso-
topic offset (Δδ34S) between the pyrite burial flux and seawater, and/or changes
in the δ34S of the input flux (i.e., δ34Sin). Given a constant input flux of sulfur
to the ocean, seawater δ34S may rise due to an increase in the pyrite burial flux,
an increase in Δδ34S, or an increase in δ34Sin. Of these three mechanisms, only
pyrite burial has a direct effect on modeled atmospheric pO2 if the fraction of
sulfur input derived from oxidative weathering is constant. We force changes








































Figure II.5: Stacked plots of δ34SCAS (A; this study), carbonate δ13C (B; [123]),
carbonate δ18O (C; [123]), and 87Sr86Sr (D; [44, 45, 265, 348]) plotted against sample
age (GTS 2020 timescale; [117]) for the Carboniferous and Early Permian. The
black line in each plot denotes a restricted cubic spline through the data (see
Appendix A, section A.3 for methods). Dark gray dashed lines represent 95%
confidence interval bounds for each restricted cubic spline. Numbered, shaded
boxes denote the driving events for the observed isotopic changes as described
in detail in Discussion subsection II.6.4.2.
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cribed burial ratio, RC:S , and driving changes in organic carbon burial with the
carbonate δ13C data of Grossman et al. (2008). Step-function changes in RC:S ,
Δδ34S, and/or δ34Sin are allowed to occur at two time points, 325Ma and 319Ma,
in order to generate model δ34S curves that yield good matches to our δ34SCAS
data (Appendix A, section A.7). Although such step-function changes may not
be realistic, we use this approach to achieve the maximum rate of change in
seawater δ34S that a parameter change of a given magnitude could force. Our
approach producesmodel results that yield theminimummagnitude of changes
necessary to reproduce our data. More gradual changes in parameter values are
possible, but such changes must be larger in absolute magnitude to reproduce
the rate of change attained using step-function forcing.
II.6.4.2 Box modeling results
Berner and Raiswell (1983) [27] proposed that an increase in RC:S associated
with an expanded Carboniferous terrestrial biosphere arises naturally from the
Permo-Carboniferous carbon and sulfur isotopic records. This idea still works
at the broadest scale of our new record, but at ∼323 Ma, both carbonate δ13C
and δ34SCAS clearly increase. These increases imply both a higher fraction of or-
ganic carbon burial and a higher fraction of pyrite burial at the onset of peak
Carboniferous glaciation. We find that model runs driven by the carbonate δ13C
curve alone — i.e., with constant RC:S , Δδ34S, and δ34Sin— fail to adequately fit
our data (Appendix A, Figure A.4). In addition, model runs in which just one of
these three parameters is changed generally require parameter values that are
inconsistent with geologic evidence. Most notably, RC:S must decrease at 325
Ma to values more representative of euxinic environments [27] to generate an
adequately large mid-Carboniferous peak (Appendix A, Figure A.5). The RC:S
decrease arises from a need for a transient increase in pyrite burial to drive up
marine SO 2–4 δ34S, but the geologic record instead shows an increase in terres-
trial organic sedimentation at this time [236] consistent with a RC:S increase.
Variation of at least one additional parameter — Δδ34S or δ34Sin— is needed to
maximize model-data fit quality while producing agreement with the geologic
record.
Results from the model scenario that best concords with our data and the geo-
logic record are shown in Figure II.6. We impose a permanent increase in RC:S
at 325 Ma (Figure II.6D) and allow changes in Δδ34S and δ34Sin (Figures II.6E,F)
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to force additional temporal variation in seawater δ34S. Best fit results under this
scenario occur when (1)RC:S increases from 3.0 to 4.4 - 4.8 at 325 Ma, (2) Δδ34S
undergoes a 12h- 20h increase (to 47h- 55h) at 325 Ma and a subsequent
decrease to 25h- 27hat 319 Ma, and (3) δ34Sin increases by 4h- 6h(to +8h-
+10h) at 325 Ma and later decreases to +6h at 319 Ma. The potential mecha-
nisms behind these changes in parameter values are discussed below. Although
these changes in Δδ34S are large, substantial variations in the biological isotopic
fractionation (34ε) associated with sulfur cycling occur due to variables like cell-
specific sulfate reduction rate (e.g. [195, 313]) and sulfurmetabolism (e.g. [60]).
Differences in iron input (e.g. [303]) and physical depositional parameters (e.g.
[246]) also affect the net δ34S offset between seawater sulfate and sedimentary
sulfides. These sources of variability lead to highly disparate Δδ34S amongmod-
ern environments [59] and suggest that changes of the magnitude required by
these model runs may be plausible. Enhanced erosion of sulfate evaporites —
possibly, the thick evaporite accumulations within the Windsor Group of the
Maritimes Basin [352] — is a potentially viable mechanism of δ34Sin increase
(e.g. [309]).
We envision a sequence of events to drive these changes as follows and as num-
bered in Figure II.5. (1) Isotopic steady state within the marine sulfur cycle was
maintained from 335 to 325 Ma, and seawater δ34S remained nearly constant
at ∼+13.5h during this period. (2) This isotopic steady state was interrupted
by a 100+ m fall in eustatic sea level due to a combination of tectonics and the
onset of peak Carboniferous glaciation [123, 232, 291]. Aerial exposure of shal-
low shelf environments promoted expansion of coal forests [236], an increase
in RC:S [27], and an increase in carbonate δ13C [123]. Loss of shelf environ-
ments increased Δδ34S by forcing a higher fraction of pyrite burial in deep ma-
rine environments with high Δδ34S (e.g. [279]), and erosion of sulfate evaporites
(e.g. [309]) drove a correlative increase in δ34Sin. Seawater δ34S rose rapidly to
∼+17h in response. (3) Long-term (i.e., second-order) sea level rose∼50m be-
ginning around 319Ma as indicated by sequence stratigraphy [291]. Coal forests
[236] andhigh carbonate δ13C [123] suggest that terrestrial organic carbonburial
remained high throughout this time. Continental shelf environments increased
in abundance with this sea level rise, re-invigorating shelf pyrite burial and de-
creasing Δδ34S to near-initial values. δ34Sin also decreased as evaporite erosion
waned in intensity, possibly due to renewed sediment deposition [352]. Sea-













































































































Figure II.6: Plots of (A) SO 2–4 δ34S, (B) [SO42−], (C) pyrite and evaporite burial
fluxes, (D) RC:S , (E) δ34Sin , (F) Δδ34S, and (G) O2 reservoir size associated with
the multi-variable parameter model runs in which RC:S was forced to increase
at 325 Ma and both δ34Sin and Δδ34S were allowed to vary with time. Each
colored line in the SO 2–4 δ34S and [SO42−] plots represents a different model
run; the ten best model-data fit runs are shown.
established at ∼305 Ma. Glacial deposits [97, 151, 232] and widespread, corre-
latable cyclothems with Milankovitch cycle-like periodicities [140] suggest that
glacial cycles continued into the Permian. Higher long-term sea level [291] dur-
ing the early Permian limited perturbations to the fraction of pyrite burial occur-
ring on the shelf and the global Δδ34S. High RC:S was maintained via abundant
deposition of organic-rich sediments through the earliest Permian [236].
II.6.4.3 Model implications for pO2 and marine [SO 2–4 ]
Ourmodel results have important implications for past atmospheric oxygen lev-
els. The final pO2 in each of our model runs exceeds the initial pO2 (assumed
to be modern) by > 3x. However, the sulfur cycle perturbations make a mini-
mal contribution to this pO2 increase. In all model scenarios we explored, high
Permo-Carboniferous carbonate δ13C values demand a large increase in pO2
due to a high organic carbon burial flux. The implausibly high final pO2 val-
ues can be ameliorated in two ways: (1) starting the model with a lower initial
pO2 and/or (2) reducing the rise in pO2 (see Appendix A, subsection A.8). An
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implausibly large modeled pO2 increase across the mid-Carboniferous is diffi-
cult to avoid unless a carbon input flux much lower than the modern value is
assumed or an additional large sink for O2 is imposed. Such results generally
require pO2 at 335 Ma to be much lower than modern pO2 to keep Early Per-
mian pO2 levels below implausibly high levels. The sulfur cycle can reduce the
amount of pO2 increase through a reduction in pyrite burial, but it cannot en-
tirely prevent too large of an increase in pO2 on its own.
The rapid δ34S increase at the Serpukhovian-Bashkirian boundary also provides
insight into marine SO 2–4 concentrations during the Carboniferous. Our best fit
model runs suggest that SO42− concentrations of 5-10 mM are necessary for an
excursion of appropriate magnitude and rapidity to occur. The best fit SO42−
concentration scales with the magnitude of changes in RC:S , Δδ34S, and/or
δ34Sin; i.e., smaller changes in these parameters require lower SO42− concen-
trations for the model output to adequately fit the data. The 5-10 mM SO42−
concentration values are more consistent with the Late Devonian estimates
of Lowenstein et al. (2003) (5-12 mM) than the Early Permian values (18-26
mM) from the same authors. If our data and the associated excursion timescale
are accurate, our modeling suggests that the increase in the size of the marine
SO 2–4 reservoir must have occurred primarily in the Late Carboniferous. The
magnitude of the modeled [SO42−] increase is very sensitive to the imposed S
input flux and the evaporite output flux; an imbalance of just a few percent
results in [SO42−] changes of several mM when extrapolated over tens of Myr.
II.6.5 Mechanisms behind the Paleozoic δ34S decrease
The early Carboniferous δ34S decrease represents one of the largest changes in
seawater δ34S in the entire Phanerozoic record (Figure II.7). This change is part
of a broader long-term decrease in δ34S from the early Cambrian to the late Per-
mian [172, 261]. Previous studies have interpreted this change as reflecting a
long-term decrease in the relative fraction of sulfur leaving the ocean via pyrite
burial (e.g. [98, 172]) or as a decrease in subduction flux of 34S-depleted pyrite
[57]. Our results are consistent with either of these interpretations. However,
decreases in δ34Sin and Δδ34S are also capable of contributing to this decrease. A
dominance of pyrite burial over these additional mechanisms of seawater δ34S
change requires that changes in δ34Sin and Δδ34S across this time be negligible























Figure II.7: Plot of sulfate δ34S against age for biogenic carbonate CAS (red),
barite (blue), bulk rock CAS (cyan), and evaporites (yellow). Additional bulk
rock CAS data approaching δ34S values as high as +70h during the Cambrian
and as low as -40h during the latest Permian have been cut off by the axis
limits. Data plotted on GTS2012 timescale [116]. Figure after Present, Adkins,
and Fischer (2020) [261].
Reconstructions of the global Δδ34S are typically made using the arithmetic
difference between the δ34S of seawater and the mean δ34S of buried pyrite.
Such reconstructions (e.g. [195, 369]) are obscured by a lack of accurate, high-
resolution biogenic δ34SCAS records and a bias of the pyrite δ34S record toward
shallow shelf settings. Deep-ocean pyrite burial constitutes as much as half of
the modern global pyrite burial flux [43] and could have been more important
under lower Paleozoic deep ocean O2 concentrations [319]. We tentatively label
Δδ34S change as an unimportant factor in the Paleozoic seawater δ34S decrease
given current evidence, but further investigation is warranted.
No geologic archives allow for direct reconstructions of the global δ34Sin through
time. However, modeling efforts by Halevy, Peters, and Fischer (2012) andWu,
Farquhar, and Strauss (2014) have suggested a long-term decline in δ34Sin dur-
ing the Paleozoic, especially following the first major Phanerozoic glaciation
in the latest Ordovician (e.g. [204]; Figure II.7). We hypothesize that increased
physical erosion rates associatedwith glaciation enhanced oxidativeweathering
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of pyrite (OWP; [341]) and gradually decreased δ34Sin. Regardless of cause (cf.
[1]), OWP enhancement would consume some of the O2 flux added by organic
carbon burial and reduce the pO2 increase observed in our modeling scenarios
(see Appendix A, subsection A.8). We suggest that a δ34Sin decrease is likely to
have been important in decreasing Paleozoic seawater δ34S given these consid-
erations.
II.6.6 A mechanism for rapid changes in the marine S cycle
Previous studies of the Cretaceous and Cenozoic seawater δ34S record [252, 254,
279] have revealed the potential for rapid (> 0.5h per Myr) changes in the
marine sulfur cycle to occur on timescales of several Myr. Our new Permo-
Carboniferous δ34SCAS record includes similarly rapid changes and indicates that
theymay be an inherent feature of themarine sulfur cycle (Figure II.8). Notably,
rapid changes in these records are commonly separated by periods of stability
in which δ34S varies by <2‰ over 10+ Myr. Relatively low marine [SO42−]may
enhance the potential for rapid changes in seawater δ34S to occur. However,
periods of long-term stability bracketing many of these rapid changes suggest
threshold-like character within the marine sulfur cycle; i.e., a small change in
the Earth system may yield either a large or small change in the marine sulfur
cycle depending on the initial state of the system.
Following observations by other authors (e.g. [195, 246, 279]), we suggest that
sea level and shelf area influence the marine sulfur cycle and are a key compo-
nent of this threshold-like character. We envision that changes in the abundance
of depositional environments distinct in their sulfur isotopic characteristics —
e.g., shallow shelf versus deep marine environments —may simultaneously al-
ter the pyrite burial flux, the Δδ34S associated with global sulfur cycling, and
δ34Sin. Although limited in scope, existing pyrite δ34S records from Carbonifer-
ous marine sediments (e.g. [78, 166, 212, 310]) support an association of higher
Δδ34S with more distal marine environments in which pyrite forms under more
open system conditions (e.g. [246]). Special emphasis is placed on simultane-
ous changes in the pyrite burial flux and Δδ34S, as the interaction of these terms
may enable particularly rapid changes in seawater δ34S. Tectonics can play a key
role in generating these changes and may be especially important in generat-
ing changes in δ34Sin (e.g. [309]). Future work should more carefully consider
Δδ34S and δ34Sin as significant drivers of seawater δ34S change within the geo-
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Figure II.8: Comparison of a 100 Myr interval of the marine barite δ34S record
[252, 254] spanning the Early Cretaceous through the Middle Cenozoic (top)
and this study’s biogenic CAS δ34S record across the Carboniferous and Early
Permian (bottom). The black line in each plot denotes a smoothing spline
through the data. Ages are plotted on the GTS2012 timescale [116]. Periods of
relative stability exceeding 10 Myr in duration are punctuated by intervals of




Here, we have reported a new Permo-Carboniferous δ34SCAS record generated
exclusively from measurements of individual brachiopods. Our results indi-
cate that δ34SCAS variation within and among well-preserved co-depositional
brachiopod specimens is small (< 0.3h and < 2h, respectively). Our results
also suggest that single brachiopod δ34SCAS measurements can significantly
improve the precision of existing Paleozoic δ34SCAS records. Our new record
of Permo-Carboniferous δ34SCAS confirms trends seen in existing brachiopod
δ34SCAS datasets [171, 368], but substantially improves upon the precision of
these records. We resolved several changes that were ambiguous in their timing
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and magnitude in these previous datasets. Most notably, we found a relatively
sharp, 2-5h δ34SCAS increase near the Serpukovian-Bashkirian boundary coin-
ciding with sea level fall and an expansion of continental glaciation. Systematic
offsets in δ34SCAS for at least one species (Composita subtilita) suggest the pos-
sibility of taxon-specific brachiopod δ34SCAS vital effects. Future work to better
understand these offsets may further improve the precision attainable in tem-
poral δ34SCAS records.
Geologic evidence and box modeling indicate that changes in Δδ34S and/or
δ34Sin are needed in addition to changes in pyrite burial to explain the mid-
Carboniferous δ34SCAS record. Although Berner and Raiswell’s (1983) [27] in-
ference of an increase in the reduced C:S burial ratio appears robust, transient
increases in Δδ34S and/or δ34Sin must be called upon to account for the mid-
Carboniferous peak in δ34S. Large increases in pO2 driven by organic carbon
burial cannot be balanced by sulfur cycle perturbations. These increases neces-
sitate that early to mid-Carboniferous pO2 be much lower than modern pO2 or
that additional O2 sinks be considered. We suggest that combined changes in
pyrite burial, Δδ34S, and δ34Sin should be considered more seriously as drivers
of rapid changes in the δ34S of seawater. Changes in shelf area may alter the
relative proportions of isotopically distinct depositional environments and vi-
ably force these combined changes. Tectonics can play a key role in generating
these shelf area changes and may also influence δ34Sin via uplift and erosion.
Improved Paleozoic biogenic δ34SCAS records will enable more accurate assess-
ment of the timing of seawater δ34S changes and provide fruitful avenues for
future study.
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C h a p t e r III
δ34SCAS HETEROGENEITY ACROSS THE END-PERMIAN
MASS EXTINCTION (EPME) IN SOUTH CHINA
III.1 Abstract
The End-Permian Mass Extinction (EPME) represents the largest known ex-
tinction in Earth’s history. The dynamics of the marine sulfur cycle across this
important event have been obscured by disagreement between sulfur isotopic
records derived from CAS and sulfate evaporites. Here, we attempted to resolve
this disagreement through newmeasurements of CAS δ34S (i.e., δ34SCAS) in sub-
sampled carbonates collected from Permian-Triassic boundary (PTB) sections
at Meishan and Yudongzi in South China. We observed substantial δ34SCAS vari-
ation within single hand samples from both of these sections, with most sam-
ples having a range in δ34SCAS exceeding 5h and some reaching nearly 20h.
We also found evidence for mixing between low CAS abundance, high δ34SCAS
and high CAS abundance, low δ34SCAS phases in these rocks. A simple model
of reduced sulfur oxidation and incorporation into carbonates as CAS suggests
that oscillating sedimentary redox conditions may plausibly explain the δ34SCAS
heterogeneity within many EPME carbonates amidst the relative lack of such
variation in sulfate evaporite δ34S data. Future work should test this hypothe-
sis and better evaluate the role of the marine sulfur cycle as a primary versus
secondary influence in the EPME.
III.2 Introduction
The End-Permian Mass Extinction (EPME) is the largest known mass extinc-
tion event in Earth’s history [299]. Paleobiological datasets suggest that nearly
80% of genera went extinct during this event, with losses particularly concen-
trated in marine invertebrates such as rugose corals, trilobites, brachiopods,
and foraminifera [248]. Geochronological studies [50, 51, 304, 305] have re-
vealed that this extinction was also incredibly rapid; recent zircon U-Pb age
measurements by Burgess, Bowring, and Shen (2014) [50] have constrained
the duration of the extinction in South China to 60 ± 48 kyr, i.e., between
251.941 ± 0.037 Ma and 251.880 ± 0.031 Ma. Strata across the globe show
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large diversity losses during this interval [248] that are synchronous on at least a
regional scale (e.g. [304]). Catastrophic extinction mechanisms were proposed
based on the rapidity of the extinction, and more recent work [71, 183] has sug-
gested a massive influx of carbon to the ocean-atmosphere system as a primary
causal factor in the extinction based on preferential loss of heavily calcified taxa.
Geochemical studies have shown that large marine chemistry perturbations
were associated with the EPME. Early observations of laminated, pyrite-rich
sediments in Permian-Triassic boundary (PTB) strata suggested widespread
ocean anoxia and euxinia during the extinction interval [152, 359, 360, 361].
Carbon isotope studies (e.g. [63, 145, 147, 148, 189, 250]) also identified a grad-
ual late Permian carbonate δ13Cdecline punctuated by a rapid, large (3-4h) neg-
ative excursion across the extinction event. Similarly dramatic changes occur
in strontium [186, 316], calcium [144, 251], osmium [109, 296], lithium [325],
selenium [321], uranium [194], and nitrogen [64, 296, 370] isotopic signatures
in sedimentary materials. The combination of biostratigraphy, geochronology
[50, 277], and geochemistry points to the eruption of the Siberian Traps large
igneous province as the source of the environmental and climatic disturbance
that caused the EPME. Although volcanic emissions from this eruption can-
not account for the large negative carbon isotope excursion on their own [24],
volatilization of organic carbon within organic-rich sediments intruded by the
eruption [327] may have augmented the magnitude of the eruptions’s CO2
release and its 13C depletion.
Numerous studies havemeasured the sulfur (S) isotopic composition of carbon-
ate associated sulfate (CAS) in an attempt to study varibility in the globalmarine
S cycle across the EPME (Figure III.1). These studies have documented a huge
range in CAS δ34S (i.e., δ34SCAS), leading some authors (e.g. [203, 317]) to ar-
gue for very low (< 5mM) seawater sulfate (SO 2–4 ) concentrations at the time of
the EPME. Some studies have alternatively suggestedmixing of isotopically dis-
parate reservoirs of S (e.g. [169, 239, 280]). Although both CAS (e.g. [209, 239])
and evaporite [17, 76, 366] δ34S records indicate a large increase in seawater δ34S
from the Late Permian to the Early Triassic, disagreement between records on
the character of the δ34S increase has inhibited a better understanding of marine
S cycle behavior across the EPME.
The combination of disagreement among existing records and relatively low












































































































































































































































































































































































































































































































































Figure III.2: Paleogeographic map of the world at the end of the Permian.
Red stars and text denote the approximate paleolocations of the two EPME
sections sampled as part of this study. Smaller yellow stars and blue text
denote approximate locations from which other EPME δ34SCAS data have been
collected. Map after Scotese (2014) [298].
prime target for S isotopic studies utilizing methods with minimal sample re-
quirements. Here, we present new multicollector inductively coupled plasma
mass spectrometry (MC-ICP-MS) δ34SCAS data from EPME sections at Meishan
and Yudongzi in South China. Using a novel micro-X-ray fluorescence (µ-XRF)
screening method to target disparate regions of hand samples, we found that
δ34SCAS heterogeneity within single hand samples typically exceeds 5h and
sometimes reaches nearly 20h. Cross plots of δ34SCAS versus the inverse of CAS
abundance suggest that this heterogeneity results from mixing between low
CAS abundance, high δ34SCAS and high CAS abundance, low δ34SCAS phases.
In light of other proxy records, the disagreement between evaporite δ34S and
δ34SCAS records likely indicates carbonate recrystallization and authigenic car-
bonate precipitation in the presence of SO 2–4 derived from oxidation of solid
S phases; i.e., the δ34SCAS variability within prior studies reflects diagenetic
alteration rather than primary variation in the δ34S of a small marine SO42−
reservoir.
III.3 Sample Localities
Samples for this study were collected from two carbonate sections in South
China at Meishan and Yudongzi (Figure III.2). Each of these sections is located
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within the Yangtze Platform, an extensive and long-lived (Late Proterozoic
through Late Triassic) carbonate platform at the eastern margin of the Paleo-
Tethys Ocean [92].
Meishan is the location of the Global Boundary Stratotype Section and Point
(GSSP) for the Permian-Triassic boundary [146] and has been extensively tar-
geted for geochemical studies (e.g. [50, 63, 64, 168, 277, 280]). Here, carbonate
sedimentswere deposited in a carbonate ramp settingwithin a local topographic
depression between fair weather and storm wave base [70, 146]. Facies include
bioclastic micrite, wackestones, packstones, and grainstones containing abun-
dant pyrite and fossils of brachiopods, crinoids, conodonts, foraminifera, and
other calcified organisms [70, 146, 373]. The section is highly condensed and
includes multiple ash beds that have been precisely dated through U-Pb zircon
geochronology (e.g. [50]); estimated sedimentation rates based on current age
constraints range from < 0.1 mMyr to 0.68
m
Myr [50]. Data presented in this study
come from beds 24 through 29 [146], an interval in which the estimated sedi-
mentation rates do not exceed 0.26 mMyr .
Yudongzi is situated to the west of Meishan in the Sichuan Basin. Here, sed-
iments were deposited on the continental shelf, likely near the margin of a
rimmed carbonate platform [331]. The section is relatively unstudied, although
recent work [178, 331, 372] has begun to characterize the biostratigraphy and
lithofacies of the site. The stratigraphy includes boundstones and skeletal grain-
stones within the latest Permian Changxing Formation and thrombolitic micro-
bialites, lime mudstones, and grainstones in the earliest Triassic Feixianguan
Formation [178, 331, 372]. The exact position of the Permian-Triassic boundary
at the site is uncertain; the first appearance datum (FAD) of the conodont H.
parvus is 0.5 m above the base of the Feixianguan Formation, but the boundary
may be at the Changxing-Feixianguan contact. A prominent erosional discon-
formity is evident at the contact between the Changxing and Feixianguan for-
mations, with an unknown amount of material missing [331]. Absolute ages at
the site are not well constrained, but the occurrence of a thick (∼11 m) section
of microbialite suggests that the section is highly expanded [331]. Correlation
of the extinction interval at the site with that at Meishan [50] indicates that ab-
solute sedimentation rates at Yudongzi are at least an order of magnitude higher
(> 100 mMyr) than the lowest sedimentation rates at Meishan.
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III.4 Methods
Hand samples were collected in the field prior to this study. To enable visual
sample assessment, hand samples were cut using a rock saw to expose fresh
surfaces and polished on a Covington vibratory lathe using 240-grit silicon car-
bide, 600-grit aluminum oxide, and 9.5 micron aluminum oxide in sequence.
Polished surfaces were imaged under an optical microscope and examined for
grain size, pyrite abundance, and biogenic contents. Following optical imaging,
a representative subset of samples were selected for µ-XRF microscopy charac-
terization and imaged using a Bruker M4 Tornado µ-XRF spectrometer. Images
were typically collected under vacuum with a 240 µA, 50 keV X-ray beam using
a 10 ms dwell time and 20 µm spot size.
After imaging, XRF data were exported and loaded into MATLAB® for a prin-
cipal component analysis (PCA) to identify distinct phases. Counts data for all
elements (Al, Ba, Ca, Fe, K,Mg,Mn, Na, P, Rh, S, Si, Sr, andTi) at each pixelwere
imported into a single matrix and subjected to PCA using MATLAB®’s built-in
pca function. Maps of the first three principle components were visually in-
spected and used to identify regions for targeted sampling.
Samples were drilled with dental burs using a Dremel tool. Areas were targeted
for sampling such that each of the main principal components evident from the
PCA analysis was sampled at least once. Either two or three distinct areas were
drilled from each hand sample. Collected powders (3 to 15 mg in mass) were
subsequently cleaned and subjected to column chemistry using the methods
outlined in Chapter II. Quality control was again maintained by including at
least one seawater, one deep sea coral, and one procedural blank within each
set of columns. After column chemistry, samples were dried down, re-diluted,
and an aliquot measured for SO 2–4 concentration using a Dionex ICS-3000 ion
chromatography system.
S isotope ratios were measured on a Thermo-Fischer Neptune Plus MC-ICP-
MS following the methods of Chapter II. SO 2–4 concentration measurements
were used to ensure that sample concentrations matched the bracketing stan-
dard concentration (10 µMNa2SO4) as closely as possible. Average procedural
blank (n = 6) size and δ34Swere 0.39± 0.21 nanomoles and 4.3± 3.2h, respec-
tively. The average seawater δ34S (n = 4) was 21.05± 0.02h , and the average




Example µ-XRF elemental maps and PCA maps are depicted in Figures III.3
and III.4, respectively. Although the elemental maps display some variability in
elemental count intensities, the PCA maps are more effective in assigning this
variation to different components. The first principle component in the example
depicted in Figure III.4 (sample YDS 32.5) shows a strong positive association
with Ca, and the second component a strong association with Fe and S. These
two components are ubiquitous throughout all samples. Cross plots of elemen-
tal counts also commonly demonstrate positive correlations between Fe and S
and between Al and Si (Figure III.5). Other elemental cross plots either show
no correlation or have too few counts of at least one element for the correlation
to be robust.
III.5.2 δ34SCASmeasurements
Our δ34SCASmeasurements atMeishan andYudongzi are plotted as a function of
stratigraphic height in Figures III.6 and III.7; data are also listed in Table III.1.
Data points located at the same height in each plot indicate data obtained from
different locations within the same hand sample.
CAS abundance and δ34SCAS varywidelywithin individual hand samples, partic-
ularly at Meishan. Across all samples, CAS abundance varies from a minimum
of 32 ± 3 ppm to a maximum of 1787 ± 195 ppm. Abundances within
hand samples in some cases range over a factor of two or more. δ34SCAS is sim-
ilarly variable; the average range of δ34SCAS within individual hand samples is
6.9h and the median range is 3.0h. Four samples (23-1-up-B, 24-A-down, 29-
1, and YDS 31.5) feature δ34SCAS heterogeneity that exceeds 10h, with two (29-1
and YDS 31.5) reaching nearly 20h. Such variation does not appear to be asso-
ciated with stratigraphic height or with particular features in the carbonate δ13C





































































































































































































































































































































































































































































































































Figure III.5: Crossplots of XRF counts at each pixel for (A) Si versus Al and
(B) S versus Fe for sample YDS 32-5. There is slight positive correlation
between Si and Al counts plus strong correlation between Fe and S counts.
Also note the secondary trend on the S versus Fe plot (B) suggesting the
presence of some S unassociated with Fe; the pixels within this trend are all













































Figure III.6: Plots of (A) carbonate δ13C and (B) δ34SCAS from Meishan.























































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure III.7: Plots of (A) carbonate δ13C and (B) δ34SCAS from Yudongzi.
Carbonate δ13C data from Yanan Shen (unpublished) [306].
III.6 Discussion
III.6.1 Utility of µ-XRF mapping
Most prior studies of the geochemistry of carbonates have used diagenetic
screening methods that are qualitative (e.g. optical microscopy) or are limited
to discrete points within samples (e.g. ICP-MS elemental abundance measure-
ments) [120, 121, 348]. Although such methods are important for interpreting
isotopic variation within samples, they are often laborious and may provide
little context about chemical variation within the sample beyond the area se-
lected for measurement. The results presented here show µ-XRF microscropy
to be a powerful tool that can provide information similar to that offered by
traditional methods in a less laborious, more spatially extensive, and non-
destructive manner. Principle component analysis on elemental counts data
effectively identifies different dominant phases within cut and polished hand
samples. The method is especially effective for identifying pyrite that may be
difficult to observe under optical microscopy (e.g. Figure III.5B); this is impor-
tant for minimizing the risk of contamination of CAS measurements by sulfur
derived from reduced phases.
While we did not attempt to make quantitative abundance estimates here, there
is significant potential to use µ-XRF microscopy as a substitute for more tradi-
tional chemical methods of quantifying elemental abundances. Careful calibra-
tion with standards and longer dwell times would be required to quantify abun-
dances for trace components of carbonates; still, the non-destructive nature of
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µ-XRF microscopy makes it particularly advantageous for screening samples
for diagenetic alteration. Future work should test the accuracy and precision
of abundance quantification with this method and compare analytical times to
the time required for traditional chemical measurements to evaluate whether
replacement of chemical (e.g. ICP-OES) measurements with µ-XRF measure-
ments may be possible.
III.6.2 δ34SCAS heterogeneity
Previous studies [262, 263] have foundwide variability in δ34SCAS to occur among
the different carbonate phases within bulk carbonate rocks. Ourmeasurements
of South China end-Permian carbonates support these findings, with δ34SCAS
variation commonly exceeding 2h and sometimes exceeding 10h in the sam-
ples measured here. What is the source of such large isotopic variation in these
rocks?
Plots of δ34SCAS versus 1CAS provide a clue regarding the origin of δ
34SCAS variation
(Figures III.8 and III.9). Samples fromMeishan (Figure III.8) show a strong cor-
relation between δ34SCAS and 1CAS , with higher CAS abundances associated with
lower δ34SCAS values. This trend is much weaker and potentially nonexistent at
Yudongzi (Figure III.9), though the three samples with the highest CAS abun-
dances show anomalously low δ34SCAS values. The existence of trends in δ34SCAS
versus inverse abundance space strongly suggests that the observed S isotopic
variation is due to mixing between one or more low CAS abundance, high δ34S
and high CAS abundance, low δ34S phases.
Several possibilities regarding the identity of the high δ34SCAS phase(s) exist.
Sulfate evaporite δ34S data do not exist at sufficiently high resolution to distin-
guish precise variation across the EPME. However, existing data suggest that
seawater SO 2–4 δ34S was approximately 10± 1h around 1 Myr prior to the PTB
[17]. These data and the corresponding age model [17] indicate that seawater





of this increase occurs prior to the PTB. Conservatively,
this suggests that the seawater-derived CAS end member should have a δ34SCAS
of 10-22h, though temporal variation of marine SO 2–4 δ34S across the interval
of interest here seems likely. If we treat the upper limit of this range (22h)
as the seawater δ34S value, our data are reasonably well explained by two end


























Figure III.8: Plot of δ34SCAS versus 1CAS (ppm
−1) for samples from Meishan.
Color denotes hand sample from which each measurement was taken.
low δ34S, high CAS abundance phase. However, a lower δ34S for seawater would
necessitate that most of the data be affected by significant incorporation of 34S-
enriched SO42−. Such incorporation could occur via carbonate recrystallization
and authigenic carbonate precipitation in the presence of pore water SO42− that
has been partially consumed by microbial SO42− reduction (MSR).
The high CAS abundance, low δ34SCAS end member(s) inferred from our mix-
ing plots also could come from multiple different sources. Both aqueous and
mineral sulfides are typically depleted in 34S due to the normal isotope effect
associated with MSR. Under the relatively low (< 1000 ppm) CAS abundances
typically observed here, oxidation of reduced sulfur to SO42− and incorpora-
tion of this SO42− into our measured CAS could easily skew our CAS measure-
ments toward higher abundances and lower δ34S values. Alternatively, tempo-
ral variation in the concentration and δ34S of seawater SO42− — specifically, an
increase in [SO42−] and decrease in SO 2–4 δ34S — could also explain this trend.


























Figure III.9: Plot of δ34SCAS versus 1CAS (ppm
−1) for samples from Yudongzi.
Color denotes hand sample from which each measurement was taken.
into seawater incredibly depleted in 34S for this alternate explanation to account
for the apparent mixing trend. Carbonate and evaporite mineralogy [132] and
evaporite fluid inclusion compositions [202] argue against low [SO42−] at this
time. Based on this conflicting evidence and the δ34SCAS heterogeneity we ob-
serve within single hand samples, we favor incorporation of SO42− derived from
reduced S oxidation as the explanation for themixing trend in our data. We can-
not a priori determine if such oxidation occurred during laboratory processing
of the samples, in-situ during deposition, or in-situ after lithification (e.g., dur-
ing weathering), but we discuss the possibility of in-situ oxidation in the section
below.
III.6.3 Implications for prior EPME δ34SCAS records
An updated plot of δ34S with time with our data is shown in Figure III.10. Here,
we have estimated absolute ages for our samples by assigning an age of 251.88
Ma to the PTB at each site and correlating conodont zone transitions to the well-
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dated transitions at Meishan [50]. We assume constant sediment accumulation
rates between age control points. We expect that our age estimates and correla-
tions with the data of previous studies are not precisely correct, but are accurate
enough to yield useful insight into global trends in δ34S records across the EPME.
Previous work [17, 239, 295] has noted a substantial decrease in SO 2–4 δ34S asso-
ciated with the extinction interval for the EPME. Although the decrease is more
pronounced in CAS δ34S records (e.g. [168, 295]), it is present to a lesser degree
in evaporite δ34S data [17]. Our δ34SCAS results here also include anomalously
low δ34SCAS values near and within the extinction interval (Figure III.10). Un-
certainties in correlations complicate our temporal δ34SCAS record, but at each
site, the lowest δ34SCAS values appear to occur just before or within the extinc-
tion interval. Unpublished data [260] from the rapidly deposited Penglaitan sec-
tion [304] are particularly 34S depleted. The rough temporal correlation of very
low δ34SCAS across multiple sections is striking. Is there a mechanism that can
explain such low δ34SCAS values amid comparatively invariant sulfate evaporite
δ34S?
Several lines of evidence have suggested oscillating redox conditions in shal-
low EPME sections across the globe. This evidence includes variations in the
mean size of pyrite framboids [36, 240], triple sulfur isotopic compositions of
sedimentary pyrite [308], and changing total organic carbon abundance and iso-
topic composition [119]. Deep ocean stratigraphic sections in Japan [152, 177],
British Columbia [152], and the Sverdrup Basin [118] have also found evidence
for declining deep ocean oxygen concentrations in the lead up to the EPME.
Although uranium abundance and isotopic composition data from carbonates
have been used to argue for a modern-like fraction of oxygenated seafloor in
the Late Permian [194], the data as a whole suggest widespread occurrence of
oxygen-poor waters in the Late Permian and Early Triassic oceans.
Changing sedimentary redox conditions can have a potentially large effect on
δ34SCAS; in particular, more extensive penetration of oxygen into the sediments
and oxidation of solid S phases like pyrite and organic S could result in a large
decrease in δ34SCAS if some oxidation-derived SO42− were incorporated into car-
bonates. To quantitatively test this hypothesis for the generation of low δ34SCAS,
we created a simple model in which carbonates of assigned pre-existing CAS
abundance, δ34SCAS, pyrite abundance, and pyrite δ34S are subjected to various
















































































































































































































































































































































































































































































































































































































































































































































































































































rated into the rock as CAS. Although we assume pyrite to be the reservoir sub-
ject to oxidation, other sources of S (e.g. elemental S [280]) could also contribute
without invalidating the model. Results from the model for the Meishan sam-
ples are shown in Figure III.11. Iterating over various degrees of oxidation of a
S pool with a δ34S of -30h, we find that all our data fall within a CAS abundance
- δ34SCAS space in which up to 0.2 wt% S has been oxidized and incorporated as
CAS into a carbonate with initial CAS abundances ranging from 400 to 1000
ppm (Figure III.11). The initial δ34SCAS in the model was +30h. Clustering of
the data toward the upper left of the plot indicates that most data can be gener-
ated via oxidation of far lower amounts of S (< 0.1 wt%). Our model can fit the
Yudongzi sample data similarly well if the maximum amount of S that is oxi-
dized is lowered to 0.04 wt% and the initial CAS abundance range lowered to 10
to 600 ppm (Figure III.12). Note that the +30h initial δ34SCAS value is substan-
tially higher than the end-Permian evaporite δ34S of ∼10h [17]; this suggests
that the initial CAS incorporated into the carbonates at Meishan and Yudongzi
was significantly altered byMSR.We also note that these calculations do not re-
quire such oxidation to have occurred during deposition; suchmixing scenarios
could also reflect post-lithification or laboratory oxidation of solid S phases.
Although the data from Penglaitan (Present, unpublished) [260] fall within a
compositional space that can be explained by models with an initial δ34SCAS of
+30h, the much lower maximum δ34SCAS value exhibited by these data sug-
gests that the initial CAS at this site may have been less influenced by MSR.
We ran an additional model with an initial δ34SCAS of +10h and show the re-
sults in Figure III.13. Indeed, the data at Penglaitan fully fall in a compositional
space in which the starting δ34SCAS was +10h. The strikingly close match be-
tween the highest δ34SCAS observed at this site and the δ34S of end-Permian evap-
orites [17] may indicate that the CAS initially incorporated into the Penglai-
tan carbonates was unaltered from seawater SO42− in its isotopic composition.
Though incorporation of oxidized sulfur into carbonate as CAS requires ad-
ditional alkalinity-generating reactions to maintain carbonate saturation, the
compatibility of these models with our data motivates further study of this sce-
nario. In particular, study of CAS within organic-rich, deep Pacific carbonate
sediments from the last glacial maximum (LGM) to the present could serve as a
more recent analog given the substantial increase in bottom water oxygen con-
centrations from the LGM to the present in this region (e.g. [8]).
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Initial CAS δ34S = +30‰
Pyrite δ34S = -30‰









Figure III.11: Plot of final δ34SCAS versus CAS abundance for models in which
pyrite (or other solid phase S) with a bulk δ34S of -30h initially present in a
carbonate rock has been completely oxidized and incorporated as CAS.
Different lines represent different amounts of oxidized sulfur, with dark blue
(top left) indicating no oxidation and lime green (lower right) indicating 0.2
wt% of oxidized S. Colored circles indicate δ34SCAS and CAS abundance data
points for Meishan (cyan), Yudongzi (yellow), and Penglaitan (magenta;
Present, unpublished data).
What processes could be responsible for oscillating redox during the EPME, as-
suming thesemodel trends reflect in-situ oxidation during deposition? Riccardi,
Arthur, and Kump (2006) [280] also observed highly variable δ34SCAS in EPME
sections at Meishan and Shangsi in South China. They invoked periodic up-
welling of euxinic waters through a shallow chemocline and subsequent oxida-
tion of solid phase sulfur species (esp. elemental S) formed by phototrophic S
oxidizing bacteria to explain this significant variability [280]. We agree that pro-
cesses related to ocean circulation are most likely at play, as continental weath-
ering processes operate on too long of timescales (Myr [143]) to facilitate rapid
changes in productivity and seawater oxygenation. Temporally distinct accu-
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Initial CAS δ34S = +30‰
Pyrite δ34S = -30‰


















Figure III.12: Plot of final δ34SCAS versus CAS abundance for models in which
pyrite (or other solid phase S) with a bulk δ34S of -30h initially present in a
carbonate rock has been completely oxidized and incorporated as CAS.
Different lines represent different amounts of sulfur oxidized, with dark blue
(top left) indicating no oxidation and lime green (lower right) indicating 0.04
wt% of oxidized S. Colored circles indicate δ34SCAS and CAS abundance data
points for Meishan (cyan), Yudongzi (yellow), and Penglaitan (magenta;
Present, unpublished data).
mulation and oxidation of solid phase S species also seem to be necessary to
generate the highly negative δ34SCAS values we observe, but we disagree with
Riccardi, Arthur, and Kump (2006) [280] that the S must have been formed in
the water column. Our estimates for the amount of S oxidation needed to gener-
ate the observed δ34SCAS data are generally similar to or lower than the amount
of pyrite S currently preserved in these rocks (e.g. [280]). In addition, pyrite
multiple S isotope data suggest that some of the pyrite present at Meishan was
formed throughmixing betweenH2S produced from a combination of MSR and
S disproportionation and H2S produced from nearly quantitative reduction of
SO42− (i.e., H2S identical to seawater SO42− in its S isotopic composition) [308].
In the conceptual model associated with these data, Shen et al. (2011) [308] en-
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Initial CAS δ34S = +10‰
Pyrite δ34S = -30‰
Initial CASAbundance = 0-700 ppm








Figure III.13: Plot of final δ34SCAS versus CAS abundance for model in which
pyrite (or other solid phase S) with a bulk δ34S of -30h has been oxidized and
incorporated as CAS. Initial δ34SCAS in this case was +10h; all other aspects of
the figure are as in Figures III.11 and III.12.
visioned both of these variants of pyrite to form in the sediments, albeit under
differing bottom water oxygenation conditions. Pyrite trace element contents
(e.g. [28]) may be a viable way to distinguish whether pyrite formed in the wa-
ter column constitutes a significant component of the pyrite present in these
sediments. Additional studies of the biomarker contents of shallow water sed-
iments (e.g. [119]) may also yield valuable data to distinguish water column
versus pore water redox variations.
Overall, geologic and geochemical records suggest a dynamic marine system
during the EPME. Eruption of the Siberian Traps (e.g. [277]) and associated in-
jection of large amounts of 13C-depleted carbon (e.g. [249]) likely initiated rapid
global warming [68, 326] that exerted extreme stress onmanymarine organisms
(e.g. [penn_tEPMErature-dependent_2018]). Development of anoxic deep
ocean waters (e.g. [152]) and periodic incursion of these waters into shallow
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environments (e.g. [36]) was a key part of this warming-related stress. Such
incursions and related oscillations in sedimentary redox can explain the widely
variable δ34SCAS across the EPME despite relatively invariant sulfate evaporite
δ34S; an extremely low size for the seawater SO42− reservoir (e.g. [317]) is nei-
ther necessary nor likely. The extinction event culminated in a massive ocean
acidification event (e.g. [144, 251, 312]) coinciding with a large negative carbon
isotope excursion (e.g. [185]) across global environments. Persistently low sea-
water oxygenation may have prevented ecologic recovery until several Myr into
the Triassic (e.g. [194, 239]). Additional careful geochemical work (e.g. triple
oxygen isotopemeasurements of marine SO 2–4 [351]) may allow the role of the S
cycle as an active driver of the extinction (e.g. [183]) versus a passive responder
to other perturbations to be better evaluated.
III.7 Conclusions
The EPME remains Earth’s most severe extinction to date, but the behavior of
the marine S cycle during this event has been obscured by conflicting S isotopic
records. Here, we attempted to resolve this conflict by measuring δ34SCAS vari-
ation within single hand samples and across time for EPME samples deposited
in South China at Meishan and Yudongzi. We found substantial variability in
δ34SCASwithin single hand samples that in some cases reaches nearly 20h. Plots
of δ34SCAS versus 1CAS suggest that much of this variability can be explained by
mixing between high CAS abundance, low δ34SCAS and low CAS abundance,
high δ34SCAS phases. Geologic evidence and a simple model of solid phase S oxi-
dation and incorporation asCAS suggest that diagenetic alteration of carbonates
under oscillating redox conditions can viably explain our data, supporting the
earlier hypothesis of Riccardi, Arthur, and Kump (2006) [280]. Additional work
is required to disentangle the role of marine S cycle dynamics as a direct driver
of the EPME versus a passive follower of other Earth system changes occurring
in the late Permian and early Triassic.
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C h a p t e r IV
A NEWREACTIVE TRANSPORT MODEL OF SULFUR
CYCLING IN DEEP MARINE SEDIMENTS
IV.1 Abstract
Amechanistic understanding of the links between diagenetic reactions and de-
positional variables such as organic matter rain rate, sedimentation rate, and
particle size is required to better predict the sulfur isotopic composition of sed-
imentary phases. We constructed a time-dependent reactive transport model
for early diagenesis that includes sulfur isotopic species to facilitate this under-
standing. Our model includes organic matter sulfurization and realistic pyrite
formation processes that produce pyrite through reactions of iron monosulfide
with aqueous sulfide or elemental sulfur. Model sensitivity tests suggest that
organic matter rain rate, porosity, and sedimentation rate act as the strongest
controls on the sulfur isotopic composition of buried pyrite inmarine sediments
through their ability to greatly perturb the relative balance between diffusion,
burial advection, and reaction of sedimentary constituents. In particular, these
variablesmodulate the influence of diffusive sulfate fluxes on a given diagenetic
system (i.e., how “open” versus “closed” the system is) and constrain the max-
imum 34S−enrichment that sedimentary pyrite in the system may attain. Our
tests also support the recent assertion [127] that variations in organic matter
input and the physical parameters of sedimentary systems (esp. sedimentation
rate) can entirely account for the heterogeneity in sulfur isotopic offsets between
marine sulfate and buried pyrite in environments globally; no variations in sul-
fur isotopic fractionation (34ε) are necessary. These results demonstrate the util-
ity of our diagenetic model for modeling processes across multiple spatiotem-
poral scales and motivate further application of the model toward outstanding
questions in the marine sulfur cycle.
IV.2 Background
Chapters I, II, and III of this thesis alluded to the important role of diagenetic
reactions in altering the sulfur (S) isotopic composition of geologic archives.
Such alteration impedes reconstruction of the δ34S of seawater sulfate, but may
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still yield valuable information on local or even global depositional conditions.
For example, typical isotopic boxmodels of the marine S cycle rely onmicrobial
sulfate reduction and its associated S isotopic fractionation during sedimentary
diagenesis to yield estimates of relative S burial fluxes throughout Earth history
[57, 167, 172].
S cycling within marine sediments is ultimately driven by the production of or-
ganic matter at Earth’s surface. Most of this organic matter is oxidized by O2
within the water column, though dissolved NO –3 and SO 2–4 may play a small
role in oxidation within particle microenvironments [29] and highly produc-
tive or restricted regions [62, 159, 274]. In most environments, only a small
proportion of the organic matter survives transit through the water column to
marine sediments [154]. Within the sediments, this organic matter fuels a cas-
cade of biologically-catalyzed chemical reactions. Organic matter is oxidized
using available electron acceptors based on free energy yield [104]. Typically,
consumption of dissolved oxygen (O2) occurs first and is followed by the pro-
gressive consumption of dissolved nitrate (NO3−), solid phase manganese(IV),
solid phase iron(III), and dissolved sulfate (SO42−). Methanogenesis takes place
once electron acceptors have been exhausted. SO 2–4 dominates in abundance
over the other electron acceptors in modern marine sediments and is respon-
sible for over 50% of organic matter degradation locally [165] and as much as
29% globally [43]. In turn, the products of these organic matter degradation re-
actions can react with each other via numerous secondary reactions, forming a
complex sedimentary diagenetic system.
Previous studies have attempted to model sedimentary diagenesis with varying
detail. Early efforts by Berner [20, 21, 22] established the conceptual frame-
work for representing sedimentary diagenesis in mathematical form. Subse-
quent studies have layered complexity upon this framework by includingmulti-
ple organicmatter fractions [357] or a single fraction of variable reactivity [218],
additional organic matter degradation reactions [40, 65, 85, 270, 315], and iso-
topic species [127, 162, 324]. These studies have also differed in the numeri-
cal schemes used to run their models, with some only solving for steady state
profiles (e.g. [162, 218]) and others yielding time-dependent outputs (e.g. [65,
362]).
Despite the abundance of sedimentary diagenetic models, few have included
S isotopic species or realistic formation mechanisms for solid phase S species.
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Jørgensen (1979) [162] made one of the first attempts to model the S isotopic
composition of S species during sedimentary diagenesis. He simply removed
a set fraction f of the aqueous sulfide (H2S) generated at each depth as pyrite
(FeS2), with no intermediate ironmonosulfide (FeS) phase. More recently, Mas-
terson et. al (2018) [211] modeled the abundances of 32S, 33S, and 34S in pore
water SO 2–4 during the diagenesis of marine sediments in the Gulf of California,
but did not include any aqueous H2S or solid phase S species in their model.
Only recently havemodelers begun to incorporatemore realistic reactionmech-
anisms for pyrite formation [127, 217]. Notably, just one of these models [127]
has included organic matter sulfurization among its reactions, a potentially sig-
nificant oversight given the importance of this process as an H2S sink in some
environments [275].
To better understand the controls upon the concentration and S isotopic compo-
sition of S phases in marine sediments, we developed a new reactive transport
model to simulate S cycling and sedimentary diagenesis in deep marine sedi-
ments. This model uses more realistic pyrite formation mechanisms than most
previousmodels and is one of the first to include organicmatter sulfurization as
an explicit process. Here, we describe the details of the model and its sensitivity
to different variables.
IV.3 Model Construction
To simulate the evolution of the concentrations and isotopic compositions of
sedimentary species, a time-dependent 1-D reactive transport model was con-
structed in MATLAB®. The model was inspired by several previous models for
diagenetic reactions in shallow sediments [40, 65, 269, 270, 315, 362]. Themodel
uses the method-of-lines approach of Boudreau’s (1996) “Carbon and Nutri-
ent Diagenesis” (CANDI) model [40] to solve for the concentration within each
depth box at each time point and MATLAB®’s ode15s solver to allow for vari-
able time steps. We include several modifications to this model, as described in
the following paragraphs. Most notably, we add S isotopic species to our model
to simulate δ34S profiles; isotopic species of other elements may also be easily
added. We christen this model “Isotope-enabled Carbon and Nutrient Diagen-
esis”, or “I-CANDI”, based on this distinction. A basic schematic of the model
is shown in Figure IV.1.
Unlike previous models that have focused on diagenetic reactions in shallow
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I-CANDI Model Schematic
Top Boundary (z = 0)
Imposed flux (POC, Fe oxides, Mn oxides)
Constant concentration (all other species)
Bottom Boundary














Volume occupied = φ*dz
Solid Species
POC (labile, intermediate, refractory, unreactive)





Volume occupied = (1-φ)*dz
zend
Figure IV.1: Schematic of the I-CANDI sediment diagenesis model. The
model explicitly tracks the concentrations of 12 dissolved species and 17 solid
species in its current form. The change in the concentration of each species at
each time step is calculated using discretized versions of the diagenetic
equation as written by Berner (1980) [22] and shown in equations IV.4 and
IV.5. See the text for additional details.
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sediments, our model is targeted toward deep ocean sedimentary profiles span-
ning 10s to 100s of meters. Simulating changes across such a large depth range
presents a challenge; the depth resolution in the model must be fine enough to
accurately capture rapid profile changes in shallow sediments, but not so fine
that the computational time required to run the model becomes prohibitive. To
combat this challenge, we follow Boudreau (1997) [41] and implement the abil-
ity to use an uneven grid into our model. We create an initial depth grid Z from
the top of the depth domain (zo) to the bottom of the domain (zend) with a con-
stant depth increment dz. We then transform this grid to a new grid Znew using





where z is each individual depth within the initial grid Z and n is an arbitrary
positive value. Such a transformation results in depth increments dz that in-
crease from small values at the top of the domain to large values near the end
of the domain; this limits the total number of discretized depth boxes needed
to adequately simulate reactions in both the shallow and deep portions of the
sedimentary profile. Furthermore, regularly transformed grids of this nature
have been found by other authors [41, 207] to yield model results of equivalent
accuracy to results obtained with even grids (i.e., grids with depth-invariant dz).
The exponent n may be increased as needed to more finely discretize shallow
depths at the expense of larger dz near the bottom of the depth domain.
Modeling pH is both computationally difficult and fraught with uncertainty
given the large number of reactions that can affect pH in sedimentary pore wa-
ters [40, 65, 362]. To reduce computational time, we followWijsman et al. (2002)
[362] and impose a sedimentary pHprofile instead of modeling pHas a reaction-
dependent output. This imposed profile is used to speciate dissolved inorganic
carbon (DIC) into carbonic acid (H2CO3), bicarbonate (HCO3−), and carbon-
ate ion (CO32−) at each time step. We do not include alkalinity as a variable
and assume that the imposed pH profile already incorporates changes in DIC
speciation due to sedimentary chemical reactions. Acid dissociation constants
are calculated at the beginning of the model run using CO2SYS [346]. Inputs
to CO2SYS for the pressure and temperature of measurement were 0 bar and
25 °C, respectively. The CO2SYS output temperature was assigned to be 2 °C
at the the sediment-water interface and to increase with sedimentary depth at
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a geothermal gradient of 30 °Ckm . The output pressure was estimated assuming a
water depth of 3000 m and a sediment density of 2.7 gcm3 .
As mentioned earlier, we additionally add isotopic species to the model. Sepa-
rate species for 32S- and 34S-bearing aqueous SO42−, aqueous H2S, solid phase
elemental S (S0), solid phase FeS, solid phase organic S, and pyrite (FeS2)
are included in the model. Species bearing the minor S isotopes 33S and 36S
are ignored. Each 32S- and 34S-bearing species is tracked independently. Re-
actions are scaled for each isotopic species by multiplying an overall reac-
tion rate by the fraction of total reactant represented by the species [89], i.e.:
32R = 32X ∗R (IV.1a) 34R =34 34X ∗R (IV.1b)
where 32R is the reaction rate of the 32S-bearing species, 34R is the reaction rate
of the 34S-bearing species, R is the overall reaction rate, 32X is the mole frac-
tion for the 32S-bearing species, and 34X is the mole fraction for the 34S-bearing







where 34X32Xproduct is the ratio of mole fractions for the instantaneous product. Re-
arranging to solve for 34X32Xproduct and substituting for
32Xproduct and 34Xproduct using







Comparison of this result to equations IV.1a and IV.1b shows that an isotopic
fractionation for a reactionmay be implemented simply bymultiplying equation
IV.1b by 34α. Although equations IV.1a and IV.1b do not add to exactlyR if 34α 6=
1, the effect on the magnitude of R is trivial. Isotopic species for additional
model constituents are not included here, butmay easily be added if required for
future applications. Transport mechanisms, reactions, and numerical methods
for the model are described below.
IV.3.1 Transport Mechanisms
I-CANDI includes four mechanisms of transport: free diffusion, biodiffusion,
(bio)irrigation, and advection. Free diffusion coefficients (Do) are calculated at
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each model depth z with the equations of Boudreau (1997) [41] using the im-
posed temperature at each depth. The dynamic viscosity of water (µ) is calcu-
lated using theVogel equation [350]. We assume that the same free diffusion co-
efficient applies for different isotopologues of the same species. A user-defined
porosity profile is used to calculate sedimentary diffusion coefficients (Ds) for




whereDsi,z is the sedimentary diffusion coefficient for species i at depth z,Doi,z
is the free diffusion coefficient for species i at depth z, and φz is the porosity
at depth z. The denominator φ1−mz approximates the square of the tortuosity
(θ) of the sediment; we follow Berner (1980) and assume m = 1.8 based on
the average value from many Deep Sea Drilling Project (DSDP) sites [22]. All
diffusion equations are summarized in Table IV.1.
Biodiffusion of solid phases (i.e., mixing through bioturbation) in I-CANDI is
dependent on sedimentation rate (ω) and is parameterized using the pseudo-
two-layer scheme of Boudreau (1996) [40]. In this scheme, the biodiffusion co-
efficient (Db) for each solid phase remains constant from the sediment-water
interface to a depth za and gradually decreases to 0 between depths za and zb.
These parameterizations are also summarized in Table IV.1. Aqueous phases
are not affected by this process.
Bioirrigation affects only dissolved phases and is assumed to be non-zero down
to a depth zγ . We assign a value of 9.51∗10−7 s−1 to the bioirrigation coefficient γ
based on previous studies [40, 41], though we expect the effect of including this
value to be negligible in deep ocean sediments [10]. This constant is multiplied
by the difference in concentration between the initial concentration (C0) and
the concentration at the depth of interest (C) for depths ≤ zγ , i.e.:
Irrigation component = γ ∗ (C0 − C)
Finally, advectionwithin I-CANDI occurs as a result of sedimentation and com-
paction. We assume steady state compaction and calculate solid phase advection





where ωz is the advection rate at depth z, φend is the porosity at the depth where
compaction becomes negligible, φz is the porosity at depth z, and ωend is the
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Table IV.1: Equations used to calculate diffusion and irrigation coefficients in
I-CANDI.
Free Diffusion Coefficients
Species Equation Units Reference
O2 Do = 4.72 ∗ 10−9 ∗ T+273.15µ∗27.90.6
cm2
s [41]
NO3− Do = 9.50 + 0.388 ∗ T cm
2
s [41]
Mn2+ Do = 3.18 + 0.155 ∗ T cm
2
s [41]
Fe2+ Do = 3.31 + 0.150 ∗ T cm
2
s [41]
SO42− Do = 4.88 + 0.232 ∗ T cm
2
s [41]
CH4 Do = 4.72 ∗ 10−9 ∗ T+273.15µ∗37.70.6
cm2
s [41]
HS− Do = 10.4 + 0.273 ∗ T cm
2
s [41]
DIC Do = 5.06 + 0.275 ∗ T cm
2
s [41]
PO43− Do = 2.62 + 0.143 ∗ T cm
2
s [41]








(for each species) cm2s [22]
Biodiffusion & Bioirrigation Coefficients
Symbol Equation Units Reference









, za ≤ z ≤ zb





9.51 ∗ 10−7, 0 ≤ z ≤ zγ
0, z ≥ zγ
s−1 [41]
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Table IV.2: Transport parameter values in I-CANDI.
Symbol Description Value Units Reference
ω Sedimentation rate for solid phases (corrected for compaction) variable myr
ν Sedimentation rate for dissolved phases (corrected for compaction) variable myr
φ Porosity variable unitless
φend Porosity at depth where compaction becomes negligible user-defined unitless
m Exponential factor for estimating tortuosity from porosity 1.8 unitless [22]
µ Dynamic viscosity of water variable poise
za Bottom boundary of first biodiffusion layer 0.08 m [39]
zb Bottom boundary of second biodiffusion layer 0.1 m [39]
sedimentation rate at depths where compaction becomes negligible. The pore





A summary of the parameter values associated with the transport mechanisms
describe above may be found in Table IV.2.
IV.3.2 Reactions
Reactions included within I-CANDI are summarized in Tables IV.3, IV.4, and
IV.5. Based on the data of Redfield (1963) [276], we assume a simple molar
C:N:P ratio of 106:16:1 for organic matter in I-CANDI. The moles of each of
these elements per mole of organic matter are defined as model inputs in Ta-
ble IV.6. A more reduced composition that better reflects the stoichiometry of
marine organic matter [7] will be explored in future studies.
Reactive organicmatterwithin themodel is divided into three different fractions
that degrade at rates RPOCi based on rate laws of the following form:
RPOCi = kiGifox
where ki is the first-order rate constant for the oxidation of organic matter frac-
tion i, Gi is the amount of organic carbon within fraction i, and fox is the sum




Here, fj is the fractional contribution of organic matter oxidation reaction j.
Organic matter fractions are divided such that i = 1 for highly reactive (labile)
organicmatter, i=2 formoderately reactive organicmatter, and i=3 for slightly
reactive organic matter. An unreactive organic matter fraction (i = 4) is also in-
cluded in the model to account for organic compounds that do not degrade on
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early diagenetic timescales (see Table IV.6). For organic matter and all other
solid phases in the model, we assume that the modeled abundance of the solid
phase (in molm3 ) is linearly proportional to the activity of the phase and can be used
to define rate laws for chemical reactions in I-CANDI. Non-unity activity coeffi-
cients are implicitly incorporated into the rate constants for reactions involving
these phases.
Organic matter oxidation consumes electron acceptors in order of decreasing
free energy yield [104] and is partitioned among different electron acceptors







where Kj is the half-saturation constant for a given oxidation process and Cj
is the concentration of the corresponding electron acceptor. Inhibition expres-
sions are of the form:
Kj,inhib
Kj,inhib + Cj
whereKinhib,j is the inhibition constant for organicmatter oxidation reactions of
lower free energy yield in the presence of a given electron acceptor. Given the
formulation of the Monod and inhibition expressions, higher half-saturation
constants result in lower fj values and higher inhibition constants result in
higher fj values. Monod terms equal one-half when Cj = Kj , and inhibition
terms equal one-half whenCj = Kj,inhib; whenCj = 0, Monod terms equal zero
and inhibition terms equal one. Values used for each of the half-saturation and
inhibition constants in I-CANDI are shown in Table IV.7. Full Monod formu-
lations for the f of each organic matter degradation reaction in a given depth
box are shown in Table IV.8. Reactions in the model include oxic respiration,
nitrate reduction, manganese reduction, iron reduction, sulfate reduction, and
methanogenesis; intermediate fermentation of organicmatter (e.g. [201]) is im-
plicitly included in these reactions.
Following the production of species via organic matter oxidation, secondary re-
actionsmay occur among these species. These secondary reactions are assumed
to follow first-order kinetics with respect to each species and are listed in Table
IV.4; in general, rate laws and rate constants for these reactions have been em-














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table IV.6: Reaction parameter values used in I-CANDI.
Symbol Description Value Units Reference
fk1 Fraction of total organic matter flux with fast degradation rate variable unitless
fk2 Fraction of total organic matter flux with intermediate degradation rate variable unitless
fk3 Fraction of total organic matter flux with slow degradation rate variable unitless
fk4 Fraction of total organic matter flux that is unreactive variable unitless
A Moles of C per mole of organic matter 106 moles [276]
B Moles of N per mole of organic matter 16 moles [276]
C Moles of P per mole of organic matter 1 moles [276]
C : SOMsulf Moles of organic C per mole of S in sulfurized organic matter 15 moles [108]
klog logistic growth rate for logistic equation term in precipitation reactions 103 (unitless)
34αMSR Fractionation factor for sulfur isotopes during microbial sulfate reduction 0.930 (unitless)
34αreox Fractionation factor for sulfur isotopes during sulfide and elemental sulfur reoxidation 0.930 (unitless)
Table IV.7: Half-saturation and inhibition constants used in I-CANDI.
Symbol Description Value Units Reference
KO2 Monod constant for degradation of organic matter with O2 0.003 molm3 (mM) [315]
KO2,inhib Inhibition constant associated with presence of O2 0.01 molm3 (mM) [315]
KNO−3 Monod constant for degradation of organic matter with NO
–
3 0.03 molm3 (mM) [315]
KNO−3 ,inhib Inhibition constant associated with presence of NO
–
3 0.005 molm3 (mM) [315]
KMnO2 Monod constant for degradation of organic matter with MnO2 42.4 molm3 [65]
KMnO2,inhib Inhibition constant associated with presence of MnO2 42.4 molm3 [65]
KFe(III) Monod constant for degradation of organic matter with Fe(III)solid 265 molm3 [65]
KFe(III),inhib Inhibition constant associated with presence of Fe(III)solid 265 molm3 [65]
KSO2−4 Monod constant for degradation of organic matter with SO
2–
4 1.6 molm3 (mM) [65]
KSO2−4 ,inhib Inhibition constant associated with presence of SO
2–

















































































































































































































































































































































































































































































































































































































































sedimentary profiles [65]. Reactions include numerous reoxidation reactions,
anaerobic oxidation of methane (AOM) by sulfate, and the sulfurization of or-
ganic matter by aqueous sulfide.
Saturation for various chemical precipitates may also be reached through the
accumulation of diagenetic reaction products within sedimentary pore waters.
We include precipitation reactions for calcium carbonate (calcite, CaCO3), man-
ganese carbonate (rhodochrosite, MnCO3), iron carbonate (siderite, FeCO3),
iron monosulfide (amorphous, FeS), and iron disulfide (pyrite, FeS2) in I-
CANDI and list them in Table IV.5. We do not include a precipitation reaction
for manganese sulfide (rambergite, MnS) due to its orders-of-magnitude lower
solubility product than that of FeS [322]. Precipitation rate laws for CaCO3,
MnCO3, FeCO3, and FeS are each dependent on saturation state:
Rppt = kppt ∗ (Ω− 1)m ∗
1




Here, Rppt is the precipitation rate, kppt is the rate constant for the precipitation
reaction,Kspppt is the solubility product for the precipitate, and klog is the logis-
tic growth rate. The logistic term smooths the precipitation rate increase during
the transition from Ω < 1 to Ω > 1; this substantially improves computational
speed with a minimal impact on model results. We assume that m = 1, i.e.,
all precipitation rates scale linearly with (Ω− 1). Solubility products and full Ω
formulas for CaCO3, MnCO3, FeCO3, and FeS are listed in Table IV.9. The solu-
bility product for calcite is calculated as a function of temperature and pressure
using the data of Mucci (1983) [233]. Acid dissociation constants are used to
speciate dissolved inorganic carbon (DIC) and are calculated as a function of
temperature, pressure, and salinity using CO2SYS [346]. The first acid dissoci-
ation constant for H2S is calculated as a function of temperature and pressure
following Millero et al. (1988) [229]. The second acid dissociation constant for
H2S is highly uncertain [285] and is ignored in I-CANDI. Included acid dissoci-
ation constants are summarized in Table IV.10. Rate constants for all reactions
are listed in Table IV.11.
In addition, I-CANDI allows pyrite to be formed through several competing
mechanisms [217] (Table IV.5). The first mechanism involves the oxidation of
FeS by H2S to produce FeS2 and H2, whereas the second mechanism instead
oxidizes FeS with S0 to produce FeS2. We view these mechanisms as compu-
tationally necessary simplifications of the more complicated spectrum of pyrite
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formationmechanisms that have been studied in the literature (especially those
involving polysulfides) [54, 285]. As a computationally efficient alternative to
FeCO3 dissolution and sulfide precipitation, we also allow FeCO3 and HS− to
directly react to form FeS2, H2, and CO32−. We test the sensitivity of the model
results to each of these pyrite formation mechanisms later in the chapter.
Organic matter sulfurization [184, 274, 356] serves as an additional solid phase
sink for aqueous H2S in I-CANDI. In the current formulation of I-CANDI, it
is included primarily to prevent H2S from accumulating in pore waters in in-
stances in which data observations do not indicate H2S accumulation. Labora-
tory experiments have found a C:S molar ratio of approximately 30-50 for lipids
[108] and as low as∼15 for carbohydrates [87]. We assume a carbohydrate-like
C:S ratio of 15:1 for the process of organic matter sulfurization in I-CANDI. We
also limit sulfurization here to the otherwise unreactive organic matter fraction
(fk4). This limitation prevents competition between organic matter degradation
and sulfurization for organic matter consumption, thereby reducing computa-
tional time. Although unrealistic, these simplifications may easily be modified
in future applications of I-CANDI that are more focused on the dynamics of
organic matter sulfurization.
Many of the reactions included within I-CANDI involve transfer of atoms be-
tween solid phases and dissolved phases. Given that the solid phase volume 1−φ
and the dissolved phase volume φ are generally not equal, such transfers require
conversion factors to ensure that the total number of moles subtracted from one
phase equals the total number of moles added to the other. For dissolved phases
that react with solid phases or react to form solid phases, we multiply the dis-
solved phase reaction term(s) by (1−φ)
φ
to account for the volume difference.
IV.3.3 Diagenetic Equations & Boundary Conditions
I-CANDI emulates the original CANDI model [40] in the differential equations
and boundary conditions it uses to represent sedimentary diagenesis. For each
solute, the general diagenetic equation (with derivative terms expanded) solved

































Table IV.9: Solubility products and saturation state formulas used in I-CANDI.
Symbol Description Value / Formula Units Reference
Ksp,MnCO3 Solubility product for MnCO3 3.16 ∗ 10−9 mol
2
L2 [65]
Ksp,FeCO3 Solubility product for FeCO3 3.98 ∗ 10−9 mol
2
L2 [65]
Ksp,CaCO3 Solubility product for calcite variable mol
2
L2 [233]
Ksp,FeS Solubility product for FeS 6.31 ∗ 10−3 molL [362]
















Table IV.10: Acid dissociation constants included in I-CANDI.
Symbol Description Value Units Reference
Ka1,DIC First acid dissociation constant for DIC system variable unitless [228]
Ka2,DIC Second acid dissociation constant for DIC system variable unitless [228]
Ka1,H2S First acid dissociation constant for aqueous sulfide system variable unitless [229]
whereC is the concentration at depth z, and all other variables are as previously

































I-CANDI implements central differences for all derivatives except the first order
spatial derivative for solid phases; a backwards difference is implemented for
this derivative. With uneven grid spacing, the central difference formula for the
















Table IV.11: Rate constants for all reactions in I-CANDI.
Symbol Description Value Units Reference
k1 Rate constant for fast organic matter degradation 3.17 x 10−13 s−1
k2 Rate constant for intermediate organic matter degradation 3.17 x 10−14 s−1
k3 Rate constant for slow organic matter degradation 3.17 x 10−15 s−1
k4 Rate constant for unreactive organic matter degradation 0 s−1
kNH4Ox Rate constant for ammonium oxidation by O2 2.31 x 10−4 m
3
mol−1 s−1 [362]
kMnOx Rate constant for manganese oxidation by O2 1.59 x 10−4 m
3
mol−1 s−1 [362]
kFeOx Rate constant for iron oxidation by O2 3.40 x 10−5 m
3
mol−1 s−1 [362]
kFeMn Rate constant for iron oxidation by MnO2 9.51 x 10−5 m
3
mol−1 s−1 [362]
kH2SOx Rate constant for aqueous sulfide oxidation by O2 5.07 x 10−6 m
3
mol−1 s−1 [362]
kMnO2TS Rate constant for aqueous sulfide oxidation by O2 6.34 x 10−10 m
3
mol−1 s−1 [362]
kFe(III)TS Rate constant for aqueous sulfide oxidation by Fe(III)solid 1.16 x 10−12 m
3
mol−1 s−1 [362]
kCH4Ox Rate constant for methane oxidation by O2 3.17 x 10−1 m
3
mol−1 s−1 [362]
kCH4SO4 Rate constant for methane oxidation by SO
2–
4 (AOM) 3.17 x 10−7 m
3
mol−1 s−1 [362]
kFeSOx Rate constant for iron monosulfide oxidation by O2 9.51 x 10−6 m
3
mol−1 s−1 [362]
kFeSMn Rate constant for iron monosulfide oxidation by MnO2 0 m
3
mol−1 s−1 [362]
kFeSFe(III) Rate constant for iron monosulfide oxidation by Fe(III)solid 0 m
3
mol−1 s−1 [362]
kOMsulf Rate constant for organic matter sulfurization 1 x 10−13
m3
mol−1 s−1
kMnCO3ppt Rate constant for MnCO3 precipitation 8.56 x 10−6 m
3
mol−1 s−1 [65]
kFeCO3ppt Rate constant for FeCO3 precipitation 3.85 x 10−13 m
3
mol−1 s−1
kCaCO3ppt Rate constant for CaCO3 precipitation 3.85 x 10−5 m
3
mol−1 s−1
kFeSppt Rate constant for FeS precipitation 1 x 10−7 m
3
mol−1 s−1
kFeS2S0ppt Rate constant for FeS2 precipitation via FeS + S0 1.16 x 10−5 m
3
mol−1 s−1
kFeS2H2Sppt Rate constant for FeS2 precipitation via FeS + H2S 1.16 x 10−5 m
3
mol−1 s−1
kFeS2FeCO3 Rate constant for FeS2 precipitation via FeCO3 + 2HS
– 1 x 10−5 m3mol−1 s−1
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where zl is the depth at point l,∆zl is the difference in z between point l and the
preceding point l − 1 (i.e., zl − zl−1), and ∆zl+1 is the difference in z between
the subsequent point l+ 1 and point l (i.e., zl+1 − zl). Cl−1, Cl, and Cl+1 are the
corresponding concentrations at points l−1, l, and l+1, respectively. The back-






≈ Cl − Cl−1
∆zl
(IV.7)















Substituting equations IV.6 and IV.8 into the general diagenetic equation for















































Similarly, substituting equations IV.7 and IV.8 into the general diagenetic equa-







































Boundary conditions must be imposed to account for the non-existent Cl−1 at
the top boundary of the z domain andCl+1 at the bottom of the domain. We use




= 0 or Cz=0 = C0 (IV.11)
where C0 is the initial concentration at the top boundary. For solids, we impose
a flux boundary condition at the top of the domain by calculating a non-existent
Cl−1 value based on an ascribed flux [40, 41], i.e.:









whereFtop is the depositional flux of the solid species of interest. ThisC−1 value
is substituted into equation IV.5 to calculate dC
dt
at z = 0. At the bottom of the
domain, we ascribe a constant gradient boundary condition (i.e., d2C
dz2
= 0) by
default and use backwards differencing to estimate the first derivative for both























































If desired, a flux bottomboundary conditionmay instead be imposed to simulate
a source of solute below the bottom of the z domain. In this case, a value for
Czend+1 is calculated as follows [41]:









where Fbottom is the ascribed bottom flux. This Czend+1 value is then substituted
into equation IV.4 to calculate dC
dt
at the bottom boundary.
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IV.3.4 Numerical Methods
I-CANDIutilizes a scheme similar to theMethod of Lines in the original CANDI
model [40] to set up its differential equations, but allows for variable time steps
in evaluating changes in concentrationwith time. A general diagenetic equation
for each species is constructed at each depth to yield a system of (# of species)
x (# of discrete depths z) differential equations. MATLAB®’s built in stiff ode
solver ode15s [302] is used to step forward in time and evaluate the system of
equations at each time step. To improve computational speed, MATLAB®’s Sym-
bolic Math Toolbox™ is used to calculate the sparsity pattern of the Jacobian for
the system of differential equations and supply the sparsity pattern as an op-
tional input to the solver. Model concentrations were calculated in units of molm3 .
We specified an absolute error tolerance of 1e-8 and a relative error tolerance of
1e-3 as additional solver inputs.
For steady state model simulations, we calculate the amount of time necessary
for a sediment parcel to advect from the top boundary to the bottom boundary
based on the ascribed sedimentation rate at the sediment-water interface. The
end time is then set to 10 times this length of time, i.e.:
tend =
(length of z domain)
ωend
∗ 10 (IV.16)
I-CANDI outputs model results at user-defined time points and saves all results
to a MATLAB® structure. Steady-state and mass conservation are confirmed
by calculating the definite integral of the general diagenetic equation for each
species from the top boundary to the bottom boundary. Typical model runs con-
serve > 99.9% of C, Fe, and S on an atom basis and are similarly robust in con-
serving individual species.
IV.4 Results
IV.4.1 Numerical model validation
To confirm proper functioning of the model and mass balance in the absence of
reactive fluxes, we ran several tests. First, we initiated themodel with zero input
fluxes for organic matter, iron, and manganese, and ran the model without any
reactive fluxes. Bottom water dissolved phase concentrations were set to 1 mM.
The resultingmodel output shows concentration profiles that are invariant with
depth for all constituents, as expected in the absence of reactive fluxes (Figure
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Figure IV.2: Concentration profiles for an assortment of dissolved phases in
I-CANDI without any solid inputs or reactive fluxes. As expected,
concentrations are invariant with depth at values equal to the bottom water
concentration.
IV.2). Additional model runs with non-zero reactive fluxes and different values
for dz demonstrated an insensitivity of themodel results to the depth discretiza-
tion so long as the depth resolution is sufficiently high that no constituents are
consumed to zero concentration within the first depth box.
IV.4.2 Model sensitivity
After confirming propermodel function, we performed sensitivity tests to deter-
mine the response of the model output to changing model parameters. Initial
conditions and parameters common across all sensitivity tests are listed in Ta-
ble IV.12. We follow Rabouille and Gaillard (1991) and impose an exponential
function to describe the decrease in porosity with depth:
φ(z) = (φ0 − φend)e−
z
ζ + φend (IV.17)
where φ0 is the initial sediment porosity at z = 0, ζ is the depth constant for
the porosity decrease, and z is depth in the sediment. To appropriately resolve
AOM, all model sensitivity experiments were run with an even depth grid in-
stead of an uneven grid, though uneven grid runs can also successfully resolve
AOM with finer discretization of the depth domain and longer computational
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times. The following discussion focuses upon (1) the percentage of total or-
ganicmatter flux degraded using a given pathway, and (2) the concentration and
δ34S of the pyrite flux out the bottom of the model domain. In our accounting,
sulfate reduction refers solely to organoclastic sulfate reduction and does not
include AOM; sulfate reduced through AOM is attributed to the methanogen-
esis pathway. Wijsman et al. (2002) [362] previously found a rapid, threshold-
like trade-off between iron reduction and sulfate reduction in remineralizing
organic matter as organic matter flux increases. Our goal in maintaining the
stated foci was to determine whether such a trade-off also exists in I-CANDI
and, if so, whether the trade-off is similarlymanifest in the δ34S of buried pyrite.
We include mostly summary and comparison figures in the results below; addi-
tional figures depicting more detailed results from each model experiment may
be found in Appendix B.
IV.4.2.1 Model sensitivity to organic carbon and Fe fluxes
We first tested the sensitivity of the steady-state model results to the rain rate
of particulate organic carbon (RRPOC) at a constant Fe(III) rain rate of 1.375
µmol
m2 day (Figure IV.3). Varying RRPOC from near-zero values to values up to 0.5
mmol
m2 day (i.e., an initial sedimentary POC abundance range from < 0.01 to > 10
wt%) results in a progressive transition from oxygen-dominated organic matter
degradation to methanogenesis-dominated degradation (Figure IV.3A,C). Oxic
degradation constitutes over 90% of the total organicmatter degradation so long
as RRPOC remains below 0.0015 mmolm2 day (∼0.035wt%). As the POC flux increases,
denitrification begins to consume available nitrogen and is the dominant mode
of degradation for a very narrow range of RRPOC (∼0.025 to 0.03 mmolm2 day , or∼0.06
to 0.075 wt%). Further increases in RRPOC result in transition to iron and sul-
fate reduction as the dominant degradation pathways. The manganese rain rate
is sufficiently low to render manganese reduction nearly negligible (< 0.7% of
total degradation). In addition, the imposed Fe(III) rain rate is small enough
that little inhibition of the sulfate reduction pathway occurs. Iron reduction
briefly accounts for over 10% of all organic matter degradation, and Fe2+ be-
comes high enough at these RRPOCs to support substantial reoxidation by O2.
However, the diffusive supply of sulfate from seawater allows sulfate reduction
to account for a greater proportion of the total degradation at all tested organic
matter fluxes for this Fe(III) rain rate.
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Table IV.12: Conditions common across all I-CANDI sensitivity tests (unless







Water depth 3000 m
Bottom water temperature 2.0 °C
Geothermal gradient 30 ◦Ckm
dz 1 m
zend 50 m
Bottom water [O2] 150 µM
Bottom water [NO3−] 40 µM
Bottom water [SO42−] 28.2 mM
Mn2+ rain rate 0.25 µmolm2day
Fe3+ rain rate 1.375 µmolm2day
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Figure IV.4: Line plot of the absolute amount of POC degraded using
different electron acceptors plotted against the total amount of POC degraded.
Lines for oxic respiration (black), denitrification (green), mangenese reduction
(magenta), and iron reduction (red) are plotted on the left axis, whereas those
for sulfate reduction (yellow) and methanogenesis (cyan) are plotted on the
right axis. Note the rapid switch from a sulfate reduction dominance to a
methanogenesis dominance.
Sulfate reduction is dominant enough to titrate all dissolved Fe2+ out of pore
waters once RRPOC reaches ∼0.013 mmolm2 day (∼0.32 wt%). At this point, the iron
reduction contribution decreases below 0.5% of the total amount of POC de-
graded. Sulfate reduction remains the dominant pathway for POC degrada-
tion until RRPOC increases by well over an order of magnitude. Only once
RRPOC exceeds 0.35 mmolm2 day (∼8.7 wt% POC) does sulfate reduction account for
less than∼80% of total degradation. At this point, sulfate reduction rapidly de-
clines to < 20% of total degradation at RRPOC = 0.46 mmolm2 day (∼11.4 wt% POC),
and methanogenesis becomes the dominant mode of degradation. The rapid
transition from sulfate reduction dominance to methanogenesis dominance is
also clearly seen if the data are plotted in terms of the absolute amount of POC
degraded (Figure IV.4). However, we note that sulfate remains the ultimate
sink for electrons initially transferred to methane due to the consumption of
methane through anaerobic oxidation with sulfate. The δ34S of buried pyrite
also changes as RRPOC increases. The pyrite exiting the bottom of the model
has an initial δ34S of ∼-50h when sulfate reduction begins. A rapid increase in
















































Figure IV.5: Plot of pyrite sulfur abundance (left axis, red lines) and δ34S
(right axis; blue lines) for buried pyrite exiting the bottom of the model
domain as a function of POC rain rate for model experiments in which the
Fe(III) rain rate was varied. Line style denotes model experiment.
increases from ∼0.1 to ∼0.3 wt%; this increase corresponds to the titration of
aqueous Fe2+ by H2S. Pyrite δ34S remains low (< -49h ) during this increase
due to H2S limitation of pyrite formation. Only with further enhancements in
RRPOC does pyrite formation become iron limited; pyrite δ34S values begin to
linearly increase with RRPOC at this point. Still, pyrite remains highly depleted
in 34S (δ34S ≤ −40h ) until RRPOC exceeds 0.35 mmolm2 day (∼2.5 wt% POC). Ad-
ditional RRPOC increases push the system toward methanogenesis-dominated
degradation. The rate of pyrite δ34S increase slows once methanogenesis be-
comes dominant and pyrite δ34S exceeds ∼+10h.
Varying the solid phase Fe3+ rain rate (RRFe) also significantly impacts the
model results, especially in terms of buried pyrite abundance (Figure IV.5; see
also Figures IV.3, B.1, and B.2). If all other model parameters are kept constant,
decreasing RRFe by a factor of five reduces the final pyrite abundance by∼11%
at the highest RRPOC. This reduction is amplified to a factor of two or more
at lower RRPOCs. The δ34S of the buried pyrite is slightly elevated at a given
RRPOC when RRFe is reduced; modeled δ34S is 0.07h higher at the initiation
of pyrite formation and 2.66h higher at the highest modeled RRPOC. Similar
behavior occurs if RRFe is increased by a factor of five. Buried pyrite abun-
dances in this case are substantially elevated at low organic matter rain rates
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Figure IV.6: Plot of pyrite sulfur abundance (left axis, red lines) and δ34S
(right axis; blue lines) for buried pyrite exiting the bottom of the model
domain as a function of POC rain rate for model experiments in which the
sedimentation rate was varied by an order of magnitude. Line style denotes
model experiment.
and are less elevated at high rain rates, with lower pyrite δ34S at a given RRPOC.
IV.4.2.2 Model sensitivity to sedimentation rate
Sedimentation rates in the modern ocean vary over several orders of magnitude
[219]. To examine the effect of sedimentation rate on our model results, we
increase the model sedimentation rate and RRPOC by an order of magnitude
while holding all other parameters constant. Results are depicted in Figures B.3
and B.4. The increase in the sedimentation rate from 1 cmkyr to 10
cm
kyr reduces the
POC rain rate at which the model transitions from sulfate reduction-dominated
degradation to methanogenesis-dominated degradation. This transition occurs
at a POC rain rate of ∼0.44 mmolm2day for a 1
cm
kyr sedimentation rate and ∼0.11
mmol
m2day
for a 10 cmkyr rate. Simultaneously, the pyrite δ
34S at a given RRPOC is higher for
the 10 cmkyr model runs, in some cases dramatically so (Figure IV.6). For example,
the δ34S of buried pyrite at an RRPOC of 0.1 mmolm2 day is -3.7h at a sedimentation
rate of 10 cmkyr versus -40.4h at the original sedimentation rate of 1
cm
kyr . This
disparity lessens as RRPOC increases; at an RRPOC of 0.5 mmolm2 day , buried pyrite
has a δ34S of +18.7h in the 10 cmkyr model run and +13.8h in the original 1
cm
kyr
run. We discuss the reasons for this disparity later in this chapter.
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Figure IV.7: Plot of the fraction of POC degradation attributable to sulfate
reduction (left axis, magenta lines) and the δ34S (right axis; blue lines) of buried
pyrite exiting the bottom of the model domain as a function of POC rain rate.
Line style denotes model experiments with initial porosities of 0.80 and 0.95.
IV.4.2.3 Model sensitivity to porosity
In natural environments, the porosity of sediments may vary as a function of
sedimentation rate and authigenic precipitation reactions [269]. To test the ef-
fect of porosity on the model results, we varied both the initial porosity φ0 and
the depth constant ζ for the decrease in porosity with depth. The final poros-
ity (φend) was kept constant at a value of 0.6, slightly higher than the 0.4 value
in the baseline model runs. We find that changes in the porosity profile have
a substantial effect on the model results, particularly with respect to the frac-
tion of POC degraded via a given pathway. For a φ0 of 0.8, model runs fail to
transition to methanogenesis-dominated degradation until RRPOC exceeds at
least 0.5 mmolm2 day , or initial POC ∼17.2 wt% (Figure B.5). This is true regardless of
the ζ used for the decrease in φ with depth (5 m, 50 m, or 250 m). In contrast,
setting φz0 to 0.95 results in a transition to methanogenesis-dominated degrada-
tion well below RRPOC = 0.5 mmolm2 day for two of the three ζ ’s tested; the transition
occurs at a RRPOC ∼0.29 mmolm2 day (initial POC ∼11.5 wt%) for ζ = 250 m (Figure
B.6) and ∼0.36 mmolm2 day (initial POC ∼14.4 wt%) for ζ = 50 m (not shown). The
δ34S of buried pyrite shifts in these runs as well; at a given RRPOC, δ34S is lower
for model runs with a higher fraction of POC degradation attributable to sulfate
reduction (Figure IV.7). We also note that the initial POC abundance at a given
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Figure IV.8: Plot of pyrite sulfur abundance (left axis, red lines) and δ34S
(right axis; blue lines) for buried pyrite exiting the bottom of the model
domain as a function of POC rain rate for model experiments in which the
bottom water temperature was varied. Line style denotes model experiment.
RRPOC value is higher in model runs with φz0 = 0.95. We comment on this in
more detail in the Discussion section.
IV.4.2.4 Model sensitivity to bottom water temperature
Temperature also can alter diagenetic profiles by modifying the diffusion coef-
ficents of chemical species [41] and rates of microbial metabolism (e.g. [339]).
We tested the effect of temperature on our model results by repeating the base-
line set of model runs at bottom water temperatures of 10 °C and 20 °C (versus
2 °C for the original runs). Rates of POC degradation were kept constant, but
diffusion coefficients were modified according to the equations listed in Table
IV.2. Results for each of these runs are shown in Figures B.7 and B.8. Com-
pared to the original set of runs (Figure IV.3), the runs at higher bottom water
temperatures show a shift in the transition points between dominant modes of
organicmatter degradation toward higher RRPOCs. For example, the shift from
oxic degradation dominance to nitrate reduction dominance occurs at RRPOC
∼0.0025 mmolm2 day in the original runs,∼0.0032
mmol
m2 day in the 10 °C runs, and∼0.0045
mmol
m2 day in the 20 °C runs. This shift also results in changes in the abundance and
isotopic composition of buried pyrite: pyrite is less abundant and∼1h lower in
δ34S at a given RRPOC when RRPOC is relatively low (<∼0.05 mmolm2 day) in the el-
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Figure IV.9: Plot of pyrite sulfur abundance (left axis, red lines) and δ34S
(right axis; blue lines) for buried pyrite exiting the bottom of the model domain
as a function of POC rain rate for model experiments in which the bottom
water sulfate concentration was varied. Line style denotes model experiment.
evated temperature runs (Figure IV.8). This depletion in 34S becomes more pro-
nounced as RRPOC increases; for example, the buried pyrite δ34S is +13.8h at
RRPOC = 0.5 mmolm2 day in the original runs and -18.5h at the same RRPOC in the
20 °C runs. The depletion remains despite an increase in the amount of pyrite
buried at high RRPOC in the higher bottom water temperature runs relative to
the original runs.
IV.4.2.5 Model sensitivity to bottom water concentrations
Fluid inclusions in halite evaporites suggest that seawater sulfate concentrations
have varied by nearly an order of magnitude during the Phanerozoic [202]. To
simulate the effect of changing seawater chemistry on ourmodel results, we ran
additional runs of I-CANDI at different bottom water sulfate and oxygen con-
centrations. Results from model runs with 10 mM [SO42−], 100 µM [O2] and 1
mM [SO42−], 10 µM [O2] are shown in Figures B.9 and B.10, respectively. As
expected based on the sulfate concentration decrease, the transition between
sulfate reduction-dominated POC degradation to methanogenesis-dominated
degradation occurs at a lower RRPOC in the 10 mM [SO42−] runs compared to
the original 28.2 mM runs (∼0.15 versus ∼0.44 mmolm2 day POC). The δ
34S of buried
pyrite is also higher at a given RRPOC and reaches a maximal asymptote more
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quickly as RRPOC increases (Figure IV.9). However, the overall character of the
results is similar. In contrast, the results from the 1 mM [SO42−] runs are sub-
stantially different. The δ34S of buried pyrite is higher still at a givenRRPOC and
plateaus to a value nearly equal to the δ34S of seawater sulfate (∼+20.8h versus
+21h ). But here, the pyrite δ34S shows no “plateau” of highly negative values
when it starts accumulating to abundances above I-CANDI’s absolute error tol-
erance. Instead, the pyrite δ34S starts to rise immediately and continues to do so
as RRPOC increases. Methanogenesis also accounts for a larger proportion of
POC degradation than sulfate reduction at all RRPOCs. This unusual character
stems from a seawater [SO 2–4 ] that is lower than the imposed sulfate reduction
inhibition constant (1.6 mM), preventing effective inhibition of methanogene-
sis. We delve more deeply into the sensitivity of the model results to the values
of the half-saturation and inhibition constants below.
IV.4.2.6 Model sensitivity to half-saturation and inhibition constants
Half-saturation and inhibition constants have varied substantially in previous
diagenetic models [40, 315, 362] and are even disparate among modern taxa
that utilize the same metabolism to survive (e.g. [196]). Here, we examine
the sensitivity of our model results to the imposed values for these constants.
We reduced the magnitude of the half-saturation and inhibition constants in I-
CANDI by one, two, and three orders of magnitude and plot the results of the
one order of magnitude runs in Figure B.11. For a seawater chemistry identi-
cal to that used in the original runs, decreasing the half-saturation and inhibi-
tion constants by an order of magnitude increases the sharpness of the transi-
tions between the zones of dominance for different degradation pathways. The
change in constants also decreases the contribution of methanogenesis to POC
degradation for RRPOCs that are too low to consume all sulfate. Methanogen-
esis accounts for over 1% of all POC degradation for initial POC concentrations
above∼0.075wt% in the original runs, but only concentrations above∼5.25wt%
yield a methanogenesis contribution≥ 1% when the half-saturation and inhibi-
tion constants are reduced by an order of magnitude. Despite this difference, the
abundance and δ34S of buried pyrite are nearly identical between the two cases.
At the highest tested RRPOC, the buried pyrite abundance is∼0.8% higher and
its δ34S ∼0.15h lower in the reduced constants case than in the original runs.
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Figure IV.10: Plot of pyrite sulfur abundance (left axis, red lines) and δ34S
(right axis; blue lines) for buried pyrite exiting the bottom of the model
domain as a function of POC rain rate for model experiments in which the
pyrite formation mechanism was varied. Line style denotes model experiment.
IV.4.2.7 Model sensitivity to pyrite formation mechanism
As mentioned in the Methods section, I-CANDI includes three different pyrite
formation mechanisms. To determine the influence of pyrite formation mecha-
nism on the results, we ran I-CANDI three additional times, each including one
of the pyrite formationmechanisms in isolationwith the other twomechanisms
set to zero (Figures B.12, B.13, and B.14). Model pyrite concentrationswere low-
est (∼0.032 wt% S) when only FeS and S0 could combine to form pyrite (Figure
IV.10). Concentrations were nearly an order of magnitude higher (∼0.197 wt%
S)when the FeS+H2Smechanismwas active and∼5 times higher still when the
FeCO3 +H2S mechanism was active. Despite differences in concentration, the
δ34S of buried pyrite is essentially identical when either the FeS+S0 or FeS+H2S
mechanisms are used. The buried pyrite in the FeCO3+H2Smechanism runs, in
contrast, becomes substantiallymore enriched in 34S at high (≥ 0.04 mmolm2 day) POC
rain rates. The δ34S of buried pyrite at the highest tested RRPOC is +16.9h in
this case versus ∼-6h for each of the other two mechanisms.
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IV.5 Discussion
IV.5.1 Controls upon POC degradation processes and [SO42−] profiles
We have examined the sensitivity of I-CANDI model outputs to a wide variety
of variables. These sensitivity tests have shown that organic matter input, sed-
imentation rate, and porosity are the biggest influences on the dominant POC
degradation pathways in I-CANDI. In turn, the dominant degradation pathways
exert a fundamental control on the concentration profiles of SO42− and other
species with depth (e.g. Figure IV.11). Bottom water chemistry, bottom water
temperature, Fe3+ rain rate, and half-saturation and inhibition constants are of
secondary importance, though each may yield important changes if varied dra-
matically.
POC degradation in I-CANDI proceeds through a consistent sequence as
RRPOC increases: oxic respiration, nitrate reduction, manganese reduction,
iron reduction, sulfate reduction, and methanogenesis. Although many fac-
tors influence the absolute amount of POC degradation contributed by each
of these pathways, our results make clear that sedimentation rate plays a crit-
ical role in forcing changes in the dominant degradation pathways for a given
initial POC concentration. This finding is consistent with previous work [134,
141] demonstrating an association between sedimentation rate and “oxygen
exposure time,” or the amount of time that organic matter is exposed to oxic
conditions in seawater and sediments. Just as lower sedimentation rate results
in greater degradation of organic matter through oxic degradation in natural
sediments [134, 141], lower sedimentation rates in I-CANDI result in a larger
fraction of POC consumed through oxic degradation and through degradation
with dissolved electron acceptors in general (e.g. NO3−, SO42−). This associa-
tion results from a greater ability of diffusion to supply dissolved constituents
from seawater to sedimentary pore waters at lower sedimentation rates.
Compaction results in differences between dissolved and solid phase burial rates
(e.g. [22]) and complicates comparisons of the relative influence of diffusion
versus burial advection at different sites. However, we can conceptually think





Here, ω is the sedimentation rate at depths where compaction becomes negligi-
ble, Ds is the sedimentary diffusion coefficient for the dissolved constituent of
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interest, and L is the characteristic length. This Peclét number ratios the rate
of advective transport of pore water via burial (once compaction ceases) to the
rate of diffusive transport of an aqueous species of interest. Given the presence
of sulfate ion and other dissolved species within this advecting pore water and
the ability of diffusion to supply fresh ions from seawater, we can usefully ap-
ply this ratio to understand how changes in transport processes might effect the
δ34S of sedimentary phases. As ω increases orDs decreases, advective transport
increases in its relative influence on the concentration profiles of the dissolved
constituents. Although the sedimentary diffusion coefficients for the dissolved-
phase electron acceptors (O2,NO3−, and SO42−) may vary by several factors as
a function of temperature, ionic strength, and tortuosity (e.g. [41]), sedimen-
tation rate ranges over several orders of magnitude in the modern ocean [219].
We thereby expect changes in ω to be the biggest influence upon Pe variability
across modern sedimentary environments.
Under a low sedimentation rate of 1 cmkyr and a correspondingly low Pe, diffusion
plays an important role by supplying fresh SO 2–4 from seawater. At the highest
tested RRPOC, the diffusive flux of SO 2–4 into the sediments is around two or-
ders of magnitude larger than the corresponding advective flux from pore wa-
ter burial, and the initial POC abundance at which methanogenesis becomes
the dominant mode of degradation is ∼11.2 wt%. Increasing the sedimenta-
tion rate to 10 cmkyr lowers the ratio of the diffusive SO
2–
4 flux to the advective
flux by over an order of magnitude; in turn, the initial POC abundance at which
methanogenesis becomes the dominant mode of degradation is reduced to∼0.3
wt%. This decrease is present even when the effect of dilution by inorganic sed-
iments is removed and POC abundance is recast in terms of RRPOC, a more di-
rect measure of the absolutemoles of organicmatter available. The transition to
methanogenesis-dominated degradation occurs at a net POC degradation rate
of ∼0.44 mmolm2 day in the 1
cm
kyr runs and ∼0.11
mmol
m2 day in the 10
cm
kyr runs. The pri-
mary reason for this nonlinear response to increasing sedimentation rate lies in
the physical nature of diffusion. Diffusive flux into a given parcel of sediment
within I-CANDI is a linear function of the curvature (second derivative) of the
depth profile of a chemical constituent’s concentration. Increasing the sedi-
mentation rate while holding the initial sedimentary POC abundance constant
increases the advective burial flux without any corresponding increase in the
rate of POC consumption. As a result, the concentration gradient in I-CANDI
is reduced, and the corresponding diffusive flux of dissolved electron accep-
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tors (O2,NO3−, SO42−) decreases. These results exemplify the “closed” versus
“open” system behavior of sedimentary systems (e.g. [42]): as Pe increases and
advection dominates transport, the systems become closed to ongoing diffusive
contributions from seawater.
Porosity also exerts a huge influence on the results of I-CANDI model runs,
mainly by modulating the amount of POC per volume of solid phase. POC
degradation reactions within I-CANDI are cast with first-order kinetics with
respect to the POC abundance per volume of solid. For a constant sedimenta-
tion rate and RRPOC, this abundance goes up as the porosity increases — i.e.,
as the POC present is forced to inhabit a smaller solid phase volume. This re-
sults in a doubling of POC degradation rates each time the volume taken up by
solid phases is halved (e.g. in going from φ0 = 0.90 to φ0 = 0.95). The appli-
cability of such a relationship to natural environments is uncertain. Although
an empirical study of soil organic matter degradation [230] found a correlation
between porosity and initial organic matter degradation rates, we are unaware
of similar studies focused on marine sedimentary systems. Disentangling this
potential physical influence on organic matter degradation from chemical in-
fluences (e.g. organic matter lability) is an enticing avenue for research.
Although sedimentation rate, organic carbon rain rate, porosity, and other vari-
ables are treated as independent in ourmodel sensitivity tests, many of these pa-
rameters covary in natural environments. Most notably, Hedges and Keil (1995)
[141] found a log-log relationship between the sedimentation rate and organic
carbon content of sediments across a range of depositional environments, and
Martin, Wood, and Becker (2015) [210] more recently identified an inverse cor-
relation between porosity and sedimentation rate using a machine learning ap-
proach. The effect of these correlations on pyrite δ34S is likely multiplicative in
most cases: in shallow water environments proximal to the continents, higher
sedimentation rates, higher organic matter rain rates, and lower porosities all
promote the burial of pyrite with higher δ34S via faster sulfate reduction rates
and a decreased ability of diffusion to supply fresh seawater sulfate to the zone
of pyrite formation. Precise sensitivity of pyrite δ34S to changes in multiple de-
positional environment parameters is presumably complex and has likely varied
over time through changes in global bottom water temperatures and productiv-
ity. We leave suchmulti-parameter exploration of this sensitivity to future study.
We earlier noted the threshold-like trade-off between iron reduction and sulfate
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Figure IV.11: I-CANDI model outputs of [SO42−] versus depth for (A) RRPOC
= 0.01 mmolm2day , (B) RRPOC = 0.3
mmol
m2day , and (C) high RRPOC = 0.5
mmol
m2day . Each of
the concentration profiles depicted here resembles measured profiles observed
under low, intermediate, and high organic matter input in deep ocean
sedimentary settings.
reduction in Wijsman et al.’s (2002) [362] diagenetic model. Based on our sen-
sitivity tests, the abruptness of the switch between these two modes of degra-
dation is primarily a function of the half-saturation and inhibition constants
applied in the model. Our original model runs failed to yield an abrupt tran-
sition between iron reduction-dominated degradation and sulfate reduction-
dominated degradation as RRPOC increased; we instead observed a more grad-
ual transitionwithmuch overlap (Figure IV.3). Notably, our half-saturation and
inhibition constants for iron and manganese reduction were roughly an order
of magnitude higher than those used by Wijsman et al. (2002) [362]. Reducing
all half-saturation and inhibition constants in our model by an order of magni-
tude resulted in much more abrupt transitions between modes of degradation
(Figure B.11). The switch between SO 2–4 reduction and methanogenesis, how-
ever, is relatively abrupt regardless of the half-saturation and inhibition con-
stants. This abrupt switch primarily results from the fast kinetics of AOM in
I-CANDI, though the inhibition constant limiting methanogenesis in the pres-
ence of SO 2–4 also has some influence.
Finally, we found that I-CANDI can successfully produce SO 2–4 concentration
profiles as diverse as those found in natural sedimentary settings (Figure IV.11).
As exemplified by data shown in later chapters of this thesis, SO 2–4 concen-
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tration profiles exist in several distinct variants in deep ocean settings. These
variants include profiles in which [SO42−] is nearly invariant with depth, pro-
files in which [SO42−] exhibits an exponential decay with depth, and profiles in
which [SO42−] declines in quasi-linear fashion to nearly zero concentration at
a sulfate-methane transition (SMT). I-CANDI demonstrates that these variants
are characteristic of oxic/suboxic POC degradation, SO 2–4 reduction-dominated
POC degradation, and methanogenesis-dominated POC degradation, respec-
tively. The implications of these variants for the S isotopic composition of sedi-
mentary phases are discussed below.
IV.5.2 Controls upon sedimentary δ34S profiles
The δ34S of sedimentary pyrite is an important input to isotopic box models of
the marine S cycle. These box models commonly assume a constant offset be-
tween the δ34S of buried pyrite and that of seawater SO 2–4 (e.g. [58, 167]). How-
ever, data compilations [59, 127, 220] demonstrate that this offset is extremely
variable (∼0-80h) across modern depositional environments. Previous studies
[176, 195, 313] have shown that S isotopic fractionation (34ε) during microbial
sulfate reduction (MSR) varies as a function of cell-specific sulfate reduction
rate (csSRR), potentially explaining some of this sulfide δ34S variability. Halevy
and colleagues [127] have instead argued that nearly all MSR in nature occurs
at thermodynamic equilibriumwithmaximal (∼70+h) 34ε. These authors con-
tend that variation in the physical parameters of depositional environments (e.g.
sedimentation rate and porosity) can entirely account for the pyrite δ34S hetero-
geneity seen in modern environments. What does I-CANDI have to say about
each of these hypotheses? Are any of the threshold-like transitions in POC
degradation reflected in the δ34S of buried pyrite?
Our results confirm that nearly the entire range of pyrite δ34S seen in modern
environments can be explained without invoking changes in 34ε; such changes
in 34ε are still a possible explanation for pyrite δ34S differences, but are not re-
quired to generate the differences. Despite the application of a constant 34α in
all model iterations shown here, we observe offsets (Δδ34S) between the δ34S
of buried pyrite and that of seawater SO 2–4 ranging from over 70h to nearly
0h (Figure IV.12). This offset varies primarily as a function of organic mat-
ter degradation rate and sedimentation rate; these parameters, in turn, are in-




























Figure IV.12: Plot of the Δδ34S between seawater SO 2–4 and buried pyrite in
the baseline I-CANDI model experiment as a function of RRPOC. The isotope
fractionation associated with MSR was kept constant at 34ε = 70h across all
model runs. Symbol color denotes the absolute amount of pyrite buried in
each model iteration.
between pyrite δ34S and RRPOC across all runs: regardless of the applied pa-
rameters, pyrite δ34S is highly negative across all RRPOCs for which methano-
genesis makes a negligible contribution to POC degradation. Pyrite δ34S is near
minimum values when oxic/suboxic POC degradation dominates and remains
highly negative when SO 2–4 reduction dominates. Only once methanogenesis
begins to constitute a substantial portion of POC degradation does pyrite δ34S
rapidly increase and approach a maximal value. This effect occurs due to the
rapid AOM kinetics in I-CANDI: as methanogenesis becomes dominant, sul-
fate reduction is quickly condensed into amuch shorter depth interval, and rates
of diffusion from seawater become too slow to effectively offset the increase in
SO 2–4 δ34S resulting from sulfate reduction within the zone of pyrite formation.
In their recent work, Halevy et al. [127] assert that sedimentation rate and
porosity act as key controls on the δ34S of pyrite by modulating the relative in-
fluence of diffusion versus advection on the supply of SO 2–4 to the system. Our
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Figure IV.13: Plot of the concentration of buried pyrite versus the rate
constant assigned to the FeCO3 +H2S pyrite precipitation mechanism. Model
experiment was run with the two other pyrite formation mechanisms active at
their standard values. RRPOC and RRFe were kept constant at 0.4 mmolm2day and
1.375 µmolm2day , respectively.
results concur with this assertion, but provide a more nuanced view. The Pe in
a given depositional setting limits themaximal δ34S value that pyrite may attain;
i.e., even at relatively quick rates of SO 2–4 consumption, diffusive transfer of S
species between the sediments and seawater prevents the sedimentary system
frombecoming completely closed. AsPe decreases, themaximal pyrite δ34S that
can be obtained also decreases. Pyrite δ34S at lowerRRPOCs also decreases asPe
is lowered, but such pyrite remains depleted in 34S relative to seawater SO 2–4 at
levels near the SO 2–4 -H2S thermodynamic equilibrium so long as methanogen-
esis is not the dominant mode of POC degradation. The implications of this
finding are vast: if the equilibrium 34ε in a given depositional environment can
be constrained, the δ34S of buried pyrite can be predicted with good accuracy
(within∼5h) when methanogenesis is not a dominant mode of POC degrada-
tion.
The effect of pyrite formation mechanism on pyrite δ34S in I-CANDI depends
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on the strength of reversible ferrous iron sequestering mechanisms like siderite
(FeCO3) precipitation and surface absorption. All solid S phases in I-CANDI are
ultimately derived from H2S, and rates of H2S consumption are quick enough
that little transport occurs before scavenging as solids. As a result, we observe
very little difference in pyrite δ34S between the FeS+S0 and FeS+H2S formation
mechanisms. However, a large increase in δ34S occurs at high organic matter
rain rates if the FeCO3 + H2S formation mechanism is enabled (Figure IV.13).
This increase results from the availability of Fe2+ that can capture and sequester
H2S in the sediments. Much dissolved Fe2+ escapes from the sediments to sea-
water at high RRPOC in the absence of any siderite precipitation or iron sorp-
tion reactions, as aqueousH2S cannot diffuse and reactwith it quickly enough to
capture it quantitatively. Only additional reactions that capture iron prior to its
diffusive escape to seawater canmake it available for later pyrite precipitation in
this case. Studies integrating pyrite δ34S measurements with measurements of
benthic iron fluxes [301] and iron partitioning among sedimentary phases [187]
may yield more insight into the relevance of such iron sequestration in natural
settings.
IV.5.3 Implications for Earth history
Our I-CANDI sensitivity tests have confirmed the results of Halevy and col-
leagues’ [127] finding that large perturbations to pyrite δ34S may occur through
changes in the physical parameters of depositional environments; changes in
csSRR, temperature, microbial community composition, or other parameters
influencing 34ε during sedimentary S cycling are not required. How does such a
finding impact our interpretation of S isotope records over different timescales
across Earth history?
Several authors (e.g. [19, 246, 344]) have discussed the possibility of changes
in the marine S cycle on glacial-interglacial timescales during the Pleistocene.
These studies have primarily focused on the global continental weathering flux
[344] and the δ34S of pyrite buried in specific localities [246]. Our work sup-
ports Pasquier and colleagues’ (2017) assertion that changes in sedimentation
ratemay yield substantial changes in pyrite δ34S locally. Although these hypoth-
esized glacial-interglacial changes have occurred over too short of timescales
relative to the 10+ Myr residence time of sulfur in seawater (∼10 Myr; [18]) to
force significant change in seawater δ34S, such changes could provide a nega-
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tive feedback that acts to stabilize pyrite δ34S amid oscillations in sea level on
longer timescales. Seawater SO 2–4 δ34S was nearly constant at ∼+22h for most
of the past 45 Myr [252, 279] despite substantial changes in eustatic sea level,
including a large (100+ m) decrease at the Eocene-Oligocene boundary [129].
Although transfer of sediment from the shelf to the deep ocean under lower eu-
static sea level presumably would have increased the Pe in deep ocean settings,
a net decrease in the δ34S of the global pyrite burial flux may still have occurred
(e.g. [279]). This change would have opposed any decrease in the δ34S of the
input flux from enhanced oxidative weathering of pyrite [344] by increasing the
Δδ34S between seawater SO 2–4 and buried pyrite. For example, steady state sea-
water δ34S calculations for a range of Δδ34S and δ34Sin values (Figure IV.14) sug-
gest that a 1h decrease in δ34Sin could be compensated by a ∼2h increase in
Δδ34S to maintain a constant seawater δ34S. The potential influence of sea level
on Δδ34S is explored in more detail in Chapter VI of this thesis.
Our findings also impact our understanding of the marine S cycle on longer
timescales. For example, Halevy and colleagues [127] have postulated thatmore
positive pyrite δ34S during the Archean and Proterozoic resulted from a decrease
in the diffusive SO 2–4 flux into the sediments under lower seawater SO 2–4 concen-
trations. I-CANDI model runs under lower bottom water SO 2–4 concentrations
support this possibility, but also provide mechanisms through which this effect
could be ameliorated. Previous studies have suggested that the Archean was
characterized by lower weathering rates (e.g. [130]) and higher global temper-
atures (e.g. [181]). Decreases in sedimentation rate and increases in bottom
water temperature each would lower the Pe in depositional environments glob-
ally and oppose any increase in pyrite δ34S resulting from lower seawater [SO 2–4 ].
Although neither of these conditionsmust co-occur with a decrease in seawater
[SO 2–4 ], such conditions could apply to much of the Archean and Proterozoic
and may help explain the persistent depletion of pyrite in 34S despite lower ma-
rine [SO 2–4 ].
Lastly, I-CANDI reveals that methanogenesis becomes the dominant mode of
POC degradation at much lower RRPOCs when marine [SO 2–4 ] is lower. Al-
though lower SO 2–4 reduction half-saturation and methanogenesis inhibition
constants (e.g. [196]) could partially compensate for this effect, an increase in
the importance of methanogenesis as a POC degradation pathway under lower
[SO42−] seems highly likely. Such an effect could help explain the maintenance
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of warmer climate states under lower marine [SO 2–4 ] conditions during the Cre-
taceous and the early Paleozoic [142, 202]. Methanogenesis accounts for only a
few percent of the POC degraded in modern ocean sediments [90], but its prod-
uct methane (CH4) forces ∼16% of greenhouse warming on modern Earth [9].
Egger et al. (2018) [90] have estimated that∼3 Tmol of methane (CH4) are oxi-
dized by SO 2–4 throughAOMeach year. This estimate is surprisingly close to esti-
mates of themodern riverine input flux of SO42− to seawater, 2.8 ±0.4 Tmol/yr
[52]— of particular note given the 1:1 stoichiometry of CH4:SO 2–4 consumption
in AOM. If the amount of SO42− reduced through AOM in sediments were de-
creased by an order of magnitude from Egger and colleagues’ (2018) estimates
without any corresponding change in CH4 production, the amount of CH4 re-
quired to be consumed by other oxidants would be ∼2 Tmol/yr. The similarity
in the magnitude of this flux to the modern riverine SO 2–4 input flux suggests
that SOM could have played a critical role in maintaining lower marine [SO 2–4 ]
[202] and/or increasing the δ34S of pyrite buried globally (e.g. [195]). Escape
of any portion of this flux to the atmosphere (e.g., through shallow water CH4
release or destabilization of methane hydrates [86]) would also help maintain a
greenhouse climate state.
IV.6 Conclusions
A mechanistic understanding of the processes affecting sedimentary S cycling
is necessary to accurately predict the effects of Earth system changes on thema-
rine S cycle. Here, we have constructed a diagenetic model, I-CANDI, that sim-
ulates time-dependent transport and reaction processes in one-dimension. Our
model includes isotopic species for S-bearing compounds to allow sedimentary
δ34S profiles to be simulated. Through myriad sensitivity tests, we find that or-
ganic matter input, porosity, and sedimentation rate are the strongest controls
on the dominant organic matter degradation processes and the δ34S of buried
pyrite in I-CANDI. I-CANDI also reveals that maximal pyrite δ34S values in a
local sedimentary system are not reached until methanogenesis becomes the
dominant degradation process. The physical parameters of the system and the
organicmatter rain ratemodulate pyrite δ34S and can adequately account for the
δ34S heterogeneity observed in natural sediments; no changes in 34ε are neces-
sary. These findings have significant implications for our interpretation of the






















































Figure IV.14: Contour plot of the steady state seawater δ34S as a function of
the Δδ34S between seawater SO 2–4 and buried pyrite plus the δ34S of the
weathering input (δ34Sin). Calculations assume a constant magnitude for the
weathering input flux and two burial fluxes (pyrite and sulfate evaporites) with
no S isotopic fractionation during evaporite precipitation. The red star denotes
the approximate solution for modern seawater given the global δ34Sin estimate
of [52]. Note that the slope of ∼ 12 in this space indicates that a 1h change in
δ34Sin could be compensated by a 2h opposing change in Δδ34S to maintain
approximately constant seawater δ34S. Results yielding a seawater δ34S less
than the minimum δ34Sin value tested (-10h) require negative burial fluxes
and have been blacked out as implausible.
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C h a p t e r V
SULFUR CYCLING IN DEEP MARINE OXYGENATED
SETTINGS: INSIGHTS FROM IODP EXPEDITION 361, IODP
EXPEDITION 363, AND R.V. KNORR CRUISE KN223
V.1 Abstract
Understanding the magnitude and S isotopic composition of fluxes within the
S cycle is critical for interpreting seawater δ34S variations in Earth’s past. Deep
ocean sedimentary S cycling remains a particularly understudied component of
the S cycle, and studies of cycling below the uppermost several meters of sed-
iment are rare. We undertook a study of deep ocean sedimentary S cycling by
analyzing pore water and solid phase samples from 11 sites cored on Integrated
Ocean Discovery Program (IODP) Expedition 361, IODP Expedition 363, and
R.V. Knorr cruise KN223. We observed a diverse array of sedimentary S cylc-
ing at these sites, with total organic carbon (TOC) content and mean net sulfate
reduction rate (nSRR) each varying by over an order of magnitude among the
different sites. Closed and open system modeling indicate that large (> 45h)
S isotopic fractionations are an ubiquitous feature of sedimentary S cycling at
these sites. We also found that the δ34S of pyrite buried at these sites depends
crucially on the degree to which sulfate (SO42−) reduction goes to completion
and on the rapidity with which other electron acceptors (e.g. O2) are exhausted.
SO42− reduction at sites with quasi-linear [SO42−] profiles and with profiles in-
dicating a source of SO42− at depth have been overlooked in previous studies
estimating global SO42− reduction rates (e.g. [43]), but yield significantly higher
mean nSRRs here than sites with exponentially-decreasing [SO42−]. Our results
suggest that accounting for these sites could lead to significant changes and im-
provements in our understanding of S isotopic mass balance within themodern
marine S cycle.
V.2 Background
Chapter II of this thesis demonstrated a potentially significant role for Δδ34S and
δ34Sin in forcing changes in seawater δ34S at times in Earth’s past. Although our
box model suggests that these parameters can affect seawater δ34S, the plausi-
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bility of changes in these parameters requires that the effects on other biogeo-
chemical cycles also be considered. For example, what are the implications of a
10h decrease in δ34Sin for atmospheric pO2? Can a Δδ34S change of 20h still be
considered plausible once all effects are considered in detail? Wemust elucidate
the controls on the concentration and isotopic composition of seawater SO42−
to begin to answer these questions.
Historically, values for the globally integrated δ34Sin and Δδ34S have not been
well constrained due to high local variability in each of these parameters [52,
59]. Boxmodels of the marine S cycle have typically used estimates of these val-
ues derived from limited data sets (e.g. [72]). Recent studies [52, 127] have im-
proved our understanding of themodern values of these parameters with larger
data sets [52, 127] and predictive modeling [127]. However, additional data are
needed to refine and verify these estimates. Studies that begin to parse out the
influence of variations in sulfur isotopic fractionation (34ε) versus variations in
other sedimentary parameters on Δδ34S are particularly necessary.
Sulfur cycling in deep ocean sediments— and particularly, deep ocean Δδ34S—
remains an understudied component of the global S cycle. Previous studies (e.g.
[19]) have trivialized the importance of pyrite burial in deep ocean sediments
given these sediments’ low rates of sedimentation and SO42− reduction — i.e.,
the net pyrite burial flux in these sediments is low. This neglect of deep ocean
pyrite burial has occurred despite the fact that these deep environments con-
stitute over 90% of the modern seafloor in terms of surface area [5] and are an
important source of sulfur that gets recycled to the mantle via subduction (e.g.
[57]). However, several more recent studies [43, 165] have suggested that SO42−
reduction in these environments comprises as much as half of the SO42− reduc-
tion occurring in marine sediments globally. Lower oxygenation of the deep
ocean [319] may have allowed this flux to be even larger at times in Earth’s past.
Existing pyrite δ34S data from deep ocean sediments [4, 37, 38, 115, 158, 188,
197, 220, 222, 266, 293, 329] have demonstrated a high frequency of very nega-
tive (< -30h) pyrite δ34S values in these sediments that are disparate from the
more positive pyrite δ34S values observed in shelf sediments (e.g. [363]). This
suggests that 34ε is very large in deep ocean sediments and that the deep ocean
pyrite burial flux could have an outsize influence on the global pyrite burial δ34S
value. Better constraints on the magnitude of this pyrite flux and the controls
upon its sulfur isotopic composition are needed to assess the potential role of
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deep ocean pyrite burial in modifying S cycle isotope mass balance.
Here, weundertake a study of S cycling in oxygenated deep ocean environments.
We do so through the lens of sites cored on IODP Expedition 361 [128], IODP
Expedition 363 [290], and R.V. Knorr Cruise KN223 [234]. Extensive shipboard
and shore-based chemical analyses make these sites prime candidates to deter-
mine the influence of different sedimentary variables on S cycling in deep ocean
sediments. In the following, we estimate the S isotopic fractionation associ-
ated with S cycling at an array of sites using closed system Rayleigh distillation
models and our new open-systemmodel, I-CANDI (Chapter IV). We show that
large (> 45h) S isotopic fractionations are an ubiquitious feature of deep ocean
sedimentary sulfur cycling. We also examine the sensitivity of the I-CANDI
model results to the input fluxes of organic matter, iron, and other chemical
constituents.
V.3 Site Locations
Samples for this study were collected as part of ocean drilling campaigns in the
Atlantic, Indian, and Pacific Ocean basins. Location, depth, and selected ship-
board data for each site included in this study are listed inTable V.1. Maps of the
site locations are depicted in Figure V.1. Sites for our study were chosen based
on their water depth, sedimentation rate, organic carbon content, and [SO42−]
data. Sites that were sampled at high (1.5 m) depth resolution for interstitial
water (IW) and that captured unique combinations of these characteristics were
prioritized for sampling over sites that closely duplicated a combination already
chosen. This strategy resulted in the measurement of SO42− δ34S profiles at 11
different sites spanning a wide range of water depths (488 to 5465 meters below
sea level), sedimentation rates (< 3 to > 60 cmkyr), and mean total organic carbon
(TOC) contents (< 0.5 to∼1 wt%). Each of these sites is briefly described below.
IODP Expedition 361 Sites U1474 and U1478 were drilled in the Natal Valley
off the coast of Mozambique in the Indian Ocean. These sites are both heavily
influenced by terrigenous input from the Limpopo River [128]. Site U1475 was
cored to the south off the southwestern flank of the Agulhas Plateau [128].
Expedition 363 Sites U1482 and U1483 were drilled on the opposite side of the
Indian Ocean basin off the northwest coast of Australia. These two sites are
located at intermediate water depths (∼1600 mbsl) and are sensitive to inputs
of windblown dust blown off the Australian desert [290].
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Table V.1: Site location and geochemistry details for samples analyzed in this
study. Shipboard sedimentation rate denotes the sedimentation rate estimated
for the uppermost portion of the sediments based on the shipboard age model.













U1474 31° 13.00’ S 31° 32.71’ E 3045 3.7 0.4 37
U1475 41° 25.61’ S 25° 15.64’ E 2669 2.8 0.4 80
U1478 25° 49.26’ S 34° 46.16’ E 488 9 0.4 30
U1482 15° 03.32’ S 120° 16.10’ E 1466 7 0.7 60
U1483 13° 05.24’ S 121° 48.25’ E 1733 10 0.9 59
U1485 03° 06.16’ S 142° 47.59’ E 1145 62.5 1.0 9
U1486 02° 22.34’ S 144° 36.08’ E 1332 6 0.5 40.5
U1487 02° 20.00’ S 144° 49.17’ E 874 3.5 - 37.6
U1488 02° 02.59’ S 141° 45.29’ E 2604 3 0.5 83.5
KN223-02 15° 50.90’ N 52° 00.00’ W 5465 - - -
KN223-16 35° 42.60’ N 57° 36.90’ W 4575 - - -
Sites U1485-8 were drilled in the Pacific Ocean north of Papua New Guinea
(PNG); Site U1485 is located on the PNG continental slope, Sites U1486 and
U1487 in the Manus Basin, and Site U1488 on the Euaripik Rise [290].
KN223 Sites 02 and 16 were drilled in the North Atlantic near Researcher Ridge
and on the Bermuda Rise, respectively. These are abyssal sites and represent the
two deepest sites targeted by this study.
V.4 Methods
V.4.1 Shipboard data collection
Detailed sampling methods were documented in cruise reports [128, 234, 290]
and are briefly described below. For IODP Expedition 361 and 363 sites, pore
water was extracted from 5-10 cm long whole round sediment sections by re-
moving cut and capped sediment samples from the core liner, scraping off the
outer∼0.5 cm of the whole round, and compressing the whole round in a Man-
heim titanium squeezer with a Carver hydraulic press [206]. Pressures up to
35,000 lbs gauge force were applied with the press. Water was filtered through
a pre-washed Whatman No. 1 filter and collected in an acid-cleaned plastic
syringe. Extracted IW (i.e., pore water) was filtered using a 0.45 µm polysul-
fone syringe filter and aliquoted for shipboard and shore-based analyses. Ship-
board SO42− concentrations were measured using a Metrohm 850 professional






























































































































































































































Samples were diluted 100x with 18.2 MΩ nanopure water for [SO42−]measure-
ments. The IAPSO seawater standard was diluted 20x to 500x to create a five-
point standard calibration curve for the set of concentration measurements at
each site, and a 150x dilution of IAPSO was run every∼10 samples as a consis-
tency standard. Precision (1σ relative standard deviation) was 0.98% (n = 44)
on Expedition 363 based on all measurements of this consistency standard.
For R.V. Knorr Cruise KN223, whole rounds cut from long cores were squeezed
using Manheim squeezers to extract IW. Pressures up to 35,000 lbs gauge
force were applied. SO42− concentrations were measured on the ship using
a Metrohm 861 Advanced Compact IC. Dilutions of a secondary standard cal-
ibrated against IAPSO were used to create a calibration curve for quantifying
concentrations. Five IAPSO samples were also measured in each run of 36
analyses as a consistency check. The standard deviation of the drift-corrected
IAPSO [SO42−]/[Cl−] ratios and samples analyzed in duplicate was better than
0.21h.
V.4.2 Shore-based data collection
Samples of both pore water and sediment were aliquoted for shore-based S iso-
topic measurements while on the ship. Pore water aliquoted for SO42− and H2S
δ34S analyses was fixed with 500 µL 1 M zinc acetate to preserve H2S as ZnS.
These samples were shipped and stored frozen for shore-based laboratory pro-
cessing. Once ready for laboratory processing, samples were thawed and cen-
trifugated to separate the aqueous phase from any solid precipitates. The aque-
ous phase was decanted into an acid-cleaned 15 mL centrifuge tube and saved.
Solid phase (if present) was rinsed five times with milliQ water to remove resid-
ual SO42− and dried down at 60 °C in a laminar flow bench.
For aqueous SO 2–4 δ34S measurements, aliquots of aqueous phase were pipetted
into PFA vials, dried down, diluted in weak (0.5% v/v) HCl, and loaded onto
10 mL Bio-Rad® disposable HDPE columns containing 0.8 mL AGI-X8 anion
exchange resin. Column chromatography and mass spectrometry methods for
these samples were identical to those used in Chapter II. Repeated analyses of
a seawater consistency standard (n = 39) yielded a mean δ34S of +21.03 ±
0.12h (1σ standard deviation). Procedural blanks (n = 33) yielded a δ34S of
+16± 14h (1σ standard deviation) and contained 1.0±2.2 S nanomoles. Note
that this mean blank size is reduced to 0.4 ± 0.3 S nanomoles if two unusually
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large blanks containing 5-15 S nanomoles are excluded. Given that most sam-
ples measured contained at least 100 nanomoles S, the size of the procedural
blank correction was very small (≤ 0.05h) for all but the most sulfur-poor sam-
ples — mainly, those samples taken at or below a sulfate-methane transition
(SMT).
For aqueous H2S δ34S measurements, ZnS was converted to Ag2S using AgNO3.
HNO3 was added immediately after conversion to remove any ZnCO3 present.
Samples were centrifugated and the supernant removed immediately after cen-
trifugation to limit oxidation of the Ag2S by NO3−. Remaining solid phase was
rinsed five times with milliQ water and dried down on a 60 °C hot plate in
a laminar flow bench. For mass spectrometry, the solid phase was crushed
and aliqouts weighed for measurement on a Thermo ScientificTM EA IsolinkTM
IRMS System. Many samples were run with several replicates due to δ34S het-
erogeneity within the sample powders. For smaller samples, we avoided this
problem by measuring the entire sample in a single measurement.
V.5 Results
V.5.1 Sulfate concentration and δ34S
Shipboard concentration and δ34S data for pore water SO42− are summarized in
Table C.1 in Appendix C. For the purpose of presenting results, we group sites
with similar depth profiles together in our descriptions below. We note that one
outlying shipboard [SO42−]measurement at 1.45mbsf for SiteU1482was treated
as erroneous and has been removed in our analysis of the data. In addition, data
from cruise KN223 were reported as SO42−/Cl− ratio deviations from seawater
(in%). These data have been converted to estimated [SO42−] assuming a constant
[Cl−] and a seawater [SO42−] of 28.2 mM.
V.5.1.1 Sites U1474 and U1475
Sulfate concentration and δ34S profiles for Sites U1474 and U1475 are depicted
in Figure V.2. At both sites, [SO42−] decreases exponentially with depth, but the
rate of decrease is faster overall at Site U1474 than U1475. The U1474 [SO42−]
profile becomes nearly invariant at > 200m depth. In contrast, [SO42−] at U1475
is still decreasing at the lowest depths sampled.
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Figure V.2: Sulfate concentration (circular symbols, bottom horizontal axis)
and sulfur isotopic composition (square symbols, top axis) for (A) IODP Site
U1474 and (B) IODP Site U1475. Sulfate concentration data from [128].
SO42− δ34S increases in a quasi-linear fashion with depth at both Sites U1474
and U1475. The gradient of the δ34S increase is lower at Site U1475 than Site
U1474, as expected from the lower rate of [SO42−] decrease. Although samples
for δ34S were not collected below 150mbsf at either of these sites, the δ34S at Site
U1474 nonetheless reaches incredibly high values (+106.9h at 146.24 mbsf).
The maximum SO 2–4 δ34S measured at Site U1475 is much lower (∼+59h at
143.14 mbsf).
V.5.1.2 Sites U1478, U1482, U1483, U1485, and KN223-16
Sites U1478, U1482, U1483, U1485, and KN223-16 are disparate in terms of ge-
ographic location (Figure V.1) and some sedimentary parameters (Table V.1),
but all feature quantitative consumption of SO42− (Figure V.3). SO42− is con-
sumed to near-zero levels by∼70 mbsf at Site U1478,∼120 mbsf at Site U1482,
∼55 mbsf at Site U1483, ∼8 mbsf at Site U1485, and ∼39 mbsf at Site KN223-
16. Shipboardmeasurements for the IODP sites confirm the onset of significant
concentrations of CH4 near these depths and indicate the presence of a SMT.
Although there are notable variations in the gradient of SO42− depletion among

























































































































































































































































































































































































































































































































































The sulfate δ34S depth profiles at these sites exhibit changes that reflect the gra-
dient in their corresponding [SO42−] profiles; as the [SO42−] gradient increases
in magnitude, the rate of δ34S change also increases. This is most apparent at
Sites U1478 and U1483. At Site U1478, a high rate of [SO42−] decrease above
∼10 mbsf is accompanied by the most rapid increase in its δ34S profile. Site
U1483 instead exhibits its most rapid decrease in [SO42−] below∼35 mbsf, with
δ34S increasing more quickly in tandem. At all these sites, an abrupt decrease in
SO 2–4 δ34S occurs at the SMT. This decrease exceeds 30h in magnitude at each
site and returns SO 2–4 δ34S to seawater-like δ34S values (∼+21h) at sites with
multiple measurements below the SMT.
V.5.1.3 Sites U1486, U1487, and U1488
A smaller subset of sites— Sites U1486, U1487, and U1488—were cored north
of PapuaNewGuinea and differ from all others in terms of their profiles (Figure
V.4). These sites do not exhibit a monotonic decrease in [SO42−]with depth, but
instead feature an initial decrease followed by increasing [SO42−] (Sites U1486
and U1488) or invariant [SO42−] (Site U1487) at greater depths. This reversal
in gradient occurs at ∼50 mbsf at Site U1486 and ∼100 mbsf at Site U1488.
Minimum [SO42−] near these depths is 19.8 mM at Site U1486 and 21.8 mM at
Site U1488. Following these minima, [SO42−] increases in quasi-linear fashion
with depth to concentrations exceeding 22 mM at Site U1486 and 24 mM at
Site U1488. [SO42−] is mostly invariant (∼24.2 mM) below the sediment-water
interface at Site U1487.
SO 2–4 δ34S depth profiles at Sites U1486-8 are nearly mirror images of their cor-
responding [SO42−] profiles; i.e., δ34S increases across depths where [SO42−] is
decreasing, reaches an asymptote at depths where [SO42−] stops decreasing,
and decreases as [SO42−] begins increasing again. Maximum δ34S is +45.5h at
Site U1486, +28.7h at Site U1487, and ∼+30h (excluding one outlier) at Site
U1488. Sulfate δ34S decreases at depths below these maxima to +27.6h at Site

























































































































































































































































































































Figure V.5: Sulfate concentration (circular symbols, bottom horizontal axis)
and sulfur isotopic composition (square symbols, top axis) for KN223 Site 02.
Sulfate concentration data from [234].
V.5.1.4 Site KN223-02
Site KN223-02 was cored over too short a depth interval (∼22 mbsf) to per-
mit classification with any of the above groups; its [SO42−] and δ34S profiles
are depicted in Figure V.5. Here, [SO42−] decreases in a quasi-linear fashion
from the sediment-seawater interface to the deepest sampled depth. The lowest
[SO42−] (22.0 mM) occurs at the deepest sampled depth (21.8 mbsf). SO 2–4 δ34S
increases in a similar manner from +20.6h at the sediment-seawater interface
to +32.1h at 21.8 mbsf.
V.5.2 Aqueous sulfide δ34S
Aqueous sulfide was present at high enough concentrations to enable H2S δ34S
measurements at two sites thus far, Sites U1482 and U1483 (Figure V.6). At
both of these sites, H2S δ34S closely follows SO 2–4 δ34S, but is offset toward lower
116




























































Figure V.6: Sulfate concentration (black circles, bottom horizontal axis) and
sulfur isotopic composition for sulfate (square symbols, top axis) and aqueous
sulfide (triangle symbols, top axis) at (A) Site U1482 and (B) Site U1483.
Sulfate concentration data from [290].
absolute values at most depths. H2S is initially highly depleted in 34S (δ34S ∼-
40h) and becomes progressively enriched with depth as [SO42−] decreases. H2S
δ34Smaintains a large offset from SO 2–4 δ34S to a depth of ∼90mbsf at Site U1482
and ∼30 mbsf at Site U1483. Here, the offset gradually decreases with depth
until becoming nearly zero by 125.9 mbsf at Site U1482 and even reversing in
sign below 60 mbsf at Site U1483. We discuss some possible reasons for this
reversal later in this chapter.
V.6 Discussion
V.6.1 Diversity in deep ocean sulfur cycling
Viewed through the lens of our results, the character of S cycling in deep ma-
rine sedimentary settings is highly diverse. Sites may feature the complete con-
sumption of SO42− at depth within the sediments (Sites U1478, U1482, U1483,
U1485, and KN223-16), an exponential decline in [SO42−] to non-zero values at
depth (Sites U1474 and U1475), or even an initial decrease in [SO42−] followed
by a gradual increase with depth (Sites U1486-8). What controls the character
manifested at an individual site?
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Previous work (e.g. [134]) has demonstrated a strong association between or-
ganic matter preservation and the amount of time organic matter is exposed to
oxic seawater. Sedimentation rate is one of the key controls on this amount of
time [134] andmay effect SO42− reduction rates bymodulating the lability of or-
ganic matter available for SO 2–4 reduction (e.g. [195, 313]). Our results confirm
a strong association between sedimentation rate and total organic carbon (TOC)
content at the sites studied on IODPExpeditions 361 and 363 (FigureV.7A). Sed-
imentation rate, in turn, correlates well with water depth at these sites (Figure
V.7B) as well as on a broader global scale (e.g. [219, 343]. Visual inspection of
our results suggests that sites with relatively high TOC (e.g. U1482, U1483, and
U1485) are associated with the complete consumption of SO42− at depth, while
those with lower TOC (e.g. U1474, U1475, and U1488) do not have enough re-
active organic matter available for complete SO42− consumption.
Our results also indicate that advective and/or diffusive supply of SO42− from
deep fluids plays an important role in some depositional environments. Sites
U1486, U1487, and U1488 all feature intervals of increasing [SO42−] with depth
or, in the case of U1487, invariant [SO42−] at a value below seawater [SO42−]
(∼22 mM). Given the short timescale of diffusion relative to the Myr+ age of
these sediments [290], such profiles are not possible without a supply of SO42−
below the sediment-seawater interface. D’Hondt et al. (2004) previously docu-
mented similar [SO42−] profiles at several Ocean Drilling Program (ODP) Leg
201 sites. They attributed the profiles to diffusion of SO42− from fluids at depth
[81]. Although the invariant profile at Site U1487 implies an advective fluid
source, similar diffusive processes are likely responsible for the SO42− profiles
at Sites U1486 and U1488. The proximity of Sites U1486 and U1487 to several
hydrothermal vent fields in the Manus Basin [180] suggests that hydrothermal
circulation could influence the pore water profiles at these two sites.
Themagnitude of 34ε associatedwith sulfur cycling in our deep ocean sediments
is difficult to glean visually from out data. However, our H2S δ34S data from Sites
U1482 andU1483 suggest that 34ε—akey prerequisite for largeΔδ34S—does in-
deed occur at a couple sites (FigureV.8). ThemaximumΔδ34S between SO 2–4 and
H2S from the sameporewater sample reaches 73.7h at SiteU1482 and 69.4h at
Site U1483, equivalent to fractionations of 76h and 72.3h (respectively) af-
ter correcting for non-linearities in δ notation space. These are minimum con-















































































































































































































































































































































































Figure V.8: Δδ34SSO4–H2S (i.e., δ34SSO42 - δ34SH2S) for Site U1482 (orange
diamonds) and Site U1483 (red diamonds). Shaded orange and red boxes
denote the approximate location of the sulfate-methane transition at Sites
U1482 and U1483, respectively. 1σ uncertainties have been assigned a value of
1h in instances in which the uncertainty on H2S δ34S was not determined
through replicate measurements.
fusion in reducing gradients. Note that Sites U1482 and U1483 are also two
of the sites featuring complete consumption of SO42− at depth; other sites fea-
turing lower nSRRs are likely to exhibit similarly large 34ε. The translation of
these large 34ε’s into large Δδ34S between seawater SO42− and pyrite depends on
other sedimentary parameters like iron input, sedimentary porosity, and other
variables that influence the balance among rates of diffusion, advection, and
reaction in sediments (e.g. Chapter IV Discussion).
Although high 34ε values at other sites seem plausible based on our limited H2S
δ34S data, additional constraints are needed to make this assertion robust. Our
[SO42−] and δ34S data from other sites, in combination with estimated sedimen-
tation rates and knownbottomwater conditions, fortunately provide constraints
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to enable this assertion to be tested. In the following, we refine our 34ε esti-
mates by constructing closed system and open system models of S cycling at
our deep ocean sites using a Rayleigh distillation model and our I-CANDI dia-
genetic model, respectively. We also use I-CANDI to understand the chemical
fluxes required to replicate the pore water data available for each site and the
sensitivity of the pyrite δ34S at each site to various sedimentary parameters (es-
pecially Fe flux).
V.6.2 Closed systemmodeling
To provide an initial estimate of 34ε at all sites, we constructed a Rayleigh dis-
tillation model of SO42− consumption in a manner similar to prior studies (e.g.
[162]). We plot our data and the expected model curves in Figure V.9. We es-
timated 34ε for the uppermost portion of the sediments at each site using the
slope of linear trends through the data; these estimates are summarized in Ta-
ble V.2. Despite the somewhat rapid depletion of SO42− with depth at several
sites, each estimated 34ε exceeds 30h in magnitude, and all except three exceed
40h. We note again that these are minimum estimates of the actual isotopic
fractionation, as our Rayleigh distillation model does not account for the effects
of diffusion on the profiles. Our H2S δ34S data at Sites U1482 and U1483 con-
firm that the actual 34ε values are larger: the maximum Δδ34S between aqueous
SO42− andH2S at these sites exceeds their estimated 34ε values by 30h and 34h,
respectively. These large model-data disagreements demonstrate the important
influence of diffusion on the pore water profiles at deep ocean sites with rela-
tively low sedimentation rates. Open system models that account for diffusion
are clearly needed to improve the accuracy of our 34ε estimates.
V.6.3 Open systemmodeling
To obtain more accurate estimates of 34ε, we used our new reactive trans-
port model for sedimentary diagenesis (I-CANDI) to replicate the [SO42−] and
SO 2–4 δ34S profiles at each site. We refer the reader to Chapter IV of this thesis
for a detailed description of the I-CANDI model. The depth domains, depth
discretization, and boundary conditions for the model runs at each site are
summarized in Appendix C, Table C.2. In-situ temperatures and pressures
were estimated based on water depth, World Ocean Atlas bottom water tem-
perature [200], sediment depth, and an imposed geothermal gradient. Bottom
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Figure V.9: Rayleigh plot of SO42− concentration and δ34S. Red lines of
variable thickness denote the trends expected for SO42− consumption with a
constant isotope fractionation 34ε in a closed system. Trends were constructed
assuming an initial [SO42−] of 28.2 mM and an initial SO42− δ34S of +21h.
Table V.2: Rayleigh model initial 34ε estimates for all sites. Table includes the
estimated 34ε, the lower depth bound for the estimate (in meters below
seafloor, mbsf), and the number of concentration/δ34S data points used to
make the estimate. An estimate for Site U1487 was not possible due to the












U1474 49 20 10
U1475 43 40 3
U1478 52 20 11
U1482 46 20 4
U1483 35 20 5
U1485 31 5 4
U1486 78 20 10
U1487 - - -
U1488 63 20 14
KN223-02 49 20 14
KN223-16 39 20 12
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water chemistry data were estimated from World Ocean Atlas [200], World
Ocean Circulation Experiment [294], and shipboard interstitial water [128,
290] geochemical data. Dissolved inorganic carbon (DIC) and aqueous H2S
were partitioned into their constituent species using shipboard pH measure-
ments [128, 290] (when available) and CO2SYS [346]. At Site KN223-02, we
used shipboard alkalinity and DIC measurements [234] for this purpose. Site
KN223-16 DIC data were erroneous, and we simplisticly assume a constant pH
to calculate acid dissociation constants and partition aqueous species at this
site. To ensure steady state, each model iteration was run for a duration equal
to 10 times the amount of time required for a sediment parcel to traverse the
entire depth domain based on the site’s sedimentation rate.
Model fits for the data at each site were obtained by iteratively varying the or-
ganic matter rain rate, organic matter reactivity, 34ε, and Fe(III) rain rate at each
site. Model-data fits were evaluated based on the average least squares offset
between fits to the model estimated [SO 2–4 ] and SO 2–4 δ34S and the real data at
each site; lower averages indicated better model fits to the data. We also im-
plemented bottom boundary fluxes of CH4 and/or SO42− to adequately fit the
data at some sites. After obtaining a visually good fit between the model output
and the site data, we subsequently tested the sensitivity of the model output to
particulate organic matter rain rate (RRPOC), Fe(III) rain rate (RRFe), CH4 flux
(if non-zero), and 34ε. We ran an additional set of model iterations that varied
organic matter and Fe rain rates to ±10%, 5%, and 1% of their original best fit
values; CH4 flux was varied to±10% of its best fit value when non-zero, and 34ε
was modified by ±10h, 5h, 2h, and 1h. We also tested the sensitivity of the
δ34S of buried pyrite to the Fe(III) rain rate by doing an additional set of runs in
which the Fe rain rate was varied from approximately zero up to values equal to
or slightly exceeding the initial best fit Fe rain rate.
In the following, we briefly describe and depict our best model-data fits for the
[SO42−] and SO 2–4 δ34S at each site. We also discuss the sensitivity of modeled
pyrite δ34S to RRPOC and RRFe. We do not depict model profiles from sub-
optimal RRPOC, RRFe, and 34ε value runs, but briefly note that such runs result
in worse model-data fits than those displayed in the figures here; in general, 34ε
values that differ by more than 5h from the best fit model value conspicuously
deviate from our data. Model results are further detailed in Appendix C with
Table C.2, Table C.3, and additional sensitivity test figures.
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V.6.3.1 Site U1474
Site U1474 best fit model results are show in Figure V.10. A modeled reactive
POC rain rate of ∼20 µmolm2day fuels relatively slow, but steady organic matter rem-
ineralization and SO42− reduction. The rate constant for the intermediate labil-
ity organicmatter fraction (k2) was increased by 50% to yield a better fit thanwas
possible with mixing of multiple fractions in this instance. The model Fe(III)
rain rate (6.1 µmolm2day) is sufficient to produce pyrite at an abundance of ∼0.21 wt%
(0.11 S wt%) at depth. The mean nSRR with depth is 47.6 µmolm3yr . A best fit to the
SO 2–4 δ34S data is achieved with a very high initial 34ε of 88h and a decrease in
34ε to 59h below 55 m depth; this step-function decrease in 34ε, combined with
extremely low aqueous sulfide concentrations, is responsible for the large jump
inH2S δ34S seen at 55m depth (Figure V.10). Model underestimates of SO 2–4 δ34S
above 30 m depth suggests that the shipboard [SO42−] data may be slightly too
high and yield nSRRs that are lower than the true initial rates of SO 2–4 consump-
tion. The final buried pyrite δ34S is -17h, and its abundance is 0.21 wt% (0.11 S
wt%). Sensitivity tests suggest that substantially lower (≥ 10h) final pyrite δ34S
is possible if both RRPOC and RRFe are lowered, although slight decreases are
also possible with dramatic increases in RRFe (Figure V.11).
V.6.3.2 Site U1475
Best fit model results for S species at Site U1475 are shown in Figure V.12. The
modeled reactive POC rain rate of ∼14 µmolm2day is lower than that at U1474; some
unreactive POC is also included in the overall rain rate of ∼90 µmolm2day to better
match observed shipboard POC abundance measurements (≤ 0.5 wt% [128]).
The modeled Fe(III) rain rate is 2.8 µmolm2day , and the final buried pyrite abundance
at depth is ∼0.18 wt% (0.09 S wt%). Mean nSRR is slightly lower (40 µmolm3yr ) than
at Site U1474, and the modeled 34ε is also lower (57h). Slight underestimation
of [SO42−] by the model relative to the data above 50 m depth suggests that this
model 34ε underestimates the actual 34ε by several per mil at shallow depths.
The final buried pyrite δ34S at the bottom boundary of the model is -13.8h; the
true pyrite δ34S is likely lower based on the underestimated 34ε just described.
Sensitivity tests suggest that lowering or substantially increasing the Fe(III) rain
rate can lower pyrite δ34S to more negative values (Figure C.1).
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Figure V.10: Site U1474 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1474. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1474. The step-function increase in H2S δ34S at 55 m depth results from the
combination of aqueous sulfide concentrations below the I-CANDI absolute
error tolerance and an ascribed 29hincrease in 34ε at this depth.
V.6.3.3 Site U1478
Best fit model results for the main S species at Site U1478 are depicted in Fig-
ure V.13. Our model fit is imperfect and slightly underestimates the decrease in
[SO42−] with depth between 10 m and 30 m depth; this also results in an under-
estimate of SO 2–4 δ34S at these depths. Still, the model fit requires a very large
34ε of 84h to adequately fit the data. We also apply a methane flux of 4.5 µmolm2day
at the bottom boundary to attain a SMT depth consistent with shipboard obser-
vations. The Fe rain rate imposed in this model run is 40.5 µmolm2day and results in a
final pyrite abundance of ∼0.55 wt% (0.29 S wt%) at depth. Mean nSRR is 2500
µmol
m3yr and is over an order of magnitude higher than at Sites U1474 and U1475.
Pyrite δ34S is highly depleted (< -50h) until the SMT, at which point a jump in
pyrite abundance and δ34S occurs. The final pyrite δ34S at depth remains quite
34S-depleted at a δ34S of -38.2h and an abundance of 0.55 wt% (0.29 S wt%).
Sensitivity studies in which the POC and Fe rain rates were varied indicate that

























































2 4 6 8 10 12



































Figure V.11: Contour plot for the δ34S of pyrite exiting the bottom of the
model as a function of POC rain rate (vertical axis) and Fe(III) rain rate
(horizontal axis) at Site U1474.
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Figure V.12: Site U1475 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1475. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1475.
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A B
Figure V.13: Site U1478 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1478. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1478.
δ34S possible at lower Fe rain rates (Figure C.2). However, H2S begins to accu-
mulate to mM levels at Fe rain rates ≤∼ 35 µmolm2day , a result inconsistent with
shipboard reports that make no mention of sulfidic pore waters [128].
V.6.3.4 Site U1482
Site U1482 is the first of several sites for which we had significant difficulties
obtaining good model-data fits; our best fit result thus far is shown in Figure
V.14. The nearly linear nature of the [SO42−] profile dictates that most SO42−
reduction at the site either occurs at the SMT or is closely balanced by sulfide
reoxidation. Here, we model the profiles by forcing most SO42− reduction to
occur at the SMT and apply a methane flux of 2.2 µmolm2day plus a reactive POC
rain rate of 222 µmolm2day . Still, the model fit underestimates SO
2–
4 δ34S above 20
m depth and depletes SO42− too quickly at intermediate (20 to 100 m) depths.
Attempting to fit the profile through increased sulfide reoxidation requires that
Fe(III) abundances and the rate constant for sulfide oxidation by Fe(III) both
be several orders of magnitude higher than the values used in other studies [40,
65]. The best fit 34ε is 68h. The applied Fe(III) rain rate of 7.7 µmolm2day yields a
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Figure V.14: Site U1482 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1482. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1482.
final pyrite abundance of 0.11 wt% (0.06 S wt%) with a δ34S of 2.4h. Sensitivity
tests show a similar relationship of pyrite δ34S with RRPOC and RRFe as at Site
U1474 (Figure C.3).
V.6.3.5 Site U1483
Site U1483 model fits feature shortcomings similar to those at Site U1482 (Fig-
ure V.15). Here, we are unable to replicate the curvature of the [SO42−] profile
under steady state model runs; the increase in the [SO42−] gradient below 20 m
depth should not be stable over time and may reflect a recent change in the flux
of methane diffusing from deeper sediments. We apply a methane flux of 12.1
µmol
m2day and a reactive POC rain rate of 105
µmol
m2day to attain the depicted model pro-
files. These model results match the SO 2–4 δ34S reasonably well, but predict too
large a [SO42−] decrease at all depths above the SMT. The best fit 34ε of 75h is
reasonably consistent with the H2S δ34S data that we have collected. The final
abundance of buried pyrite at depth is 0.08 wt% (0.04 S wt%). The δ34S of buried
pyrite (1.4h) is relatively insensitive to RRPOC, but quite sensitive to changes
in RRFe (Figure C.4). We also note that organic sulfur is a significant sink for
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Figure V.15: Site U1483 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1483. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1483.
sulfur at this site; sulfurization causes the organic matter to become S-enriched
and deviate from seawater SO42− in its δ34S by a few per mil at depth.
V.6.3.6 Site U1485
Site U1485 features the highest sedimentation rates of any of the sites studied
here, and both RRPOC and nSRR are correspondingly high (Figure V.16). The
modeled reactive POC rain rate is 682 µmolm2day , and the resulting mean nSRR is
19500 µmolm3yr . The model once again predicts too much SO
2–
4 consumption above
the SMT; the estimated 34ε of 66h is therefore a minimum estimate on the true
fractionation associated with sedimentary S cycling at this site. The applied
Fe(III) rain rate (82.5 µmolm2day) yields a final pyrite abundance of 0.23 wt% (0.12
S wt%) and a final pyrite δ34S of +3.3h. Sensitivity tests (Figure C.5) demon-
strate similar relationships between RRPOC, RRFe, and pyrite δ34S to those at
Site U1474.
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Figure V.16: Site U1485 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1485. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1485.
V.6.3.7 Site U1486
Model best fits at Site U1486 were attained using a constant concentration bot-
tom bound for SO42−, as the base of the profile at this site is thought to have
been the basement [290]. This SO 2–4 was assigned a concentration of 23.5 mM
with a δ34S of 27h. The modeled reactive POC rain rate is 77 µmolm2day with a mean
nSRR of 1100 µmolm3yr ; this nSRR is higher than might otherwise be expected due
to the diffusive flux of SO42− emanating from the basement. The estimated 34ε
of 74h and applied Fe(III) rain rate of ∼25 µmolm2day collectively result in burial of
pyrite at a final abundance of 0.26 wt% (0.49 Swt%)with a δ34S of -41.7h. Pyrite
even more depleted in 34S is possible at lower RRFe (Figure C.6).
V.6.3.8 Site U1487
Site U1487’s relatively invariant depth profiles for most pore water constituents
[290] strongly suggest a dominance of advection on the profiles. However, our
efforts to replicate the profiles at this site were unsuccessful; applying a flux of
SO 2–4 at the bottom boundary results in a profile with a localminimum in [SO 2–4 ]
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Figure V.17: Site U1486 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1486. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1486.
akin to those at Sites U1486 and U1488. This suggests that the pore water at
Site U1487 is advecting too quickly for any reaction-driven chemical gradients
to be maintained and/or that the advection is primarily lateral. Violation of I-
CANDI’s assumption of 1-D (vertical) motion negates anymodel results for this
site, and we exclude them here.
V.6.3.9 Site U1488
Best fit model results for Site U1488 are depicted in Figure V.18. We must apply
a SO42− flux at the bottom boundary to replicate the reversal in gradient seen in
the [SO42−] profile; we here apply a flux of 0.3 µmolm2day and assign the flux amantle-
like δ34S of 0h. A higher, seawater-like δ34S for this flux may be possible, but
would require a much higher magnitude for the flux and proportionally higher
nSRR at depth. Alternatively, a diffusive flux from basement like that used to
model Site U1486 could also yield a good fit. A reactive POC rain rate of 24 µmolm2day
supports ameannSRRof 147 µmolm3yr , and the best fit
34ε is 48h. The applied Fe(III)
rain rate is 3.3 µmolm2day and yields a final buried pyrite abundance of 0.23 wt% (0.12
Swt%). The final pyrite δ34S is -21.7h. Sensitivity studies demonstrate relatively
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Figure V.18: Site U1488 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1488. (B) Best fit model concentrations (lines with “.”
markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at Site
U1488.
little dependence of this value on RRPOC and a stronger dependence on RRFe
(Figure C.7).
V.6.3.10 Site KN223-02
Site KN223-02 data are available only down to around 20 m depth, but can be
fit reasonably well with I-CANDI (Figure V.19) assuming a relatively low sedi-
mentation rate of 2 cmkyr — sedimentation rate for this site was not estimated in
shipboard studies [234]. The best fit was attained with a reactive POC rain rate
of 7.9 µmolm2day , a Fe(III) rain rate of 1.65
µmol
m2day , and a
34ε of 57h. Mean nSRR over
the cored interval is 56.2 µmolm3yr . Pyrite is buried at the lowest modeled depth (30
m) with an abundance of 0.06 wt% (0.03 S wt%) and a δ34S of -30.4h. Model
results can likely be considered lower bounds on the actual pyrite abundance
assuming that SO 2–4 reduction continues below the lowermost cored depth at
the site. Sensitivity of pyrite δ34S to RRPOC and RRFe is similar to that at Site
U1474 (Figure C.8).
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Figure V.19: Site KN223-02 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site KN223-02. (B) Best fit model concentrations (lines with
“.” markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at
Site KN223-02.
V.6.3.11 Site KN223-16
The sedimentation rate at Site KN223-16 is also uncertain. However, we are able
to attain a relatively good model-data fit if a rate similar to that at other sites on
the Bermuda Rise [12] is applied (Figure V.20). The best fit features a reactive
POC rain rate of 162 µmolm2day and a Fe(III) rain rate of 29.7
µmol
m2day . Mean nSRR is
1900 µmolm3yr and occurs with a
34ε of 79h. Buried pyrite exiting the model has an
abundance of 0.12 wt% (0.06 S wt%) and a δ34S of -13.9h. Lower pyrite δ34S is
possible if RRPOC is reduced and/or RRFe is either increased or dramatically
lowered (Figure C.9).
V.6.3.12 Summary and comparison with closed system results
The open system modeling described above has shown that accounting for dif-
fusion indeed alters 34ε estimates to higher values than those attained via closed
systemmodeling. In most cases, the values estimated from I-CANDI model fits
are higher than the closed system estimates by at least 20h (Table V.3). Only
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Figure V.20: Site KN223-16 best fit model results for S species. (A) Data (filled
markers) and best fit model results (blue lines) for SO42− concentration and
δ34S with depth at Site KN223-16. (B) Best fit model concentrations (lines with
“.” markers) and δ34S (lines with “x” markers) for H2S, pyrite, and organic S at
Site KN223-16.
SitesU1486 andU1488 feature lower estimates, presumably due to the influence
of the bottom flux of SO42− at these sites.
Interestingly, the modeled δ34S of pyrite at these sites is often substantially
higher than the estimated 34ε would predict. This 34S enrichment is expected
with the distillation of SO42− and aqueous H2S from pore waters, but is still
higher in the models than observed in many deep ocean pyrite δ34S measure-
ments [4, 37, 38, 115, 158, 188, 197, 220, 222, 266, 293, 329]. Although shipboard
geochemical data [128, 290] do not constrain oxygen penetration depth or the lo-
cations of sedimentary redox boundaries at the IODP sites, Murray et al. (2014)
[234] measured dissolved oxygen profiles at Sites KN223-02 and KN223-16.
These data demonstrate oxygen penetration depth to be∼2 m at Site KN223-02
and < 5 cm at Site KN223-16; our best fit model runs, in contrast, yield oxy-
gen penetration depths of ∼1.8 m and ∼0.3 m (respectively) at these two sites.
Based on the large disparity between the data and the model at Site KN223-16,
we suspect that I-CANDI is overestimating the depths of the oxic-suboxic and
suboxic-anoxic redox boundaries at most of the sites modeled here. Such over-
estimates would result in a decrease in the ability of diffusion to supply fresh
134
Table V.3: Comparison of I-CANDI open system model and Rayleigh model










U1474 88 49 39
U1475 57 43 14
U1478 84 52 32
U1482 68 46 22
U1483 75 35 40
U1485 66 31 34
U1486 74 78 -4
U1488 48 63 -15
KN223-02 57 49 8
KN223-16 79 39 40
seawater SO42− to the zone of SO42− reduction in the sediments and a more
“closed” system in the model than in reality. Additional runs at Site U1478
with an added, extremely labile organic matter fraction tentatively confirm this
hypothesis and show that final pyrite δ34S can vary by over 15h with relatively
little observable effects on the modeled SO 2–4 concentration and δ34S profiles
(Figure C.10). However, more work is needed to tease apart this relationship in
detail.
V.6.4 The Fe dependence of buried pyrite abundance and δ34S
The δ34S of buried pyrite exhibits a complex relationship with total Fe input
among the sites examined in this study, but a few general trends exist among
sites where an upward flux of SO42− is not important. To illustrate these trends,
we will walk through the contour plot of pyrite δ34S as a function of RRPOC and
RRFe at Site U1474 (Figure V.21) in more detail.
At an RRPOC of 19.6 µmolm2day , pyrite δ
34S exhibits a decrease as RRFe increases
from 0 to ∼2.5 µmolm2day (Figure V.21). Examination of depth profiles of the con-
centration and δ34S of S phases for the first non-zero RRFe run (Figure V.22)
and the minimum δ34S run (Figure V.23) shows that this initial decrease re-
sults from increased scavenging of 34S-depleted aqueous sulfide at depth. Note
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Figure V.21: Replicate of Figure V.11, now with different pyrite δ34S regimes
labeled. The characteristics of each regime are described in the text. Red
dashed lines denote boundaries between successive regimes.
+21h at the sediment-water interface to a minimum of about -19h at ∼12 m
depth. Within the upper∼12m of sediment, the net pyrite precipitation flux in-
creases from about 2.1 x 10−11molm2s upon the initial addition of Fe to 1.2 x 10
−10mol
m2s
when RRFe = ∼2.5 µmolm2day ; the depth of the maximum rate of pyrite precipita-
tion also increases from ∼3.75 m to ∼5.25 m. Rates of pyrite formation higher
than 10−15molm2s persist down to only 13 m depth in the former run and to 16 m
depth in the latter; thus, very little H2S of higher δ34S below these depths is scav-
enged. Although the decrease inH2S δ34S is largely imposed by the top boundary
condition in this case, a similar decrease could occur in natural sediments if ini-
tial, rapidmicrobial sulfate reduction (MSR)with labile organicmatter substrate
were characterized by a lower 34ε (e.g. [195, 313]). This regime, “Regime 1,”may
not exist in natural sediments in which no initial increase in the magnitude of
34ε with depth occurs.
Following this initial decrease in pyrite δ34S, further increases in RRFe result in
a steady increase in pyrite δ34S until a maximum is reached at an RRFe of ∼4.5
µmol
m2day . This interval is characterized by slight declines in [H2S] as Fe additions
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Figure V.22: Site U1474 model results for first non-zero RRFe run. (A) Data
(filled markers) and model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1474 for a RRFe of ∼0.41 µmolm2day (B) Model
concentrations (lines with “.” markers) and δ34S (lines with “x” markers) for
H2S, pyrite, and organic S.
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Figure V.23: Site U1474 model results for minimum pyrite δ34S run. (A) Data
(filled markers) and model results (blue lines) for SO42− concentration and
δ34S with depth at Site U1474 for a RRFe of ∼2.44 µmolm2day (B) Model
concentrations (lines with “.” markers) and δ34S (lines with “x” markers) for
H2S, pyrite, and organic S.
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Figure V.24: Site U1474 model results for model run with RRFe just below the
pyrite δ34S maximum. (A) Data (filled markers) and model results (blue lines)
for SO42− concentration and δ34S with depth at Site U1474 for a RRFe of ∼3.66
µmol
m2day (B) Model concentrations (lines with “.” markers) and δ
34S (lines with
“x” markers) for H2S, pyrite, and organic S.
allow more H2S to be scavenged. Such scavenging is illustrated by the depth
profiles of S species from a model run just prior to the δ34S maximum (Figure
V.24). Here, the flux of pyrite formation in the upper 12 m is even higher at
1.7 x 10−10molm2s , and the depth of the maximum rate of pyrite formation is∼8.25
m. Rates of pyrite formation higher than 10−15molm2s persist down to 20 m depth,
thereby capturingmore H2S of elevated δ34S. H2S remains present at high (mM)
concentrations. At themaximum, a sudden switch in the character of the depth
profiles occurs (Figure V.25): H2S is nearly fully consumed by Fe and is present
at only µM levels. This switch is associated with an RRFe threshold at which
Fe(III) becomes abundant enough to persist at depth in the sediment (Figures
C.11 and C.12); i.e., there is insufficient labile organic matter to facilitate com-
plete Fe(III) consumption. Buried pyrite abundance also increases in step with
RRFe in this regime (until the maximum δ34S is reached) and in Regime 1, indi-
cating an Fe limitation on pyrite formation. This regime, “Regime 2,” is akin to a
transition from carbonate-dominated system with very little siliciclastic/Fe(III)
input to a system with moderate siliclastic input.
Pyrite δ34S begins to slowly decrease again with additional increases in RRFe
beyond the δ34S maximum at ∼4.5 µmolm2day . Depth profiles of S-bearing species
138
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Figure V.25: Site U1474 model results for model run at the pyrite δ34S
maximum. (A) Data (filled markers) and model results (blue lines) for SO42−
concentration and δ34S with depth at Site U1474 for a RRFe of ∼4.48 µmolm2day (B)
Model concentrations (lines with “.” markers) and δ34S (lines with “x”
markers) for H2S, pyrite, and organic S.
(Figure V.26) and of dissolved constituents (Figure C.13) suggest that this de-
crease results from a combination of more complete scavenging of aqueous H2S
at relatively shallow (< 20m) sediment depths and a decrease in the net amount
of SO42− reduction; i.e., the final [SO42−] at the model bottom boundary (300 m
depth) becomes higher as RRFe increases. Final buried pyrite abundances de-
crease with increasing RRFe, and dissolved Fe2+ accumulates in sedimentary
pore waters at depth. These trends indicate a transition to sulfide limitation of
pyrite burial, with increasing RRFe causing a progressively greater contribution
of Fe reduction to POC remineralization at the expense of SO42− reduction. The
slope of the contour lines in Figure V.21 indicates that addition of POC could
facilitate more SO42− reduction and force the diagenetic regime back toward Fe
limitation of pyrite burial. This regime, “Regime 3,” describes sites in which
SO42− reduction creates an insufficient amount of H2S to scavenge all of the
Fe2+ generated through Fe reduction. Regime 3 presumably characterizes most
of the deep ocean.
Based on our analysis here and in Chapter IV, we can conceptually summa-
rize the effects of various processes on the δ34S of pyrite buried within a given
139
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Figure V.26: Site U1474 model results for model run with RRFe higher than
that at the pyrite δ34S maximum. (A) Data (filled markers) and model results
(blue lines) for SO42− concentration and δ34S with depth at Site U1474 for a
RRFe of ∼12.21 µmolm2day (B) Model concentrations (lines with “.” markers) and
δ34S (lines with “x” markers) for H2S, pyrite, and organic S.
environment using a plot of pyrite δ34S versus Fe(III) rain rate (Figure V.27).
Here, we have drawn a pyrite δ34S trajectory for a constant RRPOC as a blue
arrow. Additional parameter changes that may act to increase pyrite δ34S (up-
ward brown arrow, upper left) or decrease pyrite δ34S (downward brown arrow,
lower right) have been listed above and below this trajectory, respectively. At
a constant RRPOC and 34ε, pyrite δ34S will rise with increasing RRFe as H2S
is progressively scavenged. Here, pyrite burial is iron limited, and sediments
are characterized by depth profiles similar to those in our Regimes 1 and 2.
Pyrite δ34S reaches a maximum just as the fraction of POC remineralization at-
tributable to SO42− reduction is maximized. As RRFe increases further, SO42−
reduction decreases in its overall contribution toward organicmatter remineral-
ization, and pyrite formation becomes limited by sulfide production. We again
note that spatial (i.e., with depth) and/or temporal changes in parameter values
may alter the trajectory of pyrite δ34S in this space by perturbing the ability of
diffusion to influence the diagenetic system (as with sedimentation rate, bottom
water concentrations, porosity, and temperature) or by modifying reaction rates
directly (as with RRPOC and 34ε). For example, an increase in the magnitude
of 34ε as RRFe initially increases would counteract the scavenging of increas-
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ingly 34S-enriched H2S and replicate the “Regime 1” behavior of our model in
this space.
V.6.5 The relationship between nSRR and 34ε
Laboratory culture studies of MSR have found an inverse correlation between
34ε and cell-specific SO42− reduction rate (csSRR) [176, 195, 313]wherein higher
csSRR is associated with lower 34ε. To investigate whether a similar relationship
between 34ε and nSRR exists in natural environments, we plot I-CANDI model
estimates for the 34ε and nSRR at each site in Figure V.28A. Surprisingly, we
observe a relationship opposite to the one expected: higher nSRR is generally
associated with larger 34ε — not smaller 34ε — at these sites. Larger numbers
of active SO42−-reducing microbial cells at the sites with higher nSRRs could
be one possible explanation for this trend; if relative growth in the number of
active SO42−-reducing microbial cells outpaces growth in nSRR among these
sites, sites with higher nSRRs could feature lower csSRRs despite their quicker
rates of SO42− consumption.
Kallmeyer et al. (2012) [170] have shown that the abundance of microbial cells
in sediments shows a strong correlationwithmean sedimentation rate atmarine
sites. Given the association between estimated nSRR and sedimentation rate at
the sites in this study (Figure V.28B), it is likely that the total number of micro-
bial cells is larger in the sediments at our relatively high nSRR sites compared to
our low nSRR sites. However, we are unaware of studies specifically addressing
SO42−-reducing cell abundances in marine sediments on a global scale, though
some studies have quantified abundances in the water column (e.g. [333]) and
in sediments (e.g. [182]) within local environments. Further investigation into
the relationship between sulfate-reducing cell abundances and nSRR inmarine
sediments is needed to better constrain csSRR in natural environments and eval-
uate the origin of this trend.
V.6.6 Mechanisms for Δδ34SSO2−4 −H2S reversal
MSR and S disproportionation feature S isotope fractionations that deplete the
product H2S relative to SO42− (e.g. [60, 176]). Enrichment of H2S in 34S should
not be possible if only these reactions are occurring; however, we observe such
enrichment in samples below the SMT at Site U1483 (Figure V.8). There are

















































Figure V.27: Schematic depiction of the final δ34S of buried pyrite as a
function of the Fe(III) rate in a given depositional environment. Blue arrow
defines the expected trajectory if all other variables (e.g. RRPOC) remain
constant. Brown arrows denote the direction of the expected pyrite δ34S
response to the listed perturbations; perturbations are roughly listed such that
those likely to result in greater pyrite δ34S changes are located closer to the tips
of the arrows. Dashed black vertical line denotes the boundary between Fe
limitation of pyrite burial (left) and sulfur limitation of pyrite burial (right).
Note that this schematic assumes no change in reaction kinetics associated
























1 10 100 1000 10000 100000






































Estimated Sedimentation Rate (cm/kyr)
A B
Figure V.28: Relationships among mean nSRR, sedimentation rate, and 34ε.
(A) Scatter plot of I-CANDI model estimates of 34ε (vertical axis) versus net
sulfate reduction rate (nSRR; horizontal axis) for each of the sites modeled in
this study. Note that nSRR is plotted on a logarithmic scale. (B) Scatter plot of
estimated nSRR versus estimated sedimentation rate for each of the sites in
this study.
256]) have observed H2S oxidation that creates SO42− depleted in 34S. Such ox-
idation could account for the Δδ34S reversal if SO42− derived from oxidation is
the dominant component of the ambient SO42− pool. Small amounts of solid
phase S oxidation or of blank contamination could also skew the SO 2–4 δ34S data
toward lower values under these conditions.
Although we do not have H2S δ34S data from any sites beyond Sites U1482 and
U1483, we consistently observe a return of SO 2–4 δ34S to seawater-like values
(∼+21h) below the SMT at all sites where we have data. This consistency in
SO 2–4 δ34S below the SMT suggests that a common process is responsible. No-
tably, the amount of SO42− in these post-SMT samples is vanishingly small in our
data as well as in other studies [255]. Based on these considerations, we favor
blank contamination as the source of this Δδ34S reversal. We are currently un-
able to distinguishwhether such contamination occurred during shipboard pro-
cesses (e.g. small amounts of contamination with seawater during coring plus
some sulfide oxidation) or during shore-based laboratory processing. Analysis
of pore water species that are differentially sensitive to each of these contami-
nation sources is needed to resolve this uncertainty.
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V.6.7 Implications for the global marine sulfur cycle
Our results demonstrate that high 34ε is an ubiquitous feature of sulfur cycling
in modern deep marine sediments. Although the physical parameters of de-
positional environments [127, 246] and the amount of iron and labile organic
matter input may modulate the δ34S of pyrite that is buried in these sediments,
past observations [4, 37, 38, 115, 158, 188, 197, 220, 222, 266, 293, 329] and our
modeling show that the depletion of this deep ocean pyrite in 34S relative to
pyrite in shelf sediments is robust.
Previous efforts to characterize global nSRRs (e.g. [43]) have often ignored
sites that are not well characterized by an exponential decrease in [SO42−] with
depth. Such filtering of sites eliminates inclusion of many continental slope
sites with relatively linear [SO42−] profiles (e.g. Sites U1482 and U1483 in this
study) or with upward fluxes of SO42− from sources at depth (e.g., Sites U1486
and U1488). Our modeling shows that such exclusion probably imparts a sub-
stantial bias in global nSRR estimates; both of these varieties of sites display
elevated nSRRs compared to sites with exponential [SO42−] decreases (e.g. Sites
U1474 and U1475) in our study. Preferential sampling of high nSRR sites and
other sources of bias prevent us from concluding that the global nSRR estimate
of Bowles et al. (2014) [43] is too low; in fact, their estimate of 11.3 x 1012molyr
is already four times higher than a recent estimate of the pre-anthropogenic
riverine SO 2–4 input flux [52]. However, our analysis does show that a more
serious accounting of these sites may be necessary to bring estimates of the net
input and output fluxes in the modern marine S cycle into better agreement.
We can roughly constrain the size of the bias that may be present in current
global nSRR estimates based on the exclusion of the sites with a SO 2–4 source
at depth. Although global fluxes of S to and from the crust due to hydrother-
mal activity remain poorly constrained, prior studies [2, 3, 358] have estimated
the flux of S out of seawater through circulating fluids to be in the range of 0.3
to 2.5 Tmolyr . Most of this flux is removed via the precipitation of anhydrite that
later dissolves under cooler off-axis temperatures [2, 3]. For comparison, the
amount of SO42− reduction estimated by Bowles et al. (2014) [43] to occur in
sites below 2000 m water depth is about 2.9 Tmolyr ; most spreading centers are
within this depth range. If 100% of the anhydrite that dissolves from cooling
crust is removed via SO42− reduction in the sediments and does not re-enter
seawater, this additional SO42− flux would increase the amount of SO42− reduc-
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tion occurring in these deep environments by 10 to 86%. These numbers are
admittedly an upper limit on the contribution of SO42− from bottom fluids to
global SO42− reduction if the Bowles et al. (2014) [43] model is accurate, but the
contribution could be even more significant if the model overestimates global
SO42− reduction rates (see Chapter VI).
Finally, Figure V.27 presents a useful framework for interpreting the influence
of past Earth system changes on the S isotopic composition of pyrite buried glob-
ally. For example, Jones andFike (2013) [160] observed an increase in pyrite δ34S
in end-Ordovician sediments without any corresponding increase in the δ34S of
seawater SO42− proxies. This decrease in Δδ34S was attributed to a decrease in
34ε, but our analysis suggests that a decrease in ambient water temperatures
[101] and higher bottom water oxygen concentrations could also contribute to
this change. Halevy et al. (submitted) [127] have also recently argued that a
decrease in seawater [SO42−] and the corresponding diffusive flux of SO 2–4 to
sediments can explain the lower Δδ34S values observed in Archean and Protero-
zoic sediments. While this could be true, our model indications that lower bot-
tom water O2 concentrations (e.g. [58, 94, 167]), lower RRPOCs (e.g. [32]),
higher temperatures (e.g. [181]), and lower sedimentation rates (e.g. [130]) all
force pyrite δ34S towards lower values (i.e., higher Δδ34S) complicate this pic-
ture. More extensive sensitivity studies with these variables— as well as Fe(III)
mineral fractions of differing reactivities [47]— are needed to fully evaluate the
net effect of these competing influences on Δδ34S through time.
V.7 Conclusions
Here, we have undertaken a study of sedimentary S cycling in deep ocean sed-
iments through measurements and modeling of S geochemical profiles at 11
sites cored on IODPExpedition 361, IODPExpedition 363, andR.V. Knorr cruise
KN223. We find high diversity in the character of the [SO42−] and δ34S profiles
across the different sites. However, all are united by large (> 45h) 34ε estimates
based on closed system and open system modeling of their profiles. The mod-
eled δ34S of the pyrite buried at each of these sites is quite depleted in 34S relative
to pyrite buried in shallow shelf sediments, but exhibits a complicated depen-
dence on POC rain rate, Fe(III) rain rate, and oxygen penetration depth. No-
tably, nSRRs are higher among the sites with quasi-linear [SO42−] profiles and
with [SO42−] profiles indicating a deep source of SO 2–4 than at sites with a tradi-
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tional exponential decrease in [SO42−]. Ignorance of such sites in estimates of
the global nSRR likely biases these estimates, and accounting for the sites could
help future estimates resolve isotope mass balance within the modern marine
S cycle. In addition, better understanding of the effects of non-S species on the
δ34S of pyrite preserved in marine sediments is needed. These considerations
motivate continued investigation into the controls on pyrite δ34S in marine sed-
iments.
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C h a p t e r VI
GLOBAL TRENDS IN SEDIMENTARY SULFUR CYCLING
WITHIN DEEP MARINE SEDIMENTS
VI.1 Abstract
Recent studies [43, 165] have suggested that SO42− reduction in deep marine
sediments constitutes a significant portion of SO42− reduction globally. How-
ever, at least one of these studies [43] yields a global net SO42− reduction rate
(nSRR) that far exceeds recent estimates of the riverine input of S to seawater
[52]. Such a disparity suggests that these prior studies have not captured the
full diversity of sulfur inputs to seawater or marine sedimentary S cycling in
an unbiased manner. Here, we re-examined sulfur cycling in deep ocean sedi-
ments with cluster analysis. Using pore water [SO42−] data collected from over
700 DSDP, ODP, and IODP sites, we show that k-means clustering can identify
groups (clusters) of [SO42−] depth profiles that are disparate in terms of SO42−
reduction rate and inclusion versus exclusion of a sulfate-methane transition
(SMT). We also show that the geographic distributions of the sites within each
identified cluster are distinct: sites in clusters with relatively low SO42− reduc-
tion rates (SRRs) are predominantly located on the continental rise and in the
abyss, whereas clusters with higher SRRs are located almost exclusively inmore
shallow coastal regions. Examination of the sedimentary total organic carbon
(TOC) contents, CaCO3 contents, andwater depths of the sites within each clus-
ter show thatTOCcontent is the strongest control on the character of the [SO42−]
profiles; water depth and CaCO3 content act as secondary influences. These
findings confirm similar conclusions made with smaller deep ocean data sets
[55]. Comparison of estimated nSRRs to pyrite S accumulation rates calculated
from a literature compilation of over 300 pyrite δ34Smeasurements suggests that
sediments of relatively high pyrite content are over-represented in current data
relative to their actual global abundance. This compilation confirms that shelf
pyrite burial constitutes themajority of pyrite buried globally, though additional
studies of deltaic sediments are needed to better constrain the magnitude of the
shelf burial flux. Considerations of sulfur isotope mass balance in the modern
marine sulfur cycle indicate that variation in the amount of deep ocean (> 200
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m water depth) pyrite burial can alter the steady state δ34S of seawater SO42−
by several per mil if such variation is unaccompanied by changes in the Δδ34S
between seawater SO42− and buried pyrite.
VI.2 Introduction
The previous chapter of this thesis (Chapter V) discussed sedimentary sulfur
cycling across 11 deep ocean sites cored on three cruises. Data at these sites
revealed a high diversity in the character of S cycling within deep ocean sedi-
ments. Is such diversity common when viewed in the broader context of deep
ocean sedimentary S cycling globally? What are the implications of this cycling
for the magnitude and S isotopic composition of output fluxes within the mod-
ern marine S cycle?
Many prior studies (e.g. [4, 37, 38, 115, 133, 158, 174, 175, 188, 197, 198, 220, 221,
222, 266, 293, 328, 329, 336, 349, 371]) have sought to better understand the con-
trols upon the S contents of deep marine sediments. These studies have often
included S isotope analysis of solid phases and/or pore water SO42− in samples
collected through the Deep Sea Drilling Program (DSDP), the Ocean Drilling
Program (ODP), and the International Ocean Discovery Program (IODP). How-
ever, most of these efforts have focused on samples collected from a narrow ge-
ographic region within the modern ocean. Few studies have attempted to inte-
grate global data and make inferences about the broader marine S cycle.
Recently, Bowles et al. (2014) [43] made one of the first attempts to integrate a
wealth of global deep ocean pore water [SO42−] data and make a new estimate
of the global net SO42− reduction rate (nSRR). Using 199 DSDP, ODP, and IODP
[SO42−] depth profiles, these authors trained an artificial neural network to pre-
dict nSRRs in different regions across the globe based on water depth, surface
productivity, distance to the coast, and a range of oceanographic parameters
[43]. Their model predicted a global nSRR of 11.3 Tmolyr based on a training data
set of [SO42−] profiles that could be described with an exponential curve. This
number is about four times higher than the pre-anthropogenic riverine S in-
put flux estimated by Burke et al. (2018) [52] and nearly an order of magnitude
higher than Berner’s (1982) [19] estimate of the global pyrite burial flux [43].
Such a disparity suggests that (1) the nSRR estimate of Bowles et al. (2014) [43]
is too high, (2) the Burke et al. (2018) [52] riverine flux estimate is too low, (3)
one or more S input fluxes are missing or grossly underestimated in the modern
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global S cycle, or (4) some combination of these three possibilities.
Here, we have re-examined S cycling in deep ocean sediments by applying clus-
ter analysis to pore water [SO42−] profiles collected from over 700 DSDP, ODP,
and IODP sites. We show that k-means clustering can successfully identify and
group [SO42−] depth profiles of different character. We also have built a liter-
ature compilation of over 300 pyrite δ34S measurements from recent marine
sediments. We found that sites with relatively high S content seem to be over-
represented in both solid phase and pore water data. The implications of an
increase in the amount of pyrite buried in deep marine sediments for isotope
mass balance in the modern marine S cycle are considered at the conclusion of
our study.
VI.2.1 K-means cluster analysis
Cluster analysis is a method of grouping data that are quantitatively “similar”
to each other and is commonly used to identify features common among ob-
servations within large sets of data. Typically, algorithms used to perform clus-
ter analysis use a distance metric (often, Euclidean distance) to determine how
alike two observations are to each other [112, 173]. K-means refers to a spe-
cific type of clustering algorithm in which the number of clusters, k, is prede-
termined by the user [173]. In detail, the algorithm functions by looping over
each observation and assigning it to the nearest cluster based on the distance
from the observation to the cluster centroid (i.e., the mean of the observations
within the cluster), calculating the mean (centroid) of the observations within
the cluster, and repeating the algorithmuntil the distance between the centroids
among the k different clusters and the distance between the observations within
each cluster are minimized [173]. The results of the algorithm are dependent
upon the initial cluster assignments such that the algorithm finds only a local
minimum in distances; i.e., running the algorithm multiple times on the same
data set may yield slightly different results [112]. In our experience, however,
the k-means algorithm identifies the same cluster variants when the analysis is
repeated with the same data set even if individual observations sometimes shift
among the clusters.
Although sulfate reduction rates in deep ocean sediments tend to covary with
water depth (e.g. [219]), variations in sedimentation rate and organic matter in-
put at a given water depth (e.g. [55, 219]) prevent water depth from being used
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as an precise predictor of sedimentary sulfate reduction rate on its own. Cluster
analysis, however, assumes nothing about variations in parameters that are not
included as part of the algorithm; i.e., if only sulfate concentration depth pro-
files are provided as observations within the algorithm, the algorithm clusters
observations based exclusively on those concentration profiles. This provides a
powerful means of identifying trends in the sulfate concentration profiles col-
lected from deep ocean sediments while assuming no a priori associations with
other parameter values. We have explored the ability of cluster analysis to pro-
vide information about the controls upon S cyclingwithin deep ocean sediments
in the following.
VI.3 Methods
To examine S cycling in deep ocean sediments across the globe, we downloaded
data collected during previous DSDP, ODP, and IODP cruises from the JANUS
and LIMS databases; sites for which data were downloaded are listed in Table
D.2. These data included all available geochemical data on interstitial waters,
gases, and solid phases, aswell as physical properties data on sedimentary poros-
ity. Once downloaded, all data were imported into MATLAB® from the original
.csv files and saved into MATLAB® structures.
To enable cluster analysis, porewater [SO42−] datawere extracted from the struc-
tures and interpolated to an identical depth resolution of 1 m across all sites.
Interpolated data were then inserted into a master array in which each row rep-
resented data collected from a different site and each column data from a spe-
cific depth (i.e., column 1 houses all [SO42– ] interpolated to 0 mbsf at different
sites, column 2 houses 1 mbsf data, etc.). For each iteration of cluster analysis,
we chose a bottom boundary depth below which interpolated [SO42−] data were
not included in the analysis. This depth was increased from 10mbsf to 400mbsf
in increments of 10 m to examine the sensitivity of our clustering results to the
number of included [SO42−] observations at each site. In all iterations, sites with
fewer than five pre-interpolation [SO42−] data points were excluded from our
analysis. Sites with no [SO42−] data below the chosen bottom boundary depth
were also excluded. The number of included sites in the analysis decreases from
788 for a bottom depth of 10 mbsf to 235 for a bottom depth of 400 mbsf.
After creation of the master [SO42−] array, we used MATLAB®’s evalclusters
function to evaluate the optimal number of clusters based on the entries in the
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[SO42−] array. We choose the optimal number of clusters based on the Calinski-
Harabasz Index (also known as the variance ratio index). This index ratios the
overall variance (sum of the squares) of observations between clusters to the








where SSB is the variance between the clusters, SSW is the variance within
the clusters, N is the number of observations (sites, in this case), and k is the
number of clusters. The number of clusters is optimized when the Calinski-
Harabasz Index in minimized.
Clusteringwas accomplishedusing k-means clusteringwithMATLAB®’s kmeans
function. Squared Euclidian distance was used as the distance metric, and the
maximum number of iterations was set to 1000. In all of the iterations we re-
port, the clusters have been numbered such that the cluster with the most sites
was designated to be Cluster 1 and clusters containing progressively smaller
numbers of sites were assigned chronologically increasing cluster numbers.
Clustering results were saved to a separate MATLAB structure.
Following clustering, we extracted and examined additional data from the deep
ocean drilling databases to better understand the controls on the [SO42−] pro-
files across all sites. Water depth, porosity, total organic carbon (TOC) content,
and calcium carbonate (CaCO3) content were among the data we extracted. We
also estimated the mean nSRR at all sites by fitting an exponential curve to the
extracted porosity data, fitting a cubic spline to the [SO42−] data, and solving for
the reaction term in the general diagenetic equation (see Chapter IV). Aerial
nSRR was estimated using the method of Canfield (1991) [55]. Sedimentation
rates at each site were estimated based on water depth using the relationship
between water depth and sedimentation rate observed byMiddelburg, Soetaert,
and Herman (1997) [219].
VI.4 Results
VI.4.1 Sensitivity analysis
In examining the sensitivity of our cluster analysis results to the bottom bound-
ary depth chosen for clustering, we find that the optimal number of clusters
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common optimal number of clusters. Example clustering results for a bottom
depth of 10 mbsf are depicted in Figure VI.1. Even at a bottom depth of 10 me-
ters, clusters are already fairly distinct in character. Clusters 1 and 2, which fea-
ture essentially no decrease in [SO42−]with depth (Cluster 1, n= 450) or a small
decrease with depth (Cluster 2, n = 156), are dominant in the open ocean (Fig-
ure VI.2). Clusters 3, 4, and 5 (n = 93, 54, and 27, respectively) show stronger
decreases in [SO42−] with depth and are located almost exclusively along the
coasts of continents. Box plots of the mean TOC content, mean CaCO3 content,
andwater depth for the siteswithin each cluster are shown in FigureVI.3. These
plots demonstrate that sites within Cluster 1 have statistically lower mean TOC
content, higher CaCO3 content, and deeper water depth than the sites within
Clusters 3 through 5. Cluster 2 data are intermediate between those of Cluster
1 and those of Clusters 3-5.
Extending the bottom boundary to deeper depths results in the refinement of
clusters andmore visually clear differences. The optimal number of clusters also
varies from four for a 50mbsf bottomboundary (FigureD.1), to six for a 100mbsf
bottom boundary (Figure VI.4) and back to five for a 200mbsf bottom boundary
(Figure D.4). The number of sites included in the clustering for these three
bottomboundary depths are 727, 681, and 506, respectively. In the following, we
focus on describing the cluster analysis results for a 100 mbsf bottom boundary
in detail. We include profiles, maps, and box plots for the 50 mbsf and 200 mbsf
bottom boundary depth iterations in Appendix D.
VI.4.2 Cluster analysis results for 100 mbsf bottom boundary
Depth profiles of [SO42−] for each of the six clusters in the optimal 100 mbsf
cluster analysis iteration are shown in Figure VI.4. Here, Cluster 1 (n = 232) is
similar to the first cluster in the 10 mbsf iteration and shows little decrease in
[SO42−]with depth. Plotting of the locations of the sites within this cluster (Fig-
ure VI.5) shows that sites within this cluster are predominantly located in the
open ocean. Box and whisker plots (Figure VI.6) also demonstrate the median
value for mean TOC at these sites to be very low (0.17 wt%). Median values for
both mean CaCO3 content and water depth are relatively high (55.1 wt% and
2962 meters below sea level, respectively).
In contrast with Cluster 1, Cluster 2 contains sites (n = 133) in which SO42− is




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































the average depth of complete SO42− consumption at these sites is ∼20 mbsf.
Examination of Figure VI.5 reveals these sites to be located exclusively near
coasts. The median value for mean TOC content at these sites (0.83 wt%) is
nearly a factor of five higher than that for Cluster 1. Both the median value for
mean CaCO3 content (4.3%) and the median water depth (2010 meters below
sea level, or mbsl) are lower.
Clusters 3, 4, and 5 (n = 120, 99, and 92, respectively) are intermediate in char-
acter between Clusters 1 and 2. Cluster 3 sites generally feature a slight [SO42−]
decrease with depth, with [SO42−] remaining well above zero. Cluster 5 sites
have a stronger decrease with depth, but still do not have a sulfate-methane
transition (SMT) within the upper 100 m of sediment. Cluster 4 sites do reach a
SMT, but at greater depths (∼30 to 60mbsf) than at Cluster 2 sites. These trends
are again reflected in terms of distance from landmasses in FigureVI.5: with few
exceptions, sites within Cluster 4 are concentrated along coasts, whereas sites
within Clusters 3 and 5 are more heterogeneously distributed between coastal
regions and the open ocean. The faster rates of SO42− consumption at Cluster 4
sites are consistent with higher mean TOC contents and shallower water depths
than for the sites within Clusters 3 and 5 (Figure VI.6).
Finally, Cluster 6 features sites (n=5) that have a substantial increase in [SO42−]
within the upper 100m of sediment. [SO42−] is somewhat invariant in the upper
10 m before increasing by at least 10 mM over the next 30 to 80 m; some sites
reach [SO42−] as high as 65 mM. Figure VI.5 shows that these sites are generally
limited in their geographic distribution to shallow water depths to the south of
Australia and north of New Zealand.
VI.5 Discussion
VI.5.1 k-means clustering
Our application of cluster analysis to deep sea drilling data has demonstrated k-
means clustering to be a simple, but powerful tool for finding trends among large
data sets. With a relatively small amount of effort, this clustering algorithm has
been able to distinguish sites from around the globe based on the presence of a
shallow SMT, a deeper SMT, or no SMTwhatsoever. Such capability presents an
opportunity to ascertain relationships in the global marine S cycle in a manner
that is less computationally complex than predictivemodels like artificial neural
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networks (e.g. [43]).
In comparing the clusters identified in this chapter to our groupings of sites
in Chapter V, we find that cluster analysis is able to successfully distinguish
at least two of the three groupings: sites with an SMT and sites featuring nei-
ther an SMT nor a source of SO42− at depth. Our third grouping — sites with a
source of SO42− below cored depths — is apparently not numerous enough to
be identified as a unique cluster. However, our analysis with a 100 mbsf bot-
tom boundary does identify sites with a more shallow SO42− source within the
sediments (Cluster 6, Figure VI.4). Reports describing the interstitial water geo-
chemistry at these sites (e.g. [96, 323]) attribute these increases to evaporite dis-
solution, brine generation, and/or fluid flow from evaporitic systems on nearby
landmasses. The small number of sites included in this cluster suggests that
the global significance of this type of [SO42−] profile is minimal. Still, measure-
ment of nSRRs in continental shelf and slope environments proximal to evap-
oritic systems should carefully account for brine addition as a potential source
of SO42− to ensure accurate results.
The geographic locations (Figure VI.5) and geochemical statistics (e.g. Fig-
ure VI.6) associated with the k-means clusters underscore the strong influence
of terrigenous input on the strength of microbial sulfate reduction (MSR) at a
given site. Clusters with higher nSRRs are associated with higher TOC con-
tent, lower CaCO3 content, and closer proximity to land than those with rela-
tively low nSRRs. This set of relationships is consistent with high productivity
sustained by nutrient input from continental weathering (e.g. [314]) in coastal
regions and enhanced opportunity for organic matter to survive water column
transport with the aid of mineral protection (e.g. [14]). We also note that the
overlap between clusters is much lower for TOC content than for CaCO3 con-
tent and water depth (Figure VI.6). This suggests that the abundance of TOC in
the sediment is the primary control on the [SO42−] profile that a given site ex-
hibits; CaCO3 content and water depth serve as secondary influences through
their ability to alter TOC abundance.
VI.5.1.1 Implications for nSRR prediction
DisparatemeanTOC contents among the clusters in our analysis suggest a com-
pelling possibility: can we predict the mean nSRR that a given site will exhibit
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data based on mean TOC content and sedimentation rate alone, in the absence
of any [SO42−] data? Furthermore, can TOC content be estimated in regions of
the seafloor without any TOC data based on influencing variables that are well
constrained?
To answer the latter question, we begin by plotting the mean TOC content for
deep ocean sites with data available from the JANUS and LIMS databases as
a function of modern water depth (Figure VI.7). Although the data can be fit
with an exponential relationship wherein TOC (wt%) = 0.63 ∗ 0.9998d (with d
equal to the water depth inmeters below sea level), the high amount of variance
about this line indicates that TOC content predictions could be inaccurate by an
order of magnitude or more for any given site. Such variance is presumably due
to differences in sedimentation rate and oxygen exposure time among sites sit-
uated at the same water depth; prior studies [134, 141] have found that these
two variables in particular are much better predictors of organic matter preser-
vation. A similar situation results if we estimate mean nSRR and plot it against
mean TOC for these sites (Figure VI.8). The log-log plot in this figure suggests a
power law relationship in which mean nSRR= 10−7.6 ∗mean TOC0.745, but the
high amount of scatter (R2 ∼ 0.15) again indicates that estimates at any given
site could be highly inaccurate.
Fundamentally, the accuracy of our estimates of organic matter accumulation
rates (a more raw indicator of sedimentary organic matter input than TOCwt%)
and of nSRRs are limited by the accuracy of our sedimentation rate estimates.
Both here and in Bowles et al. (2014) [43], we have estimated sedimentation
rate through a functional relationship with water depth (as well as productiv-
ity in [43]). We have made no attempt to incorporate sedimentation rate esti-
mates from site-specific agemodels, though such an task could be accomplished
with much effort. The choice to use a functional relationship introduces a large
amount of imprecision into our nSRR estimates, as Middelburg, Soetaert, and
Herman (1997) [219] have shown that sedimentation rate can vary by two orders
of magnitude or more at a given water depth. Such variation can crucially alter
the organic carbon remineralization dynamics and [SO42−] profiles that develop
at a given site bymodifying diffusive supply of dissolved electron acceptors from
seawater (see Chapter IV). Development and application of better-constrained
sedimentation rate estimates to global nSRR models should be of high priority
for future studies.
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Figure VI.7: Mean sedimentary total organic carbon (TOC) plotted against
modern water depth for a compilation of 601 DSDP, ODP, and IODP sites. The
dashed green line denotes an exponential fit to the data wherein TOC (wt%)
= 0.63 ∗ 0.9998d, with d being the water depth in meters below sea level.
VI.5.2 Modern marine S isotope mass balance
VI.5.2.1 Reconciliation of global nSRR and pyrite burial estimates
Uncertainties in the nSRR associated with deep marine sediments have impor-
tant consequences for our understanding of S isotope mass balance within the
modernmarine S cycle. A literature compilation of 343measurements of pyrite
δ34S (Figure VI.9; Table D.2) in modern marine sediments plotted as a function
of estimated pyrite S accumulation rate shows over 70h variation. We also plot
these data in terms of pyrite S accumulation rate versus water depth in Figure
D.7. This compilation is clearly biased toward relatively productive coastal re-
gions (Figure D.8); still, measurements on the continental slope and rise often
feature lower pyrite δ34S than sites on the continental shelf (Figure VI.9). Ex-
amination of pyrite δ34S as a function of water depth on the shelf demonstrates
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Figure VI.8: Mean nSRR plotted against mean sedimentary total organic
carbon (TOC) for a compilation of 601 DSDP, ODP, and IODP sites. Mean
nSRR was estimated by assuming steady state and solving for the reaction term
in the general diagenetic equation using a curve fit (polynomial or
exponential) to the [SO42−] and porosity data. Only intervals with positive
nSRRs (i.e., SO 2–4 consumption) were considered in calculating the mean to
avoid any bias introduced by SO 2–4 sources at depth or extended depth intervals
of no SO 2–4 reduction (e.g., below the SMT). The red dashed line denotes a
power law fit to the data where mean nSRR = 10−7.6 ∗mean TOC0.745.
that only sites in < 50 m water depth tend to feature pyrite at high (> 1 wt%
S) abundances and with δ34S above 0h (Figure VI.10) in our compilation. The
average pyrite δ34S in these sediments weighted based on S accumulation rate is
-14.5h, while the average in 50 to 200 m water depth sediments is -24.6h. The
variance in the pyrite δ34S data is larger in deeper marine environments, but a
recent study [127] suggests a mean pyrite Δδ34S of ∼60h for sites in > 1000 m
water depth. The greater area of the seafloor encompassed by the slope and rise
compared to the continental shelf (∼92 x 106 km2 versus ∼21 x 106 km2 [43])
partially compensates for lower pyrite accumulation rates and allows these re-


















































































































































































































































































































































Figure VI.10: Subset of compilation depicted in Figure VI.9 showing only
data collected from water depths < 200 mbsl. Color of symbols denotes the
estimated pyrite S accumulation rate based on the scale shown in Figure VI.9.
Sedimentation rates were taken from literature estimates or were estimated
from water depth based on the relationship of [219]. Data from [4, 37, 38, 115,
133, 158, 174, 175, 188, 197, 198, 220, 221, 222, 266, 293, 328, 329, 336, 349,
371].
pyrite δ34S. How sensitive is our understanding of isotope mass balance to these
deep ocean sites?
We can test the sensitivity of S isotope mass balance to pyrite burial in different
ocean regions by experimenting with the following equation:
δ34Sin = δ
34Sevap(1−fpy,tot) − (∆δ34Spy,shelffpy,shelf + ∆δ34Spy,slopefpy,slope
+ ∆δ34Spy,risefpy,rise + ∆δ
34Spy,abyssfpy,abyss) (VI.2)
where δ34Sin is the δ34S of the weathering input, δ34Sevap is the δ34S of buried
sulfate evaporites (assumed to equal δ34Ssea, the δ34S of seawater here), fpy,tot is
the total fraction of the input flux buried as pyrite, and the remaining terms are
the Δδ34S and pyrite burial fractions associated with shelf, slope, rise, and abyss
sediments.
In a recent study of the S isotopic composition of modern seawater, Tostevin et
al. (2014) [342] used the abundances of multiple rare sulfur isotopes in seawater
SO42− to constrain the fraction of S leaving the modern ocean as pyrite. They
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found this fraction to be between 0.1 and 0.45, with a more probable range of
0.2 to 0.35 [342]. If we assume a global pyrite S burial flux of 1.22 Tmolyr based
on Berner’s (1982) [19] analysis of global sedimentary reduced C:S ratios and a
partitioning of global pyrite burial in proportion to the sedimentation estimates
of Middelburg, Soetaert, andHerman (1997) [219] (i.e., 56% on the shelf, 30% on
the slope, 13% on the rise, and 1% in the abyss), we find that Tostevin’s seawater
δ34S = ∼21.2h can be matched by assigning a Δδ34S of 25h to pyrite buried
on the shelf, 45h to pyrite on the slope, and 60h to pyrite on the rise and in
the abyss; these assigned values are informed by our pyrite δ34S compilation.
The fraction of S leaving seawater as pyrite in this scenario is 0.44, the globally
integrated pyrite Δδ34S is 35.9h, and theweathering input fluxmatches the pre-
anthropogenic flux estimate of Burke et al. (2018) [52] in itsmagnitude and δ34S.
Alternatively, we can also use the pyrite S accumulation rate estimates from the
pyrite compilation to estimate S isotopemass balance. If we treat the S accumu-
lation data in Figure D.7 as being biased toward high values and assign mean
pyrite S accumulation rates of 0.05 molm2yr to the shelf (< 200 mbsl), 0.005
mol
m2yr to
the slope (200-2000 mbsl), and 0.0005 molm2yr to the rise and abyss (> 2000 mbsl),
extrapolating over the seafloor areas encompassed by these depth intervals [5,
43] yields a total pyrite S burial rate of ∼ 1.34Tmolyr . This burial rate is of the same
order of magnitude as both the riverine input flux [52] and Berner’s (1982) [19]
pyrite burial flux estimate; however, the proportion of pyrite burial that occurs
on the shelf (78%) is much higher than that assumed based on the distribution
of global sedimentation [219] or the results of Bowles et al. (2014) [43]. This
distribution of pyrite burial can yield a steady state seawater δ34S matching the
modern one [342] if the Δδ34S of shelf pyrite burial is increased from 25h to
∼27hwith all other Δδ34S values identical to those in the previous scenario. We
note that the total pyrite burial flux in this model is highly sensitive to the mean
pyrite S accumulation rate assumed for shelf sediments; increasing themean ac-
cumulation rate for these sediments by an order of magnitude or more quickly
yields total pyrite burial fluxes that exceed even the relatively high global nSRR
estimate of Bowles et al. (2014) [43].
A major caveat to both of these reconstructions is the lack of data from deltaic
sediments. Berner (1982) [19] has estimated that deltaic shelf sediments ac-
count for over 80% of the organic carbon buried in sediments in the modern
ocean. Although this estimate is well constrained by extensive measurement
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of the organic carbon content of deltaic sediments, such studies have not rou-
tinely measured the abundance of pyrite sulfur in these same sediments; in-
stead, Berner’s (1982) [19] pyrite burial flux estimate relies on the average ratio
of organic carbon to sulfur by weight in marine sediments. We have not distin-
guished continental shelf environments from deltaic environments in our data
compilation efforts, and whether each of these environments has a similar ef-
fect on the δ34S of the global pyrite burial flux is uncertain. Additional studies
should explore this open question in more detail.
Finally, the pore water [SO42−] profiles included in our cluster analysis can be
used to provide a sanity check on the pyrite S accumulation rates assigned to
different regions in the latter of the above two mass balance estimates. Using
the method of Canfield (1991) [55] to roughly estimate the aerial nSRR for each
site included in our analysis, we find the median aerial nSRRs for clusters 1, 3,
and 5 to be 0.0013, 0.0018, and 0.0043 molm2yr , respectively. These median nSRR
values fall between our assumed pyrite S accumulation rate values for the slope
and the rise + abyss; this is consistent with the geographic distribution of the
sites within these clusters being skewed toward the continental slope/rise and
the abyss. Clusters 2 and 4 have higher median aerial nSRR values of 0.0099
and 0.0065 molm2yr , respectively. These values are slightly larger than the pyrite S
accumulation rate we assumed for the slope (0.005 molm2yr) in the above scenario,
consistent with the distribution of the sites within these clusters in relatively
shallow coastal areas. The pore water [SO42−] profiles included in our cluster
analysis thus are in general agreement with our relatively low S accumulation
rate assignments above and appear to confirm that siteswith high sedimentary S
contents are over-represented in our compilation— and likely, in marine pyrite
δ34S data in general. Our observation of slightly higher median aerial nSRR
values within the clusters than the values we assume for our mass balance cal-
culations suggests that the pore water data may also be slightly biased toward
regions with relatively high nSRR. Future comparison of these site locations
with surface productivity and oxygen exposure time estimates [134] will test
this hypothesis.
VI.5.2.2 Sensitivity of seawater δ34S to the deep ocean pyrite burial flux
Neither of the mass balance calculations in the preceding section considered
the isotope mass balance effects of SO42− sequestered as hydrothermal anhy-
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drite and later released through off-axis dissolution [2, 3, 358]. Addition of this
SO42− to sediments has the potential to substantially augment the amount of
pyrite buried in deep ocean sediments if it is sequestered as sulfide rather than
returned to seawater. If we assume the lowest estimate of S removal via hy-
drothermal circulation in Alt (1995) [2] (0.3 Tmolyr ) to be accurate and estimate
that half of this removal occurs as anhydrite, the resulting anhydrite S dissolu-
tion flux (0.15 Tmolyr ) would augment the total amount of pyrite formed outside
of shelf sediments by∼28% and∼51% in the above two mass balance scenarios
(respectively) if the entire dissolution fluxwere preserved as pyrite. Notably, the
magnitude of this dissolution flux is smaller than the uncertainty in the Burke et
al. (2018) [52] riverine input estimate. If we increase both the magnitude of the
input flux and the magnitude of the continental rise pyrite burial flux by 0.15
Tmol
yr while changing nothing else, the resulting steady state seawater δ
34S be-
comes 25.8h and 26.2h in the aforementioned scenarios. Reducing the Δδ34S
for pyrite burial by nearly 10h on the shelf or the slope and rise would be re-
quired to return the steady state seawater δ34S to∼21h in the former scenario; a
reduction in the shelf Δδ34S by∼6h or the slope and rise Δδ34S by∼15h would
be needed in the latter scenario.
In both of the mass balance scenarios considered here, the majority of pyrite
burial in the modern ocean occurs in shelf sediments. However, Berner (1982)
[19] has discussed the possibility of a transfer of some sedimentation from the
shelf to the deep ocean in conjunction with lower sea levels during the last
glacial period. Burial of pyrite in proportion to sedimentation would result in
a concomitant shift of some shelf pyrite burial to the slope and deeper environ-
ments. How would such a transfer affect S isotope mass balance?
To estimate the sensitivity of seawater δ34S to sedimentation shifts driven by
changes in shelf area, wedownloaded the ice surfaceETOPO1arc-minute global
relief model [5] and estimated the change in shelf area (0-200mbsl) for changes
in sea level ranging from -150 m to +100 m (Figure VI.11). We then transferred
sedimentation between the continental shelf and the continental slope in pro-
portion to the relative change in shelf area. The Bowles et al. (2014) [43] nSRR
estimates were used to distribute pyrite burial among different global environ-
ments at modern sea level, and the relative amount of pyrite burial in each envi-
ronment was shifted to match the relative sedimentation change while keeping
the total pyrite burial flux constant. Note that modern global hypsometry is
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dominated by topography near sea level: a sea level decrease of just 50 m halves
the amount of shelf area, while an increase of 50m increases shelf area by about
50%. Our calculations show that shifting pyrite burial without any concomitant
changes in shelf or slope Δδ34S causes the steady state seawater δ34S to increase
by over 6h for a 150 m drop in sea level or to decrease by nearly 5h for a 100
m rise (Figure VI.11C). Initiating the numerical experiment with pyrite burial
concentrated on the shelf to a greater degree results in more dramatic pyrite
burial shifts and even larger seawater δ34S changes. In reality, changes in Δδ34S
associated with sedimentation shifts may partially offset such shelf-area related
effects (see Chapter IV discussion). The rate of Pleistocene glacial-interglacial
sea level changes is far too rapid for thismechanism to force substantial changes
in seawater δ34S on this timescale given the 10+Myr residence time of seawater
SO42− in the modern ocean [353]. However, it may be a plausible mechanism
for altering seawater δ34S on longer (1 Myr+), tectonic timescales ([195]; see
Chapter II) or at times when seawater [SO42−] was much lower.
VI.6 Conclusions
Here, we have undertaken a new analysis of S cycling in deepmarine sediments
by subjecting global deep ocean pore water [SO42−] profiles to cluster analy-
sis. We find that k-means clustering can successfully group sites with distinct
variants of [SO42−] profiles; in turn, these groups of sites have differing geo-
graphic distributions. Organic carbon content is the strongest determinant of
the type of [SO42−] profile that a given sitewill exhibit, althoughwater depth and
CaCO3 content exert secondary influences. Comparison of estimated nSRRs to
estimated pyrite S accumulation rates derived from a literature compilation of
pyrite δ34S measurements suggests that the compiled data are biased toward re-
gions with relatively high sedimentary S contents. Isotope mass balance calcu-
lations indicate that augmentation of the pyrite burial flux in deep marine sedi-
ments, whether it be due to a reduction in shelf area or via another mechanism,
may perturb the steady state δ34S of seawater SO42− by 6h or more if unaccom-
panied by synchronous changes inΔδ34S. These findingsmotivate further efforts
toward making unbiased estimates of global S cycle fluxes and reconciling cur-
rent disagreements between input and output flux estimates.
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Figure VI.11: Sea level / shelf area numerical experiment results. (A)
Calculated change in the amount of submerged shelf area (0-200 mbsl)
relative to modern for a given change in sea level. Area was calculated using
the ice surface version of the ETOPO1 global topography [5]. (B) Continental
shelf and continental slope pyrite burial flux. If total pyrite burial is
unchanged and shelf burial is proportional to shelf area, sea level fall results in
a transfer of pyrite burial from the shelf to the slope. (C) Calculated
steady-state seawater δ34S for shelf Δδ34S = 25h and slope Δδ34S = 45h.
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A p p e n d i x A
SUPPLEMENTARYMATERIAL FOR CHAPTER II
A.1 Sample Localities
Brachiopod specimens for this study were collected from the sampling regions
described below. Additional details on the localities may be found in previous
studies [102, 120, 121, 122, 123, 223, 224, 225, 226, 287].
The US Midcontinent samples were collected predominantly from shales and
argillaceous (clay-rich) limestones deposited in several areas, including north-
central Texas [121]; near Kansas City in Kansas and Missouri [120]; north-
central New Mexico [120]; and Nebraska, Oklahoma, Iowa, Illinois, and Indi-
ana [225]. These sediments were deposited on a broad carbonate shelf within
epicontinental seas during the Carboniferous, with cyclothem-style deposition
occurring during the later Carboniferous and early Permian [225]. Paleogeo-
graphic reconstructions suggest deposition near ∼10-15 degS paleolatitude
during the earliest Carboniferous and gradual northward migration to∼5 degN
paleolatitude by 270 Ma [298].
Moscow Basin and the Ural Mountains are both part of the Russia Platform, a
key area of Carboniferous sedimentation inwestern Russia [179]. Samples were
collected from several different sections containing marine carbonate facies.
Early Carboniferous samples come exclusively from Moscow Basin, whereas
mid- to late Carboniferous samples were collected from both regions [226]. Fos-
sil assemblages indicate deposition in shallow epicontinental seas [93] that were
located at about 0 deg (Moscow Basin) and 10 degN (Ural Mountains) paleolati-
tude in the early Carboniferous. Plate movement gradually shifted the localities
to ∼10 deg farther north at the end of the Carboniferous [298]. Arrow Canyon
is located in southeastern Nevada and was the site of a carbonate platform on
the westernmargin of Laurentia during the Carboniferous [30, 31]. Samples in-
cluded in this study are Bashkirian in age [102] and were deposited near 5 degN
paleolatitude [298].
Spitsbergen (formerly known asWest Spitsbergen) is an island in northwestern
Europe and featured deposition on a mixed siliciclastic-carbonate ramp during
226





















Figure A.1: Histogram of within-horizon δ34Sin range for 39 different
sediment horizons in which multiple brachiopod specimens were measured.
Over half (22 of 39) of the horizons exhibit a range of < 1h, and nearly all
exhibit a range of < 2h.
the mid- to late Permian [35]. Samples measured in this study were collected
from the Kapp Starostin Formation and have been previously studied by both
Gruszczynski et al. (1989) and Mii, Grossman, and Yancey (1997). Deposition
occurred at approximately 45 degN paleolatitude [298].
A.2 Variability in CAS abundance
Variations in CAS abundance against age are plotted in Figure A.2. The overall
range of CAS abundances within our data set exceeds two orders of magnitude,
spanning from several hundred ppm to well over 10000 ppm. Specimens from
the genera Crurithyris and Eridmatus exhibit very high (> 8000 ppm on aver-
age) CAS content (consistent with [122]); Anthracospirifer, Kalitvella, Neospir-
ifer, Spirifer, Spiriferella, and Syringothyris have high abundances (> 4000 ppm
on average); andmost other genera (includingComposita,Choristites, andCleio-
thyridina) have intermediate to low CAS abundances (< 4000 ppm on average).
Although there is an increase in the frequency of specimens with very high CAS
abundance between 325 and 300 Ma, much of this variation is associated with
changes in the taxa being measured rather than increases in CAS abundance
within individual taxa over time. There is no obvious temporal trend in abun-































































































































































































































































































































































A.3 Spline Fitting of Isotopic Data
Todetermine 95% confidence intervals for our δ34Sin record, we fit a restricted cu-
bic spline with 17 knots to our data using theMATLAB® function rcspline (avail-
able at https://www.mathworks.com/matlabcentral/fileexchange/41241-
restricted-cubic-spline). Knots were chronologically placed at every
eighth data point beginning with the oldest δ34Sin age point (357.9 Ma) and con-
tinuing to an age of 269.11 Ma. Empirically, this number of knots was found to
adequately capture the curvature in the data without dramatically overfitting
the data. Confidence intervals were calculated with 100,000 bootstrap samples
at 0.1 Myr time increments between the minimum age and the maximum age
represented in our δ34Sin data. The maximum span between minimum and
maximum 95% confidence interval (CI) bounds for the δ34Sin spline is 3.63h,
with 76.1% of the 0.1 Myr time steps (i.e., 676 of 888) having a span < 2h and
92.8% (824 of 888) having a span < 2.5h. These numbers are further improved
if the relatively data-poor time interval after 303 Ma is excluded: 83.2% of the
0.1 Myr time steps (i.e., 457 of 549) have a span < 2h and 94.2% (517 of 549)
have a span < 2.5h. We used the same knots and confidence interval time
increments in generating restricted cubic splines for the δ13Ccarb, δ18Ocarb, and
87Sr
86Sr records.
We can also compare pairs of δ34Sin measurements within each horizon to the
combined standard error expected based on the standard errors for individual
measurements (e.g. [155]). This statistic, termed the “Error Normalized De-
viate (END)” by John and Adkins (2010), should be normally distributed with
a standard deviation of one if all variability in a population of measurements
can be attributed to the variance associated with individual measurements. We
calculate ENDs for pairs of specimens within individual horizons, taking care
to use each δ34Sin in only one END calculation, except when an odd number
of specimens in a horizon required one δ34Sin measurement to be used twice.
Among all pairs of measured specimens within individual horizons, the stan-
dard deviation of the END is 7.8; i.e., the variability within the population of
measurements in each horizon is, on average, over seven times larger than that
expected from the variance of each individual measurement. Exclusion of two
horizons with abnormally large (> 20) ENDs lowers this standard deviation to
5.9. Given an average error of 0.11h associated with individual measurements,
the END standard deviation suggests a 68% probability that a given horizon will
229
constrain δ34Sin to within 0.86hand a 95% probability that it will constrain δ34Sin
to within 1.72h.
Comparison among pairs of measurements from only the same taxon demon-
strates that a portion of the observed variability is associated with taxonomic
differences. The standard deviation of the END population decreases to 5.2 if
only same taxon pairs are considered and increases to 10.7 (or 7.1 excluding the
two abnormally large ENDs) if only pairs of measurements from different taxa
are considered. Exclusion of Composita subtilita and the two >20 END pairs
from the population lowers the standard deviation from 5.9 to 5.3, supporting
the existence of a δ34Sin offset associated with this species. Further efforts to
constrain and correct for taxon-associated δ34Sin offsets may thus enable addi-
tional improvement in the precision of temporal δ34Sin records generated from
brachiopods.
A.4 Effects of mixing brachiopod powders on the Kampschulte et al.
(2001) δ34Sin data
A case can be made for diagenetic alteration of δ34Sin in some of Kampschulte,
Bruckschen, and Strauss’s (2001) samples. Three of the four samples mea-
sured by this study and Kampschulte, Bruckschen, and Strauss involved single
brachiopods and differed by < 0.2h. However, two Cleiothyridina obmaxima
specimens (MO041 and MO001), combined by Kampschulte, Bruckschen, and
Strauss (2001) to yield a δ34Sin of ∼+16h, have substantially different δ34Sin.
MO044 had a value of +13.77h, whereas MO001 yielded a value of +18.34h.
Visual inspection of MO001 revealed that the area we drilled included some
cloudy shell, leading us to exclude this point from our dataset. Since this cloudy
shell was drilled adjacent to the area measured by Kampschulte, Bruckschen,
and Strauss (2001), we suspect that the Kampschulte, Bruckschen, and Strauss
(2001) sample from this shell is also compromised. A replicate sample drilled
from an optically transparent portion of the shell yielded a δ34Sin of +14.08h,
similar to the value for MO044. If similarly altered samples are present among
the specimens used to generate 13 additional Kampschulte, Bruckschen, and
Strauss (2001) data points utilizing multiple brachiopods, the corresponding
data points are likely to be inaccurate. We note that six of these 13 additional
data points are within 5 Myr of the Serpukhovian-Bashkirian boundary, poten-
tially accounting for the absence of a sharp increase in δ34Sin in theKampschulte,
230
Bruckschen, and Strauss (2001) record.
A.5 Geographic variability in δ34Sin
Was geographic variability responsible for some of the variation in δ34Sin values
between our study and that of Wu (2013)? The majority of Wu’s samples were
collected in Central Europe, whereas our samples and those of Kampschulte,
Bruckschen, and Strauss (2001) were collected mostly from North America and
Russia (Figure A.3). There are few intervals of time in which both Wu and our
study measured samples collected from the same geographic region. Russian
samples dating to∼345-335 Ma and∼315-290 Ma were measured in both stud-
ies. A comparatively large amount of δ34Sin variability exists in theWudata com-
pared with both our data and those of Kampschulte, Bruckschen, and Strauss
(2001) among the Russian samples in these two time intervals, suggesting that
the greater variability in the Wu data may indeed be related to preservation
screening methods. The limited (n = 5) δ34Sin data from European samples (ex-
cluding Russian samples) reported by Kampschulte, Bruckschen, and Strauss
(2001) also show signs of higher variability, but these samples come from the
same collection and were screened for preservation using the same methods as
theWu (2013) samples. We thus favor a diagenetic origin for the variability over
other explanations.
A.6 The global nature and veracity of the Serpukhovian-Bashkirian
δ34Sin increase
The area encompassing eastern Oklahoma and northwest Arkansas is the only
area from which we have been able to measure specimens immediately before
and soon after the Serpukhovian-Bashkirian boundary collected from sections
within ∼100 miles of each other. However, paleogeographic reconstructions
(e.g., [298]) suggest that other localities in southwestern Illinois were deposited
within the same contiguous water mass. Similarly, Serpukhovian specimens
from the Moscow Basin and Bashkirian specimens from the Ural Mountains
also have been placed within the same contiguous water mass in paleogeo-
graphic reconstructions (e.g.,[298]). We cannot conclusively rule out local
depositional effects on the data from each locality, but the presence of an ex-
cursion of similar magnitude in two disparate geographic basins suggests that












































































































































































































































































The change in the size of a reservoir,M , with time, t, is equal to the difference




= Fin − Fout (A.1)
Treating sulfur (32S, 34S) and carbon (12C, 13C) isotopes independently within
our model’s reservoirs yields six mass balance equations for each element and
thirteen mass balance equations overall when a surficial O2 reservoir is added.
We list each of these mass balance equations, initial conditions, and constant
parameter values for the model in Tables A.3, A.4, and A.5. The output flux for
each element is partitioned into oxidized and reduced fluxes. Carbonate burial
(Fcarb) and organic carbon burial (Forg) represent oxidized and reduced output
fluxes (respectively) of carbon from the ocean. For sulfur, evaporite deposition
(Fevap) is the oxidized output flux and a combined term for pyrite and organic
sulfur deposition (Fpy/org) represents the reduced output flux.
Assuming a constant input of carbon to the ocean (FC,in) and a steady-state car-
bon cycle, we calculate Fcarb at each model time step by solving the following
isotope mass balance equation:







where δ13C is the δ13C offset between carbonate and organic carbon. This equa-
tion also assumes that the δ13C of carbonate, δ13Ccarb, closely approximates
the δ13C of contemporaneous seawater. We obtain δ13Ccarb values by fitting a
smoothing spline to the data of Grossman et al. (2008) and interpolating spline
values to model time points (Figure II.5B). Forg at each time step in the model
is then calculated by subtracting Fcarb from FC,in to maintain a concentration
steady-state:






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The carbon and sulfur cycles are coupled within the model via the reduced out-
put fluxes. Berner and Raiswell (1983) noted a characteristic ratio of organic
carbon to pyrite sulfur inmodernmarine sediments close to 3:1 byweight. Here,
we force Fpy/org by imposing a constant burial ratio of organic carbon to pyrite






RC:S is converted to a molar ratio using the molar masses of carbon and sulfur
prior to the calculation to ensure unit agreement. Fpy/org for each isotope of sul-
fur is calculated assuming that this flux is offset from seawater sulfate in its δ34S
by an amount Δδ34S. This offset incorporates the combined effects of isotopic
fractionation during sedimentary sulfur cycling (e.g. [125, 176, 365]) and the
scavenging of a fraction of the isotopically-fractionated sulfide created through
this cycling by iron [23, 271] and organic matter [274, 355] in sediments.
Initial conditions applied to the model have the potential to dramatically af-
fect the model results. Based on relatively stable δ34S values for the several Myr
preceding the time of model initiation (335 Ma), we assume a sulfur cycle in
isotopic steady-state at model initiation and calculate a series of possible initial
condition parameter values for δ34S and Δδ34S given a δ13C of 30h (Hayes et al.,
1999), a δ13Cin of -4.4h (estimated based on the values of Garrels and Lerman,
1981), and seawater δ34S and δ13C values matching those of smoothed splines
through the δ13Ccarb and δ34Sin time series at 335 Ma (+2.2h and +13.6h, re-
spectively). Exploring parameter values between -10h and+10h for δ34Sin and
values between 15h and 50h for Δδ34S, we choose an initial steady state with
δ34S = +4h and Δδ34S = 35h such that the initial RC:S (3:1) was represen-
tative of normal marine deposition. The evaporite flux was set at a constant
value (1.09 x 1012 molyr ) equal to the difference between the riverine input flux
(1.5 x 1012 molyr ) and the pyrite sulfur burial flux imposed by this steady state. We
note that results similar to those that follow may be obtained using a smaller
initial Δδ34S if a higher initial δ34S and/or a lower initial RC:S are imposed to
maintain a steady state initial condition.
Fluxes of O2 to and from the Earth surface reservoir depend on changes in the
burial rates of oxidized and reduced sedimentary materials. Here, we initialize
the model with a surface O2 reservoir size equal to the modern (∼ 3.79 x 1019
243
moles) and with geologic reservoir sizes from Garrels and Lerman (1981). As-
suming that one mole of O2 is produced per mole of organic carbon buried and
15
16
moles of O2 are produced per mole of pyrite sulfur buried, we estimate the



















This calculation also assumes that the fractional contributions of the oxidized
and reduced geologic reservoirs to the riverine input are invariantwith time (i.e.,
changes in weathering exert zero net influence on the size of the O2 reservoir).
Changes in the lithologies exposed at Earth’s surface or a potential feedback
betweenO2 reservoir size and oxidative weatheringmay render this assumption
invalid. We operate under this assumption for simplicity given the uncertainties
in these potential influences. The δ value for each reservoirM is calculated by
taking amolar ratio of the isotopes within each reservoir and normalizing to the
isotope ratioR of the appropriate isotopic standard (i.e., Vienna Canyon Diablo














To evaluate the quality of the match between each model δ34S time series to our
data, we fit a temporally continuous smoothing spline to our δ34Sin time series
and calculated the sum of squared differences between the spline δ34S values
and model δ34S results interpolated to time points matching those of our δ34Sin
data between 335 Ma and 270 Ma. Fits with lower sums of the squared dif-
ferences are considered better fits than those with higher sums. Although this
approach biases our best fit model results toward time intervals with a higher
frequency of data points per time, we accept this bias given the decreased uncer-
tainty in seawater δ34S that greater data density provides. Independent tests of
fit schemes in which data were interpolated to (1) create a series with an equal
number of points per time or (2) create a series with an equal number of points
within 325–319 Ma and after 319 Ma yield similar best fit model results (Fig-
ure A.4). In what follows, we use these “sum of the squares” values as a guide
toward the best model fits, but also consider the plausibility of the imposed pa-
rameter values in discussing whether the best quantitative model fits represent
realistic behavior of the Earth system.
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Least Squares Sum Using Data Interpolated to Equal Points in 325-319 Ma and > 319 Ma































Least Squares Sum Using Temporal Distribution of Measured Data































Least Squares Sum Using Data Interpolated to Equal Points per Time



































Figure A.4: Example contour plots of least square sum values using
model-data pairs matching the temporal distribution of the measured data
(top), model-data pairs with data interpolated to a set frequency of one per
Myr (middle), and model-data pairs with data interpolated such that the
325-319 Ma and < 319 Ma intervals contain equal numbers of points (bottom).
Plots pertain to a run in which only Δδ34S was allowed to vary with time. Best
fit parameter values do not shift dramatically with the fit scheme, suggesting
that the magnitude of the changes necessary to best fit the data remains






















































Figure A.5: Plots of (A) SO 2–4 δ34S, (B) [SO42−], and (C) pyrite and evaporite
burial fluxes associated with constant parameter value model runs. Each
colored line in the SO 2–4 δ34S and [SO42−] plots represents a model run with a
different initial [SO42−]. Shown here are the best 10 model fits based on the
sum of the squares fit.
A.7.2 Model run with constant parameter values
To provide an initial baseline, we run the model forward from its initial steady
state at 335 Ma to an end point at the Permian-Triassic boundary (252.56 Ma)
and let only the δ13Ccarb-driven Fpy/org change with time (Figure A.5) withRC:S
= 3. We also vary the initial seawater [SO42−]. In all cases, seawater SO42−
δ34S exhibits a large (∼3.5h) increase starting at ∼323 Ma that continues until
reaching a plateau at ∼270 Ma. However, the increase occurs more gradually
than the change indicated by the δ34Sin data, and themodel δ34S fails to decrease
back to a stable baseline during the late Carboniferous and early Permian. This
behavior is driven by a large increase in pyrite burial imposed by high δ13Ccarb
during the late Carboniferous and early Permian.
Imposing initial steady-states with higher, more terrestrial-like C:S burial ratios
attenuates the δ34S variations seen in the record and results in slightly better
model-data fits. However, all runs ubiquitously fail to replicate our temporal
δ34Sin record. These results suggest that a temporal change in one ormoremodel
parameters is required to adequately fit the data. Berner and Raiswell (1983)
invoked a massive increase in terrestrial organic matter burial to explain the
carbon and sulfur isotopic records in this time interval. Based on this idea, we
next explore the potential for temporal changes inRC:S to provide better model-
data fits. We also test whether changes in δ34Sin or Δδ34S may replicate our data
in lieu of changes in RC:S .
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A.7.3 Model runs with changes in single parameter values
Incorporating temporal changes in parameter values within our model requires
an important decision regarding the timing and the magnitude of imposed
changes. Here, we model the middle Carboniferous using two step-function
changes in parameter values as a means of generating the observed δ34Sin
changes. We impose the first of these changes at 325 Ma, a time at which
the carbonate δ13C, δ18O, and δ34S records each show rapid increases and at
which sea level begins an estimated ∼150 m decrease in association with peak
Carboniferous glaciation [232, 291]. The second of these changes is invoked
at 319 Ma based on a ∼50 meter sea level increase and a moderate lowering
of glacial extent [232, 291]. We loop through changes of various magnitudes
to find best model fits to our data, but keep the timing of changes consistent
throughout model runs. Experimental model runs utilizing different timing
for these changes result in lower quality fits while having little effect on the
magnitude of changes needed to adequately fit the data. Though step-function
changes in parameter values are less realistic than gradual ramped changes,
we model the changes as instantaneous to understand the minimum amount
of parameter value change needed to generate an adequate model fit to the
data. More gradual changes would require an overall change of even greater
magnitude to generate seawater δ34S changes of similar temporal character.
First, we test the ability of step-function changes in RC:S to replicate our data.
Specifically, we impose a decrease in RC:S from an initial value of 3.0 to lower
values (1.4 to 3.0) at 325 Ma and an increase to higher values (3.0 to 7.0) at 319
Ma. Visual inspection of themodel runs (Figure A.6) and sum of the squares re-
sults show improvement in model-data fits compared to runs with only δ13Ccarb-
driven Fpy/org change; the best model fits have sums over an order of magnitude
lower than those from the constant RC:S = 3.0 model runs. The best 10 model-
data fits of the 6500+ iterations indicate that an initial [SO42−] of 7–9mM at 335
Ma, a decrease of RC:S from 3 to 1.9–2.1 at 325 Ma, and an increase of RC:S to
4.6–4.9 at 319 Ma yield results that most closely resemble our data. The size of
the O2 reservoir becomes approximately 3.5x larger than its initial size in each
of these runs assuming no change in the fractions of carbon and sulfur input
derived from oxidative weathering. Such an O2 increase would result in an at-
mosphere with extremely high (∼48 mole %) concentrations of O2 if all other
gas reservoir sizes were constant at modern values. We also note that a decrease
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inRC:S at 325Ma is inconsistent with geologic records suggesting an expansion
of terrestrial coal forest vegetation during the Serpukhovian and Bashkirian [73,
236].
Alternatively, step function changes in Δδ34S or in δ34Sin also result in better
model-data fits (Figures A.7 & A.8). Best fit scores in each of these cases are
again about an order of magnitude better than for the constantRC:S =3.0model
runs, but are approximately 15 to 50% worse than the best fit scores in the vari-
able RC:S case. For Δδ34S runs, the best fit model runs ascribe an increase in
Δδ34S of 15 to 21h (i.e. Δδ34S = 50h to 56h) at 325 Ma and a subsequent de-
crease to Δδ34S = 22h at 319 Ma (Figure A.7). For δ34Sin runs, the ten best fit
model runs ascribe an increase of 5 to 7h in δ34Sin at 325Ma (i.e., δ34Sin=+9 to
+11h) and a subsequent decrease in δ34Sin to -1h at 319 Ma (Figure A.8). Ini-
tial sulfate concentrations range from 7mM to 10mM. Unlike the variableRC:S
runs, all δ34Sin and Δδ34S runs exhibit oscillations in seawater δ34S of up to 2h in
the Late Carboniferous and Early Permian due to δ13Ccarb-driven oscillations in
Fpy/org. Changes in both of these sets of runs still drive a decrease in [SO42−]
because high carbonate δ13C values force Fpy/org to be relatively high. The com-
bined increases in organic carbon and pyrite burial lead to a large rise in pO2
that exceeds the pO2 increase in the variable RC:S runs. The final O2 reservoir
size is 3.8x larger than its initial (modern) value at 335 Ma. A lower final O2
reservoir size could be achieved through means such as lowering the initial O2
reservoir size, forcing a temporal increase in oxidative weathering (i.e., fOWOM
and/or fOWP ), or including an iron oxide O2 sink (see section 5, “Controls upon
O2 reservoir size”). However, we prefer to turn to other mechanisms to simul-
taneously improve model-data fits and reduce the extent of this problem.
A.7.4 Model runs with mid-Carboniferous changes in multiple parame-
ter values
To generate model results in better agreement with the geologic record, we turn
again to the strong evidence for a massive increase in terrestrial organic carbon
burial beginning in the Serpukhovian [73, 236]. We opt to require that RC:S in-
crease to a higher value at 325 Ma and remain unchanged through the end of
the model runs. Changes in δ34Sin and/or Δδ34S are allowed to occur simulta-
neously with this RC:S change at 325 Ma and independent of RC:S at 319 Ma.





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































the temporal variation in seawater δ34S under this scenario.
We start by testing the ability of changes in δ34Sin to generate acceptable model-
data fits while increasing RC:S (Figure A.9). Our ten best fit model runs yield
an increase in RC:S to 4.7–7.8 at 325 Ma, an approximately 9 to 12h increase
in δ34Sin (to +13h–+16h) at 325 Ma, and a subsequent decrease in δ34Sin to
between +4h and +7h at 319 Ma. Though sum of the squares values associ-
ated with these runs are approximately 5% worse than for runs in which only
RC:S was varied, the visual fit between model and data is equally good. Ini-
tial [SO42−] in these runs varies from 5 mM to 6 mM and remains between the
Late Devonian (5 mM atminimum) andMiddle Permian (25mM atmaximum)
fluid inclusion constraints provided by Lowenstein et al. (2003). However, the
potential for such large changes in δ34Sin to occur over such short timescales
is questionable. The large increase at 325 Ma in particular would presumably
require preferential exposure and weathering of material with a high δ34S (esp.
sulfate evaporites) in response to a tectonic or sea-level perturbation. Shields
et al. (2019) have recently invoked such a scenario during the Neoproterozoic,
and evidence for mobilization and erosion of Early Carboniferous evaporites
within the lower Windsor Group of southeastern Canada [352] suggests that
such a scenario could be possible for the mid-Carboniferous. Previous sulfur
isotope analyses have measured these evaporites to have a δ34S of +13.7h to
+16.5h [111, 338]. These values closely match those during our modeled δ34Sin
increase, but such a close match is either fortuitous or suggests that dissolution
of these evaporites dominated the global S input flux to the ocean during this pe-
riod. We favor a fortuitous match given that the amount of evaporite loss from
this group is uncertain and the timing of mobilization is thought to have oc-
curred more broadly from the late Mississippian into the latest Pennsylvanian
[111, 352]. Smaller influxes of sulfate from dissolution of older Early Paleo-
zoic and Neoproterozoic evaporites with higher δ34S are more plausible. The O2
reservoir size increases by 3.2x to 3.5x throughout these best fit runs.
Similarly good model-data fits are obtained if the time series is instead simu-
lated with changes in Δδ34S (Figure A.10). Best fit results under this scenario
occur when RC:S increases from 3.0 to 3.9–4.3 at 325 Ma. In these same runs,
Δδ34S undergoes a 31h–35h increase (to 66h–70h) at 325 Ma and a subse-
quent decrease to 29h–32h at 319 Ma. Fits are about 4% worse than for runs











































































































































































































































































































































from 6 to 7 mM. Although these changes in Δδ34S are quite large, previous com-
pilations of sulfur isotopic fractionation between sulfate and sulfide in modern
natural environments (e.g. [59]) and in laboratory culture studies (e.g. [195,
313]) have shown that 34ε (i.e., the sulfur isotope fractionation associated with
microbial sulfate reduction) may vary dramatically depending on factors such
as cell-specific sulfate reduction, temperature, and the availability of different
electron donors (e.g. [365]). Larger S isotopic fractionations (e.g. [195, 313])
and lower pyrite δ34S (e.g. [222, 288]) are expected in the slowly accumulating
sediments of the deep ocean where sulfate reduction rates are very slow [43].
Assuming a significant reduction in shelf area with eustatic sea level fall at the
Serpukhovian-Bashkirian boundary, we consider an increase in the Δδ34S asso-
ciated withmarine sulfur cycling to be likely given the opportunity for deepma-
rine pyrite formation to become a fractionally greater portion of the total pyrite
burial flux. A return toward smaller Δδ34S values in the late Carboniferous is
further consistent with sea level rise and a regaining of some of the lost shelf
area at that time. However, the requirement that all pyrite sulfur be buried with
an isotopic offset near the ∼70hthermodynamic maximum for S isotopic frac-
tionation between SO42− and H2S [95, 157] from 325–319 Ma is unreasonable.
Lastly, we explore the potential for simultaneous changes in both δ34Sin and
Δδ34S (Figure II.6). Here, we limit Δδ34S to a minimum value of 25h and to
a maximum value of 55h; these values approximately bracket the Phanerozoic
minimum andmaximum estimates of Wu, Farquhar, and Strauss (2014) for this
parameter. Best fits occur whenRC:S increases to 4.4–4.8 at 325 Ma with simul-
taneous increases in δ34Sin to +8h–+10h and Δδ34S to 47h–55h. Values of
δ34Sin decrease to +6h at 319 Ma while Δδ34S decreases to 25h–27h. The ini-
tial sulfate concentration is 6 mM in all 10 best fit runs, and the O2 reservoir
size increases by 3.4x to 3.5x during each run. Best fit scores are improved by
∼4% from the runs in which only RC:S was varied. Model-data fits are further
improved by up to 12% if Δδ34S is allowed to decrease below 25h, and δ34Sin re-
mains at +9h–+10h at 319 Ma. However, we view such low Δδ34S as unlikely
given that these values are substantially below literature estimates [195, 369].
We consider the scenario in which RC:S increases and δ34Sin and Δδ34S change
simultaneously to be the most plausible mechanism to explain our data. Such
a scenario is consistent with an increase in the abundance of terrestrial organic











































































































































































































































































































































but does not require this enhanced sulfate evaporite erosion to dominate the
global S input flux. This scenario is also consistent with a loss (and later return)
of shallow shelf environments due to tectonism and eustatic sea level change.
The Macrostrat database of North American strata [peters_macrostrat_2018]
yields surprisingly few documented occurrences of evaporites (including gyp-
sum and anhydrite) within strata deposited across the 325 Ma–319 Ma interval
(Figure A.11) and attests to this temporary loss of shallow shelf environments
amenable to evaporite deposition. Additional studies on the relation of sea level
change to Δδ34S (e.g. [246]) and the relative timing of sea level change, evaporite
erosion, and seawater δ34S are needed to better attribute seawater δ34S change to
these potential causes.
A.8 Controls upon O2 reservoir size
Previous boxmodeling efforts tracking pO2 change during the Phanerozoic (e.g.
[25, 199]) have consistently suggested an increase in pO2 across the Permo-
Carboniferous. However, the > 3x increase in O2 reservoir size observed in
model runs here is very large considering that the model was initiated with a
pO2 equivalent to modern pO2. We consider the following as viable means of
reducing the amount of O2 accumulation during our model runs:
• Higher fOWOM / fOWP – All model runs displayed here used a time-
invariant values of 0.192 for fOWOM and 0.457 for fOWP . Such valueswere
chosen to initialize the model in isotopic steady state for both the C and
S cycles given the prescribed isotopic compositions of the oxidized and
reduced geologic reservoirs for these elements. However, higher fOWOM
and fOWP are possible if more 13C and 34S-enriched isotopic compositions
are assumed for the organic carbon and pyrite reservoirs, respectively. To
explore potential effects on O2 reservoir size, we ran a series of model it-
erations with initial organic C reservoir δ13C values ranging from -20h to
-30h and pyrite S reservoir δ34S values ranging from -20h to 0h (Figure
A.12). The initial carbonate C reservoir δ13C and evaporite S reservoir
δ34S values were left unchanged at +0.5h and +20h, respectively. The
results of these model runs show that the final O2 reservoir size can be
reduced by approximately 15% if the pyrite reservoir is assigned a δ34S
value of -5h instead of -15h; a decrease of similar magnitude occurs for
each 2h increase of the organic C δ13C above our original value of -25h.
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Figure A.11: Plot of duration of Carboniferous units including evaporites
among the listed lithologies against age. Information gathered from a query of
the Macrostrat database [257]. Each horizontal bar represents a different unit,
with the ends of the bar indicating the basal age and top age of the
evaporite-containing unit. Notably, there is a gap between 325 Ma and 320 Ma
in which no evaporite-containing units are noted in Macrostrat.
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Further reductions are possible if higher values are assigned for the initial
carbonate C reservoir δ13C and evaporite S reservoir δ34S.
• Lower organic C burial flux – Our model assumes a steady state carbon
cycle with a carbon input flux that is constant in both magnitude and
isotopic composition. Given this steady state assumption, reductions in
the amount of organic C burial – the primary driver of O2 reservoir size
increases in our model – are possible if (1) the magnitude of the carbon
input flux is lowered, (2) the δ13C of the input flux is increased, (3) the iso-
topic offset between buried carbonate and organic C (δ13C) is increased,
and/or (4) the brachiopod δ13C curve [123] is biased toward high δ13C by
processes other than organic matter burial (e.g. [110, 297]). Such a low-
ering of organic C burial would also require reductions in the S input flux
to maintain an identical S isotopic steady state. We do not extensively ex-
plore changes in these parameters given the good agreement of our cho-
sen values with existing literature. However, we anecdotally note based
on model runs excluded here that the final O2 reservoir size is especially
sensitive to the magnitude of the C input flux; the amount of O2 addition
scales linearly with this input flux.
• Inclusion of other reduced sinks for O2 – The oxidation of mantle-derived
ferrous iron to ferric iron has been an important sink for oxidizing power
generated by carbon fixation over Earth history (e.g. [137]). Although
this net transfer of oxidizing power is thought to have been most active
during the Archean and Proterozoic (e.g. [292]), additional transfer dur-
ing the Phanerozoic may be possible. Macdonald et al. (2019) have re-
cently proposed that arc-continent collisions in the tropics drive the on-
set of glacial periods, including the Permo-Carboniferous glaciation. En-
hanced weathering of mafic and ultramafic rocks exhumed during these
collisions, while removing atmospheric carbon dioxide via silicate weath-
ering, could have also presented an opportunity for net removal of O2 via
the oxidation of ferrous iron-bearing minerals within these rocks. How-
ever, such net removal relies on the oxidized ferric iron products being
buried without reduction back to ferrous iron.
Further reducing power may be added to Earth’s ocean-atmosphere sys-
tem through the hydrothermal or volcanic addition of reduced materials
like H2,CH4,H2S,Fe2+, andCO. Modeling by Laakso and Schrag (2014)
258
has suggested that order-of-magnitude changes in the fluxes of these ma-
terials can lead to substantial (> 0.5 present atmospheric level) reduc-
tions in the steady state pO2 in Earth’s surface environments. High re-
constructed eustatic sea levels [129, 131] during the Permo-Carboniferous
could suggest higher spreading rates (e.g. [139]) and a correspondingly
higher flux of these reduced materials to the ocean-atmosphere system
through hydrothermal input. A lack of large igneous provinces dating to
this time (e.g. [77, 204]) suggests that a large volcanic outgassing flux of
reduced gases is unlikely.
259
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Figure A.12: Contour plot of the ratio of the final O2 reservoir size to the
initial O2 reservoir size (equivalent to modern) for a series of model runs in
which the initial δ13C of the geologic organic carbon reservoir and the initial
δ34S of the geologic pyrite reservoir were varied. Oxidative weathering fluxes
(i.e., fOWOM and fOWP ) were modified such that the δ13C of the carbon input
was always -4.4h and the δ34S of the sulfur input was +4h. Parameters were
otherwise left constant with time (as in Figure A.4). These results demonstrate
that significant reductions in model O2 accumulation may be achieved if more
13C- and 34S-enriched compositions are assumed for these two geologic
reservoirs.
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A p p e n d i x B
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Figure B.4: Line plot of the absolute amount of POC remineralized using
different electron acceptors plotted against the total amount of POC
remineralized for a 10 cmkyr sedimentation rate. Lines for oxic respiration
(black), denitrification (green), mangenese reduction (magenta), and iron
reduction (red) are plotted on the left axis, whereas those for sulfate reduction
(yellow) and fermentation (cyan) are plotted on the right axis. Note that the
rapid switch from a sulfate reduction dominance to a fermentation dominance
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Figure C.1: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.2: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.3: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.4: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal























20 40 60 80 100 120 140 160
































Figure C.5: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.6: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.7: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal























0.2 0.4 0.6 0.8 1 1.2 1.4 1.6









































Figure C.8: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal
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Figure C.9: Contour plot for the δ34S of pyrite exiting the bottom of the model
as a function of POC rain rate (vertical axis) and Fe(III) rain rate (horizontal






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A p p e n d i x D
SUPPLEMENTARYMATERIAL FOR CHAPTER VI
Table D.1: DSDP, ODP, and IODP site numbers for which data were
downloaded from the JANUS and LIMS databases.
1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24
25 26 27 28 29 30 31 32
33 34 35 36 37 38 39 40
41 42 43 44 45 46 47 48
49 50 51 52 53 54 55 56
57 58 59 60 61 62 63 64
65 66 67 68 69 70 71 72
73 74 75 76 77 78 79 80
81 82 83 84 85 86 87 88
89 90 91 92 93 94 95 96
97 98 99 100 101 102 103 104
105 106 107 108 111 112 113 114
115 116 117 118 119 120 121 122
123 124 125 126 127 128 129 130
131 132 133 134 135 136 137 138
139 140 141 142 143 144 146 147
148 149 150 151 152 153 154 155
156 157 158 159 160 161 162 163
164 165 166 167 168 169 170 171
172 173 174 175 176 177 178 179
180 181 182 183 184 185 186 187
188 189 190 191 192 193 194 195
196 197 198 199 200 202 203 204
205 206 207 208 209 210 211 212
213 214 215 216 217 218 219 220
221 222 223 224 225 226 227 228
307
229 230 231 232 233 234 235 236
237 238 239 240 241 242 243 245
246 248 249 250 251 252 253 254
255 256 257 258 259 260 261 262
263 264 265 266 267 268 269 270
271 272 273 274 275 276 277 278
279 280 281 282 283 284 285 286
287 288 289 290 291 292 293 294
295 296 297 298 299 301 302 303
304 305 306 307 308 309 310 311
313 314 315 316 317 318 319 320
321 322 323 324 325 326 327 328
329 330 331 332 333 334 335 336
337 338 339 340 341 342 343 344
345 346 347 348 349 350 352 353
354 355 356 357 358 359 360 361
362 363 364 365 366 367 368 369
370 371 372 373 374 375 376 377
378 379 380 381 382 383 384 385
386 387 388 389 390 391 392 393
394 395 396 397 398 399 400 401
402 403 404 405 406 407 408 409
410 411 412 413 415 416 417 418
419 420 421 422 423 424 425 427
428 429 430 431 432 433 434 435
436 438 439 440 441 442 443 444
445 446 447 448 449 450 451 452
453 454 455 456 457 458 459 460
461 462 463 464 465 466 467 468
469 470 471 472 473 474 475 476
477 478 479 480 481 482 483 484
485 486 487 488 489 490 491 492
493 494 495 496 497 498 499 500
501 502 503 504 505 506 507 508
308
509 510 511 512 513 514 515 516
517 518 519 520 521 522 523 524
525 526 527 528 529 530 531 532
533 534 535 536 537 538 539 540
541 542 543 544 545 546 547 548
549 550 551 552 553 554 555 556
557 558 559 560 561 562 563 564
565 566 567 568 569 570 571 572
573 574 575 576 577 578 579 580
581 582 583 584 585 586 587 588
589 590 591 592 593 594 595 596
597 598 599 600 601 602 603 604
605 606 607 608 609 610 611 612
613 614 615 616 617 618 619 620
621 622 623 624 625 626 627 628
629 630 631 632 633 634 635 636
637 638 639 640 641 642 643 644
645 646 647 648 649 650 651 652
653 654 655 656 657 658 659 660
661 662 663 664 665 666 667 668
669 670 671 672 673 674 675 676
677 678 679 680 681 682 683 684
685 686 687 688 689 690 691 692
693 694 695 696 697 698 699 700
701 702 703 704 705 706 707 708
709 710 711 712 713 714 715 716
717 718 719 720 721 722 723 724
725 726 727 728 729 730 731 732
733 734 735 736 737 738 739 740
741 742 743 744 745 746 747 748
749 750 751 752 753 754 755 756
757 758 759 760 761 762 763 764
765 766 767 768 769 770 771 772
773 775 777 778 779 780 781 782
309
783 784 785 786 787 788 789 790
791 792 793 794 795 796 797 798
799 800 801 802 803 804 805 806
807 808 809 810 811 812 813 814
815 816 817 818 819 820 821 822
823 824 825 826 827 828 829 830
831 832 833 834 835 836 837 838
839 840 841 842 843 844 845 846
847 848 849 850 851 852 853 854
855 856 857 858 859 860 861 862
863 864 865 866 867 868 869 870
871 872 873 874 875 876 877 878
879 880 881 882 883 884 885 886
887 888 889 890 891 892 893 894
895 896 897 898 899 900 901 902
903 904 905 906 907 908 909 910
911 912 913 914 915 916 917 918
919 920 921 922 923 924 925 926
927 928 929 930 931 932 933 934
935 936 937 938 939 940 941 942
943 944 945 946 948 949 950 951
952 953 954 955 956 957 958 959
960 961 962 963 964 965 966 967
968 969 970 971 972 973 974 975
976 977 978 979 980 981 982 983
984 985 986 987 988 989 990 991
992 993 994 995 996 997 998 999
1000 1001 1002 1003 1004 1005 1006 1007
1008 1009 1010 1011 1012 1013 1014 1015
1016 1017 1018 1019 1020 1021 1022 1023
1024 1025 1026 1027 1028 1029 1030 1031
1032 1033 1034 1035 1036 1037 1038 1039
1040 1041 1042 1043 1049 1050 1051 1052
1053 1054 1055 1056 1057 1058 1059 1060
310
1061 1062 1063 1064 1065 1067 1068 1069
1070 1071 1072 1073 1074 1075 1076 1077
1078 1079 1080 1081 1082 1083 1084 1085
1086 1087 1088 1089 1090 1091 1092 1093
1094 1095 1096 1097 1098 1099 1100 1101
1102 1103 1105 1108 1109 1110 1111 1112
1113 1114 1115 1116 1117 1118 1119 1120
1121 1122 1123 1124 1125 1126 1127 1128
1129 1130 1131 1132 1133 1134 1135 1136
1137 1138 1139 1140 1141 1142 1143 1144
1145 1146 1147 1148 1149 1150 1151 1152
1153 1154 1155 1156 1157 1158 1159 1160
1161 1162 1163 1164 1165 1166 1167 1168
1169 1170 1171 1172 1173 1174 1175 1176
1177 1178 1179 1183 1184 1185 1186 1187
1188 1189 1190 1191 1192 1193 1194 1195
1196 1197 1198 1199 1200 1201 1202 1203
1204 1205 1206 1207 1208 1209 1210 1211
1212 1213 1214 1215 1216 1217 1218 1219
1220 1221 1222 1223 1224 1225 1226 1227
1228 1229 1230 1231 1232 1233 1234 1235
1236 1237 1238 1239 1240 1241 1242 1243
1244 1245 1246 1247 1248 1249 1250 1251
1252 1253 1254 1255 1256 1257 1258 1259
1260 1261 1262 1263 1264 1265 1266 1267
1268 1269 1270 1271 1272 1273 1274 1275
1276 1277 1301 1302 1303 1304 1305 1306
1307 1308 1309 1310 1311 1312 1313 1314
1316 1317 1318 1319 1320 1322 1324 1325
1326 1327 1328 1329 U1330 U1331 U1332 U1333
U1334 U1335 U1336 U1337 U1338 U1339 U1340 U1341
U1342 U1343 U1344 U1345 U1351 U1352 U1353 U1354
U1357 U1359 U1363 U1365 U1366 U1367 U1368 U1369
U1370 U1371 U1378 U1379 U1380 U1381 U1382 U1383
311
U1384 U1385 U1386 U1387 U1388 U1389 U1390 U1391
U1394 U1395 U1396 U1397 U1398 U1399 U1400 U1402
U1403 U1404 U1405 U1406 U1407 U1408 U1409 U1410
U1411 U1412 U1413 U1414 U1417 U1418 U1419 U1420
U1421 U1422 U1423 U1424 U1425 U1426 U1427 U1428
U1429 U1430 U1431 U1432 U1433 U1434 U1435 U1436
U1437 U1438 U1439 U1440 U1443 U1444 U1445 U1446
U1447 U1448 U1449 U1450 U1451 U1452 U1453 U1454
U1455 U1456 U1457 U1459 U1460 U1461 U1462 U1463
U1464 U1465 U1466 U1467 U1468 U1470 U1471 U1472
U1474 U1475 U1476 U1477 U1478 U1479 U1480 U1481
U1482 U1483 U1484 U1485 U1486 U1487 U1488 U1489
U1490 U1491 U1492 U1493 U1494 U1495 U1496 U1497
U1498 U1499 U1501 U1502 U1504 U1505 U1506 U1507
U1508 U1509 U1510 U1511 U1512 U1513 U1514 U1515
U1516 U1517 U1518 U1519 U1520 U1521 U1522 U1523

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table D.2: Pyrite compilation data.


























[4] ODP Site 802 12.0963 153.2104 5967 34.34 1.50 2.30 0.005 0.00 -4.8
[4] ODP Site 802 12.0963 153.2104 5967 91.03 1.50 6.10 0.002 0.00 -10.2
[4] ODP Site 801 18.6428 156.3595 5674 166.02 1.20 13.80 0.02 0.00 -14.9
[4] ODP Site 801 18.6428 156.3595 5674 233.55 1.20 19.50 0.004 0.00 -20.7
[4] ODP Site 801 18.6428 156.3595 5674 263.37 1.20 21.90 0.001 0.00 -13.9
[4] ODP Site 800 21.923 152.3228 5686 78.28 0.60 13.00 0.402 0.00 -37.1
[4] ODP Site 800 21.923 152.3228 5686 230.84 2.00 11.50 0.004 0.00 -14.4
[115] 15.8565 -56.8793 5075 237 5.40 4.40 0.015 0.00 3.8
[115] 15.8565 -56.8793 5075 249 5.40 4.60 0.015 0.00 3.7
[133] Station 2092 54.51667 10.01667 26 0.005 538.00 0.00 0.38 1.72 -20.2
[133] Station 2094 54.51667 10.01667 24 0.0075 562.00 0.00 0.173 0.82 -23.8
[133] Station 2096 54.51667 10.01667 22 0.0075 590.00 0.00 0.1 0.50 -19.4
[133] Station 2092 54.51667 10.01667 26 0.0225 538.00 0.00 0.65 2.94 -22.1
[133] Station 2094 54.51667 10.01667 24 0.0225 562.00 0.00 0.37 1.75 -27.6
321


























[133] Station 2096 54.51667 10.01667 22 0.0225 590.00 0.00 0.18 0.89 -20
[133] Station 2092 54.51667 10.01667 26 0.04 538.00 0.00 1.05 4.76 -23.4
[133] Station 2094 54.51667 10.01667 24 0.04 562.00 0.00 0.568 2.69 -29
[133] Station 2096 54.51667 10.01667 22 0.04 590.00 0.00 0.22 1.09 -21.3
[133] Station 2092 54.51667 10.01667 26 0.06 538.00 0.00 1.09 4.94 -23.4
[133] Station 2094 54.51667 10.01667 24 0.06 562.00 0.00 0.92 4.36 -27.3
[133] Station 2096 54.51667 10.01667 22 0.065 591.00 0.00 0.31 1.54 -23.2
[133] Station 2094 54.51667 10.01667 24 0.08 562.00 0.00 0.94 4.45 -25.9
[133] Station 2096 54.51667 10.01667 22 0.09 591.00 0.00 0.51 2.53 -24.2
[133] Station 2094 54.51667 10.01667 24 0.105 562.00 0.00 0.87 4.12 -26.1
[133] Station 2092 54.51667 10.01667 26 0.115 538.00 0.00 1.05 4.76 -22
[133] Station 2096 54.51667 10.01667 22 0.115 591.00 0.00 0.41 2.04 -24.2
[133] Station 2094 54.51667 10.01667 24 0.135 562.00 0.00 0.9 4.26 -27.2
[133] Station 2092 54.51667 10.01667 26 0.145 538.00 0.00 1.45 6.57 -27.6
[133] Station 2096 54.51667 10.01667 22 0.145 591.00 0.00 0.63 3.13 -24
322


























[133] Station 2094 54.51667 10.01667 24 0.1575 562.00 0.00 0.93 4.40 -26.7
[133] Station 2092 54.51667 10.01667 26 0.175 538.00 0.00 1.45 6.57 -22.4
[133] Station 2096 54.51667 10.01667 22 0.175 591.00 0.00 0.76 3.78 -22.8
[133] Station 2094 54.51667 10.01667 24 0.1825 562.00 0.00 0.59 2.79 -26.6
[133] Station 2096 54.51667 10.01667 22 0.205 591.00 0.00 1.02 5.07 -22.1
[133] Station 2094 54.51667 10.01667 24 0.215 562.00 0.00 1.08 5.11 -27.1
[133] Station 2092 54.51667 10.01667 26 0.235 538.00 0.00 1.28 5.80 -20.1
[133] Station 2096 54.51667 10.01667 22 0.235 591.00 0.00 0.24 1.19 -22.9
[133] Station 2094 54.51667 10.01667 24 0.245 562.00 0.00 0.98 4.64 -27
[133] Station 2096 54.51667 10.01667 22 0.26 591.00 0.00 0.73 3.63 -23.5
[133] Station 2094 54.51667 10.01667 24 0.275 562.00 0.00 1.1 5.21 -25.1
[133] Station 2092 54.51667 10.01667 26 0.295 538.00 0.00 1.38 6.25 -19.3
[133] Station 2094 54.51667 10.01667 24 0.305 562.00 0.00 1.11 5.26 -24.9
[133] Station 2094 54.51667 10.01667 24 0.335 562.00 0.00 0.97 4.59 -26.3
[133] Station 2094 54.51667 10.01667 24 0.365 562.00 0.00 1.22 5.78 -25.8
323


























[133] Station 2094 54.51667 10.01667 24 0.395 562.00 0.00 1.34 6.35 -25
[174] Station A -44.6333 167.55 200 0.03 146.00 0.00 0.04 0.05 -25.5
[174] Station G -44.6333 167.55 200 0.03 146.00 0.00 0.069 0.08 -28.9
[175] 32.73611 -117.55 1030 0.05 0.50 0.01 0.066 0.00 3.1
[175] 32.73611 -117.55 1030 0.95 0.50 0.19 0.53 0.00 -28.8
[175] 32.73611 -117.55 1030 2.45 0.50 0.50 0.506 0.00 -34.6
[175] 33.52778 -118.861 410 0.05 1.10 0.00 0.118 0.00 -29.9
[175] 33.52778 -118.861 410 1.225 1.10 0.12 0.146 0.00 -34
[175] 33.52778 -118.861 410 3.65 1.10 0.35 0.206 0.00 -7.7
[175] 33.74722 -118.819 859 0.05 4.65 0.00 0.031 0.00 -10.7
[175] 33.74722 -118.819 859 0.7 4.65 0.02 0.07 0.00 -15.1
[175] 33.74722 -118.819 859 3.85 4.65 0.08 0.032 0.00 -10.7
[175] 34.35833 -120.108 476 0.05 500.00 0.00 0.529 2.23 -26.6
[175] 34.35833 -120.108 476 0.95 500.00 0.00 0.79 3.33 -17.3
[175] 34.35833 -120.108 476 2.65 500.00 0.00 0.792 3.33 -18.6
324


























[175] 34.35833 -120.108 476 3.65 500.00 0.00 0.814 3.43 -19.9
[175] 1 0.025 501.19 0.00 0.926 3.91 -20
[175] 1 0.325 501.19 0.00 0.283 1.19 -27.1
[175] 1 0.625 501.19 0.00 0.19 0.80 -27.7
[197] 21.4617 -109.232 2900 3.875 6.83 0.06 0.359 0.02 -37
[197] 21.4617 -109.232 2900 5 6.83 0.07 0.479 0.03 -36.1
[197] 23.2317 -107.117 1000 0.9 34.15 0.00 1.036 0.30 -39
[197] 23.2317 -107.117 1000 1.85 34.15 0.01 1.215 0.35 -34
[197] 23.2317 -107.117 1000 2.6 34.15 0.01 1.155 0.33 -31
[197] 23.3833 -106.948 140 0.7 188.31 0.00 1.09 1.73 -27
[197] 23.3833 -106.948 140 2.225 188.31 0.00 0.937 1.49 -22.2
[197] 23.7817 -108.673 2860 0.4 7.04 0.01 0.536 0.03 -28
[197] 23.7817 -108.673 2860 2 7.04 0.03 0.778 0.05 -24
[197] 23.7817 -108.673 2860 2.45 7.04 0.03 0.719 0.04 -24.3
[197] 25.5317 -110.545 1170 0.625 28.45 0.00 0.953 0.23 -35
325


























[197] 25.5317 -110.545 1170 3.3 28.45 0.01 1.006 0.24 -34
[197] 26.3467 -109.93 3260 0.425 5.18 0.01 0.408 0.02 -23.8
[197] 26.3467 -109.93 3260 1.275 5.18 0.02 0.469 0.02 -10.8
[197] 26.3467 -109.93 3260 3.1 5.18 0.06 0.572 0.02 -5.5
[197] 27.1517 -110.867 1760 0.225 16.56 0.00 0.629 0.09 -26.7
[197] 27.1517 -110.867 1760 0.225 16.56 0.00 0.629 0.09 -26.5
[197] 27.1517 -110.867 1760 0.55 16.56 0.00 0.656 0.09 -31
[197] 27.1517 -110.867 1760 0.55 16.56 0.00 0.656 0.09 -30.7
[197] 27.1517 -110.867 1760 2.55 16.56 0.02 1.259 0.18 -33
[197] 27.1517 -110.867 1760 2.55 16.56 0.02 1.259 0.18 -37
[198] Station 2656 54.75 14 42 0.085 407.96 0.00 0.92 3.16 -18
[198] Station 2656 54.75 14 42 0.505 407.96 0.00 1.16 3.99 -15.2
[198] Station 2656 54.75 14 42 1.01 407.96 0.00 0.92 3.16 -14
[198] Station 2656 54.75 14 42 1.425 407.96 0.00 1.38 4.74 -9
[198] Station 2682 55 19 110 0.95 222.26 0.00 1.04 1.95 -19.6
326


























[198] Station 2638 56.33333 20.36667 100 0.05 236.90 0.00 1.01 2.02 -20
[198] Station 2631a 57.5 19.91667 110 0.035 222.26 0.00 0.47 0.88 -26
[198] Station 2631a 57.5 19.91667 110 0.11 222.26 0.00 1.15 2.15 -26
[198] Station 2631a 57.5 19.91667 110 1.6 222.26 0.00 0.84 1.57 -17.2
[198] Station 2618 57.5 20 238 0.11 127.58 0.00 1.02 1.10 -18.8
[198] Station 2618 57.5 20 238 1.55 127.58 0.00 1.26 1.35 -26
[198] Station 2622 57.5 20.5 240 1.575 126.76 0.00 0.77 0.82 -7.4
[198] Station 2622 57.5 20.5 240 2.45 126.76 0.00 0.53 0.57 -5.2
[198] Station 2611 58 26.83333 130 0.035 198.28 0.00 1.12 1.87 -24.2
[198] Station 2611 58 26.83333 130 0.2 198.28 0.00 0.74 1.24 -25
[198] Station 2611 58 26.83333 130 0.5 198.28 0.00 0.67 1.12 -26
[293] DSDP Site 329 -50.6535 -46.0955 1529 0.7 0.80 0.09 0.08 0.00 -18.4
[293] DSDP Site 329 -50.6535 -46.0955 1529 15.9 3.40 0.47 0.12 0.00 -22.1
[293] DSDP Site 329 -50.6535 -46.0955 1529 45.3 3.40 1.33 0.46 0.01 -37.8
[293] DSDP Site 329 -50.6535 -46.0955 1529 133.2 3.40 3.92 0.25 0.01 -37.8
327


























[293] DSDP Site 358 -37.6562 -35.9637 4990 47.6 2.00 2.38 0.2 0.00 -37
[293] DSDP Site 358 -37.6562 -35.9637 4990 55.5 2.00 2.78 0.31 0.01 -37.7
[293] DSDP Site 358 -37.6562 -35.9637 4990 123.6 2.00 6.18 0.17 0.00 -24.7
[293] DSDP Site 358 -37.6562 -35.9637 4990 276.8 2.00 13.84 0.18 0.00 -35.1
[293] DSDP Site 358 -37.6562 -35.9637 4990 421.2 2.00 21.06 0.54 0.01 22.6
[293] DSDP Site 358 -37.6562 -35.9637 4990 492.2 2.00 24.61 0.43 0.01 -11.3
[293] DSDP Site 358 -37.6562 -35.9637 4990 555 2.00 27.75 0.31 0.01 22.2
[293] DSDP Site 358 -37.6562 -35.9637 4990 592.7 2.00 29.64 0.1 0.00 22.3
[293] DSDP Site 358 -37.6562 -35.9637 4990 638.6 2.00 31.93 0.12 0.00 -23.4
[293] DSDP Site 360 -35.8458 18.0965 2949 80.3 1.70 4.72 0.15 0.00 -39.7
[293] DSDP Site 360 -35.8458 18.0965 2949 81.8 1.70 4.81 0.15 0.00 -32.8
[293] DSDP Site 360 -35.8458 18.0965 2949 92.7 1.70 5.45 0.13 0.00 -38.5
[293] DSDP Site 360 -35.8458 18.0965 2949 129.7 5.10 2.54 0.41 0.02 -33.3
[293] DSDP Site 360 -35.8458 18.0965 2949 137.2 6.40 2.14 0.11 0.01 -26.2
[293] DSDP Site 360 -35.8458 18.0965 2949 185 1.00 18.50 0.08 0.00 -36.1
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[293] DSDP Site 360 -35.8458 18.0965 2949 224.2 1.80 12.46 0.13 0.00 -40
[293] DSDP Site 360 -35.8458 18.0965 2949 395.2 3.70 10.68 0.05 0.00 -29.7
[293] DSDP Site 360 -35.8458 18.0965 2949 793.8 5.20 15.27 0.05 0.00 -15.7
[293] DSDP Site 360 -35.8458 18.0965 2949 798.7 5.20 15.36 0.07 0.00 -22.3
[293] DSDP Site 361 -35.0662 15.4485 4549 32 4.80 0.67 0.03 0.00 8.5
[293] DSDP Site 361 -35.0662 15.4485 4549 179.3 4.70 3.81 0.03 0.00 -26.6
[293] DSDP Site 361 -35.0662 15.4485 4549 272.8 2.00 13.64 0.05 0.00 8.4
[293] DSDP Site 361 -35.0662 15.4485 4549 404.2 4.30 9.40 0.64 0.02 -1.3
[293] DSDP Site 359 -34.985 -4.4805 1655 64 2.00 3.20 0.28 0.00 -43.6
[293] DSDP Site 357 -30.0042 -35.5598 2086 112.9 1.00 11.29 0.07 0.00 -36
[293] DSDP Site 357 -30.0042 -35.5598 2086 415.7 5.50 7.56 0.06 0.00 7.9
[293] DSDP Site 362 -19.7575 10.5325 1325 36.1 0.20 18.05 0.3 0.00 -40
[293] DSDP Site 362 -19.7575 10.5325 1325 40.6 0.20 20.30 0.73 0.00 -42.3
[293] DSDP Site 362 -19.7575 10.5325 1325 48.6 0.20 24.30 1 0.00 -38.5
[293] DSDP Site 362 -19.7575 10.5325 1325 77.1 0.20 38.55 1.4 0.00 -25.8
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[293] DSDP Site 362 -19.7575 10.5325 1325 115.1 0.30 38.37 1.33 0.00 -27.2
[293] DSDP Site 355 -15.7098 -30.6005 4896 264 5.00 5.28 0.05 0.00 -11.8
[293] DSDP Site 355 -15.7098 -30.6005 4896 272 5.00 5.44 0.15 0.01 -39
[293] DSDP Site 355 -15.7098 -30.6005 4896 320.8 5.00 6.42 0.07 0.00 -26.3
[293] DSDP Site 355 -15.7098 -30.6005 4896 351 5.00 7.02 0.04 0.00 8.1
[293] DSDP Site 355 -15.7098 -30.6005 4896 390.4 1.00 39.04 0.04 0.00 16.7
[293] DSDP Site 355 -15.7098 -30.6005 4896 397 5.00 7.94 0.03 0.00 10.1
[293] DSDP Site 364 -11.572 11.93833 2449 7.7 1.50 0.51 0.83 0.01 -44.8
[293] DSDP Site 364 -11.572 11.93833 2449 13.1 1.60 0.82 1.05 0.01 -14.2
[293] DSDP Site 364 -11.572 11.93833 2449 66.2 1.10 6.02 0.52 0.00 -36.6
[293] DSDP Site 354 5.899167 -44.1963 4052 284.8 1.50 18.99 0.02 0.00 -8.3
[293] DSDP Site 354 5.899167 -44.1963 4052 403.8 1.50 26.92 0.07 0.00 -22.6
[293] DSDP Site 354 5.899167 -44.1963 4052 527 1.50 35.13 0.09 0.00 -17.6
[293] DSDP Site 367 12.48667 -20.0467 4748 68.8 9.00 0.76 0.12 0.01 -33
[293] DSDP Site 149 15.10417 -70.0925 3972 30.2 0.75 4.03 0.06 0.00 2.3
330


























[293] DSDP Site 149 15.10417 -70.0925 3972 43.7 0.75 5.83 0.06 0.00 7.35
[293] DSDP Site 149 15.10417 -70.0925 3972 56.7 0.75 7.56 0.07 0.00 14.5
[293] DSDP Site 149 15.10417 -70.0925 3972 76.9 0.75 10.25 0.03 0.00 10.2
[293] DSDP Site 149 15.10417 -70.0925 3972 95 0.75 12.67 0.03 0.00 13.15
[293] DSDP Site 149 15.10417 -70.0925 3972 117.2 0.75 15.63 0.05 0.00 13
[293] DSDP Site 149 15.10417 -70.0925 3972 133.6 0.75 17.81 0.05 0.00 14.8
[293] DSDP Site 149 15.10417 -70.0925 3972 154.2 0.75 20.56 0.05 0.00 -10.1
[293] DSDP Site 149 15.10417 -70.0925 3972 226.4 0.75 30.19 0.05 0.00 14.7
[293] DSDP Site 149 15.10417 -70.0925 3972 253.2 0.75 33.76 0.04 0.00 11.8
[293] DSDP Site 368 17.50667 -21.3533 3366 123.1 2.00 6.16 0.09 0.00 -42.9
[293] DSDP Site 368 17.50667 -21.3533 3366 270.3 1.00 27.03 0.55 0.00 -16.8
[293] DSDP Site 369 26.59167 -14.9833 1752 108.5 1.00 10.85 0.26 0.00 -36
[293] DSDP Site 369 26.59167 -14.9833 1752 118 1.00 11.80 0.3 0.00 -35.2
[293] DSDP Site 391 28.22683 -75 4974 0.4 9.00 0.00 0.29 0.02 -43.6
[293] DSDP Site 391 28.22683 -75 4974 33.6 9.00 0.37 0.1 0.01 -36
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[293] DSDP Site 391 28.22683 -75 4974 147.8 0.90 16.42 0.12 0.00 -32.3
[293] DSDP Site 391 28.22683 -75 4974 203 0.90 22.56 0.1 0.00 -30
[293] DSDP Site 391 28.22683 -75 4974 261.9 4.30 6.09 0.21 0.01 -26.2
[293] DSDP Site 391 28.22683 -75 4974 328 4.30 7.63 1.13 0.04 -28.6
[293] DSDP Site 391 28.22683 -75 4974 357.9 4.30 8.32 0.21 0.01 -28.1
[293] DSDP Site 391 28.22683 -75 4974 472.4 3.90 12.11 0.26 0.01 -9.1
[293] DSDP Site 391 28.22683 -75 4974 529.2 3.90 13.57 0.11 0.00 -18.8
[293] DSDP Site 391 28.22683 -75 4974 565.4 3.90 14.50 0.18 0.01 -16.4
[293] DSDP Site 391 28.22683 -75 4974 584.6 3.90 14.99 0.28 0.01 -28.3
[293] DSDP Site 391 28.22683 -75 4974 640.6 3.90 16.43 1.3 0.04 -33.7
[293] DSDP Site 386 31.18683 -64.249 4792 423.8 3.00 14.13 0.3 0.01 -32.1
[293] DSDP Site 386 31.18683 -64.249 4792 435.7 3.00 14.52 0.35 0.01 -26.8
[293] DSDP Site 370 32.83667 -10.7767 4214 1.1 2.00 0.06 0.63 0.01 -26.1
[293] DSDP Site 370 32.83667 -10.7767 4214 105.7 2.00 5.29 0.32 0.01 -30.7
[293] DSDP Site 370 32.83667 -10.7767 4214 209.3 0.80 26.16 0.43 0.00 -41.3
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[293] DSDP Site 370 32.83667 -10.7767 4214 221.3 0.80 27.66 0.56 0.00 -20.9
[293] DSDP Site 370 32.83667 -10.7767 4214 447.2 3.50 12.78 0.88 0.03 -29.5
[293] DSDP Site 370 32.83667 -10.7767 4214 483.9 3.50 13.83 1.1 0.03 -20.8
[293] DSDP Site 370 32.83667 -10.7767 4214 542.5 3.50 15.50 1.36 0.04 -20.6
[293] DSDP Site 370 32.83667 -10.7767 4214 574.3 3.50 16.41 0.9 0.03 -10.4
[293] DSDP Site 370 32.83667 -10.7767 4214 617.4 3.50 17.64 0.8 0.02 -20.3
[293] DSDP Site 112 54.01667 -46.604 3657 111.1 2.50 4.44 0.05 0.00 6.7
[293] DSDP Site 112 54.01667 -46.604 3657 162.6 2.00 8.13 0.04 0.00 10.3
[293] DSDP Site 112 54.01667 -46.604 3657 202.1 2.00 10.11 0.2 0.00 -42.1
[293] DSDP Site 112 54.01667 -46.604 3657 278.1 1.50 18.54 0.23 0.00 -40.5
[293] DSDP Site 112 54.01667 -46.604 3657 289.2 1.50 19.28 0.29 0.00 -37.4
[293] DSDP Site 112 54.01667 -46.604 3657 446 1.50 29.73 0.21 0.00 -38.3
[293] DSDP Site 112 54.01667 -46.604 3657 456.2 1.50 30.41 0.06 0.00 -25.9
[293] DSDP Site 112 54.01667 -46.604 3657 586.7 1.50 39.11 0.35 0.00 -22.8
[293] DSDP Site 341 67.335 6.110667 1439 29.8 10.00 0.30 0.51 0.04 20.9
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[293] DSDP Site 341 67.335 6.110667 1439 78.3 10.00 0.78 0.45 0.04 -15.7
[293] DSDP Site 341 67.335 6.110667 1439 241.8 10.00 2.42 0.08 0.01 -40.8
[221] Location 1990 42.53333 38.41667 2005 0.025 13.56 0.00 1.207 0.14 -29.4
[221] Location 1990 42.53333 38.41667 2005 0.605 13.56 0.00 0.701 0.08 -20.2
[221] Location 1990 42.53333 38.41667 2005 1.525 13.56 0.01 0.598 0.07 14.6
[221] Location 1991 43.86667 36.9 2075 0.025 12.83 0.00 1.158 0.13 -29.2
[221] Location 1997 45.03333 36.56667 28 0.05 515.79 0.00 0.168 0.73 -25.9
[221] Location 2001 45.46667 37.33333 9 0.05 945.15 0.00 0.438 3.49 -20.3
[221] Location 2001 45.46667 37.33333 9 0.235 945.15 0.00 1.361 10.83 -23.6
[221] Location 2001 45.46667 37.33333 9 0.805 945.15 0.00 0.05 0.40 -4.2
[221] Location 2001 45.46667 37.33333 9 1.23 945.15 0.00 0.044 0.35 -3.1
[221] Location 2008 45.9 35.25 11 0.025 853.24 0.00 0.882 6.34 4
[221] Location 2008 45.9 35.25 11 0.1 853.24 0.00 0.591 4.25 6.5
[221] Location 2008 45.9 35.25 11 1.61 853.24 0.00 1.187 8.53 10.7
[221] Location 2008 45.9 35.25 11 2.81 853.24 0.00 0.937 6.73 10.7
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[221] Location 2005 46.15 36.63333 12 0.015 815.74 0.00 1.045 7.18 6.2
[221] Location 2005 46.15 36.63333 12 0.055 815.74 0.00 0.942 6.47 13.7
[221] Location 2005 46.15 36.63333 12 0.215 815.74 0.00 1.025 7.04 10.8
[221] Location 2005 46.15 36.63333 12 0.92 815.74 0.00 1.065 7.32 11
[221] Location 2005 46.15 36.63333 12 3.395 815.74 0.00 1.246 8.56 0.5
[222] ODP Site 1041 -2.91667 -86.0333 3238 3.75 5.27 0.07 0.017 0.00 -49.6
[222] ODP Site 1043 0.5 -86.1667 2760 0.5 7.59 0.01 0.092 0.01 -48.7
[222] ODP Site 1043 0.5 -86.1667 2760 1.5 7.59 0.02 0.088 0.01 -50.6
[222] ODP Site 1043 0.5 -86.1667 2760 3 7.59 0.04 0.1 0.01 -48.7
[222] ODP Site 1046 1.983333 -86.1667 3120 0.5 5.77 0.01 0.077 0.00 -44.7
[222] ODP Site 1046 1.983333 -86.1667 3120 1.2 5.77 0.02 0.054 0.00 -44.7
[222] ODP Site 1046 1.983333 -86.1667 3120 1.75 5.77 0.03 0.061 0.00 -53.2
[222] ODP Site 1046 1.983333 -86.1667 3120 2.5 5.77 0.04 0.086 0.00 -50.5
[222] ODP Site 1046 1.983333 -86.1667 3120 3 5.77 0.05 0.106 0.01 -51.5
[222] ODP Site 1046 1.983333 -86.1667 3120 3.2 5.77 0.06 0.148 0.01 -51.5
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[222] ODP Site 1046 1.983333 -86.1667 3120 3.3 5.77 0.06 0.125 0.01 -48.8
[222] ODP Site 1050 2.533333 -101.083 3330 1.2 4.90 0.02 0.123 0.01 -44
[222] ODP Site 1050 2.533333 -101.083 3330 2.5 4.90 0.05 0.073 0.00 -45.5
[222] ODP Site 1050 2.533333 -101.083 3330 3 4.90 0.06 0.062 0.00 -46.4
[222] ODP Site 1047 4 -86.1667 2360 0.5 10.28 0.00 0.016 0.00 -48.9
[222] ODP Site 1047 4 -86.1667 2360 4 10.28 0.04 0.018 0.00 -48.7
[220] ODP Site 415 31.0287 -11.6518 2794 74.59 1.78 4.19 0.142 0.00 -42
[220] ODP Site 415 31.0287 -11.6518 2794 137.905 1.97 7.00 0.24 0.00 -41.9
[220] ODP Site 415 31.0287 -11.6518 2794 576.65 20.30 2.84 0.959 0.16 -12.1
[220] ODP Site 415 31.0287 -11.6518 2794 642.89 20.30 3.17 0.746 0.13 -7.1
[220] ODP Site 415 31.0287 -11.6518 2794 711.73 20.30 3.51 0.275 0.05 -0.9
[220] ODP Site 416 32.8363 -10.801 4191 147.275 1.50 9.82 0.141 0.00 -39.7
[220] ODP Site 416 32.8363 -10.801 4191 300.15 1.50 20.01 0.406 0.01 -29.5
[220] ODP Site 416 32.8363 -10.801 4191 453.735 6.50 6.98 0.885 0.05 -31.7
[220] ODP Site 416 32.8363 -10.801 4191 1200.12 6.50 18.46 0.276 0.02 -21.3
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[220] ODP Site 416 32.8363 -10.801 4191 1233.975 6.50 18.98 0.326 0.02 -28.3
[220] ODP Site 416 32.8363 -10.801 4191 1303.27 6.50 20.05 0.461 0.03 -25.5
[220] ODP Site 416 32.8363 -10.801 4191 1328.03 6.50 20.43 0.302 0.02 -15.3
[220] ODP Site 416 32.8363 -10.801 4191 1367.45 6.50 21.04 0.272 0.01 -26.1
[220] ODP Site 416 32.8363 -10.801 4191 1389.63 6.50 21.38 0.277 0.02 -25.1
[222] DSDP Site 508 0.5333 -86.1 2783 1.87 7.46 0.03 0.049 0.00 -46.6
[222] DSDP Site 508 0.5333 -86.1 2783 11.3 7.46 0.15 0.117 0.01 -41.1
[222] DSDP Site 508 0.5333 -86.1 2783 20.86 7.46 0.28 0.079 0.00 -47.7
[222] DSDP Site 508 0.5333 -86.1 2783 31.23 7.46 0.42 0.121 0.01 -35.8
[222] DSDP Site 508 0.5333 -86.1 2783 32.1 7.46 0.43 0.135 0.01 -32.9
[222] DSDP Site 507 0.5667 -86.09 2710 3.123 7.88 0.04 0.165 0.01 -41.8
[222] DSDP Site 507 0.5667 -86.09 2695 7.36 7.97 0.09 0.298 0.02 -50.6
[222] DSDP Site 507 0.5667 -86.09 2695 13.18 7.97 0.17 0.365 0.02 -46.4
[222] DSDP Site 507 0.5667 -86.09 2692 21.64 7.99 0.27 0.101 0.01 -45.1
[222] DSDP Site 507 0.5667 -86.09 2689 22.79 8.01 0.28 0.029 0.00 -45.2
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[222] DSDP Site 507 0.5667 -86.09 2689 30.76 8.01 0.38 0.182 0.01 -48.9
[222] DSDP Site 507 0.5667 -86.09 2689 34.69 8.01 0.43 0.121 0.01 -45.2
[222] DSDP Site 509 0.589 -86.1315 2677 8.67 8.08 0.11 0.151 0.01 -40.3
[222] DSDP Site 509 0.589 -86.1315 2677 13.4 8.08 0.17 0.359 0.02 -49.3
[222] DSDP Site 509 0.589 -86.1315 2687 16.39 8.02 0.20 0.454 0.03 -48.1
[222] DSDP Site 509 0.589 -86.1315 2677 20.88 8.08 0.26 0.273 0.02 -48.1
[222] DSDP Site 509 0.589 -86.1315 2687 22.24 8.02 0.28 0.115 0.01 -48.1
[222] DSDP Site 509 0.589 -86.1315 2677 27.6 8.08 0.34 0.042 0.00 -45.3
[222] DSDP Site 509 0.589 -86.1315 2687 28.46 8.02 0.35 0.164 0.01 -45.4
[222] DSDP Site 506 0.607 -86.0913 2707 1.01 7.90 0.01 0.036 0.00 -41.2
[222] DSDP Site 506 0.607 -86.0913 2707 3.33 7.90 0.04 0.207 0.01 -48.3
[222] DSDP Site 506 0.607 -86.0913 2707 8.855 7.90 0.11 0.103 0.01 -46.2
[222] DSDP Site 506 0.607 -86.0913 2707 20.52 7.90 0.26 1.196 0.08 -43.4
[222] DSDP Site 506 0.607 -86.0913 2707 29.915 7.90 0.38 0.142 0.01 -45.5
[222] DSDP Site 506 0.6077 -86.0913 2710 23.68 7.88 0.30 0.181 0.01 -42.6
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[222] DSDP Site 506 0.6077 -86.0913 2710 23.74 7.88 0.30 0.296 0.02 -44.8
[222] DSDP Site 506 0.6077 -86.0913 2710 24.765 7.88 0.31 0.068 0.00 -43.7
[222] DSDP Site 506 0.6098 -86.0998 2710 22.48 7.88 0.29 0.122 0.01 -46.6
[222] DSDP Site 506 0.6098 -86.0998 2710 26.75 7.88 0.34 0.561 0.04 -37.6
[222] DSDP Site 506 0.6098 -86.0998 2710 28.89 7.88 0.37 0.03 0.00 -46.3
[222] DSDP Site 510 1.6132 -86.41 2781 39.85 7.47 0.53 0.187 0.01 -47.4
[222] DSDP Site 510 1.6132 -86.41 2781 68.36 7.47 0.91 0.422 0.03 -44.6
[222] DSDP Site 510 1.6132 -86.41 2781 79.35 7.47 1.06 0.304 0.02 -46.3
[222] DSDP Site 510 1.6132 -86.41 2781 102.77 7.47 1.38 0.181 0.01 -49
[222] DSDP Site 510 1.6132 -86.41 2781 112.35 7.47 1.50 0.109 0.01 -46.3
[329] 10.8925 -44.0428 5168 100 32.00 0.31 0.02 0.01 2
[329] 10.8925 -44.0428 5168 478 32.00 1.49 0.025 0.01 13.4
[329] Core 50G 1000 0.18 34.15 0.00 0.3 0.09 -23.6
[329] Core 50G 1000 0.25 34.15 0.00 0.22 0.06 -23.2
[329] Core 50G 1000 0.35 34.15 0.00 0.31 0.09 -23.2
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[329] Core 38G 1000 0.4475 34.15 0.00 0.39 0.11 -18.2
[329] Core 38G 1000 0.525 34.15 0.00 0.28 0.08 -21.5
[329] Core 50G 1000 0.55 34.15 0.00 0.39 0.11 -22.7
[329] Core 38G 1000 0.675 34.15 0.00 0.41 0.12 -17.3
[329] Core 50G 1000 0.75 34.15 0.00 0.54 0.16 -24
[329] Core 38G 1000 0.95 34.15 0.00 0.38 0.11 -14.2
[329] Core 50G 1000 0.95 34.15 0.00 0.48 0.14 -22
[329] Core 50G 1000 1.05 34.15 0.00 0.71 0.20 -17
[329] Core 38G 1000 1.15 34.15 0.00 0.33 0.09 -10.9
[329] Core 50G 1000 1.25 34.15 0.00 0.64 0.18 -16.1
[329] Core 50G 1000 1.35 34.15 0.00 0.73 0.21 -15.6
[329] Core 50G 1000 1.45 34.15 0.00 0.66 0.19 -14.6
[329] Core 38G 1000 1.675 34.15 0.00 0.53 0.15 -7.5
[329] Core 50G 1000 1.75 34.15 0.01 0.67 0.19 -13.8
[329] Core 50G 1000 1.95 34.15 0.01 0.7 0.20 -13.6
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[329] 28.625 -112.333 226 0 132.74 0.00 0.62 0.69 -20.6
[329] 28.625 -112.333 226 0.09 132.74 0.00 0.873 0.98 -21.9
[329] 28.625 -112.333 226 0.8 132.74 0.00 0.632 0.71 -15.1
[329] 28.625 -112.333 226 0.905 132.74 0.00 0.855 0.96 -8.2
[329] 28.625 -112.333 226 1.43 132.74 0.00 0.554 0.62 -16.1
[329] 28.625 -112.333 226 1.95 132.74 0.00 0.269 0.30 -9.1
[329] 28.625 -112.333 226 3.49 132.74 0.00 0.323 0.36 -6.1
[328] 10.71133 -65.1742 892 2 72.30 0.00 1.443 0.88 -31.8
[328] 10.71133 -65.1742 892 66 72.30 0.09 1.266 0.77 -32.1
[328] 10.71133 -65.1742 892 112 72.30 0.15 1.13 0.69 -30.4
[328] 33.56667 -118.467 860 0.05 166.67 0.00 0.35 0.49 -28
[328] 33.56667 -118.467 860 0.205 166.67 0.00 0.37 0.52 -30.2
[328] 33.56667 -118.467 860 0.425 166.67 0.00 0.279 0.39 -35.1
[328] 33.56667 -118.467 860 1.645 166.67 0.00 0.24 0.34 -39.3
[328] 33.56667 -118.467 860 2.52 166.67 0.00 0.231 0.32 -38.6
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[328] 33.56667 -118.467 860 3.18 166.67 0.00 0.309 0.43 -40.1
[328] 33.56667 -118.467 860 3.585 166.67 0.00 0.525 0.74 -40.6
[328] 33.56667 -118.467 860 4.19 166.67 0.00 0.267 0.37 -37.3
[328] 33.56667 -118.467 860 4.375 166.67 0.00 0.597 0.84 -40.1
[336] 11.33333 -67.5 6 6 1 155.85 0.00 0.132 1.28 9.9
[336] 11.33333 -67.5 6 6 1 155.85 0.00 0.123 1.20 4.6
[336] 11.33333 -67.5 6 6 1 155.85 0.00 0.164 1.60 0.3
[336] 11.33333 -67.5 24.4 24.4 557.20 0.00 0.1 0.47 6.3
[336] 11.33333 -67.5 24.4 24.4 557.20 0.00 0.045 0.21 4.1
[336] 11.33333 -67.5 48.8 48.8 372.97 0.01 0.072 0.23 1.35
[336] 11.33333 -67.5 48.8 48.8 372.97 0.01 0.125 0.39 1.2
[349] 41.58333 29.33333 1179 0.05 47.80 0.00 1.15 0.46 -26.3
[349] 41.75 41.5 300 0.125 106.31 0.00 0.01 0.01 -6.1
[349] 42 40.18333 1704 0.05 21.25 0.00 1.06 0.19 -33.7
[349] 42.5 34.3 2003 0.025 13.58 0.00 0.99 0.11 -27.4
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[349] 42.5 34.3 2003 0.025 13.58 0.00 1.24 0.14 -27.4
[349] 42.5 34.3 2003 0.175 13.58 0.00 1.33 0.15 -24.9
[349] 42.5 34.3 2003 0.405 13.58 0.00 1.03 0.12 -25.3
[349] 42.5 34.3 2003 1.355 13.58 0.01 1.02 0.12 -13.7
[349] 42.5 34.3 2003 2.515 13.58 0.02 0.71 0.08 15.2
[349] 42.5 34.3 2003 3.745 13.58 0.03 0.02 0.00 4.4
[349] 42.5 34.3 2003 6.8 13.58 0.05 0.03 0.00 -3.4
[349] 42.5 39 2163 0.025 11.97 0.00 1.13 0.11 -30.6
[349] 43.5 32 1773 0.05 16.38 0.00 1.31 0.18 -33.7
[349] 43.83333 33.66667 2008 0.05 47.50 0.00 0.819 0.33 -33.2
[349] 44.7 33.33333 110 0.02 222.26 0.00 0.06 0.11 -19.9
[349] 44.7 33.33333 110 0.175 222.26 0.00 0.58 1.09 -35.4
[349] 44.91667 36.18333 108 0.02 225.02 0.00 0.02 0.04 -20
[349] 44.91667 36.18333 108 0.16 225.02 0.00 0.62 1.17 -35.5
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A p p e n d i x E
THE δ34SCAS OF ORDOVICIAN TRILOBITES
Abstract
Carbonate associated sulfate (CAS) has emerged as a valuable proxy for recon-
structing the sulfur isotopic composition of seawater sulfate through time. Al-
though brachiopods are considered the most robust target for such reconstruc-
tions based on their textural preservation, other archives are needed to recon-
struct seawater δ34S during periods in which brachiopods are rare or absent.
Here, we test the potential for trilobite CAS δ34S (i.e., δ34SCAS) to serve as a
proxy for seawater δ34S using geochemically well-characterized samples from
end-Ordovician carbonates at Anticosti Island, Quebec, Canada. We show that
trilobite δ34SCAS is almost universally elevated relative to codepositional brachio-
pod δ34SCAS, suggesting that the trilobites in this study have been diagenetically
altered. Our results are supported by previous studies of the microstructure
and geochemistry of trilobite carapace material. In addition, we also test var-
ious carbonate cleaning procedures to remove non-CAS sources of SO 2–4 and
find traditional milliQ water + NaCl rinses to be most effective. We suggest that
trilobite δ34SCAS is unlikely to be a viable proxy for reconstructing seawater δ34S,
but may have utility for reconstructing local diagenetic conditions at the time of
sediment deposition.
Introduction
Chapter II of this thesis discussed the utility of calcitic brachiopods for con-
structing records of seawater SO 2–4 δ34S through time. Although calcitic bra-
chiopods are present in the geologic record for most of the Phanerozoic, their
rarity during the Cambrian and early Ordovician [300] limits our ability to study
the marine sulfur cycle during these periods with brachiopod carbonate associ-
ated sulfate (CAS) δ34S. Studies of high temporal resolution (< 1 Myr) require
development of a different proxy archive for seawater SO 2–4 within this earliest
part of the Phanerozoic.
Trilobites are an additional long-lived group of marine animals that evolved in
the earliest Cambrian and persisted until the end of the Permian [103]. These
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animals formed carapaces that are believed to have had a primary intermediate-
Mg calcite composition [214]. Notably, these animals aremost abundant during
the Cambrian when calcitic brachiopods are rare [300].
Recent work by Present et al. (2015) [262] characterized the sulfur isotopic
composition of individual carbonate components within heterogenous bioclas-
tic limestones fromAnticosti Island, Quebec, Canada. Although this workmea-
sured many (n = 21) brachiopods and identified well-preserved brachiopods as
the best targets for studies of CAS δ34S (i.e., δ34SCAS, other components were
only measured a limited number of times. Trilobite carapace fragments (n =
3) within this study yielded δ34SCAS values that were 2-5h higher than codepo-
sitional brachiopod shells [262]. However, these data were not sufficiently nu-
merous to determine the consistency of the offset or — consequently — the po-
tential utility of trilobite carapace δ34SCAS for reconstructing seawater SO 2–4 δ34S.
Here, we probe the ability of trilobite carapace fragments to preserve a primary
and/or consistent δ34SCAS signal by measuring the δ34SCAS of a large number (n
= 26) of trilobite carapace samples from well-preserved carbonates from Anti-
costi Island, Canada — i.e., the same samples studied by Present et al. (2015)
[262]. We compare the δ34SCAS of trilobites to the δ34SCAS of codepositional bra-
chiopods and find that trilobite carapace fragments are almost universally en-
riched in 34S relative to codepositional brachiopods. Furthermore, the offset of
trilobites toward higher δ34SCAS than codepositional brachiopods varies by over
15h, suggesting that the primary seawater δ34S signature cannot be precisely es-
timated from trilobite δ34SCAS data. However, measurements of trilobite δ34SCAS
may have utility for studies of the diagenetic reactions occurring early in the de-
positional history of the sediments in which carapace fragments are deposited.
Geologic Context
Anticosti Island features an Ordovician-Silurian boundary succession com-
posed of mixed carbonate-siliclastic facies deposited in a storm-dominated
tropical setting [84]. A depositional gradient exists from east to west across the
island such that near-shore siliclastic-dominated facies predominate in the east
and more distal carbonate-dominated facies predominate in the west [84]. The
trilobite and brachiopod samples measured in this study come from section 906
of Finnegan et al. (2011) [101] along the banks of the Oil River in the western
half of the island and section 908 [101, 161] along the banks of the Salmon
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River in the eastern half of the island (Figure 2). Finnegan et al. (2011) [101]
found no textural alteration of trilobite fragments from these sections. They also
concluded that the fragments’ trace metal concentrations and clumped isotope
temperatures were consistent with minimal to moderate diagenetic alteration
[101].
Methods
Samples analyzed in this study were subjected to a systematic preparation pro-
cess designed to yield CAS abundance and δ34SCAS values as uncontaminated
with non-CAS sources of SO 2–4 as possible. After removal from hand samples
using a dental pick or Dremel tool, fragments of Isotelus sp. trilobites and
brachiopods were viewed under an optical microscope to ensure the absence
of excessive micrite. Fragments were rinsed with 18.2 MΩ milliQ water and
sonicated for 60 minutes three times, leached for four hours while sonication
in a 10% (w/w) NaCl solution, and rinsed again with milliQ water three times.
To test the effectiveness of other potential cleaning methods, several trilobite
carapace and micrite fragments were ground into homogenous powders and
cleaned with only milliQ water rinses, with one or two hydrogen peroxide
(H2O2) rinses without sonication, or with one or two H2O2 rinses with soni-
cation. After cleaning, samples were transferred to acid-cleaned, pre-weighed
microcentrifuge tubes and weighed using a microbalance. Carbonate compo-
nents were dissolved by adding 0.5 N Seastar® HCl using a calibrated pipet to
liberate CAS into solution. After centrifugating at 8000 rpm for 10 minutes,
solutions were transferred to a chromatography column packed with 0.8 mL of
anion exchange resin (Bio-Rad® AG1-X8) preconditioned with 10 column vol-
umes (c.v.) 10% (v/v) reagent grade HNO3 two times, 10 c.v. 33% (v/v) reagent
grade HCl two times, and 10 c.v. 0.5% (v/v) reagent grade HCl two times. Fol-
lowing three 10 c.v. rinses of the column with milliQ water, SO 2–4 bound to
the resin was eluted with three additions of two c.v. 0.45 N Seastar® HNO3 and
collected in acid-cleaned Teflon vials. The HNO3 was subsequently evaporated
overnight in a PicoTrace hood on a hot plate at 104 °C.
Dried and purified aliquots of samples were subsequently diluted in milliQ wa-
ter for [SO 2–4 ] measurements on a Dionex ICS-3000 equipped with an AS4 col-
umn. A Na2CO3/NaHCO3 buffer was used as the eluent. Concentration mea-
surements on multiple aliquots of the same sample suggest a relative standard
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deviation of < 5%. After evaporating themilliQwater, samples were rediluted in
5% (v/v) Seastar® HNO3 to obtain an [SO 2–4 ] ∼ 20 µM. NaOH was subsequently
added to attain a [Na+] of ∼40 µM[242]. Sulfur isotope ratios weremeasured by
sample-standard bracketing on a ThermoScientific Neptune Plus MC-ICP-MS
equipped with an Aridus II heated spray chamber and desolvating membrane.
Each analysis of sample solution consisted of a set of 50 cycles of S isotope ratio
measurements, and replicate analyses of each sample solution yielded a typi-
cal standard deviation in δ34S of < 0.1h. Deep sea coral and seawater samples
served as internal consistency standards to verify the accuracy of the measured
sample ratios. All ratios here are reported as δ34S values (in per mil,h) relative
to the Vienna Canyon Diablo Troilite (VCDT) standard [75].
Results
Cleaning tests
Sulfur isotopic composition results for Isotelus trilobite carapace material sub-
jected to different cleaning protocols are shown in Figure E.1, while results
for matrix micrite material are shown in Figure E.2. Results are also docu-
mented in Table E.1. Trilobite carapace δ34SCAS measurements vary between
+23.9h and+29.3h. CAS abundances within these samples range from 7 ppm
to 404 ppm. Matrix micrite δ34SCAS measurements are less scattered and vary
between 23.9h and 25.4h with CAS abundances between 589 ppm and 1450
ppm.
Fossil δ34SCAS
CAS abundance and δ34SCAS results for samples are reported inTable E.2; δ34SCAS
values are additionally plotted in histogram form in Figure E.6. Trilobite CAS
abundances range from 54 ppm to 298 ppm, and δ34SCAS values range from
24.7h to 41.9h. In contrast, the brachiopod samples analyzed here (n = 4)
exhibit elevated CAS abundances ranging from 579 ppm to 1241 ppm, with
δ34SCAS values ranging from 15.5h to 25.1h. Two matrix micrite samples an-
alyzed have CAS abundances of 103 ppm and 193 ppm with δ34SCAS values of
30.6h and 24.0h, respectively.
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Table E.1: Cleaning test results. Samples beginning with “T” are trilobite
carapace material, whereas those beginning with “M” are matrix material.
Sample Treatment CAS (ppm) Error (1σ) 1CAS (ppm
−1) δ34SCAS (h) Error (1σ)
T1A mQ only 25 5 0.040 26.6 0.99
T2A mQ only 97 6 0.010 26.6 0.88
T3A mQ only 55 6 0.018 25.8 0.40
TA Blank mQ only 5.3
T1B mQ + NaCl 54 5 0.019 25.1
T2B mQ + NaCl 298 9 0.003 24.7
T3B mQ + NaCl 6 6 0.175 26.5 0.15
TB Blank mQ + NaCl 3.8
T1C mQ + NaCl + H2O2 (1x, no sonication) 23 6 0.044 26.1 0.09
T2C mQ + NaCl + H2O2 (1x, no sonication) 268 7 0.004 26.3 0.11
TC Blank mQ + NaCl + H2O2 (1x, no sonication) 2.9
T1D mQ + NaCl + H2O2 (2x, no sonication) 62 7 0.016 25.9
T2D mQ + NaCl + H2O2 (2x, no sonication) 253 9 0.004 29.3 0.75
T3D mQ + NaCl + H2O2 (2x, no sonication) 234 7 0.004 27.0 0.67
TD Blank mQ + NaCl + H2O2 (2x, no sonication) 0.0
T1E mQ + NaCl + H2O2 (1x, sonication) 248 8 0.004 26.8 0.09
T2E mQ + NaCl + H2O2 (1x, sonication) 286 8 0.003 26.5 0.18
T3E mQ + NaCl + H2O2 (1x, sonication) 267 9 0.004 26.6 0.81
TE Blank mQ + NaCl + H2O2 (1x, sonication) 2.0
T1F mQ + NaCl + H2O2 (2x, sonication) 237 8 0.004 26.9 0.12
T2F mQ + NaCl + H2O2 (2x, sonication) 335 10 0.003 23.7
T3F mQ + NaCl + H2O2 (2x, sonication) 24.1
TF Blank mQ + NaCl + H2O2 (2x, sonication) 6.6
M1A mQ only 316 2 0.003 25.4 0.11
M2A mQ only 226 1 0.004 25.3 0.11
M3A mQ only 307 2 0.003 25.3 0.20
MA Blank mQ only 6.8
M1B mQ + NaCl 377 2 0.003 25.2 0.09
M2B mQ + NaCl 341 2 0.003 25.4 0.02
M3B mQ + NaCl 347 2 0.003 24.2 0.03
MB Blank mQ + NaCl 7.8
M1C mQ + NaCl + H2O2 (1x, no sonication) 383 3 0.003 25.1 0.14
M2C mQ + NaCl + H2O2 (1x, no sonication) 422 3 0.002 24.5 0.09
M3C mQ + NaCl + H2O2 (1x, no sonication) 229 2 0.004 25.4
MC Blank mQ + NaCl + H2O2 (1x, no sonication) 6.4
M1D mQ + NaCl + H2O2 (2x, no sonication) 267 2 0.004 25.1 0.63
M2D mQ + NaCl + H2O2 (2x, no sonication) 449 3 0.002 24.2 0.13
M3D mQ + NaCl + H2O2 (2x, no sonication) 252 2 0.004 25.4 0.18
MD Blank mQ + NaCl + H2O2 (2x, no sonication) 9.2
M1E mQ + NaCl + H2O2 (1x, sonication) 312 2 0.003 24.7
M2E mQ + NaCl + H2O2 (1x, sonication) 381 3 0.003 23.9 0.10
M3E mQ + NaCl + H2O2 (1x, sonication) 425 3 0.002 24.0 0.09
ME Blank mQ + NaCl + H2O2 (1x, sonication) 9.5
M1F mQ + NaCl + H2O2 (2x, sonication) 426 3 0.002 24.2 0.02
M2F mQ + NaCl + H2O2 (2x, sonication) 406 3 0.002 24.2 0.09
M3F mQ + NaCl + H2O2 (2x, sonication) 510 4 0.002 24.0 0.15
MF Blank mQ + NaCl + H2O2 (2x, sonication) 5.1





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































mQ+NaCl + H2O2 (1x, no sonication)
mQ+NaCl + H2O2 (2x, no sonication)
mQ+NaCl + H2O2 (1x, sonication)







Figure E.1: Plot of δ34SCAS results for Isotelus trilobite carapace samples
subjected to various cleaning protocols. Symbol color denotes cleaning
protocol used. Horizontal axis simply offsets the results, and distance along
the axis has no significance.
Discussion
Cleaning tests
Previous studies of methods for extracting CAS from carbonates [208, 334, 367]
have found oxidation of solid phase sulfides to be a potentially significant source
of contamination in CAS measurements, particularly when oxidants are used
to remove reduced sulfur phases such as organic S and pyrite. The results of
our cleaning tests support these findings. Although trilobite carapace material
shows no systematic variation in δ34SCAS with respect to the cleaning protocol
applied, matrix micrite material shows a tendency toward lower δ34SCAS values
whenprotocols utilizing oxidativeH2O2 rinses are applied. These trends become
more clear if our δ34SCAS data are plotted against the inverse of CAS abundance
(Figures E.3 and E.4): trilobite carapace samples shows little to no trend in this
space, but matrix material exhibits a clear trend toward lower δ34SCAS as the in-
















mQ+ NaCl + H2O2 (1x, no sonication)
mQ+ NaCl + H2O2 (2x, no sonication)
mQ+ NaCl + H2O2 (1x, sonication)







Figure E.2: Plot of δ34SCAS results for matrix micrite samples subjected to
various cleaning protocols. Symbol color denotes cleaning protocol used.
Horizontal axis simply offsets the results, and distance along the axis has no
significance.
trend suggests mixing between a high CAS abundance, low δ34SCAS phase and
a lower CAS abundance, higher δ34SCAS phase. Our trilobite carapace material
was derived from fragments of relatively pure fossil calcite and presumably con-
tains little to no pyrite. The matrix micrite, on the other hand, included dissem-
inated pyrite grains that were visible under optical microscopy in polished thick
sections cut through carapace-bearing matrix material (Figure E.5). Our obser-
vation of decreasing δ34SCAS and increasing CAS abundance in cleaning proto-
cols subjecting this material to oxidative leaches supports previous findings by
Wotte et al. (2012) [367] of incomplete reduced S removal and CAS measure-
ment contamination when oxidants were used to clean CAS samples.
Overall, our cleaning test results indicate that milliQ water and NaCl rinses are
the most effective method for removing potential sources of CAS contamina-
tion. Oxidative steps to remove reduced sulfur do liberate some sulfur from
























mQ+NaCl + H2O2 (1x, no sonication)
mQ+NaCl + H2O2 (2x, no sonication)
mQ+NaCl + H2O2 (1x, sonication)
mQ+NaCl + H2O2 (2x, sonication)
Figure E.3: Plot of δ34SCAS versus the inverse of CAS abundance for Isotelus
trilobite carapace samples subjected to various cleaning protocols. Symbol
color denotes cleaning protocol used.
same procedure was recommended byWotte et al. (2012) [367]. Carbonate dis-
solution under anoxic conditions could further reduce potential contamination
from reduced phases, especially in samples that are rich in pyrite; however, the
presence of Fe(III) oxidant in many bulk sedimentary samples likely reduces
the effectiveness of such efforts [208, 334].
Fossil δ34SCAS
All of our data collected via the mQ+NaCl cleaning protocol for biogenic sam-
ples (trilobites and brachiopods) and a few matrix samples are shown in his-
togram form in Figure E.6. When plotted in this manner, the distinction be-
tween the δ34SCAS exhibited by brachiopod samples and the δ34SCAS exhibited
by trilobite samples becomes very clear: with the exception of two data points
from our cleaning tests, all trilobite δ34SCASmeasurements fall above +26h and
are outside of the 2h range (+24hto +26h) in which most of the brachipod
δ34SCAS data collected by Present et al. (2015) [262] fall. In contrast, eight of our
nine brachiopod δ34SCAS measurements do fall within this range. These results

















mQ+ NaCl + H2O2 (1x, no sonication)
mQ+ NaCl + H2O2 (2x, no sonication)
mQ+ NaCl + H2O2 (1x, sonication)








Figure E.4: Plot of δ34SCAS versus the inverse of CAS abundance for matrix
micrite samples subjected to various cleaning protocols. Symbol color denotes
cleaning protocol used.
water δ34S. Trilobite δ34SCAS appears to preserve seawater- and brachiopod-like
δ34S values with low frequency and is not an ideal target for these studies.
A plot of δ34SCAS versus the inverse of CAS abundance for most of our data
(Figure E.7) provides some clues as to why our trilobite δ34SCAS data deviate so
strongly from brachiopod δ34SCAS in the same rocks. Although some scatter in
the data exists, both brachiopod δ34SCAS and trilobite δ34SCAS show trends of in-
creasing δ34SCAS as 1CAS increases (i.e., as CAS abundance decreases). As in sim-
ilar plots from our cleaning tests, such a trend suggests mixing between high
CAS abundance, low δ34SCAS and low CAS abundance, high δ34SCAS phases. The
low δ34SCAS end member in this case appears to be pristine brachiopod calcite
with a δ34SCAS just below 25h. Higher δ34SCAS values can likely be attributed to
incorporation of pore water SO 2–4 elevated in its 34S content due tomicrobial sul-
fate reduction during early diagenesis (e.g. [278]). Observation of similar, but
muted trend in our brachiopod data is interesting; this suggests that this incor-
poration may also have affected brachiopod calcite, but to a lesser degree. The
more shallow slope suggests an altered end member with lower δ34SCAS and/or






Figure E.5: Thick section images. (A) Binocular microscope image of
polished thick section cut from Anticosti 906 hand sample that includes
trilobite carapace fragments (brown, horizontally-oriented materials). Red box
denotes approximate limits of the region imaged in (B). Image taken under
reflected, plane polarized light at 1.25x magnification. (B) Reflected light,
plane polarized image of area denoted by red box in (A). Yellow text denotes
the trilobite carapace (finely crystalline, horizontal feature). Red text and
arrows denote the locations of two highly reflective grains of pyrite
disseminated throughout the sample. Note the heterogenous nature of the
matrix (e.g., the presence of both micrite and sparry calcite). Image taken at 5x
magnification.
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brachiopod calcite thus may have been altered within a more shallow, less ex-
tensive depth interval than the trilobite calcite.
Additional evidence for a diagenetic influence on our trilobite δ34SCAS data
comes from studies of trilobite carapace microstructure [48, 82, 213, 214, 215,
227, 332, 364]. Unlike the organic-poor, low porosity microstructure of impunc-
tate brachiopods [286, 340], trilobite carapaces include surface cavities [215] up
to ∼15 microns in diameter and may in some cases be cut by canals similar to
those observed in modern arthropod exoskeletons [82, 213, 332]. This porosity
may be infilled with diagenetic minerals after death [215]. Teigler and Towe
(1975) [332] documented narrow pore canals in Isotelus sp. fragments like those
analyzed here, suggesting that the inclusion of some diagenetic calcite in our
specimens is likely.
Given the high frequency with which the specimens here appear to have been
post-depositionally altered, is there any utility to measuring trilobite carapace
δ34SCAS? McAllister and Brand (1989) [214] have noted that trilobite fragments
collected from shales are often better preserved than similar fragments collected
from limestones, as is also the case with brachiopods (e.g. [122]). The speci-
mensmeasured here were collected exclusively from limestones; future study of
the δ34SCAS of trilobite fragments collected from shales may yield more promise
for reconstructions of primary seawater δ34S. In addition, the relatively consis-
tent enrichment of most trilobite samples here in 34S suggests a common de-
gree of alteration among most fragments. Reconstructing the intensity of mi-
crobial sulfate reduction in an environment at the time of deposition may be
possible if these altered trilobite data are combined with unaltered brachiopod
data, constraints on carapace porosity, and sedimentation rate estimates (e.g.
[278]). Such a possibility warrants further investigation.
Finally, we briefly call attention to our observation of one brachiopod δ34SCAS
near +15h. Present et al. (2015) [262] also found one brachiopod to exhibit
an anomalously low δ34SCAS of +16.6h. Neither this study nor Present et al.
(2015) [262] identified the taxonomy of the brachiopods measured for δ34SCAS,
preventing us from assessing whether these low δ34SCAS values are associated
with a distinct taxon. However, our observation of a taxon-specific δ34SCAS effect
inChapter II of this thesis suggests that such a taxon-specific δ34SCAS offset could
be a possibility. The large size of this apparent effect would have significant










































































































































































Figure E.7: Plot of δ34SCAS versus the inverse of CAS abundance for all
biogenic carbonate data subjected to the mQ + NaCl cleaning protocol. Two
matrix data points also included, and two trilobite data points with unusually
low CAS abundance are not shown.
Future studies should probe this possibility in detail.
Conclusions
We have measured the sulfur isotopic composition of carbonate associated sul-
fate (CAS) in late Ordovician Isotelus trilobite fragments and contemporane-
ous brachiopods fromAnticosti Island, Quebec, to test the potential for trilobite
δ34SCAS to serve as a proxy for seawater SO 2–4 δ34S. We have also tested the ef-
fectiveness of various carbonate cleaning protocols. We find traditional milliQ
water + NaCl rinses to be themost appropriate means to clean carbonates with-
out adding CAS contamination from other sulfur phases. Our results show that
trilobite δ34SCAS exceeds brachiopod δ34SCAS in almost all cases. The degree of
this 34S-enrichment varies from sample to sample, preventing trilobite δ34SCAS
from being used to precisely constrain seawater δ34S. A diagenetic origin for the
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enrichment is supported by previous microstructural and geochemical studies
of trilobite remains. Further investigation into the δ34SCAS of trilobites collected
from shales and other localities is needed to determine if elevated δ34SCAS is
unique to Anticosti Island or is universal among trilobite samples globally. Our
results suggest that trilobite δ34SCAS is unlikely to be a useful proxy for seawater
δ34S, butmay have utility for reconstructions of the intensity of microbial sulfate
reduction in a given locality during sediment deposition.
