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0 Abstract 
In Chapter 1 of this thesis we give some elementary definitions and 
prove the following three theorems: 
1. 1 Every positive integer n greater than one oan be expressed in the form 
n = p1 p2 ••• pk where each of the pi is a prime number~ 
1. 2 Every integer n greater than one can be expressed in standard form in 
a1 a2 a. 
one and only one way. IE we write n = p1 p2 ••••• pj J, where p1 < p2 < •• ~ < pj 
and each a. is greater than 0, then n is expressed in standard form. 
1 
1. 3 The number of prime J?.Umbers is infinite. 
After Euclid had proved trheorem 1. 3, the natural question asked by 
mathematicians was how many prime numbers are there less than a given 
0 number x. Our thesis is devoted to some of the answers given to this question. 
K. F. Gauss, some time between 1790 and 1800, conjectured that the 
number of primes less than or equal to xis asymptotically equal to x/log(x). 
E. Landau has called this conjecture the prime number theorem. It was not 
until about a century later in 1896, however, that J. Hadamard was finally able 
to prove it. 
Chapter 2 is concerned with a historical discussion of the development 
of various proofs of the theorem. 
The Russian mathematician P. L. Tchebychef was the first to make a 
significant contribution toward a proof of the prime number theorem. Let 1r(x) 
represent the number of prime numbers less than or equal to x. Tchebychef 
0 
0 
0 
0 
proved that 7r(x) lies between 0 •. 92lx/log(x) and 1. 106xjlog(x).. He also proved 
that the limit as x tends to infinity of 7r(x)/(xjlog(x)) must equal one if that 
limit exists. These were quite remarkable results considering the comparatively 
elementary mathematical tools which Tchebychef had at his disposal. Much 
deeper analysis proved to be necessary before a final proof of the theorem could 
be given. 
A discussion of Tchebychef~s work can be found in Chapter 3. 
Hadamard~s proof of the theorem is outlined in Chapter 4. The chapter 
i 
includes substantial excerpts from Hadamard's original paper bn the subject. 
His proof makes extensive use of the ~emann zeta function and complex function 
theory. It gives some indication of the level of mathematical sophistication 
required to prove the theorem~ 
In Chapter 5 we sketeh briefly some of the other analytic proofs of the 
prime number theorem, all of which entail the use of the '.Riemann zeta funetion. 
These include the proofs of Landau, Bochner, Estermann and Littlewood. 
tuJAtzrJ>s 
In 1949 A. Selberg gave the first proof of the -prime number theorem which 
A 
does not involve the use of the zeta function.~is proof is elementary in the sense 
that it uses practically no analysis except the simplest properties of the logarithm. 
<t.-SW~ p~~ hV · 
A major portion of Selbe:t'g,}WQef is reproduced verbatim in Chapter 6. 
~ 
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0 Introduction 
The purpose of this paper is to survey some of the outstanding work done in 
the process of proving the prime number theorem~ This theorem, so named by 
E. Landau, states that the number of primes less than or equal to a positive real 
number xis asymptotically equal to x/log(x). We note here that whenever any 
. . 
reference is made to logarithms in what follows, these will always be Napierian 
logarithms~ 
It is notable that in many of the·proofs of the prime number theorem the authors 
have used results from other mathematical rigors quite freely, ·often with no Tefer-
ence to the source~ Wherever this has been done, the same practice has been 
followed in reviewing the contriliutor~s work~· 
0 The Riemann zeta function is of fundamental importance in all of the analytic 
proofs of the prime number theorem~ We have used all needed theorems relating 
to this function without proof~ The best single reference for this subject is perhaps 
E'! C'! Titchmarsh:s work, R14 in the bibliography, and some specific references 
to this book will be found in the footnotes. 
Following the introduction, there is a brief note on notation. Then in Chapter 
I three elementary theorems about prime numbers are proved and a short discussion 
of their relation to the development of the prime number theorem is given'! Chapter 
II is devoted to the historical development of the theorem~ In Chapter ill the work 
of Tchebychef is outlined'! In Chapter IV J'! Hadamard~~ proof of the theorem is 
presented. A summary of some of the other analytical proofs is offered in Chapter V 
0 i 
:4f and the last chapter is devoted to an account of the modern ~:~lementary'::_proofs 
by Selberg and Erdos~ 
ii 
0 
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Note on Notation 
Suppose that n is an integral variable which tends to infinity and that x is a 
continuous variable which tends to infinity or to zero or to some other limit:i.Dg 
value. Let cp(n) or cp(x) be a positive function of nor x and let F(n) or F(x) be 
any other function of n or x~ 
(1) F =<D(cp) means that F is less than Acp where A is independent of nor x for 
all values of n or x in question'! 
(2) F = o( cp) means that F I cp tends to zero~ 
(3) F N 0 means that F jcp tends to one. 
(4) F ~ cp means that Acp < F < Bcp where A and B are both positive and indepen .. 
dent of nor x. This is read F is of the same order of magnitude as cp~ Note that 
F = o(cp) implies and is stronger than F = O(cp)'! 
(5) If d and n are both integers, the notation d I n' should be read dis a divisor of n. 
(6) The symbol [x] means the largest integer less than or equal to x~ The squre 
brackets will not be used for any other purpose in this paper~ 
(7) The symbol L F(p) when there is no indication of the values of p 0ver which 
p 
the sum is taken will mean the sum over all the prime numbers. 
(8) I x ~ will mean the absolute value of x~ 
0 iii 
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Chapter I 
Prime Numbers 
Definition 1 Divisor 
I 
If d and n are any two positive integers~ then d I n if an~ only lf ther-'e exists 
a positive integer d~ such that dd~_ equals n~ 
Definition 2 Prime or Prime Number 
If n is an integer greater. than one, and the only divisors of n are 1 and n 
itself, then n is called a prime .number, or, more simply, a prime. 
1 Proof: 
Theorem 1.1 
Every integer n, greater than 1, can be expressed in the ferm 
n = p1 p2 ~ ~ ~ pk where each p is a prime'! 
If n is a prime, the theorem is true~ If n is not a prime, it has a smallest 
divisor d1 such that d1 d2 = n'! And 1 < d1 === d2 < n~ d1 must be a prime~ If it 
were not, it would have a smallest divisor d3 and we could wxite d1 = d3 d4 with 
1 ~ d3 < d1~ 
Then n = d3 d 4 d2 = d3 d5~ Then, from the definition of divisor~ d31 n'! d3, however, 
< d1 which is supposed to be the smallest divisor of n~ Hence, the assumption that 
d1 is not a prime is incorrect~ 
The above argument establishes that either n is a prime or n is divisilile by 
some smallest prime which we call p1~ Then n = p1n1 with 1 < p1 < n'! Then 
n = p1n1 = p1 p2 n2 with 1 < p1 === p2 < n2 < n1 <h. 
, 1·1 
• Continuing this process, we obtain a decreas:ing sequence of :integers n, n1, "! "! "! ,nk 
for each of which we have only two alternatives. Eventually, we must reach a state 
where the first alternative holds; i! e'!, where n is a prime'! Call this prime pk+l'! 
Then n = p1 p2 "! "! '!PIJlk+l with p1 :s p2 ~ "! "! "! :s pk ::s pk+l'! Successive p:_s may, 
of course, be equal; i'!e'!, pi= pi+!'! If we comb:ine each set of equal primes :into 
a s:ingle factor by using exponents, we can write: 
a1 a2 a. 
n = p1 p2 "!"!"! pj J w:qere p1 < p2 < "!"!• < pj and each ai > 0'! 
The subscripts on these p~~ with the exception of 1 do not necessarily refer to the 
same primes as before. When n has been represented in this way, we say that n 
is expressed :in standard form'! 
2 Proof: 
Theorem 1.2 
An :integer n greater than 1 can be expressed in standard 
form :in one and only one way'! 
Make the initial assumption that there exists a set of integers m 1, m2, "! "! "! , mi 
each greater than 1 and each capable of be:ing expressed :in standard form in more 
than one way"! This set must conta:in a smallest such :integer which we call n'! 
Then we can write: 
n = P1 P2 "! "! '! Pr = q1 q2 "! ~ "! qs where the p'-s and q~~ are all primes and we can 
arrange these factors so that p1 :s p2 :s "! .. :s pr and q1 :s q2 < "!"!• :s qs'! It is 
not possible for one of the p~s to equal one of the q~s'! If there were such a p, we 
~- .... 
1 .. 2 
0 could divide through the equation by it to get two different prime factorization:s' of 
the integer (n/p) which is less than n~ This contradicts the assumption that n is 
the smallest number in the set postulated above~ 
Assume that p1 < q1'! If it were not, we could interchange the letters p and 
q and the letters r and s everywhere to secure this desired form'! Then: 
n~ = p1 q2 ·~· qs <n'! Hence, 
m = (n- n~) ~s positive and is less than n~ Hence, m has a unique prime factori-
zation which we can write in either of the two ways: 
m=q1 q2 '!~'! qs -p1 q2 •'!'!qs=p1p2 '!••Pr -p1 q2 ·~'! qs'! Wecanrewritethis 
in the form: 
m = (q1 - P1) q2 '!'!~ qs = P1 <P2 '!'!'! Pr- q2 •'!'! qs)"! Since (q1 - p1) is less than 
0 n, it has a unique prime factorization which we write as 
0 
(q1 - p1) = s1 s 2 '!~· s3, the s~s being primes'! Similarly, {p2 '!"!'! pr- q2 ~"!'! qs) 
has a unique prime factorization which we write as t 1 t2 "! "! '! tk' with each t a prime'! 
By direct substitution, this gives 
< 
m = s1 s2 •'!"! sj q2 "!'!"! qs = p1 t 1 "!•"! \:'! Since m has a unique prime factorization, 
p1, which is not equal to any of the q~s must equal one of the s~~'! We say that 
p1 = s1, rearranging· the order of the s:s and changing their subsGripts if necessary"! 
Then (q1 - p1) = p1 s2 •• '! sj = p1 ~where z is an integer"! Then q1 = p1 (1 + z) 
where (1 + z) is an integer'! Then, from the definition of divisor, it follows that 
p1 J q1• Since q1 is a prime, its only divisors are 1 and q1 itself"! pl' being a prime, 
I-3 
Q is greater than I and it is less than qi'! Hence, our initial assumption was in-
correct. 
4 Proof: 
3 
Theorem I.3 
The numper of primes is infinite. 
Assume that there are only a finite number of primes~ Call these 
pi, p2,. •. , pk. Then form the number n = I + p1 p2'! •• pk~ Clearly n is not 
divisible by any of the primes pi, p2 , '! •• , pk since if it were, 1 would also have 
. 
to be divisible by that prime. Since n is greater than pk' we can claim by using 
Theorem I. I that either n is a prime greater than pk or ~lse n is divisible by 
some prime p which is also greater than pk~ In either case we have shown the exist-
Q ence of a prime larger than the supposedly largest prime~ Since the argument can 
be repeated indefinitely, the number of primes is not finite~ 
Each of the theorems proved in this Chapter will be pertinent to our discus-
sion of the prime number theorem'! 1. I is essential to the proof of I. 2. Euler used 
I. 2 to exhibit an infinite product representation of the Riemann zeta function t(s). 
This function plays a vital role in the analytic proof of the prime number theorem'! 
If I'! 3 were not true, it would be unnecessary to seek an asymptotic expression for 
the number of primes not exceeding a given number x~ 
0 I-4 
0 
Footnotes 
1. The proof given here is based on the proof of theorem 1, Chapter 1 in RlO. 
2. Compare with R4 page 23~ 
3. Note that ~heorem 1. 2 would not be true if 1 were counted as a prime. 
. . 
The proof given here is based on that of Euclid which can be found in 
:~~lements::.' Book IX, proposition 20~ 
0 
0 I-5 
0 Chapter IT 
Historical Notes 
The Greek mathematician Eratosthenes, a contemporary of Euclid, sug-
gested the following very natural way of finding the number of primes not exceeding 
a given integer n~ List the numbers 2, 3, ••• , n. From the definition of prime num-
ber, we see that 2 is a prime~ Erase all multiples of 2 greater than 2 itself since 
none of these is a prime. The first number not yet erased is 3 which must be a 
prime since it is not divisible by any prime less than itself. Era~e all remaining 
multiples of three eoccept 3 itself. Continue this process until all multiples of the 
largest prime not exceeding ~'];_ with the exception of that prime itself have been 
erased. All the remaining numbers will then be primes~ This is still one of the 
Q best ways of finding all the primes not exceeding a specified integer n. 
0 
By 7r(X) we shall mean the number of primes less than or equal to a given 
positive real number x~. After the work of Eratosthenes, mathematicians turned 
their attention to the task of finding an expression, in terms of elementary functions, 
which would yield the exact value of 7r(x) for any prescribed x'! When an immense ~ 
·amount of time and effort devoted to this task failed to provide any worthwhile results, 
investigators began to suspect that no such expression existed. 
Abandoning this unprofitable approach, mathematicians ne;xt tried to find some 
function F(x) which would be a '·'!5ood~~ approximation for 7r(x). By a ::15ood~~ ap-
proximation of 7r(x) they had in mind a function F(x) such that the limit as x ap-
proaches infinity of 7r(x)/F(x) equals 1. When a relation such as this holds, we say 
IT-1 
Q that 7l'(x) is asymptotic to F(x) and vice versa~ 
K. F'! Gauss {1777-1855) seems to have been the first to suggest what later 
mathematicians proved to be an appropriate function. On the back page of a c.oplJ 
of Schultz~ s ·~:!able of Logarithms~: Gauss wrote his conclusion that the numbe;r of 
primes less than A for A very large is approximately equal to Ajlog(A). 1 We 
have no evidence that Gauss ever proved this conjecture'! It seems likely that he 
arrived at the conclusion empirically'! 
A. M. Legendre {1752-1833) in 1798 proposed the foJ+owing: 
Let a be any positive integer and b be the number of primes less than a. Then 
when a is very large, b is approximately equal to aj(.blog (a)+ B)~ A and B be:ing 
constants. In 1828 he made the more precise suggestion: when xis very large,. 
Q the number of primes between 1 and x can be quite satisfactorily estimated by 
x/(log (x) - 1'! 08366)'! Legendre was well aware that he could not prove these 
0 
. . . 2 
mtuitions. 
The famous Russian mathematician P'! L'! Tchebychef (1821-1894) was the 
first to make substantial progress toward a proof of the prime number theorem'! 
Tchebychef proved in 1850 that 7!'(x) is of the same order of magnitude as xjlog (x) 
of, more precisely, that 7!'(x) lies beween 0. 921xjlog (x) and 1'! 106xjlog (x). He 
was able to prove that if the limit as x approaches infinity of 7!'(x)/(xjlcg. (x)) exists, 
·that limit is 1'! 3 He was not, however, able to prove the existence of this limit. and 
so to present a complete proof of the prime number theorem'! J. J'! Sylvester, us:ing 
Tchebyche:Bs methods, yras able to narrow these limits and show that 7l'(x) lies be-
4 
tween 0. 95xjlog (x) and 1'! 05x/log (x)'! Tchebychef was able, us:ing these results, 
TI-2 
0 to prove Bertrand~_s postulate which states that for x greater than 3/2 there always 
exists at least 1 prime number between x and (2x - 2) inclusive. 
00 
Leonhard Euler (1707-1783) noted in 1737 that the ~ n-s = IT (1 .. p •s) -\ 
n=1 p 
~s identity proved to be an invaluable link in the chain leading to the first proof 
of the prime number theorem~ 
eri-c< 00 
G~ F. B. Riemann (1826-1866) studied the function !;(x) = ~ n -s, s being a 
n=1 
complex number = u +it~ This work developed the tool whose sharpening led to 
the first proof of the prime number theorem. The proof was provided independently 
by J. Hadama;rd of France and Charles de la Vallee-Poussin of Belgium. 
Other proofs have been given by von Koch of Stockholm in 1901, byE~ .Landau 
Q in 1903; by G~ H~ Hardy and J'! E. Littlewood in 1915 and by Norbert Wiener in 1930. 
0 
E'! Landau, T. S. Estermann and S'! Bochner have all produced refinements of 
Wiener~s .proof. 
Jn 1949 Atle Selberg and P. Erd~s collaborated on a proof of the prime num-
1}11-
her theorem which does not entail the use of the function s~x) 5• Selberg alone has 
published a proof which is essentially different from that just mentioned'! His proof 
also makes no use of the zeta function. 6 
ll-3 
0 
1. 
2. 
3. 
4~ 
5. 
6. 
0 
0 
See R1~ Vol. I~ page 157 ~ 
R13 Chapter I, section 2. 
See R5 page 439~ 
Ibid. 
Footnotes 
~e proof is given in full detail in R6 pp. 374·384. 
Compare R15 pp~ 305·313'! 
0 
0 
0 
Chapter ill 
The Contributions of Tchebychef 
Definition 3 The Meebius Function 
The Moebius function J..t(n) for n a positive integer is defined as follows: 
(a) p.(l) = 1'! 
(b) p.(n) = 0 if n has a squared factor'! 
(c) _J:C(p1 p2 '!'!'! PJ = (•l)k if the p:_s are all different primes'! 
Definition 4 Lambda of n 
i\(n) =log (p) if n = pm where pis a prime and m is a positive integer and 
i\(n) = 0 otherwise'! 
Definition 5 O(x) 
Let S be the set of all primes p such that p is less than or equal to x. Then 
O(x) = l: log(p) =log (p1 p2 '! '!. pk)'! p1, p2, •• '!, pk are all the primes less than or s 
equal to x. 
Definition 6 l/J(x) 
fXJW~ 
Let s~. be the set of all prime ~ p such that pm is less than or equal to 
x. Then 
l/J(x) = l: log (p) which also equals 
s~ 
l: i\(n) 
n:Sx 
The work in this Chapter depends heavily upon the function l/J{x) and to a lesser 
extent upon O(x). Throughout the Chapter, x will represent a positive real number, 
Q not necessarily an integer~ m, n, j, k, etc. are integers and pis a prime'! We 
suppose always that x is equal to or greater than 1. 
If pm is the largest power of p not exceeding x: log (p) occurs m times in 
l/J(x)'! Also, pm is the highest power of p which divides any number equal to or less 
than x. We can write 
(3.a) l/J(x) =·log (U(x)) where U(x) is the least common multiple of all integers 
less than or equal te X-: Alternatively, 
(3-:b) l/J(x) = I: [log (x)jlog(p)] log (p)~ 
p::::;x 
P.roof: 
Consider any prime p less than or equal to x~ l/J(x) receives a contribution 
Q log (p) from each of the numbers p, p2, '! ~ ~: pm where pm is the highest power of 
0 
p less than or equal to x'! Hence, the total contribution to l/J(x) resulting from the 
powers of p is m log (p)'! Since pm is the highest power of p which is less than or 
equal to x, m is the greatest integer such that m is less than or equal to 
log [~)/log (p)'! This is just by definition [log (x)/log (p)] ~ If we now sum over all 
p less than or equal to x, the conclusion follows'! 
S. 2 < · 3 < m < . al < 1/2 < 1/3 mce p - x, p - x, '! •• , p - x are eqmv ent to p - x , p - x , '! '! '! , 
1/m p::::; x , we have 
l/J(x) = O(x) + e(x1/ 2) + ~ ~ ~ + O(x1/m) where m = [log (x)/log (2)] ~ 
It is obvious from the definition that e(x) is less than x log (x), for x equal to or 
greater than 2, A fortiori;tlx1/m is less than ~1/n) log(x) which is equal to or 
m-2 
., 
0 
1/2 less than .x log (x)~ m is always equal to or greater than 2~ Then 
~ G(x1/m) = O(x1/ 2 (log(x))2) since there are only (m-1) which is less than 
m2::2 
log(x)/log(2} terms in the series~ As a result we have: 
Theorem 3.1 
1/2 2 l/J(x) = O(x) + O(x (log(x)) )~ 
Theorem 3.2 
Ol(x) and l/J(x) are both of order x. 
,. 
This may be stated in the form:-
(3.c} A:x < O(x) < Bx and Cx < l/J(x) < Dx~ A, B, C and Dare positive con-
stants independent of x. x is equal to or greater than 2~ 
0 Proof: 
It·is sufficient after Theorem 3~ 1 to prove that O(x) is less than Bx and l/J(x) 
is greater than Cx~ x must be equal to or greater than 2~ As a matter of fact, we 
can prove a result a little more precise than 3~c, namely: 
Theorem 3.3 
6'(n) is less than 2n log (2) for n equal to or greater than 1~ 
Proof: 
Let M = (2m + 1)~_/m~. (m + 1): which is equal to (2m + 1} (2m}~ ~ "! (m+2}/m~:. "! 
Th. · · hi h · · th b. "al · (1 + 1)2m+l S 1s 1s an mteger w c occurs tw1ce m e mom1 expanswn ~ o 
2M< 22m+1 and M <22m~ 
TII-3 
0 
0 
0 
0 
-
If (m +I)< p .:5 (2m+ 1)~ p divides the numerator but not the denominator of M'! 
Let S!~.be th~ set of all prime~ p such that p > (m + l).but .:5 (2m+ 1)'! Then:~0 IT p is a divisor· of M~ Hence, 8(2m + 1) - e(2m) = ~ log (p) .:5 log (11) < (2m 2)'! 
s~ s~ 
Theorem 3~ 3 is trivial for n = 1 and for n = 2~ Suppose that it is true for all n .:5 N - 1~ 
If N is even we have O(N) = e(N - 1) < 2(N .. I) log (2) < 2N log (2)'! If N is odd, say 
-
N = (2n + 1); then 
O(N) = 8(2n + 1) = B(2n -1: 1) - B(m + 1) + B(m + 1) < 2m log (2) + ((m + 1) log (2) 
= 2 (2m+ 1) log (2) = 2N log (2) since (m + 1) is less than N'! Hence, by induction 
Theorem 3. 3 is true for all n'! Then the first part of Theorem 3-: 2 follows at once~ 
We now prove the second part of 3'!2'! Note that the integers 1, 2, '!·~, n 
include just [n/p] multiples of p~ just [n/p2] multiples of p2 etc~ Then the following 
theorem is obviously true'! 
(3.e) 
Theorem 3.4 
nl" = JI pj(n;p) wbere j(n,p) = L;. [n/p~rite N = 
p k Yl~l :L] ~ 1/: 
2 IT p . \'~~~ m m (2n)~/(n~) = p • Then by 3. 4d, LJ <t2n/p ] .. 2[n/p ] )'! 
p:::2n m=l 
Each term in parentheses is 1 or 0 according as [ 2n/p m] is odd 
or even'! In pa:rticular, the term is 0 if p m > 2n'! Hence, 
k .::: [log (2n)/log (p)] and log (N) = ~ k log (p) .::: ~ 
p p:::::lnp p < 2n 
[log (2n)/log (p)] log (p) = 'ljJ(2n)~ But we have 
N = (2n)~ /(nU2 = { (n + 1)/1} { (n + 2)/2} ~ ~ '!{ (2n)/n} :::= 2n ~ So 
'ljJ (2n) :::= nlog (2)~ 
m-4 
-
0 For x :::: 2 we put n = [x/2] :::: 1 and have 
ifJ(x):::: ifJ(2n):::: 2n log (2):::: (x/4) log (2) which is the second 
part of 3.2"! 
Theorem 3.5 
7r(x) is of the sa:tne order of magnitude as x/log(x). 
.. .. ~ . 
Proof: 
In the first place; O(x) = l: log(p)::: log (x) L; (1) = 7r(X) log(x)~ 
p:::x p<x 
Therefore 
(3~g) 7r(x):::: O(x)/log(x) > Ax/log(x)~ On the other hand if d > 0 and< 1, 
O(x) :::: l: log (p), which is equal to or greater than 
1 .. d 
x <p:5x 
0 ~ 1-d 1-d (1-d) log JX, LJ (1) = (1-d) log (x) {7r(X) .. 7r(X )} :::: (l·d) log(x) {7r(x) - x } ~ 
1 .. d 
x <p:Sx 
Then 
(3.h) L... 1t:d 7r(x) = x + O(x)/{ (1-d) log (x)} < Ax/log(x)~ 
Theorem 3.6 
7r(X) N O(x)/log(x) N 1/J(x)/log(x). 
. ' 
Proof: 
After 3~ 1 and 3~ 2, we need to consider only the first assertion~ It follows 
from 3.g and 3~h that 
l·d . 
1::: 7r(x) log (x)/O(x)::: x log(x)/O(x) + 1/(1-d)~ Now for any e greater than 0 we 
can choose d = d(e) so that 1/(l .. d) is less than 1 -i- e/2 and then choose x = x (d,e) 
0 0 ' 
0 
0 1-d d =x
0
(e)sothatx {log(x)/9{x)} < Alog(x)/x <e/2forallx>x0~ Hence 
0 
c 
1 :::= '1I'(x) log (x)/ e(x) < {1 + e) for all x > x0~ Since e is arbitrary, the first 
of 3'! 6 follows at once'! 
i 
t 
Footnotes 
1. This theorem has proved o1 great importance in proving the prime number 
theorem'! It has served as the starting point for a number of pro<;>fs'! The 
functions O(x) and 1/J(x) have proved much more tractable than 7!'(x) itself'! 
As a result of 3'! 6 it is evident that proving either O(x) tv x or 1/J(x) tv x is 
equivalenttto proving the prime number theorem. Hardy and Littlewood 
in R~e able to show that 1/J(x) tv x as a corollary of some theorems 
they have proved about Tauberian functions which they prove by highly 
elaborate analysis'! See page 120 and section 2'! 1~ 
0 
0 
0 
Chapter IV 
The Analytic Proofs of the 
Prime Number Theorem 
Part 1 Hadamard'·s Proof 
I. 
. 1 
Proof that l;(s) has no zeros on the line R(s) = 1~ 
Hadamard~s argument is roughly as follows. We have for 
(3. 2.1) 
(3. 2.2) 
.m=oo 
a> 1: log (t(s)) = L: (I: ~/~pms)) = 
p m=1 ~J 
L: (1/p a) N log (1,<(0--1)) 
p 
Suppose now that s = 1 + ie· is a zero of t(s). Then if" s = a +it'· as a approaches 
1 from above 
(3.20 3) ~ cos {(log (p'j1= Jog I t(s) J - R(F(s)) N log (u-1) 
Comparing 3~ 2. 2 and 3~ 2. 3 we see that cos (t~.log (p)) must in some sense be ap-
proximately -1 for most values of p but then cos (2t~ log (p)) is approximately 1 for 
most values of p and 
log I t(a+2it~) I ro.~ L: cos (2t:_log (p))/pa rfji;pa) N log(1/(a-1)) 
p f . 
so that 1 + 2it~ is a p0le of 1t"(s)~ Since this is false, it follows that ~(1 +it~) 1- 0. 
.. . 
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To put the argument is a rigorous form, letS= ~ (I/pCJ), 
• (j p ~ 
P = ~cos (t~log (p))/p CJ and Q = ~cos (2e log (p))/p • Let S~, P~ and Q~ be the 
p . jP~t/Pnt:r-~~_O~r'<(XI·- ·- . 
parts of these sums for which (~) fo~ in!eger k and a fixed but 
A some 
greater than 0 and less than 7r/4._ Lets:~. etc._ be the remainders._ Let L = sys. 
If e: is any positive number it follows from 3._ 2. 2 and 3._ 2._ 3 that P < .. (I .. e:) S if 
., 
(CJ- I) is small enough._ But P'.·-~ .. s~ = -LS and P~~ ~ -s'-~ cos (a),-::;:: .. (I- L) S cos (a). 
·- .. ... ( cv""U. \} 
Hence, - {L +(I ... L) cos (a)} S <- (1- e) S; i._e._, (I ... L)(£-eos '(a})< e:. Hence 
L approaches I as CJ approaches I. Also Q' = S~ cos (2a) and Q~~ = -s~ so that 
. - . .. -
~ 
' 1 Q ~S(L cos (2 a) ... I+ L). Since L approaches I and S tends to infinity it follows 
' . 
. 
that Q tends to infinity as CJ tends to I. Hence, (I+ 2it~) is a pole and the result 
follows as before. 2 
II.. ~t.A.rithmetic Consequencest.t.2 
. . . 
:_'-~alphn proposes the theorem that the sum of the logarithms of all the 
prime numbers less than or equal to xis asymptotichlly equal to x. Cahen, under 
certain assumptions about the zeros of zeta of x, has proved this conjecture. We 
show here that by a slight modification of Cahen'-s method we can establish this result 
with complete rigor. 
t.t.Define J (x) as follows: 
JJ. 
We integrate this function around a contour shown in diagram I. We now allow b and c 
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0 r b 1 
/ ~ a., 
- -
-c F c; 
•. 
L E. I .All ........... - I 
-
-b 
~ 
Diagram 1 
0 
c 
0 
D 
H A 
Diagram 2 
0 
0 
0 
0 
to go to infinity and the lines EF and GH to go to the axis of imaginaries'! In the 
limit, going upward along the negative axis. of imaginaries, z has the argument 
3i'll'/2 and returning downward along this axis, z has the argument -i'll'/2. For x 
greater than 1, it is evident that in the limit our integrand vanishes everywhere except 
along the line from a-i00 to a+ioo and along the negative axis of imaginaries'! Hence, 
J ( ) 1 ~ J.l,i'll'/2 - 3J.I,i'll'/2 J Joo x·it dt x=- e -e 
J.t 2 '/l' 0 f 
00 
1 •J.ti'll'/2 . 1 .. ) J e sm """'/!' 
0 
=--
'll'i 
[cos (tln x) .. i sin (tIn x)] cdf 
f 
The above arguments are valid when x is greater than 1 and J.t is less than 1'! 
This formula, once established for J.t less than 1, is extended to the case of J.t 
greater than 1 by an integration by parts, deduced from the identity 
1 = (-1)m r (I.t) r (I.t+m) 
The result obtained above is then applied to the ~ore general integral 
~~(z) dz 
~(z) 
where a is a number greater than 1'! In virtue of the development 
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0 
0 
t'~(z) 
t"(z) = - L In P ( 1 s + ~s + • • • '! ) p p p 
Our formula gives 
the first extending over all prime numbers p less than x, the second extending over 
all prime numbers less than x1/ 2, and so forth. The advantage of taking p, greater 
than 1 rests in the convergence of the series ~ 1 f, where a designates sue-
a , , 
cessively the zeros of the zeta function upon whose convergence rests, as we shall 
see, the reasoning which follows. 
Under these conditions, we can separate from the ensemble of all roots 0!·; M 11.1 
~€ 
of them, with M sufficiently large so that L 1 7where e: is any positive 
~O!~J.l . 
number whatever'! Since none of the alpha;:9 has its real part equal to 1, we integrate 
l/J (x) around a closed contour of the sort indicated in diagram 2. The m roots in J.l I . 
question lie to the left of CD and between the lines DE and CF. The contour of inte .. 
gration does not pass through any of the roots of zeta of z'! 
~~I assert, ·in the first place, that we can extend the parallels BG and AH to 
infinity in such a fashion that the part of the integral l/J relative to these parts of the 
fl • 
contour tends to 0. 
~~Let A be a number greater than 1. Draw lines parallel to the axis of reals 
3 6 3A.· 
at distances A , A , '! '! '! , A , •• ~ • from the axis"! The number of roots alpha 
whose ordinates are included between A 3A. and A 3A. +3 is at most equal to K A. A 3A. 
rv .. s 
Q the number K being finite~ The same conclusion follows a fortiori in the interval 
(A3"'A+1: A3"'A+2) with the result that, if one arranges the roots alpha in order of the 
0 
0 
increasing coefficients of i, there will exist at least two consecutive roots for which 
th ff . . f. will diff b . th (A3"'A+2 A3"'A+1)j~A3"'A e coe 1c1ents o 1 er y a quantity greater an - .L'V\. 
. 
which equals A(A-1)/KA. We draw at equal distances from these two roots a line 
parallel to the axis of reals whose ordinate is designated by z and the distance of 
0 
this ordinate from each of the roots alpha will be greater than A(A-1)/(2KA). Then 
we have 
(20) ~~(z) ~(1 1) ~[ 1 1] 1 +C = --+-- -+-t"(z) z-a a z-{3 {3 z 
a {3 
1: z - ~ z 1 + c, = 
;C)! a(z -a) {J {J(z- {J) z 
-
the alpha~s representing the zeros and the beta:s the poles real and negative, of 
the zeta function. C is a constant. 
-~~en z varies along the segment BG, of the parallel z , (z- fJ)/fJ remains 
-- 0 
greater than some fixed number independent of {3, and the same holds for (z- a)fa 
if the ordinate of A is outside the interval (A 311. ~ A 311.+3)~ The parts corresponding 
to the second member of equation 20 give, then, the product of z by a finite sum 
(since the sums ~ ~ and ~ _!. are finite). As for the terms corresponding to 
a {32 
the roots alpha included between the parallels A3"'A and A3"A+3: these will contribute, 
. • 3 2K"A A3 
after what has been said above, a sum less than KAA A(A -l) a quantity of the 
0 
0 
0 
form K~ z log z where .K~ is a new finite number. We will then have 
- 0 0 ,._ . 
I t;t:(z) I < K~ z log z , whence I ~(z) o o 
I J ( xz ) ~ dz I < I BG zf t(z) 
a quantity infinitely small for z
0 
inf:inite~ 
~~log z 
- 0 
,..,1 
0 
J I xz I dz 
BG 
The integral taken along the indefinite path AB can then be replaced by the 
integral taken along the indef:inite path HFDCEG augmented by the sum of the 
residues relative to the pole z equals 1 and the sum of. the zeros relative to the 
roots alpha not included between CE and DF '! The residue relative to the pole 
~ 
z equals 1 is .. x~ The residues relative to the zeros of alpha not included between 
CE and DF have a sum less than ex, where ~ can be chosen as small as one 
wishes independent of x. As for the integral taken along the contour HFDCBG, , 
it is inf:initely small relative to x'! This is evident for the indefinite path FDCE 
or it suffices to notice that ( ;) ( ~{<:] ) is f:inite'! Along the infinite paths EG and FH, 
are greater than some fixed number and consequenp.y, 
. 
I ! ( ~{~j ) I is f:inite'! The integral along one of these paths is, then, less 
thanK J I ;~1 )1 dz) ~ the number K being f:inite, and K decreases as x increases. 
z 
- ' 
l{J (x} is, therefore, asymptotic to x because to make the difference {x .. l{J (x)} 
~ ~ 
less than· ~1JX it will suffice to< choose 1]less than €/2 and then choose x sufficiently 
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large so that the integral along HFDCEG be less than (fJ/2)x·. · 
. . 
Jn the expression (19) for "l/J (x) we dispose of the terms under all of the 
JX 
summation signs except the first~ The number of these signs is less than 
log(x)jlog(2) and the greatest of the sums 'is itself le·ss than Q.og xf .. 1 log {F(1+x1/2)}~ 
We are neglecting then a quantity less than x1/ 2 Q.og x)f.t and the result obtained 
above can be stated as follows: 
extended over the prime numbers less than x is asymptotic to x'! This result, 
if we suppose f.t is greater than 1, differs from the announcement.of Halphn only 
in that it inclqdes Halphn~s as a special case. 
To show this, let us take p, = 2. Then, summing over all primes p .less 
than or equal to x, we have 
X -
,L log p log (x/p) = x (1 +17), 
0 
h 
17 being smaller than any number we wisn, for x sufficiently large~ Jn this relation, 
changing x to x(1 +h) and replacing x by this result in each term of the sum, me 
obtain the following: the absolute value of 17 being as small as we wish for x suf-
ficently large. 
x x(1-+h) 
_L log p log (1 +h)+ b log p log x(1+h) = x(h+'17) 
0 X p 
an expre.ssion in which f F{P) designates the sum over the primes included b~tween 
a! 
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Q a and {J~ For the prime numbers which figure in the seco].J.d summation sign, 
0 
0 
x(I +h)/pis contained between I and (I+ h)~ We can then write, after dividing 
by log (I + h), 
(2I) x x(h+1J)' xQ,+h) x(h+77) ~ log P < log (I +h) ' ~ log x > log (l+h) 
In the second of these we change x to x/(I +h)~ It will then become 
~ x(h + 77) 
(22) · LJ log p > (I +h) log (I+h) o· 
Formulas (2I) and (22) demonstrate Halphn~s conjecture'! One sees that 
~log p will be between x(I + p) and x (I .. p) if one chooses h so that 
0 
I .. .e. < -.,------,,....h---,----'---:-
2 (!+h) log (1+1;1) 
• < 
< h <I+p 
log (l+h) 2 
and then choose X large enough SO that 77 < ~ log (I + h)'! This completes 
the proof'! 
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Footnotes 
1. R(x) here means the real part of x. 
2. The above part of Hadarmardts proof may be found in Rl6 
Chapter 3, where there is also an account of de la Vallee-Poussin's 
proof of the same theorem. The remainder of Hadamard's proof is 
taken from R7, section TI entitled '~Arithmetic Consequences~~. 
-..- ... ~ 
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I. 1 Landau~s Proof 
Chapter V 
Other .Analytic Proofs 
of the Prime Number Theorem 
Landau has proved the following lemma: 
Hypotheses: 
1. F(x) = ~ Ann ... x where n runs through all the positive integers~ The real 
n 
part of x is to be greater than 1 and An is to be greater than 0 for all n~ 
2. F(x) is analytically continuable onto R(x) = .1 and there be free from 
singularities exeept for a pole of order 1 at x = 1 w'.d.th principle part A/(x-1}'! 
3. There exists a finite a for which F(x) = 0( I x I a) for the R(x) > 1. 
Conclusion: 
A=Limr~ ~Ak] n-«~ l k=1 
Using this lemma, Landau gives the following proof. 
The object is to show that -~~~) :: satisfies the conditions of the preceding 
lemma~ In R4, page 4, equation 1~ 18, Titchmarsh shows that 
- t'(x) = 
t(x) 
00 
~ k(n) log n~ 
n=2 
This result holds for R(x) > 1~ To prove that condition 2 is satisfied, we first note 
that t(x) is analytically continuable across the line R(x) = 1 where it has a pole of 
. ' . .. 
order 1 at x = 1 with principal part 1/(5c ... 1}'! For a proof of this, see Rll, volume II, -
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0 
page 52. The A of Lan.dau~s lemma is 1 in this case. But then 
!:':(x) + 1 2 
(x-1) 
is also analytic at x = 1. Then - ~~(x) -=--~(x) 
is also analytic at x = 1~ Then 
~~(x) 
~(x) 
1 
(x-1) 
has a pole of order 1 at x = 1 with principal part 1/ (x .. 1)~ Hence, for the function 
~~(x) 
t(x) , the A of Landau~s lemma equals 1~ For part 3 of the lemma, Titchmarsh 
. ~~(x) 
shows m R15, page 44, that ~(x) = c:l Q.og t) 9 ~ Since all three of fue hypotheses 
Q of the lemma are satisfied, the conclusion is that 
0 
00 
1 = Lim [ ~ ~ A(n) log n J 
n-oo n=2 
Since ~ A(n) log n = O(n), we have proved that O(n) N n, which is equivalent to the 
n 
prime number theorem~ 
II~ 2 Bochner~s Proof 
Bochner first proves a theorem concerning the asymptotic behavior of the 
partial sums of the coefficients of a Dirichlet series which is quite analogous to 
Landau~s lemma~ He then applies the theorem to -~~(x)/~(x) expressed as a 
Dirichlet series to prove the prime number theorem in a manner quite similar to 
that used by Landau~ 
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III. 3 Estermann~s Proof 
Estermann, in a refinement of the prime number theorem, proves that 
~ log (p} is a better asymptotic estimat~ of 1r(x) than is x/log(x)~ The proof again 
p 
makes use of the zeta function tog~ther with complex integration and residue theory. 
N ~ The Proof of Hardy and Littlewood4 
G'! H. Hardy and j'! E~ Littlewood in 1917 deduced that 1/J(x) f':-1 x as a corol-
lary of some theorems they had proved on Tauberian functions~ The proofs of 
these theorems involve the use of highly elaborate analysis~ 
V. The Proof of Titchmarsh 
E. C. Titchmarsh in R15, chapter 3, section 7, gives another proof of the 
theorem using a modification of the Mellin transform and the function 
~~(x)/~(x). 
Footnotes 
14! See R16, page 1254! 
2. See R2, pp~ 84-94~ 
3. See R7, chapter 1~ 
4. See R9, page 120 and section 2~ 1. 
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Chapter VI 
The ~Elementary~ Proof of 
the Prime Number Theorem 
1 The Selberg-Erdos Piroof 
P. Erdos gives the following chronology of events leading up to the first 
elementary proof of the prime number theorem. First, Atle Selberg proved the 
asymptotic formula 
(6. I) ~ (log p)2 + ~ log p log q = 2x l0g x + O(x) 
p:::5x pq=::x 
where p and q run through the admissible primes. Next, using 6.1, Erdos proved 
Theorem 6.1. 
Theorem 6.1 
For an arbitrary fixed positive number o, there exists a K(o) 
greater than zero and an x = x (o) such that for x greater than 
0 0 . 
x there are more than K( o)xjlog(x) primes between x and 
0 
(x +ox). 
Erdos then communicated this result to Selberg who, two days later, using 
6.1 and 6. 2 and ideas related to the proof of 6. 2, was able to deduce the prime 
number theorem. We give here onl-y; a rough sketch of the method of proof. 2 
We first introduce some notation. 
(i) lim e(x)/x = a. 
(ii) lim e(x)/x = A. 
From 2. 8 of Selberg's proof which appears in the second part of this chapter, one can 
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0 deduce quite readily that 
(6. 2) e(x) log (x) + ~ log p 8 (X) = 2x log X + O(x) 
p==x p 
Then, using 6. 2 and the well known result 
(6. 3) log p = log x + 0(1), fJ 
(6. 4) a + A = 2. 
Next, taking a large x with e(x) = ax+ o(x) one can deduce from 6. 2 in the 
modified form 
(6. 5) {e(x)- ax} log x+ ~ log p {o (!) -A !P} = O(x) 
p==x - p 
Q that for a fixed positive number o, one obtains 
0 
(6. 6) e(x/p) > (A - o) (x/p) 
except for an exceptional set of primes all equal to or less than x such that 
~ log p = -0'(log x) 
p 
the p in the summation running through all primes in this exceptional set. Also, 
it can be deduced that there exists an x' in the range t<Jx < x' < x with e(x') =Ax' 
. .. . .. 
+ o(x~). Then from (6. 5) with a and A interchanged, and x~ instead of x, it can be 
deduced that 
(6. 7) e(x' /p) < (a+ o) (x~/p) 
except for another exceptional set of primes equal to or less than x' such that 
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:6 log P = .o {log x) with the range of p being this set of exceptional primes. p 
From Theorem 6. 1 it is then possible to show that one can choose primes p and 
p' not belonging to any of the exceptional sets with x/p < x~ IP~. < {1 + o) (x/p). Then 
we get from (6. 6) and (6. 7) that 
(A - o) (x/p) < e(x/p) ::::; e(x.' /p.') < (a + o) (x.' /p~) < (a + o) {1 + o) (x/p) so that 
(A - o) <(a+ o) {1 + o). By making o tend to zero, A .:Sa. Hence, since A=:::: a, 
and (a+ A)= 2, we have a= A= 1 which proves the theorem. 
II. Selberg~ s Proof 
_ Selberg alone has provided an elementary proof of the prime number theorem 
which is substantially different from that which he produced in collarboration with 
Erdos. In particular, it does not entail the use of the limits a and A. Selberg 
chooses to prove the theorem in the form 
(1.1) lim e(x) = 1 
x-oo X 
He uses also 
(1.3) O(x) log (x) + :6 log p '8' ( .!) = 2x log x + O(x) 
p:Sx p 
{1. 4) !2g_p = log x + 0{1) f 
{1. 9) e(x) = O(x). 
-r(n) will mean the number of divisors of n. The letters c and K will represent 
respectively absolute constants and absolute positive constants. The remainder of 
this chapter consists of sections 2, 3, and 4 of Selberg.'s article in R15 •• 
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We write, when x is a positive number and d a positive integer, 
(2.1) 2 X i\d = i\d,x = J.t(d) log d ' 
and if n is a positive integer, 
(2.2) 
Then we have 
(2.3) e = 
n 
e = 9 = ~ d/ i\d. n n,x x 
2 log x, for n = 1, 
2 0! log p log x /p, for n = p , a :::: 1, 
2 log p log q, for n = p 0! /, a :::: 1, {3 :::: 1, 
0, for all other n. 
Q The first three of these statements follow readily from (2.2) and (2.1), the fourth 
is easily proved by induction. Clearly it is enough to consider n square-free, then 
e· =e -e h,x n/pk,x n/pk,x/pk" 
From this the remaining part of (2~ 3) follows. 
Now consider the expression 
J/n = ~X d% Ad= d~/d [~] =X d~x :d + 0 ( dtiAd 1) 
(2.4) 
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O This on the other hand is equal to, by (2. 3), 
0 
(2. 5) 
2 e = log x + 
n 
2 
,6 log p log~ 
0! p 
p ~X 
+2 ,6 log p log q = ,6 log 2 p 
a a p<x p c($x -
p<q 
+ ,6 log p log q + 0 ( ,6 log p log x) 
pq===x p<x p 
+ 0 ( ,6 log 2 x) + 0 
0! p ===x 
0! >1 
+ log 2 x = ~ log 2 p + ,6 log p log q + O(x). 
The remainder term being obtained by use of (1. 4) and (1. 9). Hence from (2. 4) and 
(2. 5), 
(2. 6) 2 log p + ,6 log p log q = x ,6 Mdd) log 2 ~ + O(x). 
pq===x d===x 
It remains now to estimate the sum on the right~ hand -side. To this purpose we 
need the formulas 
(2. 7) 
and 
(2. 7') \' T(vv) = 1 log2 z + c lo + + 0( -1/4) Li 2 2 g z c3 z 
v===z 
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8 where the c~s are absolute constants, (2-. 7) is well known, and (2. 7~_) may be easily 
derived by partial summation from the well-known result 
~ T(v) = zlogz + c4z + 0(~). 
v:Sz 
From (2. 7) and (2. 7') we get 
log
2 
z = 2 ~ 
v:Sz 
1 -1/4' ~ v + c6 + O(z ). 
vsz 
By taking here z = x/d, we get 
f.l(d) + 0(1) 
d 
+ 0(1) = 2 2: ~ + c5 + 0(1) = 2 log x + 0(1). 
n:Sx 
We used here that I:d/Jl(d) T(n/d) = 1, and the well-known I:dsx(f.l(d))/d = 0(1). 
Now (2. 6) yields 
(2. 8) 2 log p + 2: log p log q = 2x log x + O(x). 
VI-6 
(2. 9) 
This formula may also be written in the form given in the introduction 
£P (x) log X + L: log p e1( ~) = 2x log X + O(x), 
p:=:x 
by noticing that 
,6 log2 p = ~j(x) log x + O(x). 
p:=:x 
By partial summation we get from (2. 8) 
(2.10) l: log p + 
p:=:x 
\' log p log q =·" 2x + 0 (__!__) LJ log pq log x • pq:=:x 
This gives 
,6 log p log q = ,6 log p l: log q = 2x L: ~ 
pq:=:x p.::::x q:=:x/p p<x P 
(2.11) 
(2.12) 
- ,6 log p 
p:=:x 
L: 
qr::::xjp 
log q log r + 0 log qr 
log p ) 
(1 +log x/p) 
= 2x log x - ,6 log q log r log qr fP( :r ) + O(x log log x). qr::::x 
Inserting this for the second term in (2. 8) we get 
-V 
e(x) log x = log p log q log pq £(pqx) " + O(x log log x). 
Writing now 
if (x) = x + R(x) , (2. 9) easily gives 
R(x) log x = - ,6 log p R ( ~p) + O(x), 
p<x 
Q and (2.11) yields in the same manner 
(2.13) R(x) log x = ~ log P log q R (pxq) + O(x log log x), log pq pq::::x 
since 
\' log P log q = log x + O(log log x) 
LJ pq log pq ' pq<x 
which follows by partial summation from 
\' log p log g, 1 2 (1 ) LJ pq = 2 log x + 0 og x , 
pq<x 
which again follows easily from (1'! 4). 
The (2. 12) and (2'! 13) yield 
0 2J R (x) J log x s 
From this, by partial summation, 
I I \' { \' \' log p log q} 2 R(x) log x s n';x p~n log p + p~n log pq 
• {I R (~) I -I R (n: 1 ) I } + O(x log log x), 
'" 
or by (2.10) 
+ 0 ( ~ 1 + l:g n I R (:) - R ( n ; 1 ) I ) + 0 (x log log x) 
n-x 
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·~ 
or 
= 2 ~ 
n:::;x 
+ 0 ( x ~ n(1 ~log n) ) + O(x log log x) = 2 
n-x 
+ o (=I: 1 +11 
< ogn 
n-x 
~(:)) + O(x log log x) 
= 2 Jx I R ( ;i:) I + O(x log log x), 
(2.14) 1 jR(x)js-log x 
which is the result we will use in the following~* 
or 
* 
3. Some Properties of R(x) 
From (1~4) we get by partial summation that 
/ 
~ e ~n) = log x + 0(1), 
nsx n 
L R~) = 0(1). 
nsx n 
log log x 
log x ) , 
Apparently we have here lost something in the order of the remainder-term compared 
to (2. 8). Actually we could instead of (2. 14) have used the inequality 
I R(x) I ::; ~~::----
log x 
which can be proved in a similar way. 
log n 
n 
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I R ( :) f + 0 ( lo; x) ' 
@t; This means there exists an absolute positive constant K1, so that for all x > 4 and 
x' > x, 
(3~ 1) R(n) I K 2 < 1~ 
n 
Accordingly we have, if R{n) does not change its sign between x and x\ that 
there is a y in the interval x s y < x~·_, so that 
(3.2) I R(y) ' K2 < I ' y x· log-
X 
This is easily seen to hold true if R(n) changes the sign also~ * 
Thus for an arbitrary fixed positive o < 1 and x > 4, there will exist a yin the 
K2/o interval x s y s e x, witl) 
(3.3) I R(y) I < oy. 
From (2. 10) we see that for y < y'-, 
0 s ~ log p s 2(yl. - y) + 0 
y<psy'-
from which follows that 
I R(YI.) .. R(y) I .::;; yl. - y + 0 ( yl. ) log.y'- • 
Hence; if y/2::::: y'-::::: 2y, y > 4, 
I R(y'-) - R(y) I :::; I y' - y I + 0 ( 1 y' t ) ' 
. og y· 
* Because there will then be a I R(y) I < logy. 
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Now consid~r an interval (x, eK2/o x), according to {3.3) there exists a yin 
this interval with. 
I R(y) I < oy~ 
Thus for anyy~- in the interval y/2 ~ Y.~.::::; 2y, we have 
or 
K y'-
1 I I , I 3 .. R(y:) ~ oy + Y.· .. Y + log x ' 
1- yy~, + _5_. log x · 
K3/o -{o/2) o/2 
Hence if x > e and e ::::= y~ /y ~ e , we get 
I 
R(y~) 1· o/2 
. . < 2o + (e - 1) + o < 4o. y 
K3Jo K2fo Thus for x > e the interval (x, e x) will always contain a sub-interval 
o/2 I I (y 1, e y 1), such that R(z) < 4oz if z belongs to this sub-interval~ 
4. Proof of the Prime-Number Theorem 
We are now going to prove the 
THEOREM. 
:i. · '1 if (x) 
:limq -- = 1. 
x-co 4 
Obviously this is equivalent to 
(4.1) ::.~r·~ R(x) ~ ::, ~ilifn"'" -- =' 0 
x-co X 
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~ We know that for x > 1, 
(4.2) 
Now assume that for some positive number a < 8, 
(4.3) I R(x) I <'ax~ 
holds for all x > x0• Taking o = aj8, we have according to the preceding section 
(since we may assume that x
0 
> eK3/0), that all intervals of the type (x, eK2/o x) 
with x > x0, contain an interval (y, e o/
2 y) such that 
(4.4) I R(z) I < az/2, 
o/2 for y :=::: z :=::: e y. 
The inequality (2~ 14) then gives, using (4.2), 
I 1-1 R(x) :::; 1~ ogx nt IR G)l +O (/f:gJ 
<K X ~ .!+ X ~ .! I!!R(~)I·+O( X ) 
4 log x (x/xo)<nsx n log x n::: (x/xo) n x n ~ tVlog x ' 
a!X ~ 1 IR(x) I < _1_ .. ogx n 
n::=(x/x0) 
( x )=ax ... ax ~ o 
,.)log x 2 log x i::: v.::::; Q.og (xfxo)/log P) 2 
Vl .. 12 
0 
0 
CY 
+ 0 ( X ) ao x+ = O!X ... tJIOgX 4log p 
= 0! ( 1-
2 0 
a )x+o( x ) 
256K2 t.J log ·x 
for x > x1 ~ Since the iteration ·process 
2 
'( 0! a =a 1 n 
n+l n .. 300K2 
O (;jl~g X) 
1 
< a(l-
2 30~K ) x, 
2 
obviously converg~s to zero if we start for instance with a 1 = 4 (one sees easily 
that then an< K5Jt[ll)~ this proves (4~ I) and thus our theorem~ 
'· 
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