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This paper deals with the construction of random power series solutions of linear
differential equations containing uncertainty through the diffusion coefficient, the source
term as well as the initial condition. Under appropriate hypotheses on the data, we
establish that the constructed random power series solution is mean square convergent in
a certain interval whose length depends on the mean square norm of the random variable
coefficient. Also, the main statistical functions of the approximating stochastic process
solution generated by truncation of the exact power series solution are given. Finally, we
apply the proposed technique to several illustrative examples.
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1. Introduction
Ordinary differential equations provide apowerful deterministic description of a large class of important problems arising
in different scientific areas. For an initial value problem
d
dt
(x(t)) = f (x, t), x (t0) = x0, (1)
its solution represents the state of the system at time t0. In practice, even in the linear case, that is, when the right-hand side
of (1) is given by f (x, t) = ax+b, the involved data a, b and x0 need to bemeasured, therefore they will contain uncertainty.
Moreover, many times the presence of randomness in the model also takes place not only due to measurement errors but
the inherent complexity and difficulty of the considered physical phenomena. Then it is proper to consider the above data
as random variables, in advance denoted by A, B and X0, respectively, and the solution of (1) as a stochastic process, say
X(t), instead of deterministic magnitudes. During the last years, interest in the study of differential equations containing
uncertainty in their formulation has increased dramatically. As a consequence, an important number of methods has been
proposed in order to handle randomness into the model (1). As in the deterministic case, the main goal, if possible, is the
determination of the stochastic process solution X(t). But in addition, and as a basic difference with respect to deterministic
theory, a second goal is to provide the main statistical characteristic about the behavior of the process solution such as its
mean and variance functions.
There are two types of differential equation that contain stochastic influences. The first ones, the denominated stochastic
differential equations introduce uncertainty through a stochastic process whose trajectories are not differentiable, namely,
the white noise process or differential of the brownian process. Since the pioneering works about the photoelectric
phenomena due to A. Einstein based on brownian motion at the beginning of the twenty century, scientists have paid great
attention to these types of equation, (see for instance [1]). Their handling requires a special calculus called Itoˆ Calculus
whose rules differ considerably from the deterministic ones. In [2], one provides an analytical treatment of these types of
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differential equation, whereas a numerical approach can be found in [3]. On the other hand, in many practical situations
it may be more convenient to introduce chance into the model (1) through other stochastic processes apart from white
noise (see [4,5]). Then one presents the so-called random differential equations. For these types of differential equation we
can take advantage of the well-known deterministic methods of analysis. However additional difficulties appear especially
when random differential equations contain uncertainty not only in the initial condition and the source term but besides in
the coefficients (see [5], [6, p.66]). As a simple but clarifying example, even in the linear case
X˙(t) = A(t)X(t)+ B(t), X (t0) = X0, (2)
(where the dot denotes the time derivative of the stochastic process X(t) in some sense that will be defined later), these
difficulties arise not only in the determination of conditions under which the formal solution
X(t) = X0 exp
(∫ t
t0
A(s)ds
)
+
∫ t
t0
B(r) exp
(∫ t
r
A(s)ds
)
dr, (3)
is really a rigorous solution (see, for instance [7]) but also for computing, in a second step, its mean and variance function.
For this last goal, it deserves to be pointed out that in the case where A(t) = A is a r.v., the mean of the process solution,
E [X(t)] does not satisfy, in general, the average differential equation (see [6, p.66])
d
dt
(E [X(t)]) = E [A] E [X(t)]+ E [B(t)] . (4)
As a consequence, the computation of this statistic information about the stochastic process solution as well another ones
like variance becomes inmany cases a very difficult task that only has been achieved in a few cases. For instance, in [5, p. 220]
one obtains themean and the variance of X(t) assuming that the initial condition is null and A(t) and B(t) are stationary and
correlated gaussian processes. Despite the relationship established in (2), being in general wrong, the so-called dishonest
methods are based upon it as an alternative to get information about the first and greater moments of the stochastic process
solution of (2) (see [8,9] and [3, p.148]). Aswe have already pointed out, the prior objective for randomdifferential equations
is the computation of the (exact) stochastic process solution, but as in the deterministic framework this task become
impossible in many cases. Otherwise it is necessary to provide reliable stochastic numerical methods for its approximation.
In spite of thesemethods having been developed for stochastic differential equations (see [3]), apart froma few contributions
(see [10,11]) these types of method are not available for random differential equations. In particular, to our knowledge the
extension to random frameworks of the powerful Fröbenius method for constructing stochastic solution processes based
on random power series are not considered in the literature apart from a paper [12], where one considers random linear
differential equations containing uncertainty only in the initial condition and the source term. Finally, it is worthwhile
pointing out that in the random framework it is of major interest to know the probability density function of the stochastic
process solution for a given random differential equation. In [13] one provides a general method to tackle this problem
taking advantage of the powerful deterministic tools.
This paper deals with problems of the form
X˙(t) = AX(t)+ B(t), |t| ≤ R
X(0) = X0,
}
(5)
where the diffusion coefficient A as well as the initial condition X0 are random variables and the source term B(t) is an
analytic stochastic process in the interval t ∈] − R, R[, R > 0. Random linear differential equations of type (5) often appear
in applications, for example, in the study of compartmental models of pharmacokinetics [5, p.223]. On the other hand, the
study of random problems of type (5) provides a first stage to consider non-linear randommodels by means of linearization
techniques (see, [5, chap.7–8]).
The aim of this paper is to construct random power series solutions of problem (5) and its organization is as follows.
Section 2 contains stochastic results, definitions, and examples related to themean square convergence of random variables
and stochastic processes that will play an important role in the following sections. In particular, in this section we introduce
the class of the r.v.’s to be considered as diffusion coefficients in (5). They will include the most relevant r.v.’s like beta,
gaussian, gamma, etc. Section 3 deals with the construction of a series solution of (5) by a random Fröbeniusmethod, as well
as the proof of its convergence in themean square sense under appropriate conditions. This allows one to construct analytic-
numerical finite series solution processes by means of truncation whose main statistics properties (mean and covariance
functions) are computed in Section 4. Finally, several illustrative examples are given in Section 5.
2. Mean square calculus for stochastic processes
For the sake of clarity in the presentation, we begin this section by introducing some concepts, notations and results that
may be found in [5, chap.4]. Let (Ω,F , P) be a probability space and let X : Ω → R be a second order random real variable
(2-r.v.), that is,
E[X2] =
∫ +∞
−∞
x2fX (x)dx < +∞, (6)
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where fX (x) denotes the probability density function of X and E[·] is the expectation operator. The set of all 2-r.v.’s defined on
(Ω,F , P) is denoted by L2 and endowed with the norm ‖X‖ =
(
E
[
X2
])1/2 has a Banach space structure. An important fact
is that the 2-norm in L2 does not provide a Banach algebra structure, i.e., it is not submultiplicative. In general, the property
‖XY‖ ≤ ‖X‖ ‖Y‖ is not true. However, for X , Y independent r.v.’s, one gets: ‖XY‖ = ‖X‖ ‖Y‖.
We say that {X(t) : t ∈ T } is a second order stochastic process (2-s.p.) in L2, if X(t) ∈ L2 for each t ∈ T , T being the
so-called space of times. The expectation function of X(t) provides a statistical measure of its mean behavior and it will
denoted by E [X(t)], while the covariance function of {X(t) : t ∈ T } one denotes by ΓX (t, s) or Cov [X(t), X(s)] and it is
defined by
ΓX (t, s) = E [(X(t)− E [X(t)]) (X(s)− E [X(s)])]
= E [X(t)X(s)]− E [X(t)] E [X(s)] , t, s ∈ T . (7)
When s = t , one obtains the variance function
Var [X(t)] = ΓX (t, t) = E
[
(X(t))2
]− (E [X(t)])2 . (8)
Given {ai}ni=1 and
{
bj
}m
j=1 real numbers, the following relationship computes the covariance of a linear combination of r.v.’s
Cov
[
n∑
i=1
aiX(ti),
m∑
i=1
bjX(tj)
]
=
n∑
i=1
m∑
j=1
aibjCov
[
X(ti), X(tj)
]
. (9)
We say that a sequence of second order random variables {Xn : n ≥ 0} is mean square (m.s.) convergent to X ∈ L2 if
lim
n→∞ ‖Xn − X‖ = limn→∞
(
E
[
(Xn − X)2
])1/2 = 0. (10)
The following properties will play a fundamental role when we are interested in computing the mean and the variance of
the approximate stochastic process of the solution of (5), see [5, p.88]. If {Xn : n ≥ 0} is a sequence of random variables in
L2 m.s. convergent to X , then
E [Xn] −−−→
n→∞ E [X] , Var [Xn] −−−→n→∞ Var [X] . (11)
We say that the 2-s.p. {X(t) : t ∈ T } is mean square continuous in T if
lim
τ→0
‖X(t + τ)− X(t)‖ = 0,
for each t ∈ T with t + τ ∈ T .
Example 1. Let {Xn : n ≥ 1} be a sequence of random variables in L2 and let t ∈ T being T an interval of R, then the 2-s.p.{
n0Xn0 t
n0−1 : t ∈ T } for each n0 ∈ N is m.s. continuous for each t ∈ T . In fact,∥∥n0Xn0(t + τ)n0−1 − n0Xn0 tn0−1∥∥ = n0 ∣∣(t + τ)n0−1 − tn0−1∣∣ ∥∥Xn0∥∥ −−→
τ→0 0,
because
∥∥Xn0∥∥ < +∞ as Xn0 ∈ L2 for each n0 ∈ N and the continuity of the deterministic function f (t) = tn0−1 with respect
to t .
If {X(t) : t ∈ T } is a 2-s.p., we say that {X(t) : t ∈ T } is m.s. differentiable at t ∈ T if
lim
τ→0
∥∥∥∥X(t + τ)− X(t)τ − X˙(t)
∥∥∥∥ = 0,
for all t ∈ T with t + τ ∈ T . In this case, {X˙(t) : t ∈ T } is called the m.s. derivative of {X(t) : t ∈ T }.
Example 2. With the notation of Example 1, the process
{
Xn0 t
n0 : t ∈ T } is m.s. differentiable in T and its m.s. derivative
is
{
n0Xn0 t
n0−1 : t ∈ T }. Note that,∥∥∥∥Xn0(t + τ)n0 − Xn0 tn0τ − n0Xn0 tn0−1
∥∥∥∥ = ∣∣∣∣ (t + τ)n0 − tn0τ − n0tn0−1
∣∣∣∣ ∥∥Xn0∥∥ −−→τ→0 0.
For {X(t) : t ∈ T } a second process m.s. differentiable on T , one can prove that the mean of its m.s. derivative exists and is
given by (see [5, p.97])
E
[
X˙(t)
] = d
dt
(E [X(t)]) . (12)
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A 2-s.p. {X(t) : t ∈ T } is said to be mean square analytic in t0 ∈ T ⊆ R, T being an interval, if the series∑
n≥0
X (n)(t0)
n! (t − t0)
n , t, t0 ∈ T ,
where X (n)(t0) denotes the m.s. derivative of orden n at t = t0 of X(t), is m.s. convergent to the 2-s.p. {X(t) : t ∈ T }, where
X (n)(t0) denotes the m.s. derivative of order n at t = t0 of the process X(t). In connection with the m.s. analyticity, one gets
the following characterization in terms of the correlation function associated to the process (see [5, p.99]):
Proposition 3. A second order stochastic process {X(t) : t ∈ T } is m.s. analytic on T if, and only if, its covariance function
ΓX (t, s) is analytic at point (t, t) for every t ∈ T .
Example 4. Let us consider the gaussian polynomial stochastic process defined by {B(t) = B1 t + B0 : t ≥ 0}with B0, B1 ∼
N(µ = 0; σ = 1) where B0 and B1 are correlated r.v.’s, i.e., E [B0 B1] = γ ∈ [−1, 1]. Note that E [B(t)] = 0 since
E [B0] = E [B1] = 0 and
ΓB(t, t) = E
[
(B(t))2
] = t2 + 2 γ t + 1 ≥ 0.
Then B(t) is m.s. analytic on the real line.
The next result provides sufficient conditions for termwise m.s. differentiation of a series of stochastic processes (see
Theorem 3.1. of [14]),
Proposition 5. Assume that {Xn(t) : t ∈ T } is a 2-s.p. in L2 for each n, where T is an interval, and satisfies:
• X(t) =∑n≥0 Xn(t) is m.s. convergent in L2.
• Xn(t) is m.s. differentiable and X˙n(t) is m.s. continuous for each t ∈ T , n ∈ N.
• ∑n≥0 X˙n(t) is locally uniformly m.s. convergent in L2.
Then for each t ∈ T , X(t) is m.s. differentiable and
X˙(t) =
∑
n≥0
X˙n(t).
Weend this section by introducing the class of 2-r.v.’s thatwewill consider for the coefficient A in the randomdifferential
equation (5).
Definition 6. Let αn = {αn : n ≥ 0}, βn = {βn : n ≥ 0} be two sequences of real numbers. The sequence αn is said to be of
order O (βn) as n → +∞, and this will be denoted by αn = O (βn), if there is a constant M > 0 and a positive integer n0
such that
|αn| ≤ M |βn| , ∀ n ≥ n0. (13)
Definition 7. Let A be a random variable with finite moments of even order. A is said to be of class p if there exists p ∈ [0, 1]
such that∥∥An+1∥∥ = O (np) ∥∥An∥∥ . (14)
Taking αn =
∥∥An+1∥∥ / ‖An‖ and βn = np in Definition 6, from (13) and a recurrence argument it is easy to see that condition
(14) is equivalent to the following one∥∥An∥∥ ≤ M1 ((n− 1)!)p , p ∈ [0, 1], (15)
for some constantM1 > 0. Now, let us show that the set of this type of r.v.’s is not empty. In fact, we are going to check that
several relevant families of random variables used extensively in probability, such that, uniform, exponential, beta, gamma
or gaussian, belong to this class.
Example 8. Let A be a beta r.v. of parameters α > 0 and β > 0, i.e., A ∼ Be(α;β). It is well-known that its statistical
moments with respect to the origin are given by
αk = E
[
Ak
] = α(α + 1) · · · (α + k− 1)
(α + β)(α + β + 1) · · · (α + β + k− 1) , k = 1, 2, . . . (16)
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then ∥∥An∥∥2 = E [A2n] = α(α + 1) · · · (α + 2n− 1)
(α + β)(α + β + 1) · · · (α + β + 2n− 1) ,∥∥An+1∥∥2
‖An‖2 =
α(α+1)···(α+2n+1)
(α+β)(α+β+1)···(α+β+2n+1)
α(α+1)···(α+2n−1)
(α+β)(α+β+1)···(α+β+2n−1)
= (α + 2n)(α + 2n+ 1)
(α + β + 2n)(α + β + 2n+ 1) ,∥∥An+1∥∥
‖An‖ =
√
(α + 2n)(α + 2n+ 1)
(α + β + 2n)(α + β + 2n+ 1) = O (1) ,
that is, r.v.A ∼ Be(α;β) satisfies condition (14) for p = 0. Since uniform r.v.’s on interval [0, 1] are beta r.v.’swith parameters
α = 1 = β , then these basic but important type of r.v.’s are also included in this case. As a consequence, a uniform r.v. defined
on an arbitrary interval, say [a, b], belongs to this class too.
Example 9. Let A be a gamma r.v. of parameters r > 0 and a > 0, i.e., A ∼ Ga(r; a). In this case its statistical moments with
respect to the origin are given by
αk = E
[
Ak
] = r(r + 1) · · · (r + k− 1)
ak
, k = 1, 2, . . . . (17)
Therefore∥∥An∥∥2 = E [A2n] = r(r + 1) · · · (r + 2n− 1)
a2n
,∥∥An+1∥∥2
‖An‖2 =
r(r+1)···(r+2n+1)
a2n+2
r(r+1)···(r+2n−1)
a2n
= (r + 2n)(r + 2n+ 1)
a2
,∥∥An+1∥∥
‖An‖ =
√
(r + 2n)(r + 2n+ 1)
a2
= O (n) ,
that is, A ∼ Ga(r; a) satisfies condition (14) for p = 1. Note that exponential r.v.’s of parameter λ > 0 are also included in
this case because of they can be considered as gamma r.v.’s of parameters r = 1 and a = λ.
Example 10. Let A be a gaussian r.v. of parameters µ = 0 and σ 2 > 0, i.e., A ∼ N(0; σ 2). Then∥∥An+1∥∥2 = E [A2(n+1)] = 1
σ
√
2pi
∫ ∞
−∞
a2(n+1)e−
a2
2σ2 da = (σ
√
2)2(n+1)√
pi
∫ ∞
−∞
a2(n+1)e−a
2
da.
By [15, p. 382] and [16, p. 61] one gets∥∥An+1∥∥2 = (−1)n+1 σ 2(n+1)
2n+1
H2(n+1)(0) = σ
2(n+1)
2n+1
(2(n+ 1))!
(n+ 1)! ,
where H2(n+1) is the 2(n+ 1)-th Hermite polynomial. Note that condition (14) holds true taking p = 1/2 because∥∥An+1∥∥
‖An‖ =
√
σ 2
2
(2n+ 2)(2n+ 1)
n+ 1 = O
(
n
1
2
)
.
Then r.v. A ∼ N(0; σ 2) satisfies condition (14) for p = 1/2.
We end this section by recalling the following result about independence between functional transformation of r.v.’s that
can be found in [17, p.93]:
Proposition 11. Let X, Y be independent r.v.’s. and f , g measurable Borel functions of each r.v., respectively. Then r.v.’s f (X) and
g(Y ) are also independent r.v.’s.
3. Solution of random linear differential equations by power series
Consider the random linear differential equation (5) where A and X0 are 2-r.v.’s and B(t) is an analytic 2-s.p. about t = 0,
i.e.,
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B(t) =
∑
n≥0
Bntn, |t| ≤ R, (18)
where Bn ∈ L2.
Let us seek a formal solution process of problem (5) of the form
X(t) =
∑
n≥0
Xntn, (19)
where coefficients Xn are 2-r.v.’s. Assuming that X(t) is termwise m.s. differentiable and applying Example 2, it follows that
X˙(t) =
∑
n≥1
nXntn−1 =
∑
n≥0
(n+ 1)Xn+1tn, (20)
and by imposing that X(t) given by (19) satisfies (5), one gets∑
n≥0
(n+ 1)Xn+1tn =
∑
n≥0
(AXn + Bn) tn.
Hence with probability 1 (w.p. 1)
Xn+1 = 1n+ 1 (A Xn + Bn) , n ≥ 0, w.p. 1 (21)
with the initial condition X0 ∈ L2.
Now, we shall prove that the s.p. X(t) defined by (19) and (21) is m.s. convergent inside the domain of convergence of
the analytic process B(t). After that, we will show that the performed series solution is termwise differentiable, by applying
Proposition 5. For the first goal, it is sufficient to show that∑
n≥0
‖Xn‖ |t|n < +∞,
in a subset of |t| < R. That will be established by majoring this scalar series for another convergent one. Note that from
recurrence (21) the coefficients Xn can be expressed as follows
Xn = 1n!A
nX0 +
n−1∑
j=0
j!
n!A
n−j−1Bj, n ≥ 1. (22)
Taking norms in this expression and assuming independence between r.v. A and X0 as well as independence between A and
Bn for each n ≥ 0, then for a given initial condition X0 such that: ‖X0‖ = xˆ0 by applying Proposition 11 one gets
‖Xn‖ ≤ 1n!
∥∥An∥∥ ‖X0‖ + n−1∑
j=0
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥ = xˆn, n ≥ 1. (23)
In order to establish the convergence of the majorant deterministic series
∑
n≥0 xˆn |t|n, from (23) note that
∑
n≥0
xˆn |t|n = ‖X0‖ +
(∑
n≥1
1
n!
∥∥An∥∥ |t|n) ‖X0‖ +∑
n≥1
(
n−1∑
j=0
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n . (24)
Let us suppose that r.v. A satisfies condition (14) (or equivalently (15)) then, first series of the right-hand side of (24) is
convergent whenever |t| < 1. In fact,
1
n!
∥∥An∥∥ |t|n ≤ M1
n! ((n− 1)!)
p |t|n = α(p)n ,
and
lim
n→∞
α
(p)
n+1
α
(p)
n
= lim
n→∞
np
n+ 1 |t| = 0,
when p < 1 for all t . Whereas if p = 1
lim
n→∞
α
(1)
n+1
α
(1)
n
= |t| < 1.
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In order to show the corresponding analysis for second series appearing in the right-hand side of (24), note that∑
n≥1
(
n−1∑
j=0
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n = (∑
n≥1
1
n!
∥∥An−1∥∥ |t|n) ‖B0‖ +∑
n≥2
(
n−1∑
j=1
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n
=
(∑
n≥1
1
n!
∥∥An−1∥∥ |t|n) ‖B0‖ +∑
n≥3
(
n−2∑
j=1
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n +∑
n≥2
1
n
‖Bn−1‖ |t|n . (25)
We show the convergence of the first series of the right-hand side of (25) in the domain |t| < 1 by applying an analogous
argument as in the previous one,
1
n!
∥∥An−1∥∥ |t|n ≤ M̂1
n! ((n− 2)!)
p |t|n = β(p)n ,
and for p < 1 for all t , one gets
lim
n→∞
β
(p)
n+1
β
(p)
n
= lim
n→∞
(n− 1)p
n+ 1 |t| = 0,
whereas if p = 1
lim
n→∞
β
(1)
n+1
β
(1)
n
= |t| < 1.
Regarding the convergence of the last series appearing in the right-hand side of (25), by Cauchy’s inequality (see, [18, p.122])
one gets
1
n
‖Bn−1‖ |t|n ≤ 1n
M2
Rn−1
|t|n = γn,
and
lim
n→∞
γn+1
γn
= lim
n→∞
n
n+ 1
|t|
R
= |t|
R
< 1,
then it is convergent in |t| < R. Let us study the convergence of the second series of the right-hand side of (25). First, from
(15) and Cauchy’s inequality, note that
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥ |t|n ≤ M3 j!n! ((n− j− 2)!)p |t|nRj
= M3
(
j!
n!
)1−p (
(n− 2)!
n!
)p (
(n− j− 2)!j!
(n− 2)!
)p |t|n
Rj
= M3
n1−p(n− 1)1−p
(
j!
(n− 2)!
)1−p 1
np(n− 1)p
1(
n−2
j
)p |t|nRj , (26)
where considering the following inequalities
0 <
j!
(n− 2)! ≤ 1,
(
n− 2
j
)
≥ 1, j = 1, . . . , n− 2, n ≥ 3,
can be written for 0 ≤ p ≤ 1 as
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥ |t|n ≤ M3n1−p(n− 1)1−p 1np(n− 1)p |t|nRj = M3n(n− 1) |t|nRj . (27)
Let us now distinguish two cases. First, we shall suppose that |t| < R with R > 1. In this case, from (27) one obtains the
majorant series∑
n≥3
(
n−2∑
j=1
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n ≤ M3∑
n≥3
1
n(n− 1)
(
n−2∑
j=1
R−j
)
|t|n
≤ M3
∑
n≥3
1
n(n− 1)
( ∞∑
j=1
R−j
)
|t|n
= M3
R− 1
∑
n≥3
|t|n
n(n− 1) .
Note that hypothesis R > 1 assures that the above involved geometric series is convergent. Moreover by the D’Alembert
criterion, the last series is convergent whenever |t| < 1. On the other hand, if |t| < R ≤ 1, from (26) one gets
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j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥ |t|n ≤ M3 j!n! ((n− j− 2)!)p
( |t|
R
)j
|t|n−j
≤ M3 j!n! ((n− j− 2)!)
p
( |t|
R
)j
,
and now following the same procedure shown in (26) and (27) one obtains
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥ |t|n ≤ M3n(n− 1)
( |t|
R
)j
.
Let η be a positive number such that |t| /R < η < 1, in this case, the majorant series is∑
n≥3
(
n−2∑
j=1
j!
n!
∥∥An−j−1∥∥ ∥∥Bj∥∥) |t|n ≤ M3∑
n≥3
1
n(n− 1)
n−2∑
j=1
( |t|
R
)j
≤ M3
∑
n≥3
1
n(n− 1)
n−2∑
j=1
ηj
≤ M3
∑
n≥3
1
n(n− 1)
+∞∑
j=1
ηj
≤ M3η
1− η
∑
n≥3
1
n(n− 1) .
Note that the last series is telescopic therefore convergent.
Let us justify that series (19) whose coefficients are given by (21) is m.s. differentiable. First, note that we have proved that
this series is m.s. convergent, and by Examples 1 and 2 it only rests to show that∑
n≥0
(n+ 1)Xn+1 tn
is termwisem.s. differentiable in order to apply Proposition 5. Let be twith 0 < |t| < R. Let takeρwith 0 < |t| < ρ < R < 1,
and since∑
n≥0
‖Xn‖ ρn < +∞, (28)
given  > 0, there exists N0 such that
‖Xn+1‖ ρn+1 < , ∀n ≥ N0.
Note that for n ≥ N0 and t ′ such that: |t| <
∣∣t ′∣∣ < ρ,∥∥(n+ 1)Xn+1 (t ′)n∥∥ ≤ (n+ 1) ‖Xn+1‖ ∣∣t ′∣∣n = (n+ 1) ‖Xn+1‖ ρn+1 1
ρ
(∣∣t ′∣∣
ρ
)n
<
n+ 1
ρ

(∣∣t ′∣∣
ρ
)n
= δn,
with
lim
n→∞
δn+1
δn
= lim
n→∞
n+ 2
n+ 1
∣∣t ′∣∣
ρ
=
∣∣t ′∣∣
ρ
< 1.
Hence, the series
∑
n≥0(n+1)Xn+1τ n is m.s. uniformly absolutely convergent in |τ | ≤
∣∣t ′∣∣. Thus hypotheses of Proposition 5
are satisfied and series (19) and (21) is termwise m.s. differentiable.
Summarizing, we have established the following result
Proposition 12. The problem (5), where A is a r.v. satisfying condition (14), the source term B(t) is an analytic 2-s.p. of the form
(18), X0 is 2-r.v. and the r.v. A is independent of X0 as well as independent of Bn for each n ≥ 0, admits a random power series
solution of the form (19), (21) which is m.s. convergent for |t| < 1.
Remark 13. Note that the above result provides sufficient conditions to construct a local random power series solution of
(5) in the neighborhood of t = 0, say, ] − δ, δ[with 0 < δ < 1. In order to give a solution in a neighborhood ]t0 − δ, t0 + δ[
of t = t0 6= 0, no additional effort is necessary. In fact, it is enough to consider the random power series representation of
source term B(t) about t = t0, say
B(t) =
∑
n≥0
Bn (t0) (t − t0)n , |t − t0| ≤ R,
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where Bn (t0) ∈ L2 and to seek a solution process in the series form (19) but centered at t = t0
X(t) =
∑
n≥0
Xn (t0) (t − t0)n .
Then by randomanalytic processes properties, the determination of the coefficientsXn (t0) follows an analogous relationship
as (21)
Xn+1 (t0) = 1n+ 1 (A Xn (t0)+ Bn (t0)) , n ≥ 0, w.p. 1,
Remark 14. Some interesting particular cases can be derived from the proof of Proposition 12. First, if source term B(t) is
null or a random polynomial and diffusion coefficient A is a random variable of class pwith 0 ≤ p < 1 (like gaussian or beta
r.v.’s), then the random power series solution given by (19) and (21) is m.c. convergent for all t . However, in the case that A
will be a r.v. of class p = 1 (like gamma r.v.), the m.s. convergence of (19) and (21) only can be guaranteed for |t| < 1. In the
last section, we will present several examples in order to illustrate these situations.
Remark 15. From a practical point of view it is important to point out that processes such that standard brownian motion
or white noise are not allowed to play the role of B(t) in (5) because of they are not anywhere m.s. differentiable, but in the
last section we shall show interesting examples where developing work can be applied successfully.
4. Statistic properties of the approximating process
In practice, we will construct approximate solution processes by truncating the random power series solution given by
(19) and (22), that is,
XN(t) =
N∑
n=0
Xntn. (29)
As far as statistical behavior is concerned, we will be mainly interested in computing its mean and covariance functions. For
the first one, we will assume the realistic assumption that E [X0], E [Bn], n = 0, 1, 2, . . . as well as all statistical moments
with respect to the origin of the r.v. A, that is, E [Am], m = 1, 2, . . . are data. Then by linearity of the expectation operator
from (29) one gets
E [XN(t)] = E [X0]+
N∑
n=1
E [Xn] tn, (30)
where applying independence between A and X0 as well as A and Bn for each n ≥ 0, from (22) and Proposition 11, the
coefficients E [Xn] satisfy the following recurrence
E [Xn] = 1n!E
[
An
]
E [X0]+
n−1∑
j=0
j!
n!E
[
An−j−1
]
E
[
Bj
]
, n ≥ 1. (31)
Now we are interested in computing the covariance function of the approximating stochastic process given by (29). For (9)
one gets
ΓXN (t, s) = Cov [XN(t), XN(s)]
= Cov
[
N∑
n=0
Xntn,
N∑
m=0
Xmsm
]
=
N∑
n=0
N∑
m=0
Cov [Xn, Xm] tnsm
= Var [X0]+
N∑
m=1
Cov [X0, Xm] sm +
N∑
n=1
Cov [Xn, X0] tn +
N∑
n=1
N∑
m=1
Cov [Xn, Xm] tnsm, (32)
where from (22) coefficients Cov [Xn, Xm] can be expressed as follows
Cov [X0, Xm] = Cov
[
X0,
1
m!A
mX0 +
m−1∑
k=0
k!
m!A
m−k−1Bk
]
= 1
m!
{
Cov
[
X0, AmX0
]+ m−1∑
k=0
k!Cov [X0, Am−k−1Bk]} , m ≥ 1, (33)
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Cov [Xn, X0] = Cov
[
1
n!A
nX0 +
n−1∑
j=0
j!
n!A
n−j−1Bj, X0
]
= 1
n!
{
Cov
[
AnX0, X0
]+ n−1∑
j=0
j! Cov [An−j−1Bj, X0]} , n ≥ 1, (34)
Cov [Xn, Xm] = Cov
[
1
n!A
nX0 +
n−1∑
j=0
j!
n!A
n−j−1Bj,
1
m!A
mX0 +
m−1∑
k=0
k!
m!A
m−k−1Bk
]
= 1
n!m!
{
Cov
[
AnX0, AmX0
]+ m−1∑
k=0
k! Cov [AnX0, Am−k−1Bk]
+
n−1∑
j=0
j! Cov [An−j−1Bj, AmX0]+ n−1∑
j=0
m−1∑
k=0
j! k! Cov [An−j−1Bj, Am−k−1Bk]} , n,m ≥ 1. (35)
In the following, we will assume independence between r.v.’s involved in last expression, that is, X0, A and Bn for each
n ≥ 0. Note that, from a point of view, it is realistic to assume the above independence, otherwise we might handle with
the correspondent joint distributions. Under this hypothesis the covariances appearing in (33)–(35) admit the following
representation in terms of the statistical moments with respect to the origin and/or variance of each involved r.v. First, for
the values of Cov [AnX0, AmX0] one gets
Cov
[
X0, AmX0
] = Var [X0] E [Am] , m ≥ 1, (36)
Cov
[
AnX0, X0
] = Var [X0] E [An] , n ≥ 1, (37)
and
Cov
[
AnX0, AmX0
] = E [An+m] E [(X0)2]− E [An] E [Am] (E [X0])2 , n,m ≥ 1. (38)
With respect to Cov
[
AnX0, Am−k−1Bk
]
one gets
Cov
[
X0, Am−k−1Bk
] = 0, m ≥ 1, (39)
Cov
[
AnX0, Am−k−1Bk
] = (E [An+m−k−1]− E [An] E [Am−k−1]) E [X0] E [Bk] , n,m ≥ 1. (40)
With respect to Cov
[
An−j−1Bj, AmX0
]
one gets
Cov
[
An−j−1Bj, X0
] = 0, n ≥ 1, (41)
Cov
[
An−j−1Bj, AmX0
] = (E [An+m−j−1]− E [An−j−1] E [Am]) E [X0] E [Bj] , n,m ≥ 1 (42)
and finally
Cov
[
An−j−1Bj, Am−k−1Bk
] = E [An+m−j−k−2BjBk]− E [An−j−1Bj] E [Am−k−1Bk]
= E [An+m−j−k−2] E [BjBk]− E [An−j−1] E [Am−k−1] E [Bj] E [Bk] , n,m ≥ 1. (43)
In particular, by considering (33)–(43) it is easy to show that the variance function of (29) is given by
Var [XN(t)] = ΓXN (t, t)
= Var [X0]
(
1+ 2
N∑
n=1
1
n!E
[
An
]
tn
)
+
N∑
n=1
N∑
m=1
1
n!m!
{
E
[
An+m
]
E
[
(X0)2
]− E [An] E [Am] (E [X0])2
+
m−1∑
k=0
k! (E [An+m−k−1]− E [An] E [Am−k−1]) E [X0] E [Bk]
+
n−1∑
j=0
j! (E [An+m−j−1]− E [An−j−1] E [Am]) E [X0] E [Bj]
+
n−1∑
j=0
m−1∑
k=0
j! k! (E [An+m−j−k−2] E [BjBk]− E [An−j−1] E [Am−k−1] E [Bj] E [Bk])} tn+m. (44)
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Fig. 1. Exact and approximate mean for Example 16.
5. Examples
Finally, we show three examples of application of model (5). The first and second examples are related with comments
contained in Remark 14. In the first example, the random power solution converges for all t , whereas in the second one,
the convergence only takes place for |t| < 1. On one hand, as in both examples, the expectation as well as the variance of
the exact process solution are available, then we can compare them with the results obtained by the random power series
method in order to show its accuracy. In the last example, we shall compare our approximation with respect to the results
obtained by a dishonest method.
Example 16. Let us considermodel (5)where A is a uniform r.v. on interval [0, 1], i.e., A ∼ Un ([0, 1]), B(t) is the null process
and the initial condition X0 is an exponential r.v. of parameter λ = 1, i.e., X0 ∼ Exp (λ = 1), then
E
[
(X0)n
] = n!, Var [X0] = 1, E [An] = 1n+ 1 , Var [A] = 112 . (45)
In the following, we shall assume that X0 and A are independent r.v.’s. From (30), (31) and (44), respectively, it is easy to
compute the expectation and the variance of the approximate random power series
E [XN(t)] = 1+
N∑
n=1
tn
(n+ 1)! , (46)
Var [XN(t)] = 1+ 2
N∑
n=1
tn
(n+ 1)! +
N∑
n=1
N∑
m=1
1
n!m!
(
2
n+m+ 1 −
1
(n+ 1)(m+ 1)
)
tn+m, (47)
whereas the exact expectation and variance functions are given by, (see, [3, p.55])
E [X(t)] =
{1
t
(
et − 1) if t 6= 0,
1 if t = 0,
(48)
and
Var [X(t)] =
{1
t
(
e2t − 1)− 1
t2
(
et − 1)2 if t 6= 0,
1 if t = 0,
(49)
respectively. Note that, since the hypothesis of Proposition 12 holds, the random power series solution given by (19) and
(21) is m.s. convergent. Then as a consequence of (11) and comments contained in Remark 14, the approximate expectation
as well as the variance of order N given by (46) and (47) converge as N → +∞ to (48) and (49), respectively, for all t .
This feature is shown in Figs. 1 and 2 when we take 0 ≤ t ≤ 4. In order to make Figs. 1 and 2 clearer, we have considered
truncations of orders N = 2, 4, 6 because the associated truncation error on the interval [0, 4] for N = 20 is at least of
orders 10−9 and 10−7, respectively.
Example 17. In order to show situations where the random power solution only m.s. converges in |t| < 1, let us consider
model (5) where A is an exponential r.v. of parameter λ = 1, i.e., A ∼ Exp (λ = 1) (note that by Example 9, it corresponds
with p = 1 in Definition 7), B(t) is the null process and the initial condition X0 is a uniform r.v. on the interval [0, 1]. In what
follows we will suppose that these r.v.’s are independents. Again, since the hypothesis of Proposition 12 holds, the random
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Fig. 2. Exact and approximate variance for Example 16.
power series solution given by (19), (21) is m.s. convergent, but in this case only if |t| < 1. This feature can be checked as
follows. As a consequence of the m.s. convergence, by (11) the approximate expectation of order N , E [XN(t)] converges as
N →+∞ to the exact expectation E [X(t)], where by (30) and (31) and (45) one gets
E [XN(t)] = 12
(
1+
N∑
n=1
tn
)
,
which converges as N →+∞ only for |t| < 1. The expression for the approximate variance is
Var [XN(t)] = 112 +
1
6
N∑
n=1
tn + 1
3
N∑
n=1
N∑
m=1
(n+m)!
n!m! t
n+m − 1
4
N∑
n=1
N∑
m=1
tn+m,
which again converges only if |t| < 1.
Example 18. Let us consider a random linear population model based on (5), where the diffusion coefficient A is modeled
by a beta r.v. of parameters α = β = 1, i.e., A ∼ Be(α = 1;β = 1), the input term which represents migration is given
by the random polynomial B(t) = B1 t + B0 introduced in Example 4 and the initial condition X0 is an exponential r.v. of
parameter λ = 2, i.e., X0 ∼ Exp(λ = 2). Note that from a population point of view it is realistic to suppose that, for a fixed
i ∈ {0, 1}, the r.v.’s A, X0 and Bi are independent. Now considering that E [Bn] = 0 for each n = 0, 1, 2, . . ., from (30) and
(31) and (16), (17) one gets
E [XN(t)] = 12
N∑
n=0
tn
(n+ 1)! . (50)
Table 1 collects the values of the expectation of the approximating process given by (50) for different orders of truncation,
N = 5, 10, 20 at points ti = i/4 with i = 0, 1, 2, . . . , 12 belong to the interval [0, 3]. Note that by Remark 14, one presents
the convergence of the approximating expectation as well as the variance for all t . Moreover, this table shows that these
values differ with respect the corresponding ones obtained by the application of the dishonest method. Note that taking the
expectation operator in problem (5) and applying property (12), the mean function of the solution process by the dishonest
method is given by yd(t) = (1/2) exp((1/2) t)which results in solving the initial value problem
d
dt
(yd(t)) = 12 yd(t), yd(0) =
1
2
.
For the computation of the variance of XN(t), we apply (44) taking into account that in this case
Var [X0] = E
[
(X0)2
]− (E [X0])2 = 12 −
(
1
2
)2
= 1
4
,
E
[
An
] = 1
n+ 1 , E [Bn] = 0, n ≥ 0
and
E
[
BjBk
] = {1 if j = k,
γ if j 6= k, , −1 ≤ γ ≤ 1,
then substituting these values into (44) one obtains
G. Calbo et al. / Computers and Mathematics with Applications 59 (2010) 559–572 571
Table 1
Comparison between approximate expectations obtained from the proposed method and dishonest one for Example 18.
t E[X5(t)] E[X10(t)] E[X20(t)] yd(t)
t = 0.00 0.50000 0.50000 0.50000 0.50000
t = 0.25 0.56805 0.56805 0.56805 0.56657
t = 0.50 0.64872 0.64872 0.64872 0.64201
t = 0.75 0.74465 0.74467 0.74467 0.72750
t = 1.00 0.85903 0.85914 0.85914 0.82436
t = 1.25 0.99569 0.99614 0.99614 0.9341
t = 1.50 1.15918 1.16056 1.16056 1.0585
t = 1.75 1.35484 1.35846 1.35846 1.1994
t = 2.00 1.58889 1.59726 1.59726 1.35914
t = 2.25 1.86851 1.88615 1.88616 1.54011
t = 2.50 2.20193 2.23647 2.23651 1.74517
t = 2.75 2.59849 2.66221 2.66234 1.97754
t = 3.00 3.06875 3.18068 3.18092 2.24084
Table 2
Approximate variance for γ = 0 in Example 18.
t \ γ = 0 Var[X5(t)] Var[X10(t)] Var[X20(t)] Var[X50(t)]
t = 0.00 0.25000 0.25000 0.25000 0.25000
t = 0.10 0.28753 0.28753 0.28753 0.28753
t = 0.20 0.35318 0.35318 0.35318 0.35318
t = 0.30 0.45267 0.45267 0.45267 0.45267
t = 0.40 0.59361 0.59362 0.59362 0.59362
t = 0.50 0.78613 0.78615 0.78615 0.78615
t = 0.60 1.04395 1.04411 1.04411 1.04411
t = 0.70 1.38611 1.38710 1.38710 1.38710
t = 0.80 1.83980 1.84500 1.84515 1.84515
t = 0.90 2.44502 2.46970 2.47259 2.47270
t = 1.00 3.26195 3.37065 3.42133 3.45141
Table 3
Approximate variance for different values of γ , N = 20 at values t = 0.25, 0.50, 0.75 in Example 18.
γ \ N = 20 Var[X20(0.25)] Var[X20(0.5)] Var[X20(0.75)]
γ = 0.0 0.39827 0.78615 1.59922
γ = 0.1 0.40041 0.81228 1.76521
γ = 0.2 0.40255 0.83840 1.93121
γ = 0.3 0.40469 0.86455 2.09720
γ = 0.4 0.40682 0.89065 2.26320
γ = 0.5 0.40896 0.91677 2.42919
γ = 0.6 0.41110 0.94290 2.59519
γ = 0.7 0.41324 0.96902 2.76118
γ = 0.8 0.41538 0.99515 2.92718
γ = 0.9 0.41752 1.02127 3.09317
γ = 1.0 0.41965 1.04739 3.25917
Var [XN(t)] = 14
(
1+ 2
N∑
n=1
tn
(n+ 1)!
)
+
N∑
n=1
N∑
m=1
1
n!m!
 12(n+m+ 1) − 14(n+ 1)(m+ 1)
+
n−1∑
j=0
(j!)2
n+m− 2j− 1 +
n−1∑
j=0
m−1∑
k=0
k6=j
j! k! γ
n+m− j− k− 1
 tn+m.
As far as variance is concerned, we consider several cases with respect to the value of the correlation parameter γ associated
to the source term. First, when B0 and B1 are uncorrelated r.v.’s, therefore independent since they are gaussian r.v.’s (it
corresponds with γ = 0). Table 2 collects the obtained results for different orders of truncation (N = 5, 10, 20, 50) on the
interval [0, 1]. In second place, Table 3 shows the variance for different fixed values of time variable, t = 0.25, 0.5, 0.75, for
several non-negative values of correlation parameter, γ = 0, 0.1, . . . , 0.9, 1 when the order of truncation is N = 20.
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6. Conclusions
In this paper we have provided a Fröbenius type-method in order to construct a power series solution of random
differential equations of the form (5) containing uncertainty through the diffusion coefficient, the source term as well as the
initial condition. The main difficulty in dealing with this class of random differential equations is due to the consideration
of randomness in the diffusion coefficient A because the norm in L2 is not submultiplicative. We get around this difficulty
by showing that the main families of second random variables, like gaussian, beta, gamma, etc. satisfy condition (14). Then
we take advantage of the powerful deterministic calculus to establish under appropriate hypotheses on the data that the
constructed random power series solution is mean square convergent in a certain interval whose length depends on the
mean square norm of the random variable coefficient A. Moreover, this approach allows us to compute the main statistical
functions of the approximating stochastic process solution generated by truncation of the exact power series solution.
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