Definitions and basic estimates
Let G H PSL 2 ðRÞ be a Fuchsian group of the first kind acting on the upper half plane H with non compact quotient GnH of genus g. We assume that there are m f 2 inequivalent cusps. As usual we write x þ iy ¼ z A H and H Ã for H together with the cusps. Let dmz be the hyperbolic volume form dx dy=y 2 and
the volume of GnH. For a fundamental domain F fix representatives of the inequivalent cusps in F and give them labels such as a, b. Use the corresponding scaling matrices s a , s b to give convenient local coordinates near these cusps as in [I1] , Ch. 2. The subgroup G a is the set of elements of G fixing a and
The slash operator j k defines an action of PSL 2 ðRÞ on functions f : H 7 ! C by
A PSL 2 ðRÞ. Extend the action to C½PSL 2 ðRÞ by linearity. We set jðg; zÞ ¼ cz þ d.
We now define the space S t k ðGÞ of cusp forms of order t and weight k f 0 recursively by setting: (i) S 0 k ðGÞ ¼ f0g and (ii) for t f 1, by letting S t k ðGÞ be the space of holomorphic functions f : H ! C such that:
(1) f j k ðg À 1Þ A S tÀ1 k ðGÞ, for all g A G,
(2) f j k p ¼ f , for all parabolic p A G and (3) for each cusp a, ð f j k s a ÞðzÞ W e Àcy as y ! y uniformly in x for some constant c > 0 (''vanishing at the cusps'').
When the group is clear, we will be using S A useful reformulation of this definition, essentially proved in [DKMO] is that a holomorphic f : H ! C is a t-th order cusp form if and only if it is invariant under the parabolic elements, it satisfies f j k ðg 1 À 1Þ . . . ðg t À 1Þ ¼ 0 for all g i A G and, for each g A G and each cusp a, ð f j k gs a ÞðzÞ W e Àcy as y ! y uniformly in x with c > 0 and the implied constant depending on g.
Further, by relaxing the third condition to include functions such that, for each cusp a, ð f j k s a ÞðzÞ W y c as y ! y uniformly in x for some constant c, we obtain the space of t-th order modular forms. We denote it by M t k .
The next lemma is stated in greater generality than what we need it for in the sequel because we want it to cover other situations that have arisen in our work.
We define recursively certain sets of maps denoted by H t . First, for convenience we use the superscripts þ and À to indicate absence and presence of complex conjugation respectively. We set (i) H 0 ¼ H 1 ¼ f0g and (ii) for t > 1, we set sequel we will take sums whose upper limit is smaller than the lower to be equal to 0.) We identify each of these spaces with their images in MapsðG; S tÀ1 2 Þ under the natural projection.
With this notation we can now state a proposition that gives important estimates for derivatives and anti-derivatives of weight 2 cusp forms of all orders.
Lemma 2.1. For all t f 0, if f A S t 2 satisfies f j 2 ðÁ À 1Þ A H t then, for any cusp a, Proof. We will use induction on t. For t ¼ 0, it is trivial. Let now t > 0. Assume the result holds for orders < t and let f A S t 2 satisfy f j 2 ðÁ À 1Þ A H t . To prove (i), let F y be the strip of ðx; yÞ with y > 0 and jxj e 1=2 and F the fundamental domain consisting of z A F y such that j jðg; zÞj > 1 for all g A G À G y . Then ImðzÞj f ðzÞj W 1 in F because f has exponential decay at each cusp. If, on the other hand, z A F y À F , then there is g A G À G y and w A F such that z ¼ gw. According to [Sh] where the prime indicates that the summation is over
With the boundedness of ImðzÞj f ðzÞj in F and the inductive hypothesis, we deduce that
with the implied constant independent of w and g. With (2.1) this implies
for z A F y À F and thus for all z A H because both sides of (i) are translation invariant.
To prove (ii), we first note that Further the invariance under the parabolic elements gives Ð 3.1. Preliminaries. We collect here some notation and results we will be using frequently in the sequel.
Let C y ðGnH; kÞ denote the space of smooth functions c on H that transform as cðgzÞ ¼ eðg; zÞ k cðzÞ for g in G and eðg; zÞ ¼ jðg; zÞ=j jðg; zÞj. Note that this notion of weight in general di¤ers from the previous definition of weight.
We define the Maass raising and lowering operators by
It is an elementary exercise to show that
For n > 0, we write
We also let L 0 and R 0 be the identity operator.
A very useful fact proved in [JO] (Lemma 9.2) is that if g A PSL 2 ðRÞ and mðs; k; F Þ :¼ F ðgÞ ImðgzÞ s eðmgzÞeðg; zÞ
The hyperbolic Laplacian D ¼ À4y It is easy to verify that this action commutes with the raising and lowering operators:
In stating our bounds, the notation y G ðzÞ ¼ max
a gzÞ Á will often be useful. as y ! y with an implied constant depending only on s and G.
The hyperbolic Laplacian operates on L 2 ðGnHÞ the space of smooth, automorphic, square integrable functions. Any element x of L 2 ðGnHÞ may be expanded according to the discrete and continuous spectrum of D (Roelcke-Selberg decomposition):
where fh j g denotes a complete orthonormal basis of Maass forms, with corresponding eigenvalues l j ¼ s j ð1 À s j Þ, which forms the discrete spectrum. As always, we will write s j ¼ s j þ it j , chosen so that s j f 1=2 and t j f 0, and we enumerate the eigenvalues, counted with multiplicity, by 0
The decomposition (3.3) is absolutely convergent for each fixed z and uniform on compact subsets of H, provided x and Dx are smooth and bounded (see, for example, [I1] , Theorem 4.7 and Theorem 7.3).
For each j, the Fourier expansion of h j is h j ðs a zÞ ¼ r aj ð0Þy 1Às j þ P m30 r aj ðmÞW s j ðmzÞ: ð3:5Þ For all but finitely many of the j (corresponding to l j < 1=4) we have s j ¼ 1=2 and r aj ð0Þ ¼ 0. The constant d G used throughout this paper is chosen so that 1
With this notation we now state Lemma 3.1. For all z A H, T A R and n A Z þ we have:
Proof. For a proof see [DO] , Lemma 8.2, (11.12) and Lemma 8.3 respectively. r
We now define the basic auxiliary functions we will be using in the sequel and prove their basic properties. for these s with the implied constant depending on s, m, k, G.
Proof. This is the content of [DO] , Propositions B and C. r
Given this analytic continuation we set For f A S t 2 and n A Z f1 we set:
where f a ðzÞ ¼ f ðs a zÞ=jðs a ; zÞ 2 . For n e 0, we set I an ðzÞ ¼ f In this section we will give the domains of initial convergence and bounds of this series and its derivative. Their analytic continuation will be discussed in the next section. 
This together with the continuation and bounds of Q am that we have just proved yields the desired result about Q 0 am . r 3.2. The basic theorem. We are ready to state the theorem that will enable us to construct the basis elements for S t 2 .
We first construct a family of elementary functions in S t 2 . Fix a cusp a and let f f 1 ; . . . ; f g g be an orthonormal basis of S 2 . For i j A f1; . . . ; gg we set
It is easy to see with (2.3) and an inductive argument that
.; i t ðwÞ dw: ð3:13Þ
It is straightforward, by an inductive argument, to see that they are invariant under the parabolic elements, that they vanish at the cusps and that F i 1 ;...; i t j 2 ðg À 1Þ A S tÀ1 2 . Hence
Since these functions will play a fundamental role in the sequel, we set
It is clear that, if f A A t , f j 2 ðÁ À 1Þ A H t , so the results of the previous sections apply to the elements of this set.
To generate further higher-order cusp forms, we need some functions that depend on standard cusp forms in a less elementary way than the F i 1 ;...; i t 's do. Specifically, let m f 0 and k A 2Z. For f A S t 2 ðGÞ we set This function is essentially a generalization of the function Z am ðz; s; f Þ which was crucial for the construction of a basis of the space of second-order cusp forms in [DO] . However, the multiplier is slightly modified. The advantage is that in this way we avoid the introduction of the function G am used in [DO] .
We need to meromorphically continue Z am to a region that contains 1. The proof has many similarities to that of the corresponding result in [DO] .
Theorem 3.4. For f A A t , Z am ðz; s; 1; k; f Þ admits a meromorphic continuation to ReðsÞ > 1 À d G . The only possible pole is s ¼ 1 and it can only occur when k e 0. For k ¼ 0, it is simple. For k f 2, and m 3 0, Z am ðz; s; 1; k; f Þ W y F ðzÞ 1=2 . For k f 2, Z a0 ðz; s; 1; k; f Þ W y F ðzÞ s . For k ¼ 2, Z a0 ðz; 1; 1; 2; f Þ W y F ðzÞ 1=2 . The implied constants are independent of z in all cases.
Proof. We will prove the theorem by induction on t. For t ¼ 0, it is trivial. Let t > 0 and suppose, the statement is true for orders < t. If f A A t , then (2.3) implies
where the prime indicates that the summation is over some pairs ðh; h 1 Þ A A r Â A tÀr , 1 e r e t À 1.
The meromorphic continuation and bounds of U am ðz; s; kÞ and Z am ðz; s; 1; k; hÞ in (3.14) are known by Proposition 3.2 and the inductive hypothesis respectively. Therefore, we only need to meromorphically continue and bound Q am ðz; s; 1; k; f Þ. To this end we first need to study Q am ðz; s þ n þ 1; Àn; k; f Þ for n f 0.
Proposition 3.5. Suppose that f A A t . For k A Z and Àn e 0 the series Q am ðz; s þ n þ 1; Àn; k; f Þ has a meromorphic continuation to ReðsÞ > 1 À d G . For k f 0, it is analytic. Also for these s and k f 0 we have Q am ðz; s þ n þ 1; Àn; k; f Þ W e Àpy G ðzÞ with the implied constant depending on n, m, f , k, s and G alone.
Proof. We begin with the formula g ðnÞ ðgzÞ ¼ ðÀ2iÞ
Àn
valid for any holomorphic g : H ! C and for all g in G (see [CO] for a proof ). Set 
Therefore,
It is also easy to see (cf. [DO] , Prop. E) that for all
Since h A A r , r < t, the inductive hypothesis implies that Z am has a meromorphic continuation for Reðs À n À 1Þ > 1 À d G . By Proposition 3.2 the same holds for U am . Moreover, since 2r þ 2 f 2, by the inductive hypothesis and Proposition 3.2 we deduce that we obtain an analytic function when k f 0.
The function L r À y f ðzÞ Á (and L r À yhðzÞ Á ) has exponential decay at every cusp b because
À2py G ðzÞ ð3:16Þ
for an implied constant depending on r, f and G. Therefore, with (3.15), (3.16), Proposition 3.2 and the inductive hypothesis, we have for ReðsÞ > 1 À d G and k f 0:
We are now ready to prove the analytic continuation of Q am ðz; s; 1; k; f Þ. 
1=2 . The implied constants depend on s, m, f and G.
Proof. We first prove the result for k ¼ 0. By Proposition 3.3, Q am ðz; s; 1; 0; f Þ is square integrable for ReðsÞ > 1 and the spectral decomposition yields
We recall [JO] , Prop. 9.3 and Cor. 9.4:
Lemma 3.7. Let x 1 , x 2 and c be any smooth G invariant functions (not necessarily in L 2 ðGnHÞ). If ðD À lÞx 1 ¼ x 2 , ðD À l 0 Þc ¼ 0 and
We will apply this lemma to x 1 ¼ Q am ðz; s; n; 0; f Þ ðn A ZÞ and c ¼ h j . (3.1) implies that for all n A Z, 
We can repeat this procedure W times in all to obtain, again for ReðsÞ > 2,
with integers c l , d l satisfying 0 e c l , d l e W , d l e W þ c l , P l ðm; sÞ a polynomial in m, s alone of degree W in m and of degree W in s and R l ðs j ; sÞ a polynomial in s j , s alone of degree 2W in s j and of degree 2W in s. In fact
where, for each l, the product is over some subset of integers b in f0; 1; . . . ; 2W g of cardinality W .
ð3:20Þ by Proposition 3.3, for W f 1. Hence for implied constants depending on s, m, W , f and G alone and with the dependence on s being uniform on compacta.
For j > 0 and for all n f 0 we can now use (3.4), Lemma 3.1 (i) and (3.22) to get
Hence for W ¼ 6 þ n, With arguments similar to those used for the discrete spectrum we now consider the continuous spectrum. For P l , R l , c l and d l identical to (3.18), Lemma 3.1 (ii) gives hQ am ðÁ; s; 1; 0; f Þ; E b ðÁ; 1=2 þ irÞi ð3:24Þ
which is true for ReðsÞ > 2 initially.
With (3.19), (3.20), Proposition 3.5 and Lemma 3.1 (ii) we see that (for W f 1) the right side of ð3:24Þ converges and gives the analytic continuation of the left side to
The integrand satisfies
by (3.19), (3.20), Proposition 3.5, Lemma 3.1(ii) and the easily proved identity R n E a ðz; sÞ ¼ sðs þ 1Þ Á Á Á ðs þ n À 1ÞU a0 ðz; s; 2nÞ:
Thus the double integral in (3.25) is absolutely and uniformly convergent and we may interchange the limits of integration to obtain
So, with Lemma 3.1 (iii), (3.26) is bounded by a constant times
This means that, for W chosen large enough,
To combine the information we have collected for the discrete and the continuous part of (3.17) we observe that with (3.23) and preceding discussion we can interchange summation and di¤erentation to get To pass to general k's we apply the operators R r successively, using (3.1), to obtain, for k > 0:
with polynomials p i; j in m and s. Here the prime indicates that we exclude the term corresponding to ði; jÞ ¼ ðÀ1; 0Þ. Thanks to Propositions 3.3, 3.5 (for Ài e 0) and the meromorphic continuation and growth of R k Q am ðz; s; 1; 0; f Þ we just proved, the identity (3.27) implies Proposition 3.6. For k < 0, we work in a similar way. r End of proof of Theorem 3.4. By Propositions 3.2 and 3.6, the inductive hypothesis and (3.14), we deduce that for k > 0, Z am ðz; s; 1; k; f Þ is holomorphic in s and that for k ¼ 0 the only possible pole is at s ¼ 1 which is simple. This completes the proof of the analytic continuation of Z am .
To prove the bounds, we recall from (3.11) and ð3:12Þ that, for z A F, Ð In this section we construct a family of t-order cusp forms based on the analytic continuation of Z am ðz; s; 1; 2; f Þ established in Section 3.2. The construction is carried out in three steps.
In the first step, since we are mainly interested in the weight according to jðg; zÞ rather than eðg; zÞ, we set In the third step, we suitably modify the functions constructed so far to obtain holomorphic forms. To state a lemma we will need, we recursively define the following functions: Since S i j ;...; i k ¼ 0 for j > k þ 1, the inner sum equals S i 1 ;...; i j . This proves the identity for t.
(ii) follows from (3.14), Proposition 3.2 and a straightforward induction argument because, as shown in the proof of Proposition 3.6, a i 1 ;...; i t in (3.14) is 0. r By (3.29) and Lemma 3.8(i), there is a linear combination Zði 1 ; . . . ; i tÀ1 Þ of Z i 1 ; i 2 ; . . . ; Z i 1 ;...; i tÀ1 for m 3 0 such that ( The reason we have added the factor ðÀ1Þ tÀ1 is so that the Z's satisfy (3.32) without the g j 's being inverted on the right-hand side. For t ¼ 1, we set, for i < 0;
Theorem 3.9. For t A Z f2 , i 1 ; . . . ; i tÀ1 A fÀ1; . . . ; Àgg, i t A f1; . . . ; gg and ði tÀ1 ; i t Þ 3 ðÀ1; 1Þ, we have Z i 1 ;...; i t A S The growth condition proved in Theorem 3.4 implies that each Z i 1 ;...; i r and thus Z i 1 ;...; i t is W y F ðzÞ À1=2 . (Recall that Z am ðz; s þ 1; 1; 2; f Þ is divided by y in Z am ðz; s; f Þ.) Considering the Fourier expansion of Z i 1 ;...; i t we deduce its vanishing at the cusps. Now, (3.30) and Theorem 3.4 imply that Z i 1 ;...; i r j 2 g W y F ðzÞ À1=2 for each g A G. Therefore, the same estimate holds for the holomorphic Z i 1 ;...; i t j 2 g and a look at its Fourier expansion implies the vanishing at the cusps for each g.
By (the second formulation of ) the definition of S t 2 we deduce the result. r
In the next section we will also need a family of functions lying outside S t 2 . They are the analogue of the function Z m; m þ 2iV hm; miP a0 ðzÞ 2 in [DO] , Proposition 5.2. If a i ði ¼ 1; . . . ; mÞ is a set of inequivalent cusps for G, set
Then f f gþ1 ; . . . ; f gþmÀ1 g is a basis of the space E 2 of Eisenstein series of M 2 (cf. [GO] tÀ1 is that Z 0 now satisfies (3.32) without the g j 's being inverted on the righthand side.
3.4. Construction of a basis of S t 2 . We will use the functions defined in Section 3.3 to build recursively bases for all S t 2 's. We first introduce some notation and prove an elementary lemma. First, following [R] , for an increasing finite sequence j 1 ; . . . ; j tÀ1 we call a shu¿e of type ðr; tÞ a pair ðf; cÞ of order-preserving maps f : f j 1 ; . . . ; j rÀ1 g ! f1; . . . ; t À 1g and c : f j r ; . . . ; j tÀ1 g ! f1; . . . ; t À 1g whose images are disjoint and complementary. Since the specific underlying sequence will be understood in each case, we denote their set simply by S r; t . We then have Proof. By [CD] , Theorem 2.2, we have
This means that each time we apply a g À 1 ðg A GÞ on F Á G, either F or G or both are acted upon by g À 1 too. Now, F (resp. G) is annihilated by any products with r (resp. t À r þ 1) factors of the form g À 1. Therefore, the only non-vanishing terms left after ðg 1 À 1Þ . . . ðg tÀ1 À 1Þ is applied on F Á G are the products of the form
with i 1 < Á Á Á < i rÀ1 , j 1 < Á Á Á < j tÀr and i 1 ; . . . ; i rÀ1 , j 1 ; . . . ; j tÀr covering f1; . . . ; t À 1g. In particular, by the last two facts the sets of i k and j k are disjoint. This implies Lemma 3.10. r
Next, for j A fG1; . . . ;Ggg W fg þ 1; . . . ; g þ m À 1g we set h f j ; gi for
when j > 0 and Ð giy iy f Àj ðwÞ dw, for j < 0. We also set A for the space generated by maps
with Ài j ¼ i jþ1 ¼ 1 for at least one j A f1; . . . ; lg. (In Section 4 we will need the analogue of this space with f i lþ1 of higher weight. In an e¤ort to simplify notation, A will stand for the space in the case of weight 2 and when we need it for higher weights, we will indicate it by a subscript.)
We denote by I 0 the set of vectors ði 1 ; . . . ; i t Þ with entries in fG1; . . . ;Ggg for which there is no j A f1; . . . ; t À 1g such that Ài j ¼ i jþ1 ¼ 1. We also let I be the set of ði 1 ; . . . ; i t Þ A I 0 , with i t > 0.
Starting with Z i , suppose now that, for each s < t, the forms Z i 1 ;...; i s , ði 1 ; . . . ; i s Þ A I satisfy
We claim that for every ði 1 ; . . . ; i t Þ A I , there are Z i 1 ;...; i t satisfying (3.34) with s ¼ t.
First, with Lemma 3.10,
Hence, for ði 1 ; . . . ; i tÀ1 Þ A I and i t A f1; . . . ; gg we set
Next, if i 1 < 0, ði 1 ; i 2 Þ A I , and ði 3 ; . . . ; i t Þ A I ,
h f i j ; g cð jÞ i Ð Z j 2 ;...; j t ðwÞ dw's denoted by Að f i 1 ; . . . ; f i t Þ, such that
f i t ðwÞ dw þ fðg 1 ; . . . ; g tÀ1 Þ for some f A A. Hence for ði tÀ1 ; i t Þ; ði 1 ; . . . ; i tÀ2 Þ A I and i tÀ1 < 0 we can set
Further, if i 1 ; i 2 < 0 and ði 1 ; i 2 ; i 3 Þ; ði 4 ; . . . ; i t Þ A I ,
h f i j ; g cð jÞ i Ð g cðtÞ i i f i t ðwÞ dw þ fðg 1 ; . . . ; g tÀ1 Þ for some f A A. The only summand that does not appear on the right-hand side of (3.35) and (3.36) for an appropriate permutation of i 1 ; . . . ; i t , is
Therefore, by (3.35) and (3.36), there is a linear combination of terms Continuing this way we construct, for all ði 1 ; . . . ; i t Þ A I , functions Z i 1 ;...;i t satisfying (3.34). The last element, whose indices i 1 ; . . . ; i tÀ1 are negative, is obtained directly from Theorem 3.9.
We also define recursively a similar family of functions involving Z 0 : Starting with Z 0 i ¼ Z i , suppose that, for each s < t, Z 0 i 1 ;...; i s , i j A fG1; . . . ;Ggg ði s > 0Þ satisfy
f i t ðwÞ dw and for i j A fG1; . . . ;Ggg ði tÀ1 > 0Þ we set
ðwÞ dw: 
ðwÞ dw À Að f i tÀ1 ; f i t ; f i 1 ; . . . ; f i tÀ2 Þ:
Continuing in this way we construct, for all i j A fG1; . . . ;Ggg ði t > 0Þ, functions Z 0 i 1 ;...;i t satisfying (3.34), but, this time, without a f. The last element, whose indices i 1 ; . . . ; i tÀ1 are negative, is obtained directly by the construction at the end of Section 3.3.
By construction these functions are holomorphic and satisfy the stated functional equation. They have at most polynomial growth at each cusp a, and vanish at a 3 a m . Because of this, they are invariant under p a for a 3 a m .
To prove that the Z's span S t 2 , we will need a lemma that generalizes [DO] , Proposition 5.2.
Lemma 3.11. Let t f 3. Suppose that for some F A S t 2 and c i 3 ;...; i t A C, 
The left-hand side is annihilated upon the application of one more g À 1 and hence the identity gd À 1 ¼ ðg À 1Þðd À 1Þ þ ðg À 1Þ þ ðd À 1Þ implies that each w i is a group homomorphism in terms of each g j .
By Eichler-Shimura isomorphism,
for some a vanishes when one of the g j 's equals p a i , i 3 m. Since F A S t 2 , this then also holds for both sides of (3.37). Therefore, none of the f i j , j < t À 1 appearing in (3.37) can be non-cuspidal. Indeed, for 0 < k < m, h f i j ; p a k i 3 0 i¤ i j ¼ g þ k (recall the definition of f gþ1 ). Hence, for all g 1 ; . . . ; g jÀ1 ; g jþ1 ; . . . ; g tÀ2 A G and for g j ¼ p a k ðk ¼ 1; . . . ; m À 1Þ, the RHS of (3.37) equals P i 1 ;...; i jÀ1 ; i jþ1 ;...; i tÀ1 l i 1 ;...; i jÀ1 ; gþk; i jþ1 ;...i tÀ1
Therefore, by the injectivity of Eichler-Shimura isomorphism, l i 1 ;...; i jÀ1 ; gþk; i jþ1 ; i tÀ1 ¼ 0. Hence, only cusp forms f j appear on the RHS of (3.37), so if fg 1 ; . . . ; g tÀ2 g contains p a m , both sides of (3.37) vanish. Since F A S t 2 , this implies that Proof. We first note that by [CD] , Theorem 3.1, each Z i 1 ;...; i t ðði 1 ; . . . ; i t Þ A I Þ is a weight 2, t-th order form cusp because it is the product (''0-th Rankin-Cohen bracket'') of a weight 2, order r < t cusp form and a weight 0, order t À r þ 1 modular form (namely the antiderivative of a weight 2, order t À r cusp form).
We now show that our set spans S t 2 =S tÀ1 2 . The claim is obvious for t ¼ 1. Let now t > 1 and F A S for a w i : G tÀ1 ! C. As in the proof of Lemma 3.11, each w i is a group homomorphism but, in addition, each of them vanishes at the parabolic elements as a function of each g i . Repeated applications of the Eichler-Shimura isomorphism imply that each w i ðg 1 ; . . . ; g tÀ1 Þ is a linear combination of
h f i j ; g j i; i j A fG1; . . . ;Ggg:
By the construction of Z i 1 ;...i t 's and (3.34) (with s ¼ t) we then deduce that there is a linear combination L of these functions satisfying ðF À LÞj 2 ðg 1 À 1Þ . . . ðg tÀ1 À 1Þ ¼ fðg 1 ; . . . ; g tÀ1 Þ for some f A A. We will show that f 1 0.
By the definition of A, there are c i 1 ;...;î i j ;î i jþ1 ;...; i t A C such that fðg 1 ; . . . ; g tÀ1 Þ equals This implies that, if we consider g 1 ; . . . ; g tÀ2 fixed for the time being, each term in (3.40) except for that corresponding to j ¼ t À 1 is a multiple of a Gj 2 ðg tÀ1 À 1Þ for some G A S 2 2 . Hence, if ðF À LÞj 2 ðg 1 À 1Þ . . . ðg tÀ1 À 1Þ ¼ fðg 1 ; . . . ; g tÀ1 Þ, then there is a secondorder form G 1 and a m tÀ1 A C (which will normally depend on g 1 ; . . . ; g tÀ2 ) such that G 1 j 2 ðg tÀ1 À 1Þ ¼ m tÀ1 Ð g tÀ1 iy iy f 1 ðwÞ dwf 1 :
[DO], Proposition 5.2 implies that m tÀ1 ¼ 0. Therefore, fðg 1 ; . . . ; g tÀ1 Þ equals the expression in (3.40) but with one term less.
We can continue the 'descent' this way by noting each term on the right-hand side except for the last one is a multiple of a Gj 2 ðg tÀ2 À 1Þðg tÀ1 À 1Þ for some G A S for some c i t A C and this, from Lemma 3.11, implies that all c i t vanish. Continuing this way we deduce that f 1 0.
We will finally show that the Z's are linearly independent modulo S tÀ1 2 . Suppose that P ði 1 ;...; i t Þ A I l i 1 ;...; i t Z i 1 ;...; i t ¼ 0:
Higher weights
Our construction of the base of S t k for k > 2 and t > 1 relies on the base for S tÀ1 2 we have just defined and it parallels the process we employed to construct the latter. We shall maintain the notation developed in the previous sections.
First of all we note that Theorem 3.4 can be used just as well to construct forms of higher weight. Specifically, for every k > 2 and f A A t we set 
