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ABSTRACT
Adaptive Control of Real-Time Media Applications In Best-Effort Networks.
(August 2004)
Vivek Khariwal, B.Eng., Bangalore University, Bangalore, India
Chair of Advisory Committee: Dr. Alexander Parlos
Quality of Service (QoS) in real-time media applications can be defined as the
ability to guarantee the delivery of packets from source to destination over best-effort
networks within some constraints. These constraints defined as the QoS metrics are
end-to-end packet delay, delay jitter, throughtput, and packet losses. Transporting
real-time media applications over best-effort networks, e.g. the Internet, is an area
of current research. Both the Transmission Control Protocol (TCP) and the User
Datagram Protocol (UDP) have failed to provide the desired QoS. This research aims
at developing application-level end-to-end QoS controls to improve the user-perceived
quality of real-time media applications over best-effort networks, such as, the public
Internet.
In this research an end-to-end packet based approach is developed. The end-to-
end packet based approach consists of source buffer, network simulator ns-2, destina-
tion buffer, and controller. Unconstrained model predictive control (MPC) methods
are implemented by the controller at the application layer. The end-to-end packet
based approach uses end-to-end network measurements and predictions as feedback
signals. Effectiveness of the developed control methods are examined using Matlab
and ns-2. The results demonstrate that sender-based control schemes utilizing UDP
at transport layer are effective in providing QoS for real-time media applications
transported over best-effort networks. Significant improvements in providing QoS are
visible by the reduction of packet losses and the elimination of disruptions during the
iv
playback of real-time media. This is accompanied by either a decrease or increase in
the playback start-time.
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1CHAPTER I
INTRODUCTION
This thesis presents a solution to improve the Quality of Service (QoS) of real-time
media applications while transporting over best-effort networks. A control theoretic
framework is developed for empirical modeling and control of real-time media appli-
cations over best-effort networks. A packet-level simulation is used for designing and
testing the performance of the controllers.
A. Motivation and Objectives
The last few years have witnessed an increasing demand for real-time media appli-
cations over best-effort networks, e.g. the Internet. Best-effort service can lead to
packet losses, large end-to-end delay and delay jitter that may be detrimental to
the user-perceived quality of media applications. This research aims at developing
application-level end-to-end QoS control to improve the user perceived quality of
real-time media applications over best-effort networks.
The application layer is the highest layer of the protocol stack. It is responsi-
ble for supporting network applications. The transport layer is separate and below
the application layer and it helps in establishing communication between application
processes on different end-hosts. In this research the UDP (User Datagram Protocol)
is used, an unreliable transport protocol widely used in media applications.
In this thesis end-to-end network measurements are used as feedback signals.
End-to-end system variables are defined as those measured at the source and at
the destination rather than from within the network. This in turn is beneficial in
The journal model is IEEE Transactions on Automatic Control.
2implementing the developed system online, without any network infrastructure mod-
ifications. Signals like network packet accumulation and packet losses are considered
as feedback signals to achieve the desired QoS. Accumulation of a particular flow can
be defined as the sum of packets of that flow that are in transit in the network at any
given instant of time, or the difference in the cumulative send and arrival flows minus
any packet losses. The motivation for choosing the accumulation signal over the end-
to-end packet delay signal, as feedback is that it is very difficult to distinguish lost
packets from delayed packets at the receiver in real-time, especially when using an
unreliable transport protocol like UDP. It is also difficult to associate a value of the
delay signal with respect to lost packets when using an unreliable transport protocol.
This is not the first time that flow accumulation has been used for feedback. However,
it is the first time this signal has been used for application QoS control. Xia et al.
used accumulation for developing a congestion control algorithm. In their work, Xia
et al. define accumulation as buffered packets of a flow inside network routers [1].
Improvements in the user-perceived QoS delivered by media applications can be
accomplished by achieving the following objectives:
• Packet Loss Adaptation: Minimize, regulate or prevent packet losses as they
degrade the quality of media perceived by the end user.
• Delay Jitter Adaptation: Minimize or prevent disruptions due to delay jitter
during media playback to maintain the QoS perceived by the end-user.
• Delay Adaptation:End-to-end delays between 150 and 400 milliseconds can be
acceptable but not ideal. Minimizing the playback start time can be accom-
plished by delay adaptation.
• BandwidthAdaptation:Match the source send-rate with the network bandwidth
3available to the flow.
B. Literature Review
1. Review of Media Application Literature
Applications such as FTP, Telnet, and the Web browser, that require reliability and in-
order packet delivery use the Transmission Control Protocol (TCP) as their transport
protocol [2]. Applications that have minimum transmission rate and require delay
guarantees do not use the TCP and have traditionally used the UDP instead. This
is because UDP does not utilize algorithm for congestion control, flow control and
its not reliable. Floyd and Fall [3] talk about the negative impact of unresponsive
flows (flows using UDP) and promote the inclusion of end-to-end congestion control
in design of new protocols to be used in best-effort networks. Congestion control and
fairness are in the best long-term interest of media applications as well. Hence any
control solution that is intended for applications that use UDP should respond to
end-to-end congestion and should promote the ”TCP-friendly” behavior in order to
accomplish its objectives.
Some attempts have been made to arrive at TCP-friendly protocols [4, 5] where
congestion control algorithms have been used that result in smaller oscillations than
those of the Additive Increase and Multiplicative Decrease (AIMD) found in TCP.
This helps to smoothen the bit stream and eliminate the use of large buffers. Dwyer
et al. [6] propose a new technique called Heterogeneous Packet Flows (HPF), which
provides in-order reliable delivery based on priorities.
Several methods using packet-based best-effort transmission of audio and video
have been developed using UDP as the transport protocol [7, 8]. Cyclic UDP uses the
notion of rounds and prioritizes packets within rounds and it is effective in the case of
4stored media [9]. Some papers talk about feedback control based upon changing video
encoder parameters [10, 11]. Many of these techniques are receiver-based and rate
control is achieved by trying to meet the bandwidth made available by the network.
Sender-based controls have also been explored but not for best-effort networks [12, 13].
The control is based on queue lengths, and other network parameters. Sun et al. [14]
apply prediction schemes for rate control. Prediction of packet loss probability and
round-trip time is used in computing the source send rate.
Recent studies have shown an inclination of researchers towards building systems
and architectures that are end-to-end rather than network-centric [15, 16, 17]. The
advantage being that any analysis and control method developed for one system can
be used by any other system. This approach is adopted in this thesis for platform
and protocol independence.
Ohsaki et al. [18] and Doddi [19] have highlighted the importance of end-to-
end packet delay dynamics as they directly affects the QoS and congestion control of
media applications. Both, Ohsaki et al. and Doddi adopt a black-box approach for
modeling a best-effort network. Doddi, in addition to the linear system identification
techniques also implements non-linear system identification for network modeling.
This approach is useful as end-to-end dynamics are of interest when implementing
time-sensitive applications. The above issues stress on the need to develop methods
that accurately measure end-to-end network characteristics [20].
2. Review of Control Theory as Applied to Computer Science
Of late, application of control theory to solve networked application problems has
been gaining popularity among computer science researchers. Control theory has
been used to provide regulation and optimization of computing systems e.g., the
Lotus Notes email server [21, 22]. Abdelzaher and Lu [23] has applied control theory
5for modeling and performance control of an Internet server . Congestion control can
also be performed using predictive algorithms [24, 25]. McNamee et al. [26] describes
the control challenges that are encountered for multilevel adaptive video streaming.
An optimal state prediction approach to predict current states based on available state
observations is discussed by Li and Nahrstedt [27]. Most of the methods developed
in the literature are based on linear control theory. Computer networks are highly
non-linear systems and developing models of best-effort networks from the network
architectural details is difficult. Hence, system identification techniques are a natural
choice. Morita et al. [28] use system identification combined with classical control
theory to come up with a delay-based congestion control mechanism .
Black et al. [29] talk about ”infopipes”, that can be defined as an abstraction
for information flow in a distributed system . The authors state that the goal of
infopipes is to simplify the construction of distributed streaming applications. The
paper recognizes the need to adapt the traditional systems and signals modeling
and control techniques for use in distributed applications. Modeling and control of
constant time-delay systems has been successfully achieved in [30, 31, 32]. Concepts
related to stability and studies related to bounded time-varying delays have been
explored in [33, 34]. Various methods for tuning controllers have been studied [35,
36, 37, 38]. These techniques are mostly concerned with system stability for constant
delay system, rather that end-to-end performance.
Application of control theory in the presence of time-varying time delays in best-
effort networks has been proposed in [39, 40]. Quet et al. [39] designed and imple-
mented an optimal control system, robust to an uncertain transport delay. Strict
conditions are placed on the form of the time-delay to apply such methods. The re-
sults presented in this paper are for time-delay systems that do not lead to sequencing
errors and where the time-varying time-delay has little effect on buffer level. This
6may not be a realistic assumption in the case of best-effort networks using transport
protocol such as TCP.
Mangan has systematically approached the problem of improving the QoS of
media application over best-effort networks using TCP as transport protocol [41]. He
develops some continuous-time and discrete-time models of systems with time-varying
time delays. The network is modeled in terms of an end-to-end delay that includes
the effects of the dynamics of cross-traffic. Various control strategies including linear,
reactive and predictive laws are evaluated and compared for their advantages and
limitations. Predictive control performs the best. It improves the QoS and aids in
congestion control. The challenge of the predictive control scheme is its complex
online implementation.
Controllability of time-varying time-delay systems are evaluated in the literature
for certain classes of systems [42, 43, 44, 45]. Ekanayake et al. [44] studies the
stability of discrete-time systems with an application to networks . Ekanayake et al.
identify the problems caused by uncertainties in delay estimation and present models
of discrete-time systems with input or output delays.
C. Proposed Solution
A systematic data-driven approach is adopted to address this complex problem of
interest. An engineering systems and signals approach is used to classify and model
the specific system of interest. The Network Simulator ns-2 [46], and Matlab are
the tools employed in this thesis. Firstly, ns-2 is used to develop an end-to-end
packet level simulation model that can simulate certain key characteristics of a best-
effort network, like the Internet. This network model acts as the test-bed used in
this research. Numerous simulations are performed using the developed network
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Fig. 1. A Block Diagram of the Proposed System.
model to compare the effectiveness of different control methods upon application
level performance. Control efforts based on different control strategies are computed
using a combination of ns-2 and Matlab simulations.
Figure 1 shows the proposed system configuration in a system theoretic frame-
work. Accumulation in the network and packet losses are used in an adaptive pre-
dictive control algorithm with the objective to control the system. The system is a
combination of a Wide Area Network (WAN) such as the Internet, and the destina-
tion buffer. Network accumulation, losses, and destination buffer level are measured
using a sensor mechanism. Source buffering is required for the implementation of
time-varying control effort. The packet scheduler performs the function of a system
actuator.
8D. Contribution of This Work
This thesis proposes a novel technique for application-level QoS control of real-time
media application over best-effort networks. Contributions of the current research
work are as follows:
• An end-to-end packet based approach is developed. The feasibility of utilizing
UDP to implement a sender-based control method at the application level to
improve the QoS for real-time media applications is demonstrated.
• End-to-end empirical predictive modeling of single flow in best-effort networks
is demonstrated. Predictive modeling not only helps in achieving QoS for real-
time media applications, but also it aids indirectly in congestion avoidance,
control, and other challenging issues.
• Model predictive control (MPC) methods are developed based on the end-to-
end empirical predictive modeling of network measurements. MPC techniques
improve the QoS delivered to the end-user by significantly reducing the packet
losses and eliminating the disruptions of the controlled end-to-end flow.
E. Organization of the Thesis
The thesis has been divided into five chapters. Chapter II provides a qualitative
discussion of end-to-end measurements in best-effort networks. Major assumptions of
the research problem are also discussed. Control algorithms are developed in Chapter
III. Empirical predictive modeling of end-to-end best-effort measurements using linear
system identification technique is developed in this chapter. Results of the simulations
are presented in Chapter IV. Chapter V deals with the thesis summary and provides
conclusions and recommendation for future work
9CHAPTER II
SIMULATION OF END-TO-END PACKET TRANSPORT USING A NETWORK
SIMULATOR : A QUALITATIVE DISCUSSION
This chapter addresses several issues regarding the system of interest. A brief discus-
sion about various available end-to-end network measurements is made. End-to-end
is used to describe network measurements measured between the application layer
at the source to the application later at the destination. This chapter also lists the
assumptions made throughout this research.
A. End-to-End Network Measurements
End-to-end network measurements can be understood from Figure 2. In this the-
sis ns-2, a network simulator, is used to develop a best-effort packet-switched net-
work simulation model. Different possible end-to-end network measurements that
are available and can be used as a potential feedback signal in the proposed solution
are considered.
1. Signals Measured at the Source
• Send Rate: Send rate can be defined as number of packets or bytes of data sent
from the source per unit time.
• Send Flow: Send flow can be defined as the cumulative amount of packets or
bytes of data that have been sent into the network by the source at any given
instant of time.
10
Fig. 2. Schematic Diagram Showing End-to-End Network Concept.
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2. Signals Measured at the Destination
• Arrival Rate: Arrival rate can be defined as number of packets or bytes of data
that have reached the destination per unit time.
• Arrival Flow: Arrival flow can be defined as the cumulative amount of packets
or bytes of data that have reached the destination at any given instant of time.
• End-to-End Delay: End-to-end delay can be defined as the time taken by the
packet to travel from the application layer of the source to the application layer
of destination. The end-to-end delay has following components [47]:
– Transmission Delay: Transmission delay is defined as the time taken to
transmit all the bits of a packet into the link. It can also be defined as the
length of the packet divided by transmission rate of the link. For WANs
transmission delays are typically on the order of microseconds.
– Propagation Delay: Propagation Delay is defined as the time required by
a bit to propagate from the beginning of the link to the end of the link.
The propagation delay between two nodes is the distance between the two
nodes divided by the propagation speed of the medium. In WANs within
the US, propagation delays are generally on order of tens of milliseconds.
– Processing Delay: Processing delay is defined as the time that is required to
examine the packets’s header and determine where to forward the packet.
In WANs, the processing delays are generally on the order of microseconds
or less.
– Queuing Delay: Queuing delay is the time a packet waits in the queue
to be transmitted onto the outgoing link. The queuing delay experienced
by two successive packets of same flow may vary from milliseconds to
12
microseconds based on the arriving packets from the other flows, ie the
amount of cross-flow
3. Packet Accumulation and Cumulative Packet Losses
In this research, network packet accumulation is used as feedback signal to achieve the
desired QoS objective. Accumulation and losses of a particular flow can be defined
as the difference in the cumulative send and arrival flows. Accumulation and losses
can be expressed as
AL(k) = U(k)− Y (k), (2.1)
where, U(k) is the send flow, Y (k) is the arrival flow, and k is the discrete time step.
Observe, that for a network with packet losses, accumulation and losses AL(k), will
have two components at any given instant of time. The first component is the true
packet accumulation and second component is the packet losses in the network. For
a lossy network, accumulation and losses can be expressed as
AL(k) = Acc(k) + L(k) (2.2)
where Acc(k) is the true packet accumulation and L(k), network packet losses. These
signals are deduced from the accumulation and losses AL(k), by removing the trend
from it. Hence it can be said that these signals are just an approximation. Henceforth,
the term packet accumulation will be used to signify true packet accumulation in this
thesis.
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4. End-to-End Delay versus Accumulation
Motivations for choosing the accumulation Acc(k) over end-to-end delay as feedback
signal are as follows:
• It is difficult to distinguish between the packets unaccounted for due to late
arrival and the packets that were dropped while being transmitted through the
network.
• It is difficult to associate a value to the delay signal when a packet is lost and
when using an unreliable transport protocol.
• One major advantage of using the accumulation signal instead of the end-to-
end delay signal is that the former signal could be used during instances of flow
reversal when packet arrive at their destination out-of-order.
B. QoS Metrics for Real-Time Media Applications
In this thesis QoS metrics that constitute the control objectives are as follows :
• Minimize the packet losses: This is a major challenge in improving the QoS of
media applications. Reducing losses may also help in minimization of playback
start time and elimination of disruption at destination. However, reduction
in losses is not always without any penalty. The addition of a source buffer
along with the destination buffer will potentially increase the playback start
time. The impacts of source buffer and destination buffer are further discussed
during the simulation of end-to-end system with rate control.
• Minimize the playback start time: This can be achieved by reducing or com-
pletely eliminating the packet losses. Minimization in playback start time can
14
be achieved only if the controller reduces losses during the initial dead-time.
Note that for a lossless network, reduction in playback start time can never be
achieved.
• Prevent disruptions during media playback: An initial appropriate amount of
destination buffering prevents the disruptions at the destination.
C. Major Assumptions
The major assumptions made in this research in simulating the end-to-end packet
transport are as follows:
• A single flow travels only along a single path between a source and a destination.
Hence, there is no possibility of out-of-order delivery of packets, i.e no flow
reversal.
• The processing, transmission and propagation delays are lumped together while
computing the end-to-end delay. while computing the end-to-end delay.
• The time delay associated with the feedback signal from destination to source
is ignored. It is assumed that feedback signals are available instantly at the
source.
• The time delays associated with the control calculations are ignored.
D. Chapter Summary
This chapter provides some initial qualitative discussions leading to the controller
synthesis. Possible end-to-end network measurements are discussed which could be
used as feedback signals to control the system of interest. QoS metrics are reiterated
along with the major assumptions made in this research work.
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CHAPTER III
CONTROLLER DEVELOPMENT
In this chapter feedback control methods for the system of interest are outlined.
Desired controller performance criteria are discussed. Adaptive control strategies
such as unconstrained model predictive control schemes are developed.
A. Desired Controller Performance Criteria
Performance criteria of the controller are deduced from the QoS metrics outlined.
Effectiveness of the application level QoS controllers is evaluated based on these
criteria. All of these criteria are related to each other, as the performance with
respect to one criterion could impact that of others.
Elimination of the playback disruption of packets at the destination is desired.
This can be achieved by regulating the destination buffer within certain bounds and
making sure that the destination buffer never empties. This approach of controlling
the destination buffer only may eliminate the playback disruptions but may not aid
in minimizing the losses.
It is also desirable to minimize playback start time at the destination. This is
a difficult objective to achieve. Playback start time could be minimized by reducing
packet losses. However, increase in playback start time can not be ruled out even
when losses are reduced because the reduction of end-to-end delay and packet losses
are conflicting objectives. This is due to the initial buffering of packets at the source
and at the destination buffers. Importantly, if the increase in playback start time is
within the interactivity range, such an increase might be tolerable.
Finally it is desired to reduce or completely eliminate packet losses. Primarily,
packet losses occurs because of congestion. Reducing the packet losses means that
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the end-to-end application layer QoS control aids in congestion control. Reduction
in losses is achieved by sending higher rates during periods of low delays or low
congestion and vice versa. Reduction in packet losses eliminates or minimizes the
destination buffering. Reduction of packet losses also eliminates the media disruptions
and also increases the good-put of the end-to-end flow.
B. Available Control Strategies
First, a brief discussion about the various basic control structures that are available
for this problem are presented. In order to evaluate the performance of the developed
feedback controller, its performance to that of the uncontrolled case, with no feedback,
is considered. This is called open-loop control.
1. Open-Loop Control
Open-loop control is the most basic and simple form of control. Based on a reference
signal the control effort is determined. The reference signal being the desired value
of the output. In this case, it is the desired playback bit-rate. However, errors in
modeling and in the presence of significant disturbances, prevents the desired output
being achieved. Open-loop control strategies are least robust and also do not offer any
QoS guarantee mechanism. Hence, they are not suitable for transporting real-time
media over best-effort networks.
2. Reactive Feedback Control
In case of feedback control the system output is monitored continuously with respect
to the reference input. The difference between the two signals also called the error
is used as an input to the controller. The Proportional Integral Derivative (PID)
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controller is an example of a reactive controller. Reactive controller reacts based on
the network delayed dynamics of the destination and hence it cannot be used to meet
the strict delay and loss guarantees that are required for real-time media application
[41].
3. Predictive Control Laws
Predictive control is a technique based on implementing a control action that has been
computed based on minimizing some future predicted based on the desired reference
trajectory. Predictive controllers intuitively should perform better as they react based
on anticipated future information. However, the performance of a predictive controller
depends on how well the future system response is predicted. In this thesis predictive
control schemes are developed and their performance is compared with an appropriate
open loop controller.
4. Linear and Nonlinear Control Laws
The Simplistic structure of alinear controller fails to provide any QoS [41] for real-time
media applications. The primary reason for this occurrence is that linear controllers
do not account for the non-linear dynamics of the network. In this work a nonlinear
controller is developed based on unconstrained model predictive control.
C. Controller Development Based on Unconstrained Model Predictive Control Tech-
nique
A linear predictive non-liner control law is proposed in this research. The research
deals with development of prediction schemes as well as control schemes based on such
predictors. Various feedback signals as mentioned in chapter II are used to provide
18
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an effective and robust control solution for transporting real-time media applications
over best-effort networks.
The specific controller presented is an unconstrained model predictive control
(MPC) based on a discrete-time linear model. The basic objective of the MPC control
law is to determine a set of controls for a given control horizon that will minimize the
sum of the squared deviations of the predicted output from the desired set point. An
end-to-end system with no control and an end-to-end system with application layer
QoS control using the MPC technique is depicted in Figure 3.
In case of the end-to-end system with no control the presence of a destination
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buffer is observed. The purpose of this buffer is to build up content so as to eliminate
the disruptions when the content is played back. This adds delay to the playback
start time of the media application. In case of the system with application layer
feedback a source buffer is present in addition to the destination buffer. The purpose
of the source buffer is to help the source in implementing a time-varying control effort
for the send rate. The total end-to-end delay remains about the same because in the
closed-loop case the destination buffer is reducing while the source buffer is increased.
Nevertheless buffering at the source rather than at the destination could impact the
packet losses. The use of minimal buffering at the destination in the closed loop case
is intended to eliminate the playback disruptions.
A brief discussion about various degrees of freedom that are available to tune the
end-to-end system with application layer control as shown in Figure 3 is presented
followed by the MPC algorithm.
• Predictor: During the development of SISO model, care has to be taken in de-
veloping a robust predictor. This is possible if the input-output data that is
collected captures all the dynamics of the best-effort networks. Robust predic-
tors have large prediction horizon which aids in accurate control calculations.
• Controller: MPC by itself has two tuning parameters. One is the penalizing
factor λ, and the other is the set point w. λ is a more direct and intuitive
tuning parameter than factors such as horizon length. Larger λ leads to slower
but more robust control. This will be further discussed in the results section,
where λ that is chosen for one set of simulation is effective in the case of other
simulations too. Set point determines what the nature of future control sequence
should be. A good set point helps in achieving the desired QoS objective well.
• Buffers: Source buffer and destination buffer adds two more degrees of freedom
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to the end-to-end system. Source buffer helps in implementing large time-
varying controls where as destination buffer aids in eliminating the disruption
at the destination. Both these buffers add some amount of delay to the closed-
loop playback start time.
Figure 4 shows basic concept for model predictive control approach.
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Prediction Horizon, P
Control Horizon, M
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Fig. 4. Basic Concept of the Model Predictive Control Approach.
The MPC approach consists of the following steps.
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• Identification of the system. Based on past input and output measurements a
linear or even a non liner input-output model is developed which allows com-
putation of future values of the output. In this thesis an AutoRegressive with
Exogenous input (ARX) model is used for this purpose.
• Use of the identified model to compute control actions. The identified model is
used to predict the system output along a future time horizon. Next, a sequence
of control actions is computed along a future time horizon. Finally, a receding
horizon strategy is implemented.
The AR in the ARX model refers to the autoregressive part and X to the extra
input called the exogenous variable. The general Single-Input Single-Output (SISO)
ARX model is represented by the following equation:
y(k + 1) = a1y(k) + . . . + anay(k − na + 1)+
b1u(k − d + 1) + . . . + bnbu(k − d− nb + 2) + e(k + 1)
(3.1)
where y(k) is the output of the SISO ARX model, u(k) is the input to the
ARX model, na and nb are the number of past outputs and number of past inputs
respectively, d is the system dead-time and k is the specific sampling instant number.
Calculation of coefficients ai and bi is the identification process of the system. In this
thesis controllers based on identified SISO system is developed. Input to the model
is the send rate, u(t), and the output, y(t), is packet accumulation.
In order to develop an unconstrained MPC, output multi-step prediction equa-
tions must be derived. From the SISO ARX model represented by the Equation 3.1,
the following Single Step Predictor (SSP) of the system output, ŷ(k+1|k), is obtained:
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yˆ(k + 1/k) = a1y(k) + a2y(k − 1) + . . . + anay(k − na + 1)
+b1u(k − d + 1) + b2u(k − d) + . . . + bnbu(k − d− nb + 2) (3.2)
Similarly, the pth step-ahead predictor can be written in the following form:
yˆ(k + p/k) = a
(p)
1 y(k) + a
(p)
2 y(k − 1) + . . . + a
(p)
na y(k − na + 1) +
b
(p)
1 u(k − d + p) + . . . + b
(p)
p−1u(k − d + 2) +
b(p)p u(k − d + 1) + . . . + b
(p)
p+nb
u(k − d− nb + 2) (3.3)
All of the pth step-ahead prediction equations from P = 1, ..p can be combined
in matrix form as follows:


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(3.4)
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The Equation (3.4) can also be written in the compact form of
yˆp = Ay− + H1u− + H2u+ (3.5)
where p is the prediction horizon, u+ the vector of proposed future control ac-
tions, u
−
is the vector of past measured control actions, yˆp, is the vector of the
predicted outputs, and y
−
is the vector of the past output measurements
Equation (3.5) can be rewritten as
yˆp = f + H2u+ (3.6)
where f = Ay
−
+ H1u− consists of only measurements.
The objective of the MPC algorithm is to determine the set of future commands
u+, which are required to drive the predicted output yˆp as close to a desired output
ysp (setpoint), in a least-squares sense. If the output is set to be the packet accumu-
lation Acc(k), then the desired output ysp, would be a time-varying value of packet
accumulation around the average accumulation of the network in open-loop case. If
the output is set to cumulative lost packets L(k), then the desired output ysp, would
be zero as we want to eliminate packet losses. The objective function minimizes the
error as well as the control effort. If the error vector, that is the difference between
the desired and the predicted output is defined as
ǫ = ysp − yˆp. (3.7)
Then the cost function can be written as
J = ǫT ǫ + λuT+u+, (3.8)
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where λ is the penalty factor for the variations in the input. Since the MPC is
unconstrained, the solution can be obtained by
u+ = (H
T
2 H2 + λ)
−1HT2 (ysp − f) (3.9)
D. Chapter Summary
This chapter discusses about the various available control strategies. Unconstrained
MPC is developed and various parameters that could aid in effective control are
discussed. The effectiveness of the control method developed are examined in Chapter
IV.
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CHAPTER IV
SIMULATION RESULTS
Packet level simulation results are presented in this chapter. The simulation results
are obtained utilizing both MATLAB and ns-2. Traces of feedback signals such as
packet accumulation are created using ns-2. Control development and control cal-
culations are performed using MATLAB. The effectiveness of the developed control
algorithm for specific a network and a specific source send rate is tested for controller
robustness purposes.
A. Network Architecture in ns-2 Simulations
The basic network topology that is used for evaluating the effectiveness of the de-
veloped controller is shown in Figure 5. The simulation model considered has the
following network architecture:
• There are 45 TCP nodes in the network. Each TCP node has about 10 flows
which are either ftp or http flows. Also, each node acts as a source as well as a
sink. Ftp and http flows sends variable bit rate into the network.
• There are 6 UDP nodes in the network and each node acts as a source and sink.
The UDP source sends a constant bit rate into the network.
• There are 2 UDP end-to-end nodes which are being simulated in this research
that simulates the real-time media flow. All the other nodes are used to simulate
cross-traffic and are not observed.
• The 45 TCP and 6 UDP nodes are connected to a bottleneck link that has 10
mbps bandwidth and a propagation delay of 30ms.
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Fig. 5. Network Architecture for ns-2 Simulations.
• Each of the cross traffic nodes that are connected to the bottleneck link has a
bandwidth of 15 mbps and a propagation delay of 10 ms.
• Network 1 has 45 TCP nodes and 3 UDP nodes and is the most congested
network. Network 2 has 35 TCP and 4 UDP nodes. Network 3 has 25 TCP
and 6 UDP nodes with each TCP node having 9 ftp or http flows. Network 4
which is the least congested network has 25 TCP and 6 UDP nodes with each
TCP node having 5 ftp or http flows.
Four different network architectures with various send rates are simulated. The net-
work architectures that are simulated have the following characteristics.
• The ratio of the end-to-end flow to that of the total cross traffic flows varies
from 1% to 0.25%.
• The traffic mix of packets using UDP as transport layer protocol in simulations
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is below 10 percent, which is about the same in the Internet.
Its important to note that the networks simulated in this thesis are normalized and
used only to demonstrate the feasibility of the developed controller.
In each ns-2 simulation, different flows in cross traffic are started at different
times in the first few seconds of the simulation. The application of end-to-end flow
sends packets only after a steady state is reached by the cross traffic. The end-
to-end flow continues until the very end of the simulations, which lasts for about
15-20 seconds. The network architecture is simulated for various congestion levels by
varying the buffer sizes in the routers and by adding or dropping TCP and UDP cross
flows. Results of simulations at different send rates with each send rate operating at
different levels of network congestion are presented.
B. Effectiveness of the Unconstrained MPC Using the Packet Accumulation Model
- Source Send Rate of 100 kbps
Table I summarizes the different networks that are used in simulations. Firstly, the
effectiveness of controller that is developed for network 1 with source input rate as
100 kbps is evaluated.
1. Open-Loop Simulations for Network 1
Figures 6, 7, and, 8 present the open-loop simulations for bitrate of 100 kbps for
Network 1. In open-loop case no control strategy is implemented. Send rate, arrival
rate, destination buffer level, packet loss rate, and cumulative packet losses are shown
in Figure 6. Network latency, destination buffer delay, total playback delay and
playback rate are shown in Figure 7. Total playback delay is the sum of network delay
and the destination buffer delay. In open-loop case no source buffering is performed
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Table I. Percentage Packet Losses of Different Networks with 100 kbps as Source Input
Rate.
Network Percentage Packet
Losses
Throughput of Cross
Flows (Mb)
Network 1 7.95% 17.73
Network 2 5.61% 17.8
Network 3 3.9% 17.82
Network 4 2.02% 17.08
but in control led cases buffering at source will be shown. Playback rate is compared
to the source input rate as shown in Figure 7. In all the open-loop cases, minimal
buffering at the destination is performed to eliminate the playback disruptions during
the playback time. In Figure 8, the cumulative flows along with packets accumulation
and cumulative packet losses are depicted. Note that the cumulative packet losses
shown in Figure 8 is different from that shown in Figure 6. Cumulative packet losses
shown in figure 8 is derived based on cumulative rates and is not an exact or true
representation as shown in Figure 6.
The case study that is presented above will be the basis for comparison with the
controlled case. The open-loop case presented above will be compared with MPC
controller using packet accumulation model. Since in both open-loop and closed loop
cases as disruptions can be avoided by buffering at destination, effectiveness of the
controller will be evaluated by comparing packet losses, and playback start time.
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with 100 kbps Source Send Rate Using Network 1 Traffic Conditions.
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2. Unconstrained MPC Using Packet Accumulation Model for Network 1
MPC is developed using packet accumulation model to investigate its impact on losses
and playback start time. Various degrees of freedom as discussed in previous chapter
are varied systematically and their impacts are studied. The MPC is implemented by
using the available predictor that was developed off line. Input-output measurements
that are available from the open-loop cases are used to compute the future set of
controls for the specified time horizon. The prediction horizon is chosen to be about
3 seconds with 20 milliseconds as sampling rate. Receding horizon for implementation
of control sequence is 1 second. These horizons are retained when the controller is
tested on different networks. Figure 9 shows 150-step-ahead prediction of packet
accumulation.
Mean Square Error (MSE), is used as a performance metric for the developed
predictor. MSE is defined is as
MSE =
∑N
k=1[y(k)− yˆ(k + p/k)]
2∑N
k=1 y(k)
2
× 100. (4.1)
where N is the total number of samples, y(k) the output measurement, yˆ(k+p/k) the
predicted output and P is the prediction horizon. MSE of 150-step-ahead prediction
of packet accumulation using network 1 for application send rate of 100 kbps is about
52.99%.P enalizingfactorλ is set to 0.01. Objective of the MPC is set to track packet
accumulation varying between 900 to 1200 bytes. Once the above parameters are
fixed, initial source buffer is varied to see the impact of the controller. This method
is followed for all cases. Figure 10 shows how the variation of the source buffer impacts
the packet losses and the playback start time.
Figure 10 shows that the MPC controller impacts the losses and well as play-
back start time. Losses are reduced by 29.41% and playback start time is reduced
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by 10.38%. Note that minimal buffering at destination of 1430 bytes is required to
eliminate the disruption as against 14300 bytes in open-loop case. Decrease in play-
back start time is seen because packet losses that occurred during the initial buffering
period at the destination in open-loop case are minimized. Figures 11, 12, and 13
demonstrate the results of MPC simulation.
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Fig. 11. Buffer Level, Send and Arrival Rates, and Loss Plots for MPC Simulation
Using Network 1 Traffic Conditions.
Clearly, improvements in losses and playback start time are evident from Figures
11 and 12 respectively. The MPC controller is also effective in achieving its goal
by maintaining the accumulation of packets between 900 to 1200 bytes as shown in
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Fig. 12. Delays and Playback Rate Plots for MPC Simulations Using Network 1 Traffic
Conditions.
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Fig. 13. Cumulative Flows and Accumulation for MPC Simulation Using Network 1
Traffic Conditions.
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Figure 13.
Similarly, MPC is implemented on remaining networks as given in table I and
its impact on losses and play back start time is summarized in table II.
Table II. Performance of MPC Controller for 100 kbps Send Rate under Different
Network Conditions.
Network Percentage Change in
Packet Losses Compared
to Open-Loop
Percentage Change in
Playback Start Time
Compared to Open-
Loop
Network 1 -29.41% -10.38%
Network 2 -27.77% +42.10%
Network 3 -16% +4%
Network 4 -38.46% +97.29%
MPC works effectively in reducing the packet losses in all the different networks.
Except in case of network 1, an increase in playback start time is observed in all the
other networks. Note that in case of network 4, percentage change in playback start
time is +97.29%. This may be acceptable if the increase is within the interactive
range of real-time media application.
Its important to recollect that except for the variation in source buffer, and some
minimal buffering at destination all the other tuning parameters are kept constant to
study the impact of MPC controller on different networks. The results are significant
because the tuning parameters for MPC is reduced to two. Results also indicate that
the predictor is robust.
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C. Effectiveness of the Unconstrained MPC Using Packet Accumulation Model for
Send Rate of 50 kbps
Source input rate is varied to evaluate the effectiveness of the developed MPC. In this
case the source input rate is reduced from 100 kbps to 50kbps. Table III summarizes
the percentage packet losses for different networks with 50 kbps as input rate. Observe
that losses increases marginally when the bit rate is decreased. Increase in losses are
evident by comparing Tables I and III, where increase in throughput of cross flows is
visible when the bit rate reduced. The smaller end-to-end flow when competing for
network bandwidth gets overwhelmed by the larger cross traffic flows.
Table III. Percentage Packet Losses of Different Networks with 50 kbps as Source
Input Rate.
Network Percentage Packet
Losses
Throughput of Cross
Flows (Mb)
Network 1 8.26% 17.88
Network 2 5.46% 17.8
Network 3 5.30% 18.05
Network 4 2.96% 17.18
1. Open-Loop Simulations for Network 4
MPC is implemented on different networks as given in table III and its impact on
losses and play back start time is summarized. Network 3 is ignored as it has losses
similar to those of network 2. Figures 14, 15, and 16 present the open-loop simulations
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for bitrate of 50 kbps for Network 4. Figure 14 indicates that 4615 bytes of buffering
at destination eliminates the disruption during playback in open-loop case.
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Fig. 14. Buffer Level, Send and Arrival Rates, and Loss Plots for Open-Loop Control
with 50 kbps Source Send Rate Using Network 4 Traffic Conditions.
2. Unconstrained MPC Using Packet Accumulation Model for Network 4
Figure 17 shows 150-step-ahead prediction of packet accumulation. MSE of 150-step-
ahead prediction of packet accumulation using network 4 for application send rate of
50 kbps is about 50.66%. Once again source buffer is varied to see the impact of the
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Fig. 15. Delays and Playback Rate Plots for Open-Loop Control with 50 kbps Source
Send Rate Using Network 4 Traffic Conditions.
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Fig. 16. Cumulative Flows and Accumulation for Open-Loop Control with 50 kbps
Source Send Rate Using Network 4 Traffic Conditions.
43
controller. Figure 18 shows how the variation of the source buffer impacts the packet
losses and the playback start time.
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Fig. 17. 150-Step-Ahead Prediction of Packet Accumulation Using Network 4 for Ap-
plication Send Rate of 50 kbps.
Figure 18 shows that the MPC controller reduces the losses with increase in play-
back start time. Losses are reduced by 31.57% and playback start time is increased by
25%. Note that minimal buffering at destination required to eliminate the disruption
is 950 bytes. Figures 19, 20, and 21 demonstrate the results of MPC simulation.
Similarly, MPC is implemented on remaining networks as given in table III and
its impact on losses and play back start time is summarized in table IV.
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for MPC Using Packet Accumulation Model for Network 4.
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Fig. 19. Buffer Level, Send and Arrival Rates, and Loss Plots for MPC Simulation
Using Network 4 Traffic Conditions.
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Fig. 20. Delays and Playback Rate Plots for MPC Simulations Using Network 4 Traffic
Conditions.
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Fig. 21. Cumulative Flows and Accumulation for MPC Simulation Using Network 4
Traffic Conditions.
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Table IV. Performance of MPC Controller for 50 kbps Send Rate under Different Net-
work Conditions.
Network Percentage Change in
Packet Losses Compared
to Open-Loop
Percentage Change in
Playback Start Time
Compared to Open-
Loop
Network 1 -18.86% -11.26%
Network 2 -5.71% +8.38%
Network 4 -31.57% +25%
D. Effectiveness of the Unconstrained MPC Using Packet Accumulation Model for
Send Rate of 200 kbps
Effectiveness of controller is now studied by increasing the bit rate from 100 kbps to
200 kbps. Percentage packet losses of different networks with source input rate at 200
kbps are shown in table V. Marginal decrease in packet losses for different networks
are observed. This occurs because throughput of cross traffic flows have decreased in
case of 200 kbps when compared to the throughput of cross traffic flows of 100 kbps.
1. Open-Loop Simulations for Network 2
MPC is implemented on different networks as given in table V and its impact on
losses and play back start time is studies. Figures 22, 23, and 24 present the open-
loop simulations for bitrate of 200 kbps for Network 2. Figure 22 indicates that
17810 bytes of buffering at destination eliminates the disruption during playback in
open-loop case.
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Fig. 22. Buffer Level, Send and Arrival Rates, and Loss Plots for Open-Loop Control
with 200 kbps Source Send Rate Using Network 2 Traffic Conditions.
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Fig. 23. Delays and Playback Rate Plots for Open-Loop Control with 200 kbps Source
Send Rate Using Network 2 Traffic Conditions.
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Fig. 24. Cumulative Flows and Accumulation for Open-Loop Control with 200 kbps
Source Send Rate Using Network 2 Traffic Conditions.
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Table V. Percentage Packet Losses of Different Networks with 200 kbps as Source
Input Rate.
Network Percentage Packet
Losses
Throughput of Cross
Flows (Mb)
Network 1 7.95% 17.83
Network 2 5.46% 17.57
Network 3 3.74% 17.52
Network 4 1.71% 17.07
2. Unconstrained MPC Using Packet Accumulation Model for Network 2
In this case, predictor that was developed off-line and used in cases of 100, and 50
kbps is retained. Penalizing factor λ is set to a very small value, close to zero, and
the objective of controller is to set to track an accumulation varying between 500
and 1750 bytes. Controller is tuned in order to achieve feasible control outputs that
can be implemented. Once again source buffer is varied to study the effectiveness of
the controller in minimizing packet losses and playback start time. Figure 25 shows
150-step-ahead prediction of packet accumulation. MSE of 150-step-ahead prediction
of packet accumulation using network 2 for application send rate of 200 kbps is about
60.63.66%.
Figure 26 shows that the MPC controller reduces the losses with increase in
playback start time. Losses are reduced by −8.57% but playback start time is in-
creased by 129.1%. The increase in playback start time is very large and may not
be acceptable. Figures 27, 28, and 29 demonstrate the results of MPC simulation.
Figure 29 shows that the controller is unable to achieve its objective. The accuracy of
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Fig. 25. 150-Step-Ahead Prediction of Packet Accumulation Using Network 2 for Ap-
plication Send Rate of 200 kbps.
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implementing small control actions is difficult because of the large packet size. This
adversely effects the performance of the controller.
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Fig. 26. Percentage Change in Losses and Percentage Change in Playback Start Time
for MPC Using Packet Accumulation Model for Network 2.
Table VI shows the performance of MPC on different networks.
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Fig. 27. Buffer Level, Send and Arrival Rates, and Loss Plots for MPC Simulation
Using Network 2 Traffic Conditions.
56
0 5 10 15
0
0.5
1
1.5
Time (s)
So
ur
ce
 B
uf
fe
r D
el
ay
 (s
)
0 5 10 15
0
0.2
0.4
0.6
0.8
Time (s)
N
et
w
or
k 
La
te
nc
y 
(s)
0 5 10 15
0
1
2
Time (s)
D
es
tin
at
io
n 
Bu
ffe
r D
el
ay
 (s
)
0 5 10 15
2
2.2
2.4
2.6
2.8
Time (s)
To
ta
l P
la
yb
ac
k 
De
la
y 
(s)
0 5 10 15
0
100
200
300
400
Time (s)
Pl
ay
ba
ck
 R
at
e 
(kb
its
 / s
)
Loss
Playback Rate
Source Input Rate
Fig. 28. Delays and Playback Rate Plots for MPC Simulations Using Network 2 Traffic
Conditions.
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Fig. 29. Cumulative Flows and Accumulation for MPC Simulation Using Network 2
Traffic Conditions.
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Table VI. Performance of MPC Controller with 200 kbps Source Send Rate under
Different Network Conditions.
Network Percentage Change in
Packet Losses Compared
to Open-Loop
Percentage Change in
Playback Start Time
Compared to Open-
Loop
Network 1 -33% -26.02%
Network 2 -8.75% +129%
Network 3 -12.5% +19.14%
Network 4 -18.18% +91.17%
E. Effectiveness of the Unconstrained MPC on Varying Network Traffic Conditions
Using Packet Accumulation Model for Send Rate of 100 kbps
A case is presented wherein all the four networks are combined in one simulation to
test the effectiveness of the developed MPC controller. Table VII gives the percentage
packet losses for the open-loop case. Tuning parameters are same as those used by the
controller in case of individual networks. Destination buffer is chosen to be 50% of the
uncontrolled case and source buffer is chosen to be 9750 bytes. These are optimum
values at which all the networks perform reasonably well in terms of minimizing losses
and eliminating disruptions.
Figures 30, 31, and 32 depict the open loop plots. In open-loop case no control
strategy is implemented. Send rate, arrival rate, destination buffer level, packet
loss rate, and cumulative packet losses are shown in Figure 30. Network latency,
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Table VII. Percentage Packet Losses for the Varying Network Traffic Conditions with
100 kbps as Source Input Rate.
Network Percentage Packet Losses
Combined Network 7.07%
destination buffer delay, total playback delay and playback rate are shown in Figure
31. Total playback delay is the sum of network delay and the destination buffer delay.
In open-loop case no source buffering is performed but in control led cases buffering
at source will be shown. Playback rate is compared to the source input rate as shown
in Figure 31.
Figures 33, 34, and 35 depict the closed loop plots. Clearly, from figures 33, and
34 and table VIII, its evident that controller performs well by decreasing packet losses
by 39.68% and increasing the playback start time by 2.2%.
Table VIII. Performance of MPC Controller with 100 kbps Source Send Rate under
Varying Network Taffic Conditions.
Network Percentage Change in
Packet Losses Compared
to Open-Loop
Percentage Change in
Playback Start Time
Compared to Open-
Loop
Varying Network
Condition
-39.68% +2.2%
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Fig. 30. Buffer Level, Send and Arrival Rates, and Loss Plots for Open-Loop Control
with 100 kbps Source Send Rate Using Varying Network Traffic Conditions.
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Fig. 31. Delays and Playback Rate Plots for Open-Loop Control with 100 kbps Source
Send Rate Using Varying Network Traffic Conditions.
62
0 5 10 15 20 25
0
50
100
150
200
250
Time (s)
 
Cu
m
ul
at
ive
 F
lo
ws
 (k
B)
 Sent Packets
Arrived Packets
0 5 10 15 20 25
0
5
10
15
20
25
Time (s)
D
iff
er
en
ce
 o
f C
um
ul
at
ive
 F
lo
ws
 (k
B)
0 5 10 15 20 25
−1
0
1
2
3
4
5
Time (s)
"
Ac
cu
m
ul
at
io
n"
 (k
B)
0 5 10 15 20
0
5
10
15
20
25
Time (s)
"
Cu
m
ul
at
ive
 L
os
es
" (
kB
)
Fig. 32. Cumulative Flows and Accumulation for Open-Loop Control with 100 kbps
Source Send Rate Using Varying Network Traffic Conditions.
63
0 5 10 15
0
200
400
600
Time (s)
Se
nd
 R
at
e 
(kb
ps
)
0 5 10 15
0
100
200
300
Time (s)
Ar
riv
al
 R
at
e 
(kb
ps
)
0 5 10 15 20
0
5
10
15
20
Time (s)D
es
tin
at
io
n 
Bu
ffe
r L
ev
el
 (k
B)
0 5 10 15 20
0
5
10
15
Time (s)
So
ur
ce
 B
uf
fe
r L
ev
el
 (k
B)
0 5 10 15 20
0
50
100
Time (s)
Pa
ck
et
 L
os
s 
R
at
e 
(%
)
0 5 10 15 20
0
10
20
30
40
Time (s)
To
ta
l P
ac
ke
t L
os
se
s
Fig. 33. Buffer Level, Arrival and Send Rates, and Loss Plots for MPC Simulation
Using Varying Network Traffic Conditions.
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Fig. 34. Delays and Playback Rate Plots for MPC Simulation Using Varying Network
Traffic Conditions.
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Fig. 35. Cumulative Flows and Accumulation for MPC Simulation Using Varying Net-
work Traffic Conditions.
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F. Effectiveness of the Unconstrained MPC on Network 1 Using Packet Accumula-
tion Model with Combined Source Send Rate of 100 and 50 kbps
The effectiveness of the developed controller is evaluated by sending two different
bit rates in one simulation using Network 1. The total simulation lasts for about 20
seconds. In the first 8 second of the simulation, source input rate of 100 kbps is send.
In the later part of simulation source input rate is reduced to 50 kbps. Table IX gives
the percentage packet losses for the open-loop case. Tuning parameters are same as
those used by the controller in case of 100 kbps and 50 kbps. Initial destination buffer
is chosen to be 50% of the uncontrolled case and initial source buffer is chosen to be
9750 bytes.
Table IX. Percentage Packet Losses for Network 1 with Combined Send Rates of 100
and 50 kbps.
Network Percentage Packet Losses
Network 1 8.84%
Figures 36, 37, and 38 depict the open loop plots. Figures 39, 40, and 41 depict
the closed loop plots.
From figures 39, 40, and table X, it is shown that controller performs well by
decreasing packet losses by 21.42% and decreasing playback start time by 16.48%
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Fig. 36. Buffer Level, Send and Arrival Rates, and Loss Plots for Open-Loop Control
with Combined Send Rates Using Network 1 Traffic Conditions.
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Fig. 37. Delays and Playback Rate Plots for Open-Loop Control with Combined Send
Rates Using Network 1 Traffic Conditions.
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Fig. 38. Cumulative Flows and Accumulation for Open-Loop Control with Combined
Send Rates Using Network 1 Traffic Conditions.
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Fig. 39. Buffer Level, Rate, and Loss Plots for MPC Simulation with Combined Send
Rates Using Network 1 Traffic Conditions.
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Fig. 40. Delays and Playback Rate Plots for MPC Simulation with Combined Send
Rates Using Network 1 Traffic Conditions.
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Fig. 41. Cumulative Rates and Accumulation for MPC Simulation with Combined
Send Rates Using Network 1 Traffic Conditions.
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Table X. Performance of MPC Controller with Combined Bit Rates of 100 and 50
kbps under Network 1 Conditions.
Network Percentage Change in
Packet Losses Compared
to Open-Loop
Percentage Change in
Playback Start Time
Compared to Open-
Loop
Network 1 -21.42% -16.48%
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CHAPTER V
SUMMARY AND CONCLUSIONS
The objective of this research is to improve the QoS for real-time media applications
over best-effort networks. This is achieved by considering controller performance
criteria and implementing Unconstrained MPC control schemes at the application
level.
A. Summary
The problem definition and objectives are stated in Chapter I. Relevant literature
related to computer networks and application of control theory as applied to computer
science are reviewed as in introduction to this area of research.
Various end-to-end network measurements that could be used as feedback signals
are discussed in Chapter II. QoS metrics along with major assumptions of this thesis
are stated in this chapter. Several control methods along with desired controller
performance criteria are mentioned in Chapter III. Unconstrained MPC is developed.
The reasons for choosing predictive methods over reactive methods for development
of the controller are as follows:
• Best effort networks have time-varying time delays. Its well known fact that
controller developed based on reactive schemes fails to perform well in case
systems having time varying time delays.
• Best effort networks cannot be modelled based on first principles. Hence, em-
pirical modeling based on input-output measurements is a natural choice
• Constraints placed by the decoder on the source buffer can be handled in case
of MPC schemes.
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Developed control method is evaluated in Chapter IV using MATLAB and ns-2.
QoS guarantees are met by reducing packet losses, eliminating disruptions and with
either increase or decrease in playback start time. Special cases are also considered in
Chapter IV, including combination of different network congestion levels, and effect
of different bit rates in same simulation. The main premise of the predictive controller
is that when accumulation and congestion levels are high, the send rate is reduced to
prevent losses and alleviate network congestion.
B. Conclusions
Some conclusions that can be made based on the results of this work are:
• Unconstrained Model Predictive Control strategies can improve application level
QoS of real-time media applications over best-effort networks compared to the
open-loop case.
• QoS can be improved by minimizing packet losses. A trade off exists, as decrease
in packet losses is accomplished by increase in playback start time. This is due
to the buffering at the the source. Decrease in playback start time is achieved
in cases where the congestion levels are high.
• Controller works well when losses are varied from 2% to 8% In cases where
no packet losses or extreme packet losses occurs, feedback control has little
flexibility in minimizing losses.
• A major conclusion of this work is that once a robust predictor is developed,
packet losses can be minimized based on tuning of source buffer. This reduces
the degree of freedom of the controller to one. Adding destination buffer elimi-
nates disruptions and increases the tuning parameters to two.
76
• Packet accumulation captures the congestion level of the network. Packet accu-
mulation when used as feedback signal in MPC, works well in meeting controllers
desired objectives.
C. Recommendations for Future Work
Some recommendations for future research include:
• Effectiveness of modeling and implementation of MPC with actual network
measurements from the Internet should be considered.
• Implementaion of MPC with constraints should be considered. Incorporation
of constraints for send rate and buffers should be considered.
• Implementation of MPC with multiple output signals should be considered.
Feasibility of modeling different loss signals, such as loss rate and cumulative
packet losses should be considered.
• Based of preliminary results, lookup table for tuning of the controller should be
considered. Based on different send rates and network loss levels, look up table
for source buffer can be considered.
• Ns-2 support for end-to-end analysis and control should be considered. Better
interface to call ns-2 as a function from Matlab can be developed. Use of
OPNET for simulations and controls should also be considered.
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