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1. Introduction
Since the 1960s the interest of several Authors has been devoted to the blow-up
question of solutions to nonlinear parabolic equations [10,15]. In a relatively small
number of papers nonlinearity also depends on spatial derivatives of the unknown
[16,17]. Such a problem is also interesting from the physical viewpoint (e.g. in the
study of large deviations for super Brownian motion [8]).
In the present paper, we study the non-existence problem of solutions to a class of
evolution inequalities of the following type:
ut 
∑
m ||M
DA(x, t, u,∇u)+ A0(x, t, u,∇u)
+ f (x, t) in RN×]0,+∞[,
u(x, 0) = u0(x) in RN, (1.1)
where m1, A0(x, t, z, z′) and, for  = (1, . . . , N) ∈ NN0 with m ||M , A(x, t,
z, z′) are real Carathéodory functions deﬁned at a.e. (x, t) ∈ RN×[0,+∞[, z ∈ R, z′ ∈
RN ,  is a real non-negative parameter and f ∈ L1loc(RN × [0,+∞[), u0 ∈ L1loc(RN).
Our basic assumption is the following:
A0(x, t, z, z
′)a0(x, t)|z|p + b0(x, t)|z′|q,
|A(x, t, z, z′)|a1(x, t)|z|p1 + b1(x, t)|z′|q1
with p1, q1 > 0, p > max{1, p1}, q > q1,
ai, bi measurable functions in RN × [0,+∞[,
a10, b10 (at least one of them is not zero a.e.),
a0 > 0 b00 and, when
b1 /≡ 0, b0(x, t) > 0 as large |x|; (1.2)
moreover, let
S = {u ∈ L1loc(RN × [0,+∞[) : uxi ∈ L1loc(RN×]0,+∞[),
A0(x, t, u,∇u), a1|u|p1 , b1|∇u|q1 ∈ L1loc(RN × [0,+∞[)}
and when A(x, t, z, z′) = A(x, t, z), A0(x, t, z, z′) = A0(x, t, z) (it means b1 ≡ 0,
b0 ≡ 0)
S = {u ∈ L1loc(RN × [0,+∞[) : A0(x, t, u), a1 |u|p1 ∈ L1loc(RN × [0,+∞[)}.
Assuming S is not-empty, we begin with the concept of weak solution.
A.M. Piccirillo et al. / J. Differential Equations 212 (2005) 319–350 321
Deﬁnition 1.1. Each function u ∈ S such that ∀ ∈ CM,1x,t (RN × [0,+∞[) 1 with 
non-negative and compact support function it results in:
−
∫
RN
u0(x)(x, 0) dx −
∫ +∞
0
∫
RN
u(x, t)t (x, t) dx dt

∫ +∞
0
∫
RN
∑
m ||M
(−1)||A(x, t, u,∇u)D(x, t) dx dt
+
∫ +∞
0
∫
RN
A0(x, t, u,∇u)(x, t) dx dt + 
∫ +∞
0
∫
RN
f (x, t)(x, t) dx dt
is called weak solution of (1.1).
In the following, when we say “solution”, we refer to a non-trivial solution of the
problem if this one exists.
We obtain our results by the test function method introduced by Mitidieri and
Pohozaev [10,11]. The basic idea leads to the concept of nonlinear capacity [14].
To construct such a test function we use cut-off functions i (i = 0, 1) that are non-
negative, sufﬁciently smooth in [0,+∞[ that satisfy the conditions:
0(r) = 1 if 0r1, 0 < 0(r) < 1 if 1 < r < 2,
0(r) = 0 if r2,
1(r) = 0 if 0r1, 0 < 1(r) < 1 if 1 < r < 2,
1(r) = 1 if r2.
In Section 2, introducing a suitable test function , we formulate hypotheses about
ai , bi in which there is  itself. Furthermore, we assume f and u0 satisfy conditions
that do not involve their sign. So, we receive two results: Theorem 2.2 is valid when the
sum of the integrals of f and u0 is non-negative; Theorem 2.3 is based on assumptions
that allow its use especially when f+, 2 and u+0 have suitable asymptotic behaviours.
From this, for N2, Corollary 2.4 follows and shows a particular situation where there
are not solutions for every p > max{1, p1} and q > q1.
In Section 3 ﬁrstly, suitably modifying the test function, we note that we can state
similar previous results under a more general assumption about a0(x, t) that is here
assumed to be positive only for large |x|. From this Theorem 3.1 follows, giving a
result analogous to Corollary 2.4 when N2. Thus it has been natural to continue our
investigation also when N3. So, in the particular case of problem (1.1), by modifying
the test function with factor |x|2−N , Theorem 3.3 is proved.
1 ∀ k ∈ N0 Ck,1x,t (RN × [0,+∞[) = {u ∈ C0(RN × [0,+∞[) : Dxu, ut ∈ C0(RN × [0,+∞[)as 0 ||
k}.
2 f+ = max{f, 0}, f− = −min{f, 0}.
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Section 4 is devoted to applications of previous results. Two of these concrete cases
are the starting point of a comparative analysis between our results and those obtained
by other Authors concerning similar problems connected to equalities. The model of
such problems, that is classic by now, is the following:
ut = u+ up in RN×]0,+∞[,
u(x, 0) = u0(x) in RN,
on this, thanks to investigations by Fujita [4,5], Hayakawa [6], Kobayashi et al. [7]
and Aronson and Weinberger [1] it is well known that for 1 < p1+ 2
N
it does not
possess positive classic solutions satisfying suitable conditions. Bandle–Levine [2] and
Levine–Meier [9] study a generalization of this problem where the coefﬁcient of up
is |x|m. In addition, Pinsky [12,13] investigates further a generalization in which the
coefﬁcient a(x) of up is C function in RN and there is also a known function f
dependent only on x. He afﬁrms the non-existence of global positive solutions under
suitable assumptions on a and f. Comparisons with a result obtained by Zhang [18]
and another by Bandle–Levine–Zhang [3] conclude this analysis. Moreover, developing
these comparisons, we respond to the conjecture formulated by Pinsky in [13] and to
an open problem emphasized by Bandle–Levine–Zhang in [3].
In addition, when there is dependence on the gradient of u, for the correct use of
our results we present Application 4.4.
The reasoning followed to prove Theorem 3.3 suggested to us the assumptions for-
mulated in Section 5 in order to exclude the existence of strong and so, in particular,
classic solutions (Theorems 5.2 and 5.3) satisfying conditions that are different from
those assumed by the Authors mentioned above.
Finally, we wish to emphasize certain advantages of the test function method. Using a
simple and not technical argument, we have investigated the non-existence of solutions
(not only positive) to a very general non-homogeneous problem and we have also been
able to show how the blow-up of solutions depend on , f and u0.
2. Preliminary results
To obtain non-existence results for the problem (1.1), we have chosen 0 belonging
to the class CM([0,+∞[) by the requirement that 3
|′0|p
′
p
′−1
0
,
|(h)0 |
′

′−1
0
,
|(h)0 |
′

′−1
0
(h = 1, . . . ,M)
be bounded in the interval [1,2], where  = p/p1,  = q/q1.
Introducing real positive parameters  and , such that 0(|y|) ∈ CM(RN), 0() ∈
C1([0,+∞[) and, setting 	 = /, we suppose there are a divergent sequence {Rn}
3 As 1 < 
 < +∞ we denote by 
′ the number 

−1 .
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with Rn = Rn(ϑ) > 0, Li(	) ∈ R and non-negative constants c′i c′′i (i = 0, 1, 2) de-
pending on , with c′i + c′′i > 0, such that we have:
I0(Rn,,)
=
∫ 21/R2	n
R2	n
∫
|x|21/Rn
0(|x|/Rn) |′0(t/R2n )t−1R−2n |p
′
(a0(x, t))p
′−1(0(t/R
2
n ))
p′−1
dx dt
c′0 + c′′0RL0(	)n ,
I1(Rn,,)
=
∫ 21/R2	n
0
∫
Rn |x|21/Rn
(a1(x, t))
′
(a0(x, t))
′−1(0(|x|/Rn))′−1
×

 ∑
m ||M
|D0(|x|/Rn) |


′
0
(
t
R
2
n
)
dx dt
c′1 + c′′1RL1(	)n ,
I2(Rn,,)
=
∫ 21/R2	n
0
∫
Rn |x|21/Rn
(b1(x, t))
′
(b0(x, t))
′−1(0(|x|/Rn))′−1
×

 ∑
m ||M
|D0(|x|/Rn)|


′
0
(
t
R
2
n
)
dx dt
c′2 + c′′2RL2(	)n , (2.1)
where the last integral is considered only when b1 /≡ 0.
We may now prove two theorems in which we admit
f− ∈ L1(RN × [0,+∞[)), u−0 ∈ L1(RN). (2.2)
Moreover in the ﬁrst of them we add the hypothesis
0
∫ +∞
0
∫
RN
f (x, t) dx dt +
∫
RN
u0(x) dx +∞, (2.3)
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in the second we suppose that there exist L(	) ∈ R, (, R,ϑ)0 such that for large
R it results in

∫ R2	
0
∫
|x|R
f+(x, t) dx dt +
∫
|x|R
u+0 (x) dxRL(	)(, R,ϑ). (2.4)
Remark 2.1. To prove the next theorems, b1 is assumed different from zero. However,
if this is not so, one may see from the procedure used that they still hold dropping
terms depending on b1 in the assumptions.
Theorem 2.2. Under hypotheses (1.2), (2.1)–(2.3), if, moreover,
Li(	)0 (i = 0, 1, 2)
then problem (1.1) does not admit any weak solution.
Proof. Arguing by contradiction, let u be a solution of problem (1.1). Choosing, as
test function,
(x, t) = 0
(
t
R
2
n
)
0
(
|x|
R

n
)
,
at ﬁrst we have
∫ +∞
0
∫
RN
a0(x, t)|u|p(x, t) dx dt +
∫ +∞
0
∫
RN
b0(x, t)|∇u|q(x, t) dx dt

∫ +∞
0
∫
RN
|u| |t (x, t)| dx dt
+
∫ +∞
0
∫
RN
a1(x, t)|u|p1
∑
m ||M
|D(x, t)| dx dt
+
∫ +∞
0
∫
RN
b1(x, t)|∇u|q1
∑
m ||M
|D(x, t)| dx dt
−
{

[∫ R2	n
0
∫
|x|Rn
f+(x, t) dx dt −
∫ R2	n
0
∫
|x|Rn
f−(x, t) dx dt
]
+
[∫
|x|Rn
u+0 (x) dx −
∫
|x|Rn
u−0 (x) dx
]}
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+
[∫ 21/R2	n
R2	n
∫
|x|Rn
f−(x, t) dx dt
+
∫ 21/R2	n
0
∫
Rn |x|21/Rn
f−(x, t) dx dt
]
+
∫
Rn |x|21/Rn
u−0 (x) dx. (2.5)
On the other hand, by using Young inequality, for every ε > 0 we get
∫ +∞
0
∫
RN
|u|t (x, t) dx dt
 1
p′εp′−1
I0(Rn,,)+ ε
p
∫ +∞
0
∫
RN
a0(x, t)|u|p(x, t) dx dt,
∫ +∞
0
∫
RN
a1(x, t)|u|p1
∑
m ||M
|Da(x, t)| dx dt
 1
′ε′−1
I1(Rn,,)+ ε
∫ +∞
0
∫
RN
a0(x, t)|u|p(x, t) dx dt,
∫ +∞
0
∫
RN
b1(x, t)|∇u|q1
∑
m ||M
|Da(x, t)| dx dt
 1
′ε′−1
I2(Rn,,)+ ε
∫ +∞
0
∫
RN
b0(x, t)|∇u|q(x, t) dx dt.
It follows that:
c1
∫ R2	n
0
∫
|x|Rn
a0(x, t)|u|p dx dt + c2
∫ R2	n
0
∫
|x|Rn
b0(x, t)|∇u|q dx dtc3
+
∫ 21/R2	n
0
∫
|x|21/Rn
f−(x, t) dx dt +
∫
|x|21/Rn
u−0 (x) dx
from which, as n → +∞, we obtain:
∫ +∞
0
∫
RN
a0(x, t)|u|p dx dt < +∞,
∫ +∞
0
∫
RN
b0(x, t)|∇u|q dx dt < +∞
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and consequently
lim
n
∫ 21/R2	n
R2	n
∫
|x|21/Rn
a0(x, t)|u|p dx dt = 0,
lim
n
∫ 21/R2	n
0
∫
Rn |x|21/Rn
a0(x, t)|u|p dx dt = 0,
lim
n
∫ 21/R2	n
0
∫
Rn |x|21/Rn
b0(x, t)|∇u|q dx dt = 0.
Thus from relation (2.5), by using Hölder inequality, we have the contradiction:
∫ +∞
0
∫
RN
a0(x, t)|u|p dx dt
is equal to zero or to a negative number. 
Theorem 2.3. Under assumptions (1.2), (2.1), (2.2), (2.4), if, moreover,
L(	) > 0, Li(	)L(	) (i = 0, 1, 2),
0 < lim
n
(, Rn,ϑ) = ∞(,ϑ) +∞,
problem (1.1) does not admit any weak solution when
• Li(	) < L(	) (i = 0, 1, 2);
• ∏2i=0(Li(	)− L(	)) = 0 if ∞(,ϑ) = +∞;
• ∏2i=0(Li(	)− L(	)) = 0 and  is sufﬁciently large
if ∞(,ϑ) < +∞ and sup0 ∞(,ϑ) = +∞.
Proof. Arguing analogously to the proof of the Theorem 2.2, for sufﬁciently large n,
we have
c1
∫ R2	n
0
∫
|x|Rn
a0(x, t)|u|p dx dt + c2
∫ R2	n
0
∫
|x|Rn
b0(x, t)|∇u|q dx dt
c3I0(Rn,,)+ c4I1(Rn,,)+ c5I2(Rn,,)
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+
∫ +∞
0
∫
RN
f−(x, t) dx dt +
∫
RN
u−o (x) dx
−
[

∫ R2	n
0
∫
|x|Rn
f+(x, t) dx dt +
∫
|x|Rn
u+0 (x) dx
]
< 0
in each case of the statement .
Now we point out a consequence of the Theorem 2.3. Firstly, introducing new
variables (y, ) with the formula x = Ry, t = R2	, we get as R1:
I0(R,,)c0RN+2	(1−p
′)
∫ 21/
1
∫
|y|21/
1
(a0(Ry,R2	))p
′−1 dy d,
I1(R,,)
= RN+2	
∫ 21/
0
∫
1 |y|21/
(a1(Ry,R2	))
′
(a0(Ry,R2	))
′−1(0(|y|))′−1
×

 ∑
m ||M
R−|| |D0(|y|)|


′
0(
) dy d
c1RN+2	−m
′
∫ 21/
0
∫
1 |y|21/
(a1(Ry,R2	))
′
(a0(Ry,R2	))
′−1 dy d,
I2(R,,)c2RN+2	−m
′
∫ 21/
0
∫
1 |y|21/
(b1(Ry,R2	))
′
(b0(Ry,R2	))
′−1 dy d.
Assuming
lim′
R→+∞
[∫ 2
0
∫
1 |y|2
(a1(Ry,R2))
′
(a0(Ry,R2))
′−1 dy d
+
∫ 2
0
∫
1 |y|2
(b1(Ry,R2))
′
(b0(Ry,R2))
′−1 dy d
+
∫ 2
1
∫
1 |y|2
dy d
(a0(Ry,R2))p
′−1
]
< +∞, (2.6)
the inequalities (2.1) hold for c′i = 0, L0(1) = N + 2(1 − p′), L1(1) = N + 2 − m′,
L2(1) = N + 2−m′. 
Then, from Theorem 2.3 we deduce
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Corollary 2.4. Under assumptions (1.2), (2.2), (2.6), if moreover

∫ R2
0
∫
|x|R
f+(x, t) dx dt +
∫
|x|R
u+0 (x) dxR2(, R) for large R with
0 < lim′
R→+∞ (, R) = ∞() +∞,
when N = 1, 2 and mN , problem (1.1) does not admit any weak solution. In
particular, it does not possess solutions for any p > max{1, p1} and q > q1 if a0, b0,
are greater than a positive constant and a1, b1 ∈ L∞(RN × [0,+∞[).
Remark 2.5. Making obvious suitable assumptions we can use the previous method
even if the functions A0 and A depend on weak kth derivatives of u in respect to x
with k2.
3. Further results
The results obtained in Section 2 are based also on the assumption that appears
in (1.2):
in RN × [0,+∞[, a0 > 0. (3.1)
Thus it is possible to obtain further non-existence results 4 by replacing (3.1) with the
following conditions:
as |x|R0 > 1, a0 > 0 and when b1 /≡ 0, b0(x, t) > 0. (3.2)
To this end let us choose 0, 1 belonging to the class CM([0,+∞[), such that |
′
0|p
′
p
′−1
0
,
|(h)i |
′

′−1
i
,
|(h)i |
′

′−1
i
(h = 1, . . . ,M; i = 0, 1) are bounded in the interval [1, 2], and positive
parameters ,  such that i (|y|) ∈ CM(RN), 0() ∈ C1([0, +∞[). By substituting
the function 0
(
|x|
R

n
)
with 0
(
|x|
R

n
)
1
(
|x|
R

0
)
in the formula of Ii(Rn,,), let us
assume (2.1) are valid with Rn = Rn(ϑ) > 2R0 (ϑ = /). In addition we use test
function
(x, t) = 0
(
t
R
2
n
)
0
(
|x|
R

n
)
1
(
|x|
R

0
)
4 Referring to the results contained in this section, Remark 2.1 holds.
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so obtaining the relation
c
∫ R2	n
0
∫
2R0 |x|Rn
a0(x, t)|u|p dx dt
2∑
i=0
ciIi(Rn,,)
−
∫ +∞
0
∫
RN
f (x, t)(x, t) dx dt −
∫
RN
u0(x)(x, 0) dx.
In the light of this inequality we have to formulate assumptions that produce the absurd
∫ R2	n
0
∫
2R0 |x|Rn
a0(x, t)|u|p dx dt < 0 for sufﬁciently large n
observing that, unlike the proof of Theorem 2.2, using Hölder inequality in this situation
is purposeless.
For instance, using a similar argument, it is easy to prove the next theorem that
replaces Corollary 2.4 (or other results too, see Application 4.2)
Theorem 3.1. Under assumptions (1.2) modiﬁed as in (3.2), (2.2), if, moreover,
lim′
R→+∞
[∫ 2
0
∫
R0 |x|2R0
(a1(x, R2))
′
(a0(x, R2))
′−1 dx d
+
∫ 2
0
∫
1 |y|2
(a1(Ry,R2))
′
(a0(Ry,R2))
′−1 dy d
+
∫ 2
0
∫
R0 |x|2R0
(b1(x, R2))
′
(b0(x, R2))
′−1 dx d
+
∫ 2
0
∫
1 |y|2
(b1(Ry,R2))
′
(b0(Ry,R2))
′−1 dy d
+
∫ 2
1
∫
R0/R |y|2
dy d
(a0(Ry,R2))p
′−1
]
< +∞,

∫ R2
0
∫
2R0 |x|R
f+(x, t) dx dt +
∫
2R0 |x|R
u+0 (x) dxR2(, R)
∀R > 2R0 with 0 < lim′
R→+∞ (, R) = ∞() +∞,
for N = 1, 2 and mN problem (1.1) does not admit any weak solution
• when ∞() = +∞;
• when  is sufﬁciently large if ∞() < +∞ and sup0 ∞() = +∞.
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In particular if,
for |x|R0, a0 and b0 are greater than a positive number
and a1, b1 are essentially bounded, (3.3)
the previous statement holds for every
p > max{1, p1}, q > q1. (3.4)
Remark 3.2. Even if it is obvious, we would point out that the above procedure
can be used even though, while (3.1) holds, the function a−10 has some singularities
that invalidate the ﬁrst relation of (2.1). In addition, as we shall see very soon, the
presence of 1 is useful every time the assumptions about f and u0 require a factor
depending only on x, that is not sufﬁciently smooth in the origin, to be put in the test
function.
Theorem 3.1, which is valid when N = 1, 2, suggested our investigating the possi-
bility of obtaining an analogous result also when the dimension of the space is greater
than 2. The question has been studied by referring to the problem:
utA1(x, t, u,∇u)+ A0(x, t, u,∇u)+ f (x, t) in RN×]0,+∞[
u(x, 0) = u0(x) in RN, (3.5)
being 0, f ∈ L1loc(RN × [0,+∞[), u0 ∈ L1loc(RN) and for i = 0, 1 Ai(x, t, z, z′)
real Carathéodory functions deﬁned at a.e. (x, t) ∈ RN × [0,+∞[, z ∈ R, z′ ∈ RN ,
such that
A0(x, t, z, z
′)a0(x, t)|z|p + b0(x, t)|z′|q,
|A1(x, t, z, z′)|a1(x, t)|z|p1 + b1(x, t)|z′|q1
with p1, q1 > 0, p, q satisfying (3.4),
ai, bi measurable functions in RN × [0,+∞[
and at least a1 or b1 is not zero a.e.. (3.6)
Let us assume that (3.2) is valid and moreover
∫ +∞
0
∫
|x|R0
f−(x, t)|x|2−N dx dt +
∫
|x|R0
u−0 (x)|x|2−N dx < +∞,
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
∫ R2
0
∫
2R0 |x|R
f+(x, t)|x|2−N dx dt +
∫
2R0 |x|R
u+0 (x)|x|2−N dx
R2(, R) ∀R > 2R0 with 0 < lim′
R→+∞ (, R) = ∞() +∞,
lim′
R→+∞
[∫ 2
0
∫
R0 |x|2R0
(a1(x, R2))
′
(a0(x, R2))
′−1 dx d
+
∫ 2
0
∫
1 |y|2
(a1(Ry,R2))
′
(a0(Ry,R2))
′−1 dy d
+
∫ 2
0
∫
R0 |x|2R0
(b1(x, R2))
′
(b0(x, R2))
′−1 dx d
+
∫ 2
0
∫
1 |y|2
(b1(Ry,R2))
′
(b0(Ry,R2))
′−1 dy d
+
∫ 2
1
∫
R0/R |y|2
|y|2−N
(a0(Ry,R2))p
′−1 dy d
]
< +∞, (3.7)
where  = p/p1 and  = q/q1.
Theorem 3.3. Under assumptions (3.2), (3.6), (3.7), problem (3.5) does not admit any
weak solution
• when ∞() = +∞;
• when  is sufﬁciently large if ∞() < +∞ and sup0 ∞() = +∞.
In particular when (3.3) holds, the previous statement is valid for every p and q
verifying (3.4).
Proof. Obviously in the proof we refer to the case N = 2. For simplicity, we now
assume that the functions Ai do not depend on ∇u.
Let c > 0 and {Rn} with Rn > 2R0 be a divergent sequence so that
∫ 2
0
∫
R0 |x|2R0
(a1(x, R2n))
′
(a0(x, R2n))
′−1 dx d+
∫ 2
0
∫
1 |y|2
(a1(Rny, R2n))
′
(a0(Rny, R2n))
′−1 dy d
+
∫ 2
1
∫
R0/Rn |y|2
|y|2−N
(a0(Rny, R2n))p
′−1 dy dc. (3.8)
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Choosing 0 and 1 C2 functions in [0,+∞[ such that
|′0|p
′
p
′−1
0
∈ L∞([1, 2]), |
′
i |
′

′−1
i
,
|′′i |
′

′−1
i
∈ L∞([1, 2]) as i = 0, 1 (3.9)
and setting
(x, t) = 0
(
t
R2n
)
0
( |x|
Rn
)
1
( |x|
R0
)
,
let us use as test function
(x, t) =
{
(x, t)|x|2−N if |x| > 0,
0 if |x| = 0.
If u is a weak solution to (3.5), by using Young inequality, we have
c1
∫ 2R2n
0
∫
R0 |x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx dt
c2
∫ 2R2n
0
∫
R0 |x|2Rn
(a1(x, t))
′
(a0(x, t))
′−1
∣∣|x|N−2[(x, t)|x|2−N ]∣∣′
((x, t))′−1
|x|2−N dx dt
+c3
∫ 2R2n
R2n
∫
R0 |x|2Rn
1
(a0(x, t))p
′−1
|t (x, t)|p′
((x, t))p′−1
|x|2−N dx dt
+
∫ +∞
0
∫
|x|R0
f−(x, t)|x|2−N dx dt +
∫
|x|R0
u−0 (x)|x|2−N dx
−
[

∫ R2n
0
∫
2R0 |x|Rn
f+(x, t)|x|2−N dx dt
+
∫
2R0 |x|Rn
u+0 (x)|x|2−N dx
]
. (3.10)
Now let us note that
∫ 2R2n
0
∫
R0 |x|2Rn
(a1(x, t))
′
(a0(x, t))
′−1
∣∣ |x|N−2[(x, t)|x|2−N ]∣∣′
((x, t))′−1
|x|2−N dx dt
= R2n
∫ 2
0
0()
∫
R0 |x|2R0
(a1(x, R2n))
′
(a0(x, R2n))
′−1
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×
∣∣∣R−20 ′′1(|x|/R0)+ (3−N)R−10 ′1(|x|/R0)|x|−1∣∣∣′−1
(1(|x|/R0))′−1
|x|2−N dx d
+R4−2′n
∫ 2
0
0()
∫
1 |y|2
(a1(Rny, R2n))
′
(a0(Rny, R2n))
′−1
×
∣∣′′0(|y|)+ (3−N)′0(|y|) |y|−1∣∣′
(0(|y|))′−1
|y|2−N dy d;
moreover
∫ 2R2n
R2n
∫
R0 |x|2Rn
1
(a0(x, t))p
′−1
|t (x, t)|p′
((x, t))p′−1
|x|2−N dx dt
R4−2p
′
n
∫ 2
1
|′0()|p
′
(0())p
′−1
∫
R0/Rn |y|2
|y|2−N
(a0(Rny, R2n))p
′−1 dy d,
∫ 2R2n
0
∫
R0 |x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx dt

∫ R2n
0
∫
2R0 |x|Rn
a0(x, t)|u|p |x|2−N dx dt.
Thus, taking into account (3.8)–(3.10), we have
c1
∫ R2n
0
∫
2R0 |x|Rn
a0(x, t)|u|p |x|2−N dx dt
c4R2n + c5R4−2
′
n + c6R4−2p
′
n + c7 − R2n(, Rn)
from which for sufﬁciently large n we get:
∫ R2n
0
∫
2R0 |x|Rn
a0(x, t)|u|p |x|2−N dx dt < 0
in each case of the statement. 
Remark 3.4. In the proof of last theorem the structure of test function is connected
to Remark 3.2; so we should have followed the same procedure also in the case (3.1)
assuming that (3.7) are valid for some numbers R0 > 1. The presence of 1
( |x|
R0
)
in
the test function is removed in Section 5, where we look for non-existence results for
334 A.M. Piccirillo et al. / J. Differential Equations 212 (2005) 319–350
“strong solutions” (verifying suitable “a priori” condition under the assumption that the
functions Ai do not depend on ∇u, and a0 is positive) under hypotheses like (2.2)–(2.4)
in which the RN–Lebesgue measure is replaced by the measure produced by weight
function |x|2−N .
4. Some applications
The conditions assumed in Sections 2 and 3 allow us to produce various examples
in which it is possible to apply our results. In present Section, we would like to apply
them in certain concrete cases.
Initially, we consider the case when problem (1.1) does not depend on ∇u. In the
ﬁrst application we use only Theorem 2.2, in the second we also study situations where
we use Theorem 2.3 and comments made at the beginning of Section 3. Then these
results and the information obtained in Section 3 will be compared with the conclusions
of other Authors who studied the same question for an equation governed by Laplacian
operator with data independent of t. In the last applications the dependence on ∇u
appears.
Application 4.1. Let us assume in (1.1)
A(x, t, z, z
′) = z,A0(x, t, z, z′) = (|x|
 + t l)|z|p(
 > 0, p > 1, 
 ∈ R, −1 l < 1
p′ − 1
)
(4.1)
so
p1 = 1,
S =
{
u ∈ L1loc(RN × [0,+∞[) : (|x|
 + t l) |u|p
∈ L1loc(RN × [0,+∞[)
}
= .
Introducing new variable t = R2	, as R > 1 we have
I0(R,,)c1R2ϑ(1−p
′)(1+l)
+c2R2ϑ(1−p′)
∫ 2
1
∫
1 |x|21/R
p
′(−1)
(|x|
 + lR2ϑl )p′−1 dx d,
moreover for 1 < p < 1+ 

N
we get
∫ 2
1
∫
1 |x|21/R
p
′(−1)
(|x|
 + lR2ϑl )p′−1 dx dc3
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and for p = 1+ 

N
:
∫ 2
1
∫
1 |x|21/R
p
′(−1)
(|x|
 + lR2ϑl )p′−1 dx dc4
∫
1 |x|21/R
dx
|x|(
−ε)(p′−1)
= c4Rε(p′−1)
∫
R−1 |y|21/
dy
|y|(
−ε)(p′−1) (ε > 0).
Since it results in:
I0(R,,)c5 if 1 < p < 1+ 

N
, (4.2)
I0(R,,)c6 + c(ε)R(ε−2ϑ)(p′−1) if p = 1+ 

N
. (4.3)
Furthermore, introducing new variables by the formula x = Ry, t = R2ϑ, we obtain:
I0(R,,)c7RN+2ϑ(1−p
′)−(p′−1)max{
,2ϑl} if p > 1+ 

N
, (4.4)
and in each case:
I1(R,,)c8RN+2ϑ−mp
′−(p′−1)max{
,2ϑl}. (4.5)
Thanks to these inequalities Theorem 2.2 allows us to formulate the next statement
Proposition 4.1. Assuming (2.2), (2.3), (4.1) are valid, problem (1.1) does not admit
any weak solution when 1 < p1+ m+max{
,ml}
N
.
Proof. In order to obtain the assertion, if 1 < p < 1+ 

N
, taking into account (4.2),
(4.5), it is enough to choose ϑ = mp′/2 in (4.5). If p = 1+ 

N
we choose ϑ = mp′/2
in (4.5), (4.3) and ε = mp′.
In the case p > 1+ 

N
, owing to (4.4), (4.5), problem (1.1) does not have weak
solutions when
N min {−2ϑ+ (p′ − 1)max{
, 2ϑl} +mp′,
−2ϑ+ (p′ − 1)max{
, 2ϑl} + 2ϑp′}. (4.6)
It is not difﬁcult to check that the right-hand side of (4.6) takes its maximum value
with ϑ = m/2. Consequently the optimal non-existence condition is
N(m+max{
,ml})(p′ − 1). 
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Application 4.2. In (1.1) let us assume
A(x, t, z, z
′) = z, A0(x, t, z, z′) = a0(x, t)|z|p, (4.7)
with p > 1, a0(x, t) positive measurable function satisfying the conditions
there exists R0 > 1 such that for |x|R0 a0(x, t)|x|
t l
with  > 0, 
 ∈ R − 1 < l < 1/(p′ − 1);
lim′
T→+∞
∫ 2
1
∫
|x|R0
dxd
(a0(x, T ))p
′−1 < +∞.5 (4.8)
Obviously we get
S = {u ∈ L1loc(RN × [0,+∞[) : a0(x, t)|u|p ∈ L1loc(RN × [0,+∞[)} = ,
moreover there are cˆ > 0, and for every ϑ > 0, a divergent sequence {Rn} with
Rn = Rn(ϑ) > R0, so that
∫ 2
1
∫
|x|R0
dx d
(a0(x, R2ϑn ))p
′−1 dx d cˆ. (4.9)
Because of the inequality
I0(Rn,,)c1R2ϑ(1−p
′)
n
∫ 2
1
∫
|x|R0
dx d
(a0(x, R2ϑn ))p
′−1 dx d
+c2R2ϑ(1−p
′)(1+l)
n
∫
R0 |x|21/Rn
|x|−
(p′−1) dx,
thanks to (4.9) we have
I0(Rn,,)c3 if 1 < p < 1+ 
N ,
I0(Rn,,)c4 + c(ε)R(p
′−1)[ε−2ϑ(1+l)]
n if p = 1+ 
N ,
I0(Rn,,)c4 + c5RN−
(p
′−1)+2ϑ(1−p′)(1+l)
n if p > 1+ 
N ,
5 This condition is obvious when a0(x, t) is greater than a positive constant; a non-
trivial example is the following a0(x, t) = (1 + |x|) exp[−t (sin log t)+]. In fact it results in:
lim′T→+∞
∫ 2
1
∫
|x|R0
dx d
(a0(x,T ))p
′−1 < +∞ but lim′′T→+∞
∫ 2
1
∫
|x|R0
dx d
(a0(x,T ))p
′−1 = +∞. Similar
comments can be made every time that an analogous condition is formulated in this paper.
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(ε > 0) and moreover
I1(Rn,,)c6RN+2ϑ−mp
′−(2ϑl+
)(p′−1)
n
which is valid in each case. Now using an argument similar to that in the proof of
Proposition 4.1 we prove
Proposition 4.2. Assuming (2.2), (2.3), (4.7), (4.8) are valid, problem (1.1) does not
admit any weak solution when 1 < p1+ 
+m(l+1)
N
.
Now we assume
f+(x, t)g(x) as |x|R0 with g ∈ L1loc(RN) and g0 (4.10)
and for simplicity N > m and l = 0. Since condition (2.4) holds with L(ϑ) = 2ϑ and
(, R,ϑ) = ∫|x|R g(x) dx, from Theorem 2.3 there follows
Proposition 4.3. Let us assume (2.2), (4.7), (4.8) with l = 0, (4.10) are valid. If m < N
and  > 0 problem (1.1) does not admit any weak solution
• when 1 < p < 1+ 
+m
N−m ,
• when p = 1+ 
+m
N−m if g /∈ L1(RN),
• when p = 1+ 
+m
N−m and  is sufﬁciently large if g ∈ L1(RN).
We obtain a similar result by replacing condition (4.8) with the following one that
is weaker:
a0(x, t) non-negative measurable function in RN × [0,+∞[
satisfying only the ﬁrst condition in (4.8) with l = 0. (4.11)
In fact in this case, following the suggestions made at the beginning of Section 3, and
taking into account that for R > 2R0 the inequalities
I0(R,,)c7 if 1 < p < 1+ 
N ,
I0(R,,)c(ε)R(ε−2ϑ)(p
′−1) (ε > 0) if p = 1+ 

N
,
I0(R,,)c8RN+2ϑ(1−p
′)−
(p′−1) if p > 1+ 

N
,
I1(R,,)c9R2ϑ + c10RN+2ϑ−mp′−
(p′−1) in every case,
hold, we obtain
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Proposition 4.4. Let us assume (2.2), (4.7), (4.10), (4.11) are valid. If m < N and
 > 0 problem (1.1) does not admit any weak solution
• when 1 < p1+ 
+m
N−m if g /∈ L1(RN);
• when 1 < p1+ 
+m
N−m and  is sufﬁciently large if g ∈ L1(RN).
Furthermore, let us add that when (4.10) is valid with g(x) = 1|x|−h (1 > 0 and
m < h < N), using the relations

∫ R2ϑ
0
∫
|x|R
f+(x, t) dx dt +
∫
|x|R
u+0 (x) dxR2ϑ1
∫
R0 |x|R
|x|−h dx,
∫
R0 |x|R
|x|−h dx = N
N R
N−h
N − h
[
1−
(
R0
R
)N−h]
,6
next proposition improves the above result
Proposition 4.5. Let us assume (2.2), (4.7), (4.10) with g(x) = 1|x|−h (1 > 0, m <
h < N), (4.11) are valid. If  > 0 problem (1.1) does not admit any weak solution
• when 1 < p < 1+ 
+m
h−m ;
• when p = 1+ 
+m
h−m and  is sufﬁciently large.
Application 4.3. Given f ∈ L1loc(RN × [0,+∞[), u0 ∈ L1loc(RN), we consider the
problem
utdiv (|x|h∇u)+ |u|p + |∇u|q + f (x, t) in RN×]0,+∞[
u(x, 0) = u0(x) in RN, (4.12)
where 0, p > 1, q > 1, h ∈ R.
Observing m = M = 1, a1(x, t) ≡ 0, b1(x, t) ≡ |x|h, a0(x, t) ≡ 1, b0(x, t) ≡ 1,
 = p,  = q and
S =
{
u ∈ Lploc(RN × [0,+∞[) :
u
xi
∈ Lqloc(RN × [0,+∞[),
|x|h u
xi
∈ L1loc(RN × [0,+∞[)
}
= ,
6We denote by 
N the measure of unit ball in RN .
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we have
I0(R,,)c1RN+2ϑ(1−p
′), I1(R,,) = 0,
I2(R,,)c2RN+2ϑ−q
′(1−h).
Assuming (2.2), (2.3) are valid, since we require
N min{2ϑ(p′ − 1), q ′(1− h)− 2ϑ}
in order to apply Theorem 2.2, and it is necessary that h < 1 and the optimal choice
of ϑ is q
′(1−h)
2p′ so:
Proposition 4.6. Assuming (2.2), (2.3) are valid, problem (4.12) does not admit any
weak solution when N q(1−h)
p(q−1) .
Let us assume R0 > 0 exists such that
f+(x, t)  1t r as tR0, u+0 (x)2|x|s as |x|R0
(i > 0, r > −1, s > −N) (4.13)
so, for large R we get

∫ R2ϑ
0
∫
|x|R
f+(x, t) dx dt 
N1
r + 1
[
1−
(
R0
R2ϑ
)r+1]
RN+2ϑ(r+1),
∫
|x|R
u+0 (x) dx
N
N2
N + s
[
1−
(
R0
R
)N+s]
RN+s .
Next proposition easily follows from Theorem 2.3.
Proposition 4.7. Let us assume (2.2), (4.13) are valid. Then problem (4.12) does not
admit any weak solution in each of the following situations:
−N<s<0 and ps(q−1)>q(h−1); s0 and s(q−1) > q(h−1);  > 0 and h < 1;
 > 0, h = 1 and r > 0; h = 1, r = 0 and sufﬁciently large ;
h > 1 and r > 0.
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Unlike what happens in the previous applications, there are situations where the
operator
∑
m ||M
DA(x, t, u,∇u)
can be interpreted in several ways and this fact implies that the problem itself can
be formulated in different functional classes. Let us clarify this idea with the next
application.
Application 4.4. We consider the problem
utu+ |x|
|u|p + |x|l |∇u|q + f (x, t) in RN×]0,+∞[
u(x, 0) = u0(x) in RN (4.14)
with
0, p > 1, q > 1, 
 < N(p − 1), l ∈ R,
f ∈ L1loc(RN × [0,+∞[), u0 ∈ L1loc(RN).
Reading u as
N∑
i=1
2u
x2i
we have
m = M = 2, a1(x, t) ≡ 1, b1(x, t) ≡ 0, a0(x, t) ≡ |x|
,
b0(x, t) ≡ |x|l ,  = p,  = q,
S = {u ∈ L1loc(RN × [0,+∞[) : |x|
|u|p, |x|l |∇u|q
∈ L1loc(RN × [0,+∞[)} = , (4.15)
but making out u like div (∇u) we get:
m = M = 1, a1(x, t) ≡ 0, b1(x, t) ≡ 1,
S = {u ∈ L1loc(RN×]0,+∞[) : |∇u|, |x|
|u|p, |x|l |∇u|q
∈ L1loc(RN × [0,+∞[)} = . (4.16)
In the case (4.15) we have
I0(R,,)c1RN+2ϑ(1−p
′)−
(p′−1),
I1(R,,)c2RN+2(ϑ−p
′)−
(p′−1),
I2(R,,) = 0,
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in the case (4.16) it results in
I0(R,,)c1RN+2ϑ(1−p
′)−
(p′−1),
I1(R,,) = 0,
I2(R,,)c3RN+2ϑ−q
′−l(q ′−1).
The next proposition follows from Theorem 2.2:
Proposition 4.8. Assuming (2.2), (2.3) are valid, in the case (4.15) [resp., (4.16)]
problem (4.14) does not admit any weak solution when 1 < p1+ + 2+

N
[resp.,
q + l(Np − 
)(q − 1)].
Moreover, let us investigate problem (4.14) under the assumption that the function f
has one of the following behaviours:
f+(x, t) ln(1+ t) ( > 0), (4.17)
f+(x, t)(exp[t (sin t)+] − 1) as tR0 ( > 0, R0 > 0). (4.18)
Let us note that in (4.17) we get
∫ R2ϑ
0
∫
|x|R
f+(x, t) dx dt
N [ln(1+ R2ϑ)− 1]RN+2ϑ
and in (4.18) for every ϑ > 0, setting Rn = Rn(ϑ) =
(
2n+ 2
) 1
2ϑ
, it is easy to verify
that when n is sufﬁciently large it results in:
∫ R2ϑn
0
∫
|x|Rn
f+(x, t) dx dt 
N
k!2k3
[
1− 
3
R−2ϑn
]k
RN+2kϑn ∀ k ∈ N.
Then, taking into account the above inequalities and using Theorem 2.3, we are able
to formulate next result:
Proposition 4.9. Let us assume (2.2) valid and  > 0. In the case (4.15) [resp., (4.16)]
if the function f is as in (4.17) then problem (4.14) does not admit any weak solution
when 2p + 
0 [resp., q + l0]; if f is as in (4.18) there is no weak solution to
problem (4.14).
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In particular, when 
 = 0, the above non-existence conditions are valid in the same
functional class
S = {u ∈ Lploc(RN × [0,+∞[) : |x|l |∇u|q ∈ L1loc(RN × [0,+∞[)}.
Let us conclude present Section by comparing our conclusions with non-existence
results of positive solutions obtained by other Authors.
• Referring to the problem
ut = u+ up in RN×]0,+∞[,
u(x, 0) = u0(x) in RN
where p > 1, u00, it is well known that Fujita proved in [4,5] that, when 1 < p < 1
+ 2
N
, the above problem does not admit any positive solution u(x, t) such that
u(x, t)M exp[|x|] in RN × [0,+∞[ with 0 <  < 2 and M > 0.
Moreover he showed that when p > 1 + 2/N , there are solutions if initial data is
dominated by a sufﬁciently small Gaussian. The case p = 1+2/N has been studied by
Hayakawa [6] for N = 1, 2 and by Kobayashi et al. [7] and by Aronson and Weinberger
[1] for every N. They formulated non-existence theorems for positive solutions satisfying
an “a priori” growth assumption.
The results of these Authors are obtained as a particular case from Propositions 4.1
and 4.2 in the present paper by setting 
 = l = 0 and m = 2.
• In [12] Pinsky investigates the problem
ut = u+ a(x)up in RN×]0,+∞[,
u(x, 0) = u0(x) in RN
with a ∈ C(RN), a0, u00, p > 1 and, under the assumption
c1|x|
a(x)c2|x|
 for large |x| (ci = const. > 0, 
 > −2),
he proves further that the problem does not possess positive global solutions when
1 < p1+ (2+ 
)/N .
This result is included in Proposition 4.2 when l = 0 and m = 2. Moreover, this result
includes those obtained by Bandle–Levine [2] and Levine–Meier [9] when a(x) = |x|m
m > 0. It is sharp because Pinsky himself shows that when p > 1 + (2 + 
)/N the
problem admits solutions.
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• Again Pinsky, in [13], referring to the problem
ut = u+ a(x)up + f (x) in RN×]0,+∞[,
u(x, 0) = u0(x) in RN,
where  > 0, p > 1, a, f ∈ C(RN) with a0, f0, u00, obtained the non-
existence of positive solutions in the following cases:
• when N2;
• when N3 if ∫RN |x|2−Nf (x) dx = +∞;
• when N3 for 1 < p < 1+ 2+

h−2 if a(x)c0|x|
,
f (x)c1|x|−h for large |x| (ci > 0, 2 < hN); 7
• when N3 for 1 < p1+ 2+

N−2 if a(x)c0|x|

for large |x|, 0f (x)c1|x|−N (ci > 0).
Without making any assumption about the regularity of data and the sign of f and
u0, with Corollary 2.4, Theorems 3.1 and 3.3, we obtain results that are analogous to
those mentioned above in the ﬁrst and second case. Moreover, Propositions 4.4 and
4.5 (with m = 2) again give us the conclusion obtained by Pinsky in the third case
when 2 < hN . Furthermore, we also show that there are no solutions in the critical
case p = 1+ 
+2
h−2 for h = N or for h < N when  is sufﬁciently large. So, we have
positively responded to the conjecture that Pinsky himself formulated for h < N in
[13, Remark 1, p. 3321].
Concerning Pinsky’s result in the last case, we note that in Proposition 4.3
(with m = 2), in order to have the non-existence of solutions when 1 < p < 1+
+
+2
N−2 we have made a more general assumption on f. Furthermore, in the border-
line case p = 1+ 
+2
N−2 , our condition regarding f is different from that assumed by
Pinsky.
In [18] Zhang investigates a previous similar Cauchy problem in MN×]0,+∞[,
where MN is a Riemannian manifold with possibly non-negative Ricci curvature. He
obtains a result analogous to Proposition 4.3 (with 
 = 0, m = 2). Indeed he proves
that the problem possesses no global positive solutions also in the borderline case but
he assumes that f is non-negative, not identically zero and dependent only on x (see
also Remark 1.1, p. 127) and a(x) ≡ 1.
In [3] the Authors study a particular case of Application 4.2:
ut = u+ |u|p + f (x) in RN×]0,+∞[
u(x, 0) = u0(x) in RN.
7 In the statement we read 2 < h < N ; however in the proof (p. 3322) he considers the case h = N
too.
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First of all, when N = 1, 2, they prove the non-existence of global solutions for every
p > 1 if
∫
RN f (x) dx > 0. We obtain the same result under different assumptions, as
we have just explained in comparing our results with those by Pinsky.
When N3 they show that all solutions blow up in ﬁnite time if 1 < p <
N/(N − 2) and ∫RN f (x) dx > 0; they obtain the same result when p = N/(N − 2)
if
∫
RN f (x) dx > 0, f (x) = O(|x|−ε−N) as |x| → +∞ for some ε > 0 and under
additional assumptions.
Moreover, they show for example that, when N > 1, global solutions exist for all
p > 1 and f satisfying ∫RN f (x)dx < 0.
When N3, in order to get the non-existence of global solutions by using our
result (Proposition 4.3 with 
 = 0, m = 2) in the sub-critical case it is enough to
require f−1 ∈ L1(RN × [0,+∞[), u−0 ∈ L1(RN) and f+(x)g(x) for large |x| with
g ∈ L1loc(RN) and g0. In the critical case it is enough to add g /∈ L1(RN) otherwise
g ∈ L1(RN) with ∫RN g(x) dx sufﬁciently large.
Furthermore, since our assumptions do not exclude the possibility
∫
RN f (x) dx = 0
with f /≡ 0, we also respond to the open problem that Bandle–Levine–Zhang point out
in their paper.
Finally, in the super-critical case the Authors show that, under suitable assumptions on
the data, there are both global and non-global solutions. About the case pN/(N −2)
we obtain the non-existence of global solutions (Proposition 4.5, with 
 = 0, m = 2)
if g(x) = 1|x|−h (1 > 0, 2 < h < N) when NN−2p hh−2 .
5. Non-existence results for strong solutions
According to Remark 3.4, we now investigate the non-existence of “strong solutions”
to the problem
utA1(x, t, u)+ A0(x, t, u)+ f (x, t) in RN×]0,+∞[
u(x, 0) = u0(x) in RN, (5.1)
where 0, f ∈ L1loc(RN × [0,+∞[), u0 ∈ L1loc(RN).
Let us assume:
A0 real Carathéodory function deﬁned at a.e. (x, t) ∈ RN × [0,+∞[,
z ∈ R with A0(x, t, z)a0(x, t)|z|p, A1 ∈ C0(RN × [0,+∞[×R),
A1
xi
,
2A1
x2i
,
A1
z
,
2A1
z2
∈ C0(RN×]0,+∞[×R) and
|A1(x, t, z)|a1(x, t)|z|p1 where a0 and a1 are measurable functions
with a0 > 0, a10, p1 > 0, p > max{1, p1}. (5.2)
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We introduce the class S1 of the functions u ∈ S ∩ C2,1x,t (RN×]0,+∞[) that satisfy
the following condition
∀R > 0 there exist UR ∈ L1(BR) and R > 0
such that |u(x, t)|UR(x)∀ (x, t) ∈ BR×]0, R[8 (5.3)
and suppose that it is not-empty. We now formulate the following deﬁnition:
Deﬁnition 5.1. A function u ∈ S1 is called a strong solution of (5.1) if it results in
ut (x, t)A1(x, t, u(x, t))+ A0(x, t, u(x, t))+ f (x, t)
a.e. in RN×]0,+∞[,
lim
t→0 u(x, t) = u0(x) ∀ x ∈ R
N.
Owing to the property (5.3), we see that, if u is a strong solution of problem (5.1),
then it is a weak solution of the problem too. We obtain some non-existence results
of strong solutions belonging to the subclass S∗1 of the functions u ∈ S1 such that
UR|x|2−N ∈ L1(BR) (which coincides with S1 when N2).
These results, except in the case N = 2, are not deducible by the theorems obtained
in Section 2. Given
S ∩ C0(RN × [0,+∞[) ∩ C2x,t (RN×]0,+∞[) ⊆ S∗1 ,
we require that
f |x|2−N ∈ L1loc(RN × [0,+∞[), u0|x|2−N ∈ L1loc(RN), (5.4)
∫ +∞
0
∫
RN
|x|2−Nf−(x, t) dx dt +
∫
RN
|x|2−Nu−0 (x) dx < +∞, (5.5)
0
∫ +∞
0
∫
RN
|x|2−Nf (x, t) dx dt
+
∫
RN
|x|2−Nu0(x) dx < +∞ [resp.,= +∞], (5.6)
8BR = {x ∈ RN : |x| < R}.
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lim′
R→+∞
[∫ 2
0
∫
1 |y|2
(a1(Ry,R2))
′
(a0(Ry,R2))
′−1 dy d
+
∫ 2
0
∫
1 |y|2
|y|2−N
(a0(Ry,R2))p
′−1 dy d
]
< +∞ (5.7)
with  = p
p1
.
Theorem 5.2. Under assumptions (5.2), (5.4)–(5.7), for 1 < p2min{1, p1}, we have:
• when N = 2, problem (5.1) does not admit weak solutions;
• when N3, problem (5.1) does not admit strong solutions u ∈ S∗1 such that
A1(0, t, u(0, t))0 ∀ t > 0 [resp., A+1 (0, ·, u(0, ·)) ∈ L1([0,+∞[)],
• when N = 1, problem (5.1) does not admit strong solutions u ∈ S∗1 such that
A1(0, t, u(0, t))0 ∀ t > 0 [resp., A−1 (0, ·, u(0, ·)) ∈ L1([0,+∞[)].
Proof. Let c be a positive number and {Rn} a divergent sequence of numbers greater
than 1 so that
∫ 2
0
∫
1 |y|2
(a1(Rny, R2n))
′
(a0(Rny, R2n))
′−1 dy d
+
∫ 2
0
∫
1 |y|2
|y|2−N
(a0(Rny, R2n))p
′−1 dy dc. (5.8)
For N = 2, owing to (5.8), we have
I0(Rn, 1, 1)c0R4−2p
′
n , I1(Rn, 1, 1)c1R4−2
′
n
and from here our assertion follows in virtue of Theorem 2.2.
When N3, for 0 < r < 1, we set r = {x ∈ RN : |x| = r} and, for every x ∈
r , (x) =
(− x1
r
, . . . ,− xN
r
)
.
By choosing 0 ∈ C2([0,+∞[) so that
|′0|p
′
p
′−1
0
,
|′0|
′

′−1
0
,
|′′0|
′

′−1
0
∈ L∞([1, 2]),
let (x, t) = 0(|x|/Rn)0(t/R2n).
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If u ∈ S∗1 is a strong solution of (5.1), for almost every t > 0 it results in:∫
r |x|2Rn
ut (x, t)(x, t)|x|2−N dx

∫
r |x|2Rn
(x, t)|x|2−NA1(x, t, u(x, t)) dx
+
∫
r |x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx
+
∫
r |x|2Rn
f (x, t)(x, t)|x|2−N dx (5.9)
and moreover ∫
r |x|2Rn
(x, t)|x|2−NA1(x, t, u(x, t)) dx
=
∫
r
|x|2−N(x, t)∇A1(x, t, u(x, t)) · (x) dHN−1
−(N − 2)
∫
r
|x|1−N(x, t)A1(x, t, u(x, t)) dHN−1
+
∫
Rn |x|2Rn
A1(x, t, u(x, t))[(x, t)|x|2−N ] dx.
On the other hand, since
A1(·, t, u(·, t)) ∈ C0(RN), |∇A1(·, t, u(·, t))| ∈ C0(RN),
we obtain
lim
r→0
∫
r
|x|1−N(x, t)A1(x, t, u(x, t)) dHN−1 = N
N(0, t)A1(0, t, u(0, t)),
lim
r→0
∫
r
|x|2−N(x, t)∇A1(x, t, u(x, t)) · (x) dHN−1 = 0.
Then from (5.9), passing to the limit for r → 0 and subsequently integrating from ε
to 2R2n (0 < ε < 1), we obtain:
∫ 2R2n
ε
∫
|x|2Rn
ut (x, t)(x, t)|x|2−N dx dt
 −N(N − 2)
N
∫ 2R2n
ε
A1(0, t, u(0, t))(0, t) dt
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+
∫ 2R2n
ε
∫
Rn |x|2Rn
A1(x, t, u(x, t))[(x, t)|x|2−N ] dx dt
+
∫ 2R2n
ε
∫
|x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx dt
+
∫ 2R2n
ε
∫
|x|2Rn
f (x, t)(x, t)|x|2−N dx dt. (5.10)
In addition, taking into account that u(x, ·) ∈ C1([ε,+∞[), we have
∫ 2R2n
ε
∫
|x|2Rn
ut (x, t)(x, t)|x|2−N dx dt = −
∫
|x|2Rn
u(x, ε)(x, ε)|x|2−N dx
−
∫ 2R2n
R2n
∫
|x|2Rn
u(x, t)t (x, t)|x|2−N dx dt.
From (5.10), since u ∈ S∗1 , as ε → 0 we get
∫ 2R2n
0
∫
|x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx dt
N(N − 2)
N
∫ 2R2n
0
A1(0, t, u(0, t))(0, t) dt
−
∫ 2R2n
0
∫
Rn |x|2Rn
A1(x, t, u(x, t))[(x, t)|x|2−N ] dx dt
−
∫ 2R2n
R2n
∫
|x|2Rn
u(x, t)t (x, t)|x|2−N dx dt
−
∫
|x|2Rn
u0(x)(x, 0)|x|2−N dx
−
∫ 2R2n
0
∫
|x|2Rn
f (x, t)(x, t)|x|2−N dx dt,
from here, using (5.8), it may be concluded that
c2
∫ 2R2n
0
∫
|x|2Rn
a0(x, t)|u|p(x, t)|x|2−N dx dt
N(N − 2)
N
∫ 2R2n
0
A1(0, t, u(0, t))(0, t) dt
A.M. Piccirillo et al. / J. Differential Equations 212 (2005) 319–350 349
+c3R4−2
′
n + c4R4−2p
′
n −
∫
|x|2Rn
u0(x)(x, 0)|x|2−N dx
−
∫ 2R2n
0
∫
|x|2Rn
f (x, t)(x, t)|x|2−N dx dt. (5.11)
Now, starting from (5.11) and proceeding analogously to the proof of Theorem 2.2,
we obtain the desired conclusion. When N = 1, the proof runs as before in the case
N3. 
Under the assumptions of previous theorem with (5.6) replaced by

∫ R2
0
∫
|x|R
|x|2−Nf+(x, t) dx dt +
∫
|x|R
|x|2−Nu+0 (x) dx
R2(, R) as large R
with 0 < lim′
R→+∞ (, R) = ∞() +∞, (5.12)
and applying the same argument again, using Corollary 2.4 in the case N = 2 we
prove the next
Theorem 5.3. Under assumptions (5.2), (5.4), (5.5), (5.7), (5.12) we have
• when N = 2, problem (5.1) does not admit weak solutions;
• when N = 1 [resp., N3], problem (5.1) does not admit strong solutions u ∈ S∗1
such that
∫ 2R2
0
A−1 (0, t, u(0, t)) dtc(u)Rs
[
resp.,
∫ 2R2
0
A+1 (0, t, u(0, t)) dtc(u)Rs
]
with c(u) = const. > 0, 0s < 2; it can also be s = 2 if ∞() = +∞.
Furthermore the assertion is valid for every p > max{1, p1} if a0 is greater than a
positive constant and a1 ∈ L∞(RN × [0,+∞[).
We conclude by pointing out a consequence of Theorems 5.2, 5.3. To this end
we assume A1(0, t, z) ≡ z. For problem (5.1), when N = 1 [resp., N3], under
assumptions of Theorem 5.2 we can exclude the existence of strong solutions u ∈ S∗1
so that u(0, ·) is non-negative [resp., non-positive] or, if the sum in (5.6) is inﬁnity,
so that u−(0, ·) [resp., u+(0, ·)] is summable in [0,+∞[.
Under the assumptions of Theorem 5.3, the class of feasible strong solutions of
(5.1) belonging to S∗1 is more restrictive with exclusion of functions u, such that
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u−(0, ·) [resp., u+(0, ·)] is summable with some power 
 ∈ [1,+∞[. Moreover,
strong solutions of (5.1) cannot exist so that u−(0, ·) [resp., u+(0, ·)] are essentially
bounded in [0,+∞[ if ∞() = +∞.
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