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Abstract
A direct method, based on the projection theorem in inner products spaces, the generalized singular value
decomposition and the canonical correlation decomposition, is presented for finding the optimal approximate
solution X̂ in the set SE to a given matrix X˜, where SE denotes the least-squares symmetric solution set
of the matrix equation [ATXA,BTXB] = [C,D]. The analytical expression of the optimal approximate
solution X̂ is obtained, and an algorithm for finding this solution is also suggested.
© 2006 Elsevier Inc. All rights reserved.
AMS classification: 65F30; 65H15
Keywords: Symmetric matrix; Least-squares solution; Optimal approximate solution; Generalized singular value decom-
position; Canonical correlation decomposition
1. Introduction
Throughout this paper, we denote the set of all real symmetric matrices in Rn×n by Sn×n and
the set of all real orthogonal matrices in Rn×n by On×n. The symbols AT, rank(A) and ‖A‖F,
respectively stand for the transpose, the rank and the Frobenius norm of the real matrix A. For two
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real m × n matrices A and B, A ∗ B and A ⊗ B represent the Hadamard product and Kronecker
product respectively, that is, A ∗ B = (aij bij )m×n and A ⊗ B = (aijB)m2×n2 . Let
Sn×n × Sp×p = {[A,B] | A ∈ Sn×n, B ∈ Sp×p}.
It is obvious that Sn×n × Sp×p is a linear space over the real number field. For all [Ai, Bi] ∈
Sn×n × Sp×p (i = 1, 2), we define the inner product in this linear space as follows:〈[A1, B1], [A2, B2]〉 = trace(AT2A1)+ trace(BT2 B1).
ThenSn×n × Sp×p is a Hilbert inner product space, and the norm induced from this inner product
is defined by∥∥[A,B]∥∥= 〈[A,B], [A,B]〉 12
= [trace(ATA) + trace(BTB)] 12
= (‖A‖2F + ‖B‖2F) 12 , ∀ [A,B] ∈ Sn×n × Sp×p.
An inverse problem [1,2,6,29] arising in structural modification of the dynamic behaviour of
a structure calls for the solution of certain linear matrix equations. Dai [7] have considered the
symmetric solution of the matrix equation ATXA = C, which is motivated and illustrated with an
inverse problem of vibration theory. Solvability conditions for symmetric solution and the general
expression of this solution were obtained in [7] by using the singular value decomposition (SVD).
As a nontrivial generalization, Woude [25] has considered the matrix equation
AiXBj = Cij , (i, j) ∈ , (1)
where  denotes a set of index pairs. The conditions for the existence of a common solution X
have been derived and stated directly in terms of the known matrices without the employment
of the Kronecker product, and for the case that  = {(1, 1), (2, 2)}, the representation of the
common solution has been also obtained in [5,16–18]. However, we should point out that the
matrices Ai , Bi and Cij are experimentally occurring in practice, they may not satisfy these
solvability conditions. Hence, we should further study the corresponding least-squares solution.
See for instance [4,7,26].
The problem of finding a nearest matrix in the least-squares symmetric solution set of a matrix
equation to a given matrix, in the sense of the Frobenius norm, is called the matrix nearness
problem in this paper. This kind of problems was initially proposed in the processes of test or
recovery of linear systems due to incomplete data or revising data [1,2,8], in which a preliminary
estimation X˜ of the unknown matrices X can be obtained by experimental observation values
and statistical distribution information, but it may not satisfy the given matrix restrictions, for
example, it may not be a least-squares solution. The optimal estimation X̂ is a matrix that not
only satisfies these restrictions but also best approximates X˜, see [12–14,30]. There are a lot of
discussions on the matrix nearness problem associated with some matrix equations. For details
we refer to [14,20,21,28] and references therein. In this paper, we consider the matrix nearness
problem associated with the special case of (1), namely the following matrix equation:
[ATXA,BTXB] = [C,D]. (2)
Problem 1.1. Given matrices A ∈ Rm×n, B ∈ Rm×p, C ∈ Sn×n, D ∈ Sp×p and X˜ ∈ Sm×m. Let
SE =
{
X | X ∈ Sm×m,
∥∥∥[ATXA − C,BTXB − D]∥∥∥ = min
Y∈Sm×m
∥∥∥[ATYA − C,BTYB − D]∥∥∥}.
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Then find X̂ ∈ SE such that
‖X̂ − X˜‖F = min
X∈SE
‖X − X˜‖F.
Obviously, SE is the least-squares symmetric solution set of Eq. (2) and X̂ is the optimal
approximate least-squares symmetric solution of Eq. (2) to the given matrix X˜. In particular,
the solution X̂ of Problem 1.1 is just the least-squares symmetric solution of the matrix equation
(2) with minimum norm when X˜ = 0.
Chang and Wang [4] has obtained the least-squares symmetric solution of Eq. (2) through the
use of the generalized singular value decomposition (GSVD). When Eq. (2) is consistent inSm×m,
Yuan [27] gave the symmetric solution with minimum norm by using the canonical correlation
decomposition (CCD). However, the approaches developed in [4,27] cannot be individually used
to solve Problem 1.1, and the difficulty lies in the fact that the orthogonal invariance of the
Frobenius norm does not hold for general nonsingular matrices in GSVD and CCD (see, for
instance, (4.1) in [4] and (3.11) in [27]).
A straightforward way to solve Problem 1.1 is to expand Eq. (2) into a system of linear
equations by Kronecker product and then use the conventional techniques, such as Moore–Penrose
generalized inverse, to solve the obtained linear system. Denote
vec(Sm×m) = {vec(X)|X ∈ Sm×m} ⊂ Rm2 .
The least-squares problem ‖[ATXA − C,BTXB − D]‖ = min with respect to the symmetric
matrix X is equivalent to∥∥∥∥(AT ⊗ ATBT ⊗ BT
)
Wvec(x) −
(
vec(C)
vec(D)
)∥∥∥∥
2
= min, ∀ vec(x) ∈ Rr , (3)
where W ∈ Rm2×r is a basis-matrix of the linear space vec(Sm×m) and r = m(m+1)2 . See Magnus
[15] for details. Then Problem 1.1 is transformed to the nearness problem of a class of linear
simultaneous equations, with n2 + p2 equations in r unknowns, and by making use of the
Moore–Penrose generalized inverse, we immediately obtain the optimal approximate solution.
This method is very simple and elegant, but its use is restricted to the cases when n and p
are small. For large n and p, the difficulty in solving the n2 + p2 linear equations makes it
impractical, and therefore, it motivates us to study Problem 1.1 by adopting some more efficient
approaches.
The approach that is presented in this paper is based on the projection theorem in inner products
spaces, as well as GSVD and CCD of matrix pairs. Specifically speaking, it can be essentially
divided into three parts: first, we find a least-squares symmetric solution X0 of the matrix equation
(2) by using GSVD; then utilizing the solution X0 and the projection theorem, we transfer Problem
1.1 to the problem of finding the optimal approximate symmetric solution of a consistent matrix
equation; and finally, we find the optimal approximate symmetric solution of this consistent matrix
equation to a given matrix by using CCD.
The paper is organized as follows. At first, in Section 2, we will introduce several lemmas
which will be used in the latter sections. Then, in Section 3, we will discuss Problem 1.1, and give
the expression of its solution. At last, in Section 4, we will also give the numerical algorithm to
compute the solution of Problem 1.1, and use some brief concluding remarks in Section 5 to end
our paper.
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2. Some lemmas
We first state the concepts of GSVD and CCD with respect to matrix pairs briefly, which are
essential tools for solving Problem 1.1.
Let A ∈ Rm×n and B ∈ Rm×p. Then the GSVD of the matrix pair [AT, BT] is given by
AT = U(A, 0)M and BT = V (B, 0)M, (4)
where U ∈ On×n and V ∈ Op×p are orthogonal matrices; M ∈ Rm×m is a nonsingular matrix;
A =
Ir Sa
0(n−r−s)×(k−r−s)
 and B =
0(p+r−k)×r Sb
I(k−r−s)

are block matrices, and the diagonal matrices Sa and Sb are given by
Sa = diag(µ1, µ2, . . . , µs) and Sb = diag(λ1, λ2, . . . , λs)
with
1 > µ1  µ2  · · ·  µs > 0, 0 < λ1  λ2  · · ·  λs < 1,
µ2i + λ2i = 1, i = 1, 2, . . . , s.
Here,
k = rank([A,B]), r = k − rank(B), s = rank(A) + rank(B) − k.
See [5,19,22,23] for details. We further partition the orthogonal matrices
U =
(
U1 U2 U3
r s n − r − s
)
and V =
(
V1 V2 V3
p + r − k s k − r − s
)
(5)
compatibly with the block row partitioning of A and B , respectively.
Let A ∈ Rm×n and B ∈ Rm×p satisfy rank(A)  rank(B). Then the CCD of the matrix pair
[A,B] is given by
A = Q(A, 0)E−1A and B = Q(B, 0)E−1B , (6)
where Q ∈ Om×m is an orthogonal matrix; EA ∈ Rn×n and EB ∈ Rp×p are nonsingular matrices;
A =

Ir1

0(h−r1−s1)×t1− − − − − −− − − − − −
0(m−h−s1−t1)×r1

It1

and B =
 Ih−−
0

are block matrices, and the diagonal matrices  and  are given by
 = diag(θ1, θ2, . . . , θs1) and  = diag(ω1, ω2, . . . , ωs1)
with
1 > θ1  θ2  · · ·  θs1 > 0, 0 < ω1  ω2  · · ·  ωs1 < 1,
θ2i + ω2i = 1, i = 1, 2, . . . , s1.
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Here,
h = rank(B), r1 = rank(A) + rank(B) − rank([A,B]),
s1 = rank(ATB) − r1, t1 = rank(A) − s1 − r1.
See [9–11,22,23] for details. We further partition the nonsingular matrices
EA =
(
A1 A2 A3 A4
r1 s1 t1 n − r1 − s1 − t1
)
and EB =
(
B1 B2 B3 B4
r1 s1 h − r1 − s1 p − h
)
(7)
compatibly with the block column partitioning of (A, 0) and (B, 0), respectively.
The following lemmas are essential for deriving the solution of Problem 1.1.
Lemma 1 (the projection theorem [24]). Let X be a finite dimensional inner product space, M
be a subspace of X, and M⊥ be the orthogonal complement subspace of M. For a given x ∈ X,
there always exists an m0 ∈ M such that
‖x − m0‖  ‖x − m‖, ∀m ∈ M,
where ‖ · ‖ is the norm associated with the inner product defined in X. Moreover, m0 ∈ M is the
unique minimization vector in M and satisfies
x − m0 ⊥ M i.e., x − m0 ∈ M⊥.
Lemma 2. Let the matrices A, B and C ∈ Rs×t , and
 = diag(θ1, θ2, . . . , θs) and  = diag(ω1, ω2, . . . , ωs)
be given diagonal matrices of positive diagonal entries, satisfying
θ2i + ω2i = 1, i = 1, 2, . . . , s.
Assume
ψ(Y ) = ‖Y − A‖2F + ‖−1C − −1Y − B‖2F.
Then there exists a unique matrix Y ∈ Rs×t such that
ψ(Y ) = min
Y∈Rs×t
ψ(Y )
and Y possesses the expression
Y = C −B + 2A. (8)
Proof. For matrices
A = (aij ) ∈ Rs×t , B = (bij ) ∈ Rs×t and C = (cij ) ∈ Rs×t ,
we have
ψ(Y ) =
∑
i,j
[
(yij − aij )2 +
(
1
ωi
cij − θi
ωi
yij − bij
)2]
. (9)
In Eq. (9), ψ(Y ) is a continuously differentiable function with respect to the st variables of
yij (i = 1, 2, . . . , s; j = 1, 2, . . . , t). By setting the derivative to zero, we obtain the following
expression:
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y¯ij = θicij − θiωibij + ω2i aij . (10)
By rewriting (10) in matrix form, we immediately obtain Eq. (8). 
Lemma 3. Let the matrices E ∈ Rs×s and G,F ∈ Ss×s , and
 = diag(θ1, θ2, . . . , θs) and  = diag(ω1, ω2, . . . , ωs)
be given diagonal matrices of positive diagonal entries, satisfying
θ2i + ω2i = 1, i = 1, 2, . . . , s.
Assume
ϕ(Y ) = 2‖Y − E‖2F + ‖G − Y T−1 − −1Y − F‖2F.
Then there exists a unique matrix Y ∈ Rs×s such that
ϕ(Y ) = min
Y∈Rs×s
ϕ(Y ).
Moreover, the matrix Y possesses the expression
Y =  ∗ [(G − F)2 + 2E −ET] (11)
with
 = (φij ) ∈ Rs×s , φij = 11 − θ2i θ2j
, i, j = 1, 2, . . . , s.
Proof. For matrices
E = (eij ) ∈ Rs×s , G = (gij ) ∈ Ss×s and F = (fij ) ∈ Ss×s ,
we have
ϕ(Y ) =
∑
1i<js
[
2(yij − eij )2 + 2(yji − eji)2 + 2
(
θi
ωi
yij + θj
ωj
yji − gij + fij
)2 ]
+
∑
i
[
2(yii − eii)2 +
(
2
θi
ωi
yii − gii + fii
)2]
. (12)
In Eq. (12), ϕ(Y ) is a continuously differentiable function with respect to the s(s+1)2 variables of
yij (1  i  j  s). By setting the derivative to zero, we obtain the following expression:
y¯ij =
θiωi(gij − fji)ω2j + ω2i eij − θiωiejiθjωj
1 − θ2i θ2j
. (13)
By rewriting (13) in matrix form, we immediately obtain Eq. (11). 
Lemma 4 [27]. Let matrices A, B, C and D given in Problem 1.1 satisfy rank(A)  rank(B).
Decompose the CCD of the matrix pair [A,B] as (6), and partition the matrices ETACEA and
ETBDEB into{
ETACEA = (C′ij )4×4, C′ij = ATi CAj , i, j = 1, 2, 3, 4,
ETBDEB = (D′ij )4×4, D′ij = BTi DBj , i, j = 1, 2, 3, 4,
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respectively, where the matrices Ai and Bi are given by (7). Then when the matrix equation (2)
is consistent in Sm×m, its general solution X is of the following form:
X = Q

D′11 D′12 D′13 X14 (C′12 − D′12)−1 C′13
D′T12 D′22 D′23 X24 X25 X26
D′T13 D′T23 D′33 X34 X35 X36
XT14 X
T
24 X
T
34 X44 X45 X46
−1(C′T12 −D′T12) XT25 XT35 XT45 X55 −1(C′23 −X26)
C′T13 XT26 X
T
36 X
T
46 (C
′T
23 − XT26)−1 C′33

QT,
(14)
where
X55 = −1C′22−1 − −1D′22−1 − XT25−1 − −1X25, (15)
X44 is an arbitrary symmetric matrix block, and other unknown matrix blocks are arbitrary.
3. The solution of Problem 1.1
The matrix nearness problem can be solved in three parts. We first transform Problem 1.1 with
respect to the matrix equation (2) to a consistent matrix equation. This technique is precisely
described in the following theorem.
Theorem 1. Suppose that the matrices A, B, C and D are those given in Problem 1.1, and that
X0 is one of the least-squares symmetric solutions of Eq. (2). Define
[C0,D0] = [ATX0A,BTX0B]. (16)
Then the symmetric solution set of the consistent matrix equation
[ATXA,BTXB] = [C0,D0] (17)
is the same as the least-squares symmetric solution set of Eq. (2).
Proof. Let
L = {Y |Y = [ATXA,BTXB], X ∈ Sm×m},
then L is a linear subspace of Sn×n × Sp×p. Denote
M0 = [C0,D0] and M = [C,D].
From (16), it is obvious that M0 ∈ L, and
‖M0 − M‖ = ‖[C0,D0] − [C,D]‖
= ‖[ATX0A − C,BTX0B − D]‖
= min
X∈Sm×m
‖[ATXA,BTXB] − [C,D]‖
= min
Y∈L ‖Y − M‖.
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By applying Lemma 1, we have
(M0 − M) ⊥ L, i.e., (M0 − M) ∈ L⊥.
For all X ∈ Sm×m, it is easy to know that
[ATXA − C0, BTXB − D0] ∈ L.
It then follows that:
‖[ATXA − C,BTXB − D]‖2 = ‖[ATXA − C0, BTXB − D0] + (M0 − M)‖2
= ‖[ATXA − C0, BTXB − D0]‖2 + ‖M0 − M‖2.
Hence, the conclusion of this theorem holds true. 
From Theorem 1, it is easy to see that the optimal approximate symmetric solution X̂ of the
consistent matrix equation (17) to the given matrix X˜ is just the solution of Problem 1.1. Thus,
how to find the matrix pair [C0,D0] is the crux of solving Problem 1.1.
Based on the GSVD of the matrix pair [AT, BT], the following theorem give such a matrix
pair [C0,D0]. To state the results, we denote{
UTCU = (Cij )3×3, Cij = UTi CUj , i, j = 1, 2, 3,
V TDV = (Dij )3×3, Dij = V Ti DVj , i, j = 1, 2, 3,
(18)
where the matrices Ui and Vi are given by (5).
Theorem 2. The following matrix pair (C0,D0) corresponds a least-squares symmetric solution
X0 of Eq. (2) and satisfies (16):
C0 = U
C11 C12 0CT12 SaX22Sa 0
0 0 0
UT, D0 = V
0 0 00 SbX22Sb D23
0 DT23 D33
V T, (19)
where
X22 =  ∗ (SaC22Sa + SbD22Sb) (20)
with
 = (φij ) ∈ Ss×s , φij = 1
µ2i µ
2
j + λ2i λ2j
, i, j = 1, 2, . . . , s.
Proof. From Theorem 4.1 in [4] we know the least-squares symmetric solutions of Eq. (2) can
be given by using the GSVD of the matrix pair [AT, BT], and are of the following form:
X = M−1

C11 C12S−1a X13 X14
S−1a CT12 X22 S
−1
b D23 X24
XT13 D
T
23S
−1
b D33 X34
XT14 X
T
24 X
T
34 X44
M−T , (21)
where the matrix block X22 is given by (20), X44 is an arbitrary symmetric matrix block and
X13, Xi4, (i, j = 1, 2, 3) are arbitrary matrix blocks of suitable dimensions.
By inserting the matrices A and B in (4) and the matrix X in (21) into Eq. (16), we can
immediately get (19) by straightforward computations. 
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Evidently, (19) shows that the matrices C0 and D0 defined in (16) are unique, and only
dependent on the given matrices A,B,C and D, but independent on the least-squares symmetric
solution X0 of Eq. (2). Furthermore, we can conclude that
‖C0 − C‖2F + ‖D0 − D‖2F = min
X∈Sm×m
∥∥[ATXA,BTXB] − [C,D]∥∥.
It implies that Eq. (2) has a solution in Sm×m if and only if
C = C0 and D = D0. (22)
Based on Theorems 1 and 2, we can obtain the analytical expression of the solution of Problem
1.1 by making use of the CCD of the matrix pair [A,B]. To state the results, we denote{
ETAC0EA = (Eij )4×4, Eij = ATi C0Aj , i, j = 1, 2, 3, 4,
ETBD0EB = (Fij )4×4, Fij = BTi D0Bj , i, j = 1, 2, 3, 4,
(23)
where the matrices Ai and Bi are given by (7).
Theorem 3. Let matrices A, B, C and D given in Problem 1.1 satisfy rank(A)  rank(B).
Partition the matrix
QTX˜Q = (X˜ij )6×6 with X˜Tij = X˜ji , (24)
compatibly with the row partitioning ofA, where the matrix Q is given in (6). Then the unique
solution X̂ of Problem 1.1 can be expressed as
X̂ = Q

F11 F12 F13 X˜14 (E12 − F12)−1 E13
F T12 F22 F23 X˜24 Ŷ25 Ŷ26
F T13 F
T
23 F33 X˜34 X˜35 X˜36
X˜T14 X˜
T
24 X˜
T
34 X˜44 X˜45 X˜46
−1(ET12 −F T12) Ŷ T25 X˜T35 X˜T45 G − Ŷ T25−1 −−1Ŷ25 −1(E23 −Ŷ26)
ET13 Ŷ
T
26 X˜
T
36 X˜
T
46 (E
T
23 − Ŷ T26)−1 E33

QT,
(25)
where{
Ŷ25 =  ∗ [(G − X˜55)2 + 2X˜25 −X˜T25],
Ŷ26 = E23 −X˜56 + 2X˜26 (26)
with
G = −1(E22 −F22)−1 and  =
(
1
1 − θ2i θ2j
)
∈ Rs1×s1 .
Proof. From Theorems 1 and 2 we know that the least-squares symmetric solution set of Eq. (2)
is the same as the symmetric solution set of the consistent equation (17), with the matrices C0
and D0 being given by (19). From Lemma 4 and (23) we know that the symmetric solutions of
the consistent equation (17) can be expressed as
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X = Q

F11 F12 F13 Y14 (E12 − F12)−1 E13
FT12 F22 F23 Y24 Y25 Y26
FT13 F
T
23 F33 Y34 Y35 Y36
YT14 Y
T
24 Y
T
34 Y44 Y45 Y46
−1(ET12 −FT12) YT25 YT35 YT45 Y˜55 −1(E23 −Y26)
ET13 Y
T
26 Y
T
36 Y
T
46 (E
T
23 − YT26)−1 E33

QT,
(27)
where
Y˜55 = G − Y T25−1 − −1Y25, with G = −1(E22 −F22)−1, (28)
Y44 is an arbitrary symmetric matrix block, and other unknown matrix blocks are arbitrary.
From the orthogonal invariance of the Frobenius norm together with (24) and (27), we have
‖X − X˜‖2F = ‖QTXQ − QTX˜Q‖2F
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥

F11 − X˜11 F12 − X˜12 F13 − X˜13 Y14 − X˜14 Y˜15 − X˜15 E13 − X˜16
FT12 − X˜T12 F22 − X˜22 F23 − X˜23 Y24 − X˜24 Y25 − X˜25 Y26 − X˜26
FT13 − X˜T13 FT23 − X˜T23 F33 − X˜33 Y34 − X˜34 Y35 − X˜35 Y36 − X˜36
YT14 − X˜T14 YT24 − X˜T24 YT34 − X˜T34 Y44 − X˜44 Y45 − X˜45 Y46 − X˜46
Y˜T15 − X˜T15 YT25 − X˜T25 YT35 − X˜T35 YT45 − X˜T45 Y˜55 − X˜55 Y˜56 − X˜56
ET13 − X˜T16 YT26 − X˜T26 YT36 − X˜T36 YT46 − X˜T46 Y˜T56 − X˜T56 E33 − X˜66

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
F
with
Y˜15 = (E12 − F12)−1 and Y˜56 = −1(E23 −Y26). (29)
Hence,
‖X − X˜‖2F = min ∀X ∈ SE
(see the definition of the matrix set SE in Problem 1.1) if and only if{
Y14 = X˜14, Y24 = X˜24, Y34 = X˜34, Y44 = X˜44,
Y35 = X˜35, Y45 = X˜45, Y36 = X˜36, Y46 = X˜46, (30)
2‖Y25 − X˜25‖2F + ‖Y˜55 − X˜55‖2F = min ∀Y25 ∈ Rs1×s1 , (31)
and
‖Y26 − X˜26‖2F + ‖Y˜56 − X˜56‖2F = min ∀Y26 ∈ Rs1×t1 . (32)
By making use of (28) and Lemma 3, we know that the solution Ŷ25 of (31) is of the form
Ŷ25 =  ∗ [(G − X˜55)2 + 2X˜25 −X˜T25].
After substituting this Ŷ25 into (28), we immediately get Ŷ55.
By making use of (29) and Lemma 2, we know that the solution Ŷ26 of (32) is of the form
Ŷ26 = E23 −X˜56 + 2X˜26.
After substituting this Ŷ26 into (29), we immediately get Ŷ56. 
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For the matrices A and B with special structure, some submatrices in the block matrices A
andB (see the expression of CCD in (6)) may disappear. For example, if the matrices A and B
satisfy
rank(A) = rank(ATB),
then the block matrices A and B in (6) reduce to
A =

Ir1

− − − − − −−
0(m−h−s1−t1)×r1

 and B =
 Ih−−
0
 .
In this case, the solution X̂ of Problem 1.1 possesses a relatively simplified expression
X̂ = Q

F11 F12 X˜13 (E12 − F12)−1
F T12 F22 X˜23 Ŷ24
X˜T13 X˜
T
23 X˜33 X˜34
−1(ET12 −F T12) Y˜ T24 X˜T34 G − Ŷ T24−1 − −1Ŷ24
QT,
where
Ŷ24 =  ∗ [(G − X˜44)2 + 2X˜24 −X˜T24]
with
G = −1(E22 −F22)−1 and  =
(
1
1 − θ2i θ2j
)
∈ Rs1×s1 .
Hence, the formulation of the optimal approximate solution depends on the structure of the
matrices A and B, and (25) is just corresponding to the general case.
In addition, if the matrices C and D are not symmetric in Problem 1.1, then from
‖[ATXA − C,BTXB − D]‖2
= ‖ATXA − C‖2F + ‖BTXB − D‖2F
= ‖ATXA − S(C)‖2F + ‖BTXB − S(D)‖2F + ‖R(C)‖2F + ‖R(D)‖2F
= ‖[ATXA − S(C), BTXB − S(D)]‖2 + ‖[R(C),R(D)]‖2,
where
S(C) = 1
2
(C + CT), R(C) = 1
2
(C − CT),
S(D) = 1
2
(D + DT), R(D) = 1
2
(D − DT),
we know that the least-squares symmetric solution set of Eq. (2) is the same as that of the matrix
equation
[ATXA,BTXB] = [S(C), S(D)].
Therefore, without loss of generality, we may suppose that the matrices C and D are symmetric
in Problem 1.1. By the same token, we may also suppose that the matrix X˜ is symmetric.
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4. Numerical algorithm for solving Problem 1.1
Theorem 3 leads naturally to a numerical algorithm for computing the solution X̂ of Problem
1.1 when rank(A)  rank(B). In order to do that, we let A ∈ Rm×n, B ∈ Rm×p, C ∈ Sn×n,
D ∈ Sp×p and X˜ ∈ Sm×m, then Problem 1.1 can be solved in the following steps:
Algorithm 1: Compute the optimal approximate solution
1: Input A,B,C,D and X˜
2: Make the GSVD of the matrix pair (AT, BT) as in (4)
3: Partition the matrices UTCU and V TDV as in (18)
4: Compute X22 as in (20)
5: Compute C0 and D0 as in (19)
6: Make the CCD of the matrix pair (A,B) as in (6)
7: Partition the matrices EA and EB as in (7)
8: Compute Eij = ATi C0Aj and Fij = BTi D0Bj (i, j = 1, 2, 3, 4)
9: Compute X̂ according to (25)
In the following, we will give some numerical examples to illustrate our results. All the tests
are performed using Matlab 6.5 which has a machine precision of around 10−16.
Example 1. Let
A =
(
ones(3, 4) zeros(3, 5)
zeros(5, 4) toeplitz(1 : 5)
)
, B =
(
pascal(4) zeros(4, 3)
I4 ones(4, 3)
)
,
C =
(
hilb(4) ones(4, 5)
ones(5, 4) zeros(5, 5)
)
, D =
(
hankel(1 : 3) ones(3, 4)
ones(4, 3) hankel(1 : 4)
)
,
X˜ =
(
I4
1
2I4
1
2I4 ones(4, 4)
)
,
where hilb(n) and pascal(n) denote the nth order Hilbert matrix and Pascal matrix, respectively,
and toeplitz(1 : n) and hankel(1 : n) denote the nth order Toeplitz matrix and Hankel matrix
which first row are (1, 2, . . . , n), respectively.
By using Algorithm 1, we can obtain the optimal approximation X̂1 to the given matrix X˜
X̂1 =

−1.1632 0.6604 −0.3901 −0.6195 −2.0802 −0.2209 2.5581 −0.8394
0.6604 2.6650 −0.1486 1.5828 0.5100 0.4122 −2.3303 −0.1115
−0.3901 −0.1486 −1.4385 −0.9348 1.8006 −0.2875 −0.1754 1.1026
−0.6195 1.5828 −0.9348 0.6381 −0.9421 −0.0688 0.5427 −0.2907
−2.0802 0.5100 1.8006 −0.9421 1.5318 −0.2324 −0.4982 0.3177
−0.2209 0.4122 −0.2875 −0.0688 −0.2324 0.7492 −0.6579 0.2356
2.5581 −2.3303 −0.1754 0.5427 −0.4982 −0.6579 0.8336 −0.3460
−0.8394 −0.1115 1.1026 −0.2907 0.3177 0.2356 −0.3460 0.1496

.
By concrete computations, we know that the distance from X˜ to the solution set SE is
min
X∈SE
‖X − X˜‖F = ‖X̂1 − X˜‖F = 9.7503 (33)
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and the minimum residue is
min
X∈Sm×m
‖[ATXA − C,BTXB − D]‖ = (‖ATX̂1A − C‖2F + ‖BTX̂1B − D‖2F) 12
= 6.2563.
In addition, the elapsed CPU time for computing X̂1 round about 0.04 s.
By using the approach (via Kronecker product and Moore–Penrose generalized inverse)
mentioned in Section 1 to solve Problem 1.1, we can also obtain an analogous result
X̂2 =

−0.5043 0.7491 −1.0638 −0.4574 −2.3163 −0.2441 2.7050 −0.7270
0.7491 2.3804 −0.1256 1.5955 0.6701 0.5390 −2.3438 −0.3849
−1.0638 −0.1256 −0.6890 −1.1096 1.8765 −0.3910 −0.3088 1.2636
−0.4574 1.5955 −1.1096 0.6381 −0.9421 −0.0688 0.5427 −0.2907
−2.3163 0.6701 1.8765 −0.9421 1.5318 −0.2324 −0.4982 0.3177
−0.2441 0.5390 −0.3910 −0.0688 −0.2324 0.7492 −0.6579 0.2356
2.7050 −2.3438 −0.3088 0.5427 −0.4982 −0.6579 0.8336 −0.3460
−0.7270 −0.3849 1.2636 −0.2907 0.3177 0.2356 −0.3460 0.1496

.
It is easy to verify that the distance from X̂2 to the given matrix X˜ is
‖X̂2 − X˜‖F = 9.8852
and the corresponding residue is
(‖ATX̂2A − C‖2F + ‖BTX̂2B − D‖2F)
1
2 = 6.2563.
The results show that the matrices X̂1 and X̂2 may be the members of SE , but apparently, X̂1
is more accurate compared with X̂2. Since the dimensions of the coefficient matrices are small,
there is only a fine difference between the elapsed CPU times for computing X̂1 and X̂2.
The following example will verify Algorithm 1 is also valid when the system is consistent.
Example 2. Let
A =
(
I4 zeros(4, 4)
toeplitz(1 : 4) ones(4, 4)
)
, B =
(
zeros(4, 4) I4
zeros(4, 4) hankel(1 : 4)
)
,
C =
(
I4 zeros(4, 4)
zeros(4, 4) zeros(4, 4)
)
, D =
(
zeros(4, 4) zeros(4, 4)
zeros(4, 4) I4
)
,
X˜ = zeros(8, 8).
By concrete computations, we have
C0 = C and D0 = D.
Hence, the matrix equation (2) is consistent in S8×8, and we observe the matrix
X =
(
I4 zeros(4, 4)
zeros(4, 4) zeros(4, 4)
)
is a symmetric solution of Eq. (2). By using Algorithm 1, we can obtain the optimal approximation
X̂ to the given matrix X˜, i.e., the minimum norm solution in SE
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Table 1
Numerical results for Example 3
k ε ‖X‖F ‖X̂‖F ‖X̂ − X‖F ‖C − C0‖F ‖D − D0‖F CPU
10 1 20 39.8940 33.6729 2.0903e+3 4.3366e+3 0.0500
10e−2 20 20.0172 0.3367 20.9033 43.3658 0.0500
10e−4 20 20.0001 0.0034 0.2090 0.4337 0.0500
10e−6 20 20.0000 3.3673e−5 2.1e−3 4.3e−3 0.0500
50 1 100 192.2280 163.9431 2.3810e+05 5.3402e+05 0.9320
10e−2 100 100.0171 1.6394 2.3810e+03 5.3402e+03 0.9510
10e−4 100 100.0000 0.0164 23.8100 53.4021 0.9210
10e−6 100 100.0000 1.6394e−4 0.2381 0.5339 0.9710
100 1 200 383.6049 327.2142 1.8543e+6 4.2712e+6 9.3230
10e−2 200 200.0288 3.2721 1.8543e+4 4.2712e+4 9.2330
10e−6 200 200.0000 3.2769e−4 1.8544 4.2583 9.2140
10e−8 200 200.0000 1.8249e−5 0.0244 0.0504 9.2540
200 1 400 766.4420 653.7192 1.4587e+7 3.4174e+7 78.1920
10e−2 400 400.0548 6.5372 1.4587e+5 3.4174e+5 78.7630
10e−6 400 400.0003 9.5195e−4 14.6731 36.6628 78.0620
10e−8 400 400.0000 6.9196e−4 1.6072 6.3187 77.7720
X̂ =

0.6056 −0.1082 0.1058 0.3979 −0.1152 0.0312 −0.0008 0.1124
−0.1082 0.3490 −0.2453 0.1373 0.1182 −0.1897 0.0594 0.0478
0.1058 −0.2453 0.4283 −0.0970 0.0900 0.0759 −0.2222 0.0797
0.3979 0.1373 −0.0970 0.5985 0.1024 −0.0082 −0.0032 −0.1186
−0.1152 0.1182 0.0900 0.1024 −0.0261 −0.0140 −0.0250 0.0611
0.0312 −0.1897 0.0759 −0.0082 −0.0140 −0.0002 0.1143 −0.0899
−0.0008 0.0594 −0.2222 −0.0032 −0.0250 0.1143 −0.0767 0.0068
0.1124 0.0478 0.0797 −0.1186 0.0611 −0.0899 0.0068 −0.0035

.
It is easy to verify that
‖X̂‖ = 1.4076 < ‖X‖ = 2,
which implies that the result is reliable.
The last example is used to test the algorithm for large system.
Example 3. Let
A =
(
hankel(1 : k) Ik
zeros(k, k) hankel(1 : k)
)
, B =
(
Ik zeros(k, k)
zeros(k, k) toeplitz(1 : k)
)
.
We take C = ATXA + ε · F and D = BTXB − ε · F , where X = ones(2k), F = magic(2k)
and ε is an arbitrary nonnegative number. If we take X˜ = X, then we can theoretically show
that the solution X̂ of Problem 1.1 approximates to X as ε goes to zero, and that the matrix
X = ones(2k) is exactly the unique of Problem 1.1 when ε = 0. Our numerical results are listed
in Table 1, where CPU denotes the elapsed CPU time in seconds.
If we compute the optimal approximate solution X̂ by using the approach mentioned in Section
1, then the elapsed CPU times are 2.4030 and 119.3120 s when k = 10 and k = 20, respectively.
Moreover, when k  40, the computing processes are broken down before we obtained the results,
since there is no more room in memory for the new generated variables. These show that the op-
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eration counts and the storage increase rapidly for the increasing order of the coefficient matrices.
Hence, compared with this approach, the algorithm derived in this paper is more efficient.
From above three examples, we can see that the algorithm is valid for solving Problem 1.1.
The Example 3 also shows that the distance between [C,D] and [C0,D0] goes to zero as X̂
approaches X. This feature is in accordance with the theory established in this paper.
5. Concluding remarks
In this paper, we have investigated a class of nearness problem associated with the matrix
equation [ATXA,BTXB] = [C,D], where A,B,C and D are given matrices with suitable size.
An analytical expression for the solution X̂ is obtained. Moreover, a direct algorithm, based on the
projection theorem, GSVD and CCD, is presented for finding this solution, and three examples
are used to show the validity of this algorithm.
Although some computational tests have been put into practice, this remains an essentially
theoretical paper. The numerical stability of this algorithm principally lies on that of the GSVD
and CCD of matrix pairs, but we have not studied this due to its complexity. From Chan and
Wang [3], we know that the Golub–Reinsch SVD algorithm usually takes about 7nm2 + (11/3)n3
multiplications for a m × n matrix, and according to [10,11,19], we also know that the cost for
determining the GSVD and CCD of matrix pair is proportional to that for SVD. If all the matrices
in Eq. (2) are n-by-n, our method constructs the optimal approximate solution X̂ in O(n3) flops,
whereas the computational cost of the method mentioned in Section 1 amounts to O(n6), which is
unacceptable when n is large, and the fact has been confirmed through the numerical experiments.
The GSVD and CCD of matrix pairs have been individually used to find the solution of a
linear matrix equation over ten years. In this paper, we have made an attempt to solve the nearness
problem associated with Eq. (2) by making use of GSVD and CCD simultaneously. Although the
formulation of the optimal approximate solution is seeming complicated, the operation counts
have been decreased by taking full advantage of the matrix decomposition techniques.
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