For a reductive group G over a non-Archimedean local field (e.g GL n (Q p ) ), Jacquet's Whittaker function is essentially proportional to a character of an irreducible representation of the Langlands dual group
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Introduction
Following Jacquet [Jac67] , the Whittaker function is a function on a reductive group over a local field and is defined as an integral. Its relevance to number theory comes from the fact that it plays an important role in proving functional equations for L-functions arising from automorphic forms (see for instance Cogdell's lectures [CKM04] ). Here, we are interested in the case of a non-Archimedean field (e.g the p-adic field Q p ). We recall in the preliminaries how non-Archimedean Whittaker functions appear in the study of representations from the unramified principal series, as well as some of its basic properties. The non-Archimedean Whittaker function is a function on the group that essentially reduces to a function on the coweight lattice, and vanishes if the coweight is not dominant. A first striking result due to Shintani [Shi76] is that the Whittaker function for GL n (Q p ) is essentially a Schur function for a partition with at most n rows. One has simply to interpret the dominant coweight as a partition. Later, Casselman and Shalika [CS80] generalised the result to a reductive group G by proving it is proportional to a character of the Langlands dual G ∨ (C). Their proof basically boils down to the computation of the integral defining the Whittaker function.
In this paper, we aim at giving a probabilistic understanding of the Shintani-Casselman-Shalika formula, in a similar fashion to the description of the Archimedean Whittaker function in [Chh13] and [Chh14b] . If one is only concerned with the Shintani-Casselman-Shalika formula, most of the results we present are not new and certainly not as general as possible. Nevertheless, the approach is original and has many advantages. The general idea is that the Shintani-Casselman-Shalika formula holds because of the harmonic properties of Whittaker functions, rather than because of their definition as an integral. The companion paper [Chh14a] deals with probabilistic and representation-theoretic aspects of the Archimedean Whittaker functions. Here, we tried using similar notations, although the objects at hand are different. This way, random walks give a unified approach to both cases, while emphasising why Whittaker functions are characters for the Langlands dual.
In the preliminaries (section 2), we set the necessary group theoretic notations and introduce two random walks. Both depend on a parameter z which can be interpreted as a drift from the point of view of probability and a Langlands parameter from the point of view of representation theory. W (z) is a random walk on the cocharacter lattice and B t W (z) ; t ∈ N is a random walk on the Borel subgroup B, driven by W (z) .
The first main theorem 3.1 can be stated independently, and in fact does not require any knowledge of Whittaker functions. It is a probabilistic characterisation of functions on the group G that are G ∨ -characters. The theorem claims that, under the appropriate growth conditions, if we consider f z to be any function that is harmonic for the random walk B t W (z) ; t ∈ N and with the same invariance properties as the Whittaker function, then f z has to be a G ∨ -character. The proof is broken down into three steps. There is a Poisson kernel formula for any such f z (Proposition 3.4). A simple manipulation akin to tropicalisation relates f z to the probability that W (z) stays in the Weyl chamber (Proposition 3.5). Finally, this latter probability is evaluated by implementing a version of the classical reflection principle and gives a G ∨ -character (Proposition 3.9). The reflection principle is explained separately in section 4.
The second main theorem 3.2 claims that the actual Whittaker function satisfies the harmonicity hypothesis of theorem 3.1, modulo a renormalisation by the modular character. The other hypotheses are easier to establish. Of course, the combination of two yields the Shintani-Casselman-Shalika formula (theorem 3.3). This second main theorem is the focus of section 5. There, we will see that the random walk B t W (z) ; t ∈ N we defined explicitly is not ad-hoc: it is obtained considering only the B part of a spherical random walk and penalising it by the value of its "diagonal" part. We will require knowledge of the Satake isomorphism (subsection 5.1) and geometric information about double strata from the Cartan and Iwasawa decompositions. It is well-known that this information is encoded in Macdonald's spherical function, which we briefly review in subsection 5.2.
We hope that this paper will serve as a bridge between usually disjoint fields of mathematics and a stepping stone for future work.
Setting
Let K be a non-Archimedean local field i.e a locally compact field with a discrete valuation denoted val : K → Z. Write O for its ring of integers. We make the choice of a uniformizing element ̟ ∈ {x ∈ K | val(x) = 1}. The residue field O/̟O is finite with cardinality q. The absolute value | · | on K is given by |x| = q − val(x) for any x ∈ K. The two examples to have in mind are the p-adic field Q p and the field F q ((T )) of formal power series over the finite field F q .
Given an algebraic group or homogenous space M over K, we will denote by F (M ) the C-vector space of locally constant functions on M , with compact support.
Lie theory
As usual the multiplicative and additive groups are respectively written G m and G a . Let G be a split reductive group (scheme), as constructed by Chevalley (see for e.g [Ste68] ). We fix a maximal torus T ≈ (G m ) r , with r the rank of the group. G := G (K) is its set of K points and T = T (K) ≈ (K * ) r . Let (X, Φ, X ∨ , Φ ∨ ) be the associated root datum, meaning that the lattice of algebraic characters of T is X while the algebraic cocharacters are given by X ∨ :
We will use an additive notation in order to denote the group operation in X and X ∨ . Hence we will favour the exponential notation where the image of t ∈ T by a character µ is t µ and the image of k ∈ G m by µ ∨ ∈ X ∨ is k µ ∨ . The canonical pairing between X and X ∨ is denoted ·, · and is obtained by composing a character µ and a cocharacter λ ∨ . It yields
Inside of Φ, we make the choice of a simple root system ∆ within a set of positive roots Φ + . Also Q is the root lattice spanned by Φ and P ⊂ Q is the weight lattice in duality with the coroot lattice Q ∨ . Let W be the Weyl group acting on both X and X ∨ . When acting on X, W is generated as a Coxeter group by the simple reflections (s α ) α∈∆ :
This action is linearly extended to X ⊗ R and its fundamental domain is the Weyl chamber:
Its interior is denoted
β∈Φ + β. The length function ℓ : W → N gives the minimal number of reflections need to write an element w ∈ W as a product of simple reflections. The longest element in W is denoted w 0 .
We use similar notations for coweights. The symbols C ∨ , ρ ∨ , Q ∨ and P ∨ are defined in the same fashion. It is well-known that:
Such a notation is standard, although perhaps confusing because P ∨ is the dual of Q while Q ∨ is the dual of P . The isogeny type of G is determined by X/Q ⊂ P/Q. The Langlands dual G ∨ (C) is the connected reductive group over C whose root datum is (X ∨ , Φ ∨ , X, Φ). The highest weight G ∨ -module with highest weight λ ∨ ∈ (X ∨ ) + is written V (λ ∨ ) and its character
At the level of the group, our choice of positive roots gives a pair of opposite Borel subgroups (B, B + ). Each Borel subgroup is the product of the torus T and its unipotent part B = N T and B + = T U . We will mainly work in the lower Borel subgroup B and its unipotent subgroup N . For every root β ∈ Φ, we fix a group homomorphism x β : G m → G coming from a pinning.
The image of the uniformizing element ̟ ∈ O by the cocharacter µ ∨ ∈ X ∨ is denoted ̟ µ ∨ ∈ T . This notation allows to embed X ∨ as a discrete subgroup of T : 
The groups T (O), B (O) and N (O) correspond to the respective subgroups of T , B and N obtained by intersecting with K. Of course, because we are dealing with split groups, these are integral points of the corresponding algebraic groups (e.g T (O) = T (O)).
Hypothesis 2.1. We assume that G has a dominant minuscule cocharacter ( [Bou75] , VIII, section 7.3), denoted Λ ∨ ∈ X ∨ and fixed once and for all.
Remark 2.2. Let g be the Lie algebra of G. Saying that the group is reductive means that the derived algebra [g, g] of g is a semisimple algebra. Necessarily, our hypothesis implies that this semisimple algebra is the direct sum of simple Lie algebras of type A n , B n , C n , D n , E 6 or E 7 . These are the only ones having a minuscule coweight (and weight) in the Cartan-Killing classification.
This also imposes restrictions on the isogeny type of G, as we demand that the minuscule coweight Λ ∨ gives a cocharacter. In order that coweights of the Lie algebra lift to cocharacters of G, we can assume that G is of adjoint type (X = Q) or equivalently that G ∨ is simply connected (X ∨ = P ∨ ). Such isogeny restrictions could be lifted in a subsequent version. Getting rid of the minuscule hypothesis will however require a much heavier machinery. In short, the semisimple part of G is a direct product of simple adjoint groups, each factor from the above type.
Measures and probability
Equality in law, i.e equality between the probability distributions of two random variables X and Y , is denoted X L = Y . On any compact group H, we denote by U (H) a Haar distributed random variable. For example
For the non-compact groups G and N , each Haar measure is normalised so that K and K ∩ N = N (O) have unit measure.
Also, a left-invariant random walk on a group H is a Markov chain (H t ; t ∈ N) such that:
where (h s ) s∈N are independent and identically distributed random variables, called the increments. A function f : H → C is α-harmonic (w.r.t that random walk) if
If α = 1, one simply says that f is harmonic.
Unramified principal series
Let χ : T → C * be a character of T . We assume it is unramified i.e trivial on T (O) = T ∩ K. Necessarily, it is then entirely determined by a z ∈ X ⊗ C, the Langlands parameter, such that:
After inflating the character χ to B, consider the representation I (χ) defined as the parabolic induction:
Here δ : B → C * is the modular character. It is trivial on U and T ∩ K. For ̟ µ ∨ ∈ T /T ∩ K, it is given by:
Inside the representation I (χ), there is a unique vector (up to a scalar) Φ χ that is K right-invariant. This is a simple consequence of the G = N AK decomposition:
We choose the usual normalisation given by Φ χ (Id) = 1. Moreover, in the following, we will rather consider the vector Φ χ w 0 inside the representation I (χ w 0 ). Ultimately, the reason of this choice stems from the domain of absolute convergence we want to impose on the Whittaker function.
Jacquet's Whittaker function (the non-Archimedean case)
Let ψ : (K, +) → (C * , ×) be a character of K, trivial on the ring of integers, but non-trivial on ̟ −1 O. One obtains a character ϕ N = ψ • χ − st : N → C * by composing ψ with the standard character of N :
Jacquet's Whittaker function associated to the Langlands parameter z ∈ X ⊗ C and the character ϕ N is by definition ([Jac67]):
wherew 0 is any choice of representative for the longest element in the Weyl group. We will invariably use the subscript z or χ depending on what is more convenient. The integral is not convergent for all z ∈ X ⊗ C, but can be analytically extended. That fact is particularly obvious when looking at the Shintani-Casselman-Shalika formula. For now, let us list the following well-known properties:
• (Boundedness) δ
• (Invariance property)
hence W χ reduces to a function on A.
• (Asymptotic behavior) There is a function c G (z) given explicitly by the Gindikin-Karpelevich formula (theorem 2.5) such that, as λ ∨ → ∞ in the dual Weyl chamber:
Remark 2.4. When considering limits λ ∨ → ∞ in the dual Weyl chamber, we always mean that λ ∨ goes to infinity away from the walls. Formally:
Proof. For now, let us suppose that χ is chosen so that the integral defining W χ converges absolutely. Equation (2.6) is proven by performing a change of variable in the integral formula:
Because of the Iwasawa decomposition, we can focus on g ∈ A. In this case, we start by proving the alternative expression:
The last equation is obtained as follows:
Then, as the character ϕ N is unitary, we see that for all a ∈ A:
where |χ| is the real valued character such that for all µ ∨ ∈ X ∨ , |χ| ̟ −µ ∨ = e ℜ(z),µ ∨ . Hence, thanks to the following theorem 2.5, the Whittaker func-
Moreover, in such a case, δ − 1 2 χ −1 W χ is bounded on A and a fortiori on the entire group, because of the invariance property. Now, when considering a = ̟ −λ ∨ in equation (2.8), we have:
If λ ∨ → ∞ while staying in the Weyl chamber C ∨ and away from the walls, the matrix coefficients of
is stationary at 1 and using Lebesgue's dominated convergence theorem:
This is equation (2.7).
The function c G is the non-Archimedean analogue of the Harish-Chandra c function and appears as:
and we have the Gindikin-Karpelevich formula for the non-Archimedean places:
Random walks
For the purpose of constructing probability measures, in all the following, we will assume that the Langlands parameter z is real and in the interior of the Weyl chamber. Let (Ω, A, P) be our working probability space. We consider a random walk W (z) = W (z) t ; t ∈ N on X ∨ , starting at zero, with independent and identically distributed increments. We choose the following distribution on the Weyl group orbit of Λ ∨ :
Because Λ ∨ is minuscule, the set W Λ ∨ gives exactly the weights appearing in the representation V (Λ ∨ ). Therefore, the distribution of these increments is of representation-theoretic significance. Notice that the random walk W (z) depends on the choice of minuscule coweight. When relevant, we will emphasise this dependence by writing W (z) (Λ ∨ ). Also, the Langlands parameter determines the drift, and is indicated in superscript notation. Since the
is in the interior of the dual Weyl chamber C ∨ . By the law of large numbers, almost surely, the random walk W (z) goes to infinity inside C ∨ . Now, we define B t W (z) ; t ∈ N as a left invariant random walk on B (K) with independent increments. More precisely:
Modulo T (O) = T ∩ K on the right, we have the N A decomposition:
and
where (c t ; t ∈ N) are independent and distributed as U (N (O)). These are obtained by multiplying some of the (b t , b ′ t ; t ∈ N) together, and taking the N part in the Iwasawa decomposition.
Main results
For z ∈ C, let b(z) be the inverse of the Weyl denominator for the group G ∨ (C), evaluated at z:
Theorem 3.1. There exists one and only one locally constant function ψ χ : B → C such that:
• (Harmonicity) χ −1 ψ χ : B → C is harmonic for the random walk
• (Boundedness) χ −1 ψ χ is bounded.
• (Behavior at infinity) If λ ∨ → ∞ in the interior of the dual Weyl chamber, then:
we have:
It is given by a G ∨ -character:
Proof. Uniqueness can be proved separately using the following standard martingale argument. Suppose there are two such functions, and name g their difference. The martingale χ −1 g B t W (z) is bounded and goes to zero in infinite time. Therefore g B t W (z) is identically zero. In order to prove that ψ χ is given by a character, one has to invoke successively propositions 3.4, 3.5 and 3.9. These are the subject of the next subsection.
Theorem 3.2. The function on B defined by:
is harmonic for the random walk B t W (z) ; t ∈ N .
Proof. See subsection 5.4
We obtain as announced by putting together theorems 3.1 and 3.2:
Theorem 3.3 (The Shintani-Casselman-Shalika formula [CS80] , [Shi76] ).
Proof. Let ψ χ : B → C denote the normalised Whittaker function as opposed to Jacquet's Whittaker function:
This function satisfies the hypotheses of theorem 3.1: the harmonicity property is theorem 3.2 and the other properties come from proposition 2.3.
A characterisation of characters
Theorem 3.1 can be taken independently from the rest and seen as a characterisation of characters. For the rest of this section, we will see that its proof decomposes nicely into three steps.
Proposition 3.4 (Poisson kernel formula). If ψ χ satisfies the hypotheses of theorem 3.1 then the following Poisson formula holds:
Proof. Because f := χ −1 ψ χ is harmonic for B t W (z) ; t ∈ N , we have that for every b = na ∈ B:
Using the N A decomposition from equation (2.12):
and the invariance property, we have:
Since W (z) goes to infinity while staying in the interior of C ∨ , we have:
We have the result by passing to the limit under the expectation. Boundedness for f gives the required domination in order to apply Lebesgue's dominated convergence theorem.
By interpreting the distribution of N ∞ W (z) as a Poisson kernel, this probabilistic representation formula is indeed a Poisson formula: the value of the harmonic function χ −1 ψ χ prescribed by a measure on the "boundary". Now, we proceed to rearranging the expression in equation (3.4).
Proposition 3.5.
Basically, we claim that if we kill the random walk λ ∨ + W (z) upon exiting C ∨ , the ̟-adic integral obtained from the distribution of N ∞ W (z) is nothing but a probability of survival. The proof of proposition 3.5 is a consequence of three simple lemmas. Lemma 3.6 ("Trivial key lemma"). If U and U ′ are independent and distributed as U (O), then for any two integers a and b in Z:
The lemma can be reformulated by saying that the Haar measure on O is tropicalisation friendly. Although simple, this fact is crucial because the combinatorics of representation theory using crystals happen in the tropical world, where the operations (min, +, −) replace the algebraic (+, ×, /) (see for example [BFZ96] , or paragraph 42.2 in [Lus10] ). As an application, one observes the natural appearance of the minimal (signed) distances of the random walk W (z) to each wall of the (dual) Weyl chamber:
These are very reminiscent of the Littelmann path model, which we implicitly use. That matter is further discussed in the next subsection.
Lemma 3.7. For every t ∈ N {∞}, there are independent Haar distributed random variables (C α ) (α∈∆) such that:
The (C α ) (α∈∆) implicitly depend on t and are not necessarily independent for different values of t.
Proof. First, let us consider t < ∞. Because of equations (2.14, 2.15) and χ − α being a character, we have that for every fixed simple root α:
Since each c s is Haar distributed on N (O), we see that the random variables (χ − α (c s )) (0≤s≤t,α∈∆) are independent and Haar distributed on O. By applying the "trivial key lemma" 3.6, we obtain the result.
The case t = ∞ is obtained by a limit argument.
Recall that ψ : (K, +) → (C * , ×) is a character, trivial on O but non trivial on ̟ −1 O. Here is another simple but important property that bridges integration over non-Archimedean fields and taking indicator functions:
where ζ = ψ ̟ −1 is a non-trivial q-th root of unity. One concludes by averaging roots of unity:
Proof of theorem 3.5 . The following sequence of equalities hold.
In section 4, we will prove a reflection principle that allows to relate the random walk W (z) to the character of the irreducible representation V (λ ∨ ). This is exactly corollary 7.7 in [LLP12] , which is proved using the Littelmann path model, also in the minuscule case. We give an elementary proof using basic tool such as the reflection principle.
Proposition 3.9. If λ ∨ is dominant:
Consequence of theorem 4.1 and the Weyl character formula.
We will now discuss the relationship of the forementioned results to crystal combinatorics and the similarities with the Archimedean case.
Similarities with the Archimedean case
The same Poisson formula as in proposition 3.4 holds in the Archimedean case with a Euclidian Brownian motion instead of the random walk W (z) and a hypoelliptic Brownian motion on the group instead of the random walk B t W (z) ; t ∈ N . See [Chh13] . The discrete setting is richer as it depends on the dominant coweight Λ ∨ ; while the only canonical random walk in continuous time is Brownian motion.
In the same direction, one can notice that the formula in proposition 3.9 is virtually the same formula as for the normalised Archimedean function in [Chh13] : instead of considering the probability of survival of random walk killed upon exiting the Weyl chamber, one has to consider the probability of survival of a Brownian motion with a killing measure given by the Toda potential.
Relation to crystals
We used very indirectly crystal combinatorics, or more precisely the Littelmann path model, thanks to which each instance of the random walk W (z) can be viewed as a crystal element. In fact, proposition 3.9 holds in the context of general Kac-Moody groups as proved in the subsequent paper [LLP13] of Lesigne et al., but one has to observe Littelmann paths continuously in time.
In the Archimedean case, there are geometric crystals lurking behind the scene [Chh14a] .
The reflection principle for minuscule walks
It is understood that minuscule walks are basically the only reasonable random walks for which the reflection principle applies( see [Bia92] end of §2 ). The fact that increments lie in W Λ ∨ , the Weyl group orbit of Λ ∨ , insures that the walk W (z) is reflectable , i.e that W (z) cannot exit the C ∨ without having occupied a lattice point on a wall. For a classification of reflectable walks on general lattices, see [GM93] . Their result boils down to taking minuscule steps or compatible ones.
The following generalised reflection principle has been rediscovered on many occasions. In enumerative combinatorics, if the goal is to count the number of non-intersecting paths of a given length, the formula is known as the Lindström-Gessel-Viennot principle (see discussion in the section 2.7 of [Sta12] ). When dealing with continuous time Markov processes that are evolving independently, and with the goal of computing a non-intersection probability, the result is even older and dates back to Karlin and McGregor [KM59] . Here, we want to consider discrete time random walks with nonuniform weights and an infinite time horizon. Also, if the ambient lattice is isomorphic to Z r , most of the random walks at hand cannot be treated as r independent walkers. Therefore, we feel that applying existing theorems to our setting is tedious. Our result is more elegantly obtained by a direct proof, while of course using the same ideas.
Theorem 4.1 (Reflection principle). We have:
Proof. Recall that because of the law of large numbers, almost surely, W (z) will eventually enter the Weyl chamber and stay there. By performing a translation by the Weyl covector ρ ∨ , we see that λ ∨ + W (z) stays in the dual Weyl chamber (walls included) if and only if ρ ∨ + λ ∨ + W (z) never hits a wall. Let:
hits a wall. The convention is that τ = ∞ if the event never occurs.
The sample path space is Π = (X ∨ ) N . Consider the functional F : Π → R:
As a first ingredient for the reflection principle, we want to define an involutive transform T : Π → Π that reflects the portion of a path before τ , if τ < ∞. If τ = ∞, we set T (π) = π. Hence:
The reflection considered is with respect to the wall H α = Ker α that the random walk hit first. However, if the exit point is on more than one wall, there is an ambiguity in our choice of wall. To that effect, one can choose an arbitrary order on the walls (or equivalently on simple roots). If the path π hits the hyperplane H α at the time τ , α being the smallest in our arbitrary order, we set:
The transform is clearly involutive on the sample path space Π and leaves τ unchanged. Moreover:
At the moment, the transform T does not preserve the distribution of ρ ∨ + λ ∨ + W (z) . In order to compensate for that issue, we randomise the starting point. This is the second ingredient in the reflection principle.
Consider a random coweight µ ∨ distributed on the Weyl group orbit of λ ∨ + ρ ∨ as follows:
We claim that, upon this randomisation, the distribution of µ ∨ + W (z) is preserved under T . In order to see that, it suffices to check that for any finite time horizon t ∈ N:
Notice that T µ ∨ + W (z) and µ ∨ + W (z) coincide after τ , which is a stopping time. By the strong Markov property for W (z) , the question is reduced to proving that for every path π ∈ Π, hitting ∂C ∨ at time t for the first time, we have:
Or equivalently, if π hits H α = Ker α first, we have thanks to the random walk's transition probabilities (equation (2.9)):
Because π(t) ∈ H α , s α π(t) = π(t). Hence, in the end, equation (4.4) is equivalent to:
From the previous equation, one sees that our choice (equation (4.3)) for the distribution of µ ∨ was in fact the only possible choice. We are now ready to finish the proof. On the one hand, because of implication (4.1), and the fact that µ ∨ + W (z) has a chance of never hitting ∂C ∨ only in the case of µ ∨ = λ ∨ + ρ ∨ , we have:
On the other hand, because of implication (4.2) and the fact that T preserves the distribution of ρ ∨ + Λ ∨ + W (z) , we also have:
Therefore, by putting together the two previous equations:
Harmonic properties of Whittaker functions
We will now review the facts we will need around the Satake isomorphism and spherical functions. For more details, the reader is referred to [Gro98] for a pedagogical overview of the Satake isomorphism and to [Car79] for a more complete survey, including p-adic representation theory. The complete reference for spherical functions is [Mac71] .
Around the Satake isomorphism
Given two locally constant functions (ϕ 1 , ϕ 2 ) ∈ F (G), one can define their convolution ϕ 1 * G ϕ 2 by:
This is possible as soon as one the two functions is compactly supported. Let H (G, K) = F (K\G/K) be the space of (compactly supported) K-biinvariant functions on the group. It is also known as the spherical Hecke algebra. Since the convolution of two bi-invariant functions is bi-invariant, H (G, K) is a convolution algebra. In the same fashion, let H (T, T (O)) denote the space of functions on T , invariant under T (O) = T ∩ K. It is also a convolution C-algebra with a much simpler structure. It is spanned by the indicator functions
For an unramified character χ : T → C * and a function f ∈ H (T, T (O)), we write the convolution product:
Notice that, if the character χ is given by a z ∈ X ⊗ C such that for all µ ∨ ∈ X ∨ , χ ̟ −µ ∨ = e z,µ ∨ , we have e µ ∨ (χ) = e z,µ ∨ . Therefore, one can simply think of the notation in equation (5.1) as an evaluation. The Satake transform S :
is defined by an integral transform similar to those studied by Harish-Chandra, in the real case. For H ∈ H (G, K), S (H) is given by:
In fact, the Satake transform takes its values in C [X ∨ ] W , the space of functions on X ∨ invariant under W . An even more involved statement is:
Theorem 5.1 (Satake [?] -see also for e.g [Gro98] Proposition 3.6 ). The Satake transform is an algebra isomorphism between the spherical Hecke algebra H(G, K) and
The importance of the Satake transform for us stems from:
Proposition 5.2. Both the spherical vector Φ χ and the Whittaker function W χ are convolution eigenfunctions by elements in H ∈ H (G, K):
Proof. Here, we will use the Iwasawa decomposition G = KAN (instead of N AK) along with fact that the Haar measure decomposes as (see e.g [Car79] §4.1): dg = δ(a) dk da dn
We only need to prove both identities on N A since the convolution of two right K invariant functions is right K invariant. Moreover, terms on both side of an equality have the same behavior. In the first identity, they are left N invariant. In the second identity, they have the twisting property of equation (2.6) under the left action of N . This reduces the reasoning to proving that for a ∈ A:
And:
Interchanging integrals in the previous computations is allowed because the function H is compactly supported and the integral defining W χ is absolutely convergent.
For a probabilist, being a convolution eigenfunction is very close to being harmonic for a certain random walk on G. To that endeavour, the eigenvalue would need to be one and the spherical Hecke algebra element must give rise to a probability measure. Therefore, the previous theorem is at the heart of our approach, once restated in a probabilistic fashion.
In order to carry out our program, we will need the explicit computation of S (H) for certain H.
On Macdonald's spherical function
Because of the Cartan decomposition (Eq. (2.1)), the indicator functions 1 {K̟ λ ∨ K} of double K-cosets form a basis of H (G, K). Therefore, the symmetric functions S (λ ∨ ) := S 1 {K̟ λ ∨ K} form a basis of C [X ∨ ] W . They coincide in fact with the Macdonald spherical functions ([Mac71] Proposition 3.3.1). We record in the next proposition two well-known facts. The first one is that the S (λ ∨ ) encodes the cardinalities of G/K cosets when intersecting strata from the Iwasawa and Cartan decompositions. The second one is that S (λ ∨ ) is proportional to a character when λ ∨ is minuscule. If A ⊂ G is a compact left K-invariant subset, then A is a finite union of G/K cosets. The number of such cosets is denoted:
Proposition 5.3 (Expressions for the spherical functions). For every λ ∨ dominant:
and if λ ∨ is minuscule:
Proof. We will use the fact that, in the Iwasawa decomposition G = N AK, the Haar measure decomposes as (see again e.g [Car79] §4.1):
With the identification of the indicator function 1 {̟ µ ∨ T (O)} with the formal exponential e µ ∨ for µ ∨ ∈ X ∨ , we have:
The second relation can be found as equation (3.13) in [Gro98] . A formal argument is sketched as follows. We already know thanks to the Satake isomorphism that S (λ ∨ ) is W -invariant. As a consequence, by expressing the spherical function in the basis of G ∨ -characters, there are coefficients a λ ∨ ,µ ∨ such that:
If λ ∨ is minuscule, only the first term remains.
In the case of λ ∨ not minuscule, S (λ ∨ ) becomes a linear combination of characters ch V (µ ∨ ) for µ ∨ ≤ Λ ∨ . Such a change of basis involves KazhdanLusztig polynomials and goes beyond the scope of the present work. Before diving into the probabilistic part of this section, we need to state the following.
Corollary 5.4. If λ ∨ is dominant and µ ∨ ∈ W λ ∨ , then:
The fact that the right-hand side is included in the left-hand side is immediate. In order to prove the prove the reverse inclusion, it suffices that both sets have the same cardinalities as G/K cosets. On the one hand, thanks to the W -invariance in equation (5.5) and the fact that N ̟ −w 0 λ ∨ K ∩ K̟ −λ ∨ K is only one coset we have that:
On the other hand, if n ∈ N (O) then ([Ste68] lemmas 17 and 18), for any fixed order on the positive roots, there are unique parameters
By choosing an order such that:
we obtain:
Here, we write µ ∨ = wλ ∨ . As the parameters ̟ − β,µ ∨ o β mod O β∈Φ + uniquely determine the coset n̟ −µ ∨ K, we see that
with a being the integer
Since β, λ ∨ is either zero or negative when β is a negative root, we can restrict the previous summation index to β ∈ Φ + and discard the condition β, λ ∨ ≥ 0. Hence a summation over the inversion set Inv(w −1 w 0 ) = Φ + ∩ w −1 w 0 Φ − . Using the fact that (consequence of corollary 1.3.22 in [Kum02] )
A spherical and a solvable random walk
The elements of the spherical Hecke algebra can be seen as bi-invariant probability measures. This allows the construction of random walks on the group, for which the Whittaker functions should be harmonic. More precisely, we will work on a slightly different level, on the solvable group B. Because of the Iwasawa (N AK) decomposition, one identifies G/K to B (K) /B (O). Therefore harmonic properties for functions in F (G/K) have counterparts for functions in F (B). For every discrete time Markov process X, we will denote by F X = F X t t∈Z the natural filtration generated by X. Let λ ∨ be a dominant cocharacter. Define (G t ; t ≥ 0) as the left invariant random walk on G with i.i.d. increments distributed as U (K) ̟ −λ ∨ U (K):
The previous product has to be understood as a product of independent random variables. We will refer to this walk as the spherical random walk as its increments are K bi-invariant. The following proposition summarises its properties.
Proposition 5.5. The law of the random variable U (K) ̟ −λ ∨ U (K) is given as follows. For every f ∈ F(G):
and the fact that the Whittaker function is a convolution eigenfunction can be restated as an α-harmonicity property:
Proof.
Clearly the law of our random variable is absolutely continuous with respect to the Haar measure on G: because K is a compact open subgroup, the Haar measure on K is nothing but 1 {g∈K} dg. Thus, the expectation
is easily written as an integral against dg. The Radon-Nikodym derivative has to be a K bi-invariant function, and hence proportional to 1 {g∈K̟ −λ ∨ K} . The proportionality constant is given by the volume of K̟ −λ ∨ K or equivalently the number of right K cosets it contains. Hence a proof of the first statement. Another proof consists in checking the formula by doing the computation backwards. Using the left and right invariance of the Haar measure, we obtain:
For the second statement, F G being the natural filtration of the random walk (G t ; t ∈ Z). We have:
Now, let us consider a random walk (B t ; t ∈ Z) on the solvable group B which will inherit the α-harmonicity property of (G t ; t ∈ Z) given in proposition 5.5. When considering the Iwasawa decomposition of the random walk (G t ; t ∈ Z), we write:
but since B t is defined only modulo B (O), a choice has to be made. Nevertheless, this choice happens only in a realisation of our random walk. In term of distribution, it is natural to consider increments for B t that are right B (O) invariant. Therefore we choose (B t ; t ∈ Z) to be a left-invariant random with independent increments
with the distribution of each b s being right B (O) invariant. Hence we are left with the task of specifying only the distribution of
Therefore, the increments (b t ; t ∈ N) are B (O) bi-invariant.
We easily see that W χ inherits the α-harmonicity property with respect to (B t ; t ∈ Z) from the corresponding property with respect to (G t ; t ∈ Z):
Indeed, by the tower rule of conditional expectation:
The law of the increments (B t ; t ∈ Z) is only explicit in the case of a spherical random walk with a choice of dominant cocharacter λ ∨ that is minuscule. As of this moment, we will go back to using the letter Λ ∨ , referring to the minuscule cocharacter we fixed at the beginning.
Proposition 5.6. If the increments of (G t ; t ∈ Z), (g 1 , g 2 , . . . ) are distributed as U (K) ̟ −Λ ∨ U (K), with Λ ∨ minuscule, then the increments of (B t ; t ∈ Z) are also independent and identically distributed with:
(5.8)
with the above product being a product of independent random variables and µ ∨ ρ random following
Proof. Let b ∈ B be a random increment of (B t ; t ∈ Z). Because Λ ∨ is minuscule, N ̟ −µ ∨ K ∩K̟ −Λ ∨ K = ∅ unless µ ∨ ∈ W Λ ∨ . Hence, there exists a random µ ∨ ρ ∈ W Λ ∨ so that b ∈ N ̟ We are only left with the task of identifying the law of µ ∨ ρ . As bK = gK with g L = U (K) ̟ −Λ ∨ U (K), bK is a uniformly chosen right K coset in K̟ −Λ ∨ K. Therefore, for a fixed µ ∨ , P µ ∨ ρ = µ ∨ is proportional to the number of such cosets that are of the form N ̟ −µ ∨ K. This number, q Λ ∨ −w 0 µ ∨ ,ρ , is given in the proof of corollary 5.4, hence the formula in equation (5.9).
Penalisation and proof of theorem 3.2
We will now penalize the random walk (B t ; t ∈ Z) by its diagonal part in order to obtain B t W (z) ; t ∈ Z . The following lemma tells us how the distribution of their increments are related.
Lemma 5.7. For all f ∈ F (B), we have that:
Proof. We have:
Eq. (2.3,2.4)
Now, the α-harmonicity in equation (5.7) will translate to a strict harmonicity property, which was the basis of our Poisson kernel formula. 
Eq (5.7)
Eq (5.6)
This concludes the proof of theorem 3.2.
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