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Tim Dwyer∗ Sergi Elizalde†
Abstract
Two permutations pi and τ are c-Wilf equivalent if, for each n, the number of permutations
in Sn avoiding pi as a consecutive pattern (i.e., in adjacent positions) is the same as the number
of those avoiding τ . In addition, pi and τ are strongly c-Wilf equivalent if, for each n and k,
the number of permutations in Sn containing k occurrences of pi as a consecutive pattern is
the same as for τ . In this paper we introduce a third, more restrictive equivalence relation,
defining pi and τ to be super-strongly c-Wilf equivalent if the above condition holds for any set
of prescribed positions for the k occurrences. We show that, when restricted to non-overlapping
permutations, these three equivalence relations coincide.
We also give a necessary condition for two permutations to be strongly c-Wilf equivalent.
Specifically, we show that if pi, τ ∈ Sm are strongly c-Wilf equivalent, then |pim−pi1| = |τm−τ1|.
In the special case of non-overlapping permutations pi and τ , this proves a weaker version of a
conjecture of the second author stating that pi and τ are c-Wilf equivalent if and only if pi1 = τ1
and pim = τm, up to trivial symmetries. Finally, we strengthen a recent result of Nakamura and
Khoroshkin–Shapiro giving sufficient conditions for strong c-Wilf equivalence.
1 Introduction and summary of results
Inspired by the work of Knuth [13], the last three decades have seen an explosion of research in
permutation patterns. Aside from the study of classical patterns, a number of questions have arisen
involving different types of patterns in permutations, including consecutive, vincular, bivinvular,
mesh and barred patterns. A common question in all of these settings is, for a given pattern pi of
length m, how many permutations σ of length n avoid this pattern. This is a very difficult question
in general. Another related question is when two patterns have the same number of permutations
of length n avoiding them, for all n. In the classical case, two patterns with this property are said
to be Wilf equivalent. The classification of patterns into Wilf equivalence classes is a wide open
problem; see [1, 18, 17] for some results in this area.
In this paper we focus on the analogous question for consecutive patterns, that is, patterns
that occur in adjacent positions of the permutation. In this case, the notion analogous to Wilf
equivalence is called c-Wilf equivalence, following the terminology from [15]. Even though the
classification of patterns into c-Wilf equivalence classes is also open, in this paper we give a natural
necessary condition for two patterns to be c-Wilf equivalent. We also investigate the related notions
of strong and super-strong c-Wilf equivalence.
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Consecutive patterns appear naturally when defining permutation statistics such as descents,
peaks, valleys and runs, and also when defining alternating permutations. The systematic enumer-
ation of permutations avoiding consecutive patterns started in [9], and it is now an active area of
research (see the survey [6]).
Let Sn be the symmetric group on [n], and let S =
⋃
n≥0Sn. For σ ∈ Sn, we write σ =
σ1σ2 . . . σn and let |σ| = n denote its length. Given two permutations pi ∈ Sm and σ ∈ Sn, we say
that σ contains pi as a consecutive pattern if there is an i ∈ [n−m+1] for which st(σi . . . σi+m−1) = pi,
where st is the standardization operation that replaces the smallest entry with a 1, the next smallest
with a 2 and so on. The substring σi . . . σi+m−1 is called an occurrence or an embedding of pi in σ,
and we say it occurs at position i. For example, the permutation σ = 43815672 contains the
consecutive pattern 51234 at position 3, since st(81567) = 51234. Define
Em(pi, σ) = {i : st(σi . . . σi+m−1) = pi}
to be the set of positions of occurrences of pi in σ, and let em(pi, σ) = |Em(pi, σ)|. For example,
Em(231, 245361) = {2, 4} and em(231, 245361) = 2. Note that Em(21, σ) is just the descent set
of σ. We will indistinctively use the words permutation and pattern to refer to pi ∈ Sm.
To count occurrences of a consecutive pattern pi in permutations, we use the exponential gen-
erating function
Fpi(u, z) =
∑
σ∈S
uem(pi,σ)
z|σ|
|σ|! =
∑
n,k≥0
apin,k u
k z
n
n!
,
where apin,k is the number of permutations σ ∈ Sn with em(pi, σ) = k. Explicit formulas for Fpi(u, z)
are known for a few specific patterns pi [9, 8]. However, finding expressions for Fpi(u, z) in general
is a difficult problem.
Instead, in this paper we focus on some natural equivalence relations that arise from the defi-
nition of consecutive patterns.
Definition 1.1. Two permutations pi and τ are c-Wilf equivalent, denoted pi ∼ τ , if
Fpi(0, z) = Fτ (0, z),
and they are strongly c-Wilf equivalent, denoted pi
s∼ τ , if
Fpi(u, z) = Fτ (u, z).
Equivalently, pi ∼ τ if apin,0 = aτn,0 for all n, and pi s∼ τ if apin,k = aτn,k for all n and k. Clearly,
strong c-Wilf equivalence implies c-Wilf equivalence. It was conjectured by Nakamura [15] that
these relations are actually the same.
Conjecture 1.2 ([15, Conjecture 5.6]). Two permutations pi and τ are c-Wilf equivalent if and
only if they are strongly c-Wilf equivalent.
The analogue to Conjecture 1.2 for classical patterns is false, already for patterns of length
three.
Clearly, every permutation pi ∈ Sm is strongly c-Wilf equivalent to its reversal piR = pim . . . pi1,
its complement piC = (m+ 1− pi1) . . . (m+ 1− pim), and its reverse-complement piRC = (m+ 1−
2
pim) . . . (m+ 1− pi1). The smallest example of a c-Wilf equivalence that does not arise from these
symmetries is given by 1342
s∼ 1432, as shown in [9].
For pi ∈ Sm, its overlap set Opi is defined as the set of indices i ∈ [m − 1] such that
st(pii+1 . . . pim) = st(pi1 . . . pim−i). The overlap set keeps track of which suffixes and prefixes of
pi have the same standardization. Note that we always have m−1 ∈ Opi, since st(pim) = st(pi1) = 1.
The permutations in Sm for which Opi = {m − 1} are called non-overlapping (or sometimes min-
imally overlapping). For example, pi = 16358472 is non-overlapping, since Opi = {7}. On the
other hand, the overlap set of 2143 is {2, 3}. It was shown by Bo´na [3] that the fraction of non-
overlapping permutations in Sm is about 0.364 in the limit as m→∞. Conjecture 1.2 was proved
in [7, Lem. 3.2] and [14, Thm. 11] in the special case of non-overlapping permutations:
Lemma 1.3 ([7, 14]). Let pi, τ ∈ Sm be non-overlapping. If pi ∼ τ , then pi s∼ τ .
A sufficient condition for strong c-Wilf equivalence of two permutations with the same overlap
set was given independently by Khoroshkin and Shapiro [12], and Nakamura [15].
Theorem 1.4 ([12, 15]). Let pi, τ ∈ Sm. If Opi = Oτ and, for all i ∈ Opi, we have
{pi1, . . . , pim−i} = {τ1, . . . , τm−i} and {pii+1 . . . , pim} = {τi+1, . . . , τm} (1)
then pi
s∼ τ .
Example 1.5. Every permutation pi from the list
1734526, 1735426, 1743526, 1745326, 1753426, 1754326
satisfies Opi = {6, 7}, {pi1, pi2} = {1, 7} and {pi6, pi7} = {2, 6}. It follows that all the permutations
on this list are strongly c-Wilf equivalent.
In the special case of non-overlapping permutations pi and τ , Theorem 1.4 simply states that if
pi1 = τ1 and pim = τm, then pi
s∼ τ . This fact had been shown in [4, 5]. A converse of this statement
for non-overlapping permutations has been conjectured in [7]. To state the conjecture, first define
pi ∈ Sm to be in standard form if pi1 < pim and pi1 + pim ≤ m + 1. Note that, for any pi ∈ Sm, at
least one permutation among pi, piR, piC , piRC is in standard form.
Conjecture 1.6 ([7]). Let pi, τ ∈ Sm be non-overlapping and in standard form. If pi ∼ τ , then
pi1 = τ1 and pim = τm.
Since the condition pi1 = τ1 and pim = τm is sufficient for non-overlapping permutations pi, τ ∈
Sm to be strongly c-Wilf equivalent, the above conjecture would completely characterize (strong)
c-Wilf equivalence classes for non-overlapping patterns.
Even though Conjecture 1.6 applies only to non-overlapping patterns, we can formulate a re-
lated conjecture without this restriction. As mentioned above, for non-overlapping patterns, c-Wilf
equivalence is the same as strong c-Wilf equivalence, so the following conjecture includes Conjec-
ture 1.6 as a special case.
Conjecture 1.7. Let pi, τ ∈ Sm be in standard form. If pi s∼ τ , then pi1 = τ1 and pim = τm.
3
It is natural to ask if, even more generally, the converse of Theorem 1.4 holds for permutations
in standard form, that is, whether any two strongly c-Wilf equivalent permutations in standard
form always satisfy the hypotheses of this theorem. While we prove in Corollary 2.3 that the first
part of the hypothesis is always satisfied, Equation (1) does not hold in general. For example,
pi = 123546 and τ = 124536 are strongly c-Wilf equivalent, as shown in [8]. However, 4 ∈ Opi = Oτ
but {pi5, pi6} = {4, 6} 6= {3, 6} = {τ5, τ6}.
Section 2.1 gives some background on the cluster method of Goulden and Jackson [10], as well
as an interpretation of certain coefficients as counting linear extensions of posets [8]. These posets
will be a key tool in many of our proofs. In particular, analyzing their structure in the case of
non-overlapping patterns will lead to the proof of the following result, which appears in Section 3.
Theorem 1.8. Conjecture 1.6 implies Conjecture 1.7.
The above theorem states that if the conjecture from [7] about non-overlapping patterns holds,
then so does our more general conjecture about arbitrary patterns, and thus these two conjectures
are equivalent.
Even though these conjectures remain open, we are able to prove in Section 4 that the following
weaker version of Conjecture 1.7 holds:
Theorem 1.9. Let pi, τ ∈ Sm be in standard form. If pi s∼ τ , then
pim − pi1 = τm − τ1.
In Section 5 we introduce a third equivalence relation on permutations that refines strong c-
Wilf equivalence. Given a set of positive integers S, define apin,S to be the number of permutations
σ ∈ Sn with Em(pi, σ) = S.
Definition 1.10. Two permutations pi and τ are super-strongly c-Wilf equivalent, denoted pi
ss∼ τ ,
if
apin,S = a
τ
n,S
for all n and S.
Clearly, super-strong c-Wilf equivalence implies strong c-Wilf equivalence. It is immediate that
pi
ss∼ piC for all pi, but we have pi 6ss∼ piR in general. In Section 5 we prove the following generalization
of Theorem 1.4.
Theorem 1.11. Let pi, τ ∈ Sm. If Opi = Oτ and, for all i ∈ Opi, we have
{pi1, . . . , pim−i} = {τ1, . . . , τm−i} and {pii+1 . . . , pim} = {τi+1, . . . , τm},
then pi
ss∼ τ .
Example 1.12. By Theorem 1.11, the six permutations in Example 1.5 are in fact super-strongly
c-Wilf equivalent. Another example of an application of this theorem is Example 5.3.
The proof of Theorem 1.11 is based on an extension of the cluster method, which allows us to
keep track not only of the number of occurrences of a pattern but also of their positions, as stated
in Proposition 5.1. In Theorem 5.4 we show that, for non-overlapping patterns, c-Wilf equivalence
implies super-strong c-Wilf equivalence, generalizing Lemma 1.3. Finally, Theorem 5.6 describes
some conditions under which pi
ss∼ piR, which complete the classification of patterns of length 5 into
super-strong c-Wilf equivalence classes.
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2 The cluster method
The cluster method was introduced by Goulden and Jackson [10, 11] in order to enumerate words
over a given alphabet with respect to the number of occurrences of specific substrings. It has since
been adapted to consecutive permutation patterns [15, 8, 7] and to the generalized factor order
over the positive integers [16].
Given a pattern pi, the idea is to consider ordered pairs (σ, S) with |S| = k and S ⊆ Em(pi, σ).
We call such an ordered pair a marked permutation, and we consider the occurrences of pi in positions
in S to be marked. We represent marked occurrences by underlining them in σ. For example, for
pi = 321, the marked permutation (432179865, {1, 2, 7}) can be represented as 432179865. The
generating function for all marked permutations (σ, S) is
∑
(σ,S)
z|σ|
|σ|! t
|S| = Fpi(1 + t, z).
The cluster method expresses this generating function in terms of the generating function for a
special type of marked permutations called clusters.
Definition 2.1. Let pi ∈ Sm. A marked permutation (σ, S) with σ ∈ Sn is a pi-cluster if S =
{i1 < · · · < ik} ⊆ Em(pi, σ) satisfies the following conditions:
(a) i1 = 1, ik = n−m+ 1,
(b) ij+1 − ij ∈ Opi for all j ∈ [k − 1].
In other words, both σ1 and σn belong to a marked occurrence, and each marked occurrence
overlaps the next one. The previous example of a marked permutation is not a 321-cluster, but
654321 is. Define the cluster generating function
Rpi(t, z) =
∑
(σ,S)
z|σ|
|σ|! t
|S| =
∑
n,k≥0
rpin,k t
k z
n
n!
,
where now the first sum is taken over all pi-clusters (σ, S), and rpin,k is the number of pi-clusters
(σ, S) where σ ∈ Sn and |S| = k. The numbers rpin,k are called the cluster numbers of pi.
A marked permutation can be identified with a sequence consisting of unmarked single entries
interspersed with strings of overlapping marked occurrences of pi that would be pi-clusters if the
underlying word was standardized. For example, the marked permutation 432179865 corresponds
to the sequence 4321, 7, 9, 865. This identification, together with the substitution u = 1+t, provides
the following connection between the generating functions Fpi and Rpi.
Theorem 2.2 ([10, 15]). For any permutation pi, we have
Fpi(u, z) =
1
1− z −Rpi(u− 1, z) .
It follows immediately that pi
s∼ τ if and only if rpin,k = rτn,k for all n and k.
An interesting corollary of Theorem 2.2 is that in order for two permutations to be strongly
c-Wilf equivalent they must have the same overlap set, giving a partial converse to Theorem 1.4.
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Corollary 2.3. Let pi, τ ∈ Sm. If pi s∼ τ , then Opi = Oτ .
Proof. Since pi
s∼ τ , they have the same cluster numbers by Theorem 2.2, that is, rpin,k = rτn,k for
all n and k. By definition, i ∈ Opi if and only if st(pii+1 . . . pim) = st(pi1 . . . pim−i). This condition is
equivalent to the existence of σ ∈ Si+m with st(σ1 . . . σm) = pi = st(σi+1 . . . σi+m). The number of
such σ is rpii+m,2 by definition. Therefore, i ∈ Opi if and only if rpii+m,2 6= 0. It follows that
i ∈ Opi ⇐⇒ rpii+m,2 6= 0 ⇐⇒ rτi+m,2 6= 0 ⇐⇒ i ∈ Oτ .
2.1 Cluster posets
Elizalde and Noy [8] established a connection between cluster numbers and linear extensions of
posets.
Fix pi ∈ Sm. We can write
rpin,k =
∑
S
rpin,S ,
where the sum is over all sets S ⊆ [n − m + 1] with |S| = k satisfying conditions (a) and (b)
in Definition 2.1, and rpin,S is the number of σ ∈ Sn such that S ⊆ Em(pi, σ). The number rpin,S ,
which counts pi-clusters of the form (σ, S), is called a refined cluster number. If S does not satisfy
conditions (a) and (b) in Definition 2.1, we define rpin,S = 0 for convenience.
For each n and S satisfy conditions (a) and (b) above, we define a poset P pin,S on the set
{σ1, . . . , σn} generated by the order relationships forced by the fact that σ1 . . . σn must contain
occurrences of pi at each i ∈ S. We call P pin,S a cluster poset. By construction, linear extensions of
this poset correspond to permutations σ ∈ Sn such that S ⊆ Em(pi, σ), and so P pin,S has exactly
rpin,S linear extensions.
For example, if pi = 513624, n = 12 and S = {1, 4, 7}, then r51362412,{1,4,7} is the number of permu-
tations σ ∈ S12 satisfying
st(σ1σ2σ3σ4σ5σ6) = st(σ4σ5σ6σ7σ8σ9) = st(σ7σ8σ9σ10σ11σ12) = 513624. (2)
Noting that pi−1 = 253614, Equation (2) is equivalent to the following 3 chains of inequalities:
σ2 < σ5 < σ3 < σ6 < σ1 < σ4,
σ5 < σ8 < σ6 < σ9 < σ4 < σ7,
σ8 < σ11 < σ9 < σ12 < σ7 < σ10.
The cluster poset P 51362412,{1,4,7} is defined by the transitive closure of these relations, and its Hasse
diagram is given in Figure 1. Note that this poset is well-defined because all the symbols which
appear in multiple chains have the same ordering in each chain, as is guaranteed by the fact that
S satisfies condition (b) in Definition 2.1.
For the explicit definition of P pin,S in general, let η = pi
−1 and take the transitive closure of the
k chains of inequalities on the set {σ1, . . . , σn} obtained for each i ∈ S:
σi−1+η1 < σi−1+η2 < · · · < σi−1+ηm . (3)
6
σ2
σ5
σ3
σ6
σ1
σ4
σ7
σ10
σ8
σ9
σ11
σ12
Figure 1: The Hasse diagram of P 51362412,{1,4,7}.
2.2 Posets for non-overlapping permutations
The cluster posets of non-overlapping permutations have a particularly simple structure. First,
note that if pi ∈ Sm is non-overlapping, then rpin,k = 0 unless n = 1 + k(m− 1). This is because in
order to have k occurrences of pi form a cluster, each one must overlap the next one on exactly one
letter, and so each occurrence of pi after the first adds m− 1 new letters. Letting
S(k,m) := {1,m, 2m− 1, . . . , 1 + (k − 1)(m− 1)},
the same argument shows that rpin,S = 0 unless S = S(k,m) for some k, and n = 1+k(m−1). More
generally, regardless of whether or not pi ∈ Sm is non-overlapping, the only set S with |S| = k for
which rpi1+k(m−1),S 6= 0 is S = S(k,m). In particular,
rpi1+k(m−1),k = r
pi
1+k(m−1),S(k,m).
Next we look more closely at the structure of the corresponding cluster poset P pi1+k(m−1),S(k,m),
which we will denote P pik for short.
Suppose that pi ∈ Sm is in standard form and let a = pi1 and b = pim. The poset P pik is generated
by the k chains of inequalities (3), where η = pi−1, and i = 1+ j(m−1) for j = 0, 1, . . . , k−1. Each
one of these chains intersects the next one in one element. More precisely, the bth lowest element
of the jth chain, which is σ1+j(m−1)−1+ηb = σj(m−1)+m, coincides with the ath lowest element of
the (j + 1)st chain, which is σ1+(j+1)(m−1)−1+ηa = σ(j+1)(m−1)+1.
Arranging these k chains with their identified elements, we can view the poset P pik as consisting
of one long chain C with b + (k − 2)(b − a) + m − a nodes, together with k − 1 additional chains
D1, . . . , Dk−1 with m− b + a nodes. The chains Di are disjoint, and each of them intersects C at
one node, which is the a-th smallest element of Di and the (b+ (i− 1)(b− a))-th smallest element
of D. The Hasse diagrams of the posets P pi3 , P
pi
4 , P
pi
5 for pi = 34671285 are shown in Figure 2. A
more general drawing of the Hasse diagram of P pi4 for arbitrary pi ∈ Sm in standard form is given
in Figure 3, where the k − 1 chains D1, . . . , Dk−1 are drawn diagonally and the chain C is drawn
vertically. We state an immediate consequence of the above description, which will be used in the
proof of Theorem 1.8.
Lemma 2.4. For non-overlapping pi ∈ Sm, the poset P pik depends only on pi1 and pim, up to
isomorphism.
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This description of the cluster posets P pik will also be useful in Section 4 when proving Lemma 4.2
and Theorem 1.9.
P pi3 = P
pi
22,{1,8,15} P
pi
4 = P
pi
29,{1,8,15,22} P
pi
5 = P
pi
36,{1,8,15,22,29}
Figure 2: Some cluster posets for the non-overlapping permutation pi = 34671285.
3 A more general conjecture
In this section we prove Theorem 1.8, which states that if Conjecture 1.6 is true, then so is Conjec-
ture 1.7. This conjecture hypothesizes that any two strongly c-Wilf equivalent patterns in standard
form must have the same first and last letter.
Proof of Theorem 1.8. It is easy to check that Conjecture 1.7 holds for m ≤ 4. Indeed, there
are only two permutations in S3 standard form, namely 123 and 132, and they are not c-Wilf
equivalent. There are 8 permutations in S4 in standard form, namely 1234, 1243, 1324, 1342, 1423,
1432, 2143, and 2413, and, as shown in [9], the only two that are c-Wilf equivalent are 1342 and
1432, which have the same first and last letter.
Now suppose that m ≥ 5 and pi, τ ∈ Sm are in standard form and pi s∼ τ . By Theorem 2.2,
rpin,k = r
τ
n,k for all n and k. In particular, taking n = 1+k(m−1), we have rpi1+k(m−1),k = rτ1+k(m−1),k
for all k.
If pim = m, then the condition pi1 + pim ≤ m+ 1 forces pi1 = 1. In this case, P pik is a chain, and
rpi1+k(m−1),k = 1 = r
τ
1+k(m−1),k for all k ≥ 1. This can only happen if P τk is a chain as well, which
forces τ1 = 1 and τm = m. A symmetric argument shows that if τm = m, then pi1 = τ1 = 1 and
pim = τm = m.
We are left with the case pim, τm < m. In this case, we construct two non-overlapping permuta-
tions p, t ∈ Sm with the same first and last letters as pi and τ , respectively, following a construction
from [7]:
p = pi1(pi1 + 1) . . . (pim − 1)(pim + 1) . . . (m− 1)12 . . . (pi1 − 1)mpim,
t = τ1(τ1 + 1) . . . (τm − 1)(τm + 1) . . . (m− 1)12 . . . (τ1 − 1)mτm.
8
a− 1
a− 1
a− 1
m− b
m− b
m− b
b− a− 1
b− a− 1
m− a
b− 1
Figure 3: The cluster poset P pi4 of a permutation pi ∈ Sm in standard form with pi1 = a and pim = b.
By Lemma 2.4, the poset P pik depends only on pi1 and pim. It follows that r
pi
1+k(m−1),k = r
p
1+k(m−1),k
and rτ1+k(m−1),k = r
t
1+k(m−1),k for all k. Since p and t are non-overlapping, these are their only non-
zero cluster numbers, and so p ∼ t by Theorem 2.2. Now Conjecture 1.6 states that p and t must
have the same first and last letter, and thus the same holds for pi and τ , implying Conjecture 1.7.
4 Asymptotic growth of non-overlapping cluster numbers
Our goal in this section is to prove the following strengthening of Theorem 1.9.
Theorem 4.1. Let pi, τ ∈ Sm be in standard form. If pim − pi1 > τm − τ1, then there is an integer
K such that
rpi1+k(m−1),k < r
τ
1+k(m−1),k
for all k ≥ K. In particular, pi 6 s∼ τ .
Theorem 1.9 clearly follows from Theorem 4.1. To prove Theorem 4.1, we will analyze the
asymptotic behavior of rpi1+k(m−1),k, which will allow us to extract information about the quantity
pim − pi1 from this sequence.
Lemma 4.2. Let pi ∈ Sm be in standard form. Then, as k tends to infinity,(
rpi1+k(m−1),k
)1/k
= O(km−pim+pi1−1).
Proof. We will show that there exist positive constants Lpi, Upi and K such that for all k ≥ K,
Lpi k
m−pim+pi1−1 ≤
(
rpi1+k(m−1),k
)1/k ≤ Upi km−pim+pi1−1. (4)
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First we note that if we have two posets R and Q on the same set X with order relations
≤R and ≤Q such that x ≤R y implies x ≤Q y for all x, y ∈ X, then R has at least as many
linear extensions as Q. We obtain upper and lower bounds for rpi1+k(m−1),k by removing and adding
relations to P pik , which has r
pi
1+k(m−1),k linear extensions by construction, and counting the number
of linear extensions of the resulting modified posets. We use the notation introduced in Section 2.2
throughout the proof, including a = pi1 and b = pim. It is helpful to refer to Figure 3 and to think
of the constructions of the posets below as adding (or removing) relations between the rectangles
in this figure.
We will build two new posets Upik and L
pi
k with `
pi
k and u
pi
k linear extensions, respectively, such
that `pik ≤ rpi1+k(m−1),k ≤ upik . Then we will show that, as k →∞,
(`pik)
1/k ∼ Nkm−b+a−1 and (upik)1/k ∼Mkm−b+a−1
for some positive constants N and M , where in this proof we use the notation ak ∼ bk to mean
limk→∞ ak/bk = 1. It will follow that the sequence
(
rpi1+k(m−1),k
)1/k
/km−b+a−1 is bounded away
from 0 and ∞ as k →∞, which is equivalent to the existence of Lpi, Upi and K.
Upper bound: For each i ∈ [k−1], let Ti be the a−1 smallest elements of Di, corresponding to the
red rectangles in Figure 3. We remove all relations between elements from Ti and elements from
P pik \Ti for all i, to form a new poset Upik with at least rpi1+k(m−1),k linear extensions. As an example,
the Hasse diagram of Upi4 is given on the left of Figure 4.
a− 1 a− 1 a− 1
m− b
m− b
m− b
b− a− 1
b− a− 1
m− a
b− 1
a− 1 a− 1 a− 1
m− b
m− b
m− b
b− a− 1
b− a− 1
m− a
b− 1
Figure 4: The posets Upi4 (left) and L
pi
4 (right) of a permutation pi ∈ Sm in standard form with
pi1 = a and pim = b.
The number of linear extensions of Upik is u
pi
k = s
pi
kq
pi
k , where
spik =
(
1 + k(m− 1)
a− 1, . . . a− 1, 1 + k(m− 1)− (k − 1)(a− 1)
)
=
(1 + k(m− 1))!
(a− 1)!k−1(a+ k(m− a))!
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and
qpik =
k−1∏
i=1
(
i(m− a) +m− b
m− b
)
=
1
(m− b)!k−1
k−1∏
i=1
(i(m− a) + 1) · · · (i(m− a) +m− b).
As k →∞, Stirling’s formula gives
(spik)
1/k ∼ (m− 1)
m−1
ea−1(a− 1)!(m− a)m−a k
a−1. (5)
To bound qpik , we use the fact that a < b to obtain
(i(m− a))m−b ≤ (i(m− a) + 1) · · · (i(m− a) +m− b) ≤ ((i+ 1)(m− a))m−b,
and so
(k − 1)!m−b(m− a)(m−b)(k−1)
(m− b)!k−1 ≤ q
pi
k ≤
k!m−b(m− a)(m−b)(k−1)
(m− b)!k−1 .
Applying Stirling’s formula again as k →∞, we obtain
(qpik )
1/k ∼ (m− a)
m−b
em−b(m− b)! k
m−b. (6)
Combining (5) and (6), we get
(upik)
1/k ∼ (m− 1)
m−1
em−b+a−1(a− 1)!(m− b)!(m− a)b−a k
m−b+a−1
as desired.
Lower bound: Again, we modify the relations between elements of Ti and the rest of the poset P
pi
k .
This time we add relations to force every element in each Ti to be smaller than the b-th smallest
element in C. Let Lpik be the resulting poset. As an example, the Hasse diagram of L
pi
4 is given on
the right of Figure 4.
The number of linear extensions Lpik is `
pi
k = t
pi
kq
pi
k , where q
pi
k is the same as before, and
tpik =
(
b− 1 + (k − 1)(a− 1)
b− 1, a− 1, a− 1, . . . , a− 1
)
.
Again using Stirling’s formula we see that, as k →∞,
(tpik)
1/k ∼ (a− 1)
a−1
ea−1(a− 1)! k
a−1,
and so
(`pik)
1/k ∼ (a− 1)
a−1(m− a)m−b
em−b+a−1(a− 1)!(m− b)! k
m−b+a−1.
Proof of Theorem 4.1. Let pi, τ ∈ Sm be in standard form, and suppose that pim − pi1 > τm − τ1.
By Lemma 4.2, there exist constants Upi > 0 and K1 such that(
rpi1+k(m−1),k
)1/k ≤ Upi km−pim+pi1−1
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for k ≥ K1, and constants Lτ > 0 and K2 such that
Lτ k
m−τm+τ1−1 ≤
(
rτ1+k(m−1),k
)1/k
for k ≥ K2. Since m− pim + pi1 − 1 < m− τm + τ1 − 1, there exists K3 such that Upikm−pim+pi1−1 <
Lτk
m−τm+τ1−1 for all k ≥ K3. Then, for k ≥ max{K1,K2,K3},
rpi1+k(m−1),k ≤
(
Upik
m−pim+pi1−1)k < (Lτkm−τm+τ1−1)k ≤ rτ1+k(m−1),k.
In particular, by Theorem 2.2, pi and τ cannot be strongly c-Wilf equivalent.
It follows from Lemma 4.2 that, for pi ∈ Sm, the difference pim − pi1 can be recovered from the
sequence of cluster numbers rpi1+k(m−1),k by the formula
pim − pi1 = m− 1− lim
k→∞
log rpi1+k(m−1),k
k log k
,
and that the limit is guaranteed to exist. This can easily be seen by taking logarithms in Equa-
tion (4), dividing by log k, and making k tend to infinity.
Example 4.3. Consider the permutations in standard form pi = 23567184, τ = 34671285 and
χ = 35671284. By Theorem 4.1,
rχ1+k(m−1),k < r
pi
1+k(m−1),k and r
χ
1+k(m−1),k < r
τ
1+k(m−1),k
for k large enough. Unfortunately, Theorem 4.1 tells us nothing about the relationship between
rpi1+k(m−1),k and r
τ
1+k(m−1),k, since pi8 − pi1 = 2 = τ8 − τ1.
The comparison between cluster numbers rpi1+k(m−1),k for different permutations with a fixed
difference pim − pi1 is not given by Theorem 4.1, and it is open in general. For the special case of
pim − pi1 = 1 and k = 2, the following relationship was proved in [7].
Proposition 4.4 ([7]). Let pi, τ ∈ Sm be in standard form, and suppose that pim−pi1 = τm−τ1 = 1
and pi1 < τ1. Then
rpi2m−1,2 > r
τ
2m−1,2.
In particular, pi 6 s∼ τ .
Recall that Conjecture 1.7 states that the strong c-Wilf equivalence class of a permutation
pi ∈ Sm in standard form uniquely determines the values pi1 and pim. Theorem 4.1 shows that this
equivalence class determines the difference pim − pi1, and Proposition 4.4 shows that, in the case
that this difference is 1, it also determines pi1 (and thus pim). For the remaining cases, we have the
following conjecture. If true, it would settle Conjecture 1.7.
Conjecture 4.5. Let pi, τ ∈ Sm be in standard form, and suppose that pim−pi1 = τm− τ1 ≥ 2 and
pi1 < τ1. Then there exists some k such that
rpi1+k(m−1),k < r
τ
1+k(m−1),k.
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Figure 5: The posets P 235671842 (left) and P
34671285
2 (right) have the same number of linear exten-
sions.
It is observed in [7] that the cluster numbers of pi = 23567184 and τ = 34671285 coincide for
k = 2 but not for k = 3. More precisely, rpi15,2 = 840 = r
τ
15,2, as can be seen by counting the number
of linear extensions of the posets in Figure 5, but rpi15,3 = 11642400 < 12153960 = r
τ
15,3.
Experimental evidence for small values of m suggests that Conjecture 4.5 holds for k is large
enough. Figures 6 and 7 show the initial values of the sequence
Npik =
(
rpi1+k(m−1),k
)1/k
km−pim+pi1−1
for each pi ∈ Sm in standard form with m = 7, 8. It is interesting to note that, for a fixed difference
pim − pi1 = d and for a fixed k large enough, the value of rpi1+k(m−1),k seems to increase when pi1
increases if d ≥ 2 (consistently with Conjecture 4.5), but it seems to decrease when pi1 increases if
d = 1.
5 Super-strong c-Wilf equivalence
Recall from Definition 5 that pi
ss∼ τ if, for every set S, the number of permutations σ ∈ Sn with
Em(pi, σ) = S equals the number of those with Em(τ, σ) = S.
5.1 Refined cluster numbers
The refined cluster numbers rpin,S , defined in Section 2.1, can be used to characterize super-strong
c-Wilf equivalence in a similar way to how the cluster method (Theorem 2.2) uses regular cluster
numbers to characterize strong c-Wilf equivalence. One difference, however, is that the refined
version does not immediately lend itself to a generating function identity.
Proposition 5.1. Let pi, τ ∈ Sm. Then pi ss∼ τ if and only if
rpin,S = r
τ
n,S
for all n and S.
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pi7 − pi1 = 1 pi7 − pi1 = 2
pi7 − pi1 = 3 pi7 − pi1 = 4
Figure 6: Initial values of Npik for pi ∈ S7. In each figure, pi7− pi1 is fixed, and the symbols indicate
the value of pi1: ? (pi1 = 1),  (pi1 = 2), • (pi1 = 3).
Proof. It will be convenient to define bpin,S (and similarly b
τ
n,S) to be the number of σ ∈ Sn with
S ⊆ Em(pi, σ), that is,
bpin,S =
∑
S⊆T
apin,T . (7)
With this definition, pi
ss∼ τ if and only if bpin,S = bτn,S for all n and S. Indeed, the ‘only if’ direction
is clear by Equation (7), and the ‘if’ direction follows from the principle of inclusion-exclusion.
To prove the forward direction of the theorem, suppose that pi
ss∼ τ . Then, by Corollary 2.3,
Opi = Oτ , and so conditions (a) and (b) in Definition 2.1 are the same for both pi and τ . If a set
S ⊆ [n−m+ 1] satisfies these conditions, then
rpin,S = b
pi
n,S = b
τ
n,S = r
τ
n,S ,
and otherwise rpin,S = 0 = r
τ
n,S .
Next we prove the converse. Suppose that rpin,S = r
τ
n,S for all n and S. It suffices to prove
that bpin,S = b
τ
n,S for all n and S. The idea of the proof is to partition S into blocks of overlapping
occurrences.
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pi8 − pi1 = 1 pi8 − pi1 = 2
pi8 − pi1 = 3 pi8 − pi1 = 4 pi8 − pi1 = 5
Figure 7: Initial values of Npik for pi ∈ S8. In each figure, pi8− pi1 is fixed, and the symbols indicate
the value of pi1: ? (pi1 = 1),  (pi1 = 2), • (pi1 = 3), × (pi1 = 4).
Fix n and S. Consider the finest partition of S with the property that if x, y ∈ S and |y− x| ≤
m − 1, then x and y are in the same block. Denote the blocks by S1, S2, . . . , Sq. For each i, let
mi = minSi, Mi = maxSi, and Ŝi = {j −mi + 1 : j ∈ Si}. We claim that
bpin,S
n!
=
q∏
i=1
rpi
Mi−mi+m,Ŝi
(Mi −mi +m)! . (8)
To prove Equation (8), consider a permutation σ ∈ Sn chosen uniformly at random, and let Ei be
the event Si ⊆ Em(pi, σ). Then the event E1 ∧ · · · ∧ Eq is equivalent to S ⊆ Em(pi, σ), and so it
has probability bpin,S/n!. On the other hand, since entries in different blocks of the partition differ
by at least m, the events Ei for i ∈ [q] are mutually independent. Furthermore, Ei occurs with
probability rpi
Mi−mi+m,Ŝi/(Mi −mi +m)!. Thus, the probability of E1 ∧ · · · ∧ Eq is given by the
right-hand side of Equation (8).
Since the refined cluster numbers coincide for pi and τ , the right-hand side of Equation (8) stays
the same when replacing pi with τ . It follows that the same holds for the left hand side, and so
bpin,S = b
τ
n,S .
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Example 5.2. For pi = 3142, S = {2, 4, 7, 12, 14, 19, 22} and n = 30, Equation (8) can be used to
express bpin,S as
30! ·
rpi9,{1,3,6}
9!
·
rpi6,{1,3}
6!
·
rpi7,{1,4}
7!
.
The cluster numbers on the right-hand side are easy to compute when interpreted as counting linear
extensions of cluster posets.
5.2 A sufficient condition for super-strong c-Wilf equivalence
Recall that Theorem 1.11 states that, if two permutations satisfy the hypotheses from Theorem
1.4, then they are in fact super-strongly c-Wilf equivalent. We now use Proposition 5.1 to prove
this result.
Proof of Theorem 1.11. To prove that pi
ss∼ τ , is it enough by Proposition 5.1 to show that these
permutations have the same refined cluster numbers. We will show that, in fact, for every set
S = {i1 < · · · < ik} satisfying conditions (a) and (b) in Definition 2.1, the cluster posets P pin,S and
P τn,S are isomorphic.
Denote the elements of these posets by p1, p2, . . . , pn and t1, t2, . . . , tn, respectively. Let η = pi
−1
and µ = τ−1. Recall from Equation (3) that P pin,S is the transitive closure of the chains
pi−1+η1 < · · · < pi−1+ηm (9)
for each i ∈ S, and similarly P τn,S is the transitive closure of the chains
ti−1+µ1 < · · · < ti−1+µm . (10)
Thus, to conclude that P pin,S and P
τ
n,S are isomorphic, it suffices to show that elements in different
chains (9) coincide if and only if so do the correponding elements in the chains (10). More precisely,
we have to show that for any i, i′ ∈ S and any x, y ∈ [m],
i− 1 + ηy = i′ − 1 + ηx ⇐⇒ i− 1 + µy = i′ − 1 + µx. (11)
Without loss of generality, we will assume that i < i′. By symmetry, if suffices to prove the
implication from left to right in (11).
In the pi-cluster (p1p2 . . . pn, S), pi−1+ηy is the ηy-th entry of the occurrence of pi starting in
position i, namely the one corresponding to piηy = y in the standardized occurrence. Similarly,
pi′−1+ηx is the ηx-th entry of the occurrence of pi starting in position i′, corresponding to piηx = x
in the standardized occurrence.
Suppose that the left-hand side of (11) holds. This is equivalent to the fact that the entries
pi−1+ηy and pi′−1+ηx are the same. In particular, since the occurrences of pi in positions i and i′
overlap, we have i′ − i ∈ Opi = Oτ , and so
st(pii′−i+1 . . . pim) = st(pi1 . . . pim−i′+i), (12)
st(τi′−i+1 . . . τm) = st(τ1 . . . τm−i′+i). (13)
Because of Equation (12), the rank of y in the set {pii′−i+1, . . . , pim} equals the rank of x in
the set {pi1, . . . , pim−i′+i}. By hypothesis, these sets equal {τi′−i+1, . . . , pim} and {τ1, . . . , τm−i′+i},
respectively. Now, Equation (13) implies that the position of y in τi′−i+1 . . . τm equals the position
of x in τ1 . . . τm−i′+i. It follows that µy − i′ + i = µx, and so the right-hand side of (11) holds.
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Example 5.3. By Theorem 1.11, the permutations pi = 1342675 and τ = 1432765 are super-
strongly c-Wilf equivalent because Opi = {3, 6} = Oτ , pi1 = 1 = τ1, pi7 = 5 = τ7, {pi1, . . . , pi4} =
{1, 2, 3, 4} = {τ1, . . . , τ4}, and {pi4, . . . , pi7} = {4, 5, 6, 7} = {τ4, . . . , τ7}.
To illustrate the above proof, consider a pi-cluster (p1p2 . . . p10, S) with S = {1, 4}. The entry
that plays the role of y = 6 in the occurrence of pi starting at i = 1 is p5, since i− 1 + ηy = 5. The
same entry p5 plays the role of x = 3 in the occurrence starting at i
′ = 4, since i′ − 1 + ηx = 5 as
well. Now y = 6 is the second largest element of the set {pi4, . . . , pi7} = {4, 5, 6, 7} = {τ4, . . . , τ7},
as x = 3 is of the set {pi1, . . . , pi4} = {1, 2, 3, 4} = {τ1, . . . , τ4}. By Equation (13), the position of
y = 6 in τ4τ5τ6τ7 = 2765 equals the position of x = 3 in τ1τ2τ3τ4 = 1432, namely the third position.
Thus, so µy − i′ + i = µx = 3, or equivalently i− 1 + µy = i′ − 1 + µx = 6.
5.3 Comparisons among equivalence relations
It is important to point out that Conjecture 1.2 does not extend to super-strong c-Wilf equivalence,
that is, there are permutations that are strongly c-Wilf equivalent but not super-strongly c-Wilf
equivalent. For example, it is easy to compute that a14239,{1,3,6} = 10 6= 6 = a32419,{1,3,6}, despite the fact
that 1423R = 3241.
However, we have proved that the three equivalence relations that we have defined for consec-
utive patterns do in fact coincide when restricted to non-overlapping permutations. The following
theorem generalizes Lemma 1.3. Aside from the proof given below, an alternative, less constructive
proof can be obtained using Proposition 5.1 and some ideas from [7].
Theorem 5.4. Let pi, τ ∈ Sm be non-overlapping permutations. If pi ∼ τ , then pi ss∼ τ .
Proof. It suffices to prove that for any n and S, the number apin,S is uniquely determined by the
sequence
{
apii,0
}
i
. Our proof is by induction on l = maxS, where we set l = 0 if S = ∅. The base
case l = 0 is trivial, since apin,∅ = a
pi
n,0.
Now suppose that l > 0, and let T = S \ {l}. We assume that n ≥ l + m − 1, since otherwise
apin,S = 0 and we are done. Let
Σ = {σ ∈ Sn : Em(pi, st(σ1σ2 . . . σl)) = T, Em(pi, st(σl+1σl+2 . . . σn)) = ∅}.
We can count the number of permutations in Σ by first choosing the values of the l leftmost entries:
|Σ| =
(
n
l
)
apil,T a
pi
n−l,0. (14)
On the other hand, since pi is non-overlapping, we see that σ ∈ Σ if and only if either Em(pi, σ) =
T or Em(pi, σ) = T ∪ {j} for some l −m+ 2 ≤ j ≤ l. It follows that
|Σ| = apin,T +
l∑
j=l−m+2
apin,T∪{j}.
Rearranging terms and using Equation (14) gives
apin,S = a
pi
n,T∪{l} =
(
n
l
)
apil,T a
pi
n−l,0 − apin,T −
l−1∑
j=l−m+2
apin,T∪{j}.
By the induction hypothesis, the right-hand side is uniquely determined by the sequence
{
apii,0
}
i
.
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As pointed out to us by Bruce Sagan, the above proof shows that, if pi ∈ Sm is non-overlapping
and S is a fixed set of positive integers, then we can express apin,S (for n ≥ maxS + m − 1) as a
polynomial in n of degree maxS, where the coefficients belong to the polynomial ring Q
[{
apik,0
}
k
]
. A
similar result for permutations with a given peak set was obtained by Billey, Burdzy and Sagan [2].
Since every permutation is c-Wilf equivalent to its reversal, the following result an immediate
consequence of Theorem 5.4.
Corollary 5.5. If pi is a non-overlapping permutation, then pi
ss∼ piR.
For example, 34671285
ss∼ 58217643 by the above corollary. There seems to be no simple
direct combinatorial proof of Corollary 5.5, that is, a bijection from Sn to itself that replaces all
occurrences of pi with occurrences of piR without creating additional ones. On the other hand, one
can easily prove bijectively that bpin,S = b
piR
n,S for all S, as defined in Equation (7), from where the
equality apin,S = a
piR
n,S follows by inclusion-exclusion. Indeed, for non-overlapping pi ∈ Sm and a fixed
S ⊆ [n −m + 1], construct a bijection {σ ∈ Sn: S ⊆ Em(pi, σ)} → {σ ∈ Sn : S ⊆ Em(piR, σ)}
as follows. Partition S into maximal blocks S1, . . . , Sq of overlapping (marked) occurrences as in
the proof of Proposition 5.1, and let mi = minSi and Mi = maxSi. The bijection then amounts
to replacing each subword σmiσmi+1 . . . σMi+m−1 in σ with its reversal σMi+m−1 . . . σmi+1σmi , for
1 ≤ i ≤ q.
Corollary 5.5 also follows from Proposition 5.1 and the observation that rpin,S = r
piR
n,S for non-
overlapping pi and any set S. This is because, for all S where these refined cluster numbers are
non-zero, the corresponding cluster posets P pin,S and P
piR
n,S are isomorphic.
Note that Theorem 5.4 and Corollary 5.5 fail in general for arbitrary permutations; as pointed
out earlier, 1423 6ss∼ 3241. Even if we require the permutations to be in standard form, Theorem 5.4
does not generalize. The smallest counterexample is in S5: the permutations pi = 23514 and τ =
25134 are in standard form and strongly c-Wilf equivalent, since τ = piRC . However, they are not
super-strongly c-Wilf equivalent, as can be seen by computing r2351412,{1,4,8} = 148 6= 180 = r2513412,{1,4,8}.
As in the case of c-Wilf equivalence and strong c-Wilf equivalence, it is an open problem
(although plausibly a more attainable one) to give a simple characterization of super-strong c-Wilf
equivalence classes. The sufficient condition for strong c-Wilf equivalence given by Theorem 1.11
is not a necessary one, even if we require the permutations to be in standard form. Indeed, one
can check that pi = 123546 and τ = 124536 are super-strongly c-Wilf equivalent, since their cluster
posets P pin,S and P
τ
n,S are isomorphic (they are in fact chains). However, as pointed out earlier,
4 ∈ Opi = Oτ but {pi5, pi6} 6= {τ5, τ6}. Similarly, the pairs pi = 123645 and τ = 124635; pi = 132465
and τ = 142365; and pi = 154263 and τ = 165243 are super-strongly c-Wilf equivalent, again
because their cluster posets are isomorphic, but they do not satisfy the hypotheses of Theorem 1.11.
The above examples, along with the simple observation that the cluster posets for pi and piC
are dual of each other, may lead one to believe that two permutations pi and τ are super-strongly
c-Wilf equivalent if and only if their cluster posets P pin,S are P
τ
n,S are isomorphic or dual of each
other for every S. However, this is not the case in general. The smallest counterexample is given
by pi = 13425 and its reversal piR = 52431. As we will show next, these patterns are super-strongly
c-Wilf equivalent, but the posets P pi12,S and P
piR
12,S for S = {1, 4, 8} are neither isomorphic nor dual of
each other. This phenomenon is a particular case of Theorem 5.6, which shows that non-isomorphic
cluster posets may still have the same number of linear extensions.
Theorem 5.6. Let pi ∈ Sm. If pi1 = 1, pim = m, and |Opi| = 2, then pi ss∼ piR.
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Proof. Since m− 1 ∈ Opi for every pi ∈ Sm, we can write Opi = {x,m− 1} for some x < m− 1. By
Proposition 5.1, it is enough to show that rpin,S = r
piR
n,S for all n and S. We will assume that S = {i1 <
i2 < · · · < ik} satisfies conditions (a) and (b) in Definition 2.1, since otherwise rpin,S = 0 = rpi
R
n,S . We
prove that rpin,S = r
piR
n,S by induction on the quantity N(S) = |{j ∈ [k − 1] : ij+1 − ij = m − 1}|,
which counts the number of pairs of marked occurrences that overlap in only one position.
If N(S) = 0, then ij+1 − ij = x for all j ∈ [k − 1]. In this case, there is a simple bijection
between pi-clusters {σ ∈ Sn : S ⊆ Em(pi, σ)} and piR-clusters {σ ∈ Sn : S ⊆ Em(piR, σ)}, given by
the reversal map σ 7→ σR, and so rpin,S = rpi
R
n,S in this case.
For the induction step, suppose that N(S) ≥ 1, and let t be such that it − it−1 = m − 1.
Since pi1 = 1 and pim = m, the value σit in a pi-cluster (σ, S) is then both a left-to-right maximum
and a right-to-left minimum of σ. Equivalently, σ1σ2 . . . σit is a permutation of {1, 2, . . . , it}, and
σitσit+1 . . . σn is a permutation of {it, it+1, . . . , n}. It follows that, letting SL = {ij : 1 ≤ j ≤ t−1}
and SR = {ij − it + 1 : t ≤ j ≤ k}, we have rpin,S = rpiit,SLrpin−it+1,SR . A symmetric argument
shows that rpi
R
n,S = r
piR
it,SL
rpi
R
n−it+1,SR . Since the right-hand sides of these two equalities coincide by
the induction hypothesis, we have that rpin,S = r
piR
n,S as desired.
Table 1 lists strong and super-strong c-Wilf equivalence classes for patterns of length 3, 4 and 5.
As shown in [9, 15], there are 2 strong c-Wilf equivalence classes in S3, 7 in S4, and 25 in S5.
For length 3, strong and super-strong classes coincide. For length 4, with the exception of the
strong c-Wilf equivalence class {1423, 4132, 2314, 3241}, which splits into two super-strong classes,
all the other strong c-Wilf equivalence classes are also super-strong classes. This is because they
either only contain two elements pi and piC , which are trivially super-strongly c-Wilf equivalent, or
because they consist of non-overlapping permutations, which are super-strongly c-Wilf equivalent
by Theorem 5.4. For length 5, there are 14 strong c-Wilf equivalence classes that split into two
super-strong classes. The remaining strong c-Wilf equivalence classes are also super-strong classes,
as can be shown using Theorems 5.4 and 5.6.
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