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Algorithms for computing finite semigroups
Ve´ronique Froidure and Jean-E´ric Pin∗
Abstract
The aim of this paper is to present algorithms to compute finite semi-
groups. The semigroup is given by a set of generators taken in a larger
semigroup, called the “universe”. This universe can be for instance the
semigroup of all functions, partial functions, or relations on the set {1, . . . , n},
or the semigroup of n× n matrices with entries in a given finite semiring.
The algorithm produces simultaneously a presentation of the semi-
group by generators and relations, a confluent rewriting system for this
presentation and the Cayley graph of the semigroup. The elements of the
semigroup are identified with the reduced words of the rewriting system.
We also give some efficient algorithms to compute the Green relations,
the local subsemigroups and the syntactic quasi-order of a subset of the
semigroup.
1 Introduction
There are a number of complete and efficient packages for symbolic computation
on groups, such as CAYLEY or GAP. Comparatively, the existing packages for
semigroups are much less complete. Computers were used for finding the num-
ber of distinct semigroups of small order [34, 35, 36, 6, 21, 23, 13, 12, 30, 9] or to
solve specific questions on semigroups [19], but the main efforts were devoted to
packages dealing with transformation semigroups. Actually, the primary goal of
these packages is to manipulate finite state automata and rational expressions,
and thus semigroups were uniquely considered as transition semigroups of fi-
nite automata. The first such package [5], written in APL, relied on algorithms
developed by Perrot [22, 17]. Given a finite deterministic automaton, it pro-
duced the list of elements of its transition semigroup and the structure of the
regular D-classes, including the Schu¨tzenberger group and the sandwich ma-
trix. A much more efficient version, AUTOMATE, was written in C by Cham-
parnaud and Hansel [3]. This interactive package comprised extended func-
tions to manipulate rational languages, but the semigroup part did not include
the computation of the Schu¨tzenberger groups. Another package, AMORE,
was developed in Germany under the direction of W. Thomas (in particular
by A. Potthoff) and can be obtained by anonymous ftp at ftp.informatik.uni-
kiel.de:pub/kiel/amore/amore.ps.gz. It is comparable to AUTOMATE, since it
is written in C and is also primarily designed to manipulate finite automata.
However, it includes the computation of all D-classes (regular or not, but with-
out the Schu¨tzenberger groups). One can also test whether the transition semi-
group is aperiodic, locally trivial, etc. A much less powerful, but convenient
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package was implemented by Sutner [33] using Mathematica. Other algorithms
to compute Green’s relations in finite transformation semigroups were also pro-
posed in [18].
From the semigroup point of view, the main drawback of these packages lies
in their original conception. Semigroups are always considered as transforma-
tion semigroups, and the algorithms used in these packages heavily rely on this
feature. Although similar algorithms were designed for semigroups of boolean
matrices by Konieczny [15, 16], no general purpose algorithm was proposed so
far in the literature. However, even in theoretical computer science, semigroups
do not always occur as transformation semigroups. For instance, semigroups
of boolean matrices [24, 7, 8] and more generally semigroups of matrices over
commutative semirings [31, 32] occur quite frequently, and therefore there is a
strong need for a semigroup package similar to the existing ones on group the-
ory. As a first step towards this goal, we present in this paper a general purpose
algorithm to compute finite semigroups. Only a part of this algorithm has been
implemented so far, but the first results are quite promising.
2 Definitions
2.1 Semigroups
A semigroup is a set equipped with an internal associative operation which is
usually written in a multiplicative form. A monoid is a semigroup with an
identity element (usually denoted by 1). If S is a semigroup, S1 denotes the
monoid equal to S if S has an identity element and to S ∪{1} otherwise. In the
latter case, the multiplication on S is extended by setting s1 = 1s = s for every
s ∈ S1. The dual of a semigroup S is the semigroup S˜ defined on the set S by
the multiplication x· y = yx. We refer the interested reader to [11, 17, 25, 10, 1]
for more details on semigroup theory.
Example 2.1 Let Tn be the monoid of all functions from {1, . . . , n} into itself
under the multiplication defined by uv = v◦u. This monoid is called the monoid
of all transformations on {1, . . . , n}. A transformation semigroup is simply a
subsemigroup of some Tn. It is a well-known fact that every finite semigroup is
isomorphic to a transformation semigroup. This is the semigroup counterpart of
the group theoretic result that every finite group is isomorphic to a permutation
group.
Example 2.2 A semiring is a set K equipped with two operations, called re-
spectively addition and multiplication, denoted (s, t) → s + t and (s, t) → st,
and an element, denoted 0, such that:
(1) (K, +, 0) is a commutative monoid,
(2) K is a semigroup for the multiplication,
(3) for all s, t1, t2 ∈ K, s(t1 + t2) = st1 + st2 and (t1 + t2)s = t1s + t2s,
(4) for all s ∈ K, 0s = s0 = 0.
2
Thus the only difference with a ring is that inverses with respect to addition
may not exist. Given a semiring K, the set Kn×n of n × n matrices over K
is naturally equipped with a structure of semiring. In particular, Kn×n is a





Besides the finite rings, like Z/nZ, several other finite semirings are commonly
used in the literature. We first mention the boolean semiring B = {0, 1}, defined
by the operations 0 + 0 = 0, 0 + 1 = 1 + 0 = 1 + 1 = 1 and 1· 1 = 1, 0· 0 =
0· 1 = 1· 0 = 0. Let us also mention the semiring Zn = {0, 1, . . . , n}, with the
operations ⊕ and ⊗ defined by s ⊕ t = min{s + t, n} and s ⊗ t = min{st, n}.
Other examples include the tropical semiring (N ∪ {∞}, min, +) [31].
A relation R on a semigroup S is stable on the right (resp. left) if, for every
x, y, z ∈ S, x R y implies xz R yz (resp. zx R zy). A relation is stable if
it is stable on the right and on the left. A congruence is a stable equivalence
relation. Thus, an equivalence relation ∼ on S is a congruence if and only if,
for every s, t ∈ S and x, y ∈ S1, s ∼ t implies xsy ∼ xty. If ∼ is a congruence
on S, then there is a well-defined multiplication on the quotient set S/∼, given
by
[s][t] = [st]
where [s] denotes the ∼-class of s ∈ S.
Given two semigroups S and T , a semigroup morphism ϕ : S → T is a map
from S into T such that for all x, y ∈ S, ϕ(xy) = ϕ(x)ϕ(y). Monoid morphisms
are defined analogously, but of course, the condition ϕ(1) = 1 is also required.
A semigroup (resp. monoid) S is a quotient of a semigroup (resp. monoid)
T if there exists a surjective morphism from T onto S. In particular, if ∼ is
a congruence on a semigroup S, then S/∼ is a quotient of S and the map
pi : S → S/∼ defined by pi(s) = [s] is a surjective morphism, called the quotient
morphism associated with ∼.
Let S be a semigroup. A subsemigroup of S is a subset T of S such that
t, t′ ∈ T implies tt′ ∈ T . Subsemigroups are closed under intersection. In
particular, given a subset A of S, the smallest subsemigroup of S containing A
is called the subsemigroup of S generated by A. The Cayley graph of S (relative
to A) is the graph Γ(S, A) having S1 as set of vertices, and for each vertex s
and each generator a, an edge labeled by a from s to sa.
An element e of a semigroup S is idempotent if e2 = e. If s is an element of a
finite semigroup, the subsemigroup generated by s contains a unique idempotent
and a unique maximal subgroup, whose identity is the unique idempotent. Thus
s has a unique idempotent power, denoted sω.
A zero is an element 0 such that, for every s ∈ S, s0 = 0s = 0. It is a routine
exercise to see that there is at most one zero in a semigroup.
2.2 Free semigroups
An alphabet is a finite set whose elements are letters. A word (over the alphabet
A) is a finite sequence u = (a1, a2, . . . , an) of letters of A. The integer n is the
length of the word and is denoted |u|. In practice, the notation (a1, a2, . . . , an)
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is shortened to a1a2 · · · an. The empty word, which is the unique word of length
0, is denoted by 1. The (concatenation) product of two words u = a1a2 · · · ap
and v = b1b2 · · · bq is the word uv = a1a2 · · ·apb1b2 · · · bq. The product is an
associative operation on words. The set of all words on the alphabet A is
denoted by A∗. Equipped with the product of words, it is a monoid, with the
empty word as an identity. It is in fact the free monoid on the set A. This
means that A∗ satisfies the following universal property: if ϕ : A → M is a
map from A into a monoid M , there exists a unique monoid morphism from A∗
into M that extends ϕ. This morphism, also denoted ϕ, is simply defined by
ϕ(a1 · · ·an) = ϕ(a1) · · ·ϕ(an).
Let Σ be a subset of A∗ × A∗, and let ∼Σ be the least congruence ∼ on
A∗ such that u ∼ v for every pair (u, v) ∈ Σ. The quotient monoid A∗/∼Σ is
called the monoid presented by (A, Σ). A pair (u, v) ∈ Σ is often denoted u = v.
For instance, the monoid presented by ({a, b}, ab = ba) is isomorphic to N2, the
free commutative monoid on two generators. Presentations of semigroups are
defined in the same way. Given a presentation Σ, the word problem is to know
whether two given words are equivalent modulo ∼Σ.
From the algorithmic point of view, presentations are in general intractable.
See [14] for a survey. For instance, it is an undecidable problem to know whether
a finitely presented semigroup is finite or not. There also exist finite presented
semigroups with an undecidable word problem. To avoid these difficulties, we
will follow a different approach, that goes back to Sakarovitch [28, 29, 20]. Some
definitions are in order to describe it in a precise way.
Let A be a totally ordered alphabet. The lexicographic order is the total
order used in a dictionary. Formally, it is the order ≤lex on A
∗ defined by
u ≤lex v if and only if u is a prefix of v or u = pau
′ and v = pbv′ for some
p ∈ A∗, a, b ∈ A with a < b. In the military order, words are ordered by length
and words of equal length are ordered according to the lexicographic order.
Formally, it is the order ≤ on A∗ defined by u ≤ v if and only if |u| < |v| or
|u| = |v| and u ≤lex v.
For instance, if A = {a, b}with a < b, then ababb ≤lex abba but abba < ababb.
The next proposition summarizes elementary properties of the order ≤. The
proof is straightforward and omitted.
Proposition 2.1 Let u, v ∈ A∗ and let a, b ∈ A.
(1) If u < v, then au < av and ua < va.
(2) If ua ≤ vb, then u ≤ v.
An important consequence of Proposition 2.1 is that ≤ is a stable order on
A∗: if u ≤ v, then xuy ≤ xvy for all x, y ∈ A∗.
A reduction is a mapping ρ : A∗ → A∗ satisfying the following conditions:
(1) ρ ◦ ρ = ρ
(2) For all u ∈ A∗ and a ∈ A, ρ(ua) = ρ(ρ(u)a) and ρ(au) = ρ(aρ(u)).
Condition (2) can be extended as follows.
Lemma 2.2 Let ρ be a reduction on A∗. Then for all u, v ∈ A∗, ρ(uv) =
ρ(ρ(u)v) = ρ(uρ(v)).
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Proof. We prove the equality ρ(uv) = ρ(ρ(u)v) by induction on |v|. If v = 1,
the result follows from condition (1). If the result holds for v, then for every
letter a ∈ A, the following equalities hold by (2)
ρ(uva) = ρ((uv)a) = ρ(ρ(uv)a) = ρ(ρ(ρ(u)v)a) = ρ(ρ(u)va).
Similarly the equality ρ(uv) = ρ(uρ(v)) is proved by induction on |u|.
The set R = ρ(A∗) is called the set of reduced words for ρ. The next
proposition shows how reductions can be used to define monoids.
Proposition 2.3 Let ρ be a reduction on A∗ and let R be the set of its reduced
words. Then R, equipped with the multiplication defined by u· v = ρ(uv), is a
monoid.
Proof. If u, v, w ∈ A∗,
(u· v)·w = ρ(ρ(uv)w) = ρ(uvw) = ρ(uρ(vw)) = u· (v·w)
and thus the multiplication is associative. We claim that ρ(1) is the identity of
the multiplication. If r ∈ R, then r = ρ(u) for some u ∈ A∗. Therefore r· ρ(1) =
ρ(ρ(u)ρ(1)) = ρ(ρ(u)1) = ρ(ρ(u)) = ρ(u) = r and similarly, ρ(1)· r = r.
Conversely, given a monoid M generated by a set A, there is a natural morphism
pi : A∗ → M defined by pi(a) = a. Define a mapping ρ : A∗ → A∗ by setting, for
each u ∈ A∗,
ρ(u) = min{v ∈ A∗ | pi(v) = pi(u)}
where the minimum is taken with respect to the military order. Then ρ is a
reduction, called the military reduction, and the elements of M can be identified
with the reduced words for ρ. This reduction also gives a presentation for M .
Theorem 2.4 The monoid M is presented on A by the set of relations {(u =
ρ(u)) | u ∈ MA \M}.
Proof. Let Σ = {(u = ρ(u)) | u ∈ MA \M}. First, since pi(u) = pi(ρ(u)) by
definition, M satisfies all relations of Σ and thus u ∼Σ v implies pi(u) = pi(v).
We claim that u ∼Σ ρ(u) for every word u ∈ A
∗. Since 1 ∈ M , every word
u ∈ A∗ admits a unique factorization of the form u = p(u)s(u) where p(u)
is the maximal prefix of u belonging to M . We prove the claim by induction
on the length n of s(u). If n = 0, then p(u) = u, u = ρ(u) and the claim is
trivial. Assume the claim holds for n and let u be a word such that s(u) =
a1 · · · an+1. Then p(u)a1 · · · an ∼Σ ρ(p(u)a1 · · · an) by induction, and thus
u ∼Σ ρ(p(u)a1 · · · an)an+1. Now, by definition of Σ, ρ(p(u)a1 · · · an)an+1 ∼Σ
ρ(ρ(p(u)a1 · · · an)an+1) = ρ(u). Therefore, u ∼Σ ρ(u), proving the claim. Now
pi(u) = pi(v) implies ρ(u) = ρ(v) and thus u ∼Σ v. Thus Σ is a presentation of
M .
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3 The main algorithm
A semigroup S will be given as a subsemigroup of a given semigroup U , called
the universe, generated by a subset A. This universe can be for instance the
semigroup Tn or the semigroup of n by n matrices over a given semiring. We
require the following information on the universe:
- the type of the elements (arrays, matrices over a semiring, etc.),
- an algorithm to compute the product of two elements of U ,
- an algorithm to test equality of two elements of U ,
- the set of generators A.
Given a subset A of a universe U , our main algorithm computes the submonoid of
U generated by A. It is a little simpler to deal with monoids, so this point of view
will be adopted in this presentation, but it is fairly easy to modify our algorithm
to obtain the semigroup generated by A. The result of our computation can be
formalized as follows:
Input : A universe U , a subset A of U and a total order on A.
Output : The military reduction ρ : A∗ → M defining the submonoid M of
U generated by A, the list of elements of M (sorted in military order) and the
Cayley graphs Γ(M, A) and Γ(M˜, A).
3.1 A simplified version
We first present a simplified version of our algorithm, which just produces the
sorted list of elements of M and the rewriting system. As was explained above,
the elements of M are identified with reduced words of A∗. To each element
u ∈ M is associated its value ν(u) in the universe U .
The following pseudocode is our basic algorithm. The set of generators is
given as a totally ordered set A = {a1 < . . . < ak}. The first element of the
list of elements is the empty word 1. The successor of the word u in the list
is denoted Next(u). The variable Last denotes the last element of the current
list.
Let u := 1 and Last := 1.
while true
for i := 1 to k,
compute ν(uai);
if ν(uai) is new
Next(Last) := uai;
Last := uai;
else if ν(uai) = ν(u
′) for some u′ < uai, produce the rule uai → u
′;
if u has a successor, u := Next(u)
else break;
The algorithm works as follows. For each element u of the list being completed
and for each generator a ∈ A, the value ua is computed. If this value is the value
of some element u′ already in the list, a rule ua → u′ is produced. Otherwise,
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a new element ua is created. The main properties of our algorithm are given in
the following proposition.
Proposition 3.1 The list of elements of M produced by the algorithm is sorted
for the military order and the rules are all of the form u → v with v < u.
Proof. A state of the program is determined by the values of the triple
(u, Last, i) at the beginning of the for loop. In a given state (u, Last, i), the
output is a list of the form (1, . . . , u, . . . , Last). We claim that the interval
(u, . . . , Last) is sorted for the military order and that Last < uai. This property
is trivially satisfied at the initial state (1, 1, 1). Passing from state (u, Last, i)
to state (u, Last, i + 1) (resp. (u, uai, i + 1)) leaves the property invariant,
since uai < uai+1. Passing from state (u, Last, k) to state (Next(u), Last, 1)
(resp. (Next(u), uak, 1)) also leaves the property invariant. Indeed the interval
(Next(u), . . . , Last) is a subinterval of (u, . . . , Last) and Last < uak. Thus
(u, . . . , Last) (resp. (u, . . . , Last, uak)) is sorted. Furthermore, u < Next(u) ≤
Last < uak by assumption. Therefore, either |Next(u)| = |Last| = |u| + 1
and then Last < uak < Next(u)a1, or |Next(u)| = |u| and Last < uak <
Next(u)a1, since u < Next(u). This proves the claim and shows that the
output is sorted. The second part of the proposition is clear.
We illustrate our algorithm on an example.
Example 3.1 Let U = T6 and let A = {a, b} be the set of generators given in
the following table
1 2 3 4 5 6
a 2 2 4 4 5 6
b 5 3 4 4 6 6
We first calculate the value of the empty word 1 and of the words 1a = a and
1b = b. Next the value of aa is equal to the value of a. This produces the rule
aa → a. The values of ab, ba and bb are new. Next, we calculate in this order
the values of aba, abb, baa, bab, bba and bbb. The first value is new, but the other
ones are not and produce the following rules: abb → aba, baa → ba, bab → bb,
bba → bb and bbb → bb. Therefore, aba is the unique element of length 3 created
at this step. It remains to calculate the values of abaa and abab, which give
the rules abaa → aba and abab → aba. Finally, the elements of the monoid are
represented in the following table
1 2 3 4 5 6
1 1 2 3 4 5 6
a 2 2 4 4 5 6
b 5 3 4 4 6 6
ab 3 3 4 4 6 6
ba 5 4 4 4 6 6
bb 6 4 4 4 6 6
aba 4 4 4 4 6 6
and the rewriting rules are
aa → a abb → aba baa → ba bab → bb
bba → bb bbb → bb abaa → aba abab → aba
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3.2 The extended version
Some computations are redundant in this algorithm. For instance, in the pre-
vious example, the computation of baa could have been avoided, since the rule
aa → a infers baa → ba. This example is generic. Let u be an element of M ,
and let u = bs, where b is the first letter of u. If, for some generator a ∈ A,
the word sa is not reduced, the word ua will not be reduced. Furthermore, if
sa → r, then ρ(ua) = ρ(bsa) = ρ(br).
Example 3.2 Applying this improvement on the previous example would re-
duce the set of rules to the following set
aa → a abb → aba bab → bb bba → bb bbb → bb
Thus M = ({a, b} | aa = a, abb = aba, bab = bb, bba = bb, bbb = bb)
However, the computation of ρ(ua) requires the knowledge of ρ(br). Therefore,
in order to use the suggested improvement, it is necessary to compute ρ(au) for
every word u and every generator a. In other words, a simultaneous computa-
tion of the Cayley graphs Γ(M, A) and Γ(M˜, A) is required and it is not clear
anymore whether the improvement is not compensated by the extra amount of
computation needed for Γ(M˜, A).
By modifying sligthly our algorithm, we can get around this difficulty. The
main trick is to organize the computation by length. For each value of n,
we compute the products ρ(ua) for |u| = n and a ∈ A. At this stage, the
improvement can be applied : if u = bs and sa → r for some generator a ∈ A,
then ρ(ua) = ρ(br). If r = 1, then ρ(ua) = b. Otherwise, let r = tc , with
c ∈ A. Then t ≤ s by Proposition 2.1 and if t = s, then c < a. Thus if t = s,
ρ(ua) = ρ(uc) and the computation of ρ(uc) has been done, since c < a. Now if
t < s, then |t| ≤ |s| < |u| and thus the computation of ρ(bt) has been done and
furthermore ρ(bt) ≤ bt < bs = u. Therefore, the computation of ρ(ρ(bt)c) has
been done and ρ(ua) = ρ(ρ(bt)c).
Once all the products ρ(ua) are known for all words u of length n, a simple
observation leads to the computation of all ρ(au) for |u| = n. Indeed, if u = pb,
and a ∈ A, ρ(au) = ρ(tb), where t = ρ(ap). Since |t| ≤ |u|, the computation of
ρ(tb) has been done at this stage.
It is interesting to compute the precise number of calls to the procedure
procedure Product that computes the product of two elements in the universe
U .. Let R be the set of relations generated by the program.
Theorem 3.2 The number of calls to the procedure Product is equal to |M |+
|R| − |A| − 1.
Proof. First note that Product is only called during the computation of Γ(M, A).
Let u = bs. The calls to Product during the computation of ρ(ua) occur when
sa is reduced. Then, either ua is a new element, or a new rule ua → ρ(ua) is
produced. Now all rules and all elements of M (except for the identity and the
generators, which are given) are produced in this way. This gives the required
formula.
Another advantage of this algorithm will become apparent in the next sec-
tions. Indeed, the computation of Γ(M˜, A) is actually needed to calculate the
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Green relations, the local subsemigroups and the syntactic quasi orders (see the
next sections).
A description of the data structure used to represent elements of M is in
order. For a non-empty word u, denote by f(u) (resp. `(u)) its first (resp.
last) letters and by p(u) (resp. s(u)) its prefix (resp. suffix) of length |u| − 1.
Each element u of M (recall that u is a reduced word of A∗) is represented by
a pointer on the following data:
(1) The value ν(u) (an element of U).
(2) The letters f(u) and `(u).
(3) The addresses of p(u) and s(u).
(4) The address Next of the successor of u, the minimal word of the set
{v ∈ A∗ | v is reduced and u < v}
(5) For each generator a ∈ A, the address of ρ(ua) and a flag to indicate
whether ua is reduced.
(6) For each generator a ∈ A, the address of ρ(au).
(7) The length of u.
Note that the word u itself is not stored in this data structure, but can
be easily retrieved, since we know its first letter and the address of its prefix
p(u). The |M | addresses are stored in a sufficiently large table T , of size at
least 10
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|M |s, where s is the size of an address (in practice a size of 5|M |s
was used). Fast access is ensured through open addressing using a standard
double hashing technique [4, pp. 235–237]. Two hash functions h, h′ : U → N
are given. Let v ∈ U be an element to be searched in the table T . The slots
T [h(v)], T [h(v)+h′(v)], T [h(v)+2h′(v)], T [h(v)+3h′(v)], . . . are probed in this
order and their values are compared to v. The search terminates successfully if
the value v is found and terminates unsuccessfully if an empty slot is found. In
the latter case, v is stored in the empty slot.
This data structure also gives a representation of the Cayley graphs Γ(M, A)
and Γ(M˜, A). Indeed, the addresses of ρ(ua) and ρ(au) are stored for each
element u ∈ M and each generator a ∈ A.
The number of relations, the number of elements and the maximal length
of the reduced words are stored in global variables. Initially, all these variables
are set to 0. We now give the details of the algorithm.
Initialization. The data corresponding to the empty word 1 are filled. The
value ν(1) is the identity of U . The fields corresponding to f(u), `(u), p(u) and
s(u) are irrelevant. The successor of 1 is the letter a1. For each generator ai,
the value ν(ai) is computed. If ν(ai) = ν(aj) for some j < i, the generator ai is
eliminated, and the rule ai → aj is created. Similarly, if ν(ai) = 1, the identity
of U , the generator ai is eliminated, and the rule ai → 1 is created. Otherwise,
the value ν(ai) is stored, its address is given to the field ρ(ai) of 1 and the flag
is set to “reduced”. The fields f(ai), `(ai), p(ai), s(ai) and Next are also filled.
The variables giving the number of relations and the number of elements are
updated.
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Without lost of generality, we may suppose that no generator has been elim-
inated during this initialization. Thus the list of elements is (1, a1, . . . , ak). The
pseudocode of the main loop is listed below. The variable u represents the cur-
rent word and v represents the minimal word of the current length.
1 let u := a1, v := u and Last := ak;
2 let CurrentLength := 1;
3 repeat
4 while Length(u) = CurrentLength (Computation of uai)
5 {
6 let b := f(u), s := s(u);
7 for i := 1 to k
8 {
9 if sai is not reduced
10 {
11 let r := ρ(sai); (note that r < sai)
12 if r = 1 (empty word)
13 ρ(uai) := b
14 else




19 compute ν(uai) and search this value in the table;
20 if ν(uai) = ν(u
′) for some u′ < uai, produce the rule uai → u
′;
21 else
22 T [Last].Next := uai;
23 f(uai) := b; `(uai) := ai; p(uai) := u; s(uai) := s(u)ai;
24 Length(uai) = Length(u) + 1;
25 Last := uai;
26 }
27 }
28 u := T [u].Next;
29 }
30 u := v;
31 while Length(u) = CurrentLength (Computation of aiu)
32 {
33 let p := p(u);
34 for i := 1 to k
35 ρ(aiu) := ρ(ρ(aip)`(u));
36 u := T [u].Next;
37 }
38 v := u;
39 CurrentLength := CurrentLength + 1;
40 until u = Last;
Example 3.3 Let U the semigroup of 2× 2 matrices with entries in Z3 and let
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Our algorithm produces the following rewriting rules
aaa → aa baa → ba bba → bab bbb → bb
aaba → aba abab → bab baba → bab babb → bab
Note that bab is a zero of S (it is easy to modify our algorithm to search for
a zero). Thus S = ({a, b} | aaa = aa, baa = ba, bba = 0, bbb = bb, aaba =
aba, abab = 0).
Compared to the first version, the advantage of this algorithm is to avoid a
number of computations inside the semigroup U .
4 Green relations
Green’s relations on a semigroup S are defined as follows [17, 25]. If s and t are
elements of S, we set
s L t if there exist x, y ∈ S1 such that s = xt and t = ys,
s R t if there exist x, y ∈ S1 such that s = tx and t = sy,
s J t if there exist x, y, u, v ∈ S1 such that s = xty and t = usv.
s H t if s R t and s L t.
For finite semigroups, there is a convenient representation of the corresponding
equivalence classes. The elements of a given R-class (resp. L-class) are repre-
sented in a row (resp. column). The intersection of an R-class and an L-class
is an H-class. Each J -class is a union of R-classes (and also of L-classes). It is
not obvious to see that this representation is consistent: it relies in particular
on the fact that, in finite semigroups, the relations R and L commute. The
presence of an idempotent in an H-class is indicated by a star. One can show
that each H-class containing an idempotent e is a subsemigroup of S, which is
in fact a group with identity e. Furthermore, all R-classes (resp. L-classes) of












In this figure, each row is an R-class and each column is an L-class. There are
6 H-classes and 4 idempotents. Each idempotent is the identity of a group of
order 2.
A J -class containing an idempotent is called regular. One can show that in a
regular J -class, every R-class and every L-class contains an idempotent.
The computation of the R-classes is fairly easy. It follows from the obser-
vation that the R-classes of a semigroup S generated by A are the strongly
connected components of the Cayley graph Γ(S, A). The L-classes can be com-
puted in a similar way from the graph Γ(S˜, A) corresponding to the left action
of A on S. This fact is actually used in AMORE to compute the non regular R-
classes. Since our algorithm computes the graphs Γ(S, A) and Γ(S˜, A), Tarjan’s
algorithm [37] can now be used to compute its strongly connected components.
5 Local subsemigroups
If e is an idempotent of a finite semigroup S, the set
eSe = {ese | s ∈ s}
is a subsemigroup of S, called the local subsemigroup associated with e. This
semigroup is in fact a monoid, since e is an identity in eSe. Local semigroups
play an important role in the classification of rational languages [26]. Their
computation is based on the following elementary lemma:
Lemma 5.1 For every idempotent e, eSe = eS ∩ Se.
Proof. The inclusion eSe ⊂ eS ∩ Se is clear. For the opposite inclusion, let
s ∈ eS ∩ Se. Then s = er = te for some r, t ∈ S. Therefore ese = e(er)e =
ere = tee = te = s and thus s ∈ eSe.
This gives a simple way to compute the local semigroup associated with e.
Indeed, eS (resp. Se) is simply the set of vertices reachable from e in the graph
Γ(S, A) (resp. Γ(S˜, A)). Again this computation can be achieved by standard
algorithms [4].
6 Syntactic quasi orders
Let P be a subset of a monoid M . The syntactic quasi-order of P is the quasi-
order ≤P on M defined by u ≤P v if and only if, for every x, y ∈ M ,
xvy ∈ P =⇒ xuy ∈ P
The associated congruence ∼P , defined by u ∼P v if and only if u ≤P v and
v ≤P u, is called the syntactic congruence of P . The quotient semigroup S(P ) =
S/∼P is called the syntactic semigroup of P . See [27] for more details.
The computation of ≤P can be achieved as follows. Consider the graph G
whose vertices are the pairs (u, v) ∈ M × M and the edges are of the form
(ua, va) → (u, v) or (au, av) → (u, v), for some a ∈ A. This graph has |M |2
vertices and at most 2|A||M |2 edges. Observe that for every u, v ∈ M , u 6≤P v
if and only if there exist x, y ∈ M such that xuy /∈ P and xvy ∈ P . In other
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words, u 6≤P v if and only if the vertex (u, v) is reachable in G from a vertex in
P¯ × P (where P¯ denotes the complement of P ). Therefore, the computation of
≤P can be reduced to standard graph algorithms as follows:
(1) First compute the graph G. This is easy from the knowledge of Γ(S, A)
and Γ(S˜, A).
(2) Label each vertex (u, v) as follows:

(0, 1) if u /∈ P and v ∈ P
(1, 0) if u ∈ P and v /∈ P
(1, 1) otherwise
(3) Do a depth first search in G (starting from each vertex labeled by (0, 1))
and set to 0 the first component of the label of all visited vertices.
(4) Do a depth first search in G (starting from each vertex labeled by (0, 0)
or (1, 0)) and set to 0 the second component of the label of all visited
vertices.




(1, 1) if u ∼P v
(1, 0) if u ≤P v
(0, 1) if v ≤P u
(0, 0) if u and v are incomparable
7 Experimental results
It is well-known that the monoid Tn is generated, for n ≥ 3, by the set A =
{a, b, c}, where a =
(
1 2 3 ... n−1 n




1 2 3 ... n−1 n




1 2 3 ... n−1 n
1 2 3 ... n−1 1
)
For 3 ≤ n ≤ 7, the following table gives the number of elements and the number
of relations defining Tn over A
∗. The last line gives the number of calls to the
function Product
n 3 4 5 6 7
Number of elements 27 256 3125 46656 823543
Number of relations 13 83 751 7935 102592
Calls to Product 36 335 3872 54587 926131
In particular, although the multiplication table of T7 has 678223072849 entries,
less than one million calls to the procedure Product were actually used to com-
pute this monoid. Some performances on a PowerMac 7500/100 are given in
the next table:
Type Generators Elements Time
Upper-triangular boolean matrices of size 5 16 32768 3.73s
Unitriangular boolean matrices of size 6 16 32768 5.51s
T6 3 46656 1.21s
Symmetric group on 8 elements 2 40320 0.95s
Order preserving maps on {1..9} 10 48620 2.40s
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elements) was computed in 8.95s. The computation required 29 megabytes of
memory.
The computation of T7 (823543 elements) required 110 megabytes of memory
on a Sun Sparc 10000.
8 Conclusion
We have given several algorithms to compute finite semigroups. Contrary to
most of the algorithms used in existing packages, our algorithms do not as-
sume that semigroups are given as transformation semigroups. Furthermore,
the number of calls to the procedure Product has been minimized.
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