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a b s t r a c t 
An efficient approach, called augmented line sampling, is proposed to locally evaluate the 
failure probability function (FPF) in structural reliability-based design by using only one 
reliability analysis run of line sampling. The novelty of this approach is that it re-uses the 
information of a single line sampling analysis to construct the FPF estimation, repeated 
evaluations of the failure probabilities can be avoided. It is shown that, when design pa- 
rameters are the distribution parameters of basic random variables, the desired informa- 
tion about FPF can be extracted through a single implementation of line sampling. Line 
sampling is a highly efficient and widely used reliability analysis method. The proposed 
method extends the traditional line sampling for the failure probability estimation to the 
evaluation of the FPF which is a challenge task. The required computational effort is nei- 
ther relatively sensitive to the number of uncertain parameters, nor grows with the num- 
ber of design parameters. Numerical examples are given to show the advantages of the 
approach. 
© 2019 Elsevier Inc. All rights reserved. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Introduction 
In structural engineering, uncertainties are unavoidable and abundantly exist. Reliability-based design optimization
(RBDO) becomes an appropriate and useful tool for structural design, and it has been studied extensively in many research
areas [1–4] . In reliability-based design, it usually needs to evaluate the failure probabilities of the target system under var-
ious design configurations. For example, the reliability constraint in a reliability-based design optimization usually requires
many reliability analyses at various design values. The failure probability function (FPF) can be defined as the failure proba-
bility with regard to the set of design parameters. If the whole FPF over the design space can be obtained beforehand, then
the original RBDO problem can be decoupled into an ordinary optimization problem [5] . Besides, where gradient-based
methods are used in solving the RBDO problem, the derivatives of FPF with respect to the design parameters, which are
reliability sensitivity, are also the main target in the optimization process. 
However, in practical application, it is difficult to directly obtain the failure probability as an explicit function of the
design parameters because of the complication of problems. It often requires high computational cost. Unfortunately, the
estimate of FPF is more complicate and non-trivial than the failure probability estimate. There are a vast number of con-
tributions which handle the traditional failure probability estimate and various methods have been proposed to address
this problem, i.e., Monte Carlo simulation [6] , importance sampling [7] , Subset simulation [8] , and Line sampling [9] etc.
However, for reliability-based design [5 , 10 , 11] , the FPF is usually needed. From first principles, it needs repeated reliability∗ Corresponding author. 
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analyses executed at various design parameter values and only the point-wise values of the FPF are obtained. Reliability
analysis requires the repeated evaluation of the limit state function (structural response); moreover, the evaluation of the
structural response usually involves the computation of virtual simulation models (e.g. Finite Element models). As a results,
it renders many realistic reliability-based design problem computationally intractable. 
There are various strategies for constructing approximate FPF. One strategy widely used is to construct an approximation
by fitting a predefined model. For example, Gasser [10] locally approximated the logarithm of FPF by using a quadratic func-
tion of design parameter θ, and in order to determine the coefficients in the pre-defined function, at least n θ + n θ ( n θ + 1)/2
( n θ is the dimension of θ) reliability analyses are needed. Jensen [12] used a linear function to approximate the logarithm
of FPF corresponding to a linear system subject to stochastic excitation, and at least n θ reliability analyses are needed. Au
[13] utilized the Bayes’ rule and included the solution of FPF in an augmenting reliability problem where the design pa- 
rameters are treated as uncertain with a predefined distribution. Based on the augmenting idea, Ching and Hsieh [14 , 15]
adopted a pre-defined exponent function form to approximate the FPF. Augmenting idea can solve the FPF by using only
one reliability analysis, but it is recommended to solve one or two dimension of FPF at one application as it is limited to
low number of design parameters [14] . Yuan [16] proposed a weighted approach to address this problem. It can obtain the
FPF quite efficient as it use a set of samples in one reliability analysis, however, its efficiency still depends on the simulation
method used. Despite all this progress, there is a strong need to enhance our ability and efficiency of solving the FPF for
general real engineering problems. 
An approach called Augmented line sampling (ALS) is proposed in this contribution to locally approximate the FPF by
using a single line sampling, thereby repeated reliability analyses can be avoided. It is derived from line sampling which
owns high efficiency in reliability analysis. In particular, the proposed approach can be seen as an extended version of
line sampling. The main idea of line sampling is that it estimate the failure probability through lines. It is quite suitable
for computing small failure probabilities, and owns high efficiency. Line sampling is first proposed in [9] and applied to
different kinds of problems [17 , 18] , and further advanced to handle the imprecise failure probabilities [19] and interval
failure probabilities [20] . And it is integrated into COSSAN software [21 , 22] . Also, it is coupled with a metamodel in order
to reduce the computational efforts further [23] . It is also combined with the interval optimization algorithms to solve the
fuzzy reliability problem [24] . 
It aims to re-use the information obtained in line sampling process, and expresses the FPF as a weighted sum of sample
values. When the design parameters correspond to the distribution parameters of the random variables, the FPF can be
obtained by the proposed approach extreme efficiently. Such problems are encountered when, for example, the mean of the
geometrical size of a structure such as thickness, length, height, etc. are the design parameters in reliability-based design. 
It is important to clarify the differences between the proposed augmented line sampling in this contribution and the ad-
vanced line sampling in [20] . Both of them are based on the traditional line sampling. However, the Advanced Line Sampling
method in [20] is developed to provide a better estimate for the lower and upper bounds of the failure probability, i.e., set-
valued reliability. Meanwhile, it uses the adaptive algorithm which includes the adaption of the importance direction while
the proposed augmented line sampling in this contribution uses only one importance direction. Thus they are different in
the form of final results and in the way of implement. 
This paper is outlined as follows. The original line sampling method is presented first. In Section 3 , the proposed aug-
mented line sampling is then developed. At last, examples are given to illustrate the proposed approach. 
2. Line sampling 
In this section, the traditional line sampling for reliability analysis is first briefly given. Line sampling is an efficient
simulation-based method for evaluating the failure probability, especially widely used in handling small failure probability
problems [9 , 17 , 18] . The key of the line sampling is that it employs lines instead of random points to explore the failure
region of the problem. 
In reliability analysis, the probability of failure, P f , can be expressed by an integral 
P f = 
∫ 
I ( x ) f ( x ) dx = E [ I ( x ) ] = E [ P (g ( x ) < 0) ] (1) 
where I ( x ) is the indictor function, I ( x ) = 1 if g ( x ) < 0, and I ( x ) = 0 else; f ( x ) is the joint probability density function (PDF)
of random variable vector x = [ x 1 , x 2 ,…, x n ]( n is the number of dimensions). 
Line sampling computes the integral (1) by a number of conditional one-dimensional failure probabilities. First it uses
the original joint PDF f ( x ) to generate a set of samples { x ( j ) : j = 1, 2, …, N }. Thereafter N conditional ‘one-dimension’ failure
probabilities { P ( j) 
f 
: j = 1 , 2 , . . . , N } are estimated corresponding to each samples x ( j ) . Then the unbiased estimator of the
failure probability and its variance can be obtained as [9 , 17] : 
ˆ P f = 
1 
N 
N ∑ 
j=1 
P ( 
j ) 
f 
(2) 
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Fig. 1. Line sampling method in u-space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
V ar 
(
ˆ P f 
)
= 1 
N ( N − 1 ) 
N ∑ 
j=1 
(
P ( 
j ) 
f 
− ˆ P f 
)2 
(3)
The one-dimensional failure probability P 
( j) 
f 
corresponding to the samples x ( j ) is computed in standard normal space .
When non-normal distribution variables are involved, they can be transformed to the standard normal ones. For example,
Rosenblatt’s transformation or Nataf’s transformation, can be applied in this situation. The transformation from non-normal
variable to standard normal one (denoted by T xu ) and its inverse ( T ux ) are given as 
u = T xu ( x ) , x = T ux ( u ) (4)
In the standard normal space, the unit important direction (or normalized importance direction) α = [ α1 , α2 ,…, αn ] T is
determined. The sample set { x ( j ) : j = 1, 2, …, N } is normalized as { u ( j ) : j = 1, 2, …, N }, then the failure probability P ( j) 
f 
can
be given by 
P ( 
j ) 
f 
= 
(
−β( j ) u 
)
(5)
where ( ·) is the cumulative standard normal distribution function; β( j) u is a value associated with by the intersection
between the limit state function g ( T xu ( x )) = 0 and the line l ( j ) which is parallel to the unit importance direction and through
the point u ( j ) in the standard normal space (shown in Fig. 1 ). Suppose the intersection is denoted as u 
( j) 
lim 
. Then 
β( j ) u = 〈 u ( j ) lim , α〉 (6)
The value u 
( j) 
lim 
usually can be obtained by evaluating the limit state function at three different values of β (shown in
Fig. 1 ), fitting second-order polynomial and determining its root. 
3. Proposed method: augmented line sampling 
In this section, the proposed augmented line sampling for the approximation of FPF is presented. First, the failure prob-
ability function discussed in this contribution is given. Next the proposed augmented line sampling is illustrated in detail.
Then some issues are addressed. Finally, the procedure of the proposed method is given. 
3.1. Failure probability function 
The failure probability function which is the target in this contribution is defined as 
P f 
(
θ
)
= 
∫ 
I ( x ) f 
(
x | θ)dx (7)
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Fig. 2. The regions corresponding to different distribution settings. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
where f ( x | θ) is the joint PDF of random variables x conditional on the design parameters θ; the design parameters θ corre-
spond to the distribution parameters of x , e.g., θ = [ μ1 , μ2 , . . . , μn θ ] T , where μi is mean value of x i ( i = 1, .., n θ , n θ is the
number of dimensions). 
Note that the problem focused here is the one where the design parameter are the distribution parameters of the basic
random variables. Such problems are encountered when, for example, the mean of the geometrical size of a structure such
as thickness, length, height, etc. are the design parameters in reliability-based design [5] . 
In order to obtain the FPF, it usually involves repeated reliability analyses, which means the repeatedly explorations
of the importance failure regions corresponding to different design parameter values. This kind of method can be applied
directly, however, it is computational consumed and costly. Fortunately, it is found that, it may be possible to implore all
the regions by using only one simulation. 
Take a simple two-dimension case as an example, suppose the limit state function is g ( x ) = 4 − exp ( x 1 /15) − x 2 , where
x 1 ~ N ( θ , 1) and x 2 ~ N (0, 1) are basic random variables; θ is the design parameter, and changes over design region [3 , 6] .
Fig. 2 shows the curves of three PDF settings of x 1 , i.e. N (3, 1), N (6, 1) and N (4.5, 2). It can be seen that (a) the regions cov-
ered by three settings overlap to some extent; (b) the major region of PDF N (4.5, 2) can cover both regions of PDF N (3, 1)
and N (6, 1). Fig. 3 shows the failure samples corresponding to different settings. It can be seen that, the importance re-
gions are overlapped with each other when design parameter is changed. Also it seems to be possible to infer the failure
probabilities corresponding to different values of θ through only one exploration of the failure regions, say using N (4.5, 2)
to sample in this case. This can be done by properly selected sampling function which is used to explore the ‘overlapped’
failure regions. This is the key idea of the proposed approach. 
3.2. Augmented line sampling for FPF estimation 
In what follows, the augmented line sampling (ALS) is proposed in this contribution to obtain the failure probability
function (FPF) in a highly efficient way. The main idea of the proposed method is that it infers the FPF through a single
implement of line sampling. It transforms the integral of FPF into a traditional reliability analysis process by introducing an
instrumental PDF and solves the FPF integral in a way of line sampling. The proposed augmented line sampling method is
illustrated in detail as follows. 
Based on the integral in Eq. (7) , introducing an instrumental sampling density function ϕ( x ), the FPF is rewritten as 
P f 
(
θ
)
= 
∫ 
I ( x ) 
f 
(
x | θ)
ϕ ( x ) 
ϕ ( x ) d x (8) 
In order to obtained the FPF in Eq. (8) , it will be shown that only an implement of line sampling process with ϕ( x ) is
needed, the FPF can be obtained. 
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Fig. 3. The samples in failure regions corresponding to different distribution settings. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Suppose that in the process of line sampling, the unit important direction (or normalized importance direction) in the
standard normal space, α = [ α1 , α2 ,…, αn ] T is first determined when assuming basic random variables x are distributed as
ϕ( x ). It is should be note that the line sampling cannot be carried out if no importance direction is available. The importance
direction can be obtained by transformed from design point or the technique based on Markov Chains [8] . 
A certain number of samples { x ( j ) : j = 1, 2, …, N } are generated by ϕ( x ) and then is normalized as { u ( j ) : j = 1, 2, …,
N }. The corresponding parallel line through each u ( j ) can be established, as well as the intersections of the parallel line and
the limit state function, { u ( j) 
lim,ϕ 
: j = 1 , 2 , . . . , N } , can be determined. Through the transformation in Eq. (4) , the values of
intersections in the original variable space can also been obtained as { x ( j) 
lim 
: j = 1 , 2 , . . . , N } . 
Based on the information obtained in the above, the estimation of FPF can be constructed. The FPF ˆ P f (θ) is similarly
computed by using one-dimensional conditional failure probability corresponding to sample x ( j ) . According to Eq. (8) , the
estimate of failure probability is given by 
ˆ P f 
(
θ
)
= 1 
N 
N ∑ 
j=1 
P ( 
j ) 
f 
(
θ
) f (x ( j ) | θ)
ϕ 
(
x ( j ) 
) (9)
where f ( ·| θ)/ ϕ( ·) is the ratio of two density functions; the one-dimensional failure probability according to each sample
x ( j ) should be computed based on the design parameter value θ, so it remains a function of design parameter θ, and it is
denoted as P 
( j) 
f 
(θ) . It can be computed as follows 
P ( 
j ) 
f 
(
θ
)
= 
(
−β( j ) u 
(
θ
))
(10)
where β( j) u (θ) is the value associated with the intersection between the line l 
( j ) and the limit state function g ( T θu ( x )) = 0,
and based on the obtained intersection, it can be given by 
β( j ) u 
(
θ
)
= 〈 u ( j ) 
lim,θ
, α〉 = 〈 T xu 
(
x ( 
j ) 
lim 
| θ
)
, α〉 (11)
where x 
( j) 
lim 
is the intersection points in the space defined by ϕ( x ); u ( j) 
lim,θ
= T xu ( x ( j) lim | θ) means that u ( j) lim,θ is the value in
standard normal space which is transformed from the intersection, x 
( j) 
lim 
, assuming the original space is defined by f ( x | θ). 
Finally, the estimator of FPF can be established as follows: 
ˆ P f 
(
θ
)
= 1 
N 
∑ N 
j=1 
[ 
−〈 T xu 
(
x ( 
j ) 
lim 
| θ
)
, α〉 
] f (x ( j ) | θ)
ϕ 
(
x ( j ) 
) (12)
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It can be seen that the FPF estimator is expressed by sum of two parts, one is the ratio of two PDF of the samples,
and the other part is the conditional probability associated with the intersection values. Both of them do not involve any
evaluation of limit state function which may need high computational cost, but only very little mathematical computation.
Meanwhile, the estimator is obtained only through a single implement of line sampling with ϕ( x ), high efficiency is owned
by the proposed approach. As it is extended from traditional line sampling, it is called Augment Line Sampling (ALS). 
The variance associated with the estimator in Eq. (12) can also be given by 
V ar 
(
ˆ P f 
(
θ
))
= 1 
N ( N − 1 ) 
N ∑ 
j=1 
[ 
P ( 
j ) 
f 
(
θ
) f (x ( j ) | θ)
ϕ 
(
x ( j ) 
) − ˆ P f 
] 2 
(13) 
The schematic of the proposed approach is given in Fig. 4 . In original space (see Fig. 4 (a)), the limit state function
is g ( x ) = 0. The original space can be transformed into standard normal space by using Eq. (4) . For example, it can be
transformed to standard normal space while it is assumed that x is distributed as ϕ( x ) (see Fig. 4 (b)). In this standard normal
space, the limit state function transformed from ϕ( x ) space is denoted as g ( T θu ( x | ϕ)) = 0. When the proposed method is
applied, i.e., the line sampling with instrumental PDF ϕ( x ) is carried out, the importance direction α and the intersection
point u 
( j) 
lim,ϕ 
can be obtained (shown in Fig. 4 (b)). Note that the intersection point u 
( j) 
lim,ϕ 
can be transformed back to the
original space, denoted by x 
( j) 
lim 
. For other arbitrary values of design parameters, say θ, the random variables x are distributed
as f ( x | θ), and the limit state function is denoted as g ( T θu ( x | θ)) = 0. The intersection point x ( j) lim can also been transformed
into this space, denoted by u 
( j) 
lim,θ
. In this context, the obtained information, i.e., u 
( j) 
lim,θ
, can be utilized to infer the failure
probability while x are distributed as f ( x | θ) in a similar line sampling way. As given in Eq. (12) , the FPF corresponding to θ
is computed by the multiplication of one-dimension conditional probability and the ratio of two densities. The conditional
probability can be computed by utilizing the obtained information of α and x ( j) 
lim 
, no more evaluation of limit state function
is needed ( Fig. 4 ). 
3.3. Issues of implementation 
3.3.1. Selection of the instrumental PDF ϕ( x ) 
There are several criterions can be adopted in the selection of the instrumental PDF ϕ( x ). Note that the selection of ϕ( x )
is focused on those variables that associated with the design parameters, e.g., x = [ x 1 , x 2 , . . . , x n θ ] . For the other variables,
the corresponding components in ϕ( x ) are simply selected as same as the original distribution. 
Similar to the importance sampling, the optimal instrumental sampling PDF ϕ( x ) should be the one to obtain the smallest
variance of the estimator. Unfortunately, the variance is also a function, it should be translated into a certain value. Then a
proper choice should be to choose the one which obtains the smallest variance, i.e., 
min 
ϕ ∗( x ) 
max 
θ∈ 
[
V ar 
(
ˆ P f 
(
θ
))]
(14) 
An alternative one should be the one to obtain the smallest sum of variances, i.e., 
min 
ϕ ∗( x ) 
sum 
[
V ar 
(
ˆ P f 
(
θ
))]
= 
∫ 

V ar 
(
ˆ P f 
(
θ
))
dθ (15) 
Generally, it is hard to obtain an optimal PDF through the optimization given above. Meanwhile, extra computation
burden is involved. So it is not recommended here. In this contribution, two alternative ways (denoted by Way A and Way
B) to determine ϕ( x ) are given as follows. 
(1) Way A. The instrumental sampling PDF can be selected to have the same family with the original distribution f ( x | θ).
Then the one to be determined is only the parameter value of the distribution, i.e., ϕ( x ) = f ( x | θA ) where θA is a
nominal value to be determined. The most easy way is to properly select a nominal value from the design region, i.e.,
to set θA lie in the center of the region. 
ϕ ( x ) = f 
(
x | θA 
)
, θA = 
1 
2 
(
θ̄ − θ
)
(16) 
This kind of ϕ( x ) stems from the consideration that it may cover all the regions for different distributions 
(2) Way B. Considering that the instrumental PDF should cover the importance regions corresponding to different design
parameter values, the choice of ϕ( x ) = f ( x | θA ) can be amended further, for example, to increase the spread of the
sampling PDF. 
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Fig. 4. The schematic of augmented line sampling. 
 
 
 
 
 
 
Especially, when ϕ( x ) is normal distributed, the standard deviation of can be adjusted further, which is given below. 
ϕ ( x ) = f 
(
x | θA , σϕ 
)
, θA = 
1 
2 
(
θ̄ − θ
)
, σϕ = ρσx (17)
where ρ > 1 is a vector of factors to adjust the spread of the PDF. 
In order to properly select the factor value, here a recommendation is given. It is based on the principles that the PDF
have approximate the same kernel part of probability mass, like six-sigma principle. Take γ -sigma as the rule, then 
σϕ = 
(
θ̄ − θ
)
+ γσx 
γ
= 
(
θ̄ − θ
)
γ
+ σx (18)
Then the proper value of ρ can be given as 
ρ = σϕ 
σx 
= 1 + 
(
θ̄ − θ
)
γσx 
(19)
3.3.2. Calculation of β( j) u (θ ) 
For arbitrary distribution, Eq. (11) gives the calculation of β( j) u (θ) . However, when normal distributions are encountered,
some simple results can be derived. 
Suppose that the basic random variables associated with the design parameters are normally distributed. When the used
sampling PDF ϕ( x ) is a normal (Gaussian) distribution, then the calculation of β( j) u (θ) can be classified into three cases. 
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(a) When the design parameters are the mean values and the standard deviations remain the same, β( j) u (θ) can be given
by 
β( j ) u 
(
θ
)
= 
〈 
x ( 
j ) 
lim 
− θ
σ
, α
〉 
(20) 
In this context, according to Eq. (6) , it can be rewritten as 
β( j ) u 
(
θ
)
= β( j ) u 
(
θ0 
)
−
〈
θ − θ0 
σ
, α
〉
(21) 
(b) Design parameters are the mean values and the c.o.v., denoted by c , remains the same, then σ = c θ, in this context, 
β( j ) u 
(
θ
)
= β( j ) u 
(
θ0 
)
−
〈 
x ( 
j ) 
lim 
− θ0 
c θ0 
− x 
( j ) 
lim 
− θ
cθ
, α
〉 
= β( j ) u 
(
θ0 
)
−
〈 
x ( 
j ) 
lim 
c 
(
1 
θ0 
− 1 
θ
)
, α
〉 
(22) 
(c) Design parameters are the standard deviations and the mean values remain the same 
β( j ) u 
(
θ
)
= 
〈 
x ( 
j ) 
lim 
− μ
θ
, α
〉 
(23) 
In this context, 
β( j ) u 
(
θ
)
= β( j ) u 
(
θ0 
)
−
〈 
x ( 
j ) 
lim 
− μ
θ0 
− x 
( j ) 
lim 
− μ
θ
, α
〉 
= β( j ) u 
(
θ0 
)
− 〈 
(
x ( 
j ) 
lim 
− μ
)(
1 
θ0 
− 1 
θ
)
, α〉 (24) 
3.4. Procedure of augmented line sampling for failure probability function estimation 
The procedure of the proposed augmented line sampling for estimating the failure probability function can be outlined
below. 
(1) Construct a proper instrumental PDF ϕ( x ) according to the recommendation given in Section 3.3 . 
(2) Determine the importance direction α while the random variables are distributed as ϕ( x ). 
(3) Generate a number of samples from ϕ( x ), i.e., { x ( j ) : j = 1, 2, …, N }. 
(4) Calculate the intersections, { x ( j) 
lim 
: j = 1 , 2 , . . . N } , according to the samples { x ( j ) : j = 1, 2, …, N }. 
(5) Construct the FPF estimator according to Eq. (12) by using the obtained samples and intersections, and also the vari-
ance in Eq. (13) . 
4. Illustrative examples 
In this section, an automobile front axle, a turbine disk and a flap structure are taken as examples to investigate the
performance of the proposed method. 
4.1. Example 1: automobile front axle 
Front axle is an important component of automobile that bears heavy loads [25] ( Fig. 5 ). An I-beam is often used in the
design of front axle due to its high bend strength and light weight. As shown in Fig. 5 , a dangerous cross section happens
in the I-beam part. To test the static strength of the front axle, the limit-state function can be expressed as 
g(x ) = σs −
√ 
σ 2 + 3 τ 2 (25) 
where σ s is the limit-state stress of yielding. According to the material property of the front axle, the limit stress of yielding
σ s is 460 MPa. The maximum normal stress and shear stress are σ = M / W x and τ = T / W ρ , where M and T are bending
moment and torque, respectively, W x and W ρ are section factor and polar section factor, respectively, which are given as
[26] 
W x = a (h − 2 t) 
3 
6 h 
+ b 
6 h 
[
h 3 − (h − 2 t) 3 
]
(26) 
W ρ= 0 . 8 b t 2 + 0 . 4 
[
a 3 (h − 2 t ) /t 
]
(27) 
Y. Xiukai, Z. Zhenxuan and Z. Baoqiang / Applied Mathematical Modelling 80 (2020) 895–910 903 
Fig. 5. Diagram of automobile front axle. 
Table 1 
The distribution information of the random variables in Example 1. 
Random variables a (mm) t (mm) b (mm) h (mm) M (KN m) T (KN m) 
Mean value θ 1 = μa θ 2 = μt 65 85 3.5 3.1 
Coefficient of variation (C.o.v.) 0.05 0.05 0.05 0.05 0.05 0.05 
Table 2 
The computational cost of different methods in Example 1. 
First-order exponential 
approximate method 
Second-order exponential 
approximate method 
Weighted-MCS Weighted IS Augmented 
LS (Way A) 
Augmented 
LS (Way B) 
N 3 × 2000 5 × 2000 10 4 2000 2000 2000 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The geometry variables of I-beam a, b, t, h and the local M and T are independent normal variables with distribution
parameters listed in Table 1 . 
The design parameters are the mean value of a and t , and the design domains are θ1 = μa ∈ [10, 16]mm and θ2 = μt ∈
[12, 18] mm, respectively. 
In this example, the proposed method uses N = 20 0 0 samples to obtain the FPF. Two ways of choosing the instrumental
PDF, Way A and Way B, are used, respectively. In Way A, the instrumental PDF ϕ( x ) = f ( x | θA ) and θA = [ θ1 , θ2 ] = [13, 15]
(mm). The design point x ∗ = [12.372, 13.813, 61.664, 82.864, 3.503, 3.285] is solved when x is distributed as ϕ( x ). And the
corresponding unit important direction can be obtained as α = [ −0.9662, −1.5827, −1.0265, −0.5026, 0.0149, 1.1935]. In
Way B, the instrumental PDF ϕ( x ) = f ( x | θA , σϕ) is set according to Eq. (17) where θA = [13, 15] (mm) and ρ = 1.5. The
corresponding design point is obtained x ∗ = [12.105, 13.429, 63.131, 83.783, 3.501, 3.209], and the unit important direction
is [ −0.5812, −1.3964, −0.5751, −0.2864, 0.0080, 0.7065]. 
The curves of FPF obtained by the proposed method are shown in Fig. 6 . The exact results obtained by direct MCS with
10 7 samples for each point-wise value of FPF are also presented (denoted by dots). It shows that the obtained FPFs by both
Way A and Way B are mostly quite consistent with the exact results. The order of failure probability ranges from 10 −6 to
10 −1 which covers a quite large region, from low probabilities of failure to high ones. 
Meanwhile, the exponential approximate methods (first-order [12] and second-order [10] ), the weighted methods
[16] (weighted Monte Carlo (MCS) and weighted importance sampling (IS), respectively), are also used to calculated the
FPF. In order to see more clearly, the one-dimension forms of FPF, P f ( θ1 = 13, θ2 ) and P f ( θ1 , θ2 = 15) respectively, are also
given in Figs. 7 and 8 . They are all show in the figures. It is seen that most of the results are approximately agreed with each
other. In this example, the computational cost of these methods are presented in Table 2 . The first-order and second-order
exponential approximate methods carry out 3 and 5 times reliability analysis (Line sampling method here) respectively, and
each reliability analysis uses 20 0 0 samples. The weighted MCS uses 10 4 samples and weighted IS uses 20 0 0 samples. The
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Fig. 6. Example 1: the FPF curve of P f ( θ1 , θ2 ) obtained by the proposed methods (Way A and Way B) with N = 20 0 0 samples. 
Fig. 7. Example 1: the FPF curve P f ( θ1 , θ2 = 15) by the proposed method with N = 20 0 0 samples. 
 
 
 
 
 
 
proposed methods (Way A and Way B) all use 20 0 0 samples. Both the weighted methods and the proposed methods carry
out only one reliability analysis. From the figures, it can be seen that the results obtained by the proposed methods are more
accuracy in most region of design parameters. Thus, the proposed methods have high efficiency and acceptable accuracy. 
4.2. Example 2: turbine disk 
The reliability of turbine disk is the key to the safety of the aeronautical engine. The fatigue life of an aeronautical engine
turbine disk structure is analyzed here. This example has been previously studied in [28] which is used to solve the failure
probability. In this contribution, it is adopted and modified to solve the failure probability function by the proposed strategy.
According to the well-known Mason–Coffin law which is consider the effect of mean stress and mean strain on the fatigue
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Fig. 8. Example 1: the FPF curve P f ( θ1 = 13, θ2 ) by the proposed method with N = 20 0 0 samples. 
Table 3 
The distribution information of the random variables in Example 2. 
Random variables σ f (MPa) εf σ m (MPa) εm b c 
Mean value θ= μσ f 1.96 × 10 −2 5.366 × 10 2 2.225 × 10 −4 − 9.6 × 10 −2 − 4.1 × 10 −1 
C.o.v. 0.1 0.1 0.1 0.1 0.05 0.05 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
life, the fatigue life can be computed as: 
ε m 
2 
= 
(σ f − σm 
E 
)(
2 N f 
)b + (ε f − ε m )(2 N f )c (28)
where σ f is the fatigue strength coefficient; εf is the fatigue ductility coefficient; εm is the mean strain; σ m is the mean
stress; b is the fatigue strength exponent of Basquin’ law; c is the fatigue ductility exponent of Coffin’s law; εm is the
strain range which ε m = ε m /2 under 0-takeoff-0 load cycle here; E = 1.85 × 10 5 MPa is Young’s modulus. 
Considering the actual life under of 0-takeoff-0 load cycle must exceeding the required fatigue life, the limit state func-
tion can be expressed as 
g ( x ) = N f 
(
σ f , ε f , σm , ε m , b, c 
)
− N f 0 (29)
where N f 0 is the required minimum service life and it is set as a const N f 0 = 10 6 cyc; N f is the fatigue life under 0-takeoff-
0 load cycle computed by Eq. (28) . All the random variables, [ σ f , ε f , σ m , ε m , b, c ], are assumed to be normally distributed
and the distribution information is given in Table 3 . Take the mean value of σ f as the design parameter, i.e., θ= μσ f ∈
[ 140 0 , 230 0 ] Mpa, the FPF of θ is studied. 
In this example, the proposed method uses N = 10 0 0 samples to obtain the FPF. Two ways of choosing the instrumental
PDF, Way A and Way B, are applied, respectively. In Way A, the instrumental PDF ϕ( x ) = f ( x | θA = 1850). In Way B, the
instrumental PDF ϕ( x ) = f ( x | θA , σϕ) where θA = 1850 Mpa and ρ = 1.5. The results of the proposed method using two
kinds of sampling PDF are given in Figs. 9 and 10 . The exact results obtained by direct MCS with 10 3 –10 5 samples for each
point-wise value of FPF are also presented (denoted by dots). 
From the figures, it can be seen that the probability of failure is a monotony decrease function of θ . It means that as
the mean value of fatigue strength coefficient increases, the failure probability decreases. When the mean value θ changes
from 1400 to 2300 Mpa, the failure probability of disk nearly decreases from 10 −1 to 10 −4 . In the region far away from
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Fig. 9. Example 2: The FPF curve by the proposed method (Way A) with N = 10 0 0 samples. 
Fig. 10. Example 2: The FPF curve by the proposed method (Way B) with N = 10 0 0 samples. 
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Fig. 11. The finite element model of aircraft inside flap. 
Table 4 
The distribution information of the random variables for Example 3. 
Random variables t 1 (mm) t 2 (mm) t 3 (mm) t 4 (mm) A 1 (mm 
2 ) A 2 (mm 
2 ) 
Mean value 2 2 4 θ 50 150 
C.o.v. 0.05 0.05 0.05 0.05 0.05 0.05 
E 1 (Mpa) G 1 (Mpa) E 2 (Mpa) G 2 (Mpa) F 
Mean value 70,380 26,458.6 72,450 27,236.8 0 
C.o.v. 0.05 0.05 0.05 0.05 0.05 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the sampling center θA = 1850 Mpa, the confidence band of estimated FPF become wider, e.g., while θ changes from 20 0 0
to 2300 Mpa. However, good consistence has been met in most part of the design regions. Both of methods have obtained
quite consistent results comparing to the exact point-wise results obtained by direct MCS (denoted by dots). 
4.3. Example 3: aircraft inside flap 
An aircraft inside flap is considered here which is revised from [27] . This structure is investigated in [27] , however, the
failure probability corresponding to a given setting is solved, here the failure probability function is focused. The finite ele-
ment model of flap is shown in Fig. 11 . The structure suffers from aerodynamic load which is transformed into concentrated
load F applied to the nodes of the finite element model. Taking the most dangerous working condition into consideration,
failure is define as that the maximum displacement of all the nodes exceeding an admissible maximal strain D = 34.1 mm.
Different from [27] , not eight variables but night variables are considered here. The limit state function can be given by: 
g(x ) = D − f ( t 1 , t 2 , t 3 , t 4 , A 1 , A 2 , E 1 , G 1 , E 2 , G 2 , F ) (30)
where t 1 , t 2 , t 3 and t 4 are the thicknesses of four kinds of beams in the flap; A 1 and A 2 are the cross section areas of
two beams; E 1 ( E 2 ) and G 1 ( G 2 ) are the elastic modulus and shear modulus, respectively. The instrumental random variable F
represents the randomness of the load applied to the nodes. For the load applied in the node i , the value is F i = (1 + F ) F i 0
where F i 0 is a constant nominal value which corresponds to a extreme load case. All variables are mutual independent
normal variables whose distribution information is given in Table 4 . 
Through reliability sensitivity analysis, it is found that, among the structural parameters, the thickness of t 4 contributes
most to the failure probability of the flap. Thus the mean value of t 4 is taken as the design variable and the design domain
is θ = μt 4 ∈ [1.3, 1.7] mm. 
The proposed method (Way A) is applied with different settings to investigate its performance. Three sampling functions
are applied, i.e., the instrumental PDF ϕ( x ) is constructed based on (1) Case 1: θ = μt 4 = 1 . 4 mm, (2) Case 2: θ = μt 4 = 1 . 5
mm, and (3) Case 3: θ = μt 4 = 1 . 6 mm, respectively. Each setting uses N = 10 0 0 samples to obtained the FPF. Direct MCS is
also applied to calculate some pointwise failure probabilities when the value of design parameter changes. MCS has been
applied five times in this example and some of them use 10 4 samples. 
The results are shown in Fig. 12 . The exact results are obtained by direct MCS. It can be seen that the failure probability
is monotony decreasing as the mean value of beam thickness ( t 4 ) is increasing. For all cases (1, 2 and 3), most of the
estimated FPF obtained by the proposed method are consistent with the exact values. Despite of different sampling centers
of the instrumental PDFs, the results change a little. The confident band of FPF is a little wide when θ > 1.6 mm. And
as the sampling center change from 1.4 to 1.6, in the left regions ( θ ∈ [1.3, 1.38]mm) of FPF results are a little different.
For example, in Case 1, the FPF is consistent with the exact values, however, in Case 2 and 3, the results show remarkable
errors. It seems that the inferred FPF may be far from the sampling center in Cases 2 and 3. Despite of these, the proposed
method obtains the satisfied results over most of the design region. 
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Fig. 12. Example 3: the FPF curve by the proposed method (Way A) using different instrumental PDF settings with N = 10 0 0 samples. 
(a) Case 1: ϕ( x | θ = 1.4); (b) Case 2: ϕ( x | θ = 1.5); (c) Case 3: ϕ( x | θ = 1.6). 
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5. Conclusions 
An efficient approach called ‘augmented line sampling’ has been proposed to obtain the approximation of FPF efficiently
in reliability-based design. The FPF discussed here is the function of failure probability with regards to the distribution
parameters of basic random variables. It can provide important information, however, it is not easy to estimate the FPF. In
the proposed approach, the failure probability function is rewritten as a formula based on a set of samples in the framework
of line sampling. Then through only one implementation of line sampling analysis with a pre-selected instrumental PDF, the
FPF can be estimated. Though the methodology is quite simple, the benefits gained are quite appreciable. High efficiency
are owned by the proposed approach. 
Practical examples, a front axle, a turbine disk and an aircraft flap, have been given to show the advantages of the
proposed approach. According to the results of the implicit or explicit limit state function cases, it is shown the proposed
approach is easy to be applied and owns high efficiency due to its only one implementation of line sampling, it can obtain
satisfactory results at minimum computational cost. 
The proposed approach can be easily applied to the solving of RBDO as a decoupling strategy, as after the FPF is obtained,
the original RBDO problem can be decoupled. Also, it can be used in reliability sensitivity analysis which is the derivative
of FPF. 
Note that, the proposed method is mainly based on the line sampling. Line sampling is demonstrated to be quite efficient
in computing small failure probability, it produces accurate probability for problems with linear or weakly nonlinear with
high efficiency when compared to other simulation strategies. However, it also has drawbacks. Based on the set of bench-
mark tests, it is stated in [18] that the line sampling method has a wide range of applications except for strongly nonlinear
performance functions. It must determine a importance direction which usually involves the solution of the design point.
The calculation of the design point may be quite demanding. As it is pointed out in [18] that it is only applicable for cases
where important directions can be evaluated, and that is for weakly non-linear reliability problems. Note that if no impor-
tance direction is identified, the efficiency cannot be guaranteed and close to the direct MCS [9] . Meanwhile, it needs to
transform all variables into standard normal space when non-normal variables are included. Future research can be made
on the integration of the proposed method with adaptive line sampling. 
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