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INITIAL DEGENERATIONS OF GRASSMANNIANS
DANIEL COREY
ABSTRACT. Let Grd,n0 denote the open subvariety of the Grassmannian Gr
d,n consisting
of d−1 dimensional subspaces of Pn−1 meeting the toric boundary transversely. We prove
that Gr3,70 is scho¨n in the sense that all of its initial degenerations are smooth. We use this
to show that the Chow quotient ofGr3,7 by the maximal torus H ⊂ GL(n) is the log canon-
ical compactification of the moduli space of 7 lines in P2 in linear general position. This
provides a positive answer to a conjecture of Hacking, Keel, and Tevelev from Geometry of
Chow quotients of Grassmannians.
1. INTRODUCTION
Throughout, we will work over an algebraically closed field k of characteristic zero.
Our main object of study is Grd,n0 , the open subvariety of the Grassmannian Gr
d,n con-
sisting of d−1 dimensional linear subspaces in Pn−1 meeting the toric boundary transver-
sally. By the Plu¨cker embedding of Grd,n, Grd,n0 is a closed subvariety of the dense torus
of P(∧dkn). For an algebraic torus T , letN be the lattice of cocharacters, andNR = N⊗R.
To any closed subvariety X0 of T , its tropicalization TropX0 is the underlying set of a
polyhedral complex in NR. This space parameterizes the nontrivial initial degenerations
inw X0 of X0. The variety X0 is said to be scho¨n if inw X0 is smooth for all w in TropX0.
Tevelev observed that Gr2,n0 is scho¨n by understanding this property from the point
of view of tropical compactifications. Together with Hacking and Keel, they show that
the moduli space of smooth marked del Pezzo surfaces of degree 9 − n for n 6 7 is
scho¨n [HKT09, Theorem 1.11], and they conjectured that Gr3,n0 is scho¨n for n = 6, 7, and
8 [Tev07, Theorem 5.5]. Based off of their techniques, Luxton verified this conjecture for
n = 6 [Lux08, Theorem 4.4.2]. In this paper, we verify this conjecture for n = 7 by
investigating the initial degenerations of Gr3,70 .
Theorem A. The variety Gr3,70 is scho¨n.
Directly checking smoothness of inwGr
3,7
0 seems to be out of reach of current software
and high-performance computing. Therefore, a key step in the proof of Theorem A is to
identify each inwGr
3,7
0 with an inverse limit of thin Schubert cells GrM as follows.
A point w in TropX0 induces a subdivision ∆w of the hypersimplex ∆
d,n into matroid
polytopes ∆M [Spe08, Proposition 2.2]. We view ∆w as the poset of all maximal cells of
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this subdivision together with all possible intersections, ordered with respect to inclu-
sion of faces. There is a contravariant functor from ∆w to the category of affine schemes,
sending ∆M to the thin Schubert cell GrM. We show that
(1) inwGr
d,n
0
∼= lim←−
∆w
GrM .
for (d, n) = (2, n), (3, 6), and (3, 7). Note that inwGr
d,n
0 is not the limit of thin Schubert
cells in general, see Remark 3.6. We can use the identification in equation (1) to express
inwGr
d,n
0 as a fiber product of affine schemes which can be presented in terms of fewer
variables and equations. Smoothness of these schemes, andmaps between these schemes,
can be verified using Macaulay2. By functorial properties of smoothness, we are able to
deduce that the initial degenerations of Gr3,70 are smooth.
Wemay interpret Mori-theoretic properties of a scho¨n subvariety of a torus in term of its
tropicalization. Suppose X0 is scho¨n. Then X0 is log minimal if and only if TropX0 is not
invariant under translation by N ′
R
for some nontrivial sublattice N ′ ⊂ N (this essentially
follows from [HKT09, Theorem 3.1]). Moreover, given a normal crossings compactifica-
tion X of X0 whose boundary divisor B has at worst toroidal singularities (as is the case
for a scho¨n compactification), then X is the log canonical model of X0 if and only if each
irreducible locally closed stratum of X is log minimal [HKT09, Theorem 9.1].
Let Xd,n0 denote the moduli space of n hyperplanes in P
d−1 in linear general position
(up to an automorphism of Pd−1). By the Gelfand-MacPherson correspondence, we may
identify Xd,n0 with the quotient of Gr
d,n
0 by the maximal torus H ⊂ GL(n). As in [Kap93],
we may form the Chow quotientGrd,n//H ofGrd,n byH. The normalization ofGrd,n//H,
which we denote by Xd,n, compactifies Xd,n0 . Tevelev observed that X
2,n is the log canon-
ial compactification of X2,n0 . Keel and Tevelev proved that X
3,n for n > 9 is not log
canonical, and together with Hacking, they conjectured that X3,n is the log canonical
compactification for X3,n0 for n = 6, 7, and 8 [KT06, Conjecture 1.6]. By using the facts
in the previous paragraph, Luxton verified this conjecture for n = 6. Following a similar
plan, we verify this conjecture for n = 7.
Theorem B. The normalization X3,7 of the Chow quotient of Gr3,7 by the maximal torus H ⊂
GL(n) is the log canonical compactification of X3,70 .
To illustrate how we can use the isomorphism in (1) to determine smoothness of initial
degenerations, consider the following example. In what follows, we will find it useful to
consider the dual graph Γw of ∆w. The vertices of Γw are labeled by the matroidsM such
that ∆M is a maximal cell of ∆w and the edges of Γw are labeled by the matroidsM
′ such
that ∆M ′ is a common facet to two maximal cells.
Let {eijk = ei ∧ ej ∧ ek | 1 6 i < j < k 6 7} be an integral basis for ∧
3Z7. The point
w = e124 + e135 + e167 + e236 + e257 + e347
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C
M124
M135M167
M236
M257 M347
FIGURE 1. The dual graph Γw.
lies in TropGr3,70 . Let C be the rank 3 matroid whose bases are β ⊂ [7] = {1, . . . , 7}, |β| = 3
except for
{1, 2, 4}, {1, 3, 5}, {1, 6, 7}, {2, 3, 6}, {2, 5, 7}, {3, 4, 7}.
For an illustration of this matroid, see Figure 5. Let Mijk be the rank 3 matroid whose
bases are β ⊂ [7], |β| = 3 such that |β ∩ {i, j, k} | > 2. The dual graph Γw is the tree
illustrated in Figure 1.
The edge between C andMijk corresponds to the matroidM
′
ijk whose bases are β ⊂ [7],
|β| = 3 such that |β ∩ {i, j, k} | = 2. Because Γw is a tree, the identification in (1) yields
inwGr
3,7
0
∼= GrC×∏
GrM ′
ijk
∏
GrMijk .
In Section 4, we show thatGrC is smooth, and that the mapsGrMijk → GrM ′ijk are smooth.
Because smoothness is preserved under base change and composition, we conclude that
inwGr
3,7
0 is smooth. In general the dual graph will not be a tree, so the computation of
the limit of thin Schubert cells will be more delicate, see the proof of Theorem B at the end
of Section 4.
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2. PRELIMINARIES
2.1. Initial Degenerations. In this section, we recall some basic facts about initial degen-
erations and tropicalization from the Gro¨bner-theoretic perspective, [MS15, Chapters 2, 3]
for details. LetX be the closed subvariety of Pa−1 = Proj(k[t1, . . . , ta]) defined by a homo-
geneous prime ideal I ⊂ k[t1, . . . , ta]. Assume that X is not contained in any coordinate
hyperplane. This means that X meets the dense torus T ⊂ Pa−1, so we set X0 = X ∩ T .
Consider the affine cone Aa = Spe(k[t1, . . . , ta]) of P
a−1, and let π : Aa \ {0} → Pa−1
be the projection map. Let Xa0 = π
−1(X0), so the morphism X
a
0 → X0 is a Gm-bundle.
Observe that
Xa0 = Spe(k[t
±
1 , . . . , t
±
a ]/I0)
where I0 is the ideal in k[t
±
1 , . . . , t
±
a ] generated by I.
Let Na = Za denote the cocharacter lattice for T a = π−1(T). Then N = Na/(1, . . . , 1)
is the cocharacter lattice of T . For z = (z1, . . . , za) ∈ N
a , we write tz for the monomial
tz1 · · · tza . Let f ∈ k[t±1 , . . . , t
±
a ] be the polynomial
f =
∑
azt
z
and let w ∈ Na
R
. The initial form of f with respect to w is the polynomial inw f ∈
k[t±1 , . . . , t
±
a ] defined by
inw f =
∑
w:〈w,z〉minimal
azt
z
That is, inw f is the sum of all monomials azt
z of f with minimal w-weight 〈w, z〉. The
initial ideal of I0 (respectively, I) with respect to w is the ideal inw I0 ⊂ k[t
±
1 , . . . , t
±
a ]
(respectively, inw I ⊂ k[t1, . . . , ta]) generated by the initial forms of f ∈ I0 (respectively,
f ∈ I). The initial degeneration of X0 is the scheme
inw X0 = T ∩ Proj(k[t1, · · · , ta]/ inw I).
By Gro¨bner theory, there are only finitely many distinct initial ideals of I as w ranges
over NR [Stu96, Theorem 1.2], and there is a complete fan ΣG in NR called the Gro¨bner
fan where w and w ′ belong to the relative interior of the same cone in Σ
G
if and only
if inw I = inw ′ I. For a generic choice of w, the ideal inw I will contain a monomial, so
inw I0 = 〈1〉. The tropicalization of X0 is defined to be
TropX0 = {w ∈ NR | inw I0 6= 〈1〉} .
It is well known that TropX0 is the underlying set of an equidimensional subfan of ΣG of
dimension equal to dimX0. We let ΣG(X0) denote the restriction of the fan ΣG to TropX0.
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2.2. Matroids. Matroids are a generalization of linear dependence and can be character-
ized in many ways. We refer the reader to [Oxl92] for a detailed treatment. A matroidM
on the set [n] = {1, . . . , n} is determined by a function ρM : 2
[n] → Z satisfying:
i. ρM(∅) = 0,
ii. ρM(µ) 6 ρM(λ) if µ ⊂ λ, and
iii. ρM(µ ∩ λ) + ρM(µ ∪ λ) 6 ρM(µ) + ρM(λ).
The function ρM is called the rank function ofM, and for λ ⊂ [n] the value ρM(λ) will be
called the rank of λ. The rankM is by definition ρM([n]). For brevity, we say that a rank d
matroid on [n] is a (d, [n])-matroid.
Fix a (d, [n])-matroidM. A basis ofM is an element β ∈ Λ(d, n) of rank d. A flat ofM
is a subset η with the property that ρM(η ∪ i) > ρM(η) for any i ∈ [n] \ η. The matroidM
is determined by its set of bases, which we denote by B(M), and it is determined by its
set of flats, which we denote by F(M).
A loop is an element ℓ ∈ [n] such that ρM({ℓ}) = 0. The dual ofM is a rank n−dmatroid
M∗ on [n] such that β ∈ B(M∗) if and only if [n]\β ∈ B(M). Finally, suppose [n] = λ1⊔λ2
andM1 andM2 are matroids on [n] such that β ⊂ λi for each β ∈ B(Mi). The direct sum
ofM1 andM2 is a matroidM1 ⊕M2 on [n]whose bases are
B(M1 ⊕M2) = {β1 ∪ β2 | βi ∈ B(Mi)}.
AmatroidM is connected ifM cannot be expressed as a direct sum.
Example 2.1. LetM be a (2, n)-matroid with no loops. Then the set of rank 1 flats forms
a partition of [n]. On the other hand, given a partition {η1, . . . , ηk} of [n], let ρ : 2
[n] → Z
be the function
ρ(λ) =


0 if λ = ∅,
1 if λ ⊂ ηi for some i,
2 otherwise.
Then ρ defines a loopless rank 2 matroid M whose set of rank 1 flats is {η1, . . . , ηk}. In
what follows, we will often identify loopless rank 2matroids with partitions of [n].
The hypersimplex ∆d,n is the polytope in Rn defined by
∆d,n =
{
(x1, . . . , xn) ∈ R
n
∣∣∣∣∣
n∑
i=1
xi = d, 0 6 xi 6 1
}
.
Let u1 . . . , un denote the standard basis of R
n, and for any λ = {λ1, . . . , λk} ⊂ [n], let
uλ = uλ1 + · · ·+ uλk . The vertices of ∆
d,n are precisely the points uλ for λ ⊂ [n], |λ| = d.
To the matroidM we associate the matroid polytope ∆M ⊂ ∆
d,n given by
(2) ∆M =
{
(x1, . . . , xn) ∈ R
n
∣∣ x[n] = d, xη 6 ρM(η), η ⊂ [n]} .
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The vertices of ∆M are the points uβ for β ∈ B(M). The convex hull of a subset of
vertices of ∆d,n is a matroid polytope if and only if every edge of ∆ is parallel to some
ui−uj [GfGMS87, Theorem 4.1]. In particular, any face of a matroid polytope is a matroid
polytope.
The expression of∆M in equation (2) realizes∆M as an intersection of∆
d,nwith suitable
half-spaces indexed by the subsets ofM. We say thatMη is the matroid determined from
M by η ⊂ [n] if ∆Mη is the face of ∆M determined by the hyperplane
xη = ρM(η).
The bases ofMη are the bases β of B(M) such that |β ∩ η| = ρM(η). The remaining bases
β ∈ B(M) \ B(Mη) satisfy |β ∩ η| < ρM(η).
2.3. The Grassmannian. In this section, we will recall some basic facts about the Grass-
mannianGrd,n. A detailed account of Grd,n suitable to our needs can be found in [MS15,
Chapter 4.3]. Consider the k-vector space E = kn, and let e1, . . . , en be the standard basis
for E. For a nonempty subset λ ⊂ [n], let Eλ denote the span of ei for i ∈ λ, and πλ : E→ Eλ
the coordinate projection. The Grassmannian Grd,n is the space of d-dimensional linear
subspaces of E. In particular, Gr1,n is the projectivization of E, written as P(E). Suppose
F ∈ Grd,n is the span of the vectors v1, . . . , vd. Then [v1 ∧ · · · ∧ vd] ∈ P(∧
dE) does not
depend of the choice of basis of F, so we have a well defined map
Gr
d,n −→ P(∧dE).
This map is injective, and is called the Plu¨cker embedding. Let Λ(d, n) be the set of increas-
ing d-tuples of distinct elements of [n]. When the order the elements in λ play no role, we
identify λ with its underlying subset of [n]. Let k[pλ | λ ∈ Λ(d, n)] be the polynomial ring
freely generated by pλ for λ ∈ Λ(d, n). We will often abbreviate this ring by k[pλ]. As
eλ1 ∧ · · ·∧ eλd for (λ1, . . . , λd) ∈ Λ(d, n) is a basis for ∧
dE, we identify the homogeneous
coordinate ring of P(∧dE) with k[pλ]. Under this identification, we define
pλσ(1),...,λσ(d) = sgn(σ)pλ1,··· ,λd
for any permutation σ on [n]. The homogeneous coordinates [ξλ] ∈ P(∧
dE) correspond-
ing to a point F ∈ Grd,n are called the Plu¨cker coordinates of F. The Plu¨cker ideal is the
homogeneous prime ideal Id,n of k[pλ] defining Gr
d,n as a sbuvariety of P(∧dE).
As observed by [GfGMS87], we may stratify Grd,n into thin Schubert cells GrM which
are locally closed subschemes indexed by realizable (d, [n])-matroids. A (d, [n])-matroid
M is realizable over k if there is a vector space V and vectors v1 . . . , vn ∈ V such that
dim
(
span{vi | i ∈ λ}) = ρM(λ)
for every λ ⊂ [n]. Set-theoretically, GrM is the locus
GrM = {F ∈ Gr
d,n | dim(πλ(F)) = ρM(λ), λ ⊂ [n]}.
We realize GrM as a scheme in the following way. Define
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i. BM = k[pλ | λ ∈ B(M)] ⊂ k[pλ],
ii. IM =
(
Id,n + 〈pλ | λ ∈ Λ(d, n) \ B(M)〉
)
∩ BM,
iii. SM the multiplicative semigroup of k[pλ] generated by pλ such that λ ∈ B(M), and
iv. RM = S
−1
M BM/IM.
Then
GrM = TM ∩ Proj(BM/IM)
where TM is the dense torus of Proj(BM). For computations, we will often find it easier to
work with GraM
∼= Spe(RM) where RM = S
−1
M BM/IM. Note that Gr
a
M
∼= GrM×Gm and
also that the ideal IM is generated by
(3)
∑
i:λ∪i,µ\i∈B(M)
sgn(i; λ, µ)pλ∪ipµ\i
where λ ∈ Λ(d − 1, n) is independent and µ ∈ Λ(d + 1, n), µ 6⊂ λ has rank d, see [MS15,
4.4.1]. Here, sgn(i; λ, µ) equals (−1)ℓ where ℓ is the number of j ∈ µ with i < j plus the
number of elements j ∈ λ such that j < i.
Thin Schubert cells behave well with respect to duality and direct sum of matroids. If
M∗ is the dual of M, then GrM∗ ⊂ Gr
n−d,n, and GrM ∼= GrM∗ under the isomorphism
Gr
d,n ∼= Grn−d,n. IfM decomposes asM = M1 ⊕M2, then GrM ∼= GrM1 ×GrM2 .
2.4. The Tropical Grassmannian. Throughout, wewill abbreviateTropGrd,n0 byTGr
d,n
0 .
Recall that TGrd,n0 is the underlying set of the fan ΣG(Gr
d,n
0 ). There is a coarser fan sup-
ported on TGrd,n0 whose cones are parameterized by subdivisions of the hypersimplex
which we will now describe.
Let w = (wλ)λ∈Λ(d,n) ∈ NR, M a (d, [n])-matroid, and ∆˜M,w the polytope in R
n × R
defined by
∆˜M,w = onv{(uλ, wλ) | λ ∈ B(M)}.
The lower faces of ∆˜M,w (i.e. those faces whose inner normal vector has positive last
coordinate) project onto ∆M forming a polyhedral complex ∆M,w whose support is ∆M
(because adding a scalar multiple of (1, . . . , 1) to w does not change the subdivision of
∆M, this is well defined). WhenM is the uniform matroid, the above procedure produces
a subdivision of ∆d,n, which we denote by ∆w. Let ΣLaf be the complete fan in NR where
w and w ′ belong to the relative interior of the same cone if and only if ∆w = ∆w ′ . We
say that a polyhedral subdivision of ∆M is a matroid subdivision if each polytope in the
subdivision is a matroid polytope.
If w ∈ TGrd,n0 , then ∆w is a matroid subdivision of ∆
d,n [Spe08, Proposition 2.2], how-
ever there are matroid subdivisions ∆w for which w /∈ TGr
d,n
0 [HJJS09, Theorem 2.2].
Denote by Σ
Laf
(Grd,n0 ) the restriction of the fan ΣLaf to TGr
d,n
0 . By [Tev07, Theorem 5.4],
Σ
G
(Grd,n0 ) is a refinement of ΣLaf(Gr
d,n
0 ). For the case d = 2, the two fan structures on
TGr
2,n
0 agree. However, for (d, n) = (3, 6) we already have that ΣLaf(Gr
d,n
0 ) is coarser
than Σ
G
(Grd,n0 ). For details, see [SS04].
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Example 2.2. The fan TGr2,n0 is isomorphic to the space of phylogenetic trees as in [SS04,
Section 4], which we now briefly recall. This description will be used for the proof of
Proposition 3.4 in the d = 2 case.
A phylogenetic tree is a tree T with no 2-valent vertices, and with n leaves labeled
1, . . . , n. Consider a weight function on the edges w : E(T)→ R such that w(e) 6 0 when
e is an internal edge. For two leaves i and j, we set wij equal to the sum of the weights
w(e) for each edge in the unique path connecting i and j. By the four-point condition
([Bun74, Theorem 1]), a
(
n
2
)
-tuple (wij) is obtained from a phylogenetic tree in this way if
and only if the minimum of the numbers
wij +wkℓ, wik +wjℓ, wiℓ +wjk
is attained at least twice. We call such a tuple a tree distance. The space of phylogenetic
trees form a fan P in R(
n
2). Two pointsw andw ′ belong to the relative interior of the same
cone if and only if both are realized as tree distances of the same tree T whose internal
edges have nonzero weight. Speyer and Sturmfels show that P is equal to TGr2,n0 with its
Gro¨bner fan structure.
In [Kap93, Section 1.3], Kapranov produces a bijection between phylogenetic trees on
n leaves and matroid decompositions of ∆2,n. Let w ∈ TGr2,n0 and T the phylogenetic
tree such that w ∈ P◦T. Let v be an internal vertex of T. Consider the equivalence relation
[n] given by: i ∼ j if and only if i and j belong to the same connected component of
T \{v}. This equivalence relation produces a partition {η1, . . . , ηk} of [n]. We letMv denote
matroid associated to this partition as in Example 2.1. Then ∆2,nw consists of ∆Mv for
internal vertices v of T, together with all possible intersections.
3. LIMITS OF THIN SCHUBERT CELLS
In this section, we will establish the isomorphism
inwGr
d,n
0
∼= lim←−
∆w
GrM
for (d, n) = (2, n), (3, 6), and (3, 7). For (d, [n])-matroidsM andM ′, we say thatM ′ 6M
if ∆M ′ is a face of ∆M, andM
′ ⋖M if ∆M ′ is a facet of ∆M. Recall from (2) that any facet
of ∆M is of the form ∆Mη for some subset η ⊂ [n].
Proposition 3.1. Suppose M ′ 6 M are (d, [n])-matroids. The inclusion BM ′ ⊂ BM induces a
morphism of schemes ϕM,M ′ : GrM → GrM ′ . Furthermore, these morphisms satisfy ϕM,M ′′ =
ϕM ′,M ′′ϕM,M ′ ifM
′′ 6M ′ 6M.
Proof. It suffices to assume that M ′ ⋖M, i.e. that M ′ = Mη for some η ⊂ [n]. We must
show that IMη maps to IM under the inclusion BMη ⊂ BM. We will do this using the
collection of generators for IMη and IM given by (3).
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Consider the following element of IMη∑
i:λ∪i,µ\i∈B(Mη)
sgn(i; λ, µ)pλ∪ipµ\i
where λ ∈ Λ(d − 1, n) is independent in Mη, and µ ∈ Λ(d + 1, n) satisfies λ 6⊂ µ and
ρMη(µ) = d. Without loss of generality assume that there is a i0 ∈ µ \ λ such that both
λ ∪ i0 and µ \ i0 are in B(Mη) (otherwise, the above sum is over the empty set). This
means that |(λ ∪ i0) ∩ η| and |(µ \ i0) ∩ η| are both equal to r. In particular,
i. |λ ∩ η| = r− 1 and |µ ∩ η| = r + 1 if i0 ∈ η, or
ii. |λ ∩ η| = r and |µ ∩ η| = r if i0 /∈ η.
We must show that∑
i:λ∪i,µ\i∈B(Mη)
sgn(i; λ, µ)pλ∪ipµ\i =
∑
i:λ∪i,µ\i∈B(M)
sgn(i; λ, µ)pλ∪ipµ\i.
For each i ∈ µ, we must show that λ∪ i and µ \ i are in B(Mη) if and only if they are both
in B(M). Since B(Mη) ⊂ B(M), we need only show the “if” direction.
Suppose λ ∪ i and µ \ i are bases ofM. By the characterization of ∆M in (2),
(4) |(λ ∪ i) ∩ η| 6 r and |(µ \ i) ∩ η| 6 r
We show that they both equal r by considering the possibilities of |λ ∩ η| and |µ ∩ η| as
above. If i0 ∈ η, then |λ∩η| = r−1 and |µ∩η| = r+1. By (4), we have that |(µ \ i)∩η| = r.
In particular, i ∈ η, so |(λ ∪ i) ∩ η| = r. If i0 /∈ η, then |λ ∩ η| = r and |µ ∩ η| = r. By (4), we
have that |(λ ∪ i) ∩ η| = r. In particular, i /∈ η, so |(µ \ i) ∩ η| = r. 
Fix w ∈ TGrd,n0 and a (d, [n])-matroidM. By Proposition 3.1, we may form the inverse
limit of thin Schubert cells GrMi asMi ranges over the matroids whose polytopes appear
in ∆M,w. We denote the resulting limit as GrM,w, and ϕMi : GrM,w → GrMi the structure
map. WhenM is the uniform matroid (i.e. B(M) is the set of all d-element subsets of [n]),
we write Grw for this limit. Let IM,w denote the ideal of BM generated by IMi for allMi
with ∆Mi in ∆M,w. WhenM is the uniform matroid, we write I0,w ⊂ k[P
±
λ ] for this ideal.
Wemay realizeGrM,w as a locally closed subvaritey of an algebraic torus in the following
way.
Proposition 3.2. For any realizable (d, [n])-matroidM,
GrM,w
∼= TM ∩ Proj(BM/IM,w).
Proof. It suffices to show that the direct limit of the rings RM as ∆M ranges over ∆M,w is
isomorphic to S−1M BM/IM,w. Observe that for each such Mi we have a ring map RMi →
S−1M BM/IM,w induced by ϕM,M ′ . So we have a ring map
Ψ : lim
−→
RMi −→ S
−1
M BM/IM,w.
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Now let us construct an inverse Θ. For λ ∈ B(M) define Θ(pλ) = ϕMi(pλ) where Mi is
any matroid with ∆Mi ∈ ∆M,w with λ ∈ B(Mi). Suppose Mj is another such matroid.
∆Mi ∩∆Mj is a matroid polytope, letMij be the corresponding matroid. Then ϕMi(pλ) =
ϕMj(pλ) = ϕMij(pλ), so Θ(pλ) is well defined. Therefore, we have a ring map Θ defined
on S−1M BM. We must now show that IM,w ⊂ ker(Θ). It suffices to show that Θ(af) = 0 for
a ∈ S−1MiBMi and f ∈ IMi for some Mi with ∆Mi ∈ ∆M,w. But Θ(af) = Θ(a)ϕMi(f) = 0.
Therefore, Θ is defined on S−1M BM/IM,w, and produces an inverse to Ψ as required. 
In the proof of the identification (1) from the introduction, we will use Macaulay2 to
compare the ideals inw I
d,n
0 and I0,w of the Laurent polynomial ring k[p
±
λ ]. Because
Macaulay2 works most efficiently with homogeneous ideals of a polynomial ring, we
need to work with suitable homogeneous ideals of k[pλ]. This will be achieved through
the process of saturation, which we briefly recall.
Suppose I and J are homogeneous ideals in k[t1, . . . , ta] and let g ∈ k[t1, . . . , ta] be any
nonzero element. The saturation of I with respect to g is the ideal (I : g∞) ⊂ k[t1, . . . , ta]
defined by
(I : g∞) = {f ∈ k[t1, . . . , ta] | ga0f ∈ I for some a0 > 0}
Now let g be the product of t1, . . . , ta. We can compare the ideals I0 and J0 (which are
ideals of k[t±1 , . . . , t
±
a ]) by considering their saturations with respect to g (which are ho-
mogeneous ideals of k[t1, . . . , ta]), as in the following lemma.
Lemma 3.3. Let I, J, and g be as above. If (I : g∞) = (J : g∞), then I0 = J0.
Proof. By symmetry, it suffices to show one inclusion. If f ∈ I0, then g
a1f ∈ (J : g∞)
for some a1 > 0. This means that there is a a2 > a1 such that g
a2f ∈ J, and therefore
f ∈ J0. 
Proposition 3.4. For (d, n) equal to (2, n), (3, 6) and (3, 7), we have an isomorphism
inwGr
d,n
0
∼= Grd,nw .
Proof. We must show that inw I
d,n
0 = I0,w for all w ∈ TGr
d,n
0 . First, consider the case
d = 2. Let T be a phylogenetic tree on n leaves realizingw as its tree distance vector as in
Example 2.2. Fix {i, j, k, ℓ} ⊂ [n], and define
i. Tijkℓ = pijpkℓ − pikpjℓ + piℓpjk,
ii. Bij,kℓ = −pikpjℓ + piℓpjk.
Let v be an internal vertex of T such that {i, j, k, ℓ} is split into at least 3 subsets in T\{v}, and
letMv be the associated matroid as in Example 2.2. Wewrite redv(Tijkℓ) for the expression
of Tijkℓ by setting pαβ = 0 if {α, β} ∈ B(Mv) for α, β ∈ {i, j, k, ℓ}. Then redv(Tijkℓ) = Tijkℓ
if and only if {i}, {j}, {k}, and {ℓ} belong to distinct connected components of T \ {v}, if and
only if inw Tijkℓ = Tijkℓ. Similarly, redv(Tijkℓ) = Bij,kℓ if and only if {i, j}, {k}, and {ℓ} belong
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to distinct connected components of T \{v}, if and only if inw Tijkℓ = Bij,kℓ. Therefore, each
IMv is contained in the ideal Jw defined by
Jw = 〈inw Tijkl | {i, j, k, ℓ} ⊂ [n]〉.
so I0,w ⊂ Jw. For every {i, j, k, ℓ} ⊂ [n] there exists a vertex v such that {i, j, k, ℓ} is split
into at least 3 subsets in T \ {v}, so I0,w = Jw. Since {Tijkℓ | {i, j, k, ℓ} ⊂ [n]} is a universal
Gro¨bner basis for I2,n, we have inw I
2,n
0 = I0,w, as required.
Now consider the cases (d, n) = (3, 6) or (3, 7). The tropical Grassmannian has been
computed in these cases. The Gro¨bner fan structure on TGr3,60 was computed in [SS04,
Theorem 5.4] where they showed that there are 28 distinct nonmonimal inw I
3,6 up to
S6-symmetry, and the Gro¨bner fan structure on TGr
3,7
0 was computed in [HJJS09, Theo-
rem 2.1] where they showed that there are 905 distinct nonmonomial inw I
3,7 up to S7-
symmetry. Representatives of each of these cones can be found in [SS04, Section 5] for
n = 6 and at
http://www.uni-math.gwdg.de/jensen/Research/G3_7/grassmann3_7.html
for n = 7. For each representative vector w, we use Polymake to compute ∆w. Let Iw be
the ideal of k[pλ] generated by IM for ∆M ∈ ∆w, and g equal to the product of all pλ for
λ ∈ Λ(3, n). Using the saturate function in Macaulay2, we show that
(inw I
3,n : g∞) = (Iw : g∞)
for every representative w. Each saturation takes anywhere from a fewminutes (for max-
imal cones) to a day (for rays). For this computation, we used the Yale computer clusters.
We used 6 cores, and all computations were completed within four days. By Lemma 3.3,
we have the equality inw I
3,n
0 = I0,w, as required. 
Remark 3.5. Note that the analog of Proposition 3.4 is not true in positive characteristic.
For example, consider Gr3,7(F2) i.e. the Grassmannian defined over the algebraic closure
of F2. LetMF be the Fano matroid, i.e. the matroid whose bases are the 3 element subsets
of [7] except for
{1, 2, 4}, {1, 3, 5}, {1, 6, 7}, {2, 3, 6}, {2, 5, 7}, {3, 4, 7}, {4, 5, 6},
as illustrated in Figure 2. Let wF ∈ ∧
3Z9 be the vector
wF = e124 + e135 + e167 + e236 + e257 + e347 + e456
Observe that wF ∈ TGr
3,7
0 (F2), as it is the coordinatewise t-adic valuation of the Plu¨cker
coordinates of the F2((t))-valued matrix1 0 0 1 1 t 10 1 0 1 t 1 1+ t
0 0 1 t 1 1 1+ t2

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FIGURE 2. The Fano matroid
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FIGURE 3. The Pappus matroid
The dimension of inwGr
3,7
0 is equal to the dimension of Gr
3,7
0 , which is 12. One can check
by hand that the limit of thin Schubert cells Grw has dimension 13.
Remark 3.6. The analog of Proposition 3.4 is also not true for other (d, n), even in char-
acteristic 0. Consider the case (d, n) = (3, 9) and let P be the Pappus matroid, i.e. that
matroid whose bases are all the 3 element subsets of [9] except for
{1, 2, 4}, {1, 3, 5}, {1, 8, 9}, {2, 3, 6}, {2, 7, 9}, {3, 7, 8}, {4, 5, 7}, {4, 6, 8}, {5, 6, 9}
as illustrated in Figure 3. Let wP ∈ ∧
3Z9 be the vector defined by
wP = e124 + e135 + e189 + e236 + e279 + e378 + e457 + e468 + e569
Observe that wP ∈ TGr
3,9
0 as it is the coordinatewise t-adic valuation of the Plu¨cker
coordinates of the C((t))-valued matrix1 0 0 2 1 t 1+ t −1 10 1 0 −3 t 1 −1 1− t 1
0 0 1 2t 3 −2 1 1 1

The dimension of inwGr
3,9
0 is equal to the dimension of Gr
3,9
0 , which is 18. However a
straightforward Macaulay2 computation shows that Grw has dimension 19.
Question 3.7. Does the analog of Proposition 3.4 hold for Gr3,8?
4. SMOOTHNESS OF THIN SCHUBERT CELLS
By Mne¨v universality, there exist thin Schubert cells corresponding to (3, [n])-matroids
that are not smooth for n sufficiently large. However, GrM is smooth whenM is a rank 2
matroid, and we will show that it is also smooth whenM is a rank 3matroid on [6] or [7].
We will also show that the maps between these thin Schubert cells are smooth. However
it is not so clear when we start to see singular thin Schubert cells.
Question 4.1. What is the smallest n such that GrM is not smooth for some (3, [n])-matroidM?
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The coordinate rings of Thin Schubert cells can be presented with far fewer gener-
ators and relations by using affine coordinates, which we now describe. Suppose M
is a realizable (d, [n])-matroid, and that {1, . . . , d} is a basis for M. Consider the ring
k[Xij | 1 6 i 6 d, 1 6 j 6 n− d] (which we abbreviate by k[Xij]) and the matrix
A =

1 0 · · · 0 X11 X12 · · · X1,n−d
0 1 · · · 0 X21 X22 · · · X2,n−d
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 1 Xd1 Xd2 · · · Xd,n−d
 .
For λ ∈ Λ(d, n), let Aλ be d× d the minor of A formed by the columns from λ. For i ∈ [d]
and j ∈ [n− d], define λij by
λij = (1, . . . , i− 1, i+ 1, . . . , d, d+ j).
Then Xij = (−1)
i−1Aλij. We define
i. BAM = k[Xij | λij ∈ B(M)] ⊂ k[Xij],
ii. IAM = 〈Aλ | λ ∈ Λ(d, n) \ B(M)〉 ∩ B
A
M,
iii. SAM the multiplicative semigroup in B
A
M generated by Aλ for λ ∈ B(M), and
iv. RAM := (S
A
M)
−1BM/I
A
M.
Then the coordinate ring of GrM is isomorphic to R
A
M.
Consider the case where M is a (2, [n])-matroid with no loops. Suppose that {1, 2} is a
basis. Recall from Example 2.1 that the rank 1 flats {η1, . . . , ηℓ} of M form a partition of
[n]. By choosing appropriate labels, we may assume that 1 ∈ η1 and 2 ∈ η2. Set j1 = 1,
j2 = 2, and pick j3 ∈ η3, . . . , jℓ ∈ ηℓ. The row span of the matrix formed by the columns
j1, . . . , jℓ is a point in Gr
2,ℓ
0 . The remaining columns are just non-zero scalar multiples
of the columns in positions j1, . . . , jℓ. This identifies GrM with a product of Gr
2,ℓ
0 with
an algebraic torus of dimension n − ℓ. In the following proposition, we show that this
identification holds scheme-theoritically.
Proposition 4.2. There is an isomorphism of schemes
(5) GrM ∼= Gr
2,ℓ
0 ×G
n−ℓ
m .
In particular, GrM is smooth for any rank 2 matroid.
Proof. Consider the ring
R = S−1k[ X±ijα | i = 1, 2, 3 6 α 6 ℓ ]⊗k k[ Y
±
ℓ | ℓ ∈ [n] \ {j1, . . . , jℓ} ]
where S is the multiplicative semigroup generated by
X1jαX2jα ′ − X1jα ′X2jα
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for 1 6 α < α ′ 6 ℓ− 2. The ring map θ : R→ RAM defined by

θ(Xijα) = Xijα
θ(Yk) = X1k/X1jα for k ∈ ηα \ {jα}, 3 6 α 6 ℓ
θ(Yk) = X1k for k ∈ η1 \ {j1}
θ(Yk) = X2k for k ∈ η2 \ {j2}
is an isomorphism. As the right hand side of (5) has R as its coordinate ring, we have
the desired isomorphism of schemes. Moreover, Gr2,nM is smooth becauseGr
2,ℓ
0 is an open
subscheme of G
2(ℓ−2)
m . 
We can also use the identification in (5) to show that ϕM,M ′ is smooth for (2, [n])-
matroidsM ′ 6M.
Proposition 4.3. For (2, [n])-matroidsM ′ 6M, the morphism ϕM,M ′ is smooth.
Proof. It suffices to consider the case where M ′ ⋖M. If M ′ = M|[n−1], then ϕM,M ′ is
induced by a coordinate projection of algebraic tori, and therefore smooth. SupposeM ′ =
Mηℓ . That is,M
′ is the loopless rank 2 matroid with precisely two rank 1 flats: η1 ∪ · · · ∪
ηℓ−1 and ηℓ. By Proposition 4.2, GrM ′ ∼= G
n−2
m and its coordinate ring is isomorphic to
R ′ = k[Y±1 , . . . , Y
±
n−2].
Define a ring map ψ : R ′ → R by
ψ(Yk) =


X1k for k = j3, . . . , jℓ
YkX1jα for k ∈ ηα \ {jα}, 3 6 α 6 ℓ
Yk for k ∈ ηα \ {jα}, α = 1, 2
Under the identification in (5), this expresses ϕM,M ′ as a product of projections and mul-
tiplication maps, and therefore smooth. 
Now let us consider rank 3 matroids. Suppose for the moment that M is a simple,
realizable (3, [n])-matroid for n > 3. We can represent M as a configuration of n points
p1, . . . , pn in P
2. A subset β ⊂ [n] is a basis if and only if |β| = 3 and pi are not collinear
for i ∈ β. A subset η ⊂ [n] is a flat if and only if there is a line L ⊂ P2 such that pi ∈ L
precisely when i ∈ η. When drawing these pictures, we will only draw the points (labeled
1, . . . , n) and the flats of size at least 3. With this in mind, we say that η is a line ofM if η
is a flat of rank 2 and size at least 3. The set of lines ofM, denoted by L(M), completely
determinesM.
A complete census of rank 3 matroids on [6] or [7] can be found in the online Database
of Matroids
http://www-imai.is.s.u-tokyo.ac.jp/~ymatsu/matroid/
While there are 36 (3, [6])-matroids and 108 (3, [7])-matroids, we may show that GrM is
smooth for most matroids by considering matroids defined on a smaller ground set. For
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FIGURE 4. The (3, [6])-matroidM
the remaining cases, we will use the Jacobian criterion to show that the singular locus,
defined by the Jacobian ideal J(GrM) ⊂ R
A
M, is empty (see e.g. [Eis95, Chapter 16]).
Lemma 4.4. Suppose GrM ′ is smooth for every (3, [m])-matroidM
′ where m < n. Let M be a
realizable (3, [n])-matroid such that eitherM is not simple, not connected, or thatM is simple and
connected, but there is an element of [n] not contained in at least 2 lines. Then GrM is smooth.
Proof. If n is a loop ofM, then GrM ∼= GrM|[n−1] . Similarly, if n is parallel to some i ∈ [n],
then GrM ∼= GrM|[n−1] ×Gm. IfM is not connected, then GrM
∼= GrM1 ×GrM2 for suitable
M1 andM2, each defined on a proper subset of [n]. In all three of these cases, smoothness
of GrM follows directly from the hypothesis.
Now supposeM is simple and connected and n is not contained in any line ofM. This
means that {i, j, n} ∈ B(M) for 1 6 i < j 6 n − 1. Then IAM is generated by Aλ for
suitable λ ∈ Λ(3, n − 1). The map RAM|[n−1] ⊗ k[X
±
1,n−3, X
±
2,n−3, X
±
3,n−3] → R
A
M induces an
open inclusion GrM →֒ GrM|[n−1] ×G
3
m. The scheme GrM|[n−1] is smooth by hypothesis,
and therefore so is GrM.
Suppose n is contained in exactly one line η. By applying a suitable permutation, as-
sume that η also contains 1 and 2. This means that {1, 2, n} is the only 3 element subset
of [n] containing n that is not a basis. As in the previous case, IAM is generated by Aλ for
suitable λ ∈ Λ(3, n−1). Therefore and the map RAM|[n−1]⊗k[X
±
1,n−3, X
±
2,n−3]→ R
A
M induces
an open inclusion GrM →֒ GrM|[n−1] ×G
2
m, and so GrM is smooth. 
Proposition 4.5. For 3 6 n 6 7, GrM is smooth for any realizable (3, [n])-matroidM.
Proof. If M is a (3, [n])-matroid where n = 3, 4, or 5, then M∗ is a rank 0, 1 or 2 matroid
respectively, so GrM ∼= GrM∗ is smooth. Now supposeM is a (3, [6])-matroid. By Lemma
4.4 we may assume thatM is a simple, connected matroid such that every element of [6]
is contained in at least 2 lines. Up to a permutation on [6], there is only one matroid:
L(M) = { {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {4, 5, 6} }
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FIGURE 5. The (3, [7])-matroidsM1 andM2
which is illustrated in Figure 4. In affine coordinates,
RAM
∼= (SAM)
−1
k[X11, X21, X12, X32, X23, X33]/ 〈X11X23X32 + X12X21X33〉 .
The Jacobian ideal J(GrM) contains X23X32 which is a unit in R
A
M. Therefore, GrM is
smooth.
Now suppose that M is a (3, [7])-matroid. By Lemma 4.4, we may assume that M
is simple, connected, and every element of [7] is contained in at least two lines. Up to
permutation, there are only two such matroids:
L(M1) = {{1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {3, 4, 7}, {5, 6, 7}},
L(M2) = {{1, 2, 4}, {1, 3, 5}, {1, 6, 7}, {2, 3, 6}, {2, 5, 7}, {3, 4, 7}}.
We illustrate these two matroids in Figure 5. First considerM = M1. Then R
A
M is isomor-
phic to the quotient of
(SAM)
−1
k[X11, X21, X12, X32, X23, X33, X14, X34]
by the ideal 〈X11X12X23X34 − X21X12X33X14 − X11X32X23X14〉. As X11X12X23 ∈ J(GrM) is
a unit, we see that GrM is smooth. Now letM = M2. Then
RAM
∼= (SAM)
−1
k[X11, X21, X12, X32, X23, X33, X14]/ 〈X11X32X23 − X21X12X33〉 .
As X21X12 ∈ J(GrM2) is a unit, GrM is smooth. 
Now let us consider smoothness of the morphisms ϕM,M ′ : GrM → GrM ′ . For the
proof of Theorem A, we will only need to verify smoothness of ϕM,M ′ for pairsM
′ ⋖M
of (3, [7])-matroids where ∆M ′ is not a face of the hypersimplex. To do this, we will find it
convenient to show thatϕM,M ′ is smooth for all pairs of (3, [m])-matroidsM
′ 6Mwhere
m 6 6. As in the proof of Proposition 4.5, we can trim down the number of cases to check
by reducing many of the cases to matroids defined on a smaller ground set.
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We will also need a characterization of the facets of ∆M. By [Ale15, Proposition 4.2.2],
a minimal collection of inequalities for ∆M are given by:
(6) x1 + · · ·+ xn = d, xi > 0 for i ∈ [n], and xη 6 ρM(η)
for all nondegenerate flats η (a flat η is nondegenerate if the restriction ofM to η and con-
traction ofM by η are connected).
Lemma 4.6. Suppose GrM → GrM ′ is smooth for every pair M
′ 6 M of (3, [m])-matroid for
m < n. Suppose M ′ 6 M are realizable (3, [n])-matroid such that M is not simple or not
connected. Then ϕM,M ′ is smooth. If M is simple and connected and η is a line of M such that
either
i. there is an element of [n] not contained in any line, or
ii. there is an element of η not contained in any other line,
then ϕM,M ′ : GrM → GrMη is smooth.
Proof. Suppose M is not simple. If n is a loop of M, we identify M with M|[n−1] and
ϕM,M ′ is smooth by hypothesis. So suppose that n is a parallel element of M. Then
GrM
∼= GrM|[n−1] ×Gm. If M
′ = Mη for some flat η or M
′ = M|[n]\i for some i 6= n,
then ϕM,M ′ can be identified with GrM|[n−1] ×Gm → GrM| ′[n−1] ×Gm, which is smooth by
hypothesis. IfM ′ = M|[n−1], then ϕM,M ′ is just the projection GrM|[n−1] ×Gm → GrM|[n−1] .
IfM = M1⊕M2, then ∆M = ∆M1×∆M2 , so a facet ∆M ′ of ∆M is of the form e.g. ∆M ′ =
∆M1 × ∆M ′2 for someM
′
2 ⋖M2. Therefore, we may identify ϕM,M ′ with GrM1 ×GrM2 →
GrM1 ×GrM ′2 . This morphism is smooth by Proposition 4.3.
Now, assume that M is simple, connected, and that there is an element of M not con-
tained in any line. By applying a permutation to [n] as necessary, we may assume that
{1, 2, 3} is a basis, {1, 2} ⊂ η, and n is not contained in any line. Then we have a commuta-
tive diagram
GrM GrM|[n−1] ×G
3
m
GrM ′ GrM ′|[n−1] ×Gm
RAM R
A
M|[n−1]
⊗ k[X±1n, X
±
2n, X
±
3n]
RAM ′ R
A
M ′|[n−1]
⊗ k[X±3n]
The horizontal arrows are open immersions, and the vertical arrow on the right is smooth
by the hypothesisϕM,M ′ is smooth. Now suppose that {1, 2, n} ⊂ η and n is not contained
in any other line. Then we have a commutative diagram
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GrM GrM|[n−1] ×G
2
m
GrM ′ GrM ′|[n−1] ×G
2
m
RAM R
A
M|[n−1]
⊗ k[X±1n, X
±
2n]
RAM ′ R
A
M ′|[n−1]
⊗ k[X±1n, X
±
2n]
As before, the horizontal arrows are open immersions, and the vertical arrow on the right
is smooth by the hypothesis, and therefore ϕM,M ′ is smooth. 
Wewill use the above Lemma to deduce smoothness of ϕM,M ′ for most pairsM
′ ⋖M.
For the remaining pairs, we will use the Jacobian criterion for smooth morphisms, which
we now recall.
Suppose we have a morphism ϕ : Spe(R) → Spe(R ′), and a presentation of R of the
form
R = R ′[t1, . . . , tc]/ 〈g1, . . . , gd〉
where d 6 c. The Jacobian of ϕ is the matrix
Ja(ϕ) =
∂g1/∂t1 · · · ∂g1/∂tc· · · · · · · · ·
∂gd/∂t1 · · · ∂gd/∂tc
 .
Note that this depends on how our presentation of R. However, the ideal J(ϕ) ⊂ R
generated by maximal minors of Ja(ϕ) defines the singular locus of ϕ by [Sta17, Tag
01V4] and therefore independent of presentation. In particular, ϕ is smooth if and only if
J(ϕ) = 〈1〉.
Proposition 4.7. Let M be a rank 3 matroid on [n] for 3 6 n 6 6 and M ′ 6 M. Then
ϕM,M ′ : GrM → GrM ′ is smooth.
Proof. It suffices to consider pairs of matroids of the form M ′ ⋖M. For n = 3, there is
nothing to show. For n = 4, the only simple and connected (3, [4])-matroid is the uniform
matroid, and ϕM,M ′ is smooth as it is induced by a coordinate projection of tori. Now
suppose n = 5. By Lemma 4.4, we may assume that M is simple and connected. There
are only three simple and connected rank 3matroids on 5which are listed in the following
table.
L(M) Facets (S5-orbit representatives)
5.1 {1, 2, 4} (1) x4 = 0, (2) x5 = 0, (3) x1 = 1, (4) x3 = 1, (5) x124 = 2
5.2 {1, 2, 4}, {3, 4, 5} (1) x4 = 0, (2) x5 = 0, (3) x1 = 1, (4) x124 = 2
5.3 ∅ (1) x5 = 0, (2) x3 = 1
Consider case 5.1(1), i.e. L(M) = {{1, 2, 4}} and M ′ is the matroid determined by the
hyperplane x4 = 0. Then GrM ⊂ G
5
m and GrM ′ ⊂ G
3
m as open subvarieties, and the map
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ϕM,M ′ is induced by a coordinate projection G
5
m → G
3
m and therefore smooth. Cases
5.1(2)-(4) and 5.3(1)-(2) are similar.
Next, consider case 5.2(1), i.e. L(M) = {{1, 2, 4}, {3, 4, 5}} and M ′ is the matroid deter-
mined by the hyperplane x4 = 0. Then R
A
M ′ = (S
A
M ′)
−1
k[X12, X22, X32] and
RAM = (S
A
M)
−1RAM ′ [X11, X21]/ 〈X11X22 − X12X21〉 .
Because X22 ∈ J(ϕM,M ′) is a unit in R
A
M, ϕM,M ′ is smooth. Cases 5.2(2)-(3) are similar.
Finally, the maps ϕM,M ′ in cases 5.1(5) and 5.2(4) are smooth from Lemma 4.4.
Next consider the case where n = 6. By Lemma 4.4, we may assume that M is sim-
ple and connected. There are eight simple and connected (3, [6])-matroids, listed in the
following table.
L(M) Facets (S6-orbit representatives)
6.1 {1, 2, 4} (1) x6 = 0, (2) x4 = 0, (3) x1 = 1, (4) x3 = 1,
(5) x124 = 2
6.2 {1, 2, 4}, {3, 5, 6} (1) x6 = 0, (2) x3 = 1, (3) x124 = 2
6.3 {1, 2, 4}, {3, 4, 5} (1) x4 = 0, (2) x5 = 0, (3) x6 = 0, (4) x3 = 1,
(5) x4 = 1, (6) x6 = 1, (7) x124 = 2
6.4 {1, 2, 4}, {3, 4, 5}, {1, 3, 6} (1) x4 = 0, (2) x6 = 0, (3) x2 = 1,
(4) x3 = 1, (5) x124 = 2
6.5 {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {4, 5, 6} (1) x6 = 0, (2) x3 = 1, (3) x124 = 2
6.6 {1, 2, 4, 5} (1) x5 = 0, (2) x6 = 0 (3) x3 = 1, (4) x1 = 1,
(5) x1245 = 2
6.7 {1, 2, 4, 5}, {3, 5, 6} (1) x1 = 0, (2) x5 = 0, (3) x6 = 0, (4) x1 = 1,
(5) x3 = 1, (6) x1245 = 2, (7) x356 = 2
6.8 ∅ (1) x6 = 0, (2) x3 = 1
Cases 6.1(1)-6.1(4), 6.6(1)-(4), and 6.8(1)-(2) are similar to the case 5.1(1). Cases 6.2(1)-(2),
6.3(1)-(4), 6.4(1)-(4), 6.7(1)-(5), are similar to the case 5.2(1). Cases 6.1(5), 6.2(3), 6.3(7),
6.4(5), 6.6(5), 6.7(6)-(7) follow from Lemma 4.4. For cases 6.3(5)-(6), transpose 3 and 6, and
1 and 4; this case is now similar to 5.2(1).
Finally, consider the case 6.5(3). Let η = {1, 2, 6}, so RAM ′ = (S
A
M ′)
−1
k[X11, X21, X12, X33]
and
RM = (S
A
M)
−1RM ′[X12, X23]/ 〈X11X32X23 + X21X12X33〉 .
Then X11X32 ∈ J(ϕM,M ′) is a unit in R
A
M, and therefore ϕM,M ′ is smooth. Cases 6.5(1)-(2)
are similar. 
Proposition 4.8. Let M be a (3, [7])-matroid and M ′ ⋖M such that ∆M ′ is not a face of ∆
3,7.
Then ϕM,M ′ : GrM → GrM ′ is smooth.
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Proof. By Lemma 4.6 we may assume that M is simple, connected, every element in [7]
is contained in a line, and there is a line η the property that every i ∈ η is contained
in another line. There are only six such matroids; we list these in the following table,
together with orbit representatives of the facets of ∆M that are not faces of ∆
3,7.
L(M) Internal Facets (S7-orbit representatives)
7.1 {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {3, 4, 7}, {5, 6, 7} (1) x124 = 2, (2) x135 = 2
7.2 {1, 2, 4}, {1, 3, 5}, {1, 6, 7}, {2, 3, 6}, {2, 5, 7}, (1) x124 = 2
{3, 4, 7}
7.3 {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {5, 6, 7} (1) x124 = 2, (2) x135 = 2
7.4 {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {3, 4, 7} (1) x124 = 2, (2) x135 = 2
7.5 {1, 2, 4}, {1, 3, 5}, {2, 3, 6}, {2, 5, 7}, {3, 4, 7} (1) x124 = 2, (2) x236 = 2
7.6 {1, 2, 6}, {1, 3, 4, 7}, {2, 5, 7}, {4, 5, 6} (1) x126 = 2, (2) x1347 = 2
The cases 7.3(1), 7.4(2), 7.5(2), 7.6(2) follow from Lemma 4.6, and case 7.6(1) is simi-
lar to the case 6.5(2) treated in the proof of Proposition 4.7. For the remaining cases,
we use the Jacobian criterion. Let M ′ ⋖ M be the pair in Case 7.1(1). Then RAM ′ =
(SAM)
−1
k[X11, X21, X32, X33, X34] and
RAM = (S
A
M)
−1RAM ′[X12, X23, X14, X24]/〈A347, A567〉.
With respect to this presentation, the Jacobian matrix for ϕM,M ′ is
Ja(ϕM,M ′) =
(
0 0 −X21 X11
X23X34 − X33X24 X12X34 − X32X14 −X32X23 −X12X33
)
The ideal J(ϕM,M ′) contains A167 = X23X34 − X33X24, which is a unit in R
A
M, so ϕM,M ′
is smooth. The case 7.3(2) is similar. Now consider the pairM ′ ⋖M in case 7.1(2). Then
RAM ′ = (S
A
M ′)
−1
k[X21, X12, X32, X23, X24] and
RAM = (S
A
M)
−1RAM ′[X11, X33, X14, X34]/〈A347, A567〉.
With respect to this presentation,
Ja(ϕM,M ′) =
(
X24 0 −X21 0
0 −X12X24 −X32X23 X12X23
)
The ideal J(ϕM,M ′) contains X12X
2
24, which is a unit in R
A
M, so ϕM,M ′ is smooth. Case
7.3(1) is similar.
Now consider the pairM ′ ⋖M in case 7.2(1). Then RAM ′ = (S
A
M ′)
−1
k[X11, X21, X32, X33,
X34] and
RAM = (S
A
M)
−1RAM ′[X12, X23, X14, X24]/〈A167, A257, A347〉.
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With respect to this presentation, the Jacobian matrix for ϕM,M ′ is
Ja(ϕM,M ′) =
 0 X34 0 −X33−X34 0 X23 0
0 0 −X21 X11

The ideal J(ϕM,M ′) contains X11X23X34, which is a unit in R
A
M, soϕM,M ′ is smooth. Cases
7.4(1) and 7.5(1) are similar. 
Proof of Theorem A. We must show that inwGr
3,7
0 is smooth for each w ∈ TGr
3,7
0 . Fix w ∈
TGr
3,7
0 . As in the introduction, let Γw be the dual graph to ∆w. First suppose Γw has
exactly two vertices labeled by the matroidsM1 andM2, and letM12 be the matroid such
that ∆M12 = ∆M1 ∩ ∆M2 . By Proposition 3.4
inwGr
3,7
0
∼= GrM1 ×GrM12 GrM2 .
The thin Schubert cell GrM2 is smooth by Proposition 4.5 and the morphism ϕM1,M12 is
smooth by Proposition 4.8. Therefore, inwGr
3,7
0 is smooth.
Now suppose that Γw has at least 3 vertices, and let {M1, . . . ,Mr} be the matroids ap-
pearing in Γw whose vertices are one-valent. Because the ∆Mi are achieved by slicing
∆d,n by a single hyperplane, ∆d,n \
⋃
∆Mi is a polytope. In fact, it is the union of the
remaining matroid polytopes in ∆w, and therefore it is a matroid polytope. Let us call
the corresponding matroid C, and letM ′i denote the matroid such that ∆M ′i = ∆C ∩ ∆Mi
Proposition 3.4
inwGr
3,7
0
∼= GrC,w×∏
GrM ′
i
∏
GrMi .
To show that inwGr
3,7
0 is smooth, it suffices to show that GrC,w is smooth and the mor-
phismsϕMi,M ′i are smooth. The latter is true by Proposition 4.8. Given any individual Γw,
one can readily compute GrC,w and show that it is smooth. Due to the large number of
distinct inw I
3,7, so we use Macaulay2 for this verification. By a direct computation, all of
the polytopes in ∆C,w share a common vertex uβ, so GrCi is contained in the affine chart
{ξβ 6= 0} ⊂ P(∧
dE) for each ∆Ci ∈ ∆C,w. By applying a suitable permutation, we may
assume β = {1, . . . , d}. We can then form the ideal IAC,w ⊂ B
A
C generated by the ideals I
A
Ci
for ∆Ci ∈ ∆C,w. By Proposition 3.2, the coordinate ring R
A
C,w of GrC,w is isomorphic to
(7) RAC,w = (S
A
C)
−1BAC/I
A
C,w.
We use the Jacobian criterion to show that GrC,w is smooth. 
5. THE LOG CANONICAL COMPACTIFICATION OF X3,7
In this section, wewill prove Theorem B, that the normalization of the Chow quotient of
Gr
d,n by the maximal torus H ⊂ GL(n) is the log canonical compactification of X3,70 . For
background on log minimality and log canonical compactifications, we refer the reader
to [HKT09], and for background on the Chow quotient of Grd,n, we refer the reader to
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[Kap93] and [KT06, Section 2]. Let us briefly recall how to realize how to form Xd,n
suitable to our needs.
The torus H acts on Grd,n0 with a one dimensional kernel, so TGr
d,n
0 is invariant under
the n− 1 dimensional linear space NH
R
where
NH = span
{∑
λ∋i
eλ
∣∣∣∣∣ 1 6 i 6 n
}
⊂ N.
Therefore, TropXd,n0 is the quotient of TGr
d,n
0 by N
H
R
. We equip TropXd,n0 with the fan
structure Σd,n = Σ
Laf
(Grd,n0 )/N
H
R
, and letAd,n be the T/H-toric variety associated to Σd,n.
The Chow quotientGrd,n //H is the closure of Xd,n0 = Gr
d,n
0 /H inA
d,n [Kap93, Section 1].
Let Xd,n be the normalization of Grd,n //H.
Proof of Theorem B. We will follow a strategy laid out in [Lux08] based on the work of
Hacking, Keel, and Tevelev. Throughout, let X0 = X
3,7
0 , X = X
3,7, B the boundary divisor,
and Σ = Σ3,7. For each cone σ ∈ Σ, let Xσ denote the irreducible locally closed stratum of
X in the corresponding torus orbit of A3,7. We must show that KX + B is ample.
By [Lux08, Theorem 2.3.5], any compactification of a scho¨n variety in a toric variety de-
fined by a fan whose support is the tropicalization is a scho¨n compactification. Therefore,
X is a scho¨n compactification of X0. In particular, B has at worst toroidal singularities. By
[HKT09, Theorem 9.1], KX + B is ample if and only if each Xσ is log minimal. We know
that X0 is log minimal by [KT06, Proposition 2.18], so we need only consider Xσ for σ 6= 0.
Let Nσ denote the sublattice of N spanned by the cone σ, N(σ) = N/Nσ, and St(σ) the
star of σ, viewed as a fan in N(σ)R. Observe that TropXσ is the underlying set of St(σ)
in N(σ)R. Moreover, each Xσ is scho¨n because X is a scho¨n compactification. By [HKT09,
Theorem 3.1], X0 is either log minimal, or it is preserved by a nontrivial subtorus S ⊂ T .
However, X0 is preserved by a subtorus S if and only ifTropX0 is preserved by translation
by the subspace Hom(Gm, S) ⊂ N, see e.g. [KP11, Lemma 5.2]. So it suffices to show that
each TropXσ is not invariant under any sublattice ofN(σ). We this by showing that St(σ)
contains no lines. This is carried out in Sage. The fan Σ was computed in [HJJS09] and
can be found at the link displayed in the proof of Proposition 3.4. The f-vector for Σ up to
S7 symmetry
f(Σ mod S7) = (5, 30, 107, 217, 218, 94).
For each pair of cones τ, τ ′ in St(σ), we show that τ ∩ (−τ ′) = 0 in N(σ)R. For all cones
except for the rays, this computation finishes on 8 cores in just a few hours. The rays take
quite a bit longer to check, so we had to split up the data to complete this check within a
day. 
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