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THE VANISHING DISCOUNT PROBLEM FOR
MONOTONE SYSTEMS OF HAMILTON-JACOBI EQUATIONS.
PART 2: NONLINEAR COUPLING
HITOSHI ISHII AND LIANG JIN
Abstract. We study the vanishing discount problem for a nonlinear monotone system of
Hamilton-Jacobi equations. This continues the first author’s investigation on the vanishing
discount problem for a monotone system of Hamilton-Jacobi equations. As in Part 1, we
introduce by the convex duality Mather measures and their analogues for the system, which we
call respectively Mather and Green-Poisson measures, and prove a convergence theorem for the
vanishing discount problem. Moreover, we establish an existence result for the ergodic problem.
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2 H. ISHII AND L. JIN
1. Introduction
We consider the m-system of Hamilton-Jacobi equations
(Pλ) λv
λ
i (x) +Hi(x,Dv
λ
i (x), v
λ(x)) = 0 in Tn, i ∈ I,
where I := {1, . . . , m} with m ∈ N, λ is a nonnegative constant, called the discount factor in
terms of optimal control. Here Tn denotes the n-dimensional flat torus and H = (Hi)i∈I is a
family of continuous Hamiltonians. The unknown in (Pλ) is an R
m-valued function vλ = (vλi )i∈I
on Tn and the above system can be written in the vector form as follows:
(Pλ) λv
λ +H [vλ] = 0 in Tn.
We have used here the abbreviated expression H [vλ] to denote (Hi(x,Dv
λ
i (x), v
λ(x)))i∈I. The
system is of weakly coupled in the sense that every i-th equation depends on Dvλ only through
Dvλi but not on Dv
λ
j , with j 6= i.
We are concerned with the vanishing discount problem for (Pλ), that is, the asymptotic
behavior of the solution vλ of (Pλ) as λ→ 0+.
Recently, there has been a great interest in the vanishing discount problem concerned with
Hamilton-Jacobi equations and, furthermore, fully nonlinear degenerate elliptic PDEs. We refer
to [1, 5, 10, 13, 20, 24–26, 32] for relevant work. The asymptotic analysis in these papers relies
heavily on Mather measures or their generalizations and, thus, it is considered part of Aubry-
Mather and weak KAM theories. For the development of these theories we refer to [15, 17, 18]
and the references therein. We refer to [6, 9, 11, 12, 28–31] for the recent development in the
asymptotic analysis and weak KAM theory for systems of Hamilton-Jacobi equations.
We are here interested in the case of systems of Hamilton-Jacobi equations. Davini and Zavi-
dovique in [13] have established a general convergence result for the vanishing discount problem
for (Pλ) when the coupling is linear and the coupling coefficients are constant. Adapting the
convex duality argument in [24] to the system, the first author of this paper have treated the
case of linear coupling, with the coupling coefficients depending on the space variable. In this
paper, we extend the scope of the previous work [22] and discuss the case of the system with
nonlinear coupling. Our argument is pretty much parallel to that in [22]. We refer for further
references to [13, 22].
In this paper, we adopt the notion of viscosity solution to (Pλ), for which the reader may
consult [2, 4, 7, 27].
Now, we give our main assumptions on the system (Pλ). Throughout we implicitly assume
that the functions Hi are continuous in T
n × Rn × Rm.
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We assume that H is coercive, that is, for any i ∈ I and R > 0,
(H1) lim
|p|→∞
inf
(x,u)∈Tn×Bm
R
Hi(x, p, u) =∞,
where BmR denotes the m-dimensional open ball with center at the origin and radius R.
This is a standard assumption, under which any upper semicontinuous subsolution of (Pλ)
is Lipschitz continuous on Tn.
We next assume that H is convex in the variables (p, u), that is,
(H2) for any (x, i) ∈ Tn × I, the function (p, u) 7→ Hi(x, p, u) is convex on Rn × Rm.
We assume that the Hamiltonian H is monotone in the variable u, that is, it satisfies
(H3)
{
for any (x, p) ∈ Tn × Rn and u = (ui)i∈I, v = (vi)i∈I ∈ Rm, if uk − vk =
maxi∈I(ui − vi) ≥ 0, then Hk(x, p, u) ≥ Hk(x, p, v).
This is a natural assumption that (Pλ) should possess the comparison principle between a
subsolution and a supersolution.
When we deal with problem (P0), we use the assumption that
(H4) problem (P0) has a solution in C(T
n)m.
The rest of this paper is organized as follows. In Section 2, we present some basic properties
concerning (H3) and a standard comparison and existence result of solutions of (Pλ) for λ > 0.
In Section 3, under additional hypotheses on the continuity of the Lagrangian L and the
compactness of the domain of L, we study Green-Poisson measures for our system, which
are crucial in our asymptotic analysis. Section 4 establishes the compactness of the support
of the Green-Poisson measures and gives a representation theorem for the solution of (Pλ),
with λ > 0, using the Green-Poisson measures. We establish the main result for the vanishing
discount problem in Section 5. In Section 6, we establish an existence theorem for the ergodic
problem.
2. Preliminaries
We use the symbol u ≤ v (resp., u ≥ v) for m-vectors u, v ∈ Rm to indicate ui ≤ vi (resp.,
ui ≥ vi) for all i ∈ I. Let 1 denote the m-vector (1, . . . , 1).
Concerning the monotonicity of H , we give a basic lemma.
Lemma 1. Assume that H satisfies (H3). Let α ≥ 0. (i) Then
Hi(x, p, u+ α1) ≥ Hi(x, p, u) for i ∈ I and (x, p, u) ∈ Tn × Rn × Rm.
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(ii) Let ei denotes the unit vector in R
m with unity as its i-th entry. Then
Hj(x, p, u+ αei) ≤ Hj(x, p, u) for i, j ∈ I, with i 6= j, and (x, p, u) ∈ Tn × Rn × Rm.
Proof. (i) Fix k ∈ I and (x, p, u) ∈ Tn × Rn × Rm. Set v = u+ α1 and note that
(v − u)k = α = max
i∈I
(v − u)i > 0.
By the monotonicity, we have
Hk(x, p, v) ≥ Hk(x, p, u).
That is,
Hk(x, p, u+ α1) ≥ Hk(x, p, u). 
(ii) Fix i, j ∈ I so that i 6= j. Let (x, p, u) ∈ Tn×Rn×Rm. Note that uk − (u+αei)k = 0 if
k 6= i and = −α < 0 if k = i, which can be stated that uj−(u+αei)j = maxk∈I[uk−(u+αei)k] =
0. By (H3), we have
Hj(x, p, u) ≥ Hj(x, p, u+ αei).
The following theorem is well-known: see [14, 23] for instance for a general background and
[22, the proof of Theorem 1] for some details how to adapt general results to (Pλ).
Theorem 2. Assume (H1) and (H3). Let λ > 0. Then there exists a unique solution vλ ∈
Lip(Tn)m of (Pλ). Also, if v = (vi), w = (wi) are, respectively, upper and lower semicontinuous
on Tn and a subsolution and a supersolution of (Pλ), then v ≤ w on Tn.
With reference to [23], we outline the proof of the theorem above.
Outline of proof. We choose a constant C > 0 so that
max
(x,i)∈Tn×I
|Hi(x, 0, 0)| ≤ C.
Note by Lemma 1 that
Hi(x, 0,−λ−1C1) ≤ Hi(x, 0, 0) ≤ Hi(x, 0, λ−1C1) for x ∈ Tn.
By using this, it is easily checked that the functions f(x) = λ−1C1 and g(x) = −λ−1C1 are a
supersolution and subsolution of (Pλ) and satisfy f ≥ g on Tn.
Our assumption (H3) implies the quasi-monotonicity ofH in [23] as was shown in [23, Lemma
4.8]. By [23, Theorem3.3], the function z = (zi)i∈I on T
n given by
zi(x) = sup{wi(x) : g ≤ w ≤ in Tn, w is a subsolution of (Pλ)} for (x, i) ∈ Tn × I,
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is a solution of (Pλ), in the sense that z
∗ = (z∗i )i∈I and z∗ = (zi∗)i∈I, where each z
∗
i and zi∗ are
respectively the upper and lower semicontinuous envelope of zi, are respectively a subsolution
and a supersolution of (Pλ).
By the definition of v, it is easy to infer that the functions zi, i ∈ I, are upper semicontinuous
on Tn. By (H1) (the coercivity of H), we deduce that the function z is Lipschitz continuous
on Tn.
To see that the comparison between v and w, we apply [23, Theorem 4.7] to v and z as
well as z and w, to conclude that v ≤ z and z ≤ w on Tn, which implies that v ≤ w on Tn.
Here, the comparison theorem ([23, Theorem 4.7]) requires the regularity of H (see [23, (A.2)]),
which can be reduced just to the continuity of H since z is Lipschitz continuous on Tn. This
reduction of regularity of H is a standard observation and we leave it to the interested reader
to adapt the proof of [23, Theorem 4.7] to this case. 
Setting
Li(x, ξ, η) := sup
(p,u)∈Rn×Rm
[ξ · p+ η · u−Hi(x, p, u)] for (x, i, ξ, η) ∈ Tn × I× Rn × Rm,
by the convex duality we have
Hi(x, p, u) = sup
(ξ,η)∈Rn×Rm
[ξ · p+ η · u− Li(x, ξ, η)] for (x, i, p, u) ∈ Tn × I× Rn × Rm.
We call Li (resp., (Li)i∈I) the Lagrangian of Hi (resp., the Lagrangian of (Hi)i∈I). Similarly,
we call Hi (resp., (Hi)i∈I) the Hamiltonian of Li (resp., the Hamiltonian of (Li)i∈I).
Lemma 3. Assume (H1)–(H2). (i) We have
(1) Li(x, ξ, η) ≥ −Hi(x, 0, 0) for (x, i, ξ, η) ∈ Tn × I× Rn × Rm.
(ii) For any A > 0 there exists a constant CA such that
(2) Li(x, ξ, η) ≥ A|ξ| − CA for (x, i, ξ, η) ∈ Tn × I× Rn × Rm.
Proof. Fix i ∈ I. We have
Li(x, ξ, η) = sup
(p,u)∈Rn×Rm
(ξ · p+ η · u−Hi(x, p, u)) ≥ −Hi(x, 0, 0),
and
Li(x, ξ, η) = sup
(p,u)∈Rn×Rm
(ξ · p+ η · u−Hi(x, p, u)) ≥ A|ξ| −Hi(x,Aξ/|ξ|, 0) if ξ 6= 0.
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Hence, setting
CA = sup
(x,i,ξ)∈Tn×I×Bn
A
Hi(x, ξ, 0),
we obtain
Li(x, ξ, η) ≥ A|ξ| − CA. 
Lemma 3, (ii) asserts that the functions Li(x, ξ, η) have a superlinear growth as |ξ| → ∞.
We give a characterization of the monotonicity (H3) of (Hi)i∈I through (Li)i∈I. For k ∈ I,
we write
Yk := {(ηi)i∈I ∈ Rm : ηi ≤ 0 if i 6= k,
∑
i∈I
ηi ≥ 0},
and domLk = {(x, ξ, η) : Lk(x, ξ, η) <∞}.
Proposition 4. Assume (H1)–(H2). Then (Hi)i∈I satisfies (H3) if and only if
domLi ⊂ Tn × Rn × Yi for i ∈ I.
Proof. We assume first that (Hi)i∈I satisfies (H3). Fix any (x, k, ξ, η) ∈ Tn × I× Rn × Rm and
suppose that η = (ηi)i∈I 6∈ Yk. We have either ηj > 0 for some j 6= k or
∑
i∈I ηi < 0.
Consider the case when ηj > 0 for some j 6= k. Let ej denote the unit vector in Rm having
unity as the j-th entry. Let t > 0 and set ut := tej . By (ii) of Lemma 1, we have
Hk(x, p, 0) ≥ Hk(x, p, ut) for p ∈ Rn,
and hence,
ξ · p+ η · ut −Hk(x, p, ut) ≥ ξ · p + tηj −Hk(x, p, 0) for p ∈ Rn,
which implies that Lk(x, ξ, η) =∞.
Consider next the case when
∑
i∈I ηi < 0. For t > 0 we set ut = −t1 and observe by (i) of
Lemma 1 that Hk(x, p, 0) ≥ Hk(x, p, ut) for all p ∈ Rn. Consequently,
ξ · p+ η · ut −Hk(x, p, ut) ≥ ξ · p− t
∑
i∈I
ηi −Hk(x, p, 0) for p ∈ Rn,
which shows that Lk(x, ξ, η) =∞. We thus conclude that domLk ⊂ Tn × Rn × Yk.
Next, we assume that domLi ⊂ Tn × Rn × Yi for all i ∈ I. It is obvious that for any
(x, i, p, u) ∈ Tn × I× Rn × Rm,
Hi(x, p, u) = sup
(ξ,η)∈Rn×Yi
[ξ · p+ η · u− Li(x, ξ, η)].
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Fix any (x, p) ∈ Tn × Rn and u, v ∈ Rm. Assume that for some k ∈ I,
(u− v)k = max
i∈I
(u− v)i ≥ 0,
which can be stated as
(u− v)k − (u− v)i ≥ 0 for i ∈ I and (u− v)k ≥ 0.
Let η = (ηi)i∈I ∈ Yk. Multiplying the first inequality above by ηi, with i 6= k, we get
0 ≥
∑
i 6=k
ηi[(u− v)k − (u− v)i] =
∑
i∈I
ηi[(u− v)k − (u− v)i]
= (u− v)k
∑
i∈I
ηi −
∑
i∈I
ηi(u− v)i.
Since (u− v)k ≥ 0 and
∑
i∈I ηi ≥ 0, we infer from the above that η · u ≥ η · v. Thus, we have
Hk(x, p, u) = sup
(ξ,η)∈Rn×Yk
[ξ · p+ η · u− Lk(x, ξ, η)]
≥ sup
(ξ,η)∈Rn×Yk
[ξ · p+ η · v − Lk(x, ξ, η)] = Hk(x, p, v).
This shows that (Hi)i∈I is monotone, which completes the proof. 
3. Green-Poisson measures: in a regular case
In what follows we write M+(X) for the space of nonnegative Borel measures on a topological
space X .
For any ν ∈M+(Tn ×Rn ×Rm) and integrable function φ on Tn ×Rn ×Rm with respect to
ν, we write
〈ν, φ〉 =
∫
Tn×Rn×Rm
φ(x, ξ, η) ν(dxdξdη).
Similarly, for any ν = (νi)i∈I ∈ M+(Tn × Rn × Rm)m and Borel function φ = (φi)i∈I on
T
n × Rn × Rm, we write
〈ν, φ〉 =
∑
i∈I
〈νi, φi〉
if φi is integrable with respect to νi for any i ∈ I.
We set Sλ(η) = λ+
∑
i∈I ηi for η = (ηi)i∈I ∈ Rm and, for λ > 0, we write Pλ = Pλ(L) for the
set of all µ = (µi)i∈I ∈M+(Tn × Rn × Rm)m such that
(3) Li is integrable with respect to µi for all i ∈ I and 〈µ, Sλ 1〉 = 1.
We write P0 for the set of all µ = (µi)i∈I ∈M+(Tn × Rn × Rm)m such that
(4) Li is integrable with respect to µi for i ∈ I and 〈µ, 1〉 ≤ 1.
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Note by Proposition 4 that, under the assumptions (H1)–(H3), the integrability condition in
either (3) or (4) implies that supp µi ⊂ Tn × Rn × Yi.
For ψ = (ψi)i∈I ∈ C1(Tn)m and λ ≥ 0, we define Lλψ = (Lλψ,i)i∈I by setting
Lλψ,i(x, ξ, η) = Li(x, ξ, η) + λψi(x) + ξ ·Dψi(x) + η · ψ(x).
Let E(λ) = E(λ, L) denote the set of all collections (t, ψ, χ, u) ∈ (0, ∞)×C1(Tn)m×C(Tn)m×
C(Tn)m such that u is a subsolution of
λu+Hφ[u] = 0 in T
n,
where φ = (φi)i∈I and Hφ = (Hφ,i)i∈I are given, respectively, by
φi(x, ξ, η) = t(L
λ
ψ,i(x, ξ, η) + χi(x)),
and
Hφ,i(x, p, w) = sup
(ξ,η)∈Rn×Rm
[
ξ · p+ η · w − φi(x, ξ, η)
]
.
A simple computation reveals that
Hφ,i(x, p, u) = t [Hi(x, p/t−Dψi(x), u/t− ψ(x))− χi(x)− λψi(x)] .
Hence, it is easily checked that if (t, ψ, χ, u) ∈ E(λ), then v := (ui/t− ψi)i∈I is a subsolution of
λv+H [v] = χ in Tn and that Hφ is continuous on T
n×Rn+m and, if H satisfies (H1)–(H3), so
does Hφ.
For any (t, ψ, χ, u) ∈ E(λ), we set
φi(x, ξ, η) = t(L
λ
ψ,i(x, ξ, η) + χi(x)) and φ = (φi)i∈I,
and let F(λ) = F(λ, L) denote the set of all such (φ, u).
In what follows we assume that (H1)–(H3) hold. As noted above, if µ = (µi)i∈I ∈ Pλ,
with λ ≥ 0, then supp µi ⊂ Tn × Rn × Yi for i ∈ I. For (z, k, λ) ∈ Tn × I × (0, ∞), let
G(z, k, λ) = G(z, k, λ, L) and G ′(z, k, λ) = G ′(z, k, λ, L) denote, respectively, the set of all
φ− uk(z)Sλ 1, with (φ, u) ∈ F(λ), and the set of all µ ∈ Pλ such that
〈µ, f〉 ≥ 0 for f ∈ G(z, k, λ).
We define G(0) = G(0, L) and G ′(0) = G ′(0, L), respectively, as the set of all φ, with (φ, u) ∈
F(0), and the set of all ν = (νi)i∈I ∈ P0 such that
〈ν, f〉 ≥ 0 for f ∈ G(0).
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Proposition 5. Assume (H1)–(H3). Let (z, k, λ) ∈ Tn × I × [0, ∞) and µ = (µi)i∈I ∈ Pλ.
(i) Assume that λ > 0. We have µ ∈ G ′(z, k, λ, L) if and only if
(5) 〈µ, ξ ·Dψ + η · ψ 1+ λψ〉 = ψk(z) for all ψ = (ψi)i∈I ∈ C1(Tn)m.
(ii) Assume λ = 0 and that there exists a subsolution of (P0). We have µ ∈ G ′(0, L) if and
only if
(6) 〈µ, ξ ·Dψ + η · ψ 1〉 = 0 for all ψ ∈ C1(Tn)m.
We set
C(z, k, λ) = C(z, k, λ, L) := {µ ∈ Pλ : µ satisfies (5)} for λ > 0,
and
C(0) = C(0, L) := {µ ∈ P0 : µ satisfies (6)}.
Proposition 5 states that
C(z, k, λ.L) = G ′(z, k, λ, L) and C(0, L) = G ′(0, L).
Proof of Proposition 5. We consider first the case λ > 0. Assume that µ = (µi)i∈I ∈ G ′(z, k, λ).
Let ψ = (ψi)i∈I ∈ C1(Tn)m. In view of Theorem 2, we may choose a solution u ∈ C(Tn)m
of λu + H [u] = 0 in Tn. Fix any t > 0 and observe that v := tu + ψ is a solution of
λv + Hφ[v] = 0 in T
n, where φ := tL + ξ · Dψ + η · ψ 1 + λψ, and hence, (φ, v) ∈ F(λ) and
tL+ ξ ·Dψ + η · ψ 1+ λψ − Sλ(η)vk(z)1 ∈ G(z, k, λ). Accordingly, we get
0 ≤ 〈µ, tL+ ξ ·Dψ + η · ψ 1+ λψ − Sλ(η)vk(z)1〉
= 〈µ, tL+ ξ ·Dψ + η · ψ 1+ λψ〉 − (tuk + ψk)(z).
Here t > 0 is arbitrary and hence, we may send t→ 0, to obtain
ψk(z) ≤ 〈µ, ξ ·Dψ + η · ψ 1+ λψ〉.
Noting that the inequality above is valid also for −ψ in place of ψ, we conclude that (5) is
satisfied.
Now, assume that µ satisfies (5). Let (t, ψ, χ, u) ∈ E(λ), so that u ∈ C(Tn)m is a subsolution
of λu+Hφ[u] = 0 in T
n, where φ := t(Lλψ + χ).
By mollifying u, for each ε > 0, we may find a function uε ∈ C1(Tn)m such that λuε(x) +
Hφ(x,Du
ε(x), uε(x)) ≤ ε 1 for x ∈ Tn and ‖u− uε‖∞ < ε. Consequently, we have
λuε(x) + ξ ·Duε(x) + η · uε(x) 1 ≤ t(Lλψ(x, ξ, η) + χ(x)) + ε 1 for (x, ξ, η) ∈ Tn × Rn × Rm.
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Using (5) and integrating the above with respect to µ, we obtain
uεk(z) = 〈µ, ξ ·Duε + η · uε 1+ λuε〉 ≤ 〈µ, t(Lλψ + χ) + ε 1〉,
and, after sending ε→ 0,
uk(z) ≤ 〈µ, t(Lλψ + χ)〉.
This reads
0 ≤ 〈µ, t(Lλψ + χ)− Sλuk(z) 1〉,
and thus, we have µ ∈ G ′(z, k, λ). This completes the proof of (i).
Next, we treat assertion (ii). Assume that µ = (µi)i∈I ∈ G ′(0). Let ψ = (ψi)i∈I ∈ C1(Tn)m.
Let u ∈ C(Tn)m be a subsolution ofH [u] = 0 in Tn. Fix any t > 0 and observe that v := tu+ψ is
a subsolution of Hφ[v] = 0 in T
n, where φ := tL+ξ ·Dψ+η ·ψ 1, and hence, (t, t−1ψ, 0, v) ∈ E(0)
and tL+ ξ ·Dψ + η · ψ 1 ∈ G(0). Accordingly, we get
0 ≤ 〈µ, tL+ ξ ·Dψ + η · ψ 1〉
= t〈µ, L〉+ 〈µ, ξ ·Dψ + η · ψ 1〉.
Here t > 0 is arbitrary and hence, we may send t→ 0, to obtain
0 ≤ 〈µ, ξ ·Dψ + η · ψ 1〉,
which is valid also for −ψ in place of ψ. We thus conclude that (6) is satisfied.
Now, assume that µ ∈ P0 satisfies (6). Let (t, ψ, χ, u) ∈ E(λ), so that u ∈ C(Tn)m is a
subsolution of Hφ[u] = 0 in T
n, where φ := t(Lλψ + χ).
By mollifying u, we may find, for each ε > 0, a function uε ∈ C1(Tn)m such that Hφ[uε] ≤ ε 1
in Tn and ‖u− uε‖∞ < ε. Consequently, we have
ξ ·Duε(x) + η · uε(x) 1 ≤ t(Lλψ(x, ξ, η) + χ(x)) + ε 1.
Using (6) and integrating the inequality above with respect to µ, we obtain
0 = 〈µ, ξ ·Duε + η · uε 1〉 ≤ 〈µ, t(Lλψ + χ) + ε 1〉,
and, after sending ε→ 0,
0 ≤ 〈µ, t(Lλψ + χ)〉,
which guarantees that µ ∈ G ′(0). 
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We now introduce the following working hypothesis.
(H5)

There exist compact convex sets K1 ⊂ Rn and K2 ⊂ Rm such that for i ∈ I,
Li ∈ C(Tn ×K1 × (K2 ∩ Yi)),
Hi(x, p, u) = sup
(ξ,η)∈K1×(K2∩Yi)
[ξ · p+ η · u− Li(x, ξ, η)] for (x, p, u) ∈ Tn × Rn × Rm.
Assuming (H5) in addition, we have
Li(x, ξ, η) = Li(x, ξ, η) + zK1×(K2∩Yi)(ξ, η) for (x, ξ, η) ∈ Tn × Rn × Rm,
where zK denotes the indicator function of the set K, that is,
zK(ζ) =

0 if ζ ∈ K,+∞ otherwise.
Theorem 6. Assume (H1)– (H3) and (H5). Let (z, k, λ) ∈ Tn × I × (0, ∞) and let vλ =
(vλi )i∈I ∈ C(Tn)m be the solution of (Pλ). Then there exists µ ∈ C(z, k, λ, L) such that
(7) vλk (z) = 〈µ, L〉 = inf
ν∈C(z,k,λ,L)
〈ν, L〉.
Remark that, thanks to Proposition 4, if (Hi)i∈I satisfies (H1), (H2) and (H5), then it has
the property (H3) as well.
In the next section, we remove the restriction (H5) on L in the theorem above.
By Proposition 5, we have C(λ, L) = G ′(λ, L). We call aGreen-Poisson measure any measure
µ ∈ C(λ, L) = G ′(λ, L) that minimizes formula (7).
Set Zi = K1 × (K2 ∩ Yi) for i ∈ I. Let F˜(λ) denote the set of all (φ, u) ∈
∏
i∈IC(T
n × Zi)×
C(Tn)m such that u is a subsolution of λu+Hφ[u] = 0 in T
n, where Hφ = (Hφ,i)i∈I is given by
Hφ,i(x, p, u) = max
(ξ,η)∈Zi
(ξ · p+ η · u− φi(x, ξ, η)).
Set
G˜(z, k, λ) = {φ− uk(z)Sλ(η)1 : (φ, u) ∈ F˜(λ)},
G˜ ′(z, k, λ) = {µ ∈ Pλ : 〈µ, f〉 ≥ 0 for f ∈ G˜(z, k, λ)}.
Note that F(λ) ⊂ F˜(λ), G(z, k, λ) ⊂ G˜(z, k, λ) and G˜ ′(z, k, λ) ⊂ G ′(z, k, λ). Note also that,
since Li(x, ξ, η) = ∞ if (ξ, η) 6∈ Zi, we may think that for ν = (νi) ∈ Pλ, νi is a measure on
T
n × Zi.
Lemma 7. The set F˜(λ) is a convex cone in ∏i∈I C(Tn × Zi) × C(Tn)m with vertex at the
origin.
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Proof. Recall [3, Remark 2.5] that for any u ∈ Lip(Tn)m, u is a subsolution of
λu+H [u] = 0 in Tn
if and only if for all i ∈ I,
λui(x) +Hi(x,Dui(x), u(x)) ≤ 0 a.e. in Tn,
and by the coercivity (H1) that for any (φ, u) ∈ F˜(λ), we have u ∈ Lip(Tn)m.
Fix (φ, u), (ψ, v) ∈ F˜(λ) and t, s ∈ [0,∞). Fix i ∈ I and observe that
λui(x) +Hφ,i(x,Dui(x), u(x)) ≤ 0 a.e. in Tn,
λvi(x) +Hψ,i(x,Dvi(x), v(x)) ≤ 0 a.e. in Tn,
which imply that there is a set N ⊂ Tn of Lebesgue measure zero such that
λui(x) + ξ ·Dui(x) + η · u(x) ≤ φi(x, ξ, η) for all (x, ξ, η) ∈ (Tn \N) × Zi,
λvi(x) + ξ ·Dvi(x) + η · u(x) ≤ ψi(x, ξ, η) for all (x, ξ, η) ∈ (Tn \N) × Zi.
Multiplying the first and second by t and s, respectively, adding the resulting inequalities and
setting w = tu+ sv, we obtain
λwi(x) + ξ ·Dwi(x) + η · w(x) ≤ (tφi + sψi)(x, ξ, η) for all (x, ξ, η) ∈ (Tn \N) × Zi,
which implies that t(φ, u) + s(ψ, v) ∈ F˜(λ). 
Proof of Theorem 6. It is enough to prove that
(8) vλk (z) = min
µ∈G˜ ′(z,k,λ)
〈µ, L〉.
Note first that (L, vλ) ∈ F˜(λ) and hence, for any ν ∈ G˜ ′(z, k, λ),
0 ≤ 〈ν, L− vλk (z)Sλ1〉 = 〈ν, L〉 − vλk (z).
Next, we intend to show that
(9) sup
(φ,u)∈F˜(λ)
inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉 = 0.
Note that
sup
(φ,u)∈F˜(λ)
inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
≥ inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
∣∣∣
(φ,u)=(L,vλ)
= 0.
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Hence, in order to prove (9), we only need to show that
(10) sup
(φ,u)∈F˜(λ)
inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉 ≤ 0.
We postpone the proof of (10) and, assuming temporarily that (9) is valid, we prove that (8)
holds.
To prove (8), we observe that Pλ and, by Lemma 7, F˜(λ) are convex,
P
λ ∋ ν 7→ 〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
is convex and continuous, in the topology of weak convergence of measures, for any (φ, u) ∈ F˜(λ)
and
F˜(λ) ∋ (φ, u) 7→ 〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
is concave and continuous for any ν ∈ Pλ. Hence, noting moreover that the sets Tn × Zi are
compact sets, we apply the minimax theorem ([34, 35]), to find from (9) that
(11)
0 = sup
(φ,u)∈F˜(λ)
min
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
= min
ν∈Pλ
sup
(φ,u)∈F˜(λ)
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉.
Observe by using the cone property of F˜(λ) that
sup
(φ,u)∈F˜(λ)
〈ν, uk(z)Sλ1− φ〉 =


0 if ν ∈ G˜ ′(z, k, λ),
∞ if ν ∈ Pλ \G˜ ′(z, k, λ).
This and (11) yield
0 = min
ν∈Pλ
sup
(φ,u)∈F˜(λ)
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉
= min
ν∈G˜ ′(z,k,λ)
〈ν, L− vλk (z)Sλ1〉 = min
ν∈G˜ ′(z,k,λ)
〈ν, L〉 − vλk (z),
which proves (8).
It remains to show (10). For this, we argue by contradiction and thus suppose that (10) does
not hold. Accordingly, we have
sup
(φ,u)∈F˜(λ)
inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉 > ε
for some ε > 0. We may select (φ, u) ∈ F˜(λ) so that
inf
ν∈Pλ
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉 > ε.
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That is, for any ν ∈ Pλ, we have
〈ν, L− φ+ (uk(z)− vλk (z))Sλ1〉 > ε = 〈ν, εSλ1〉.
Plugging ν = (Sλ)−1δ(x,ξ,η)ei ∈ Pλ, with any (x, ξ, η) ∈ Tn × Zi and i ∈ I, into the above, we
find that
(Li − φi)(x, ξ, η) + (uk(z)− vλk (z)− ε)Sλ(η) > 0.
Hence, setting w := u− (uk(z)− vλk (z)− ε)1, we have
λwi(x) + ξ · p+ η · w(x)− Li(x, ξ, η)
= λui(x) + ξ · p+ η · u(x)− (uk(z)− vλk (z)− ε)Sλ(η)− Li(x, ξ, η)
< λui(x) + ξ · p+ η · u(x)− φi(x, ξ, η)
for all (x, p, ξ, η) ∈ Tn × Rn × Zi and i ∈ I. This ensures that w is a subsolution of
λw +H [w] = 0 in Tn.
By Theorem 2, we get
u(x)− (uk(z)− vλk (z)− ε) ≤ vλ(x) for x ∈ Tn.
The k-th component of the above, evaluated at x = z, yields an obvious contradiction, which
proves that (10) holds. 
4. Green-Poisson measures: the general case
We now remove the hypothesis (H5) in Theorem 6 and establish the following theorem.
Theorem 8. Assume (H1)–(H3). Let (z, k, λ) ∈ Tn × I × (0, ∞) and vλ ∈ C(Tn)m be the
solution of (Pλ). Then there exists µ ∈ C(z, k, λ, L) such that
(12) vλk (z) = 〈µ, L〉 = min
ν∈C(z,k,λ,L)
〈ν, L〉.
The theorem above guarantees the existence of a Green-Poisson measure associated with any
(z, k, λ) ∈ Tn × I× (0, ∞).
For the proof of Theorem 8, we approximate the Hamiltonian H(x, p, u) by Hamiltonians
which satisfy (H1)–(H3) and (H5).
In what follows we fix a (z, k, λ) ∈ Tn × I × (0, ∞). We fix a constant C > 0 and consider
the condition that
(13) |vλ(x)| + |Dvλ(x)| ≤ C a.e. x ∈ Tn.
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We choose a function h ∈ C1(Rn × Rm) so that
(14)


h is nonnegative and convex on Rn × Rm,
h(p, u) = 0 if and only if |p|+ |u| ≤ C,
lim
|p|+|u|→∞
(|p|+ |u|)−1h(p, u) =∞.
Also, we choose a closed ball Q ⊂ Rn+m such that for all (x, i, p, u) ∈ Tn × I× Rn+m,
(15) ∂p,uHi(x, p, u) ⊂ Q if |p|+ |u| ≤ C,
where ∂p,uHi denotes the subdifferential of (p, u) 7→ Hi(x, p, u).
Theorem 9. Assume (H1)–(H3). Let vλ be the solution of (Pλ) and assume that (13) is
satisfied for some constant C > 0. Let Q be a closed ball of Rn+m such that (15) holds. Assume
that there exists µ ∈ C(z, k, λ, L) such that
vλk (z) = 〈µ, L〉.
Then
supp µi ⊂ Tn × [Q ∩ (Rn × Yi)] for i ∈ I.
We recall some basic properties related to the subdifferentials of H and L.
Lemma 10. Assume (H2). Let (x, i) ∈ Tn × I. (i) We have
∂p,uHi(x, p, u) 6= ∅ for (p, u) ∈ Rn × Rm.
(ii) Let (p, u), (ξ, η) ∈ Rn+m. The following three statements are equivalent each other.
(a) (ξ, η) ∈ ∂p,uHi(x, p, u).
(b) (p, u) ∈ ∂ξ,ηLi(x, ξ, η).
(c) Hi(x, p, u) + Li(x, ξ, η) = ξ · p+ η · u.
Proof. (i) Since (p, u) 7→ Hi(x, p, u) is continuous and convex in Rn+m, it is locally Lipschitz
continuous (see [21, Theorem B.3]) and hence almost everywhere differentiable (see [21, The-
orem F.1]) in Rn+m. Fix any (p, u) ∈ Rn+m and choose a sequence of points (pk, uk) ∈ Rn+m
converging to (p, u) such that (p, u) 7→ Hi(x, p, u) is differentiable at (pk, uk) for all k ∈ N. Set
(ξk, ηk) = Dp,uHi(x, p
k, uk) for k ∈ N. The local Lipschitz continuity of Hi(x, ·, ·) allows us to
assume that (ξk, ηk)k∈N is bounded and, moreover, convergent to some (ξ
0, η0) ∈ Rn+m after
passing to a subsequence. Since
Hi(x, p
k + q, uk + r) ≥ Hi(x, pk, uk) + ξk · q + ηk · r for (q, r) ∈ Rn+m,
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sending k →∞ yields
Hi(x, p+ q, u+ r) ≥ Hi(x, p, u) + ξ0 · q + η0 · r for (q, r) ∈ Rn+m,
which shows that (ξ0, η0) ∈ ∂p,uHi(x, p, u) and ∂p,uHi(x, p, u) 6= ∅.
We here skip to prove (ii) and leave it to the reader to consult [33, Theorem 23.5] or [21,
Theorem B.2]. 
Proof of Theorem 9. We set Gh(x, p, u) = H(x, p, u) + h(p, u) for (x, p, u) ∈ Tn ×Rn ×Rm and
let Kh = (Khi )i∈I be the Lagrangian corresponding to G
h. Since Gh grows superlinearly as
|p|+ |u| → ∞, we see that Kh ∈ C(Tn × Rn × Rm)m. Note that
Gh ≥ H and Kh ≤ L on Tn × Rn × Rm.
According to Proposition 4, we have
L(x, ξ, η) + zY (η) = L(x, ξ, η) for (x, ξ, η) ∈ Tn × Rn × Rm,
where zY := (zYi)i∈I and hence
Lh(x, ξ, η) := Kh(x, ξ, η) + zY (η) ≤ L(x, ξ, η) for (x, ξ, η) ∈ Tn × Rn × Rm.
Let Hh = (Hhi )i∈I be the Hamiltonian corresponding to L
h. We have
H ≤ Hh ≤ Gh on Tn × Rn × Rm.
In particular, we have
H(x, p, u) = Hh(x, p, u) = Gh(x, p, u) if |p|+ |u| ≤ C,
which shows, together with (13), that vλ is a solution of λu+Hh[u] = 0 in Tn. It is clear that
Hh satisfies (H1) and (H2). Moreover, Hh satisfies (H3) due to Proposition 4.
Now, since L ≥ Lh on Tn×Rn×Rm, we infer that C(z, k, λ, L) ⊂ C(z, k, λ, Lh) and moreover
vλk (z) = 〈µ, L〉 ≥ 〈µ, Lh〉.
Since λvλ +Hh[vλ] = 0 in Tn, we get
vλk (z) ≤ inf
ν∈C(z,k,λ,Lh)
〈ν, Lh〉 ≤ 〈µ, Lh〉.
Combining these yields
vλk (z) = 〈µ, L〉 = 〈µ, Lh〉,
and hence
〈µ, L− Lh〉 = 0 and L ≥ Lh.
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Since Yi is a closed subset of R
m and L =∞ on Tn × Rn × (Rm \ Yi), we see that
supp µi ⊂ Tn × Rn × Yi for i ∈ I.
Note that Lh ∈ ∏i∈I C(Tn × Rn × Yi) and, for i ∈ I, Li − Lhi is lower semicontinuous in
T
n × Rn × Yi. Hence, we deduce easily that for i ∈ I,
supp µi ⊂ {(x, ξ, η) ∈ Tn × Rn × Yi : L(x, ξ, η) = Lh(x, ξ, η)}.
It remains to show that for all i ∈ I,
(16) {(x, ξ, η) ∈ Tn × Rn × Yi : Li(x, ξ, η) = Lhi (x, ξ, η)} ⊂ Tn ×Q.
To show this, we fix i ∈ I and
(x, ξ, η) ∈ Tn × Rn × Yi
such that Li(x, ξ, η) = L
h
i (x, ξ, η), set ζ = (ξ, η) and show that ζ ∈ Q. We argue by contradic-
tion and thus suppose that ζ 6∈ Q.
Note that, since ζ ∈ Rn × Yi,
(17) Khi (x, ζ) = L
h
i (x, ζ) = Li(x, ζ).
In view of Lemma 10, (i) applied to Kh, we can select qζ = (pζ , uζ) ∈ ∂ξ,ηKhi (x, ζ), which
implies by the convex duality (Lemma 10, (ii)) that ζ ∈ ∂p,uGhi (x, qζ) and
(18) Khi (x, ζ) +G
h
i (x, qζ) = ζ · qζ .
We claim that h(qζ) > 0. Indeed, if, to the contrary, h(qζ) = 0, then we have |pζ|+ |uζ| ≤ C
by (14) and, by (17) and (18),
ζ · qζ = Khi (x, ζ) +Ghi (x, qζ) = Li(x, ζ) +Hi(x, qζ),
which implies by Lemma 10, (ii) that
ζ ∈ ∂p,uHi(x, qζ) ⊂ Q.
This contradicts the choice of ζ , which confirms that h(qζ) > 0.
Now, we observe that
Li(x, ζ) ≥ ζ · qζ −Hi(x, qζ) = ζ · qζ −Ghi (x, qζ) + h(qζ)
= Khi (x, ζ) + h(qζ) > K
h
i (x, ζ) = Li(x, ζ),
which is a contradiction, and we conclude that (16) is valid. The proof is complete. 
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Proof of Theorem 8. We choose a constant C > 0 and a closed ball Q ⊂ Rn+m so that (13)
and (15) hold. Let h ∈ C1(Rn+m) be a function satisfying (14). As in the proof of Theorem 9,
we define sequences (Hr)r∈N, (L
r)r∈N, (G
r)r∈N, (K
r)r∈N of functions, with h replaced by h/r.
That is, Gr = (Gri )i∈I is defined by
Gri (x, p, u) = Hi(x, p, u) +
1
r
h(p, u) for (x, p, u) ∈ Tn × Rn+m,
Kr is the Lagrangian corresponding to Gr, Lr is given by
Lr(x, ξ, η) = Kr(x, ξ, η) + zY (η) for (x, ξ, η) ∈ Tn × Rn+m,
and Hr is the Hamiltonian corresponding to Lr. We have already checked in the proof of
Theorem 9 that Hr satisfies (H1)–(H3), vλ is a solution of λvλ + Hr[vλ] = 0 in Tn, and
Lr ∈∏i∈I C(Tn×Rn×Yi). Moreover, it is easily seen that for (x, p, u) ∈ Tn×Rn+m and i ∈ I,
if |p|+ |u| ≤ C,
(19) H(x, p, u) = Hr(x, p, u) = Gr(x, p, u) and ∂p,uH
r
i (x, p, u) ⊂ Q.
Next we define function HrQ = (H
r
Q,i)i∈I as the Hamiltonian of the function
LrQ(x, ξ, η) := L
r(x, ξ, η) + zQ(ξ, η).
Note by Lemma 10, (ii) that for (x, i, p, u) ∈ Tn × I× Rn+m and ζ ∈ Rn+m, if
ζ ∈ ∂p,uHrQ,i(x, p, u),
then
(p, u) ∈ ∂ξ,ηLrQ,i(x, ζ),
and hence, by the definition of LrQ,i,
ζ ∈ Q.
That is, we have
∂p,uH
r
Q,i(x, p, u) ⊂ Q for (x, i, p, u) ∈ Tn × I× Rn+m.
It is now easy to see that HrQ satisfies (H1), (H2) and (H5). Note also by the inclusion in (19)
that if |p|+ |u| ≤ C,
Hri (x, p, u) = max
(ξ,η)∈Q
(p · ξ + u · η − Lri (x, ξ, η))
= max
(ξ,η)∈(Rn×Yi)∩Q
(p · ξ + u · η −Kri (x, ξ, η)) = HrQ,i(x, p, u).
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We may now invoke Theorem 6, to conclude that there is µ ∈ C(z, k, λ, LrQ) such that
(20) vλk (z) = 〈µ, LrQ〉 = min
ν∈C(z,k,λ,Lr
Q
)
〈ν, LrQ〉.
Since LrQ ≥ Lr, we deduce that C(z, k, λ, LrQ) ⊂ C(z, k, λ, Lr) and by using (20) that
(21) µ ∈ C(z, k, λ, Lr) and vλk (z) = 〈µ, Lr〉 = min
ν∈C(z,k,λ,Lr)
〈ν, Lr〉.
Theorem 9 and (19) ensure that for any minimizer ν = (νi)i∈I ∈ C(z, k, λ, Lr) of the optimization
in (21), we have
supp νi ⊂ Tn × [(Rn × Yi) ∩Q].
For each r ∈ N, we select a minimizer µr ∈ C(z, k, λ, Lr) of the optimization in (21). Since
suppµr ⊂ Tn × Q, we may assume that (µr)r∈N after passing to a subsequence that (µr)r∈N
converges weakly in the sense of measures to a measure µ ∈ Pλ. It is easy to check that, as
r →∞,
Lr(x, ξ, η)→ L(x, ξ, η)
monotonically pointwise. By the monotonicity (Lr ≤ Lr+1 for r ∈ N), we deduce that
µ ∈ C(z, k, λ, Lr) and vλk (z) ≥ 〈µ, Lr〉 for r ∈ N.
By the monotone convergence theorem, we infer from the latter of the above that
vλk (z) ≥ 〈µ, L〉,
and Li is integrable with respect to µi The former now ensures that µ ∈ C(z, k, λ, L), which
readily shows that
vλk (z) = 〈µ, L〉 = min
ν∈C(z,k,λ,L)
〈ν, L〉. 
5. A convergence result for the vanishing discount problem
We study the asymptotic behavior of the solution vλ of (Pλ), with λ > 0, as λ→ 0.
Theorem 11. Assume (H1)–(H4). Let vλ be the solution of (Pλ) for λ > 0. Then there exists
a solution v0 of (P0) such that the functions v
λ converge to v0 in C(Tn)m as λ→ 0+.
Lemma 12. Under the hypotheses of Theorem 11, there exists a constant C0 > 0 such that for
any λ > 0,
(22) |vλi (x)| ≤ C0 for (x, i) ∈ Tn × I.
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Proof. Let v0 = (v0,i)i∈I ∈ Lip(Tn)m be a solution of (P0). Choose a constant C1 > 0 so that
|v0,i(x)| ≤ C1 for (x, i) ∈ Tn × I,
and observe by Lemma 1 that the functions v0 + C11 and v0 − C11 are a supersolution and a
subsolution of (P0), respectively. Noting that v0 + C11 ≥ 0 and v0 − C11 ≤ 0, we deduce that
v0 + C11 ≥ 0 and v0 −C11 ≤ 0 are a supersolution and a subsolution of (Pλ), respectively, for
any λ > 0. By comaprison (Theorem 2), we see that, for any λ > 0, v0 −C11 ≤ vλ ≤ v0 +C11
on Tn and, moreover, −2C11 ≤ vλ ≤ 2C11 on Tn. Thus, (22) holds with C0 = 2C1. 
Lemma 13. Under the hypotheses of Theorem 11, the family (vλ)λ∈(0, 1) is equi-Lipschitz con-
tinuous on Tn.
Proof. According to Lemma 12, we may choose a constant C0 > 0 so that
|vλi (x)| ≤ C0 for (x, i, λ) ∈ Tn × I× (0, ∞).
Hence, as vλ is a solution of (Pλ), we deduce by (H1) that there exists a constant C1 > 0 such
that the functions vλi , with λ ∈ (0, 1), are subsolutions of |Du| ≤ C1 in Tn. As is well-known,
this implies that the vλi are Lipschitz continuous on T
n with C1 as their Lipschitz bound. 
We remark that on can show, with a slightly more elaboration, the equi-Lipschitz property
of (vλ)λ>0 in the above lemma.
Theorem 14. Let (z, k) ∈ Tn × I. Assume (H1)–(H4). For any λ > 0, let vλ be the solution
of (Pλ) and µ
λ ∈ C(z, k, λ, L) a minimizer in (12). Then, for any sequence (λj)j∈N of positive
numbers converging to zero, there exists a subsequence of (λj), which is denoted again by the
same symbol, such that, as j →∞,
λjµ
λj → ν0
weakly in the sense of measures for some ν0 = (ν0i )i∈I ∈ C(0, L), and ν0 satisfies
(23) 0 = 〈ν0, L〉 = min
ν∈C(0,L)
〈ν, L〉.
We call any minimizing measure ν0 ∈ C(0, L) in (23) aMather measure. The set of all Mather
measures ν0 ∈ C(0, L) is denoted by M(L). Notice that the limit measure ν0 in Theorem 14
is a Mather measure. It should be noted that, in our formulation, the existence of a Mather
measure is trivial since 0 ∈ C(0, L).
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Proof. We fix (z, k) ∈ Tn × I. By Theorem 8, for each λ > 0 there exists µλ = (µλi )i∈I ∈
C(z, k, λ, L) such that
(24) λvλk (z) = 〈λµλ, L〉.
By Lemmas 12 and 13, there is a constant C > 0 such that for any λ ∈ (0, 1),
|vλ(z)| + |Dvλ(x)| ≤ C a.e. x ∈ Tn.
We choose a closed ballQ ⊂ Rn+m so that (15) holds with C given above. Thanks to Theorem 9,
we find that
supp µλi ⊂ Tn × [Q ∩ (Rn × Yi)] for (i, λ) ∈ I× (0, 1).
Noting that Sλ(η) ≥ λ for η ∈ Yi and suppµλi ⊂ Tn × Rn × Yi for all i ∈ I, we observe that
〈λµλ, 1〉 = 〈µλ, λ1〉 ≤ 〈µλ, Sλ1〉 = 1.
Hence, by passing to a subsequence, we may assume that the sequences (λjµ
λj
i )j∈N of positive
measures on Tn × Rn × Rm converge to some positive measures µ0i on Tn × Rn × Rm.
It is clear that suppµ0i ⊂ Tn×[Q∩(Rn×Yi)]. For any bounded function φ ∈ C(Tn×Rn+m)m,
such that φ ≤ L, we see from (23) that
0 ≥ 〈ν0, φ〉,
and, moreover, by approximating L monotonically from below by bounded continuous functions
and applying the monotone convergence theorem, that
0 ≥ 〈ν0, L〉.
This shows that ν0 ∈ P0. Using the fact that supp µλi ⊂ Q for i ∈ I and λ > 0, we easily deduce
that ν0 ∈ C(0, L). According to Proposition 5, we have C(0, L) = G ′(0, L). It is now clear that
(23) holds. 
Let V denote the set of accumulation points v = (vi)i∈I ∈ C(Tn)m of (vλ)λ>0 in the space
C(Tn)m as λ → 0. Note by the stability of the viscosity property under uniform convergence
that any v ∈ V is a solution of (P0). Let W denote the set of those solutions w ∈ C(Tn)m of
(P0) which satisfy
(25) 〈ν, w〉 ≤ 0 for all ν ∈M(L).
22 H. ISHII AND L. JIN
Proof of Theorem 11. In view of the Ascoli-Arzela theorem, Lemmas 12 and 13 assure that the
family (vλ)λ∈(0, 1) is relatively compact in C(T
n)m. In particular, the set V is nonempty.
If V is a singleton, then it is obvious that the whole family (vλ)λ>0 converges to the unique
element of V in C(Tn)m as λ→ 0.
We need only to show that V is a singleton. For this, we first show that
(26) V ⊂ W.
To see this, let v ∈ V and ν ∈M(L). Choose a sequence (λj)j∈N of positive numbers converging
to zero such that (vλj)j∈N converges to v in C(T
n)m. Since (L−λvλ, vλ) ∈ F(0) and ν ∈ C(0, L),
we have
0 ≤ 〈ν, L− λvλ〉 = 〈ν, L〉 − 〈ν, λvλ〉 = −λ〈ν, vλ〉,
which yields, after dividing by λ > 0 and then sending λ→ 0 along λ = λj ,
〈ν, v〉 ≤ 0.
This proves (25), which ensures the inclusion (26).
Next, we show that
(27) w ≤ v for all w ∈ W, v ∈ V.
It is enough to show that for any v ∈ V, w ∈ W and (z, k) ∈ Tn × I, the inequality
wk(z) ≤ vk(z) holds.
Fix any v ∈ V and w ∈ W and (z, k) ∈ Tn×I. Select a sequence (λj)j∈N ⊂ (0, ∞) converging
to zero so that
vλj → v in C(Tn)m as j →∞.
By Theorem 8, there exists a sequence (µj)j∈N such that for j ∈ N,
(28) µj ∈ C(z, k, λj, L) and vλjk (z) = 〈µj, L〉.
In view of Theorem 14, we may assume by passing to a subsequence if necessary that, as j →∞,
λjµ
j → ν weakly in the sense of measures
for some ν = (νi)i∈I ∈M(L).
Now, note that (L+ λjw,w) ∈ F(λj) and infer by (28) that
wk(z) ≤ 〈µj, L+ λjw〉 = vλjk (z) + λj〈µj, w〉.
Sending j →∞ now yields
wk(z) ≤ vk(z) + 〈ν, w〉.
VANISHING DISCOUNT PROBLEM 23
This together with (25) shows that wk(z) ≤ vk(z), which ensures that (27) holds. Noting that
(27) combined with (26) shows that w ≤ v for all v, w ∈ V, that is, V is a singleton. The proof
is complete. 
Reviewing the proof above, we conclude easily the following proposition, which is a general-
ization of [10, Theorem 3.8] (see also [13, Proof of Theorem 1]).
Corollary 15. Under the assumptions and notation of Theorem 11, the limit function v0 =
(v0i )i∈I can be represented as
v0i (x) = max{wi(x) : w = (wi) ∈ W} for x ∈ Tn.
The proof of Corollary 15, with W replaced by
W− = {w ∈ C(Tn)m : w is a subsolution and satisfies (25)},
shows also that, under the hypotheses and notation of Corollary 15,
v0i (x) = max{wi(x) : w = (wi) ∈ W−} for x ∈ Tn.
6. Ergodic problem
Remark that, given a Hamiltonian H , condition (H4) is not satisfied in general. We consider
the problem of finding an m-vector c = (ci)i∈I ∈ Rm and a function u = (ui)i∈I ∈ C(Tn)m such
that u is a solution of the m-system
(29) H [u] = c in Tn,
which is stated componentwise as
Hi(x,Dui(x), u(x)) = ci in T
n for i ∈ I.
We call this problem the ergodic problem for H . If the ergodic problem has a solution c ∈ Rm
and u ∈ C(Tn)m, then we may apply the main convergence result (Theorem 11) to (Pλ), with
H replaced by H − c.
In the next result, we do not need the convexity or monotonicity of H , and we assume only
(H1).
For R > 0 and r > 0, we set
αR(r) = inf{Hi(x, p, u) : (x, i) ∈ Tn × I, u ∈ BmR , p ∈ Rn \Bnr },
βR = sup{Hi(x, 0, u) : (x, i) ∈ Tn × I, u ∈ BmR }.
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The constants αR(r) and βR are finite by the continuity of Hi and (H1). It is clear that for any
R > 0, the function r 7→ αR(r) is nondecreasing in (0, ∞) and diverges to infinity as r →∞.
Theorem 16. Assume (H1) and that there exists a constant R > 0 such that
(30) βR < αR
(
R
n
)
.
Then problem (29) has a solution (c, u) ∈ Rm × C(Tn)m.
Proof. We choose R > 0 so that (30) holds and select λ > 0 so that
(31) βR + λR < αR
(
R
n
)
.
Let u ∈ C(Tn)m and consider the uncoupled m-system for v = (vi)i∈I:
(32) λ(vi(x)− ui(x)) +Hi(x,Dvi(x), u(x)) = 0 in Tn for i ∈ I.
The functions (x, p) 7→ Hi(x, p, u(x)) are continuous and coercive and, hence, the standard
theory of viscosity solutions (also, Theorem 2 applied to each single equations) guarantees that
(32) has a unique solution v = (vi)i∈I and the functions vi are Lipschitz continuous on T
n.
For any u ∈ C(T n)m, let v = (vi)i∈I ∈ C(Tn)m be the solution of (32). We set
Tu := v −min
Tn
v,
where
min
Tn
v := (min
x∈Tn
vi(x))i∈I ∈ Rm,
which gives a mapping T from C(Tn)m to C(Tn)m. Because of the stability of viscosity solutions
under the uniform convergence and the uniqueness of solution of (32), we easily deduce that T
is a continuous mapping on the Banach space C(Tn)m, with norm ‖u‖∞ := maxx∈Tn |u(x)|.
Now, fix u so that
‖u‖∞ ≤ R and u(x) ≥ 0 for x ∈ Tn,
and observe that the function w(x) := −λ−1βR1 is a subsolution of (32). Indeed, we have
λ(wi(x)− ui(x)) +Hi(x,Dwi(x), u(x)) ≤ −βR +Hi(x, 0, u) ≤ 0 for (x, i) ∈ Tn × I.
By the standard comparison theorem, we have
−βR
λ
1 ≤ v.
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Noting that vi is Lipschitz continuous and hence it is almost everywhere differentiable, we
compute at any point x of differentiability of vi that, if Dvi(x) 6= 0,
0 ≥ λ
(
−βR
λ
− ui(x)
)
+ αR(|Dvi(x)|) ≥ −βR − λR + αR(|Dvi(x)|),
and observe by the choice of λ that, if Dvi(x) 6= 0,
αR(|Dvi(x)|) ≤ βR + λR < αR
(
R
n
)
,
which yields
|Dvi(x)| < R√
n
a.e. in Tn for i ∈ I,
and moreover
0 ≤ vi(x)−min
Tn
vi ≤ R for all (x, i) ∈ Tn × I.
Thus, we conclude that
‖DTui‖L∞(Tn) := ess sup
Tn
|D(Tu)i| ≤ R for i ∈ I,
Tu(x) ≥ 0 for x ∈ Tn and ‖Tu‖∞ ≤ R.
We set
K = {u ∈ C(Tn)m : u ≥ 0, ‖u‖∞ ≤ R, ‖Dui‖L∞(Tn) ≤ R for i ∈ I},
and note that K is a compact convex subset of C(Tn)m. The above observations show that
T maps K into K. The Schauder fixed point theorem guarantees that there is a fixed point
u ∈ K of T . Let v be the a solution of (32), with this u. By the definition of T , we have
u = Tu = v −min
Tn
v
and u solves
λmin
Tn
vi +Hi(x,Dui, u) = 0 in T
n for i ∈ I.
That is, the pair (−λminTn v, u) is a solution of (30). 
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