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Abstract
The problem of estimating haplotype frequencies from population data has been considered by
numerous investigators, resulting in a wide variety of possible algorithmic and statistical solutions.
We propose a relatively unique approach that employs an artificial neural network (ANN) to
predict the most likely haplotype frequencies from a sample of population genotype data. Through
an innovative ANN design for mapping genotype patterns to diplotypes, we have produced a
prototype that demonstrates the feasibility of this approach, with provisional results that correlate
well with estimates produced by the expectation maximization algorithm for haplotype frequency
estimation. Given the computational demands of estimating haplotype frequencies for 20 or more
single-nucleotide polymorphisms, the ANN approach is promising because its design fits well with
parallel computing architectures.
Background
The relatively high cost of sequencing even short frag-
ments of DNA means that, for the foreseeable future at
least, the majority of research in genetic epidemiology will
continue to be based on genotype data (i.e., marker phe-
notypes) produced by increasingly automated assay meth-
ods. This presents a fundamental problem to researchers
in the field because current genotyping methods do not
preserve phase information with respect to the individual
whose genotype is being determined. In other words, the
result of genotyping an individual may tell us that he has
the two distinct alleles 'A' and 'a' at a given locus, but the
respective maternal and paternal origin of each allele will
generally not be known.
Many of the statistical methods of genetic epidemiology,
and linkage analysis in particular, are specifically designed
to measure the amount of association between a hypoth-
esized genetic variant and the observed disease incidence
within a sample of family or population data containing
individual-specific genotype data. The availability of hap-
lotype data would, of course, provide these methods with
much greater power to detect linkage, particularly in the
context of pedigree data. Because the haplotypes cannot
be known with certainty it is reasonable to ask whether
inferential methods might allow us to estimate haplotype
frequencies either for a population or on an individual
basis.
An elegant and intuitive "parsimony" algorithm [1] starts
by identifying all genotypes that can be unambiguously
resolved into an initial set of diplotypes (haplotype pairs),
and maps them into a list of known haplotypes. Then for
each of the remaining unresolved genotypes, the set of all
diplotypes consistent with that genotype is constructed,
and each haplotype pair is considered in turn. If one of the
possible haplotypes can be found in the list of known
haplotypes, then its corresponding (paired) haplotype is
also added to the list. The process continues until no more
genotypes can be resolved in this way. The main problems
with the method are that it is guaranteed neither to start
from Genetic Analysis Workshop 14: Microsatellite and single-nucleotide polymorphism
Noordwijkerhout, The Netherlands, 7-10 September 2004
Published: 30 December 2005
BMC Genetics 2005, 6(Suppl 1):S129 doi:10.1186/1471-2156-6-S1-S129
<supplement> <title> <p>Genetic Analysis Workshop 14: Microsatellite and single-nucleotide polymorphism</p> </title> <editor>Joan E Bailey-Wilson, Laura Almasy, Mariza de Andrade, Julia Bailey, Heike Bickeböller, Heather J Cordell, E Warwick Daw, Lynn Goldin, Ellen L Goode, Courtney Gray- McGuire, Wayne Hening, Gail Jarvik, Brion S Maher, Nancy Mendell, Andrew D Paterson, John Rice, Glen Satten, Brian Suarez, Veronica Vieland, Marsha Wilcox, Heping Zhang, Andreas Ziegler and Jean W MacCluer</editor> <note>Proceedings</note> </supplement>BMC Genetics 2005, 6:S129
Page 2 of 5
(page number not for citation purposes)
nor stop, and is susceptible to errors in the presence of
multiple heterozygosity.
Another approach uses the well-known expectation-max-
imization (EM) algorithm to find the maximum likeli-
hood of the haplotype frequencies over the given
genotype data [2]. The method has been shown to be
acceptably accurate and robust under a variety of scenar-
ios [3], and noted deficiencies include its assumption of
Hardy-Weinberg equilibrium proportions, relative slow-
ness to converge, and difficulty in estimating errors.
In the Bayesian/Gibbs sampling method [4-6] the investi-
gator first establishes a prior distribution (the Dirichlet or
coalescent are two possibilities) of all haplotypes consist-
ent with the set of given genotypes, and then produces
empirical estimates of each individual's haplotype proba-
bility by repeatedly sampling from the posterior distribu-
tion created when that individual's genotype data is
removed from the sample. This process is performed for
all individuals, as many times as necessary, until some
predetermined convergence criteria is met. As with all
Bayesian methods, the main problem here is how to set
the parameters for the prior distribution of haplotype fre-
quencies.
In contrast to these methods, we considered an approach
that treats haplotype frequency estimation as a type of
multivariate classification problem, and in particular, our
objective was to determine whether an artificial neural
network (ANN) can be designed to recognize the most
likely set of haplotypes – and hence their relative frequen-
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cies – that underlies the observed genotype data for a
given population of individuals (we have deferred consid-
eration of pedigrees to another time).
Methods
A neural network is a particular type of machine learning
algorithm designed to imitate the way learning is believed
to occur in the human brain [7,8]. Small, autonomous
data transformation units called nodes are grouped
together in different layers, and weighted interconnec-
tions are established such that the outputs of nodes from
a previous layer become inputs into nodes in a successive
layer. A particular data signal, or pattern, is presented to
the input layer and allowed to propagate through the net-
work until it reaches the output layer, whereupon the net-
work's response to the given pattern is revealed. During
the network training phase, each observed response is
compared with the expected output – the target – for a
given pattern. The difference between the observed and
expected response is computed to obtain the error for that
presentation, which is then used to improve the network's
performance by means of error back-propagation.
Our goal was to construct an artificial neural network that
could be trained to generate acceptably accurate haplo-
type classifications from a given set of genotype data. The
first problem we needed to solve was how to design the
different network layers such that a particular genotype
pattern can be mapped to one or more diplotype classifi-
cations consistent with the pattern. We chose a design
consisting of two hidden layers as shown in Figure 1. The
network is designed to accept an arbitrary genotype pat-
tern presented at the input layer, whose nodes are
encoded as locus-specific genotypes. The network outputs
represent diplotypes (i.e., haplotype pairs) consistent
with the genotype data found in the population being
studied, and the essential operation of the network is as
follows:
1. During the feed-forward process, a given node of the
input layer is activated only if its respective genotype
occurs in the input pattern.
2. The first hidden layer, HL-1, consists of nodes repre-
senting three-locus partial haplotypes, and the weighted
output of an activated input layer node is transmitted to a
particular HL-1 node if either of the two alleles repre-
sented by the input layer occurs in the partial haplotype of
the HL-1 node.
3. The second hidden layer, HL-2, consists of complete
haplotypes (with respect to the set of loci implied by the
input genotype patterns), and the weighted output of an
activated HL-1 node is fed into a particular HL-2 node if
the partial haplotype represented by the HL-1 node occurs
in the complete haplotype of the HL-2 node.
4. Finally, the output layer consists of nodes representing
possible diplotypes, and their nodes are activated by
weighted output of HL-2 nodes in a fashion similar to that
of the other layers.
Once the network has been created, and some data encod-
ing scheme has been established for the input layer, the
network must be trained so that the collection of weights
and biases at each node result in optimal mappings
between input patterns and output targets. Normally, a
neural network should be trained by providing sets of data
in which the correct classification is known for each input
pattern, but since the true distribution of haplotypes for a
given population is unknown, the network must be
trained against the probability distribution of haplotypes
that are consistent with the observed genotype data. For
the purposes of this study, we arbitrarily assumed that
each of the possible diplotypes consistent with a given
genotype has an equal probability of being the correct
classification.
The basic algorithm is as follows:
1. Obtain a pattern genotype by random sampling, with-
out replacement, from the given population data.
2. For the given pattern, determine a target diplotype by
random sampling from the uniform distribution of all
diplotypes consistent with the selected genotype.
3. Present the pattern to the ANN input layer and propa-
gate it forward to obtain one or more prospective (i.e.,
"predicted") diplotype classifications.
4. Compute the hamming distance (i.e., the number of
locations at which two given diplotypes differ) between
each of the prospective diplotypes and the target diplo-
type to obtain the pattern error.
5. Propagate the error backwards through the ANN to
adjust the internodal weights.
6. If unsampled population data remains, go to step 1.
Otherwise, the total error for the current training epoch is
equal to  .
7. If total error is less than some predetermined threshold,
save current weights and stop. Otherwise, reshuffle the
population data and begin another epoch at step 1.
1
2
2 () target predicted − ∑
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After the ANN has been sufficiently trained, the network's
training mode functions are disabled to allow the network
to simply act as a pattern classifier as follows:
1. Make a final sequential pass through the original geno-
type data, in which each individual's genotype is pre-
sented to the ANN for classification.
2. Record the observed diplotype classification(s) for each
presentation, and continue until each individual's geno-
type has been submitted for classification.
3. Produce the final estimates by converting the diplotype
counts into relative haplotype frequencies.
Results
We implemented our ANN design using PYTHON, a
cross-platform programming language that is well suited
to rapid development of software prototypes [9]. Our data
sample consisted of 2,047 individual records randomly
selected from REP01 of the combined Aipotu, Danacaa,
and Karangar datasets (Genetic Analysis Workshop 14,
Problem 2). We selected the first 10 loci for analysis, and
recoded the alleles from 1/2, 1/2, 1/2, ... to A/a, B/b, C/c,
..., respectively.
During the training phase, we allowed the ANN weights to
train for more than 50 epochs, and obtained a minimum
total error of 8.3. Classification was subsequently per-
formed using the weights associated with the lowest total
error. The simulated data did not include haplotype infor-
mation for individuals and we were therefore unable to
perform a proper error analysis on the ANN's perform-
ance. Instead, we simply compared the results of the ANN-
based frequency estimates against estimates obtained
from a C++ implementation of the EM algorithm for hap-
lotype frequency estimation. The results were encouraging
(see Figure 2). The correlation between the two independ-
ent methods was 0.98 for the most 100 frequent haplo-
types, although the correlation decreases significantly
when only low-frequency haplotypes are considered.
Discussion
To the best of our knowledge, the ANN design shown in
Figure 1 is a previously untried innovation for the haplo-
type estimation problem, and the provisional results we
have obtained suggest that this approach may be worth
further examination. Several shortcomings of the existing
implementation should be considered then, any one of
which could account for the observed correlational break-
down between the two estimation methods. First, the
Comparison of algorithms for the 25 most frequently occurring haplotypes Figure 2
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assumed uniform distribution of haplotype frequencies
(given genotype) is almost certainly unrealistic, and
efforts to improve the sampling scheme from that stand-
point will likely prove beneficial. Secondly, our decision
to halt training after 50 epochs was also somewhat arbi-
trary, and it is entirely possible that we could have
obtained even better results had we allowed the mini-
mum total error to drop closer to zero. Also, we arbitrarily
designed the first hidden layer to contain nodes of three-
locus haplotypes, but it would be interesting to see if a
five-locus design produced significantly different results.
Finally, the sample we analyzed did not reflect missing
data at any of the selected single-nucleotide polymor-
phisms loci; however, it is our belief that the random sam-
pling aspect of the method's algorithm would make it
fairly robust in the presence of moderate amounts of miss-
ing genotype data.
We designed and tested the ANN to facilitate haplotype
estimation from population data, deferring consideration
of pedigrees to another time. A logical extension to the
current ANN design, therefore, would be to allow for any
familial relationships contained in the data sample. It is
worth noting that the ANN's design comprises function-
ally independent nodes and layers, suggesting that it can
be subdivided into smaller "subnetworks" that operate in
parallel within some distributed processing framework.
For example, given access to a networked cluster of 20
CPUs, the problem of reconstructing haplotypes for 20
SNPs could in principle be reduced from a single task with
220 possible solutions to a set of 20 parallel tasks, each
with only two possible solutions to consider. Lastly, the
lack of haplotype information for the simulated data pre-
cluded the usual type I error/power analyses, and these
properties will of course need to be determined for this
method.
Conclusion
Our investigation has successfully demonstrated that an
artificial neural network can be employed to estimate hap-
lotype frequencies from population genotype data, and
we have obtained provisional results that appear to corre-
late well with estimates produced by the EM algorithm for
haplotype frequency estimation. On the other hand, the
ANN presented here is at best a prototype, and there is
clearly much room for improvement, both in its design
and implementation. ANNs, by their nature, are well
suited to parallel computing architectures and we there-
fore believe this approach to be worthy of further study.
Abbreviations
ANN: Artificial neural network
EM: Expectation maximization
Authors' contributions
KCC designed and implemented the artificial neural net-
work described herein, performed all analyses, and wrote
the manuscript. DB wrote and operated the C++ imple-
mentation of the EM algorithm for haplotype frequency
estimation, and also prepared the simulated GAW data
sample for analysis by each of the programs.
Acknowledgements
This work was supported by a U.S. Public Health Service Resource Grant 
(RR03655) from the National Center for Research Resources.
References
1. Clark AG: Inference of haplotypes from PCR-amplified sam-
ples of diploid populations.  Mol Biol Evol 1990, 7:111-122.
2. Excoffier L, Slatkin M: Maximum-likelihood estimation of
molecular haplotype frequencies in a diploid population.  Mol
Biol Evol 1995, 12:921-927.
3. Fallin D, Schork NJ: Accuracy of haplotype frequency estima-
tion for biallelic loci, via the expectation-maximization algo-
rithm for unphased diploid genotype data.  Am J Hum Genet
2000, 67:947-959.
4. Lin S, Cutler D, Zwick ME, Chakravarti A: Haplotype inference in
random population samples.  Am J Hum Genet 2002,
71:1129-1137.
5. Niu T, Zhaohui SQ, Xiping X, Jun SL: Bayesian haplotype infer-
ence for multiple linked single-nucleotide polymorphisms.
Am J Hum Genet 2002, 70:157-169.
6. Stephens M, Smith NJ, Donnelly P: A new statistical method for
haplotype reconstruction from population data.  Am J Hum
Genet 2001, 68:978-989.
7. Pao Y: Adaptive Pattern Recognition and Neural Networks New York: Add-
ison Wesley; 1988. 
8. Widrow B, Winter RG, Baxter RA: Layered neural nets for pat-
tern recognition.  IEEE Trans Acoustics Speech Signal Processing 1988,
36:1109-1117.
9. Introductory Material on Python   [http://www.python.org/doc/
Intros.html]