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The time complexity of Boolean functions on abstract concurrent-read exclusive-write 
parallel random access machines (CREW PRAMs) is considered. We improve results of 
Cook, Dwork, and Reischuk (SIAM J. Comput. 15 (1986), 87-97), and extend work of 
Kutytowski (SIAM J. Comput. 20 (1991), 824-833), who proved a lower time bound for the 
OR function on such machines that equals the upper bound. We provide a general means for 
obtaining exact (i.e., correct up to an additive constant) lower bounds, which works for many 
Boolean functions, in particular all symmetric functions. The new approach is based on the 
fact that Boolean functions can be represented as polynomials with integer coefficients and 
that the degree of such a polynomial can be taken as a complexity measure. For some func- 
tions, e.g., AND and PARITY, the exact time bound also holds for nondeterministic 
machines. For probabilistic machines, we obtain exact lower time bounds for PARITY in the 
unbounded error model and, utilizing results by Szegedy (Ph.D. dissertation, University of 
Chicago, 1989), prove a general lower bound valid for all Boolean functions in the bounded 
error model. We further show that the (bounded error) probabilistic time complexity of 
Boolean functions on CREW PRAMs differs at most by a constant factor from the 
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deterministic time complexity. We also obtain exact bounds for machines that allow a few 
processors to try to write to the same cell simultaneously. These bounds are stronger than 
those which follow automatically from the exclusive-write bounds. No tight bounds for this 
model were known before. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
This paper studies the time complexity of Boolean functions on abstract 
concurrent-read exclusive-write parallel random access machines (CREW PRAMs). 
A PRAM consists of processors P1, P2, ... and a common random access memory 
consisting of cells C~, C2 ..... The n bits of the input are given in the first n cells; 
at the end of the computation the output is the content of the first memory cell. We 
are mainly interested in the CREW model, in which several processors may 
simultaneously read a common memory cell, but never more than one processor is 
allowed to simultaneously write to a common memory cell. We assume that the 
number of processors active in the computation and the type of operations they 
perform, as well as the size of the words that might be stored in a memory cell, are 
unrestricted. We will also consider variants of this model, viz., nondeterministic and 
probabilistic versions. (For precise definitions ee Sections 2.2, 5, and 6.) 
Recently, substantial progress has been made in understanding the time com- 
plexity of Boolean functions, i.e., functions f :  {0, 1 } n __. {0, 1 }, on abstract CREW 
PRAMs. The most significant steps in this development were the lower bound by 
Cook, Dwork, and Reischuk [7], Nisan's [181 characterization f the time com- 
plexity of Boolean functions on CREW PRAMs up to a constant factor, and finally 
Kutytowski's [13] result that determines the CREW complexity of many Boolean 
functions, including the OR of n bits, up to an additive term between zero and one. 
In this paper the last approach, which yields exact time bounds, is developed 
further. Let us begin with a closer look at the mentioned results. 
DEFINITION 1.1. (a) The Fibonacci numbers Fk, k~>0, are defined by Fo=0,  
F I= 1, and Fk=Fk_a+Fk_ l  for k>~2. 
(b) (The "Fibonacci bound") ~b(x) := min{t : F2t+ 1 >~ x}. 
Note. lOgbX<,O(X)<.logbx+ 1.34, for x~> 1, where b= [1(1 +x//5)]2=2.618 .... 
We have logb x = c log x, 1 for c = 0.7202 .... 
Notation. In the following, xl,...,x~ denote variables, i.e., literals, and 
a= (al, ..., an), b= (bl .... , bn) denote elements of {0, 1}". 
DEFINITION 1.2. (a) B n denotes the set of all Boolean functions of n variables, 
i.e., functions f :  {0, 1}n--* {0, 1}. 
(b) CREW(f )  denotes the minimal number of steps a CREW PRAM needs 
to compute f~ B,. 
1 Throughout he paper, log stands for log to the base 2. 
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Recall that a Boolean decision tree for n variables is a binary tree in which each 
internal node has two sons and is labeled by one of the variables, and each leaf is 
labeled by 0 or 1. Given such a tree and an input (al .... , an) e {0, 1 }n, we can per- 
form a computation in the following way: starting from the root of the tree we go 
downwards in the tree; at each internal node encountered we test the input bit that 
corresponds to the variable that labels the node; if it is 0, then we go to the left son; 
otherwise we go to the right son. The label of the leaf that is eventually reached is 
the result of the computation. 
DEFINITION 1.3. D( f )  denotes the minimal depth of a Boolean decision tree for 
n variables that computes f~ B n. 
Cook, Dwork, and Reischuk showed that the OR of n inputs, denoted by 
OR n, can be computed on an n-processor CREW PRAM faster than in the 
obvious binary tree fashion, which takes [- logn+ 17 steps [31, p. 363]. If n-2 n 
many processors are provided, the bound applies to all Boolean functions. The 
general upper bound can also be be formulated in terms of the decision tree 
complexity. 
THEOREM 1.4. (a) CREW(OR,)  ~< ~b(n) ~< 0.73 log n + 1.34. 
(b) CREW(f )  ~< ~b(n) + 1, for arbitraryf~ B,. 
(c) CREW(f )  ~< (k(D(f)) + 1, for arbitrary f~  B n. 
(For (a) see [7]; for (b) see [7, 13]; the idea for proving (c) is to test in parallel 
each path in the decision tree by applying the algorithm for computing the OR for 
each path. In this way, the unique path that describes the computation in the 
decision tree is found.) 
Remark. A comment on the significance of upper bound results for the abstract 
CREW PRAM may be in place. In principle, this model is meant for proving lower 
bounds. Because there are no restrictions on the number and the computational 
power of the processors, the lower bounds proved for this model apply to all more 
realistic variants of the CREW PRAM. If we give upper bounds (like in the 
preceding theorem):, this only indicates the limits to the lower bounds that can be 
proven within the general model; such upper bounds are usually not intended as 
giving realistic or efficient algorithms. In the present paper, a series of lower bounds 
is proved that differ from the upper bounds only by a small additive constant. 
Such an "exact" lower bound tells us that no larger lower bounds can be proved 
within the abstract CREW PRAM model. It does not necessarily determine the 
complexity of the computational problem at hand on more realistic variants of the 
CREW PRAM model. On the other hand, we note that many important Boolean 
functions can be computed in time close to ~b(n) on a CREW PRAM even if 
only a realistic number of processors (polynomial or linear in n) and memory cells 
that can store only reasonably sized words (constant or logarithmic in n) are 
available I-8 ]. 
571/48/2-3 
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In [7], a lower bound f2(log n) for CREW(ORn) was proved. For other Boolean 
functions, the bound can best be expressed in terms of the critical complexity c(f)  
off ,  also known as the sensitivity off. (We follow the notation from [31].) 
DEFINITION 1.5. c(f)  := max{l{i:f(a ~i}) ~f (a )} l :a  E {0, 1}"}, where a ~i} = 
(al . . . .  ,C l i , . . . , an)  for a t{0 ,  1} ~ and l<.i<<.n. 
THEOREM 1.6 ([7]; improved in [20]). CREW(f)  >~log4(c(f)),for allf~ B~. In 
particular, CREW(ORn) i> log4 n = ½ log n. 
Nisan settled the question about the asymptotic CREW complexity of Boolean 
functions. A key step in his proof was generalizing c(f)  to the block-critical com- 
plexity bc(f) (also known as block sensitivity). He also relates CREW(f)  to the 
sensitive complexity s(f), which is a standard complexity measure (it is sometimes 
called certificate complexity). 
DEFINITION 1.7. (a) bc(f) is the maximum of the numbers 
max{l: 3sl ..... st_= {t ...... }, d~sjoi~tf(a sj) #f(a) ,  1 < j  <~ l }, 
taken over all inputs a, where a s is obtained from a by negating all bits in positions 
i6S. 
(b) s(f)  is the maximum of the numbers 
min{k: 3s= - {t ...... }, Isl =kf(a) =f(b)  if Vies ai = b~} 
taken over all inputs a. 
THEORI3M 1.8 [18]. For all f~Bn the following holds: 
CREW(f)  = O(log(D(f))) = O(log(s(f))) = O(log(bc(f))). 
Although Nisan's result determined the CREW complexity of Boolean functions 
up to a small multiplicative constant, it did not close the gap between the upper 
bound 0.73 log n of Theorem 1.4 and the lower bound ½ log n of Theorem 1.6 for 
functions like OR,. This was finally achieved by Kutylowski, by a novel lower 
bound technique. 
THEOREM 1.9 [13]. CREW(ORn)>~b(n). More generally: if feB ,  and 
I{a~ {0, 1} n :f(a) = 1}I =2i-u, where u is odd, then CREW(f)>~(~(n-i). 
In this paper, we will improve upon the results given in [13]. By a new method, 
we will prove a generalization of Theorem 1.9, which allows us to establish exact 
lower bounds for many other Boolean functions, including all symmetric functions. 
Moreover, for arbitrary f~  B, the method yields bounds that are optimal up to a 
constant factor: the lower bound given by the new method is at most a factor 8 
smaller than CREW(f).  The new approach is based upon the additional structure 
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given on B, by the fact that Boolean functions can be viewed as polynomials with 
integer coefficients, and the degree of such a polynomial can be taken as a 
complexity measure. 
For S_  {1 ..... n}, we denote the monomial I-L~sXi by m s. Obviously, each ms 
defines a Boolean function. (In this paper we will never consider other than 
Boolean inputs.) It is well known ([-23]; for a short proof see, e.g., [-31, p. 6]) that 
each Boolean function f can be written uniquely as a "polynomial" Ys~s~ ms 
(rood2), where 5~=5°(f) ,  a class of subsets of {1,...,n}, is suitably chosen. 
This representation is called the ring sum expansion of f The number 
max{IS[: Se 5°(f)} can be regarded as the degree of f in  this representation. It was 
used as such in Razborov's lower bound on bounded epth circuits with PARITY 
gates [-22]. The ring sum expansion can be generalized to arbitrary fields F; each 
feB ,  can be written as a linear combination f=Zs  as(f  ) .ms for unique coef- 
ficients C~s(f) eF. Again, a notion of degree results. Smolensky [27] used this fact 
for finite fields in his approach for proving lower bounds for bounded depth 
circuits. We will use the field R of real numbers as the field F; i.e., we use repre- 
sentations of Boolean functions as polynomials with real coefficients and the 
corresponding notion of degree. This way of representing Boolean functions has 
been considered on several occasions before, e.g., in connection with work on 
Fourier transforms of Boolean functions (for a survey see [ 15]) or on perceptrons 
[17]. A thorough study of this representation was given by Szegedy in his thesis 
E29], who was the first to emphasize the role of the degree of the representing 
polynomial as a complexity measure. Other aspects of this representation are 
studied in recent work on the Fourier transform of Boolean functions [-12, 16] and 
on polynomial threshold functions [4, 5]. 
The degree complexity measure is combined with the well-known method of con- 
sidering a PRAM computation as generating finer and finer (processor and cell) 
partitions of the input space {0, 1}", as has been used, e.g., in ]-28, 1, 13]. Two 
inputs are in the same cell of the partition that belongs to processor Pt at step t if 
Pi is left in the same state after step t by both inputs. The degrees of the charac- 
teristic functions of the classes in these partitions grow as the computation 
proceeds. We will see that in the case of CREW PRAMs the growth rate can be 
nicely bounded; hence, a function of large degree has large CREW complexity. 
THEOREM 1.10 (Main theorem). CREW(f)/> qt(deg(f)) 1>0.72 log(deg(f)), for 
all fe  Bn. 
The main theorem will be proved in Section 3. It can be applied in several ways: 
Theorem 1.9 can be derived (see Corollary 4.2); in many cases, the degree of a con- 
crete function can be calculated easily; a general exact lower bound for symmetric 
functions can be proved; finally, whenever the degree of a function f happens to be 
the same as D(f), its CREW complexity is exactly (k(D(f)) + O(1) with the additive 
constant being zero or one. (Note, however, that there are functions f with the 
property that deg(f) is substantially smaller than D(f);  see Section 2.) 
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The new technique also yields lower bounds for some variants of the CREW 
PRAM model. First, we consider a nondeterministic model. In each step, each pro- 
cessor may have different alternatives how to proceed, but no matter how the 
individual processors behave, no write conflicts are allowed to occur. A function f 
is computed by such a machine if for all inputs a with f (a)  = 1 there is at least one 
computation that yields the output 1, and for a with f (a )= 0 there is no such 
computation. For this model, we show the same exact bounds as in the deter- 
ministic case, for example, for AND and PARITY. (Note that OR can be computed 
in constant ime in this model--a single processor nondeterministically chooses an 
input bit, and if this bit equals 1, the processor outputs 1.) Corresponding lower 
bounds, although weaker by a constant factor, can already be obtained using 
methods from [ 18 ]. 
Second, we consider a probabilistic model. Here, each processor in each step 
decides by means of a random experiment what computation path to follow. The 
probability of a write conflict has to be zero. All computations halt after T steps, 
for T the time bound of the machine. In the unbounded error case (i.e., the machine 
answers correctly with probability larger than ½) we show the exact lower bound 
~b(n) for the PARITYn function. In the bounded error case (error probability 
< ½(1-  e)) our approach combines particularly nicely with a result from [29] that 
concerns the degree of (real-valued) polynomials that approximate Boolean 
functions of large critical complexity. We obtain that the (bounded-error) 
probabilistic CREW complexity of a Boolean function is larger than 
~b(~/~ .bc ( f ) ) z  ½~b(bc(f))-O(log(1/e)). In combination with Nisan's results this 
implies that the (bounded-error) probabilistic and the deterministic CREW 
complexity o f f  differ at most by a factor of 8. 
Finally, we slightly relax the "exclusive-write" restriction and allow that up to k 
processors write to the same cell simultaneously; the new technique allows us to 
prove exact lower bounds also for this model. No technique was known before to 
prove lower bounds for this model that are tight up to a constant factor. 
2. PRELIMINARIES 
In this section, we review some complexity measures for Boolean functions, in 
particular the notion of degree; further, a formal description of the abstract CREW 
PRAM is included. 
2.1. Boolean Functions as Polynomials 
For S~ (1, ..., n), we let ms be the (positive) monomial I~i~s xi. Clearly, ms can 
be regarded as a member of B~, via ms(a) = ]-L~s ai, for a ~ {0, 1 )n. Obviously, Bn 
is a subset of the algebra F (°' 1), for any field F (we shall use F= R). Multiplication 
of monomials in the algebra F {°' 1), obeys the law ms.ms,  = ms us,; that means, 
monomials multiply just as in the Boolean case. 
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FACT 2.1 (See [15, 17]). Every feR{O, 1}~ can be written as a linear combination 
f= Z as(f)  "ms 
S~{ 1 . . . . . .  ) 
with unique coefficients as( f )~ R; if f ~ Bn, then the as(f)  are integers of absolute 
value at most 2 ~- ~. 
Proof For a e {0, 1 }", consider the function Z. E B, that takes the value 1 if and 
only if the input is a. The functions Z, form the standard basis of R io, 1}n more 
concretely, we have f=Za~/o ,a ) , f (a ) ' za ,  for arbitrary feRi0,1)". It is obvious 
that 
ai = 1 ai = 0 
whence (by expanding the product) it follows that Za~---'~,S~{1 ...... }as()~a)'ms, 
where 
as(z.) = f ~(-- 
a i=0} l ,  
0, ( 
if { i :a i= l )~S,  
(1) 
otherwise. 
Let Ila[I denote the number of l's in a (the weight of a). It is clear that for a with 
{i: ai = 1 } ~_ S we have 
[{i 6 S" ai = 0}1 --- ISI -/lafl ~ [SI + PARITY,(a) (mod 2). 
Thus it follows from (1) that an arbitrary function f~ R io, 1}n can be written as 
f=  Zs~ fl ...... )as ( f  ) .ms, where the coefficients as(f)  are given by the equation 
~s(f) = ~, f (a ) .~s(Z~)=(- - l )  Jsr. ~ f (a ) . ( -1 )  PAmTY"(~). 
a~ { 0, 1) n a~ {0, 1} n 
{ i :a i= I}~- -S  
(2) 
We have thus shown that the 2 n functions ms, Sc  {1 ..... n}, span the vector space 
RiO, 13". Since this space has dimension 2n, it follows that the functions ms form a 
basis, and hence that the coefficients as(f)  are uniquely determined. 
Finally, it can be read from Eq. (2) that if f is a Boolean function, then as(f)  is 
an integer; moreover, since the number of l's (and (-1) 's,  respectively) in the last 
sum in (2) does not exceed 2 n-l ,  we also have tax(f) I ~<2" 1. | 
Fact 2.1 justifies the following definition. 
DEFINITION 2.2 [27]. deg(f) :=max{IS[: as(f)  va0}, forfeR/°'13" 
We note some laws concerning the degree, which are easily verified. 
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2.3. For arbitrary f, g ~ Bn the following assertions hold: 
deg(f  A g) = deg(f, g) ~< deg(f)  + deg(g). 
deg(f)  = deg(1 - f )  = deg(f). 
deg(f  v g) = deg(1 - (1 - f ) (1  - g)) = deg( f+ g - f -g )  ~< deg(f)  + deg(g). 
l f f  A g -~ O, then deg(f  v g) = deg( f+ g) ~< max {deg(f), deg(g) }. 
deg(f  A ~) = deg(f. (1 -g ) )  ~< deg(f)  + deg(g). 
The degree is &variant under negation of variables, e.g., deg(f(Yq, x2 .... , x,) ) 
= deg(f). Thus, deg(f  auoa) = deg(f(ffl ..... X,)) = deg(f). 
(g) I f  g is a subfunction off ,  i.e., it results from f by fixing some input values 
to 0 or 1, then deg(g)~< deg(f). 
Further, we list some facts concerning the relationship between degree and other 
complexity measures for Boolean functions, which were defined in the Introduction. 
FACT 2.4. deg(f)  ~<D(f). 
Proof Straightforward. | 
FACT 2.5 [29]. deg(f)/> bx /~.  (Hence, deg(f) >i ,,/-~-f).) 
This is a special case of the following. 
FACT 2.6 ([29], variant of Theorem 2.2.3). I f fe  B n, and h e R ~°' 1), satisfies 
[h(a) - f (a ) [  <~ ½(1 - e) and 0 <~ h(a) ~< 1 for all a ~ {0, 1 }", then deg(h)/> ~/e i bc(f).  
FACT 2.7 [t8].  bc ( f )>/x /~.  
FACT 2.8 [3,11,30]. s ( f )>/D~/~.  
COROLLARY 2.9. deg(f)  >~ D(f )  1/8. 
Proof Combine Facts 2.5, 2.7, and 2.8. | 
It is worth noting that there are functions fE  Bn for which deg(f)  is substantially 
smaller than D( f )  and also functions for which the main theorem (Theorem 1.10) 
does not give a tight lower bound. 
EXAMPLE 2.10. In [20] a function f is constructed (by giving a PRAM 
program) with c ( f )= n, hence D( f )= n, and CREW(f)<~log(2+./~)n; hence (by 
the main theorem) logb(deg(f)) ~< log(2+,/-~)n, for b = [½(1 + w/-5)] 2. This implies 
that deg(f)  ~< n l°g~b)/l°g(2 + ~/~) < n 0"79. 
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EXAMPLE 2.11 [2, 19]. Define 
$1, if either 1 or 2 inputs are 1, 
gl(al, a3) a2, 0, otherwise. 
Then define recursively, for k t> 2, n = 3 k, 
gk(al ..... an) := gl( gk- l(al ..... a,/3), gk_ l(a,/3 + l , ..., a2,/3), gk- l(a2,/3 + l .... , a,) ). 
The degree of gl is 2, so, by induction, the degree ofgk is 2~= n Ul°g3 ~n °63. On the 
other hand, the input (0, ..., 0) is critical, i.e., changing any input bit changes 
the value of gk, whence D(gk)>>.c(gk)=n=3 ~. By Theorem 1.6 we obtain 
CREW(gk) f> 1log 3 k ~ 0.79k. However, ~b(deg(gk)) ~< 0.73k + 1.34; so the lower 
bound given by the main theorem is not tight. 
2.2. CREW PRAMs and Partitions 
In order to have a sound basis for the lower bound proof, we recall the formal 
definition of the abstract CREW PRAM from [7]. 
DEFINITION 2.12. The components of a CREW PRAM are the following: 
the processors P1, P 2 .... ; the memory cells C1, C2 .... ; an alphabet 22 with 
{0, 1, B} _ S;  a set Q of states; a number n of input bits; a running time T; an out- 
put function out :X~{O,  1}. Associated with each processor Pi there are a 
distinguished initial state qO e Q; a read-address function Pi: Q-o N; a state transi- 
tion function 6i: Q x 27-+ Q; a write-value function o'i: Q ~ 2;; and a write-address 
function z i :Q-oN.  (These functions constitute the program of the PRAM.) 
For each given input a= (al .... , a,)6 {0, 1} n the computation proceeds in steps 
t = 0, 1, 2 .... , T. At the end of each step each processor Pi is in some state q~ E Q, 
and each cell Cj contains ome symbol s~ e 27. Initially (i.e., after step 0) processor 
P; is in state qO, for i t  N, and cell Cj contains either thejth input bit aj (if 1 ~<j~< n)
or B (if j>  n). Step t e (1, ..., T} consists of two phases performed simultaneously 
by all processors: 
(i) Reading and internal computation. Pi determines j := Pi(q~-1), reads the 
symbol s=s~ -~27 contained in Cj after step t - l ,  and switches state to 
q~ = 5i(q~ 1, s). (We may assume w.l.o.g, that Pi reads in every step.) 
(ii) Writing. Pi determines s' := tri(q~) and j '  := zi(q~) and writes the symbol 
s' to cell Cj,. ( I f j '=0 ,  then Pi does not write in step t.) For anyj~> 1, the content 
of C i after step t is either sj -1 (if zi(q~)¢j  for all i) or ai(q~) for the unique 
processor Pi with zi(q~)=j. It must not happen that in any one step two different 
processors write to the same cell. 
The result of the computation is the value out(s~'), where s~ is the symbol con- 
tained in C 1 after step T. The PRAM computes a Boolean function f if the result 
of the computation on input a is f(a), for all a s {0, 1 }'. 
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In the following, we always think of a CREW PRAM M as being given and drop 
the subscript M from the notation. We will assume, without loss of generality, that 
M is a "full information" machine: the processors remember everything they have 
read so far and when a processor writes, then the symbol it writes codes all the 
information it has collected so far, as well as the number of the processor and the 
current step number. The output function translates the "full information symbol" 
written in C~ after step T to the output bit. 
It has been noted several times before (e.g., [28, 1, 13]) that a useful way of 
looking at the computations of PRAMs is to study the partitions of {0, 1 }~ induced 
by the states and cell contents during the computations. 
DEFINITION 2.13. Let a CREW PRAM be given. For 0 ~< t~< T, i, j e N, a state 
q ~ Q, and a symbol s e X define 
G(q, i, t) := {a e {0, 1 }" : processor Pi is in state q after step t 
in the computation on input a }, 
H(s,j, t):= {a ~ {0, 1 }n : cell C s contains  after step t 
in the computation on input a }. 
Further let, for 0 ~ t ~< T, 
fq(t) := {G(q, i, t): ieN,  q~Q}, 
~(t )  := {H(s,j, t ) : j~N,s~X}. 
Clearly, {G(q, i, t): qs Q} and {H(s,j, t): ssZ} are partitions of {0, 1} ~ for each 
(i, t) and (j, t). Informally, for any input a in G(q, i, t), Pi after t steps only knows 
that the input is in the set G(q, i, t); similarly for the "information" described by the 
fact that cell Cj contains ymbol s after step t. Already in [ 1 ] it was noted that the 
classes of these partitions are essentially the states; in [13] it was demonstrated 
that a variant of the CREW PRAM (the "Boolean PRAM") can be defined, which 
is equivalent to the original model and in which the classes of these partitions are 
used explicitly as states of processors and cell contents. Although the Boolean 
PRAM would be a convenient framework for our lower bound proof, too, we stick 
to the standard definition, since this is more convenient for the extension to 
"few-write" PRAMs in Section 7. 
3. PROOF OF THE MAIN THEOREM 
THEOREM 3.1. CREW(f)  >~ b(deg(f)), for al l fe B~. 
Notation. For A _ {0, 1 }~, we denote the characteristic function of A by ZA or 
)~(A). For d a class of subsets of {0, 1} ~, let deg(d) := max{deg(zA): A e d} .  
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Proof of Theorem 3.1. Since f l (1 )  is the disjoint union of all sets H(s, 1, T) 
with out(s)= 1, it suffices to show, in view of Lemma 2.3(d), that deg(gf(T)) 
Fzr+ 1. This is immediate from assertion (d) in the following main lemma. 
LEMMA 3.2. 
(b) 
(c) 
(d) 
Proof. 
of the Fibonacci numbers. We prove (a)-(c). 
(a) It is immediate from the initialization 
{~,  {0, 1} "} (the initial state of P~ does not depend 
teristic functions of these two sets are represented by 
(a) deg@(O)) = 0 and deg(~/g(O)) = 1. 
deg(N(t)) ~< deg(~f~(t - 1)) + deg(~( t -  1)), for 0 < t <~ T. 
deg(gg(t)) ~< deg(~(t  - 1 )) + deg(N(t)), for 0 < t ~ T. 
deg(N(t)) ~< F2t and deg(o~f(t)) ~< F2t + ~ , for 0 ~ t <~ T. 
First note that (d) follows by induction from (a)-(c) and the definition 
conditions that f¢(0)= 
on the input). The charac- 
the constant polynomials 0
and 1 of degree 0. If H~ Jg(0), then ZH is one of the functions x /and 1 -x j  (for 
1 <<.j<<.n, the cell C/contains the j th input bit), or 0 and 1 (for j>n ,  the content 
of C/is independent of the input). These functions have degree 1 and 0, respectively. 
(b) Let G'=G(q', i, t )¢~ for some q'~Q, i>>.l, and let asG' .  In the com- 
putation on a, processor Pi was in some state q at the end of step t -  1, and read 
some cell Cj in step t, where j=pi(q) .  It is easily seen that G '=GnH for 
H=H(s , j ,  t - l )  and G=G(q, i, t - l ) ,  where s is such that aeH(s, j ,  t - l ) .  (For 
the inclusion "_"  we use the "full information" assumption: the previous state q 
and the symbol s read can be recovered from q'.) By Lemma 2.3(a), we obtain 
deg(;gc.) = deg()~G ~H) ---- deg(za- ;gH) ~< deg()~G) +deg(z/+). 
(c) Let H'=H(s , j ,  t )¢~ for some seZ,  j>>.l, and let a~H' .  We consider 
two cases. 
Case 1. On input a, some processor Pi writes to C~ in step t. Let q be the state 
of P~ after step t. Clearly, for all inputs in G(q, i, t) processor Pi will write the same 
symbol s to C / in  step t, since z~(q)=j and o-~(q)=s. By the "full information" 
assumption, for inputs not in G(q, i, t) the symbol contained in Cj after step t will 
be different from s. Hence, H'= G(q, i, t)~ N(t), thus deg()~,/,)~< deg(N(t)). 
Case 2. On input a, no processor P~ writes to C~ in step t. Let G I= 
G(ql, is, t) .... , Gr = G(qr, ir, t) be a list of all (nonempty) classes of processor parti- 
tions in step t so that P+u writes to Cj in step t; that means ziu(qi,)=J, for 1 ~< u ~< r. 
First note that G1 ..... Gr are disjoint: if b were an element of Gu ~ G~, u va v, iu ¢ i~, 
then on input b both P~, and P+~ would write to Cj, contradicting the exclusive-write 
rule; if u v a v and i~ = i~, then the classes G, and G~ are obviously disjoint. By the 
"full information" assumption, the symbol written by Pi, in state q;u is different 
from s, for 1 ~< u ~< r; hence we have H'  = H--  G for H := H(s, j, t - 1) and G := 
G 1 u . . .  w G,  Since G1, ..., G~ are disjoint, Lemma 2.3(d) implies deg(za) ~< deg(fq(t)). 
Further, we obtain by Lemma 2.3(e) that deg(zH,)~< deg()~,)+ deg(za). | 
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4. APPLICATIONS AND EXAMPLES 
4.1. Consequences of the Main Theorem 
First, we obtain an alternative proof of the classic lower bound from [7]. 
COROLLARY 4.1. CREW(f)/> {b(w/~f))/> 0.36 log(c(/)), for al l f t  B,. 
Proof Combine Theorem 3.1 with Fact 2.5. | 
Next, we note that the main result of [13] can be derived directly. 
COROLLARY 4.2 [13]. CREW(OR,)>~b(n). More generally, if feBn and 
If-l(1)] = 2 i. u for u odd, then CREW(f)  >~ b(n- i). 
Proof Let r := deg(f). Then f= ~'2181 <~r as(f) "ms. Hence 
If-l(a)l=~f(a)=~ z%(f).ms(a) 
a a IS l<~r 
= ~ ~s(f).~ms(a)= ~ ~s(f).lmsl(1)l. 
ISI ~< r a ISI ~< r
Since OCs(f) is an integer (by Fact 2.1) and Ires1(1)[ = 2 ~- Isl is divisible by 2 n-r for 
ISl ~<r, this implies that 2 n-r divides If-l(1)l; hence n-r<~i. By Theorem3.1, 
CREW{f) >~ ¢(r)/> ¢(n - i). I 
COROLLARY 4.3. CREW(PARITYn) >~ {b(n). More generally, iff t  Bn and 
I{a:f(a)= 1 A PARITY.(a)=0}I # I{a:f(a)= 1 A PARITY.(a)= 1}1, 
then CREW(f)  >~ b(n). 
Proof From formula (2) in the proof of Fact 2.1 we obtain 
l~{1 ...... }(f)l = E 
el- l (1)  
Thus, deg( f )< n if and only if f - l (1 )  contains the same number of elements with 
even and with odd parity. Now apply Theorem 3.1. 1 
Remark. A more involved analysis shows that CREW(PARITY,)~> 
min{t: Fzt>~n}, which is often one step more than ~b(n) [14]. 
Next we consider "nondegenerate" Boolean functions. Assume that f tBn  
depends on all n variables, i.e., for all ie {1 ..... n} there is an ae  {0, 1}" with 
f(a) #f(a{;}). The main result of [26] says that c(f)  >~ (½- o(1)) log n. In combina- 
tion with Theorem 1.6 this entails that CREW(f)~> ½ log log n -  O(1). We obtain a 
slightly larger bound by combining a theorem from [19] with Theorem 3.1. 
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COROLLARY 4.4. I f  f e B~ depends on all n variables, then 
CREW(f)  ~> ~b(log n) - O(1) ~> 0.72 log log n - O(1 ). 
Proof. In [19] it is shown that such f satisfy deg(f) ~>log n -  O(log log n) ~> 
i log n. Now apply Theorem 3.1. I 
The last corollary concerns the CREW complexity of almost all Boolean 
functions. In [-6] it is shown that c(f)  f> n - 1 for almost all fe  B,, that is, 
lim [{feB.'c(f)>~n-- 1}1_ 1. 
n- ,  co 2 2n 
By Theorem 1.6 it follows that almost all Boolean functions satisfy CREW(f) /> 
11ogn-o(1) .  Utilizing Theorem 3.1, we may determine the CREW complexity 
of almost all Boolean functions up to a small additive constant. (Recall that, 
according to Theorem 1.4, CREW(f)  ~< ~b(n) + 1 for all fe  B,.) 
COROLLARY 4.5. 
that is, 
Almost all Boolean functions feB ,  satisfy CREW(f)~> ~b(n); 
lim ]{f~Bn:CREW(U)>~b(n)}[ 1. 
n~ o9 2 2n 
Proof In [-24, Corollary 3.4], it is shown that almost all functions feB ,  
(namely, at least a fraction of about 1 -n  -'/2) satisfy 
I{a:f(a) = 1 A PARITY.(a)=0}1 # ]{a: f (a )= 1 ^  PARITY.(a)= 1}1. 
The claim now follows by applying Corollary 4.3. I 
4.2. Monotone Functions 
For a, b e {0, 1 }n we write a ~< b if Vi~ {1 ...... } ae ~< b~, and a < b if a ~< b and a ~ b. 
In this subsection, let fe  B, be monotone, that is, f(a)~<f(b) whenever a ~< b. Let 
MIN( f )  := {a e {0, 1 }" : f (a )= 1 and Vb <. f (b )= 0}, 
MAX(f)  := {ae {0, 1} n : f (a )=0 and Vb>, f (b)= 1}. 
MIN( f )  (MAX(f)) is the set of minimal (maximal) elements in f - l (1 )  ( f - l (0))  
with respect o the partial order ~< on {0, 1}n. It is well known (see, e.g., [6 or 31]) 
that 
s(f)  = c(f)  = max{k : k = I]a[[ for some a e MIN( f )  or 
k = n - []a[[ for some a e MAX(f)}, 
where []a[I denotes the number of l's in the vector a (the weight of a). Concerning 
the degree of monotone functions, we have the following. 
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LEMMA 4.6. I f fEB~ is monotone, then deg(f) ~> c(f). 
Proof We show that deg(f)~> Ilall for all a sMIN( f ) .  Let a~MIN( f )  be 
arbitrary. Then the subfunction o f f  obtained by fixing all variables xi with ai = 0 
to 0 is the AND of Ilall variables, which has degree Ilatl. By Lemma 2.3(g) we obtain 
deg(f) ~> Ilalt. Similarly, we obtain deg(f) >i n -  IIall for all a ~ MAX(f). | 
We may now determine CREW(f)  for an arbitrary monotone fEB ,  up to a 
factor of 2. 
COROLLARY 4.7. If f E Bn is monotone, then 
(a) CREW(f)  ~> q~(c(f)) >~ 0.72 log(c(f)). 
(b) 1.45 log(c(f)) + 1 >~ (c(f) 2) + 1 ~> CREW(f).  
Proof Part (a) follows directly from Theorem 3.1 and Lemma4.6. Part (b) 
follows from O(f) ~ s(f) 2 (Fact 2.8), CREW(f)  ~< ~(O(f)) + 1 (Theorem 1.4(c)), 
and c(f)  = s(f)  (since f i s  monotone). | 
In some cases, the degree of a monotone function f is substantially bigger than 
c(f), thus we obtain a better bound by using Theorem 3.1 directly. 
EXAMPLE 4.8. Let n = k 2, and let 
f=  (xl/x .-- /x xk) v (xk+l /x ..- /x x2k) v "" v (x._k+ ,/x ... /x xn). 
It is easily checked that c( f )=s( f )=k.  On the other hand, f= l -  
I-I~= 1 (1 --X(j-1)k+l""" Xjk) obviously satisfies cql ...... ~(f) = ( -- 1)~; hence deg(f) = n. 
The resulting bound CREW(f)>~ ~b(n) is by a factor of 2 bigger than the lower 
bound ~b(k) given by Corollary4.7. Incidentally, note that Fact2.4 implies 
D(f) = n ; thus we have a simple example of a monotone function with a quadratic 
gap between s(f)  and D(f). (This is as large as it can become, see Fact 2.8.) 
4.3. Symmetric Functions 
In this subsection, we consider symmetric functions, i.e., functions feBn  
that satisfy f(al,...,an)=f(a~o ) .... ,a~(n)) for all permutations ~z of {1,...,n}, 
and all a t  {0, 1} n. It is well known (see, e.g., [6]) that c(f)>~r½(n+ 1)-1 for all 
nonconstant symmetric functions fe  B n; thus, by Theorem 1.6 we have 
CREW(f)~> ½(logn-1)  for all such f In the following, we derive exact lower 
bounds on the CREW complexity of all nonconstant symmetric functions. 
For arbitrary symmetric f~  Bn, it is easy to see that C~s(f ) only depends on the 
size of S. More precisely, if U(f) denotes the set of all k so that f (a )= 1 if a con- 
tains k l's, then it follows from (2) in the proof of Fact2.1 that Ors(f)= 
( -1 )  Isl "~k~v(f)(-1) k" (iSl). For many symmetric functions, among them the 
exactly-k-functions and the threshold functions (cf. 1-31]), this formula already 
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implies deg( f )=n.  There are nontrivial symmetric functions with degree n -1 .  
However, note the following. 
THEOREM 4.9. I f  f~B,  is symmetric and nonconstant, then deg( f )> ln ;  hence 
CREW(f )  ~> ~(n) - 1. 
Proof By contradiction. Suppose that r := deg(f)~< In. Since f is not constant, 
r > 0. Choose S___ { 1 .... , n }, I SI = 2r. Since f is Boolean, f . f=f  For Ors(f) this yields 
as(f)= ~ Cts'(f)"s"(f) = ~ as,(f)"s-s,(f) .  
S',S"~_S S'~_S 
S'wS"=S IS'l =r 
(The second equality holds since ~z(f )= 0, if IZI > r.) By symmetry, there is some 
number ~ ¢ 0 such that ~s'(f) = ~s- s,(f) = c~ for all S' _~ S with IS'l = r. Hence each 
summand in the last sum equals ~2 and thus C~s(f)=(2r~)-C~2~0, a contra- 
diction. | 
5. NONDETERMINISTIC CREW PRAMs 
In this section, we extend the previous results to nondeterministic CREW PRAMs 
(NCREW PRAMs). By this, we mean the following variant of the CREW PRAM 
model. In each step, each processor may have several alternatives how to proceed. 
Technically, the transition functions c5 i are replaced by multiple-valued functions 
6i: QxS~2 Q. In step t, if processor Pi is in state q~-i and reads symbol s, it 
enters some state q~ from 6i(q~ -1, s). As usual, we say that f~B,  is computed by 
an NCREW PRAM in T steps if for all inputs a the following ho lds : f (a )= 1 if and 
only if some computation path leads to a symbol s ~ out - l (1)  being contained in 
cell C~ after step T. We require that no matter which one of the possible transitions 
the individual processors choose in the course of a computation, no write conflict 
will occur. Let NCREW(f )  denote the minimal T so that an NCREW PRAM 
computes f in  T steps. We write g<~fif g(a)~<f(a) for all inputs a~ {0, 1} n. 
LEMMA 5.1. (a) I f  f ~B n satisfies NCREW(f)~< T, then f = Vg~rg for a set F 
of Boolean functions with CREW(g) ~< T for all g ~ 1", 
(b) I f  fE  Bn can be written in the way described in (a), then NCREW(f)~< 
T+2.  
Proof (a) Fix an NCREW PRAM that computes f in T steps. Consider an 
arbitrary input a E f - l (1 ) .  Choose an "accepting" computation of the PRAM on 
input a, i.e., a computation that leaves some scout -a (1)  in cell Ca. Fix the 
decisions of the processors in such a way that this computation is possible. The 
resulting deterministic CREW PRAM makes T steps and computes ome g, e B n 
with g.(a) = 1 and ga<~f Let / ' :=  {ga:f(a) = 1}. Then Vg~rg<~f ,  since g~<f or 
each g e F. If Vg ~ r g were different from f there would be an a such that f (a )= 1 
and Vg~rg(a)= 0. But this is impossible, since g~(a)= 1 and g, ~/~. 
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(b) In steps 1 and 2, processor P1 nondeterministically chooses g~F and 
communicates (a T-step CREW PRAM program for) g to all other processors. In 
step 3 through T+2, the processors deterministically compute g on the actual 
input. | 
THEOREM 5.2. (a) IfO #f<~ PARITY~, then NCREW(f)  >/~b(n). 
(b) NCREW(f)  >/~(n - [_log If-1(1)[ J), for a l l fe  Bn, f@ O. 
Proof (a) Apply Lemma 5.1 and Corollary 4.3. 
(b) Let T=NCREW(f) .  By Lemma 5.1, there is some nonconstant g with 
g-l(1)__qf-l(1) so that CREW(g)~< T. By Corollary 4.2, Ig-l(1)l is divisible by 
2 n F2T+I; hence If-l(1)[ >~2 ~-F2r+l. The result follows. | 
COROLLARY 5.3. Computing PARITY., 1 -  PARITY., or AND. takes at least 
O(n) steps on NCREW PRAMs. (Note that ORn can be computed in constant ime 
on an NCREW PRAM.) 
Remark. We briefly discuss the relationship of NCREW(f)  to other complexity 
measures. These considerations are based on Lemma 5.1 and the results from [18]. 
First, we consider a variant of the definition of the sensitive complexity s(f) (cf. 
Definition 1.7(b)). For q e {0, 1}, we denote by s~(f) the maximum of the numbers 
min{k:3s~l  ...... L isl=kf(a)=f(b) if Vi~sai=bi} taken over all inputs a with 
f(a) = t/. Now assume NCREW(f)  = T. By Lemma 5.1, f=  Vg~rg for a set F c B, 
with CREW(g)~< T for g~/7. By the precise version of Theorem 1.8 (which makes 
the constants explicit) it follows that the decision tree complexity D(g) is bounded 
by 2 sT for all g e F. It easily follows from the definitions that sa( f )~ maxg~rD(g); 
thus sl(f)  ~< 2st; i.e., NCREW(f)  ~> ~ log(sa(f)). On the other hand, it follows from 
Lemma 5.1(b) and Theorem 1.4 that NCREW(f)~<0.7203 log(sa(f))+2.34. 
Summing up, 
-~ log(sl(f)) <~ NCREW(f)  ~< 0.7203 log(sl(f)) + 2.34. 
This relationship can be utilized to prove lower bounds for NCREW(f)  by deter- 
mining sl(f). In contrast, Theorem 5.2 gives exact lower bounds in many cases. 
A second observation, which links deterministic and nondeterministic com- 
plexities on CREW PRAMs, may also be of interest. Since, by a more precise 
version of Fact2.8, D(f)<<.So(f).sl(f), and since so( f )=sl ( f ) ,  we obtain the 
following from Theorem 1.4(c) and the inequalities in the previous paragraph: 
CREW(f) ~< 0.7203 log(D(f)) + 2.34 
~< 0.7203(log(so(f)) + log(sl(f))) + 2.34 
5.8(NCREW(f) + NCREW(f)) + 2.34. 
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6. PROBABILISTIC CREW PRAMs 
In this section, applications of the lower bound method of Section 3 to 
probabilistic PRAMs are discussed. A probabilistic CREW PRAM (abbreviated 
PCREW PRAM) is obtained from the standard model (cf. Section 2) as follows. In 
each step t, upon reading a symbol, each processor Pi chooses one of several 
possible new states according to some probability distribution on Q, the set of all 
states. This distribution only depends on the old state Pi was in and on the symbol 
s read by Pi in step t. The random choices of the different processors and those of 
the same processor at different steps are assumed to be independent. We demand 
that, for each fixed input, the probability of two processors writing to the same cell 
in the same step is zero. The result of a computation is out(s), where s s X is the 
content of C1 after step T. 
DEFINITION 6.1. The PCREW PRAM M computes fe  B n if 
Prob(M outputs f (a)  on input a) > ½ 
for all inputs a. Moreover, M computes f with (two-sided) bounded error e, 
0<e<l ,  if 
Prob(M outputs f (a)  on input a) > ½(1 + e) 
for all inputs a. If e is not specified, we talk about an unbounded error computa- 
tion. (This is useful when considering a family of functions, e.g., PARITYn for 
nEN.) 
Before we embark on formulating and proving the results of this section, we must 
deal with a technical problem. We would like to replace the many random 
experiments performed by the processors of the PCREW PRAM by only one 
experiment performed right at the beginning of the computation. However, these 
random experiments might generate a huge probability space; possibly infinitely 
many processors are choosing one out of possibly infinitely many new states; the 
total number of possible computations might thus even be uncountable. This huge 
space can be reduced to a much smaller, even finite, space by considering the func- 
tions computed by these computations instead of the computations themselves. The 
details are given in the following lemma. It justifies the following simpler way of 
defining probabilistic CREW PRAM computations: In the first step, processor P1 
chooses a (finite) program for computing a function g e B,,, according to some dis- 
tribution on B n, and writes this program to some fixed cell for all other processors 
to read. In the following steps, all processors compute deterministically according 
to the program chosen. (See Lemma 5.1 for the corresponding fact for nondeter- 
ministic PRAMs.) 
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LEMMA 6.2. Assume that f e B,  is computed by some PCREW PRAM M (with 
bounded or unbounded error) in T steps. For g s B,,  let 
Then 
(a) 
(b) 
pg := Prob(V, ~ {o, 1}, M outputs g(a) on input a). 
~gEBnPg ~- 1, and 
pg > 0 implies CREW(g) ~< T, for all g s B~. 
(Thus, the family {pg := g s Bn } defines a probability measure on the set { g s B,  : 
CREW(g) ~< T}.) 
Proof. Recall the assumption that the random experiment performed by pro- 
cessor Pi in step t depends only on the state q of the processor and on the symbol 
s it read in step t, but it is independent of the experiments of the other processors 
and of the previous experiments of Pi. This assumption leads to an alternative 
description of the random process that governs the operation of M. We simply per- 
form all possible random experiments before the computation starts and use the 
results to direct a deterministic computation of M. (Many of the experiments will 
not be used at all in this computation.) Formally, let distributions #q,s on Q be 
given, where #q, s governs the random experiment of Pi when it is in state q and 
reads symbol s. Consider the product probability measure 
Pr°bo := I~ ]~q, s 
(q,s)~QxX 
on the space QQ ×z of all transition functions 6: Q x X ~ Q of M. Each such transi- 
tion function defines a PRAM M~. Obviously, we have 
Probo(the computation ofM~ on input a has property E) 
= Prob(the computation ofM on input a has property E) 
for all "reasonable" (i.e., measurable) properties E. Many of the M~ will produce 
write conflicts on some or all inputs. However, since we have assumed that for each 
fixed input as  {0, 1} n the PRAM M will produce write conflicts only with 
probability 0, the event 
non-EW := {6: ~, ~ ~0, 1}, M~ produces a write conflict on input a} 
is a union of 2" events of probability zero; hence it has probability zero itself. Thus, 
if we define A :=QQ×Z-non-EW and restrict Prob o to A so as to obtain a 
probability measure Prob~, then Prob~ still describes the behaviour of M. 
Moreover, all M~ for 6 s A have. the exclusive-write property. Clearly, each M~ 
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computes ome g~ ~ B n with CREW(g~) ~< T; further, for pg as  in the formulation 
of the lemma, we have 
Pe = Prob(Va ~ {o, 1} n M outputs g(a) on input a) 
= Probz(Va ~ ~o, 1~, Me outputs g(a) on input a) 
= Prob~(M~ computes g) 
= Prob3(g~ -- g). 
Assertion (a) of the lemma is now clear, and (b) follows since pg > 0 implies that 
g = ge for some ~ ~ A; hence CREW(g) = CREW(g~) ~< T. | 
COROLLARY 6.3. 
bounded error, then 
(a) 
error); 
(b) 
Proof 
I f  f~  B n is computed in T steps by a PCREW PRAM with 
f is computed by a probabilistic decision tree of depth 28r (with bounded 
T>~ ~4" log(deg(f)) - O(1). 
(a) We use the most general model of probabilistic decision trees, as 
described, e.g., in [-10]. Essentially, given the input, some decision tree that obeys 
the depth bound is chosen according to some fixed distribution, and then this deci- 
sion tree is applied to the input. With this model, the transition from a probabilistic 
CREW PRAM to a probabilistic decision tree is obvious, via Nisan's result 
CREW(f )  ~> log(D(f)l/8), and Lemma 6.2. 
(b) In [18, Theorem 4] it is shown that D2(f) >>- (D(f)/8) 1/3, where D2(f)  is 
the depth of a probabilistic decision tree (with two-sided bounded error) that com- 
putes f The claimed inequality follows by combining this with the inequalities 
28r~>O2(f) (see part (a)) and D(f)>>. deg(f)  (see Fact 2.4). | 
Remark. We note that there are Boolean functions whose probabilistic 
(bounded error) CREW-complexity is smaller by a constant factor than the deter- 
ministic CREW-complexity. This is an immediate consequence of the existence of 
functions whose randomized ecision tree complexity is n 1 -e  while the deterministic 
decision tree complexity is n. As an example, we can take the following family of 
functions, which was considered in 1-25]: 
gl(al ,  a2)= NAND(al ,  a2)= 1 - -a la2,  
for a2, a2~ {0, 1}; and, for h> 1, 
gh(al ..... aZh) = ga(gh-- 1(a1 ..... a2h-~), gh-- 1(a2h-1+ 1,"", a2h)), 
for al ..... a2h e {0, 1 }. Let n = 2 h for some h. It is easily seen (by induction) that 
deg(gh) = n, hence, by Theorem 1.10, that CREW(gh) t> ~b(n). On the other hand, it 
is shown in E25] that gh has randomized ecision tree complexity D ~< e-n °753 for 
571/48/2-4 
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some constant e. This bound concerns the expected number of variables tested in 
the randomized decision tree (which always gives the correct answer). The 
probability that the decision is made after more than 3D steps is at most 1, on each 
input. Hence, if we cut off each decision tree computation after step 3D and answer 
0, then the error probability is at most 1, on each input. The resulting randomized 
decision tree can be regarded as given by a probability distribution on all decision 
trees of depth at most 3D. If we replace each such decision tree by a CREW 
algorithm that computes the same function and takes ~b(3D) + 1 steps, we obtain a 
PCREW algorithm with complexity ~b(3D) + 1 ~73.0.75-log n + O(1) ~0.55 log n, 
which is smaller than CREW(gn) by a factor of 0.75 .... 
In the following, we considerably sharpen the inequality given in part (b) of the 
corollary. In certain cases (PARITY, being the prime example) we obtain that ran- 
domization does not help at all, not even in the unbounded error model. In general, 
we combine Theorem 3.1 with Fact 2.6 to obtain a much tighter lower bound in the 
bounded error model. 
LEMMA 6.4. I f  f is computed by some PCREW PRAM M in T steps (bounded or 
unbounded error), then there is a real-valued functions heR (°'1)" with deg(h)~< 
F2r+ 1, so that 0 <~ h(a) ~< 1 for all a ~ {0, 1 }n and 
Prob(M outputs f (a)  on input a )= [h(a)-f(a)[,  for all a~ {0, 1} n. 
Proof Let the probabilities pg, g e Bn, be as in Lemma 6.2. If pg > O, then 
CREW(g) ~< T; thus deg(g) ~ F2T+ 1, by Theorem 3.1. Define the real polynomial h
as Y'~geB, Pg'g. Clearly, deg(h)<.F2T+l. Let a~{0,1} n. If f (a )= l ,  then 
If(a)--h(a)l = 1 -  h(a)= ~geBnPg" (1 -g (a ) )  is the probability that M gives the 
answer 0; if f (a)  = 0, then [h(a)-f(a)[ = h(a) = 52g~ B, Pg'g(a) is the probability 
that M gives the answer 1. | 
THEOREM 6.5. I f  a PCREW PRAM computes PARITYn in T steps (with 
unbounded error), then T>.(~(n). 
Proof. Suppose otherwise. Then r = deg(h)~ F2T+I< n for h as in Lemma 6.4. 
By (2) in the proof of Fact 2.1, applied to S= {1 ..... n}, we obtain 0 = ~{1 . . . . . .  } (h )  = 
( - -  l )n"  ~,a  ~ {0, 1) n h(a). ( -  1)PARITYn(a); hence 
h(a)  = h(a). 
a E PARITY~- 1 (0) a ~ PARITY n 1 (1) 
Thus, it cannot be the case that h(a) < ½ for all a of even parity and h(a) > ½ for all 
a of odd parity, contradicting Lemma 6.4. | 
THEOREM 6.6. (a) I f  a Boolean function f is computed by a PCREW PRAM in 
T steps with bounded error e, then T>~ ~b(x/e .bc(f)). 
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(b) The PCREW time complexity of a Boolean function in the bounded error 
model differs from the deterministic CREW complexity at most by a factor of 8. 
Proof (a) In the case of bounded error, the function h from Lemma 6.4 even 
satisfies [ f (a) -h(a)r  ~<½(1-e) for all a6{0, 1}'. Thus we may apply Fact2.6 
to conclude that deg(h))x/e.be(f ) .  But deg(h)~<F2r+l; hence we obtain 
¢(x/e. bc(f)) ~< T. 
(b) By Theorem 1.4(c) and the inequality D(f)  <~ bc(f) 4 (which follows from 
Facts 2.7 and 2.8) we obtain that CREW(f)~<~b((bc(f))4)+ 1. Together with (a) 
this yields the result. | 
Remark. Very recently, Paturi [2l]  succeeded in characterizing the minimal 
degree necessary for approximating a symmetric function f by a polynomial. In 
combination with Lemma 6.4 his results allow us to tighten the lower bound of 
Theorem6.6(a) for many symmetric functions. Let 0<e< 1 be an arbitrary 
constant, and let fe  B, be symmetric (cf. Section 4.3). For 0 ~< k ~< n, define fk to be 
1 i f f (a )= 1 for all a with Ilal[ =k,  and 0 otherwise. Then let 
7(f) := max{k: 1 ~< k ~< ½n andfk ¢fk+ 1 ° r f . -k+ 1 ~fn--k} 
(this measures the maximum Hamming distance from both "poles" (0 .... ,0) and 
(1 .... , l) at which f switches its value). The lower bound part of Paturi's result reads 
½(1 {0, 1}', then as follows: If h: {0, 1 }" -* R satisfies I f (a ) -  h(a)[ ~< - e) for all a 
deg(h) = f2 (x /~( f )  . Exactly as in the proof of Theorem 6.6(a) we conclude that if 
f is computed by a PCREW PRAM in time T with bounded error e, then 
T~> ¢ ( ~ )  - O(1). Many important symmetric functions f satsify 7(f) = f2(n) 
(e.g., MAJORITY and MODm for m ~< ½n); hence they have PCREW complexity 
c~(n)- O(1), which differs from CREW(f)  only by an additive constant. 
7. CONCURRENT-READ "FEW-WRITE" PRAMs 
In this section, we consider the PRAM model in which concurrent writes to the 
same cell are permitted. Write conflicts are resolved by the priority rule; i.e., in the 
case of a write conflict the lowest numbered processor wins. As is common, we call 
such a machine a PRIORITY PRAM. We are interested in the case where only a 
"few" processors are allowed to simultaneously write to any given memory cell, say 
p=p(n) many. It is easily seen that such machines can compute OR, in 
O(log n/log p(n)) steps, with n processors; hence any Boolean function can be com- 
puted within this time bound, if arbitrarily many processors are available. We 
sketch the proof of a matching lower bound, thus generalizing Theorems 1.6 and 
3.1. (J. Hromkovi6 proved this lower bound for oblivious computations.) Applying 
the techniques used in [7, proof of Theorem 6] (also see [9]), one can simulate 
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"few-write" machines on CREW PRAMs with a slowdown O(p(n)), thus proving 
the lower bound f2(log(deg(f))/p(n)) for fEB , .  No better bounds are available so 
far; the results in [9, Theorem 6] imply that none can be achieved by simulation 
techniques. 
T~ORE~ 7.1. Let fEB  n be computed in T steps by a PR IORITY  PRAM M in 
whose computations at most p = p(n) processors write into one cell in any step. Then 
T>/log(deg(f))/ log(p + 2) - O(1 ). 
Proof (Sketch). As before, we may assume that M is a "full information" 
machine. We proceed as in the proof of Lemma 3.2 and show: 
(a) deg((¢(0)) = 0 and deg(J(((0)) = 1. 
(b) deg(ff(t)) ~< deg(•(t  - 1 )) + deg((q(t - 1)), for 0 < t ~ T. 
(c) deg(oCg(t)) <~ deg(~( t -  1)) + p. deg((C(t)), for 0 < t ~< T. 
We let b(p) :~- 1 + p/2 + ((1 + p/2) 2 - 1) 1/2 ~ p + 2, for p >~ 1, and further show 
that 
(d) deg(gf(t))--= O(b(p)t), for 0~< t<~ T. 
First, we show that the theorem follows from (d): Since M computes f, we have 
deg(~(T) ) />deg( f ) ;  further, by (d), we have deg(2/f(T))-=O(b(p)r).  Thus, 
T >/- logb(p)(deg(f)) -- O(1) = log(deg(f))/ log(b(p)) - O( 1 ). 
Next, we indicate how (d) can be derived from (a)-(c): Consider the recurrence 
relation go = O, ho = 1, gt = ht_ 1 + gt-  1, ht = ht_ 1 + Pg~, for t >~ 1. These equations 
imply that hi = p + 1 and ht = (p + 2) ht_ 1 - h~_z, for t >I 2. Standard methods 
for solving linear recurrences yield the solution ht=O(b(p)  t) for t>~ 1. On the 
other hand, (a)-(c) imply by an easy induction that deg(~ft~(t)) <~ h~ for t >/1. This 
proves (d). 
Parts (a), (b), and (c) are proved simultaneously by induction on t. Since parts 
(a) and (b) are exactly the same as in Lemma 3.2, we only describe how to prove 
(c). Let H' =H(s, j ,  t )#25 for some seX,  j>>. 1, and let a~H' .  Let ~ ~(t) be the 
set of all (nonempty) classes G(q, i, t) so that Pi writes into Cj when in state q. 
Case 1. a E G for some G e ~. Let Pio be the processor that writes into Cj on 
input a; i.e., i o is minimal so that a~G(qo, io, t )e~ for some qo. Let fqj := 
{G(q , i , t )e~. : i< io} .  Then it is not hard to show that H'=G(qo,  io, t)c~ 
0 {G: G E f#j}. Now, by the familiar inclusion-exclusion formula, 
) : (O  {6 :GE~j})=~( -1) '~¢ ' .  l-[ Z~, 
Gc ~¢ 
where the sum extends over sets ~¢ ___ if) ; further, the "few-write" rule implies that for 
all b E G(qo, io, t) at most p -  1 many G E ~ contain b, that means )~(G(qo, io, t)). 
Z(1-[o ~ ~¢ Xa) = 0 if I~41 >~ p. Hence, deg()~H,) ~< deg((C(t)) + (p -- 1)-deg(ff(t)). 
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Case 2. aq~a for all Ge~.  Then H'=H(s , j , t -1 )c~ 0 {C:Ge~}.  Arguing 
essentially as in Case 1, we obtain deg()~/~,)<.deg(z(H(s,j, t -1 ) ) )+p .deg(fC(t)), 
which suffices to prove (c). | 
Remark. It is not very hard to show that an arbitrary Boolean function f can 
be computed on a "few-write" PRAM as above in time log(D(f))/log(b(p)) +0(1 ), 
which matches the lower bound of Theorem 7.1 up to a constant factor (cf. 
Corollary 2.9), in case D(f )= deg(f)  even up to a constant additive term. 
We sketch the proof of this upper bound. First note that it is sufficient o show 
that OR n can be computed in log(n)/log(b(p))+O(1) steps, cf. the proof of 
Theorem 1.4(c). We let gt, h,, t >>.0, have the same meaning as in the proof of 
Theorem 7.1. Mimicking the construction of [7] for computing ORn in ~b(n) steps 
on a CREW PRAM we can arrange that on the "few-write" PRAM after t steps 
each processor knows the OR of a group of gt input bits and each memory cell 
stores the value of the OR of a group of h t bits. Then, dearly, rain{t: h, >1 n} steps 
are sufficient o compute OR n. As h, = O(b(p)t), the claimed upper bound follows. 
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