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For each positive integer n, let T, be the tree in which exactly one vertex has 
degree n and all the other vertices have degree n + 1. A graph G is called stable if 
its edge set is nonempty and if deleting an arbitrary edge of G there is always a 
component of the residue graph which is isomorphic to G. The question whether 
there are locally finite stable graphs that are not isomorphic to one of the graphs T, 
is answered affirmatively by constructing an uncountable family of pairwise 
nonisomorphic, locally finite, stable graphs. Further, the following results are 
proved: (1) Among the locally finite trees containing no subdivision of r,, the one- 
way infinite path T, is the only stable graph. (2) Among the locally finite graphs 
containing no two-way infinite path, T, is also the only stable graph. 
1. INTRODUCTION 
For each positive integer n, let T,, be the tree in which exactly one vertex 
has degree n and all the other vertices have degree II + 1. (For example, T, is 
the one-way infinite path; T2 is called the dyadic tree.) Let us call a graph G 
stable if E (G) # 0 and if for each edge e E E (G) there is a component C of 
G - e with C g G. Obviously each graph T,, is stable. The present paper is 
concerned with the following : 
PROBLEM. Does there exist a locally finite stable graph G which is not 
isomorphic to one of the graphs T, (n E IN)? 
In Theorem 1 we shall answer this question affirmatively by constructing 
an uncountable family of pairwise nonisomorphic, locally finite, stable 
graphs. On the other hand we prove two results showing that in certain 
classes of locally finite graphs no stable graphs can be found except for the 
graph T, (Theorems 2 and 3). The proofs of these latter results are based on 
previous investigations of Halin and Jung concerning the structure of intinite 
graphs. Further it should be mentioned that stable graphs are important for 
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the edge-reconstruction problem for infinite graphs. (For this see [2].) Our 
terminology is essentially the same as that of Bondy and Murty [3], 
Halin [6] and Harary [7]. The set of vertices and edges of a graph G are 
denoted V(G) and E(G), respectively. We shall consider only loopless graphs 
without multiple edges. Let y(a, G) denote the degree of a in G (for 
a E V(G)). A graph is called locally finite if y(a, G) is finite for each 
a E V(G). Let d(G) denote the maximal degree of a graph G, i.e., ,4(G) = n if 
there is a nonnegative integer n with y(x, G) < y(x,,, G) = n for each 
x E V(G) and at least one x0 E V(G), and d(G) = 03, otherwise. A rooted 
graph is a pair (G, r), where G is a graph and r is a vertex of G called the 
root of G. If (Gi, ri) (i = 1,2) are rooted graphs, then (G,, rl) z (G,, r2) 
means that there exists an isomorphism q: G, + G, with (D(ri) = r2. For 
x E V(G) and a nonnegative integer n, let N,(x, G) be the n neighbourhood 
of x in G, i.e., the graph that is spanned in G by the vertices v with 
/x, v IG < n, where (x, v IG denotes the distance of x and v in G. For graphs G 
and H, we mean by G c H that G is a subgraph of H, whereas G 5 H means 
that G z G’ for some subgraph G’ of H. Analogously, we shall use the 
symbols E and 5 for rooted graphs. 
A one-way infinite path (briefly, l-path) consists of an infinite sequence 
vO, v ,,..., of different vertices and the edges (vi, vi+]) (i = 0, l,..., ). 
Analogously, a two-way infinite path (2-path) is defined. If P is a l-path 
(resp. 2-path) we also write P = (u,, v, ,...,) (resp. P = (..., v-, , v,, v, ,..., )). 
2. CONSTRUCTING 2% PAIRWISE NONISOMORPHIC, 
LOCALLY FINITE, STABLE GRAPHS 
DEFINITION 1. Let G be a connected graph, e E E(G) and P be a 2-path 
of G which is given in the form P = (,..., v-, , vO, v, ,..., ), i.e., a certain 
enumeration of the vertices of P such that V(P) = {vi : i E Z } and 
E(P) = {(vi, vi+ ,) : i E Z } is also given. We call G, P, e an admissible triplet 
if each edge of P is a bridge of G and if the following conditions hold. Let Gi 
be the component of G - {vi-i, vi+ ,} that contains vi (i E Z). Then 
e E E(G,). Further, if G; is the component of G, - e that contains v,,, then 
(a) (Gi, vi) ,C (G; , v,,) for each i < 0, and 
(b) (Gi, ui) 5 (G,, v,,) for each i > 0. 
DEFINITION 2. Let G, P, e be an admissible triplet. Then a connected 
graph G’ 2 G is called a completion (of G with respect to P and e) if each 
edge of P is a bridge of G + and if the following holds. If G: is the 
component of G+ - (vi- i, vi+, } that contains vi (i E Z), then 
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(a+) (G+, vi) g (G;, u,,) for each i < 0, and 
(b+) (G’, vi) g (G,, UJ for each i > 0. 
Further, let us choose for each admissible triplet G, P, e a fixed completion 
G+ which will be denoted by [G, P, e] . 
Lemma 1 is an immediate consequence of the definitions. 
LEMMAS. Let G, P, e be an admissible triplet and let G ’ = [G, P, e] . 
(i) If C is the component of G’ - e that contains P, then 
(C ~1) = (G+, q,). 
(ii) d(G) = d(G+). 
For a proof of Lemma 2 see, e.g., [ 1, Lemma 31. (We remark that the 
proof can also be easily carried out by the reader without consulting [ 1 ] 
since Lemma 2 is just a direct consequence of K&rig’s “infinity lemma.“) 
LEMMA 2. For locally finite, connected graphs G and H, let a E V(G) 
and b E V(H). Assume that there are isomorphisms p)n : N,(a, G) -+ N,(b, H) 
with q,(a) = b (n = 0, l,... ). Then G z H. 
LEMMAS. Let G,zG,c... be an infinite sequence of locally j?nite, 
connected graphs such that G = uz, Gi is also locally Jinite. Let 
g, c E V(G,), e E E(G,), and let Ci be the component of Gi - e that contains 
c (i = 1, 2 ,... ). If (Ci, C) E (Gi, g) (i = 1, 2 ,... ), then G -e has a component 
that is isomorphic to G. 
Proof: Let C be the component of G - e that contains c. Note that 
C,cC,E..* is an infinite sequence of locally finite, connected graphs with 
C = U z, Ci and that both G and C are locally finite, connected graphs. Let 
n be an arbitrary nonnegative integer. Then there must be a positive integer 
i, such that N,,(g, G) E Gin and N,(c, C) c Ci,. Hence N,(g, G) = N,(g, G,,) 
and N,(c, C,,) = N,,(c, C). Consequently, because of (Ci,, c) z (Gin, g), there 
is an isomorphism rp, : NJ g, G) -+ N,,(c, C) with (p,(g) = c. Hence G z C by 
Lemma 2. I 
THEOREM 1. There are 2Ho pairwise nonisomorphic locally finite stable 
graphs. 
ProoJ Let G,,, be an arbitrary connected infinite graph with 
d(G,,,) < co and let (a,,a, ,..., } be an arbitrary infinite subset of V(G,,,). 
Let further iN = UE=, Ni be a partition of the positive integers into an infinite 
number of infinite sets. Let 1, : E(G,,,) + N, be a bijective mapping. 
Now, let us assume that, for some nonnegative integer n, we have already 
defined a locally finite, connected graph G,,, 2 G,,, and a bijective mapping 
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A,: E(G,,,) + UycO Ni. Let us further assume that for each i = I,..., n we 
have defined a 2-path P, = (..., v,,-r, v~,~, vi ,,,...) of G,,, together with an 
edge e, E E(G,,,) such that 
(1) Pi n Go.0 = 0 (i = l,..., “),PjflP,=IZI (l<j<k<n), 
(2) (ai, vi.0) E E(G,,,) (i = l~-~ n), and 
(3) Gn,,, P,, e, is an admissible triplet (i = I,..., n). 
Then let e, + I be the edge e of E(G,,,)\(e I ,...> e,\ for which n,(e) is minimal. 
Let us take a new 2-path P,+l =( ,.., v,+r,-r, ~,,+r,~, v,+,,r ,...) that is 
disjoint to G,,, and join a,, 1 and u,+ 1,0 by an edge. Let G,, 1 ,0 be the 
resulting graph. From this construction together with (l)-(3) it follows that 
G ?lfl.O~ Pi, e, is an admissible triplet (i = l,..., n + 1). Let G,, r., := 
IG n+L,O,P1,e,l. Again, from the construction and from (l)-(3) one 
concludes that G R + 1 ,r , Pi, ei is an admissible triplet (i = l,..., n + 1). Hence, 
in case that n > 0, we can define G,, r,* := [G, + ,,, , P,, e,] . Continuing in 
this way let us define successively Gn+,,i+, := [G,+,,j,Pi+,,e,+,] 
(i = O,..., n). Then G,, l,n+, is a locally finite, connected graph with 
such that Gn+l,n+l, Pi, e. is an admissible triplet 
zc ;.at.:n’+“;j: ?u2&r, P,, , n Go,, = 0, P,, 1 G P. = 0 (i = 1 n), and 
(a llfl, un+ l,o> E E(Gn+ I,n+l ). Hence to complete the’ recursive dL&ition it 
remains to define a bijection I,,, , : E(G,+ ,Sn+ ,) -+ uy:d N,. For this, note 
that lE(G,+ l.n+, )\E(G,J = No = IN,+, ] and define A,,+, so that A,+,(e) = 
A,(e) for each e E E(G,,,). Let G:= UFzO G,,,. Then one immediately 
concludes from the construction of G that (4) holds. 
(4) The edges (ai, u~,~) (i= 1,2,...) are exactly the edges of 
E(G)\E(G,,,) that are incident to a vertex of Go,o; further, (aj, Uj.0) is a 
bridge of G (i = 1, 2,...). 
Further, it follows from Lemma 1 (ii), d(G,,,) > 2, and the construction of G 
that 
(5) d(G) < Wo.o) + 1. 
In particular, (5) implies that G is locally finite. Next we show that 
(6) G is stable. 
Proofo~(6). Let e E E(G). Then e E E(G,,,) for a minimal i > 0. Hence 
Aj(e) = A,(e) for each j> i. From this one concludes that there is a certain 
m > i such that e = e,. Consequently we have G,., = [G,,m-,, P,, e,] for 
each n with n > m. Let C,*, be the component of G,,, - e, that contains P, 
(n = m, m + l,... ). Then by Lemma l(i) (C,,,, v,,,) s (G,,,, v,,J for each 
n = m, m + I,.,.. Note that G,,, s G, + r,,, s ... and I-),“=, G,,,, = G. Hence 
Lemma 3 can be applied to find that G-e, has a component that is 
isomorphic to G. Hence (6). 
From (4) one concludes that (7) holds. 
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(7) If Go,, is 2 connected, then G,,, is a block of G. 
Propositions (8) and (9) are well-known facts on locally finite graphs. 
Therefore we leave the details of the (easy) proofs to the reader. (For the 
reader’s convenience let us just indicate how to prove (8) and (9). For the 
proof of (8), use the fact that (V(H)1 < & and that each vertex u of H is 
contained in at most y(u, H) blocks of H. For the proof of (9), define an 
“infinite ladder” L by V(L):= {xi,~i,x~,~~,...} and E(L):= ((x~,x~+~), 
(Yi9Yi+lh Cxi7Yi)’ i = 1, 2 ,... }. Let s = (si, s2 ,..,) be an infinite sequence 
where each si is either 0 or 1. Subdivide a “step” (xi, yi) of L by inserting a 
new vertex if si = 1 (i = 1, 2,...,) and call the resulting graph L,. This way a 
one-to-one correspondence between the 0, 1 sequences s and the pairwise 
nonisomorphic graphs L, is defined.) 
(8) Each locally finite connected graph H has at most a countable 
number of blocks. 
(9) There are 2Ho pairwise nonisomorphic, 2 connected, infinite graphs 
H with d(H) < co. 
Now, we can easily conclude that there are 2”” pairwise nonisomorphic, 
locally finite stable graphs. To prove this, let us assume that there exist only 
less than 2K~ pairwise nonisomorphic, locally finite stable graphs. Then by 
(8) there are less than 2”o 2-connected graphs that occur as a block of some 
locally finite stable graph. Hence by (9) there is a 2-connected infinite 
graph H with d(H) < co that cannot be a block of any locally finite, stable 
graph. However, this contradicts (5~(7) and the assumption that G,,,, is an 
arbitrary connected infinite graph with d(G,,,) < 00. 1 
3. Two UNIQUENESS THEOREMS FOR THE 
ONE-WAY INFINITE PATH 
First we need some definitions and preliminary results concerning one-way 
infinite paths in trees. (Most of the following notions and results can be 
found in [l, 4,8].) If P= (uo, u ,,...) is a l-path, then each l-path P’ of the 
form P’ = (v,, u,+ I ,...,) is called a subray of P (n E N U (0)). Two l-paths 
W, U that are subgraphs of a tree T are called equivalent if they have a 
common subray. This defines an equivalence relation on the set of l-paths of 
T. The corresponding equivalence classes are called ends of T. By g(T) we 
denote the set of ends &Y of T. By s(T) we denote the number of ends of T. 
Note that for a fixed vertex v E V(7) there is exactly one l-path from every 
end .5’ E c!Y(~ having v as its initial vertex. 
The following definition is a special case of the definition given by 
Jung [8] for arbitrary G. 
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DEFINITFON. For a tree G, let B E B(G) and u E V(G). Then there is 
exactly one component C[v, a] of G,- u containing a WE 8. The end B of 
G is said to have order 0 in G if Z is a free end of G, i.e., there is a 
u0 E V(G) such that for every end 8’ #B the components C[v,, Z’] and 
C[v,, a’] are different. More generally, the end B of G has order v in G (for 
an ordinal v) if. 
(a) there exists a v, E V(G) such that every 8’ with C[v,, 8’1 = 
C[v,, a] and 8’ # Z has order ~(8’) < v, and 
(b) for every 21 E V(G) and every v’ < v there exists an end 8’ # B of 
order v(Z”) = v’ with C[v, Z’] = C[v, 81. 
For an end 8, we denote the order of B (if it is defined) by v(a). If B has 
order P, then let every WE B have order v( I+‘) = v. 
It has been shown by Kaluza [9] without making use of the continuum 
hypothesis that E(G) < & or E(G) = 2”‘~ for each locally finite tree G. (See 
also the more general result of Halin [4].) Further, for a locally finite tree G 
the following three conditions are equivalent: (i) E(G) < No, (ii) each end of 
G possesses an order, and (iii) G does not contain a subdivision of the 
dyadic tree. (For the proof of these results, see [8, Satz 41 and [4, (2.2)].) 
In [ 1, Lemma l] the following was proved: Let B be a locally finite, 
infinite tree with E(B) Q so. Then there is an end B E Z(B) with maximal 
order, i.e., v(a) > ~(a’) for every 8 E 8(B), and there are only a finite 
number of ends B E B(B) having maximal order. This leads to the following 
definitions (see also [ 11): Let B be a locally finite, infinite tree with 
E(B) < &. Then the ends of B with maximal order are called main ends of 
B. For the number of main ends of B we write h(B). Furthermore, let 
v(B) := v(Z) for a main end E4 of B be the order of B. WE &p for a main end 
Bof B is called a main path of B. For h(B) = n > 2, let Z’i ,..., &‘,, be the main 
ends of B. Pick Wi E gi (i = l,..., n) such that the Wi have a common initial 
vertex v. Let B’ = lJ;=, Wi. Delete from B’ those vertices that are not in a 
2-path of B’. The arising graph K,(B) is called the infinite kernel of B. (It is 
easily seen that K,(B) is independent of the choice of u.) Further, to avoid 
exceptions let us define v(T) := - 1 and h(T) := 1 Y(T)/ for each finite tree T. 
THEOREM 2. Let G be a locally Jnite tree with e(G) < NO. Let us further 
assume that G is stable. Then G is a one-way infinite path. 
Proof: Note that G is infinite since no finite stable graphs exist. If 
h(G) > 2, then pick an edge e E K,(G). It follows that h(C) < h(G) for each 
component C of G-e, in contradiction to the assumption that G is stable. 
Hence h(G) = 1. Let P = (a,, a2,...) b e a main path of G. Deleting the edges 
of P from G, let Ai be the component of the remaining graph that contains a, 
(i = 1, 2,...). 
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First let us consider the case that G is periodic, i.e., there exists a least 
integer d E IN such that (Ai,ai)z (Ai+d,ai+d) for almost every iE N. It is 
easy to see that G periodic implies that v(G) has a direct predecessor v-, and 
that v(Ai) = v- for infinitely many i E IN. (Note that v(G) = 0 if and only if 
each Ai is finite. in this case v(Ai) = -1 for each i and v- = - 1 is considered 
to be the direct predecessor of v(G)). Let M:= max(h(Ai): i = 1,2,...,}. (M 
exists since G is periodic.) Choose a positive integer n such that 
v(A,+ *) = v- and v(A i) = v- for more than M subscripts i with i < n + 2. 
Let P’ = (a;, ai ,...) be the subray of P with ai = a,,,, (i = 1,2 ,...,) and let A: 
be the component of G - E(P’) that contains al (i = 1,2,...,). Note that A { is 
the graph spanned in G by ulr,‘V(A,) and A;=A”+i (i= 2, 3,...,). Then it 
follows from the choice of n that v(A I) = v(A;) = v- and h(A I) > M > h(Ai) 
(i = 2, 3,...). From this one concludes that there is no loss of generality in 
assuming (1) and (2), because otherwise we consider P’ instead of P. 
(1) v(A,) = v(A*) = v-, and 
(2) h(A ,) > h(Ai) for each i > 2. 
For each i = 1,2,..., let Ei be the set of edges of A i that are incident to ui. If 
Ei = 0 for almost every i E N, then one can pick an edge (uj, uj+ ,) such that 
Ei = 0 for each i >j + 1. It follows that G - (uj, uj+ ,) splits into a finite 
graph and a l-path. Then by the stability of G, G is a l-path. Hence let us 
assume that IEi I> 1 for infinitely many i E N. Let J := max {j - i : i, j E N, 
i <j, E, = 0 for k = i + l,..., j}. (A exists since G is periodic.) Consider the 
graph G’ := G - {e : e E Ei, i = 3,..., 3 + A} and let G, be the component of 
G’ that contains P. Since G, is the only component C of G’ with 
v(C) = v(G), it follows from the stability of G that G z G,. Let (p be an 
isomorphism G -+ G,. For the following note that P and q(P) must have a 
common subray. If q$u,) E A r u A,, then p(P) passes through 
u,(i = 3,..., 3 + A). But this contradicts the definition of A since y(ui, G,) = 2 
for each i = 3,..., 3 + A. Hence q(ur) @ A, UA,. If q(ui) = u,(i 2 3), then 
q(A,) contains A, and A,. Hence with respect to (1) h((o(A ,)) > h(A ,) + 
h(A,) > h(A,) which is a contradiction, If q(uJ E Ai(i > 3) and (~(a,) # ui, 
then Ai contains (p(A,). Hence h(cp(A,)) < h(Ai) < h(A,) by (2), which again 
is a contradiction. This settles the case that G is periodic. 
Now let us assume that G is not periodic. Let e E E(G) be arbitrary. Since 
G is stable, there exists a component G’ of G-e and an isomorphism 
q : G + G’. Note that p(P) and P must have a common subray. Hence 
~(a,) = a, for a certain pair of vertices a,, a,. Then, since G is not periodic, 
r = s. But this is impossible since for a certain n, the n neighborhood of a, in 
G contains more egdes than the n neighbourhood of a, in G’. Hence 
Theorem 2 is proved. m 
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THEOREM 3. Let G be a locallyfinite stable graph containing no two-way 
infinite path. Then G is a one-way infinite path. 
Proo$ Note that G is infinite and connected since each stable graph 
must have these properties. Hence G contains a l-path (by Kiinig’s infinity 
lemma) but not two disjoint l-paths (because each connected graph 
containing two disjoint l-paths contains a two-way infinite path). In [5, 
Satz 3’1 Halin gave a characterization of a certain class of graphs including 
all locally finite connected graphs that contain a l-path but not two disjoint 
l-paths. Applying this theorem to our graph G one finds that G can be 
decomposed as follows: There is a sequence of finite connected subgraphs 
G,, G, ,... of G and a sequence of vertices t,, t, ,... of G such that 
(1) ti, ti+ 1 E V(Gi), ti f ti+ 1 (i = 0, l,**.), 
(2) U~=oGjnGi+l=ti+,(i=O, l,... ), 
(3) G = (-Ii”=, Gi. 
Because of Theorem 2 we may assume that G is not a tree. Hence we can 
pick an edge e E E(G) that is not a bridge, say, e E G,. Let p: G -+ G - e be 
an isomorphism. Let n > r t 1. Then e is contained in a finite component of 
G - t,. Hence the number of vertices of the finite components of G - t, and 
G - e - t, is the same. From this one concludes that p(t,) is not contained in 
one of the finite components of G - e - t, and that (P-‘(t,) is not contained 
in one of the finite components of G - t,. Furthermore u)(t,) # t,, since for a 
certain positive integer p, NJt,, G) and TV&, , G - e) have different numbers 
of edges. Hence 
(4) for each n > r t 1, q(t,) is contained in the infinite component of 
G - e - t, and u,-‘(t,) is contained in the infinite component of G - t,. 
Let P be a l-path of G which has t, as its initial vertex. Obviously, ti E P for 
each i E R\J u (0) and ti E q(P) for almost every i E N U (0). Let us pick a 
fixed vertex t, with n > r t 1 and t,- i, t, E q(P).Then t,, cp - ’ (t,) E P. By 
the second part of (4), P passes through t, before it passes through p-‘(t,). 
Hence p(P) passes through p(t,) before it passes through t,. Note further 
that q(P) passes through tap, before ,it passes through t,. Hence u)(t,) and 
t n-1 are in the same component F of G - e - t,. However, F is finite, in 
contradiction to the first part of (4). Thus no isomorphism 47 : G + G - e can 
exist. This proves Theorem 3. 1 
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