Abstract. After more than 35 years of resarch, face processing is considered nowadays as one of the most important application of image analysis. It can be considered as a collection of problems (i.e., face detection, normalization, recognition and so on) each of which can be treated separately. Some face detection and face recognition techniques have reached a certain level of maturity, however facial feature extraction still represents the bottleneck of the entire process. In this paper we present a novel facial feature extraction approach that could be used for normalizing Viola-Jones detected faces and let them be recognized by an appearance-based face recognition method. For each observed feature a prior distribution is computed and used as boost map to filter the Harris corner detector response producing more feature candidates on interest region while discarding external values. Tests have been performed on both AR and BioID database using approximately 1750 faces and experimental results are very encouraging.
Introduction
After more than 35 years of resarch, face processing is considered nowadays as one of the most important application of image analysis and understanding. Even though automatic recognition of faces has reached satisfactory results on well constrained tasks, it is still a challenging problem.
Face processing can be considered as a collection of problems, i.e., face detection, facial feature extraction, pose estimation, face validation, recognition, tracking, modelling and so on, each of which can be treated separately.
Face recognition often represents the subsequent step of face detection and face normalization processes. Face detection aims to find the image position of a single face so it is usually the first step in any automated face processing system. Appearance-based approaches could then be used to compare detected faces against a database of known individuals in order to assign them an identity. Face normalization is required to support face recognition by normalizing a face for position so that the error due to face alignment is minimized.
D R A F T
Some face detection (e.g., Viola-Jones face detector [1] ) and face recognition (e.g. eigenfaces [2] ) techniques have reached a certain level of maturity, however feature extraction still represents the bottleneck of the entire process.
In this work we present a novel facial feature extraction method to normalize Viola-Jones detected faces and let them be recognized by an appearance-based face recognition approach, e.g. Turk and Pentland eigenfaces.
We started by analyzing the Viola and Jones face detector and we noticed that the use of rectangle features creates some structure on facial features distribution over the detected faces. Thus, all faces are extracted in similar way and each feature locates inside a specific region. Thus, for each feature a prior distribution is computed and used as boost map to filter the Harris corner detector response so that thresholding produce a finer corner detection on interest region while discarding other values. Each corner can then be tested using SVMs to detect the presence of a facial feature.
The paper will show the following structure: an analysis of related work will be given (Sect. 2). The Sect. 3.1 will give an overview of Harris corner detector, while the proposed approach is described in Sect. 3.2. Experimental results are shown and discussed in Sect. 4. Conclusions will follow in Sect. 5.
Related Work
Automatic face processing for recognition [3] involves at least three different subtasks: face detection, feature extraction, face recognition and/or verification.
Up to the early '90s, most face detection algorithms were focused on images with single frontal face and simple backgrounds. A survey of these approaches was written by Samal and Iyengar [4] .
Face recognition has received more attention especially in the last 10 years. Recent works based on face appearance train the detection system on large numbers of samples and perform really better than early template matching methods. State-of-the-art face detection tecniques can detect different faces in many poses and in cluttered backgrounds. A relevant survey of early face recognition methods was written by Yang et al. [5] .
In this paper we propose a feature extraction technique based on Viola-Jones [1] face detector (VJFD), that is the most stable and used face detector both in academic and commercial systems. This is due to three key contributions: the first is integral image computation of rectangle features that allows for very fast feature evaluation; the second is an efficient classifier, based on AdaBoost [6] , which selects a small number of critical visual features from a larger set; the third is an efficient method for discarding background regions which are unlikely to contain the object of interest.
However, many face recognition systems need facial features location to normalize detected faces avoiding degradation in recognition performance.
Early approaches focused on template matching to detect global features as eyes and mouth [7] , while more recent models, i.e., ASM, AFM, AAM, offer more D R A F T robustness and reliability working on local feature point position. Active Shape Model (ASM) [8] extends Active Contour Model [9] using a flexible statistical model to find feature point position in ways consistent with a training set. Active Appearance Model (AAM) [10] combines shapes with gray-level appearance of faces.
Face recognition still attracts researchers from both humanistic and scientific worlds. Zhao et al. [3] classify face recognition methods in holistic matching methods, feature-based matching methods and hybrid methods. In this work we use assume that face recognition step is based on a principal compenent analysis (PCA) technique: eigenfaces [2] . The reason for this choice is that eigenfaces is one of the most mature and investigated face recognition method and it performs well while normalizing faces with respect to scale, translation and rotation. PCA is applied on a training set of face images and eigenvectors (called eigenfaces) are computed. Thus, every face image can be represented as a vector of weights obtained by projecting the image into the "face space" and each new image is verified and identified calculating its distances to face space and to each known class respectively. Experiments performed by Turk and Pentland [2] report approximately 96% correct classification over lighting variation, while performance drops dramatically with orientation (85%) and size(64%) changes. For this reason face normalization is needed.
Berg et. al [11] proposed a rectification procedure to move each face image to a canonical frame by identifying five facial feature points (corners of the left and right eyes, corners of the mouth, and the tip of the nose) and then applying an affine transformation. Geometric blur feature [12] is used as input of five SVMs and each point in the entire image is tested to identify features. This approach gives good results, however M × N points need to be tested, where M × N is the image size.
In next section we propose a feature extraction method to localize facial features using a prior on location for each feature point and Harris corner detector [13] .
Methods

Harris corner detector
Several interest point detection techniques have been proposed and evaluated [14] , however the Harris corner detector is still one of the most used due to low numerical complexity and invariance to image shift, rotation and lighting variation.
Harris approach relies on the fact that at some image points, corners, the image intensity changes largely in multiple directions. Corners are captured by considering the changes of intensity due to shifts in a local window.
Let I is a gray-scale image; consider taking a window W and shifting it by (∆x, ∆y), the auto-correlation function [15] E is defined as,
where (x i , y i ) are the points in the gaussian window centered on (x, y). Approximating I (x i + ∆x, y i + ∆y) by Taylor expansion,
where I x = ∂I ∂x and I y = ∂I ∂y denote partial differentiation in x and y, we obtain
The matrix M (x, y) captures the local intensity structure of the image and angle brackets denote summation over W .
Corner detection can be done by analyzing the eigenvalues of M for each point in the image, however this computation is computationally expensive. Harris suggested a measure based on the determinant and trace of M to find corners avoiding eigenvalue decomposition of M
where α and β are the eigenvalues of M . A point c (x, y) is then detected as corner if R H (x, y) is an 8-way local maximum.
Feature-based corner detection
Harris corner detector performs well on different types of images, however it is not sufficient for facial feature extraction.
We want to obtain a set of points C P that contains, among others, the true facial features so that each point in C P can be tested using SVMs to detect facial features.
We started by analyzing Viola-Jones face detector and we noticed that the use of rectangle features creates some structure on facial features distribution over the detected faces. The reason for this is that each Viola-Jones face region is selected using the rectangle features [1] response to facial features (i.e. eyes, nose, mouth) position. Thus, all faces are extracted in similar way and each feature locates inside a well defined region, as shown in Fig. 1 .
In order to reduce the computational cost and increase the rate of success of feature classification using SVMs, all points to be tested should represent true feature candidates. However Harris output is a "general-purpose" set of points, therefore many useless corners are detected and necessary ones are frequently missed. The proposed method is based on feature points distribution over sizenormalized Viola-Jones detected faces. For each feature j a prior distribution B j is used as boost map to filter Harris response:
reducing the number of corners outside the region of interested 2. increasing the number of corners inside the region of interested
Considering a training set of N face images of size W × L detected by VJFD, for each feature j the boost map B j is given by:
Each point B j (x, y) represents the frequency with which observed features of coordinates (X ij , Y ij ) fall in (x, y). To reduce the dependence from training data, each B j is approximated by a Thin Plate Spline (TPS) function [16] . Harris response R H is then filtered using the corresponding boost map to obtain the feature-based corner detection.
A feature point candidate c j (x, y) is finally detected as corner if R j (x, y) is an 8-way local maximum. We refers at B j as boost map since it boost the values in R H according to the observed distribution of feature j. The values in B j perturb the structure of R H so that Harris thresholding produce a finer corner detection on interest region while discarding other values. TPS approximation allows to generalize training data while preserving the characteristics of the observed distributions. For this reason experimental results are very promising even using different training and test datasets. 
Experimental Tests and Results
To enable detailed testing and boost map building we used two datasets manually annotated by Tim Cootes' staff [17] . In order to detect feature position for face normalization, 7 feature points have been selected from the 22 facial features available from the AR and BioID face database annotation. Face detection on both AR (359 labelled images) and BioID (1412 labelled images) datasets has been performed and 7 boost maps (Fig. 3) have been computed observing the position of the corners of the left and right eyes, corners of the mouth, and the tip of the nose on a 400 images subset. To validate our method, several tests were conducted on the 1771 faces detected by VJFD. Our goal is to obtain feature candidates as close as possible to true feature point, so that for each feature we computed the corrispondent boost map-filtered Harris response. We then compared the known position of each feature with the nearest corner detected by Harris and proposed detector. Three test sessions have been run using different couples of training and test data:
-Test A: 359 images from AR database to build the boost map and 1412 BioID images as test set, -Test B: 400 images from BioID database to build the boost map and the remaining 1012 images as test set, -Test C: 400 images from BioID database to build the boost map and 359 AR images as test set.
Results of Test A, B and C are shown in Table 1 , Table 2 and Table 3 respectively. Each column contains the number of images in which detected corners falls at distance m from the true feature position using Harris (H m ) and proposed boost map-based detector (B m ). We tested for distance m = 0, 0 < m ≤ 1, 1 < m ≤ 2, 2 < m ≤ 3, m > 3, evaluating the ratio B/H for each m.
Each row contains results for the right (R) and left (L) corners of the mouth (mR,mL), external (E) and internal (I) corners of the left and right eyes(eER, eIR, eLR, eIR) and tip of the nose (n).
Positive ratio (B/H > 1) is obtained for 0 < m ≤ 2, that is the proposed approach performs better than Harris detector finding more corners in the radius of 2 pixels from the considered feature point. Previous tests indicate system performance referring to the number of images in which a corner is found at distance m from the true feature position, while Fig. 4 shows previous values normalized to the number of corners detected by Harris (N H ) and proposed (N B ) method for each test set.
Experimental results showed that our boost map-based facial feature detector performs generally better than general purpose Harris corner detector. Even using different training and test data results are stable showing that each boost map attains an adequate level of generalization apart from used training data. Harris method detects more corners than proposed approach, moreover Harris corners are distributed over full image area while we detect corners just in features region as shown in Fig. 2 . Thus, boost maps improve the SVMs point classification both reducing the number of points to be tested and increasing the quality/importance of those points.
Each face image is fully processed (i.e., detected, analyzed, recognized) in about 3 seconds using Matlab on a conventional 2,4 GHz Intel Pentium 4, however it does not represent a limit to the efficiency of Viola-Jones approach, since face detection is conceptually distinct from other face processing steps. Face detection aims to find the image position of a single face so it is anyway the first, necessary, step in any automated face processing system. The efficiency of Viola-Jones technique is required to quickly detect a face while discarding other regions, however detected faces need to be processed again to perform subsequent tasks, e.g., face recognition, face tracking, face modelling and so on. Thus, even if the proposed technique is not suitable for a real-time system, the computational cost is not prohibitive for online image analysis (e.g. image annotation, classification, recognition, etc.). 
Conclusions
In this work was addressed the task of detecting facial featuers to normalize detected faces and perform face recogniton. We presented a novel facial feature extraction approach that could be used for normalizing Viola-Jones detected faces noticing that rectangle features creates some structure on features position over the detected faces. For each observed feature a prior distribution has been computed and used as boost map to filter the Harris corner detector response producing a finer corner detection on interest region while discarding external values. Experimental results are very promising using both AR and BioID face database. Further consideration could be done testing the proposed approach on natural images (i.e., personal photo album), however ground truth is needed and no more labelled datasets are currently available. This will be subject of future work.
