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a b s t r a c t
An eigenvalue problem, the convergence difficulties that arise and a mathematical
solution are considered. The eigenvalue problem is motivated by simplified models for
the dissociation equilibrium between double-stranded and single-stranded DNA chains
induced by temperature (thermal denaturation), and by the application of the so-called
transfer integral technique. Namely, we extend the Peyrard–Bishopmodel for DNAmelting
from the original one-dimensional model to a three-dimensional one, which gives rise to
an eigenvalue problem defined by a linear integral equation whose kernel is not in L2. For
the one-dimensional model, the corresponding kernel is not in L2 either, which is related
to certain convergence difficulties noticed by previous researchers. Inspired by methods
from quantum scattering theory, we transform the three-dimensional eigenvalue problem,
obtaining a new L2 kernel which has improved convergence properties.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and motivation
Consider a typical three-dimensional double-stranded DNA macromolecule (dsDNA) [1] at thermal equilibrium at
temperature T in an interval between about 300 K and the vicinity of Tm ≃ 360 K, the melting temperature. Such dsDNA
is formed by two (open or closed) single strands of DNA (ssDNAs). For T < Tm, the two ssDNAs are bound to each other,
forming dsDNA. For T > Tm, thermal denaturation or melting occurs, namely, dsDNA becomes two detached ssDNAs, each
of which retains its separate existence as an extended and connected macromolecular structure, provided that T be not too
high. Each single strand of real dsDNA is a chain formed by a very large number of nucleotides (say∼1010).
We shall recall the discretized model of dsDNA in one spatial dimension, proposed in [2] in order to study thermal
denaturation, and later pursued actively by a number of authors. The model made use of the, so-called, transfer integral
technique (TIT). For that purpose, those authors assumed periodic boundary conditions, that is, the two ends of the dsDNA
are identified with each other. Periodic boundary conditions seem to be an adequate approximation for long chains. The
application of TIT in a one-dimensional context is well documented [2–4]. A critical discussion of the validity of TIT for the
Peyrard and Bishop model is given in [3].
In this work, we shall propose a three-dimensional generalization of the one-dimensional model of Peyrard and Bishop.
Our starting point is that, as stressed previously in [5], dsDNA behaves, as regards a variety of medium and large scale
phenomena, as a macromolecule resembling approximately a Gaussian chain with certain effective residual interactions
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(V ) included. At thermal equilibrium, also for T < Tm, those Gaussian-like features allow us to regard each ssDNA in dsDNA
as formed by L effective components, denoted here as e-monomers. These e-monomers appear to be natural molecular
blocks for describing various phenomena in ssDNA and dsDNA on medium and large length scales. The key point is that
different e-monomers along a ssDNA behave approximately as statistically independent from one another (except for the
effective interaction V among them, discussed below) [6,7]. As the simplest possibility, each e-monomer could be just
formed by one nucleotide (two neighboring nucleotides being separated by an approximately constant distance). In a further
approximation, an e-monomer could consist of ne > 1 neighboring nucleotides, located successively along the chain, and
having a total effective length de [6,7]. Our analysis will allow for both possibilities and will employ de generically.
In the rth chain, r = 1, 2, R(r)l and R(r)l+1 are the three-dimensional position vectors of the origin and of the end of the lth
e-monomer, l = 1, . . . , L. V depends on all R(r)l , as r and l vary. The region in which both strands move is a sphere of very
large radius R0, with R0 going to+∞.
Within a classical statistical mechanics description, the statistical properties of a large system at thermal equilibrium are
given by its classical partition function, which counts all possible configurations of the system [8]. Accordingly, and under
the actual approximations, we initiate our formalism with a classical partition function for three-dimensional open dsDNA
at thermal equilibrium, which counts all possible configurations of e-monomers at absolute temperature T . That classical
partition function (implementing the Gaussian-like features mentioned in [5]) is proportional to a certain reduced partition
function Z given in [6,7]. In order to complete the generalization from the one-dimensional model of Peyrard and Bishop to
three dimensions, we formulate periodic boundary conditions (pbc) in Z [6,7], as follows.
Definition 1.1. For T < Tm (and as T approaches Tm from below), the reduced partition function with periodic boundary
conditions Zpbc is given by
Zpbc = 3
4πR30

d3R(1)1 d
3R(2)1 G(L), (1)
where the integrand G is defined below, with R(r)L+1 = R(r)1 :
G(L) ≡ G(R(1)L+1,R(2)L+1;R(1)1 ,R(2)1 ; L) =
  2
r=1

L
l′=2
d3R(r)l′

Weq, (2)
Weq =

L
l=1
WG

R(r)l+1 − R(r)l ; 2d2e

exp

− V
KBT

, (3)
WG

R(r)l+1 − R(r)l ; 2d2e

=

3
2πd2e
3/2
exp

−3(R
(r)
l+1 − R(r)l )2
2d2e

. (4)
HereWG is the standard Gaussian distribution. In order to deal with manageable models, we shall suppose that
V =
L
l=1
v0(|R(1)l − R(2)l |). (5)
The potential v0(|R|) is a real and continuous function, such that v0(|R|) goes to 0 adequately, as |R| goes to +∞. As an
example, v0 can be modeled through the Morse potential [2] given by
v0(|R|) = D (exp (−2α(|R| − d))− 2 exp (−α(|R| − d))) ,
with positive constants D, d and α.
The computation of Zpbc will be simplified considerably by employing the TIT, aswe shall see in the next section. Section 3
deals directly with the basic eigenvalue problem, formulated through a linear integral equation in three-dimensional space,
analyzes its simplification when spherical symmetry holds and discusses certain convergence difficulties, which arise from
the fact that the kernel K of the integral equation is not an L2 kernel. Section 4 undertakes the reduction of the eigenvalue
problem with the kernel K to another integral equation with a new kernel Kλ, which could be in L2 under additional
assumptions. In Section 5 some properties ofKλ are presented, while Section 6 returns to the case with spherical symmetry
and outlines the reduction to an L2 kernel. Finally, Section 7 contains some additional remarks on the one-dimensional and
two-dimensional problems.
2. TIT with periodic boundary conditions
The transfer integral technique (TIT) is a formalism developed for calculating the configurational contribution to the
classical partition function in the thermodynamic limit of a large system, in one-dimensional cases [2,3,9–14]. TIT has
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enabled the reduction of the computation of such one-dimensional partition functions to solving eigenvalue problems for
linear integral equations. Short self-contained introductions to TIT in one-dimensional cases are included, in particular,
in [12,3,14]. In short, in each of those one-dimensional cases, once the problem of computing the corresponding one-
dimensional partition function is posed, one formulates directly the associated eigenvalue integral equation. Then, one
justifies formally that the solution of the latter eigenvalue problem enables one to compute the partition function towhich it
corresponds. And, in each case, the key pending issue is that of solving (or getting adequate information from) the associated
eigenvalue integral equation.
Here, we shall extend the basics of that one-dimensional TIT technique to the three-dimensional situation of interest
in this work. Accordingly, our starting point is Zpbc in (1) and, associated with it, we introduce directly the following TIT
eigenvalue integral equation in three spatial dimensions for T < Tm (and as T approaches Tm from below):
d3R(1)
′
d3R(2)
′
Q (R(1),R(2);R(1)′ ,R(2)′) f[Λ](R(1)′ ,R(2)′) = exp(−Λ) f[Λ](R(1),R(2)), (6)
where we have defined the kernel Q by
Q

R(1),R(2),R(1)
′
,R(2)
′ = exp−v0(|R(2) − R(1)|)
2KBT
 2
r=1
WG

R(r) − R(r)′; 2d2e

exp

−v0(|R
(2)′ − R(1)′ |)
2KBT

.
That is, f[Λ](R(1),R(2)) is an eigenfunction of the three-dimensional integral operator with kernel Q and associated with
the eigenvalue exp(−Λ). Let [Λ] denote a set of labels which characterize uniquely the eigenfunction f[Λ]. The formal
justification for stating that the solution of the eigenvalue problem in (6) enables one to compute Zpbc in (1) will constitute
Proposition 2.1 below.
Next, we will carry out a general simplification of (6). Namely, if we introduce the variables z+ = R(1) + R(2)2 and
z = R(2) − R(1) and change the variables accordingly in (6), then
2
r=1
WG(R(r) − R(r)′; 2d2e ) = WG(z− z′; 42e )WG(z+ − z′+; d2e ).
Without loss of generality, we look for eigenfunctions with the structure
f[Λ](R(1),R(2)) = (2π)−3/2 exp(ikz+)f−;[Λ′](z)
for real k = (k1, k2, k3), and Λ = d2e |k|2/12 + Λ′. Here [Λ′] denotes another (smaller) set of labels, which characterize
uniquely the eigenfunction f−;[Λ′](z). Then, by a direct integration over z+, the initial eigenvalue problem (6) becomes the
simpler eigenvalue integral equation (R0 →+∞)
d3z′ Q(z, z′)f−;[Λ′](z′) = exp(−Λ′)f−;[Λ′](z), (7)
where the kernelQ is defined by
Q(z, z′) = exp

−v0(|z|)
2KBT

WG(z− z′; 4d2e ) exp

−v0(|z
′|)
2KBT

.
We shall anticipate that, for T < Tm and suitable v0, the spectrum of all eigenvalues exp(−Λ′) is the following. For two
macromolecular chains bound to each other (double-stranded structure, dsDNA), the allowed values of exp(−Λ′) are real
and strictly greater than 1, and they constitute a discrete and finite set, for both finite R0 and as R0 goes to+∞. For finite R0,
the spectrum contained in (0, 1) is discrete. As R0 goes to+∞, if the two chains are not bound to each other (two separate
single strands or ssDNAs) all allowed values of exp(−Λ′) sweep the whole real interval 0 < exp(−Λ′) < 1.
The analysis fromnowon appears to be consistentwith that structure. In order to proceed further towards themotivation
of the eigenvalue problem, we shall accept, temporarily, the formal validity of the following remark.
Remark 2.1. The set of all eigenfunctions f−;[Λ′] of Q is a complete orthonormal set formally. Indeed any two different
eigenfunctions f−;[Λ′1] and f−;[Λ′2], corresponding to different sets of labels [Λ′1] and [Λ′2] ([Λ′1] ≠ [Λ′2]), are orthogonal,
i.e. ⟨f−;[Λ′1], f−;[Λ′2]⟩ = 0 with respect to the inner product
⟨f−;[Λ′1], f−;[Λ′2]⟩ =

d3zf−;[Λ′1](z)
∗f−;[Λ′2](z).
The orthonormality will be understood in the generalized sense, in which both discrete and continuous eigenvalues exist;
see for instance [15]. Then, one has the following completeness relation for those eigenfunctions:
[Λ′]
f−;[Λ′](z)∗f−;[Λ′](z′) = δ(3)(z− z′). (8)
(In order to compare with [15], we have written the three-dimensional Dirac delta function δ(3), which strictly corresponds
to the case when R0 goes to+∞.)
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The symbol

[Λ′] above and in what follows includes the whole spectrum ofQ, namely, a summation over the discrete
spectrum plus an integration over the continuous one (if R0 goes to +∞). For exp(−Λ′) > 1, f−;[Λ′](z) is normalized:
d3z |f−;[Λ′](z)|2 = 1. Remember that T < Tm (exp(−Λ′) > 1) and that T is allowed to approach Tm from below (exp(−Λ′)
goes to 1). The solutions f−;[Λ′](z) for 0 < exp(−Λ′) < 1 with v0 ≠ 0 correspond, in a qualitative sense at least, to the two
ssDNAs not bound to and separated fromeach other, but still interacting! For our purposes, the solutionswith exp(−Λ′) ≥ 1
will suffice. So, we shall not study the solutions f−;[Λ′](z)with 0 < exp(−Λ′) < 1, thus avoiding the formulation of suitable
boundary conditions for them.
By accepting the formal validity of Remark 2.1, applying the previous identity (8) in the definition of the reduced
partition function with periodic boundary conditions (1), then using (6) L times successively, by integrating directly over
z+ and cancelling out 4πR30/3, we achieve the following statement. A similar computation can be seen in the simpler one-
dimensional context and with more details in [12,3,14].
Proposition 2.1. For T < Tm (and as T approaches Tm from below), the reduced partition function with periodic boundary
conditions Zpbc in (1) can be written formally as
Zpbc = 1d3e

3
Lπ
3/2
[Λ′]
exp(−LΛ′)

d3z|f−;[Λ′](z)|2, (9)
where f−;[Λ′] is an eigenfunction of problem (7) associated with the eigenvalue exp(−Λ′).
In this way, the TIT enables us to reduce the hard computation of Zpbc (which involves 2(L + 1) three-dimensional
integrals) to simpler tasks:
(i) to solve the eigenvalue integral equation (7),
(ii) to calculate the norms ∥f−;[Λ′]∥2,
(iii) to compute the value of the series (9).
Thus, we have extended to the actual three-dimensional case the corresponding one-dimensional justifications for saying
that the solution of the eigenvalue problem enables us to compute the partition function to which it corresponds.
We have Zpbc = Z (bo)pbc + Z (ub)pbc , where Z (bo)pbc stands for the classical partition function for all configurations in which the
two ssDNAs are bound to each other, that is for dsDNA [6], and is given by
Z (bo)pbc =
1
d3e

3
Lπ
3/2 
[Λ′],exp(−Λ′)>1
exp(−LΛ′), (10)
while Z (ub)pbc (for 0 < exp(−Λ′) < 1) is associated with configurations with the two ssDNAs not bound to each other.
The case of physical interest corresponds to large R0 and large L, with L growing more slowly than R0: for instance, L
could grow like R1/α0 , with 1 < α < +∞. Also, L3/2Z (bo)pbc depends on L exponentially, due to the finite sum of exponen-
tials, with fixed exp(−Λ′) > 1. Let R0 be very large. We estimate that the dependence of L3/2Z (ub)pbc on L originates from
[Λ′],0<exp(−Λ′)<1 exp(−LΛ′)

4πR30/3

, with 4πR30/3 coming from

d3z|f−;[Λ′](z)|2. For large L, the sum above is domi-
nated by very smallΛ′, while the factor 4πR30/3 yields a contribution proportional to L3α (having accepted that L is propor-
tional to R1/α0 ). Then, if T < Tm and L is large, Z
(ub)
pbc appears to be dominated by Z
(bo)
pbc . This justifies focusing on exp(−Λ′) > 1,
for T < Tm. However, in the limit T → Tm, those arguments and dominance fail, since the eigenfunctions f−;[Λ′](z) with
Λ′ > 1 disappear and only Z (ub)pbc survives.
By generalizing the one-dimensional case [2,3] and using periodicity, the physically interesting mean stretching for any
pair of complementary e-monomers in dsDNA is, for T < Tm and very large L,
⟨|R(2) − R(1)|⟩ = 1
Zpbc
3
4πR30

d3R(1)1 d
3R(2)1 G(L) |R(2)1 − R(1)1 |
→ 1
Z (bo)pbc
1
d3e

3
Lπ
3/2 
[Λ′], exp(−Λ′)>1
exp(−LΛ′)

d3z |f−;[Λ′](z)|2 |z|. (11)
Since L is very large, configurations with exp(−Λ′) > 1 dominate.
3. The eigenvalue problem
From the mathematical point of view, we shall deal with the following eigenvalue problem:
R3
K(x, y)f[λ](y)dy = λ f[λ](x) for all x ∈ R3, (12)
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where the kernel K : R3 × R3 → R is defined by
K(x, y) =

b
π
3/2
exp
−b|x− y|2 − v(x)− v(y) . (13)
The function f[λ] is an eigenfunction corresponding to the eigenvalue λ. b > 0 is a constant and v : R3 → R is a real and
continuous function, vanishing adequately as |x| goes to+∞. As one integrates over the whole R3, one is in the case where
R0 goes to+∞. Notice that K is a positive and symmetric kernel (K(x, y) = K(y, x)), but, for the above class of v’s, it is not
an L2 kernel. In fact, when one integrates both x and y over the whole ofR3,

R3

R3 |K(x, y)|2dxdy diverges, as v goes to 0 for
large distances. This genuinely mathematical issue for the three-dimensional case appears to merit attention, and we shall
focus on it in this work. We recall that the one-dimensional model for DNA [2] has given rise to a kernel which does not
belong to the L2 class either [3], has produced convergence problems and has been analyzed numerically [3,16]. We shall
comment very briefly on the issue of the slow numerical convergence in the actual three-dimensional case by the end of this
section, and recall the numerical research on the one-dimensional case in Section 7. We recover the eigenvalue problem (7)
if we take x = z, y = z′:
v(x) = v0(|z|)
2KBT
, b = 3
4d2e
, λ = exp(−Λ′). (14)
The following arguments will give a qualitative idea of the spectrum of eigenvalues λ. Let us start by multiplying Eq. (12)
by f[λ](x)∗ and then integrate it with respect to x over the whole of R3. If we consider the inverse Fourier transform
R3

b
π
3/2
exp
−b|x|2 exp (−ikx) dx = exp−|k|2
4b

, (15)
it follows that
R3
(2π)−3 exp

−|k|
2
4b
 
R3
exp (−iky) exp (−v(y)) f[λ](y)dy
2 dk = λ 
R3
|f[λ](x)|2dx.
If we had v(x)→ +∞ as |x| → +∞, then f[λ](x)would be in L2 and λwould be non-negative. In the case of interest here,
v(x)→ 0 as |x| → +∞ and the above argument becomes formal and simply suggests that 0 ≤ λ < +∞.
Next, assume, for a short while, that v ≡ 0 in (13). Then, all of the eigenfunctions are f[λ](x) = (2π)−3/2 exp (i qx) =
f[q](x), with eigenvalues λ = exp
−q2/4b, and [λ] = [q], where q = (q1, q2, q3) is in R3. We shall not establish these
facts here, which can be immediately justified in a formal way, by taking the Fourier transform of (12), as we shall do in
Section 4, letting v(x) = 0 for any x, and performing the inverse Fourier transform. Then, if v(x) = 0 for any x, there is no
discrete spectrum and the eigenvalue spectrum is continuous: 0 < λ ≤ 1. The f[q]’s are already normalized, in the same
sense as continuum eigenfunctions usually are [15]. Next, turn to v(x) ≠ 0. Then, the continuous spectrum (0 < λ ≤ 1)
always remains and, in addition, there may be a discrete spectrum with λ > 1 if (i) v(x) is negative in some region and
(ii) |v(x)| is not too small. Neither (i) nor (ii) follows directly from (12).
Let λmax be the largest eigenvalue, which is strictly greater than 1 if there is a discrete spectrum. If one accepts the formal
validity of Remark 2.1, then one has for any square-integrable function g(x)
R3

R3
g(x)∗K(x, y)g(y) dxdy ≤ λmax

R3
|g(x)|2dx. (16)
This follows directly in a formal way by using K(x, y) = [λ] λf[λ](x)f[λ](y)∗ and (8) (recast in terms of f[λ]’s). As an
application of the formal (16), let v be non-vanishing, with v(x) ≤ 0 for any x, and let a discrete spectrum exist (λmax > 1). If
we replace v(x) by ξv(x), where ξ is a real parameter with ξ ≥ 1, then, as ξ increases, the discrete eigenvalues increase (as
does their number). In Section 5, an inequality will be given in outline, which could be regarded as a rigorous version of (16).
No further use will be made of the above formal arguments, all of which were intended to motivate the mathematical
study of the eigenvalue problem (12).
3.1. Exploiting spherical symmetry
Although we shall treat a general v(x), it is useful to consider the particular case of spherical symmetry, namely, that
in which v(x) = v1(|x|) (|x| = (3j=1 x2j )1/2). Such a simplification, with exp (−v1(|x|)) independent of the direction of
x, occurs in applications to DNA, as seen in Section 2. Then, one can exploit spherical symmetry to look for eigenfunctions
f[λ](x)with factorized radial (|x|) and angular (x/|x|) dependences.
Proposition 3.1. If we assume spherical symmetry in v, i.e. v(x) = v1(|x|) with v1(r) : [0,+∞) → R, then the eigenvalue
problem (12) with (13) for spherically symmetric eigenfunctions yields the radial eigenvalue problem +∞
0
S(r1, r2) φλ(r2) dr2 = λφλ(r1) for all r1 ∈ [0,+∞), (17)
3566 R.F. Álvarez-Estrada et al. / Journal of Computational and Applied Mathematics 236 (2012) 3561–3571
where the kernel S : [0,+∞)× [0,+∞)→ R is defined by
S(r1, r2) = 4π

b
π
3/2
exp
−b(r21 + r22 )− v1(r1)− v1(r2) sinh (2b r1r2)2b .
Proof. If Y νl (x/|x|) are standard spherical harmonics (with l = 0, 1, 2, . . . and ν = −l,−l + 1, . . . , l) [15], we can make
the replacement f[λ](x) = Y νl (x/|x|)fl,λ(|x|) in (12). The derivation belowwill be consistent with [λ] = (l, ν, λ) and with the
independence of ν of the radial eigenfunction fl,λ(|x|). We use the identity
exp
−b|x− y|2 = 4π exp −b(|x|2 + |y|2) +∞
l=0
l
ν=−l
il jl (2ib|x||y|) Y νl

y
|y|
∗
Y νl

x
|x|

(18)
where jl(2ib|x||y|) is the standard regular spherical Bessel function of order l with purely imaginary argument [15]. We
perform the angular integration over all possible directions of y/|y|. Then, we find the following (ν-independent) radial
integral equation for fl,λ(|x|):
4π

b
π
3/2  +∞
0
|y|2 exp −b|y|2 − v1(|y|) il jl(2ib|x||y|) fl,λ(|y|) d|y| = λ exp b|x|2 + v1(|x|) fl,λ(|x|) (19)
with λ > 1 (bound states). For spherically symmetric eigenfunctions (l = ν = 0), Eq. (19) simplifies to
4π

b
π
3/2  +∞
0
|y|2 exp −b|y|2 − v1(|y|) sinh (2b|x||y|)2b|x||y| f0,λ(|y|)d|y| = λ exp b|x|2 + v1(|x|) f0,λ(|x|). (20)
One problem with (20) is that its kernel is not symmetric. This shortcoming is overcome by defining the eigenfunction
φλ(r1) = |x|f0,λ(|x|) as well as renaming the variables as follows: |x| = r1 and |y| = r2. In this way we arrive at the radial
eigenvalue equation (17). The trivial generalization for l = 1, 2, . . . is omitted. 
Wehave carried out somenumerical analysis (of a rather preliminary character) of the radial eigenvalue integral equation
(17), for when v1 is a Morse potential and λ > 1. We plan to carry out an improved numerical analysis in a near future
work. Our computational study thus far, in spite of its limitations, reveals a slow convergence of the numerical approximate
solution towards the exact eigenfunction. Anyway, that indicates, a posteriori, that Eq. (12) had a kernel implying slow or
poor convergence. The latter mathematically troublesome feature is closely related to the fact that the kernel in (12) does
not belong to the L2 or Hilbert–Schmidt class. It is this characteristic of the kernel which already leads to the divergence
of the partition function in the Peyrard and Bishop one-dimensional model, as pointed out in [3,16] (see the comments in
Section 7). In Section 4, we shall transform (12) into another integral equation containing a kernel which may belong to
the Hilbert–Schmidt class, under certain conditions on v. A related transformation when spherical symmetry holds will be
studied in Section 6.
4. Derivation of the new kernelKλ
The kernel (13) has dependences on x and y which give rise to difficulties in the analysis of convergence properties. We
shall transform problem (12) into another one with a new kernel free of those shortcomings.
Theorem 4.1. Suppose that v ≠ 0. For eigenvalues λ > 1, the initial eigenvalue problem (12) with kernel (13) is equivalent to
the implicit eigenvalue problem
R3
Kλ(x, y) h[λ](y)dy = h[λ](x) for all x ∈ R3, (21)
where the kernelKλ depends on λ, and is defined by
Kλ(x, y) = |σ(x)| K1(x− y) σ (y), (22)
with
K1(x− y) = 18π3

R3
exp (ik (x− y))
λ exp
|k|2/(4b)− 1dk, (23)
σ(η) = exp (−2v(η))− 1√| exp (−2v(η))− 1| for all η ∈ R
3. (24)
Therefore, we shall undertake a number of successive transformations in (12), which will generalize non-trivially those
carried out in three-dimensional quantum scattering theory [17].
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Proof. The first task will be to transform Eq. (12) into another integral equation with a new kernel, which vanishes as |y|
goes to +∞. Let us define the function g[λ] : R3 → R by putting g[λ](x) = exp (v(x)) f[λ](x), so that the integral equation
(12) may be written as
R3

b
π
3/2
exp
−b|x− y|2 exp (−2v(y)) g[λ](y)dy = λ g[λ](x). (25)
Then, we introduce the three-dimensional Fourier transforms in (15) and in
g˜[λ](k) =

R3
exp (−ikx) g[λ](x)dx (26)
for every k ∈ R3. The Fourier transform of (25) is
1
8π3
exp

−|k|
2
4b

R3

R3
exp (−2v(y)) exp (i(w − k)y) g˜[λ](w)dydw = λ g˜[λ](k). (27)
At this stage, we impose λ > 1 so that λ− exp

− |k|24b

> 0, for any k in R3. Then, we recast (27) as
exp
−|k|2/(4b)
8π3

λ− exp −|k|2/(4b)

R3

R3
(exp (−2v(y))− 1) exp (i(w − k)y) g˜[λ](w)dydw = g˜[λ](k). (28)
By taking the inverse Fourier transform of (28), we get
R3
K1(x− y) (exp (−2v(y))− 1) g[λ](y)dy = g[λ](x), (29)
where we have defined K1 in (23). Notice that exp (−2v(y)) − 1 approaches zero as |y| goes to +∞. This completes the
task of transforming the problem of (12) into another integral equation with a new kernel, namely, K˜1(x, y) ≡ K1(x −
y) (exp (−2v(y))− 1), which vanishes as |y| goes to+∞.
However, the problem (29) is not yet the desired reformulation of (12). In fact, the dependences of the kernel K˜1 on x and
y are very different from each other, and that could give rise to potential trouble in the analysis of convergence properties.
We shall now transform (29) into another more suitable form. For that purpose, we multiply (29) by
√| exp (−2v(x))− 1|,
and define the function h[λ] : R3 → R by putting
h[λ](x) =
| exp (−2v(x))− 1| g[λ](x).
By defining σ(η) = (exp (−2v(η))− 1) /√| exp (−2v(η))− 1|, this allows us to recast (29) for λ > 1 as the announced
reformulation of (12) in (21) and (22). 
The reformulated problem (21) constitutes another eigenvalue problem, but with a structure different from that of (12).
Apparently, all eigenfunctions h[λ] for (21), with λ > 1, would seem to correspond to the eigenvalue+1 forKλ, but such a
superficial statement is incorrect, sinceKλ depends on λ. That is, for suitable v, one expects that there is only a finite set of
λ’s (with λ > 1) such that the corresponding h[λ]’s exist and fulfill problem (21).
5. Analysis of the eigenvalue problem with kernelKλ
Proposition 5.1. The map K1 defined in (23) satisfies the following properties:
(i) K1 is a symmetric and real function;
(ii) |K1(x− y)| ≤ K1(0) for every x, y ∈ R3;
(iii) when |x− y| → 0, then K1(x− y) > 0 for λ > 1 and λ→ 1;
(iv) when |x− y| is sufficiently far from 0, then
K1(x− y) = b
π |x− y|

exp

−√4b ln λ|x− y|

+ 2
+∞
n=1
cos(an|x− y|) exp (−bn|x− y|)

, (30)
where the coefficients are given by
an =

rn − 4b ln λ
2
, bn =

rn + 4b ln λ
2
, rn = 4b

(ln λ)2 + (2πn)2. (31)
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Proof. As |x − y| goes to 0, K1(x − y) approaches a finite positive constant, for both λ > 1 and λ → 1. K1(0) is similar
to a convergent integral which appears in the expression for the density ρ of an ideal Bose–Einstein gas of atoms. See, for
instance, [8, (9.71)]. In [8, pages 262–263], ρ is represented by a convergent series. By virtue of such a comparison, one has
K1(0) = (b/π)3/2+∞l=1 1λl l3/2 ≤ (b/π)3/2+∞l=1 1l3/2 , which converges for λ ≥ 1, since+∞l=1 1l3/2 = ζ (3/2) = 2.612375 . . .,
where ζ (x) is the Riemann zeta function. For a further study of Bose–Einstein integrals, see [18]. Thus, the integral in (23) is
a useful representation of K1(x− y) for bounded |x− y|.
However, a definition such as that in (23) is not adequate for studying K1(x − y) quantitatively for large |x − y|, but it
will provide the basis for an alternative representation in terms of a series. By performing the integration over all angular
directions of k, (23) becomes (u = |k|)
K1(x− y) =
 +∞
0
u
2π2|x− y|
sin (u|x− y|)
λ exp

u2/(4b)
− 1du, (32)
which shows that K1(x − y) = K1(y − x) and that K1(x − y) is real. Moreover, as |x − y| goes to 0, dK1(x − y)/d|x − y|
behaves as
− 1
6π2
|x− y|
 +∞
0
u4
λ exp

u2/(4b)
− 1du.
Thus the integral in (32) can be immediately recast as
K1(x− y) =
 +∞
−∞
u
4π2i|x− y|
exp (iu|x− y|)
λ exp

u2/(4b)
− 1du. (33)
Suppose that θ ≡ (4b)−1u2 + ln λ, with λ ≥ 1. We notice that
1
exp θ − 1 = −
1
2
+ 1
θ
+ θ

n∈Z\0
1
θ2 + (2πn)2 = −
1
2
+ 1
θ
+

n∈Z\0
1
θ − 2iπn .
Then, using a residue integration in the upper half of the u-complex plane, (33) can be written as follows:
K1(x− y) = b
π |x− y|

δ′(α)+ exp

−√4b ln λ|x− y|

+ 2
+∞
n=1
cos(an|x− y|) exp (−bn|x− y|)

(34)
where an and bn are given in (31), α =
√
4b|x − y|, and δ′(α) = i2π
 +∞
−∞ u exp(iuα) du is the first derivative of the (Dirac)
distribution δ(α). The formal representation given in (34) is, regarded strictly as a function, meaningless as |x − y| goes
to 0. Such a formal representation for |x − y| ≥ 0 should be considered in principle not as a function, but rather as a
distribution. However, for non-vanishing (and, of course, large) |x− y|, δ′(α) yields a vanishing contribution and the series
in (34) converges for λ > 1 and also for λ→ 1. All of that suggests that the formal representation in (34), for |x − y| ≥ 0,
as the sum of a distribution (namely δ′(α)) plus a series, simplifies for |x − y| > 0 and for large |x − y|. Then δ′(α) does
not contribute and K1(x − y) becomes the function given by the remaining contributions. All of that is consistent with the
fact that K1(x− y) is always finite. For large |x− y|, (b/π |x− y|) exp(−
√
4b ln λ|x− y|) gives the dominant contribution to
K1(x− y). 
Notice that, by using property (ii) in Proposition 5.1, a direct majoration yields
R3

R3
g(x)∗Kλ(x, y)g(y)dxdy
 ≤ K1(0)
R3
|σ(x)||g(x)|dx
2
for any function g(x) such that

R3 |σ(x)||g(x)|dx < +∞. This inequality could be regarded as some rigorous version of the
formal (16).
The above behavior of K1(x − y) allows for Kλ(x, y) to be an L2 kernel, when v fulfills certain suitable conditions, for
λ ≥ 1.
Proposition 5.2. If v : R3 → R is such that lim|x|→∞ v(x) = 0 adequately such that

R3 | exp (−2v(x))− 1|dx < +∞, then
Kλ(x, y) = |σ(x)|K1(x− y)σ (y)
is an L2 kernel, for both λ > 1 and λ→ 1.
Proof. Let ϵ > 0 be fixed, and v as above. The square L2 norm ofKλ(x, y) is
R3

R3
|Kλ(x, y)|2dxdy =

R3

R3
| exp(−2v(x))− 1|K1(x− y)2| exp(−2v(y))− 1|dxdy
=

|x−y|<ϵ
|Kλ(x, y)|2dxdy+

|x−y|≥ϵ
|Kλ(x, y)|2dxdy, (35)
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where we have used (24). As shown previously, K1(x − y) is finite for small |x − y|, which implies that the left hand side
integral in (35) is convergent for λ > 1 and as λ → 1. For large |x − y|, K1(x − y) is represented by the convergent series
in (30), so

|x−y|≥ϵ |Kλ(x, y)|2dx dy is convergent for λ > 1. Now, for λ → 1,

|x−y|≥ϵ |Kλ(x, y)|2dxdy is also convergent
since K1(x− y) in (30) contains 1|x−y| plus an exponentially convergent series. Alternatively, property (ii) in Proposition 5.1
yields

R3

R3 |Kλ(x, y)|2dxdy ≤ K1(0)2

R3 | exp (−2v(x))− 1| dx
2
< +∞ for λ ≥ 1. 
Remark 5.1. Let us consider the eigenfunction h[λ] in (21). If we take the L2 norm of such a function, and then apply the
Hölder inequality, it follows that
R3
|h[λ](x)|2dx ≤

R3

R3
| exp (−2v(x))− 1|K1(x− y)2| exp (−2v(y))− 1|dxdy

R3
|h[λ](y)|2dy. (36)
If the L2 norm of the kernelKλ is less than 1, then (36) requires that ∥h[λ]∥2L2 = 0. We conclude that if | exp (−2v(y))− 1|
is suitably small, such that the L2 norm is less than 1, then there are no non-vanishing eigenfunctions h[λ] in three spatial
dimensions. For a non-vanishing h[λ] to exist in three spatial dimensions, a necessary condition is that | exp (−2v(y)) − 1|
must not be so small as to allow for the L2 norm ofKλ to be greater than or equal to 1.
Remark 5.1 justifies a posteriori the constructions in Sections 4 and 5. In fact, no related necessary condi-
tions on the existence of non-vanishing eigenfunctions follow directly from (12). By using Propositions 5.1 and
5.2, Remark 5.1 yields the following sufficient condition for the absence of non-vanishing eigenfunctions h[λ]:
(b/π)3/2ζ (3/2)

R3 | exp (−2v(x))− 1|dx
2
< 1. The latter, recalling (14), yields a bound involving the melting tempera-
ture Tm for the models (5). For example, suppose that v(x) = v1(|x|) = v11 if 0 ≤ |x| < R1, and v(x) = v1(|x|) = −v21 if R1 ≤
|x| < R2, with v11, v21 > 0. For R2 ≤ |x| < +∞, let v1(|x|) ≠ 0 be very small and go to 0 very quickly as |x| goes to+∞. Then,
the last sufficient condition becomes (4b3/2ζ (3/2)/(3π1/2))

R31[1− exp
−2v1,1)+ (R32 − R31)(exp 2v1,2− 1)+1 <
1 (with 1 = 3  +∞R2 r2| exp (−2v1(r)) − 1|dr being very small). The latter inequality is qualitatively consistent with
[6, Eq. (27)]: a quantitative assessment lies beyond our scope here.
6. Back to spherical symmetry: reduction to an L2 kernel
Proposition 6.1. If we assume spherical symmetry in v, i.e. v(x) = v1(|x|) with v1 : [0,+∞)→ R \ {0}, then the eigenvalue
problem (21)may be written as +∞
0
R(r1, r2)h0,λ(r2)dr2 = h0,λ(r1) for all r1 ≥ 0, (37)
where the kernel R and the eigenfunction h0,λ are defined by
R(r1, r2) = |σ1(r1)|ρ(r1, r2)σ1(r2) and h0,λ(r) = r|σ1(r)|g0,λ(r),
with σ1(r) = exp(−2v1(r))−1√| exp(−2v1(r))−1| , g0,λ defined below, and ρ(r1, r2) defined in (40).
Proof. Let f[λ](x) be the eigenfunction of Section 3.1, with factorized radial and angular dependences. Suppose that
g[λ](x) = gl,λ(|x|)Y νl (x/|x|), with gl,λ(|x|) = exp(v1(|x|))fl,λ(|x|). From (26) we have g˜[λ](k) = g˜l,λ(|k|)Y νl (k/|k|), where
g˜l,λ(|k|) = 4π il
 +∞
0 u
2gl,λ(u)jl(u|k|) du. Now, let us take (28) with the above g˜[λ](k), factor out Y νl (k/|k|), and then apply +∞
0 |k|2jl(|k|r)d|k| (with r ≥ 0) and employ the equality (see [15])
exp(ikx) = 4π
+∞
l=0
+l
ν=−l
il jl(|k||x|) Y νl

k
|k|
∗
Y νl

x
|x|

.
It follows
 +∞
0 |k|2jl(|k|r)jl(|k||x|)d|k| = (π/r|x|)δ(|x| − r), where δ is the one-dimensional delta function. We get the
following counterparts of (29) and (23) when spherical symmetry holds: +∞
0
r22 Kl(r1, r2) (exp (−2v1(r2))− 1) gl,λ(r2)dr2 = gl,λ(r1) (38)
Kl(r1, r2) = 2(−1)
l
π
 +∞
0
u2jl(ur1)jl(ur2)
λ exp

(4b)−1u2
− 1du. (39)
Therefore one has K1(x − y) = +∞l=0 +lν=−l Kl(|x|, |y|)Y νl (x/|x|)Y νl (y/|y|)∗. The integral yielding Kl(r1, r2) is always
convergent for any real r1 ≥ 0, r2 ≥ 0 and for both λ > 1 and λ→ 1.
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In what follows, suppose that l = 0 so that K0(r1, r2) = 1r1r2 ρ(r1, r2)with
ρ(r1, r2) = 2
π
 +∞
0
sin(ur1) sin(ur2)
λ exp

(4b)−1u2
− 1du
= 1
2π
 +∞
−∞
exp(iu(r1 − r2))− exp(iu(r1 + r2))
λ exp

(4b)−1u2
− 1 du = ρ−(r1, r2)+ ρ+(r1, r2). (40)
For r1 = r2,K0(r1, r1) andρ(r1, r2) are finite and non-negative. The integrations over uwill give an alternative representation
for ρ(r1, r2), playing for it a role similar to that of (34) for K1(x− y). Such integrations are performed like in Proposition 5.1
(for K1(x− y)). The results are
ρ−(r1, r2) = −δ(r1 − r2)2 +
√
b√
ln λ
exp

−√4b ln λ |r1 − r2|

+ 4b
+∞
n=1
an sin (an|r1 − r2|)− bn cos (an|r1 − r2|)
a2n + b2n
exp(−bn|r1 − r2|) (41)
ρ+(r1, r2) = δ(r1 + r2)2 −
√
b√
ln λ
exp(−√4b ln λ(r1 + r2))
− 4b
+∞
n=1
an sin (an(r1 + r2))− bn cos (an(r1 + r2))
a2n + b2n
exp(−bn(r1 + r2)) (42)
with the same coefficients an and bn as in (31).
Theorem 4.1 can now be readily extended to the actual case of spherical symmetry with l = 0. We finish the proof by
considering the above equation for gl,λ(r) with l = 0. For suitable v1(r), the kernel R(r1, r2) belongs to the L2 class. The
justification is similar to that in Section 5. 
7. Some remarks on the one-dimensional and two-dimensional problems
We have concentrated on an eigenvalue problem, motivated by simplified models for DNA in three spatial dimensions.
We have transformed that eigenvalue problem into what could be called an implicit eigenvalue problem, characterized by
a homogeneous linear integral equation with an L2 kernel, with improved convergence properties.
We shall discuss briefly the corresponding eigenvalue problems in d = 1, 2 spatial dimensions, because several
qualitative differences from the three-dimensional case will be interesting. The d = 1, 2 eigenvalue problems are also
formulated through problem (12), with the same K(x, y), provided that x and y become d-dimensional and

R3 is replaced
by

Rd . In this connection, we recall that themodel of Peyrard and Bishop [2] led precisely to the one-dimensional eigenvalue
problem, so our discussion below will apply for the former. The developments in Section 3 hold (except, of course, those in
Section 3.1). Eq. (29) (with

Rd ) also holds, with the same derivation, and the same kernel K1(x − y) in (23) (with

Rd ). If
λ > 1 and d = 1, 2, then K1(x− y) converges for finite |x− y|. When |x− y| ≠ 0, the integral in K1(x− y) can be evaluated
through procedures similar to those which led from (33) to (34) in Proposition 5.1. If λ > 1 and d = 1, 2, the counterparts
ofKλ can be defined like in (22) and are L2 kernels, for suitable v(x). However, just for λ = 1, K1(x− y) embodies neatly the
main qualitative differences of the d = 1, 2 cases with respect to the three-dimensional one. In fact, for λ = 1 the integral
in K1(x−y) diverges, due to behavior of the integrand near k = 0, for both d = 1, 2. More specifically, near k = 0, for d = 1,
K1(x − y) diverges like the one-dimensional integral

dk/k2, while if d = 2, K1(x − y) diverges like the two-dimensional
integral

dk/k2. It follows that, for d = 1, 2 and λ = 1, the counterpart ofKλ cannot be an L2 kernel. This suggests that the
eigenvalue problem (12) for d = 1, 2 could have a non-vanishing eigenfunction with λ ≥ 1 for any negative v(x), no matter
how small the absolute magnitude of the latter could be. Such an inference seems to be supported by some preliminary
estimates, based upon computations of K1(x− y)mentioned above (omitted here, for brevity).
At this point, we recall [19] that, in quantummechanics, an attractive potential: (i) always has one bound state in d = 1, 2
spatial dimensions, no matter how small the magnitude of the potential could be, while it (ii) has no bound states in three
spatial dimensions, unless it has some minimum intensity. Then, there appears to exist an interesting and close analogy
between the existence of bound states for quantum mechanical attractive potentials and the existence of non-vanishing
eigenfunctions for problem (12), as the spatial dimension goes down from d = 3 to d = 2 and d = 1.
To conclude, numerical research concerning TIT in the one-dimensional case, with potentials v(x) such that v(x) goes to
0 if |x| goes to +∞, have been reported in Section 4 in [16] and in Section 2 in [3]. Upon suitable discretizations, integrals
were replaced by finite summations, so the TIT eigenvalue problem boiled down to finding the eigenvalues and eigenvectors
of a symmetric matrix. Combinations of various methods (the trapezoidal rule, the Simpson rule, Bode’s integration rules,
Kellog’s method, the Gauss–Legendre quadrature, . . . ) were employed, so as to reduce the dimensions of the numerical
matrices, still obtaining rather accurate computational results. In particular, the infinite integration domain R × R for
K(x − y) in [3] was replaced by a finite rectangle and the behavior of eigenvalues, eigenvectors and statistical averages
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(say, the counterpart of (11)) were studied numerically. With an equivalent philosophy, eigenvalues and thermodynamical
functions were studied numerically in [16]. See both [16,3] for details, results and discussions, as the limits of integrals and
sizes of matrices and/or rectangles increase, and as the melting temperature Tm is approached from below.
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