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Abstract
Let f,g : [0,1] → [0,1] be two commuting continuous maps. We establish some results on the
topological dynamic shared by both maps and state some conditions to get that the topological en-
tropy of the composition f ◦ g will be positive.
Published by Elsevier Inc.
Keywords: Commuting interval maps; Periodic points; Topological entropy
1. Introduction and statement of results
Let (X,d) be a compact metric space and denote by C(X,X) the family of continuous
maps from X into itself. For f ∈ C(X,X), the pair (X,f ) is a discrete (semi)dynamical
system. If x ∈ X, its orbit is given by the sequence Orbf (x) = {f n(x)}∞n=0, where f 0 is
the identity on X, f 1 = f and f n = f n−1 ◦ f , n  1. We denote by ωf (x) the set of
accumulation points of Orbf (x), called ω-limit set of x by f .
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on C(X,X). From the point of view of dynamical systems these maps have some common
properties, for instance, their topological entropies agree (see [9] or [15]). However, there
are several properties that are held only for one of the compositions. For instance, their
topological sequence entropies do not agree in general (see [3]) or one composition is
transitive (there exists a dense orbit) while the other composition is not transitive, as the
following example shows. Let X = [0,1] and consider the maps
f (x) = 1
3
x + 1
3
; g(x) =


0, x ∈ [0, 13 ] ∪ [ 23 ,1],
6x − 2, x ∈ [ 13 , 12 ],
−6x + 4, x ∈ [ 12 , 23 ].
It is well known that (g ◦ f )(x) = 1 − |1 − 2x| is transitive (see, e.g., [16]), while f ◦ g is
not transitive since (f ◦ g)([0,1]) = [1/3,2/3].
We are interested in the following general problem: is the dynamical behavior of the
compositions forced in some sense by the dynamical behavior of f and g? The above
examples force us to consider the general assumption that both maps have to commute,
that is, f ◦ g = g ◦ f . Under this assumption, another question is raised: are the dynamical
behavior of f and g similar? or more precisely, what dynamical properties are shared by f
and g?
We focus our attention on continuous maps on the interval, that is, we consider
f,g ∈ C(I, I ), I = [0,1], such that f ◦ g = g ◦ f . Denote by Fix(f ) and Per(f ) the
set of fixed and periodic points of f , respectively. The question whether Fix(f ) ∩ Fix(g)
is nonempty was open for a long time [14], and finally it was solved in [5] and [12], by
finding two continuous commuting interval maps which do not share any fixed point. Since
these counterexamples share periodic points, so it is natural to raise the following question
(see [1] and [17]): is it true that Per(f ) ∩ Per(g) = ∅ for commuting continuous interval
maps?
Fixed and periodic points are the strongest type notions of recurrence in dynamical
systems. There are weaker notions of recurrence that contain the sets of fixed and periodic
points. Let us introduce them (see, e.g., [19]). A point x ∈ X is called recurrent if for
any open neighborhood U of x there is a sequence {ni}∞i=1 such that f ni (x) ∈ U . If the
sequence {ni}∞i=1 has bounded gaps, the point is called uniformly recurrent. If ni = ki for
some k ∈ N the point is called almost periodic. Denote by Rec(f ), UR(f ) and AP(f )
the sets of recurrent, uniformly recurrent and almost periodic points. It is clear from the
definitions that
Fix(f ) ⊆ Per(f ) ⊆ AP(f ) ⊆ UR(f ) ⊆ Rec(f ).
Following the Sharkovsky’s order of natural numbers (see [19]), let T1 = {f ∈ C(I, I ):
Per(f ) is closed}, T2 = {f ∈ C(I, I ): f has periodic points of period 2n, n 0} and T3 =
{f ∈ C(I, I ): f has a periodic point which is not a power of two}. Our first main result is
the following
Theorem 1. Assume f,g ∈ C(I, I ) commute. Then(a) If f ∈ T1, then Fix(f ) ∩ Per(g) = ∅.
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(c) If f ∈ T3, then Fix(f ) ∩ UR(g) = ∅.
Remark 1. The part (a) improves a result of [1] and [17], because the class T1 contains all
the continuous maps which satisfies that Fix(f 2k ) = Per(f ) for some k  0 (see [19]).
This result recalls some results of Cano [7] and Boyce [6] on maps f ∈ C(I, I ) which
share a fixed point with a map g ∈ C(I, I ) commuting with f .
Let us return to the first problem. One of the most popular criteria for deciding if a
map f ∈ C(I, I ) has a complicated dynamical behavior is the topological entropy of f
(see [2, Chapter 4] for the definition and the properties quoted in Section 3). If two com-
muting maps f,g ∈ C(I, I ) are piecewise monotone (f is said to be piecewise monotone
if there exist a partition 0 = x0 < x1 < · · · < xn = 1 such that f |(xi ,xi+1) is monotone for
0  i < n) then h(f ◦ g)  h(f ) + h(g) [8] (a similar result was proved in [13] for dif-
feomorphisms on C∞ compact Riemannian manifolds. This inequality does not hold in
general as Goodwyn proved in [11]). So, h(f ) = h(g) = 0 implies that h(f ◦ g) = 0 and
therefore the dynamical behavior of f ◦ g is simple. The result is not true if one of the
maps is not piecewise monotone [18]. However, even in the case of piecewise monotone
maps, positive entropy of f and g do not imply that h(f ◦g) > 0, as the following example
points out.
Example 2. Let
f (x) =


1
2 , x ∈ [0, 12 ],
2x − 12 , x ∈ [ 12 , 34 ],
−2x + 52 , x ∈ [ 34 ,1],
and g(x) = 1 − f (1 − x). Then f |[1/2,1] is transitive and piecewise monotone as well as
g|[0,1/2] and then h(f ) and h(g) are positive (see, e.g., [16]). However, (g ◦ f )(x) = 1/2
and therefore h(f ◦ g) = 0.
In [8] some results connected with the periodic structure of continuous interval maps
were stated. In particular, it is proved that if f and g share a periodic point with the same
period which is not a power of two, then h(f ◦ g) > 0. Notice that this result is connected
with the problem on periodic points stated above. Now, we are able to improve this result
as follows.
Theorem 3. Assume f,g ∈ C(I, I ) are commuting maps. If f and g share a periodic point
which is not a power of two for f , then h(f ◦ g) > 0.
Moreover, let D be the family of maps f ∈ C(I, I ) which have an ω-limit set with
nonempty interior, and hence a disjoint union of periodic intervals I1, . . . , Ik such that
f k|Ij is transitive for 1  j  k. Let C ⊂ D be the family of maps f ∈ C(I, I ) such
that whenever J is a compact subinterval of some ω-limit set consisting of k-periodic
subinterval, then f k|J is piecewise monotone. It is clear that the family C contains all
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that if f ∈ C(I, I ) is transitive then there is x0 ∈ I such that ωf (x0) = I . The map f
is bitransitive if f and f 2 are transitive (see [16]). Recall also that f has a wandering
interval J if f n(J ) ∩ f m(J ) = ∅ for any 0  n < m. Then we can state our last main
result.
Theorem 4. Let f ∈ C. Then h(f ◦ g) > 0 for any commuting map g ∈ C(I, I ) without
wandering intervals and such that for n 0, gn(J ) is not a singleton, where J is a subin-
terval on which f k|J is transitive.
Notice that the maps of Example 2 are transitive on a subinterval. However f |[1/2,1] is
transitive but g|[1/2,1] is constant and the same happens with g|[0,1/2] and f |[0,1/2]. At the
end of Section 3 we show that the condition that g has not wandering intervals cannot be
removed in the statement of Theorem 4. By the result of [18], it is not clear if the condition
that f k|J is piecewise monotone can be removed in the statement of Theorem 3.
2. Proof of Theorem 1
Let f ∈ C(X,X), where X is a metric compact space. Recall (see, e.g., [4, Chapter V])
that a nonempty closed set M ⊂ X is minimal if f (M) = M and there is no proper closed
invariant subset of M . It is known that for any f ∈ C(X,X), there is a minimal set M ⊂ X.
If M is a minimal set for f then x ∈ M if and only if ωf (x) = M and x is an uniformly
recurrent point. If M ⊂ I is a minimal set, then either M is a periodic orbit or a Cantor
type set. Now, we are ready to prove the result.
Proof of Theorem 1. We start by proving (c) (see [17] for a similar proof of this fact).
We consider the set Fix(f ) = ∅, which is a compact set. On the other hand, if x ∈ Fix(f ),
then f (g(x)) = g(f (x)) = g(x), that is g(Fix(f )) ⊂ Fix(f ). Hence the omega limit set
ωg(x) ⊂ Fix(f ). Then there exists a minimal set for g, M ⊂ ωg(x) ⊂ Fix(f ). Since M is
minimal, any x ∈ M is uniformly recurrent and hence Fix(f ) ∩ UR(g) = ∅.
Now we prove (a). It follows by [19, Theorem 4.11] that f ∈ T1 if and only if ωf (x) is
finite, and hence a periodic orbit. Then Fix(f ) ∩ Per(g) = ∅.
Finally, we prove (b). Since ωg(x) ⊂ Fix(f ) for all x ∈ Fix(f ), two possibilities hold:
ωg(x) is finite and hence Fix(f ) ∩ Per(g) = ∅, or ωg(x) is infinite. Assume the second
possibility. Then, by [20], there is a nested sequence of intervals J0 ⊃ J1 ⊃ · · · ⊃ Jn ⊃ · · ·
such that g2n(Jn) = Jn, Jn+1 ∪ g2n(Jn+1) ⊂ Jn, and ωg(x) ⊂⋂n0⋃2n−1i=0 gi(Jn). Since
ωg(x) is uncountable, there exists a sequence kn such that
⋂
n0 g
kn(Jn) is a single point
x0 ∈ ωg(x). Then gk2n(x0) ∈ gkn(Jn) for all k  0, and then x0 ∈ AP(g), which ends the
proof. 
The following generalization of Theorem 1 to an arbitrary compact metric space is
proved in a similar way.
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g ◦ f . If Per(f ) = ∅, then UR(g) ∩ Per(f ) = ∅. In particular UR(g) ∩ UR(f ) = ∅.
Proof. Since Per(f ) = ∅, there is n ∈N such that Fix(f n) = ∅ is closed. The proof follows
similarly as the proof of Theorem 1(c), and taking into account that f n and g commute. 
Remark 2. In [10, Chapter 2], it was proved that if fi ∈ C(X,X), 1  i  n, pairwise
commute, then
⋂n
i=1 Rec(fi) = ∅. Moreover, there is x ∈
⋂n
i=1 Rec(fi) for which there
is a sequence of positive integers {ni}∞i=1 such that f nik (x) ∈ U , 1  k  n, for any open
neighborhood U of x. It is unclear if UR(g)∩ UR(f ) = ∅ in general, although we are able
to prove that Cl[UR(f )] ∩ UR(g) = ∅, where Cl[UR(f )] denotes the closure of UR(f ).
The proof is as follows. Let M be a minimal subset of f and consider an arbitrary point
x ∈ M . Then, x ∈ UR(f ) and M = ωf (x). On the other hand, since g is uniformly contin-
uous, it is immediate to check that g(ωf (x)) = ωf (g(x)) = g(M) for any x ∈ M . Hence
g(M) = ωf (y) for all y ∈ g(M), which implies that g(M) is also a minimal set of f .
Then
⋃∞
n=0 gn(M) ⊆ UR(f ) and therefore Cl[
⋃∞
n=0 gn(M)] = K ⊆ Cl[UR(f )]. Since g
is continuous, the map g|K :K → K is well defined and continuous. Since K is a com-
pact set, there is a minimal set of g contained in K . So, there exists y ∈ UR(g) ∩ K ⊆
Cl[UR(f )] ∩ UR(g).
3. Proofs of Theorems 3 and 4
In order to understand the following proofs, we need some basic facts concerning topo-
logical entropy (see [2, Chapter 4]). Let f ∈ C(I, I ). Then
if n 1, then h(f n) = nh(f ), (1)
and
if K ⊂ I is compact and f (K) ⊆ K, then h(f ) h(f |K). (2)
It is known that if f ∈ C(I, I ) has a periodic point whose period is not a power of two,
then h(f ) > 0. Recall that the family of subintervals {J1, . . . , Jn} is an n-horseshoe of f if
f (Jk) contains
⋃n
i=1 Ji for 1 k  n. It is well known that if f has an n-horseshoe, then
h(f ) logn. Now, we are ready to proof our results.
Proof of Theorem 3. Assume x0 is a periodic point of period n = 2pq , p  0, q  3 odd,
for f and of period m = 2sr , s  0, r  1 odd, for g. We distinguish several cases.
• m = n. Proved in [8, Theorem 1.2].
• m = n and q = r . Then, let k = max{p, s} and consider the maps F = f 2k and
G = g2k . Hence F and G share a periodic point of period q . By [8, Theorem 1.2],
h(F ◦ G) > 0. Since by (1), h(F ◦ G) = 2kh(f ◦ g), we conclude that h(f ◦ g) > 0.
• m = n and q = r . We may assume that n and m are coprime. (Otherwise, let d be
greatest common divisor of n and m and consider F = f d and G = gd . Then x0 is
a periodic point of F of period n1 = 2n1q1 and it is a periodic point of G of period
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with F and G.) Hence x0 is a fixed point of G1 = gm, while it is a periodic point of
period n for F1 = f m. Then, it is a periodic point of F1 ◦ G1 of period n and then
h(F1 ◦ G1) > 0. By (1) we conclude that h(f ◦ g) > 0. 
Before proving Theorem 4, we need to prove some results.
Lemma 6. Let f ∈ C(I, I ) be bitransitive and piecewise monotone. Then if a nonconstant
map g ∈ C(I, I ) commutes with f , then g is surjective.
Proof. Assume that g(I) = J = I . By [4, Proposition 45, p. 158], there is a positive
integer n such that f n(J ) = I . Since f and g commute, f n and g also commute. But
f n(g(I )) = f n(J ) = I and g(f n(I )) = g(I) = J , which leads us to a contradiction. 
Theorem 7. Let f ∈ C(I, I ) be transitive and piecewise monotone. Then h(f ◦ g) > 0 for
any nonconstant commuting map g ∈ C(I, I ).
Proof. Let g ∈ C(I, I ) be such that commutes with f . We distinguish two cases. (a) f is
bitransitive and (b) f is not bitransitive.
(a) Let J1 and J2 be disjoint compact subintervals of I . Since f is bitransitive, by
[4, pp. 157–159], there is a positive integer n such that f n(Ji) = I for i = 1,2. Since g is
surjective (cf. Lemma 6), there are subintervals I1 and I2 such that gn(Ii) = Ji , i = 1,2.
Hence (f ◦g)n(Ii) = I , i = 1,2. Then (f ◦g)n has a 2-horseshoe and then h((f ◦g)n) > 0.
By (1) we conclude that h(f ◦ g) > 0.
(b) By [4, pp. 157–159], there exist two unique compact subintervals I1 and I2 such
that I1 ∪ I2 = I , f (I1) = I2, f (I2) = I1 and f 2|Ii is bitransitive on Ii , i = 1,2. Notice that
f 2(g(Ii)) = g(f 2(Ii)) = g(Ii), i = 1,2. It is also clear that for i = 1,2, g(Ii) is a compact
subinterval of I (degenerate or nondegenerate). Assume for instance that g(I1) = {a} is
degenerate. Then f (g(I1)) = g(f (I1)) = g(I2) is also degenerate and therefore g would
be constant, which it is a contradiction. Then the subintervals g(Ii) are nondegenerate for
i = 1,2. Since I1 and I2 are unique, only two possibilities can happen: (b1) g(Ii) = Ii ,
i = 1,2, or (b2) g(I1) = I2 and g(I2) = I1. If (b1) happens, then g2|I1 is a map commuting
with the bitransitive map f 2|I1 . By the previous part, h(f 2|I1 ◦ g2|I1) > 0. On the other
hand, by (1) and (2), h(f ◦ g) = h((f ◦ g)2)/2 h(f 2|I1 ◦ g2|I1)/2 > 0. Similarly (b2) is
proved. 
Remark 3. Continuous maps on the interval are transitive if and only if they are chaotic
maps in the Devaney’s sense, which is one of the most popular definitions of chaos in
discrete dynamical systems (see, e.g., [16]). Then Theorem 7 states that if f is chaotic
in the sense of Devaney and piecewise monotone, then h(f ◦ g) > 0 for any nonconstant
map g which commutes with f . If f is also bitransitive, then f ◦ g is also chaotic in the
sense of Devaney. To prove this let J be a subinterval of I . Then g(J ) is also an interval.
Then there is n0 ∈N such that f n(g(J )) = I for all n n0. Then I = gn−1(f n(g(J ))) =
(f ◦ g)n(J ), which proves that f ◦ g is bitransitive and then chaotic in Devaney’s sense.
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is J0 ⊂ J such that f 2k|J0 is bitransitive. So, we may assume without loss of generality
that f k|J is bitransitive. Let F = f k and G = gk . On the other hand, for n > 0 we have
F(Gn(J )) = Gn(F(J )) = Gn(J ), that is Gn(J ) is invariant by F (notice that Gn(J ) is an
interval). We claim that F |Gn(J ) is also bitransitive. Let A ⊂ Gn(J ) be an interval. Then
there is an interval B ⊂ J such that Gn(B) = A. Since F |J is bitransitive and piecewise
monotone, there is n0 ∈N such that Fm(B) = J for all m n0. Now, if m n0, Fm(A) =
Fm(Gn(B)) = Gn(Fm(B)) = Gn(J ), which proves our claim.
On the other hand, since g has not wandering intervals, there are integers r < s such
that Gr(J ) ∩ Gs(J ) = Gs−r (Gr(J )) ∩ Gr(J ) has nonempty interior. Let L = Gr(J ).
We claim that Gs−r (L) = L. Assume the contrary and let Gs−r (L) = L. As F |L and
F |Gs−r (L) are bitransitive and piecewise monotone, there exist an integer n such that
Fn(Gs−r (L) ∩ L) = L and Fn(Gs−r (L) ∩ L) = Gs−r (L), which proves our claim.
Then, we have proved that Gs−r |K and F r−s |K fulfill the conditions of Theorem 7 and
then h((G ◦ F |L)s−r ) > 0. By (1) and (2), h(f ◦ g) > h((G ◦ F |L)s−r )/(k(s − r)) > 0,
which ends the proof. 
The above result is not true in general if the map g has wandering intervals, as the
following example points out.
Example 8. Let g(x) = x/2, x ∈ [0,1]. Divide the interval [0,1] into the subintervals
Jn = [1/2n+1,1/2n], n  0. Clearly g(Jn) = Jn+1 for all n  0. Let φ ∈ C(I, I ) defined
by
φ(x) =


3x if x ∈ [0, 13 ],
−3x + 2 if x ∈ [ 13 , 23 ],
3x − 2 if x ∈ [ 23 ,1].
Define φn ∈ C(Jn, Jn) by φn = ϕn ◦ φ ◦ ϕ−1n where ϕ is the affine continuous map carry-
ing I on Jn, n 0. Consider the sequence fn ∈ C(I, I ), n 0, defined by
fn(x) =
{
φi(x) if x ∈ Ji, 0 i  n,
x if x ∈ I \ [ 12n+1 ,1].
The sequence fn converges uniformly to a map f ∈ C(I, I ). A direct computation gives
us that f ◦ g = g ◦ f and (f ◦ g)(x) x for all x ∈ I . Then f ◦ g has at most fixed points
and therefore h(f ◦ g) = 0.
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