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The fourth moment of Dirichlet L-functions
XIAOSHENG WU
Abstract. We compute the fourth moment of Dirichlet L-functions averaged over primi-
tive characters to modulus q and over t ∈ [0, T ], with a power savings in the error term.
1. Introduction
In this paper, we study the fourth moment of Dirichlet L-functions averaged over prim-
itive characters to modulus q and over t ∈ [0, T ]. When T ≫ qε is not too small with
respect to q, we obtain an asymptotic formula with a power savings in the error term. In
addition, the weak condition T ≫ qε has been removed for prime q by extending Young’s
result [You11] to small t > 0. Specially, we prove the followings.
Theorem 1.1. Let q0 = max{d : d | q∗, d < q∗ 12 } with q∗ =
∏
p|q p. For q , 2 (mod 4) and
T ≫ qε, there exist computable constants a0, a1, a2, a3, a4 that
1
φ∗(q)
∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt(1.1)
= T
∏
p|q
(1 − p−1)3
(1 + p−1)
4∑
j=0
a j
(
logTq
) j
+ O
(
max
{
T
15
16 (q/q20)
− 1
16 , T
1
2
}
T εqε
)
,
where
∑∗ denotes the summation over all primitive characters modulo q, and φ∗(q) de-
notes the number of such primitive characters.
In addition, for prime q, we can remove the condition T ≫ qε. To present this result,
we apply the notation T1 = T + 1 to replace T in error terms, avoiding the case T → 0
and causing no difference otherwise.
Theorem 1.2. For prime q , 2, there exist computable constants c0, c1, c2, c3, c4 that
1
φ∗(q)
∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L ( 12 + it, χ)∣∣∣∣4 dt
=
∏
p|q
(1 − p−1)3
(1 + p−1)
4∑
j=0
c j
∫ T
0
1
2
∑
a=0,1
(
log
q
π
+
1
2
Γ′
Γ
(
1
2
−it+a
2
)
+
1
2
Γ′
Γ
(
1
2
+it+a
2
)) j
dt + E (T, q),
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where the error term is bounded by
E (T, q) ≪

T 3+ε1 q
− 1
20
+ε, for 0 ≤ T ≤ q 1120 ,
T
11
3
+ε
1
q−
1
18
+ε for q
1
120 ≤ T ≤ q 157−ε,
T
1
2
+ε
1
qε, for q
1
57 ≤ T ≤ q 17 ,
T
15
16
+ε
1
q−
1
16
+ε, for T ≥ q 17 .
(1.2)
Note that (1.2) implies a power savings from both q-aspect and t-aspect. More pre-
cisely, we obtain a power savings 1
16
from both q-aspect and t-aspect when T is larger
with respect to q. When T is small, the minimal power savings happens at T = q
1
57 , that is
E (T, q) ≪ T 1−
1
116
+ε
1
q−
1
116
+ε,
which provides a power savings 1
116
from both q-aspect and t-aspect.
The moments of families of L-functions have a wide range of applications, and their
computation is counted as a central problem in number theory. Computing moments in
families of L-functions is a problem which goes back to Hardy and Littlewood [HL16]. If
we define
Mk(T ) =
∫ T
0
|ζ(1
2
+ it)|2kdt,
then Hardy and Littlewood proved that M1(T ) ∼ T logT , and Ingham (see [Tit86]; Chap-
ter VII) showed the fourth moment to be M2(T ) ∼ 12π2T (logT )4. In general, it is conjec-
tured that
Mk(T ) ∼ CkT (logT )k2 ,(1.3)
for some constant Ck, whose precise value was predicted by Keating and Snaith [KS00]
by analogies with random matrix theory. Although higher moment has not yet been
computed, Soundararajan [Sou09] obtained almost sharp upper bounds on GRH that
Mk(T ) ≪ T (log T )k2+ε, and the ε on the power of logT was removed by Harper [Har13]
later.
Conrey, Farmer, Keating, Rubinstein and Snaith [CFK+05] refined the conjecture (1.3),
and predicted that
Mk(T ) = TPk2(logT ) + O(T
1
2
+ε),(1.4)
where Pk2 is a polynomial of degree k
2. For k = 2, a similar result has already been
proved by Heath-Brown [HB79]. More precisely, with a power savings in the error term,
Heath-Brown [HB79] proved∫ T
0
|ζ(1
2
+ it)|4dt = TP4(logT ) + O
(
T
7
8
+ε
)
,
where P4 is a computable absolute polynomial of degree 4. Obtaining a power savings
in the error term is a significant challenge and requires a difficult analysis on off-diagonal
2
terms which contribute to the lower-order terms in the asymptotic formula. Some deep
estimates on the problem ∑
n≤x
d(n)d(n + f )
were explored to obtain the power savings in [HB79]. Further progresses on the fourth
moment of the Riemann zeta-function were based on methods originating in the spectral
theory of automorphic forms, in particular the Kuznetsov formula. Then, Zavorotnyi
[Zav89] improved the result to∫ T
0
|ζ(1
2
+ it)|4dt = TP4(logT ) + O
(
T
2
3
+ε
)
.(1.5)
Motohashi established a beautiful explicit formula for a smoothed version of the fourth
moment of the Riemann zeta-function in terms of the cubes of the central values of certain
automorphic L-functions (to see Theorem 4.2 of [Mot97]). Based on this explicit formula,
Ivic´ and Motohashi [IM95] are able to replace the factor T ε in (1.5) by a suitable power
of logT , and this is the best estimate to date.
The fourth power moment of Dirichlet L-functions has been studied both in q-aspect
and t-aspect. In q-aspect, it has been proved by Heath-Brown [HB81] that∑∗
χ ( mod q)
∣∣∣∣L (12 , χ)∣∣∣∣4 = 12π2
∏
p|q
(1 − p−1)3
(1 + p−1)
φ∗(q)(log q)4 + O
(
2ω(q)q(log q)3
)
,
where ω(q) denotes the number of distinct prime factors of q. Heath-Brown’s result gives
an asymptotic formula if ω(q) is not too large. This result was then extended for general
q by Soundararjan [Sou07], who obtained an asymptotic formula for all large q that∑∗
χ ( mod q)
∣∣∣∣L ( 12 , χ)∣∣∣∣4
=
1
2π2
∏
p|q
(1 − p−1)3
(1 + p−1)
φ∗(q)(log q)4
(
1 + O
(
ω(q)
log q
√
q
φ(q)
))
+ O
(
q(log q)
7
2
)
.
However, due to the conjecture for moments of unitary style in [CFK+05], it is conjec-
tured that
1
φ∗(q)
∑∗
χ ( mod q)
∣∣∣∣L ( 12 , χ)∣∣∣∣4 =∏
p|q
(1 − p−1)3
(1 + p−1)
P4(log q) + O
(
q−
1
2+ε
)
,(1.6)
where P4 is a computable absolute polynomial of degree 4. For prime q ≥ 3, Young
[You11] pushed the result much close to the conjecture by proving that
1
φ∗(q)
∗∑
χ ( mod q)
|L(1
2
, χ)|4 = P4(log q) + O
(
q−
5
512
+ε
)
,(1.7)
where −5/512 = −1/80 + θ/40 with θ = 7/64 is the best-known bound on the size of the
Hecke eigenvalue of a Maass form. More recently, Blomer, Fouvry, Kowalski, Michel and
Milic´evic´ [BFK+17a,BFK+17b] considered some more general moments in their work,
in particular, they lowered the exponent −5/512 in (1.7) to −1/20. In their work, some
3
powerful algebrico-geometrico results concerning general bilinear forms involving trace
functions associated to l-adic sheaves on P1
Fq
[FKM14,KMS17] are applied, and another
ingredient is the use of an average result concerning Hecke eigenvalues. To lower the
exponent to −1/20, a smooth version of the theorem by Shparlinski and Zhang [SZ16] is
also applied.
The fourth moment averaging over t for an individual Diriclet L-function has also been
studied by Topacogullari [Top19], which states that∫ T
1
|L(1
2
+ it, χ)|4 =
∫ T
1
Pχ(log t)dt + O
(
q2−3θT
1
2
+θ+ε + qT
2
3
+ε
)
,
where Pχ is a polynomial of degree 4 with coefficients depending on q, and where θ =
7
64
is the current best-known bound on the size of the Hecke eigenvalue of a Maass form.
In the case that both q-aspect and t-aspect are included, the fourth moment of Dirichlet
L-functions is also an unitary style in [CFK+05], so there exists a similar conjecture.
Computing such moments is a problem that may go back to Montgomery [Mon71], who
proved that ∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt ≪ φ(q)T (log qT )4(1.8)
for q, T ≥ 2. A second result is due to Rane [Ran81], which states that
1
φ∗(q)
∑∗
χ ( mod q)
∫ 2T
T
∣∣∣∣L ( 12 + it, χ)∣∣∣∣4 dt(1.9)
=
T
2π2
∏
p|q
(1 − p−1)3
(1 + p−1)
(log qT )4 + O
(
2ω(q)T (log qT )3(log log 3q)5
)
.
This can only give an asymptotic formula when 2ω(q) ≤ log q, which holds for some values
of q but not others. By generalizing the method in Heath-Brown [HB79], Wang [Wan88]
proved that, for q ≤ T ,∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L ( 12 + it, χ)∣∣∣∣4 dt = φ∗(q)T
4∑
j=0
a j(log qT )
j + O
(
min
{
q
9
8T
7
8+ε, qT
11
12+ε
})
with a4 =
1
2π2
∏
p|q
(1−p−1)3
(1+p−1) and a j = O(q
ε) for j = 0, 1, 2, 3. Since (log qT ) j ≪ qε except
T is an exponential order of q, this asymptotic formula works when T is very large with
respect to q. Bui and Heath-Brown [BH10] sharped the error in (1.9) by proving that, for
q, T ≥ 2,
1
φ∗(q)
∑∗
χ ( mod q)
∫ T
0
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt
=
(
1 + O
(
ω(q)
log q
√
q
φ(q)
))
T
2π2
∏
p|q
(1 − p−1)3
(1 + p−1)
(log qT )4 + O
(
q
φ∗(q)
T (log qT )
7
2
)
,
which turns out to be an asymptotic formula when q goes to infinite, but without a power
savings in the error term.
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We focus on the fourth moment of Dirichlet L-functions in the case that both q-aspect
and t-aspect are enclosed. Our results provide an asymptotic formula with a power savings
in the error term, which also turns out to be a verification for the conjecture by the five
authors in [CFK+05]. One may note that the main term in Theorem 1.2 does not turn
out to be a polynomial of logTq, which looks different from the main terms in (1.4) and
(1.6). Actually, Theorem 1.2 gives the natural form of the main term, and the one in (1.4)
is a reduced form after using Stirling’s approximation. We do not eliminate the gamma
function by using Stirling’s approximation here, for it cannot well work when T is very
small with respect to q.
In order to obtain a power savings in the error term it is necessary to obtain an asymp-
totic formula for the off-diagonal terms. The results of Rane [Ran81] and Bui, Heath-
Brown [BH10] arise from bounding the contribution of these off-diagonal terms. The
problem of estimating these off-diagonal terms essentially reduces to the analysis of a
divisor problem
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
m,n
(mn,q)=1
m≡±n ( mod d)
d(m)d(n)
m
1
2
+itn
1
2
−itV
(
mn
q2
, t
)
,
where V(x, t) is a smooth function with rapid decay in x for x ≫ t2+ε, satisfyingV(x, t) ≍ 1
for small x. The divisor problem turns out to be very difficult to analyze, and there is a
in-depth analysis on the primary difficulties in treating such divisor problem in [You11],
so we do not describe them here any more.
We split the average over t into two segments, according to the size of t that t ≤ qε
and t > qε. We use essentially different methods to handle these two parts. For large t,
we focus on the power savings from t-aspect. By introducing a weighted function Φ(t),
we may force m and n to be close to each other, and for otherwise, the integral over t is
small. Then, after some technical treatments, the problem evolves into a quadratic divisor
problem
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
m1m2−n1n2=±h,0
(m1m2n1n2 ,q)=1
d|h
F
(
h
H
,
m1
M1
,
m2
M2
,
n1
N1
,
n2
N2
)
(1.10)
for a compact support function F. It is well-known that Duke, Friedlander, and Iwaniec
[DFI94] have provided an asymptotic formula for the quadratic divisor problem∑
hm−kn=r
d(m)d(n)F(hm, kn)
with an appreciably savings in the error, by introducing the delta method. However, the
coprime condition implies that we cannot reduce (1.10) to the quadratic divisor prob-
lem in [DFI94]. In order to treat an “unbalanced” divisor problem arising from calcu-
lating twisted fourth moment of the Riemann zeta-function, Bettin, Bui, Li, and Radzi-
wiłł [BBL+16] introduced a different way to treat it, which allowed for further cancella-
tion derived from spectral theory on GL(s) in their calculation. In particular, they used an
exponential sum bound from Watt [Wat95], which was based on the work of Deshouillers
5
and Iwaniec [DI82]. We borrow some ideas from their treatment on the divisor prob-
lem. After handling the coprime condition we succeed in estimating (1.10) by using Pos-
sion’s summation formula and Weil’s bound. These arguments are presented in Section
4. Our treatment has also borrowed technologies from Young [You10], Bettin, Chandee
and Radziwiłł [BCR17], and Bettin, et. al., [BBL+16], etc.
It is important to note that our power savings from t-aspect does not come at any ex-
pense of the power in q-aspect. In fact, each term in the error is bounded by ≪ qε in
q-aspect, and this yields a power savings from both q-aspect and t-aspect for the average
over q
ε
2 ≤ t ≤ T with T ≫ qε. On the other hand, Montgomery’s well-known bound (1.8)
yields that the average over 0 ≤ t ≤ q ε2 ≪ T 12 just contributes an error term with a power
savings.
When T is small, we should not expect any remarkable power savings from the av-
eraging over t. Thus, we choose to treat the integrand directly, for which we pay main
attention to the savings from q-aspect. For prime q with t = 0, Young [You11] has proved
an asymptotic formula with a power savings in the error term. It is natural to expect that
Young’s method can also provide a power savings from q-aspect for small t > 0. Actually,
if the treatment does not expense too much power of t, we can obtain a power savings from
both q-aspect and t-aspect in the error term. Our treatment follows the way of [You11],
but inserting the idea of [BFK+17a,BFK+17b] to improve the error and doing extra work
to handle t in both main terms and error terms.
1.1. Two shifted moments. We have chosen to compute two shifted fourth moments of
Dirichlet L-functions, which include the parameters α, β, γ, δ or a weighted function
Φ(t), and doing so allows for a clearer structure of the main terms. We should specify
these two shifted fourth moments first, and the first one is given by
M(α, β, γ,δ, t) =
1
φ∗(q)
∑∗
χ ( mod q)
× L
(
1
2
+ it + α, χ
)
L
(
1
2
+ it + β, χ
)
L
(
1
2
− it + γ, χ
)
L
(
1
2
− it + δ, χ
)
.
This moment does not contain the averaging over t, and we consider its asymptotic for-
mula when t is small.
LetΦ(t) be a smooth, nonnegative function with support contained in [T
2
, 4T ], satisfying
Φ( j)(t) ≪ j T− j0 for all j = 0, 1, 2, . . ., where T
1
2
+ε ≪ T0 ≪ T . The second moment is a
weighted average of M(α, β, γ, δ, t) over t, which is
M(α, β, γ, δ,Φ) =
∫
R
M(α, β, γ, δ, t)Φ(t)dt.
Also, we introduce the notation
Zq(α, β, γ, δ) =
ζq(1 + α + γ)ζq(1 + α + δ)ζq(1 + β + γ)ζq(1 + β + δ)
ζq(2 + α + β + γ + δ)
(1.11)
and use Z(α, β, γ, δ) to denote its special case with q = 1. Note that Zq(α, β, γ, δ) is
symmetric with respect to the parameters α, β and also symmetric with respect to γ, δ.
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Theorem 1.3. Let q0 be defined as in Theorem 1.1. For q , 2 (mod 4), T ≫ qε, and
α, β, γ, δ≪ (logT1q)−1, we have
M(α, β, γ, δ,Φ) = Zq(α, β, γ, δ)
∫
R
Φ(t)dt + Zq(−γ,−δ,−α,−β)
∫
R
Φ(t)
(
tq
2π
)−α−β−γ−δ
dt
+ Zq(β,−γ, δ,−α)
∫
R
Φ(t)
(
tq
2π
)−α−γ
dt + Zq(α,−γ, δ,−β)
∫
R
Φ(t)
(
tq
2π
)−β−γ
dt
+ Zq(β,−δ, γ,−α)
∫
R
Φ(t)
(
tq
2π
)−α−δ
dt + Zq(α,−δ, γ,−β)
∫
R
Φ(t)
(
tq
2π
)−β−δ
dt
+ O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T εqε(T/T0)
)
.
To present our next theorem, we introduce two notations that
Xα,γ(q, t, a) =
(
q
π
)−α−γ Γ ( 12−α−it+a2 )
Γ
(
1
2
+α+it+a
2
) Γ
(
1
2
−γ+it+a
2
)
Γ
(
1
2
+γ−it+a
2
)(1.12)
and
Xα,β,γ,δ(q, t, a) = Xα,γ(q, t, a)Xβ,δ(q, t, a)(1.13)
with a = 0, 1. Obviously, Xα,β,γ,δ(q, t, a) is symmetric with respect to the parameters α, β
and also symmetric with respect to γ, δ.
Theorem 1.4. For prime q , 2, t ≍ T ≪ q 148−ε, and α, β, γ, δ≪ (logT1q)−1, we have
M(α, β, γ, δ,t) = Zq(α, β, γ, δ) + Zq(−γ,−δ,−α,−β)
12
∑
a=0,1
Xα,β,γ,δ(q, t, a)

+ Zq(β,−γ, δ,−α)
12
∑
a=0,1
Xα,γ(q, t, a)
 + Zq(α,−γ, δ,−β)
12
∑
a=0,1
Xβ,γ(q, t, a)

+ Zq(β,−δ, γ,−α)
12
∑
a=0,1
Xα,δ(q, t, a)
 + Zq(α,−δ, γ,−β)
12
∑
a=0,1
Xβ,δ(q, t, a)

+ O
(
T 2+ε1 q
− 1
20
+ε + T
8
3
+ε
1
q−
1
18
+ε
)
.
Since q is prime and t is small, one may replace each occurrence of zq(∗, ∗, ∗, ∗) with
z(∗, ∗, ∗, ∗) in the theorem without altering the error term.
It is not obvious at first sight that the main terms of the asymptotic formulae in The-
orem 1.3 and Theorem 1.4 are holomorphic with respect to the shift parameters, but the
symmetry implies that the poles cancel to form holomorphic functions, which has been
proved in a more general setting in Lemma 2.5.5 of [CFK+05].
As did in [You11], we may impose some additional restrictions on the shifts. More
precisely, we assume that each of the shifts lies in a fixed annulus with inner and outer
radii ≍ (logT1q)−1, which are separated enough so that |α ± β| ≫ (logT1q)−1, etc. We
initially prove Theorem 1.3 and Theorem 1.4 with this restriction in place, and then the
holomorphy of the left-hand side and the main terms in both asymptotic formulae leads to
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the holomorphy of the error terms. Thus, the maximum modulus principle can be applied
to extend our results to all shifts≪ (logT1q)−1 with the same error terms.
1.2. Moments deduced from shifted moments. We first present some results on fourth
moments of Dirichlet L-function, which are deduced from the shifted moments above,
and then we can prove Theorem 1.1 and Theorem 1.2 easily from these results.
By taking appropriate weighted functions Φ(t) in Theorem 1.3, we may deduce an
asymptotic formula for
1
φ∗(q)
∑∗
χ ( mod q)
∫ 2T
T
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt
with a power savings in the error term. Let 0 ≤ Φ1(t) ≤ 1 be a weighted functions
supported on [T, 2T ], which is identical to unity when T+T 1+ε
0
≤ t ≤ 2T−T 1+ε
0
. Similarly,
we define the weighted functionΦ2(t) supported on [T−T 1+ε0 , 2T+T 1+ε0 ], which is identical
to unity when T ≤ t ≤ 2T . It is obvious that
M(0, 0, 0, 0,Φ1) ≤ 1
φ∗(q)
∑∗
χ ( mod q)
∫ 2T
T
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt ≤ M(0, 0, 0, 0,Φ2).(1.14)
On the other hand, we take the limit as the shifts go to zero in Theorem 1.3, and then a
trivial estimate shows that, for i = 1, 2,
M(0, 0, 0, 0,Φi) =
∏
p|q
(1 − p−1)3
(1 + p−1)
4∑
j=0
c j
∫ 2T
T
(
log
tq
2π
) j
dt
+ O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T 1+ε0 q
ε
)
.
Inserting this into (1.14) and taking T0 = max
{
T
15
16 (q/q2
0
)−
1
16 , T
1
2
}
, we obtain the following
asymptotic formula.
Corollary 1.5. Let q0 be defined as in Theorem 1.1. For q , 2 (mod 4) and T ≫ qε, we
have
1
φ∗(q)
∑∗
χ ( mod q)
∫ 2T
T
∣∣∣∣L (12 + it, χ)∣∣∣∣4 dt(1.15)
=
∏
p|q
(1 − p−1)3
(1 + p−1)
4∑
j=0
c j
∫ 2T
T
(
log
tq
2π
) j
dt + O
(
max
{
T
15
16 (q/q20)
− 1
16 , T
1
2
}
T εqε
)
,
where c0, c1, c2, c3, c4 are the computable constants in Theorem 1.2.
Applying Stirling’s approximation one may rewrite the main term of (1.15) as the one
in Theorem 1.2, without altering the error term.
Taking the limit as the shifts go to zero in Theorem 1.4 yields an asymptotic formula
for the fourth moment of L(1
2
+ it, χ) averaged over primitive characters.
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Corollary 1.6. For prime q , 2 (mod 4) and t ≍ T ≪ q 148−ε, we have
1
φ∗(q)
∑∗
χ ( mod q)
∣∣∣∣L (12 + it, χ)∣∣∣∣4
(1.16)
=
4∑
j=0
c j
2
∑
a=0,1
(
log
q
π
+
1
2
Γ′
Γ
(
1
2
−it+a
2
)
+
1
2
Γ′
Γ
(
1
2
+it+a
2
)) j
+ O
(
T 2+ε1 q
− 1
20
+ε + T
8
3
+ε
1
q−
1
18
+ε
)
,
where c0, c1, c2, c3, c4 are the computable constants in Theorem 1.2.
Since q is prime, we have omitted the factor
∏
p|q
(1−p−1)3
(1+p−1) in the main term of (1.16).
It is obvious that (1.16) provides an asymptotic formula when T ≪ q 148−ε, and in the
special case t = 0 it turns out to be (1.7) with the lowered error obtained by [BFK+17a]
and [BFK+17b].
At last, we give the proofs of Theorem 1.1 and Theorem 1.2, which follow easily from
these two Corollaries.
Proof of Theorem 1.1. We split the integral in (1.1) into 0 < t ≤ T 12 and q ε2 ≪ T 12 ≤ t ≤ T .
Montgomery’s well-known bound (1.8) yields that the integral over 0 < t ≤ T 12 is bounded
by≪ T 12+εqε, and one may deduce the integral over T 12 ≤ t ≤ T directly from Corollary
1.5. Thus, we establish Theorem 1.1 by combining these two integrals. 
Proof of Theorem 1.2. As mentioned above, both main terms in Corollary 1.5 and Corol-
lary 1.6 can be rewritten as the one in Theorem 1.2, without altering their error terms.
Note that q0 = 1 for prime q. One can obtain Theorem 1.2 by combining these two
Corollaries with a simple discussion in their error terms. 
1.3. Notations and conventions. Throughout the paper, we use the notation T1 = T + 1
for convenience. Also, we use the common convention that ε denotes an arbitrarily small
positive constant which may vary from line to line, and that notations (a, b), [a, b] are the
gcd and lcm of a and b respectively. The notations σλ(n) and σα,β(n) are defined as
σλ(n) =
∑
d|n
dλ, σα,β =
∑
d1d2=n
dα1d
β
2
.
In the rest of this paper we will denote generality byWQ, some smooth complex-valued
functions, compactly supported on [1, 2], whose derivatives satisfy
W
( j)
Q
(x) ≪ j,ε (T1q) jεQ j(1.17)
for some Q ≥ 1 and all j ≥ 0. In particular, we denote it by W when
W ( j)(x) ≪ j,ε (T1q) jε.(1.18)
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2. Background and auxiliary lemmas
2.1. Dirichlet L-functions. Let q be a positive integer and χ be a primitive character
modulo q. The Dirichlet L-function L(s, χ) is defined as
L(s, χ) =
∑
n
χ(n)n−s
for Re(s) > 1. Let
a =
{
0, for χ(−1) = 1,
1, for χ(−1) = −1,
and let
Λ(s, χ) =
(
q
π
) s
2
Γ
(
s + a
2
)
L(s, χ).
After extended to the whole plane, the Dirichlet L-function satisfies the following func-
tional equation
Λ(s, χ) = i−aq−
1
2τ(χ)Λ(1 − s, χ) with τ(χ) =
∑
n ( mod q)
χ(n)e
(
n
q
)
.(2.1)
2.2. Approximate functional equation.
Lemma 2.1 (Approximate functional equation). Let G(s) be an even entire function of
exponential decay in any strip |Re(s)| < C satisfying G(0) = 1. For x > 0 and a = 0, 1, we
define
Vα,β,γ,δ(x, t, a) =
1
2πi
∫
(1)
G(s)
s
gα,β,γ,δ(s, t, a)x
−sds,(2.2)
where
gα,β,γ,δ(s, t, a) = π
−2s
Γ
(
1
2
+α+s+it+a
2
)
Γ
(
1
2
+β+s+it+a
2
)
Γ
(
1
2
+γ+s−it+a
2
)
Γ
(
1
2
+δ+s−it+a
2
)
Γ
(
1
2
+α+it+a
2
)
Γ
(
1
2
+β+it+a
2
)
Γ
(
1
2
+γ−it+a
2
)
Γ
(
1
2
+δ−it+a
2
) .(2.3)
Furthermore, let
V˜α,β,γ,δ(x, t, a) = X−γ,−δ,−α,−β(q, t, a)Vα,β,γ,δ(x, t, a).(2.4)
Then, for χ(−1) = (−1)a, we have
L
(
1
2
+ it + α, χ
)
L
(
1
2
+ it + β, χ
)
L
(
1
2
− it + γ, χ
)
L
(
1
2
− it + δ, χ
)
(2.5)
=
∑
m,n
σα,β(m)σγ,δ(n)χ(m)χ(n)
(mn)
1
2
(
m
n
)−it
Vα,β,γ,δ
(
mn
q2
, t, a
)
+
∑
m,n
σ−γ,−δ(m)σ−α,−β(n)χ(m)χ(n)
(mn)
1
2
(
m
n
)−it
V˜−γ,−δ,−α,−β
(
mn
q2
, t, a
)
.
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Note that gα,β,γ,δ(s, t, a) and Vα,β,γ,δ(x, t, a) are symmetric with respect to the parameters
α, β and also symmetric with respect to γ, δ. The proof of this lemma is identical to
the special case for the Riemann zeta-function, which appears in many sources such as
[HY08] and [You11]. In particular, one may obtain the approximate functional equation
directly by making the changes of variables α → α + it, β → β + it, γ → γ − it, and
δ→ δ − it in Proposition 2.4 of [You11].
Definition 2.2 (Definition of G(s)). Let G(s) = Pα,β,γ,δ(s) exp(s
2), where Pα,β,γ,δ(s) is a
even polynomial in s satisfying the following common properties: it takes the value 1 at
s = 0; it is rational in the shifts α, β, γ, δ; it is symmetric in the shifts; it is invariant under
α→ −α, β→ −β, etc.
• In the proof of Theorem 1.3, P also takes zero at s = −α+γ
2
(as well as other points
by symmetry).
• In the proof of Theorem 1.4, P also takes zero at s = −α+γ
2
, s = 1
2
± α ± it (as well
as other points by symmetry), for t is constant in Theorem 1.4.
2.3. Results due to Stirling’s approximation. We present some results on the functions
arising from the approximate functional equation, which are deduced standardly from
Stirling’s approximation.
Lemma 2.3. For t large, we have
Xα,γ(q, t, a) =
(
tq
2π
)−α−γ (
1 + O(t−1)
)
,(2.6)
Xα,β,γ,δ(q, t, a) =
(
tq
2π
)−α−β−γ−δ (
1 + O(t−1)
)
.(2.7)
Moreover, we have
∂ j
∂t j
Xα,β,γ,δ(q, t, a)≪ j t− j(2.8)
for j ≥ 0.
Lemma 2.4. For t large and s in any fixed vertical strip, we have
gα,β,γ,δ(s, t, a) =
(
t
2π
)2s (
1 + O
(
t−1(1 + |s|2)
))
.(2.9)
Moreover, we have
t j
∂ j
∂t j
Vα,β,γ,δ(x, t, a)≪A, j
(
1 + |x|/t2
)−A
(2.10)
for any fixed A > 0 and j ≥ 0.
These two lemmas are well-known results, which can be deduced from Stirling’s ap-
proximation standardly.
Lemma 2.5. For t large, we have
Vα,β,γ,δ(x, t, 0) − Vα,β,γ,δ(x, t, 1)≪ t−1+ε(2.11)
and
V˜α,β,γ,δ(x, t, 0) − V˜α,β,γ,δ(x, t, 1)≪ t−1+ε.(2.12)
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Proof. Due to (2.10), we assume x ≪ t2+ε in (2.11) and (2.12) since the estimates are
obvious otherwise. Recalling the definition of V in (2.2), we rewrite that
Vα,β,γ,δ(x, t, 0) − Vα,β,γ,δ(x, t, 1) =
1
2πi
∫
(1)
G(s)
s
(
gα,β,γ,δ(s, t, 0) − gα,β,γ,δ(s, t, 1)
)
x−sds.
We move this integral to Re(s) = −ε without encountering any poles, observing that
gα,β,γ,δ(s, t, 0) − gα,β,γ,δ(s, t, 1) takes zeros at s = 0. This establishes (2.11) by the fact
gα,β,γ,δ(s, t, 0) − gα,β,γ,δ(s, t, 1)≪ t−1(1 + |s|2),
which is a direct result of (2.9).
By the definition of V˜ in (2.4), the estimate (2.12) can be deduced immediately from
(2.7), (2.10) and (2.11). This establishes the lemma. 
2.4. The number of primitive characters. Let φ∗(q) denote the number of primitive
characters modulo q. It is known that φ∗(q) is a multiplicative function defined by
φ(pm) =
 pm−2(p − 1)2, for m ≥ 2,p − 2, for m = 1.
There would be no primitive characters modulo q if q ≡ 2 (mod 4).
2.5. The orthogonality formula.
Lemma 2.6 (The orthogonality formula). For (mn, q) = 1, we have∑∗
χ ( mod q)
χ(m)χ(n) =
∑
d|(q,m−n)
φ(d)µ(q/d).(2.13)
Moreover ∑∗
χ ( mod q)
χ(−1)=(−1)a
χ(m)χ(n) =
1
2
∑
d|(q,m−n)
φ(d)µ(q/d) +
(−1)a
2
∑
d|(q,m+n)
φ(d)µ(q/d).(2.14)
We refer to [HB81] and [Sou07] for proofs.
2.6. The Estermann D-function. The Estermann D-function is defined by
D
(
s, λ,
h
l
)
=
∑
n
σλ(n)
ns
e
(
n
h
l
)
,
where (h, l) = 1. We can extend D to the whole plane by analytic continuation, owning a
functional equation with two simple poles, which was proved by Estermann [Est30].
Lemma 2.7. For any fixed λ ∈ C, D(s, λ, h
l
) is meromorphic as a function of s, and
satisfies the functional equation
D
(
1
2
+ s, λ,
h
l
)
= 2(2π)−1−λ+2sΓ
(
1
2
− s
)
Γ
(
1
2
+ λ − s
)
lλ−2s(2.15)
×
cos (πλ
2
)
D
 12 − s,−λ, hl
 + sin (π (s − λ
2
))
D
 12 − s,−λ,−hl

 .
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If λ , 0, then D has simple poles at s = 1 and s = 1 + λ with respective residues
l−1+λζ(1 − λ), l−1−λζ(1 + λ).
A proof of this lemma may be found in Lemma 3.7 of [Mot97].
2.7. Two partitions of unity. We introduce a smooth function f that
f (x) + f (1/x) = 1
for all x ∈ R and f (x) ≪ j (1 + x)− j for any fixed j > 0 and x > 1. Also it has Mellin
inversion,
f (x) =
1
2πi
∫
(ε)
f̂ (u)x−udu,
where f̂ (u) has a simple pole at u = 0 with residue 1, and satisfies
f̂
(
±(α − β)
2
)
= f̂
(
±(γ − δ)
2
)
= 0.
We apply the identity
f
(
m1
m2
)
f
(
n1
n2
)
+ f
(
m2
m1
)
f
(
n1
n2
)
+ f
(
m1
m2
)
f
(
n2
n1
)
+ f
(
m2
m1
)
f
(
n2
n1
)
= 1(2.16)
to partition unity into four roughly similar terms. This partitionwas introduced in [BBL+16].
The second one is the dyadic partition of unity. Let W(x) be a smooth non-negative
function compactly supported on [1, 2] and satisfying (1.18) such that∑
M
W
(
x
M
)
= 1,
where M varies over a set of positive real numbers with #{M : X−1 ≤ M ≤ X} ≪ (log X).
TheW function has the Mellin pair
Ŵ(u) =
∫ ∞
0
W(x)xu1−1dx,
W(x) =
1
2πi
∫
(cu)
Ŵ(u)x−udu.
2.8. Voronoi summation formula. The next lemma is a Jutila’s version of the Voronoi
summation formula (to see Jutila [Jut87], Theorem 1.7).
Lemma 2.8 (Voronoi formula). Let c be a positive integer and a an integer coprime to c,
and let r be a smooth, compactly supported function on (0,∞). We have∑
n≥1
d(n)r(n)e
(
an
c
)
=
1
c
∫ ∞
0
(log x + 2γ − 2 log c)r(x)dx + 1
c
∑
±
∑
n≥1
d(n)˜r±
(
n
c2
)
e
(
∓an
c
)
,
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where γ is Euler’s constant and the transform r˜± : (0,∞)→ C of r are defined by
r˜+(y) = −2π
∫ ∞
0
r(u)Y0(4π
√
uy)du,
r˜−(y) = 4
∫ ∞
0
r(u)K0(4π
√
uy)du
with Y0(Z), K0(Z) being Bessel functions.
We present the decay properties of the Bessel transforms r˜± in the following lemma,
which is an analogy of Lemma 2.4 of [BFK+17a].
Lemma 2.9. Let WQ be a smooth function compactly supported on [1, 2] and satisfying
(1.17). Let rN(x) = WQ(x/N) with N ≥ 1. Then, for any i, j ≥ 0, we have
y j(˜rN)
( j)
± (y) ≪i, j,ε N(1 + Ny) j/2
(
1 + (Ny)1/2/(Q(T1qQ)
−ε)
)−i
.(2.17)
In particular, the functions (˜rN)
j
±(y) decay rapidly when y≫ Q2(T1qQ)3ε/N.
Proof. The inequality could be deduced identically to Lemma 2.4 of [BFK+17a], and we
sketch it here. The difference between them is the Q-dependence in (2.17), which arises
from r′
N
in applying the following formula∫ ∞
0
rN(u)Y j(4π
√
uy)du =
∫ ∞
0
(
j
4π
√
uy
rN(u) −
√
uy
2πy
r′N(u)
)
Y j+1(4π
√
uy)du,(2.18)
deduced from integration by parts in combination with the formula 8.472.3 of [GR65].
An analogous formula of (2.18) holds for K in place of Y . The remaining treatment
processes identically to the proof of Lemma 2.4 of [BFK+17a]. More precisely, to obtain
the inequality (2.17), one could differentiate j times under the integral sign, followed by
integration by parts i times using (2.18) (or analogous formula for K), and then (2.17)
follows by using B′v(x) = 12 (±Bv−1(x) − Bv+1(x)) for B ∈ {Y,K} and the simple bounds
Yv(x),Kv(x) ≪v
 1, x ≥ 1,(1 + log |x|)x−|Rev|, x < 1.

2.9. Bilinear forms with Kloosterman sums. We denote by
S (a, b; c) =
∑
d ( mod c)
(d,c)=1
e
ad + bd
c

the usual Kloosterman sum, and we also write
Kl2(a; c) =
1√
c
S (a, 1; c)
for the normalized Kloosterman sum. It is well known that |Kl2(a; c)| ≤ 2, due to Weil’s
bound for Kloosterman sums.
The following bound on bilinear forms with Kloosterman sums was obtained by Sh-
parlinske and Zhang [SZ16] recently.
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Proposition 2.10 (Shparlinski and Zhang). Let q be a prime number and let M,N ⊂
[1, q − 1] be intervals of lengths M,N ≥ 1. We have∑
m∈M
∑
n∈N
Kl2(mn; q)≪ε qε
(
q1/2 +
MN
q1/2
)
.
The restriction that M and N are ≤ q in the proposition is not really restrictive for
applications, for other methods (e.g. the completion method) are more efficient when M
or N is close to q. We will use a smooth version of Shparlinske and Zhang’s result, which
is introduced in [BFK+17b].
Lemma 2.11 (Blomer, et. al., [BFK+17b], Proposition 1.2). Let q be prime number and
let Q ≥ 1 be real numbers. Let WQ be a smooth function supported on [1, 2] and satisfying
(1.17). For any M,N ≥ 1 and any integer a coprime with q, we have∑
m,n
WQ
(
m
M
)
WQ
(
n
N
)
Kl2(amn; q)≪ε (T1qQ)εQ2
(
q1/2 +
MN
q1/2
)
.(2.19)
Our next lemma is a special case of Theorem 1.7 of [FKM14] (building on [FKM15]).
Lemma 2.12 (Fouvery, Kowalski, andMichel [FKM14], Theorem 1.17). Let q be a prime
number and a be an integer coprime with q. Suppose that 1 ≤ M,N ≤ q and N is an
interval of length N. For any two sequences (αm), (βn) supported respectively on [1,M]
andN , we have∑
m≤M
∑
n∈N
αmβnKl2(amn; q)≪ (qMN)ε(MN)1/2 ||α||2||β||2
(
M−1/2 + q1/4N−1/2
)
.(2.20)
2.10. Cusp forms. We present some materials required in applying the Kuznetsov for-
mula, which are mainly borrowed from [Iwa02], [IK04], [Mot97], and [You11].
Let u j(z) be an orthonormal system of Maass cusp forms on S L2(Z\H), owning Laplace
eigenvalues 1
4
+ κ2
j
and the sequence of Hecke eigenvalues (λ j(n))n≥1. Suppose that ρ j(n)
is the Fourier coefficients of u j(z), then
ρ j(n) = ρ j(1)λ j(n).
For Re(s) > 1, the Hecke-Maass L-functions are defined by
L j(s) :=
∑
n
λ j(n)n
−s =
∏
p
(
1 − λ j(p)
ps
+
1
p2s
)−1
.
The Hecke eigenvalues λ j(n) satisfy the multiplicativity relations
λ j(m)λ j(n) =
∑
d|(m,n)
λ j
(
mn
d2
)
, λ j(mn) =
∑
d|(m,n)
µ(d)λ j
(
m
d
)
λ j
(
n
d
)
.
The Ramanujan–Petersson conjecture (see also Deligne [Del74]) predicts that
|λ j(n) ≤ d(n)|,
and the best known bound so far is
|λ j(n)| ≤ d(n)nθ
with θ = 7/64, which is due to Kim and Sarnak [Kim03].
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2.11. Kuznetsov formula.
Lemma 2.13 (Kuznetsov formula). Let m, n be positive integers, and let r be a C2 function
satisfying r(0) = 0 and r( j)(x) ≪ (1 + x)−2−ε, j = 0, 1, 2. We have
∑
c
S (m, n; c)
c
r
(
4π
√
mn
c
)
=
∑
j
ρ j(m)ρ j(n)Mr(κ j) +
∑
k≡0 ( mod 2)
Nr(k)
∑
j
ψ j,k(m)ψ j,k(n)
+
1
π
∫ ∞
−∞
cosh(πt)Mr(t) σ2it(m)σ2it(n)
(mn)it|ζ(1 + 2it)|2dt.
HereMr andNr are the following integral transforms:
Mr(t) = πi
sinh 2πt
∫ ∞
0
(J2it(x) − J−2it(x)) r(x)dx
x
,
Nr(k) =
4(k − 1)!
(4πi)k
∫ ∞
0
Jk−1(x)r(x)
dx
x
.
For the opposite sign case,
∑
c
S (m,−n; c)
c
r
(
4π
√
mn
c
)
=
∑
j
ρ j(m)ρ j(−n)Kr(κ j)
+
1
π
∫ ∞
−∞
cosh(πt)Kr(t) σ2it(m)σ2it(n)
(mn)it|ζ(1 + 2it)|2dt,
where
Kr(t) = 2
∫ ∞
0
K2it(x)r(x)
dx
x
.
This is Theorem 2.6 of [You11], and for proofs we refer to Theorem 16.5 and 16.6
of [IK04] or Theorems 2.3 and 2.4 of [Mot97]. We have borrowed notations from these
three sources. For example, ψ j,k(n) are coefficients of the Fourier expansion of a complete
arthonormal Hecke basis u j,k for the classical weight k cusp forms,
u j,k(z) =
∑
n≥1
ψ j,k(n)n
k−1
2 e(nz).
It has been proved by Deligne [Del74] that the Ramanujan–Petersson conjecture holds for
holomorphic forms.
3. The asymptotic formula averaged over large t
From this section we start our proof of Theorem 1.3, which occupies the next two
sections. It should be kept in mind that T ≫ qε always holds in next two sections, which
will be used directly without any explanation.
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3.1. Initial treatment. Using the approximate functional equation in Lemma 2.1, we
break M(α, β, γ, δ,Φ) into two terms that
M(α, β, γ, δ,Φ) = A1(α, β, γ, δ,Φ)+ A−1(−γ,−δ,−α,−β,Φ),(3.1)
where A1 is the contribution from the ‘first part’ of the approximate functional equation,
and A−1 is the ‘second part’. Our major focus is on the evaluation of A1 since the treatment
of A−1 proceeds identically.
Before applying the orthogonality formula, we first rewrite V into the following ex-
pression
Vα,β,γ,δ(x, t, a) =
1
2
(
Vα,β,γ,δ(x, t, 0) + Vα,β,γ,δ(x, t, 1)
)
(3.2)
+
χ(−1)
2
(
Vα,β,γ,δ(x, t, 0) − Vα,β,γ,δ(x, t, 1)
)
,
with which, we can just average all primitive characters in A1, not distinguishing even
characters and odd characters. Also, the second part of this expression just contributes an
error to A1. To be specific, we insert (3.2) into A1 and find that the contribution of the
second part is
1
2φ∗(q)
∑∗
χ ( mod q)
∑
m,n
σα,β(m)σγ,δ(n)χ(−m)χ(n)
(mn)
1
2
(3.3)
×
∫
R
(
m
n
)−it (
Vα,β,γ,δ
(
mn
q2
, t, 0
)
− Vα,β,γ,δ
(
mn
q2
, t, 1
))
Φ(t)dt.
The averaging over t-aspect forces m and n to be close to each other. More precisely,
integration by parts shows∫
R
(
m
n
)−it (
Vα,β,γ,δ
(
mn
q2
, t, 0
)
− Vα,β,γ,δ
(
mn
q2
, t, 1
))
Φ(t)dt ≪ j
T
(T0 log
m
n
) j
for any j ≥ 1, which yields that the integral over t is very small unless |m − n| ≪ nT−1+ε
0
.
After applying the orthogonality formula (2.13) and the estimate (2.11), we find that (3.3)
is bounded by
≪ T
ε
φ∗(q)
∑
d|(q,m+n)
φ(d)
∑
mn≤(Tq)2+ε
|m−n|≪nT−1+ε
0
σα,β(m)σγ,δ(n)
(mn)
1
2
+ OA(T
−2020q−2020)
≪ T
ε
φ∗(q)
∑
d|q
φ(d)
Tq
T 1−ε
0
φ(d)
≪ T εqε(T/T0),
which is acceptable in Theorem 1.3.
We apply the orthogonality formula (2.13) to the remaining sum in A1 to find that
A1(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
(mn,q)=1
m≡n ( mod d)
σα,β(m)σγ,δ(n)
(mn)
1
2
(3.4)
×
∫
R
(
m
n
)−it
Vα,β,γ,δ
(
mn
q2
, t, a
)
Φ(t)dt + O(T εqε(T/T0)).
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One may note that A−1 has the same expression, but with V˜ in place of V .
We break the sum in (3.4) into diagonal terms and off-diagonal terms, that is
A1(α, β, γ, δ,Φ) = AD(α, β, γ, δ,Φ) + AO(α, β, γ, δ,Φ)+ O(T
εqε(T/T0)),(3.5)
where
AD(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
(n,q)=1
σα,β(n)σγ,δ(n)
n
(3.6)
×
∫
R
Vα,β,γ,δ
(
n2
q2
, t, a
)
Φ(t)dt,
and
AO(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
±
∑
m−n=±h,0
(mn,q)=1, d|h
σα,β(m)σγ,δ(n)
(mn)
1
2
(3.7)
×
∫
R
(
1 ± h
n
)−it
Vα,β,γ,δ
(
mn
q2
, t, a
)
Φ(t)dt.
There exists
A−1(−γ,−δ,−α,−β,Φ) =A−D(−γ,−δ,−α,−β,Φ)(3.8)
+ A−O(−γ,−δ,−α,−β,Φ) + O(T εqε(T/T0))
with similar expressions for A−D(−γ,−δ,−α,−β,Φ) and A−O(−γ,−δ,−α,−β,Φ).
3.2. The diagonal terms. For the diagonal terms, we insert the definition of V into (3.6)
to get
AD(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
∫
R
Φ(t)
1
2πi
∫
(1)
G(s)
s
q2sgα,β,γ,δ(s, t, a)
∑
(n,q)=1
σα,β(n)σγ,δ(n)
n1+2s
dsdt.
Then, by the Ramanujan identity, the sum over n is
ζq(1 + α + γ + 2s)ζq(1 + α + δ + 2s)ζq(1 + β + γ + 2s)ζq(1 + β + δ + 2s)
ζq(2 + α + β + γ + δ + 4s)
,
which has simple poles at 2s = −α−γ, etc, whileG(s) vanishes at these poles. Therefore,
we can move the integral to Re(s) = −1
4
+ ε, passing the only pole at s = 0. By the
estimate of g in (2.9) the integral along the new lines is
≪ q− 12+ε
∫
R
t−
1
2
+εΦ(t)dt ≪ T 12+εq− 12+ε.
The pole at s = 0 gives
Zq(α, β, γ, δ)
∫
R
Φ(t)dt.
We summarize this calculation in the following:
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Lemma 3.1. We have
AD(α, β, γ, δ,Φ) = Zq(α, β, γ, δ)
∫
R
Φ(t)dt + O
(
T
1
2
+εq−
1
2
+ε
)
,(3.9)
and similarly the contribution of the diagonal terms to A−1 is
A−D(−γ, − δ,−α,−β,Φ)(3.10)
=
1
2
Zq(−γ,−δ,−α,−β)
∑
a=0,1
∫
R
Xα,β,γ,δ(q, t, a)Φ(t)dt + O
(
T
1
2
+εq−
1
2
+ε
)
.
4. The off-diagonal terms and the proof of Theorem 1.3
4.1. A divisor problem. Our treatment of the off-diagonal terms requires an estimate on
a quadratic divisor problem.
Lemma 4.1. Let F(x1, x2, x3, x4, x5) be a smooth function supported on [1, 2]
5 such that
∂F( j1+ j2)
∂x
j1
i1
∂x
j2
i2
≪ j1 , j2 (T/T0) j1+ j2T εqε
for any j1, j2 ≥ 0 and i1, i2 = 1, 2, 3, 4, 5. With M1,M2,N1,N2,H ≥ 1, we define
S ±d =
∑
m1m2−n1n2=±h,0
(m1m2n1n2 ,q)=1
d|h
F
(
h
H
,
m1
M1
,
m2
M2
,
n1
N1
,
n2
N2
)
,
where the sum runs over positive integers m1,m2, n1, n2 and h. Suppose that M1 ≤
M2T
εqε, N1 ≤ N2T εqε and H = o
(
(M1M2N1N2)
1
2
)
. We have
S ±d =
∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2]
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k2h∆
m1n1
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
kh∆(x ± 1)
m1M2
,
n1
N1
,
kh∆x
n1N2
)
dx + E,
(4.1)
where k = (m1, n1) , ∆ = [d, (d1, d2)], and
E ≪ H
d
N
1
2
1
q
1
2
0
(M1 + N1)(T/T0)
2T εqε.(4.2)
Here q0 is defined as in Theorem 1.1 that q0 = max{d : d | q∗, d < q∗ 12 } with q∗ =
∏
p|q p.
Remark. In (4.1), the integral over x in S −
d
is actually on x > 1 since F is supported on
[1, 2]5. By making the change of variables x→ x + 1, we can obtain another form for S −
d
that
S −d =
∑
d1 ,d2 |q
µ(d1)µ(d2)
[d1, d2]
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k2h∆
m1n1
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
kh∆x
m1M2
,
n1
N1
,
kh∆(x + 1)
n1N2
)
dx + E,
contrasted with the expression of S +
d
.
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Proof. The condition H = o
(
(M1M2N1N2)
1
2
)
implies that M1M2 ≍ N1N2. We first con-
sider the sum over large factors m2, n2, in which we remove the condition (m2n2, q) = 1
by using the Mo¨bius inversion to find that∑
(m2n2 ,q)=1
m1m2−n1n2=±h
F
(
h
H
,
m1
M1
,
m2
M2
,
n1
N1
,
n2
N2
)
=
∑
d1,d2 |q
µ(d1)µ(d2)(4.3)
×
∑
m2 ,n2
d1m1m2−d2n1n2=±h
F
(
h
H
,
m1
M1
,
d1m2
M2
,
n1
N1
,
d2n2
N2
)
.
Let d12 = (d1, d2). Applying (4.3) with the changes of variables d1 → d1d12, d2 → d2d12,
we rewrite
S ±d =
∑
d1d12 |q
∑
d2d12 |q
(d1,d2)=1
µ(d1d12)µ(d2d12)S
±
d (d1, d2, d12),
where
S ±d (d1, d2, d12) =
∑
m1 ,m2 ,n1 ,n2 ,h
d1m1m2−d2n1n2=±h/d12
(m1n1 ,q)=1,d|h
F
(
h
H
,
m1
M1
,
d1d12m2
M2
,
n1
N1
,
d2d12n2
N2
)
.
By the definition of q0, there must be min{d1, d2} ≤ q0. Without loss of generality, we
will focus on the evaluation of S ±
d
(d1, d2, d12) with d2 ≤ q0 since the treatment of the other
case proceeds identically.
Since (m1, n1) = k, (d1, d2) = 1, and (m1n1, q) = 1, it follows (d1m1, d2n1) = k. Now
there is no restriction on the sums over m2 and n2 except the identity d1m1m2 − d2n1n2 =
±h/d12, which we can rewrite as m2 ≡ (±h/kd12)d1m1/k (mod d2n1/k) to eliminate the
variable n2. This yields that the sum over m2, n2 in S
±
d
(d1, d2, d12) is equal to∑
m2≡(±h/kd12)d1m1/k ( mod d2n1/k)
F
(
h
H
,
m1
M1
,
d1d12m2
M2
,
n1
N1
,
d1d12m1m2 ∓ h
n1N2
)
.
Observing that d12k | h, we make the change of variables h → d12kh, and then the
condition d | h in S ±
d
(d1, d2, d12) evolves into d | d12h as (d, k) = 1. By applying Possion’s
summation formula to the sum over m2, we find that
S ±d (d1, d2, d12) =
∑
m1 ,n1 ,h
(m1n1 ,q)=1
d|d12h
∑
l∈Z
e
∓lhd1m1/k
d2n1/k
F±(k, d1, d12, h,m1, n1, l),(4.4)
where
F± = k
d2n1
∫ ∞
0
F
(
d12kh
H
,
m1
M1
,
d1d12x
M2
,
n1
N1
,
d1d12m1x ∓ d12kh
n1N2
)
e
(
klx
d2n1
)
dx
=
∫ ∞
0
F
(
d12kh
H
,
m1
M1
,
d1d2d12n1x
kM2
,
n1
N1
,
d1d2d12m1x
kN2
∓ d12kh
n1N2
)
e (lx) dx.
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Since F is compactly supported on [1, 2]5, the range of the integral over x is actually
x ≍ kM2
d1d2d12N1
≍ kN2
d1d2d12M1
.
The contribution of the term l = 0 is
S ∗±d (d1, d2, d12) =
∑
m1 ,n1 ,h
(m1n1 ,q)=1
d|d12h
∫ ∞
0
F
(
d12kh
H
,
m1
M1
,
d1d2d12n1x
kM2
,
n1
N1
,
d1d2d12m1x
kN2
∓ d12kh
n1N2
)
dx.
After the change of variables h→ h[d, d12]/d12 = h∆/d12, this evolves into∑
m1 ,n1 ,h
(m1n1 ,q)=1
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
d1d2d12n1x
kM2
,
n1
N1
,
d1d2d12m1x
kN2
∓ kh∆
n1N2
)
dx,
which will contribute to the main term of the lemma in summing over all possible values
of d1, d2, and d12.
For the terms l , 0, integrating by parts j times shows
F±(k, d1, d12, h,m1, n1, l)≪ T εqε 1
l j
(
d1d2d12n1
kM2
+
d1d2d12m1
kN2
) j
(T/T0)
j kM2
d1d2d12n1
≪ T εqε
(
d1d2d12N1
klM2
) j
(T/T0)
j kM2
d1d2d12n1
for any fixed j ≥ 0. This implies that we can restrict the sum in (4.4) to 0 ≤ |l| ≤ L with
L =
d1d2d12N1
kM2
(T/T0)T
εqε.
Thus, (4.4) evolves into
S ±d (d1, d2, d12) = S
∗±
d (d1, d2, d12) + E′
with
E′ =
∑
k≤H/d
∑
d1d12 |q
∑
d2d12 |q
(d1,d2)=1
µ(d1d12)µ(d2d12)
∫ ∞
0
∑
m1 ,n1 ,h
(m1 ,n1)=1
(m1n1 ,q)=1
d|d12h
∑
0<|l|≤L
(4.5)
× F
(
d12kh
H
,
m1k
M1
,
d1d2d12n1x
M2
,
n1k
N1
,
d1d2d12m1x
N2
∓ d12h
n1N2
)
e
∓lhd1m1
d2n1
 e (lx) dx,
in which we have made the changes of variables m1 → m1k and n1 → n1k. Note that
∂F
∂m1
≪ k
M1
(T/T0)T
εqε ≪ m−11 (T/T0)T εqε for x ≍ kM2d1d2d12N1 . We apply Weil’s bound for
Kloosterman sums and summation by parts to the sum over m1 to find that∑
m1
(m1 ,n1q)=1
F
(
d12kh
H
,
m1k
M1
,
d1d2d12n1x
M2
,
n1k
N1
,
d1d2d12m1x
N2
∓ d12h
n1N2
)
e
∓lhd1m1
d2n1

≪ (lh, n1d2)n
1
2
1
d
1
2
2
(
1 +
M1
N1
)
(T/T0)T
εqε.
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Employing this into (4.5) and calculating directly shows that
E′ ≪ T εqε
∑
k≤H/d
∑
d1d12 |q
∑
d2d12 |q
(d1 ,d2)=1
∑
h≤H/d12k
d|d12h
∑
0<|l|≤L
n1≪N1/k
(lh, n1d2)n
1
2
1
d
1
2
2
(
1 +
M1
N1
)
(T/T0)
kM2
d1d2d12N1
≪ H
d
N
1
2
1
q
1
2
0
(M1 + N1)(T/T0)
2T εqε
for d2 ≤ q0. This gives the error E in (4.2).
When d1 ≤ q0, an identical treatment shows that
S ±d (d1, d2, d12) =
∑
m1 ,n1 ,h
(m1n1 ,q)=1
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
d1d2d12n1x
kM2
,
n1
N1
,
d1d2d12m1x
kN2
∓ kh∆
n1N2
)
dx + E.
The only difference in the treatment for this case is to eliminate the variable m2 first, and
then we apply Possion’s summation formula to the sum over n2.
In conclusion, we sum S ±
d
(d1, d2, d12) over all possible values of d1, d2, and d12 to get
S ±d =
∑
d1d12 |q
∑
d2d12 |q
(d1,d2)=1
µ(d1d12)µ(d2d12)
×
∑
m1 ,n1 ,h
(m1n1 ,q)=1
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
d1d2d12n1x
kM2
,
n1
N1
,
d1d2d12m1x
kN2
∓ kh∆
n1N2
)
dx + E.
Making the change of variables x→ k2h∆
d1d2d12m1n1
(x ± 1) in the integral, we have
S ±d =
∑
d1d12 |q
∑
d2d12 |q
(d1 ,d2)=1
µ(d1d12)µ(d2d12)
d1d2d12
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k2h∆
m1n1
×
∫ ∞
0
F
(
kh∆
H
,
m1
M1
,
kh∆(x ± 1)
m1M2
,
n1
N1
,
kh∆x
n1N2
)
dx + E.
This establishes the lemma by rewriting d1d12 as d1 as well as d2d12 as d2. 
4.2. Evaluation of AO and A−O separately. In this section, we produce asymptotic for-
mulae for AO and A−O. Before doing this, we first present a lemma in the following, which
will be required in the calculation of asymptotic formulae.
Lemma 4.2. For any s, we have∑
d|q
φ(d)µ
(
q
d
) ∑
d1 ,d2|q
µ(d1)µ(d2)
[d1, d2]∆s
= φ∗(q)q−s
∏
p|q
(
1 − 1
p1−s
)
,(4.6)
where ∆ = [d, (d1, d2)].
Proof. Since both sides of (4.6) are multiplicative functions on q, it is sufficient to check
the identity with q being a power of a prime. If q = p is a prime, the left-hand side of
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(4.6) is
(p − 1)
(
1
ps
− 1
p1+s
)
−
(
1 − 2
p
+
1
p1+s
)
= (p − 2)p−s
(
1 − 1
p1−s
)
,
and the identity holds obviously. If q = pm with m ≥ 2, the left-hand side of (4.6) is
φ(pm)
(
1
pms
− 1
p1+ms
)
− φ(pm−1)
(
1
p(m−1)s
− 1
p1+(m−1)s
)
= φ(pm−1)p−ms(p − 1)
(
1 − 1
p1−s
)
,
which is equal to the right-hand side too. Combining these two cases establishes the
lemma. 
We specify our asymptotic formulae for AO and A−O in the following:
Lemma 4.3. Let AO and A−O be defined as before. We have
AO(α, β, γ, δ,Φ) =Mα,β,γ,δ(Φ) +Mβ,α,γ,δ(Φ)(4.7)
+Mα,β,δ,γ(Φ) +Mβ,α,δ,γ(Φ) + O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T εqε
)
,
where
Mα,β,γ,δ(Φ) =
ζq(1 + α − β)ζq(1 + γ − δ)
ζq(2 + α − β + γ − δ)
× 1
2πi
∫
R
Φ(t)
(
tq
2π
)−β−δ ∫
(ε)
G(s)
s
ζq(1 − β − δ − 2s)ζq(1 + α + γ + 2s)dsdt.
Also,
A−O(−γ,−δ,−α,−β,Φ) =M˜−γ,−δ,−α,−β(Φ) + M˜−δ,−γ,−α,−β(Φ) + M˜−γ,−δ,−β,−α(Φ)(4.8)
+ M˜−δ,−γ,−β,−α(Φ) + O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T εqε
)
,
where, for example,
M˜−δ,−γ,−β,−α(Φ) =
1
2
∑
a=0,1
ζq(1 + α − β)ζq(1 + γ − δ)
ζq(2 + α − β + γ − δ)
(4.9)
× 1
2πi
∫
R
Φ(t)
(
tq
2π
)α+γ
Xβ,α,δ,γ(q, t, a)
∫
(ε)
G(s)
s
ζq(1 + α + γ − 2s)ζq(1 − β − δ + 2s)dsdt.
Proof. We focus on the evaluation of AO, and the treatment of A−O proceeds identically.
In view of (3.7), we rewrite AO as
AO(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
±
∑
m1m2−n1n2=±h,0
(m1m2n1n2 ,q)=1, d|h
1
m
1
2
+α
1
m
1
2
+β
2
n
1
2
+γ
1
n
1
2
+δ
2
(4.10)
×
∫
R
(
1 ± h
n1n2
)−it
Vα,β,γ,δ
(
m1m2n1n2
q2
, t, a
)
Φ(t)dt.
23
The estimate (2.10) yields that V(x, t, a) decays rapidly in x when x > t2, that is to say, the
sum over all m1m2n1n2 ≫ (Tq)2+ε gives a negligible contribution≪ T−2020q−2020. Also,
integration by parts shows that∫
R
(
1 ± h
n1n2
)−it
Vα,β,γ,δ
(
m1m2n1n2
q2
, t, a
)
Φ(t)dt ≪ j T
(hT0/
√
m1m2n1n2) j
(4.11)
for any fixed j ≥ 0, which yields that the contribution of all the terms with |h| ≫√
m1m2n1n2T
−1
0
T εqε is O
(
T−2020q−2020
)
. Hence, we have
AO(α, β, γ, δ,Φ) =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
±
∑
m1m2n1n2≤(Tq)2+ε
m1m2−n1n2=±h
0<h≪√m1m2n1n2T−10 Tεqε
(m1m2n1n2 ,q)=1, d|h
1
m
1
2
+α
1
m
1
2
+β
2
n
1
2
+γ
1
n
1
2
+δ
2
×
∫
R
(
1 ± h
n1n2
)−it
Vα,β,γ,δ
(
m1m2n1n2
q2
, t, a
)
Φ(t)dt + O
(
T−2020q−2020
)
.
Applying the first partition of unity (2.16), we rewrite AO as a sum of four terms
AO(α, β, γ, δ,Φ) = AO,1 + AO,2 + AO,3 + AO,4 + O
(
T−2020q−2020
)
(4.12)
with obvious meanings. We will focus on AO,1, contributed by f
(
m1
m2
)
f
(
n1
n2
)
, and the others
can be treated identically.
Applying the dyadic partition of unity to the sums over m1,m2, n1, n2, and h, we rewrite
AO,1 =
1
2
∑
a=0,1
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)
×
∑
M1M2N1N2≤(Tq)2+ε
M1≤M2Tεqε,N1≤N2Tεqε
H≪√m1m2n1n2T−10 Tεqε
(
S +d,a(M1,M2,N1,N2,H) + S
−
d,a(M1,M2,N1,N2,H)
)
,
where
S ±d,a(M1,M2,N1,N2,H) =
∫
R
∑
m1m2−n1n2=±h
(m1m2n1n2 ,q)=1, d|h
1
m
1
2
+α
1
m
1
2
+β
2
n
1
2
+γ
1
n
1
2
+δ
2
Vα,β,γ,δ
(
m1m2n1n2
q2
, t, a
)
×
(
1 ± h
n1n2
)−it
f
(
m1
m2
)
f
(
n1
n2
)
W
(
h
H
)
W
(
m1
M1
)
W
(
m2
M2
)
W
(
n1
N1
)
W
(
n2
N2
)
Φ(t)dt.
To estimate S ±
d,a
(M1,M2,N1,N2,H), we apply Lemma 4.1 with
F =
1
x
1
2
+α
2
x
1
2
+β
3
x
1
2
+γ
4
x
1
2
+δ
5
Vα,β,γ,δ
(
x2x3x4x5
M1M2N1N2
q2
, t, a
) (
1 ± x1
x4x5
H
N1N2
)−it
× f
(
x2
x3
M1
M2
)
f
(
x4
x5
N1
N2
)
W (x1)W (x2)W (x3)W (x4)W (x5) .
It is easy to check that all conditions in Lemma 4.1 are met here. Thus, it follows
S ±d,a(M1,M2,N1,N2,H) =M±0 (d, a) + E0,
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where
E0 ≪ TE
M
1
2
+α
1
M
1
2
+β
2
N
1
2
+γ
1
N
1
2
+δ
2
and
M±0 (d, a) =
∑
d1 ,d2 |q
µ(d1)µ(d2)
[d1, d2]
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k(kh∆)−β−δ
m
1+α−β
1
n
1+γ−δ
1
∫
R
∫ ∞
0
(x ± 1)− 12−βx− 12−δ
× Vα,β,γ,δ
(
k2h2∆2x(x ± 1)
q2
, t, a
) (
1 ± 1
x
)−it
f
(
m21
kh∆(x ± 1)
)
f
(
n21
kh∆x
)
×W
(
kh∆
H
)
W
(
m1
M1
)
W
(
kh∆(x ± 1)
m1M2
)
W
(
n1
N1
)
W
(
kh∆x
n1N2
)
Φ(t)dxdt
with k = (m1, n1) and ∆ = [d, (d1, d2)].
We come to the error term E0 first, whose contribution to AO,1 is bounded by
≪ T
1+εqε
φ∗(q)
∑
a=0,1
∑
d|q
φ(d) (M1M2N1N2)
− 1
2
(
H
d
N
1
2
1
q
1
2
0
(M1 + N1)(T/T0)
2
)
≪ 1
φ∗(q)
(M1M2N1N2)
3
8q
1
2
0
(T/T0)
3T εqε
since H ≪ √m1m2n1n2T−10 T εqε and M1,N1 ≪ (M1M2N1N2)
1
4T εqε. By summing over all
M1,M2,N1,N2,H with M1M2N1N2 ≤ (Tq)2+ε, it is bounded by
≪ T 34+ε(q/q20)−
1
4
+ε(T/T0)
3
to AO,1.
To sum M±0 (d, a) over M1,M2,N1,N2 and H, we may remove the conditions M1 ≤
M2T
εqε, N1 ≤ N2T εqε, M1M2N1N2 ≤ (Tq)2+ε, H ≪ √m1m2n1n2T−10 T εqε in the sum with
a negligible error, by applying estimates of f and V and integration by parts on t as before.
We extend the summation over all M1,M2,N1,N2 and H, and then remove the partition of
unity. This yields
M±1 (d, a) =
∑
M1,M2 ,N1,N2,H
M±0 (d, a)
=
∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2]
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k(kh∆)−β−δ
m
1+α−β
1
n
1+γ−δ
1
∫
R
∫ ∞
0
(x ± 1)− 12−β−itx− 12−δ+it
× Vα,β,γ,δ
(
k2h2∆2x(x ± 1)
q2
, t, a
)
f
(
m2
1
kh∆(x ± 1)
)
f
(
n2
1
kh∆x
)
Φ(t)dxdt.
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Since V(x, t, a) is supported on x > 0, the x-integral in M−1 (d, a) is actually over x > 1.
We make the change of variables x→ x + 1 inM−
1
(d, a), then
M−1 (d, a) =
∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2]
∑
m1 ,n1 ,h
(m1n1 ,q)=1
k(kh∆)−β−δ
m
1+α−β
1
n
1+γ−δ
1
∫
R
∫ ∞
0
(x + 1)−
1
2
−δ+itx−
1
2
−β−it
× Vα,β,γ,δ
(
k2h2∆2x(x + 1)
q2
, t, a
)
f
(
m2
1
kh∆x
)
f
(
n2
1
kh∆(x + 1)
)
Φ(t)dxdt.
Recalling the definition of V and expressing f in terms of its Mellin transform inM±1 (d, a)
gives
M1(d, a) =M+1 (d, a) +M−1 (d, a)(4.13)
=
∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2]
1
(2πi)3
∫
(ε)
∫
(ε)
∫
(1)
∫
R
G(s)
s
gα,β,γ,δ(s, t, a) f̂ (u) f̂ (v)q
2s
×

∑
m1 ,n1 ,h
(m1n1 ,q)=1
k(kh∆)−β−δ−2s+u+v
m
1+α−β+2u
1
n
1+γ−δ+2v
1
(J+(s, u, v) + J−(s, u, v))
Φ(t)dtdsdudv
with
J+(s, u, v) =
∫ ∞
0
(x + 1)−
1
2
−β−s+u−itx−
1
2
−δ−s+v+itdx,(4.14)
J−(s, u, v) =
∫ ∞
0
(x + 1)−
1
2
−δ−s+v+itx−
1
2
−β−s+u−itdx.(4.15)
By the formula 3.194.3 of [GR65] and the expression of the beta function in terms of
gamma functions, we have
J+(s, u, v) =B(
1
2
− δ − s + u + it, β + δ + 2s − u − v)
=
Γ(1
2
− δ − s + v + it)Γ(β + δ + 2s − u − v)
Γ(1
2
+ β + s − u + it)
and
J−(s, u, v) =
Γ(1
2
− β − s + u − it)Γ(β + δ + 2s − u − v)
Γ(1
2
+ δ + s − v − it) .
By Stirling’s approximation,
Γ(1
2
− δ − s + v + it)
Γ(1
2
+ β + s − u + it) =t
−β−δ−2s+u+v exp
(
πi
2
(−β − δ − 2s + u + v)
)
×
(
1 + O
(
1 + |s|2 + |u|2 + |v|2
t
))
,
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Γ(1
2
− β − s + v − it)
Γ(1
2
+ δ + s − u − it) =t
−β−δ−2s+u+v exp
(
−πi
2
(−β − δ − 2s + u + v)
)
×
(
1 + O
(
1 + |s|2 + |u|2 + |v|2
t
))
.
Thus, we have
J+(s, u, v) + J−(s, u, v) =2 cos
(
π
2
(β + δ + 2s − u − v)
)
t−β−δ−2s+u+v
× Γ(β + δ + 2s − u − v)
(
1 + O
(
1 + |s|2 + |u|2 + |v|2
t
))
,
where the contribution of the error O
(
1+|s|2+|u|2+|v|2
t
)
is less than the main term divided by
T , due to the rapid decay in s, u, and v. Solely for notational convenience, we define
z1 = β + δ + 2s − u − v, z2 = α − β + 2u and z3 = γ − δ + 2v.
Then, the main term of the summation in the brace of (4.13) is equal to
(t∆)−z1Γ(z1)2 cos
(
πz1
2
)∑
h
1
hz1
∑
m1 ,n1
(m1n1 ,q)=1
k1−z1
m
1+z2
1
n
1+z3
1
.
Recalling that ∆ = [d, (d1, d2)] and k = (m1, n1), we may express the last summation over
m1, n1 in the Euler product
∏
p∤q

∞∑
j=0
p j(1−z1)
p j(2+z2+z3)
∑
m,n≥0
min{m,n}=0
1
pm(1+z2)+n(1+z3)

=
∏
p∤q
(
1 − 1
p1+z1+z2+z3
)−1 ∑
m,n≥0
1
pm(1+z2)+n(1+z3)
−
∑
m,n≥1
1
pm(1+z2)+n(1+z3)

=
∏
p∤q
(
1 − 1
p1+z1+z2+z3
)−1 (
1 − 1
p1+z2
)−1 (
1 − 1
p1+z3
)−1 (
1 − 1
p2+z2+z3
)
,
which yields
∑
m1 ,n1
(m1n1 ,q)=1
k1−z1
m
1+z2
1
n
1+z3
1
=
ζq(1 + z1 + z2 + z3)ζq(1 + z2)ζq(1 + z3)
ζq(2 + z2 + z3)
.
Moreover, by the functional equation of the Riemann zeta-function we have
Γ(z1)2 cos
(
πz1
2
)∑
h
1
hz1
= (2π)z1ζ(1 − z1).
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Thus, we conclude that
M1(d, a) =
1
(2πi)3
∑
d1 ,d2 |q
µ(d1)µ(d2)
[d1, d2]
∫
(ε)
∫
(ε)
∫
(1)
∫
R
G(s)
s
gα,β,γ,δ(s, t, a) f̂ (u) f̂ (v)
(4.16)
× ζ(1 − β − δ − 2s + u + v)ζq(1 + α + γ + 2s + u + v)ζq(1 + α − β + 2u)ζq(1 + γ − δ + 2v)
ζq(2 + α − β + γ − δ + 2u + 2v)
× q2s
(
2π
t[d, (d1, d2)]
)β+δ+2s−u−v
Φ(t)dtdsdudv
(
1 + O
(
1
T
))
.
Now we come to deduce AO,1 from M1(d, a). We shift the integration in (4.16) over
u and v towards Re(u) = −1/4 + ε/2 and Re(v) = −1/4 + ε/2. We collect poles from
u = 0 and v = 0, and for the terms where only one of the two residues is taken we move
the other integral to the (−1/2 + ε)-line. We do not cross poles at u = −(α − β)/2 and
v = −(γ − δ)/2 since we ensured that f̂ (−(α− β)/2) = f̂ (−(γ − δ)/2) = 0. For the integral
along the new lines and the residues at only one of u = 0 and v = 0, we move the line of
integration over s to 1
4
, and then a direct calculation with the estimate of gα,β,γ,δ(s, t, a) in
(2.9) shows that all these are bounded by
≪ T
∑
d1,d2 |q
1
[d1, d2]
(
q
[d, (d1, d2)]
) 1
2
(T [d, (d1, d2)])
− 1
2
+ε .(4.17)
By summing over d, we find that its contribution to AO,1 is bounded by
≪ T 1
φ∗(q)
∑
d|q
φ(d)
∑
d1,d2 |q
1
[d1, d2]
(
q
[d, (d1, d2)]
) 1
2
(T [d, (d1, d2)])
− 1
2
+ε
≪ T 12+εq− 12+ε,
which is an acceptable error in the lemma.
For the residue at both u = 0 and v = 0, we move the line of integration over s to
Re(s) = ε. After eliminating gα,β,γ,δ(s, t, a) by (2.9), the residue is equal to
1
2πi
∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2]
∫
R
Φ(t)
∫
(ε)
G(s)
s
(
tq
2π
)2s ( 2π
t[d, (d1, d2)]
)β+δ+2s
× ζ(1 − β − δ − 2s)ζq(1 + α + γ + 2s)ζq(1 + α − β)ζq(1 + γ − δ)
ζq(2 + α − β + γ − δ)
dsdt,
adding an error
≪
∑
d1,d2 |q
1
[d1, d2]
(
Tq
[d, (d1, d2)]
)2ε
whose contribution to AO,1 is bounded by ≪ T εqε and is acceptable in the lemma. After
an arrangement, we find that the main contribution of the residue at both u = 0 and v = 0
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to AO,1 is
ζq(1 + α − β)ζq(1 + γ − δ)
ζq(2 + α − β + γ − δ)
1
2πi
∫
R
Φ(t)
(
t
2π
)−β−δ ∫
(ε)
G(s)
s
Mα,β,γ,δ(s)dsdt,(4.18)
where
Mα,β,γ,δ(s) =ζ(1 − β − δ − 2s)ζq(1 + α + γ + 2s)(4.19)
× q
2s
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
d1,d2 |q
µ(d1)µ(d2)
[d1, d2][d, (d1, d2)]β+δ+2s
.
We execute the sum in (4.19) by applying Lemma 4.2. It then follows that
Mα,β,γ,δ(s) = ζq(1 − β − δ − 2s)ζq(1 + α + γ + 2s)q−β−δ.
Inserting this into (4.18) provides the main term of AO,1. In conclusion, we have
AO,1 =Mα,β,γ,δ(Φ) + O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T εqε
)
.
There are similar expressions for AO,2, AO,3, and AO,4, and then (4.7) follows immediately
from (4.12). On the other hand, the proof of formula (4.8) proceeds identically. 
4.3. Assembling the main terms and proving the theorem. In this section, we prove
Theorem 1.3 by combining all main terms from off-diagonal terms and diagonal terms.
We first deduce the main term of off-diagonal terms from the estimates of AO and A−O in
Lemma 4.3. We eliminate Xβ,α,δ,γ(q, t, a) in (4.9) using (2.7), and find that
M˜−δ−γ−β−α(Φ) =
ζq(1 + α − β)ζq(1 + γ − δ)
ζq(2 + α − β + γ − δ)
1
2πi
∫
R
Φ(t)
(
tq
2π
)−β−δ ∫
(ε)
G(s)
s
(
ζq(1 + α + γ − 2s)ζq(1 − β − δ + 2s)
)
dsdt + O (T εqε) .
Making the change of variables s→ −s and combining this withMα,β,γ,δ(Φ) gives
Mα,β,γ,δ(Φ) + M˜−δ−γ−β−α(Φ) = Zq(α,−δ, γ,−β, q)
∫
R
Φ(t)
(
tq
2π
)−β−δ
dt + O (T εqε)
by the residue theorem, where the poles of the Riemann zeta-function are canceled by
G(
α+γ
2
) = 0, etc. By combining other terms in AO and A−O in the same way, we conclude
that
AO(α, β, γ, δ,Φ) + A−O(−γ,−δ,−α,−β,Φ)(4.20)
=Zq(β,−γ, δ,−α)
∫
R
Φ(t)
(
tq
2π
)−α−γ
dt + Zq(α,−γ, δ,−β)
∫
R
Φ(t)
(
tq
2π
)−β−γ
dt
+ Zq(β,−δ, γ,−α)
∫
R
Φ(t)
(
tq
2π
)−α−δ
dt + Zq(α,−δ, γ,−β)
∫
R
Φ(t)
(
tq
2π
)−β−δ
dt
+ O
(
T
3
4
+ε(q/q20)
− 1
4
+ε(T/T0)
3 + T εqε
)
.
We sum up from (3.1), (3.5) and (3.8) that
M(α, β, γ, δ,Φ) =AD(α, β, γ, δ,Φ) + A−D(−γ,−δ,−α,−β,Φ)
+ AO(α, β, γ, δ,Φ) + A−O(−γ,−δ,−α,−β,Φ) + O((T/T0)T εqε).
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This establishes Theorem 1.3 by inserting the estimate of diagonal terms in Lemma 3.1
as well as the estimate of off-diagonal terms in (4.20).
5. The asymptotic formula for small t
From this section, we start our proof of theorem 1.4. To obtain a power savings from
q-aspect, we should carefully use estimates in t-aspect, such as the results deduced from
Stirling’s approximation in Lemma 2.3 and Lemma 2.4. In particular, we cannot use
the identity (3.2) to execute the differences between even characters and odd characters as
before, but treat them separately. Thus, the orthogonality formula (2.14) should be applied
to replace (2.13), for which not only do we need to treat terms arising from d | (q,m − n),
but we also need to treat the dual terms coming from d | (q,m + n). Our treatment
proceeds following the way of [You11] and inserting the idea of [BFK+17a,BFK+17b],
but with extra work to handle t both in main terms and error terms, which are mainly
caused by Vα,β,γ,δ(x, t, a) and the factor
(
m
n
)−it
. The functionVα,β,γ,δ(x, t, a) not only provides
a long range for the summations over m, n, but also passes t to gamma factors. We
should carefully handle these gamma factors since Stirling’s approximation is not always
effective for small t. The factor
(
m
n
)−it
affects taking derivatives on m and n by multiplying
t every time, and also passes t to gamma factors when we apply the functional equation
of the Estermann D-function.
Notation. In the remainder of this paper, we always assume that t is small with respect to
q that t ≍ T ≪ q 148−ε, and all results below are based on this assumption, which will not
be pointed out every time.
5.1. Initial treatment and diagonal terms. We split the family of characters separately
into even characters and odd characters and rewrite M(α, β, γ, δ, t) as
M(α, β, γ, δ, t) =
1
2
(
M+(α, β, γ, δ, t)+ M−(α, β, γ, δ, t)
)
,(5.1)
where
M+(α, β, γ,δ, t) =
2
φ∗(q)
∑+
χ ( mod q)
×L
(
1
2
+ it + α, χ
)
L
(
1
2
+ it + β, χ
)
L
(
1
2
− it + γ, χ
)
L
(
1
2
− it + δ, χ
)
and M−(α, β, γ, δ, t) is the same sum but over the odd characters. In the following, we will
focus on the even characters since the case of the odd characters is similar. The difference
between them is due to different gamma factors in their functional equations, and we will
point out the necessary changes in treating the odd characters in Section 9.3.
Since we treat even characters only, we will omit a in the following, such as in the
functions gα,β,γ,δ(s, t, a), Vα,β,γ,δ(x, t, a), and Xα,β,γ,δ(q, t, a) for notational convenience.
Applying the approximate functional equation in Lemma 2.1 and the orthogonality
formula (2.14), we have
M+(α, β, γ, δ, t) = BD(α, β, γ, δ, t)+ B−D(−γ,−δ,−α,−β, t)(5.2)
+ B1,q(α, β, γ, δ, t)+ B−1,q(−γ,−δ,−α,−β, t),
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where BD and B−D are contributions from the diagonal terms, and where
B1,q(α, β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)
×
∑
m,n
(mn,q)=1
m≡±n ( mod d)
σα,β(m)σγ,δ(n)
(mn)
1
2
(
m
n
)−it
Vα,β,γ,δ
(
mn
q2
, t
)
.
Here B−1,q is the same sum as B1,q but with V˜ in place of V , more specially, we have
B−1,q(−γ,−δ,−α,−β, t) = Xα,β,γ,δ(t)B1,q(−γ,−δ,−α,−β, t).(5.3)
The same treatment as in Section 3.2 shows the following lemma about the diagonal
terms.
Lemma 5.1. We have
BD(α, β, γ, δ, t) = Zq(α, β, γ, δ) + O
(
T
− 1
2
+ε
1
q−
1
2
+ε
)
,
and
B−D(−γ,−δ,−α,−β, t) = Zq(−γ,−δ,−α,−β)Xα,β,γ,δ(q, t) + O
(
T
− 1
2
+ε
1
q−
1
2
+ε
)
.
Since q is a prime, a trivial estimate shows that we can remove the coprime condition
(mn, q) = 1 in the sum of B1,q with an error term O
(
T 1+ε
1
q−1+ε
)
. Let B1 be the same sum
as B1,q but omitting the coprime condition. Then, it follows
B1,q = B1 + O
(
T 1+ε1 q
−1+ε) .
To treat B1, we first separate the terms with m ≡ −n (mod d) from the sum, denoted by
BO(α, β, γ, δ, t), and break the rest of the sum into two pieces depending on whether m < n
or m > n, which are denoted by BO and B
∗
O respectively. By symmetry, there is
B∗O(α, β, γ, δ, t) = BO(γ, δ, α, β,−t).(5.4)
We rewrite B1 as
B1 = BO + B
∗
O + BO(5.5)
with that each term has parameters α, β, γ, δ, t (in that order). Now it is enough to treat BO
and BO.
We concentrate on the calculation of BO in the following, and the treatment of ‘dual’
term BO proceeds in much the same way but with some differences carried out specially.
We rewrite BO as
BO(α, β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)
×
∑
m≡n ( mod d)
m<n
σα−β(m)σγ−δ(n)
m
1
2
+αn
1
2
+γ
(
m
n
)−it
Vα,β,γ,δ
(
mn
q2
, t
)
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by applying the identity
σa,b(n) = n
−aσa−b(n).(5.6)
Applying the dyadic partition of unity to both summations over m and n yields
BO(α, β, γ, δ, t) =
∑
M,N
BM,N(α, β, γ, δ, t),(5.7)
where BM,N has the same expression as BO but weighted by W
(
m
M
)
W
(
n
N
)
. As m < n in
BM,N , we may assume
M ≪ N(T1q)ε,(5.8)
a convention that holds when we treat BM,N in the rest of the paper. Due to the rapid decay
of V , we also assume MN ≤ (T1q)2+ε.
5.2. Overview of the proof of Theorem 1.4. To calculate the contribution of the off-
diagonal terms B1, we will first calculate BO by treating BM,N , and the treatment of BO
will proceed in much the same way. We classify BM,N into two categories according to
relative sizes of M and N. To be specific, we name such BM,N with N and M far away by
remote off-diagonal terms, and the others by adjacent off-diagonal terms. We treat these
two categories in different ways. As we will see, the main term of BO is contributed by
adjacent off-diagonal terms.
To deduce the main term, we write BM,N as
BM,N(α, β, γ, δ, t) = (Main term)M,N + EM,N(α, β, γ, δ, t).(5.9)
for a certain main term, which is too complex to write explicitly here. Actually, we
directly deduce the specific expression of the main term after summing over M and N in
Section 7, where we also obtain an upper bound for the main term that, for M ≪ N(T1q)ε,
(Main term)M,N ≪ M 12N− 12T ε1qε.(5.10)
To bound the error term in (5.9), we prove the following bound in Section 10, which is
nontrivial especially for adjacent off-diagonal terms.
Theorem 5.2. With t ≍ T, M ≪ N(T1q)ε, and MN ≪ (T1q)2+ε, we have
EM,N ≪
(
N
M
) 1
2
T 2+ε1 q
− 1
2
+ε +
(
N
M
) 1
4
T
3
2+ε
1
q−
1
4
+ε.(5.11)
The remoter off-diagonal terms contribute to the error terms only. we will complete our
proof of Theorem 1.4 by bounding these remoter off-diagonal terms in Section 11.
The computation of BO is similar to that of BO, but there are some differences. We
apply the dyadic partition of unity as before and write
BO(α, β, γ, δ, t) =
∑
M,N
BM,N(α, β, γ, δ, t)(5.12)
accordingly. In computing the main terms for BO, we observe that the assumption
M ≪ N(T1q)ε
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in BM,N will bring an obstruction in restoring the partition of unity. Thus we remove the
assumption in the treatment of BO. We also write
BM,N(α, β, γ, δ, t) = (Main term)M,N + EM,N(α, β, γ, δ, t),
in which we note that the main term and the error term are also bounded by the bounds in
(5.10) and (5.11) respectively. The treatment of the remoter off-diagonal term for EM,N is
identical to the one for EM,N , but there are some differences when we calculate the main
term and prove the bound (5.11). The differences mainly come from the different gamma
factors and the lack of the assumption M ≪ N(T1q)ε. We will calculate the main term in
Section 8, and will prove (5.11) in Section 10.6.
For the main term of Theorem 1.4, we sum all the main terms from BD, BO, and BO,
etc. over M and N, which proceeds in a rather complicated way in Section 9.
6. Initial treatment for adjacent off-diagonal terms
We first present some arithmetical sums about the divisor sum, which have been inves-
tigated in Section 5 of [You11].
Lemma 6.1 (Young [You11], Lemma 5.2). For Re(α) < 0, we have
σα(n) = ζ(1 − α)
∑
l
cl(n)
l1−α
,
where cl(n) =
∑
h ( mod l)
(h,l)=1
e
(
hn
l
)
is the Ramanujan sum.
Lemma 6.2 (Young [You11], Lemma 5.3). Let d be either 1 or prime, Re(s) > 1, and
Re(λ) > −1. We have
∑
l
1
l2+λ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
f s
=
ζ(s)ζ(1 + λ + s)
dsζ(2 + λ)
(
1 +
1
d1+λ
− 1
d1+λ+s
)
.
We require the following approximate functional equation for the divisor function.
Lemma 6.3 (Young [You11], Lemma 5.4). For any positive integer n and λ ∈ C,
σλ(n) =
∑
l
cl(n)
l1−λ
̟λ
(
l√
n
)
+ nλ
∑
l
cl(n)
l1+λ
̟−λ
(
l√
n
)
,(6.1)
where
̟λ(x) =
∫
(a)
x−wζ(1 − λ + w)G(w)
w
dw,(6.2)
a > |Re(λ)|, cl(n) is the Ramanujan sum, and G is as in Definition 2.2.
This approximate functional equation is actually an alternative to the delta method
[DFI93]. We will apply it to expand the divisor function into a series of the Ramanujan
sum, and then the exponential sum formula for cl(n + f ) can well separate the variable n
from f in σλ(n + f ).
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6.1. Separation of variables. By writing n = m + f , we recall that
BM,N(α, β, γ,δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
×
∑
m
σα−β(m)σγ−δ(m + f )
m
1
2
+α+it(m + f )
1
2
+γ−it Vα,β,γ,δ
(
m(m + f )
q2
, t
)
W
(
m
M
)
W
(
m + f
N
)
.
Our next goal is to separate the variable m from f in the above formula. We expand
σγ−δ(m + f ) into Ramanujan series by Lemma 6.3 and then rewrite BM,N as
BM,N(α, β, γ, δ, t) = CM,N(α, β, γ, δ, t) +CM,N(α, β, δ, γ, t),(6.3)
where
CM,N(α, β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
f≡0 ( mod d)
(6.4)
∑
m
σα−β(m)cl(m + f )
m
1
2
+α+it(m + f )
1
2
+γ−it̟γ−δ
 l√
m + f
Vα,β,γ,δ
(
m(m + f )
q2
, t
)
W
(
m
M
)
W
(
m + f
N
)
.
To separate variables in CM,N , we need apply the Mellin transform ofW. For notational
convenience, we introduce some notations first. Let
H1(s, u1, u2,w; t) =
G(s)G(w)
sw
gα,β,γ,δ(s, t)Ŵ(u1)Ŵ(u2)ζ(1 − γ + δ + w),(6.5)
H(s, u1, u2, v,w; t) =
Γ(v)Γ(1
2
+ γ + s + u2 − v − w2 − it)
Γ(1
2
+ γ + s + u2 − w2 − it)
H1(s, u1, u2,w).(6.6)
It is easy to see that H1 has a rapid decay as any one of the variables s, u1, u2,w gets larger
in the imaginary direction, and so does H. Also, one observes that H decays rapidly in
the imaginary direction of v when Im(v) ≫ T 1+ε
1
.
Lemma 6.4. With cs = 2, cv = cw = ε, and cu1 = cu2 = 0, we have
CM,N(α,β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
f
1
2
+γ−it
(6.7)
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2
f s+u2−v−
w
2 lw
D
(
1
2
+ α + s + u1 + v + it, α − β,
h
l
)
× H(s, u1, u2, v,w; t)dvdu2du1dwds.
Proof. The lemma will follows once we have separated variables, while the extra vari-
able t does not cause any significant difference in separating variables. Thus, the proof
proceeds similarly as Lemma 5.5 of [You11], and we sketch it here. One notes that the
exponential sum formula for the Ramanujan sum can well separate the variable m from f
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in cl(m + f ). For the rest, we apply Mellin transforms of ̟, V, and W to have
1
(m + f )
1
2
+γ−it̟γ−δ
 l√
m + f
Vα,β,γ,δ
(
m(m + f )
q2
, t
)
W
(
m
M
)
W
(
m + f
N
)
(6.8)
=
(
1
2πi
)4 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
q2sMu1Nu2H1(s, u1, u2,w; t)
lwms+u1(m + f )
1
2
+γ+s+u2−w2 −it
du2du1dwds.
Now it remains to separate m from f in (m + f )−(
1
2
+γ+s+u2−w2 −it), for which we apply the
following formula (17.43.21 of [GR65]):
(1 + x)−b =
1
2πi
∫
(cv)
Γ(v)Γ(b − v)
Γ(b)
x−vdv,(6.9)
valid for 0 < cv < Re(b) and absolutely convergent by Stirling’s approximation. This
yields
1
(m + f )
1
2
+γ−it̟γ−δ
 l√
m + f
Vα,β,γ,δ
(
m(m + f )
q2
, t
)
W
(
m
M
)
W
(
m + f
N
)
=
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2H(s, u1, u2, v,w; t)
f
1
2
+γ+s+u2−v−w2 −itlwms+u1+v
dvdu2du1dwds.
We apply this as well as the exponential sum formula of cl(m + f ) in (6.4) to obtain
CM,N =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
f
1
2
+γ−it
∑
m
σα−β(m)e
(
mh
l
)
m
1
2
+α+it
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2H(s, u1, u2, v,w; t)
f s+u2−v−
w
2 lwms+u1+v
dvdu2du1dwds.
Since all the integrals above and the sum over m converge absolutely on the contours
stated in the lemma, we would complete the proof by writing the sum over m in terms of
the Estermann D-function. 
We now move cs to ε in CM,N(α, β, γ, δ, t), passing the two poles of the Estermann D-
function at 1
2
+ it + s + u1 + v = 1 − α and 12 + it + s + u1 + v = 1 − β. The residues at
these two poles contribute the main terms, and the integral along the new lines, denoted
by EM,N(α, β, γ, δ, t), contributes an error. Let PM,N(α, β, γ, δ, t) be the contribution of the
former pole; then the latter pole is PM,N(β, α, γ, δ, t) by symmetry. In brief, we have
CM,N(α, β, γ, δ, t) = PM,N(α, β, γ, δ, t) + PM,N(β, α, γ, δ, t)+ EM,N(α, β, γ, δ, t).(6.10)
We will deduce the main term of BO from PM,N in Section 7 and will treat EM,N in Section
10.
7. Computation of main terms
As in [You11], we have chosen to compute
∑
M,N PM,N instead of PM,N , which allows to
remove effects from the dyadic partition of unity by restoring it first. Let BO(α, β, γ, δ, t)
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denote the main term of BO(α, β, γ, δ, t). It follows from (5.7), (6.3), and (6.10) that
BO(α, β, γ, δ, t) = P(α, β, γ, δ, t) + P(β, α, γ, δ, t)(7.1)
+ P(α, β, δ, γ, t) + P(β, α, δ, γ, t),
where
P(α, β, γ, δ, t) =
∑
M,N
PM,N(α, β, γ, δ, t).
Lemma 7.1. For t ≍ T, We have
P(α, β, γ, δ, t) =ζ(1 − α + β)
(
1
2πi
)2 ∫
(ε)
∫
( 1
4
)
q−α−γ+
w
2
(7.2)
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
ζ(2 − α + β − γ + δ + w) H2(v,w; t)dvdw + O
(
T ε1q
−1+ε) ,
where
H2(v,w; t) =
Γ(1
2
− α − v − it)Γ(α + γ + 2v − w
2
)
Γ(1
2
+ γ + v − w
2
− it)
G(v)G(w)
vw
gα,β,γ,δ(v, t)ζ(1 − γ + δ + w).
(7.3)
Proof. We first restore the partition of unity, which can be carried out by applying the
following formula due to Mellin transform∑
M,N
(
1
2πi
)2 ∫
(cu1 )
∫
(cu2 )
F(u1, u2)M
u1Nu2Ŵ(u1)Ŵ(u2)du1du2 = F(0, 0)(7.4)
for a ‘nice’ function F (to see Lemma 6.2 of [You11] for a proof).
One notes that PM,N is the residue of the integrand in (6.7). Thus, we can calculate∑
M,N PM,N by summing (6.7) over M, N on two lines of integration cs. To apply (7.4) to
these two integrals, one may find that the ‘nice’ function is not obvious at first glance, but
it turns out to be clear if we make the changes of variables s→ s−u1 and w→ w−2u1+2u2
in (6.7).
Recalling the assumption
M ≪ N(T1q)ε,
we should extend the summation to all M,N before restoring the partition of unity. In
view of the poles of H, we may take −u1 = u2 = A large to see that the right-hand side of
(6.7) is bounded by≪ (T1q)−2020 for M ≫ N(T1q)ε. Thus, we can extend the summation
on the right-hand side of (6.7) to all M,N and restore the partition of the unity by applying
(7.4), which gives
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
f
1
2
+γ−it
(
1
2πi
)3
(7.5)
×
∫
(cs)
∫
(cw)
∫
(cv)
q2s
f s−v−
w
2 lw
D
(
1
2
+ α + s + v + it, α − β, h
l
)
H(s, 0, 0, v,w; t)dvdwds,
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where we recall that
H(s, 0, 0, v,w; t) =
Γ(v)Γ(1
2
+ γ + s − v − w
2
− it)
Γ(1
2
+ γ + s − w
2
− it)
G(s)G(w)
sw
gα,β,γ,δ(s, t)ζ(1 − γ + δ + w).
Thus, P(α, β, γ, δ, t) is the residue of the integrand in (7.5) at 1
2
+ s + v + it = 1 − α.
By Lemma 2.7, the residue of the Estermann function at 1
2
+ s + v + it = 1 − α is
l−1+α−βζ(1 − α + β),
which yields
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l2−α+β−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
×
(
1
2πi
)2 ∫
(cw)
∫
(cv)
q1−2α−2v−2it
f 1−α+γ−2v−
w
2
−2itlw
H
(
1
2
− α − v − it, 0, 0, v,w; t
)
dvdw.
Making the change of variables v→ 1
2
− α − v − it and observing that
H2(v,w; t) = H
(
v, 0, 0, 1
2
− α − v − it,w; t
)
,
we have
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l2−α+β−γ+δ+w
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
(7.6)
×
(
1
2πi
)2 ∫
(cw)
∫
(cv)
q2v
f α+γ+2v−
w
2
H2 (v,w; t) dvdw.
Recall that cu1 = cu2 = 0, cw = ε, cv =
1
2
− ε, and that the gamma functions in H2 is
Γ(1
2
− α − v − it)Γ(α + γ + 2v − w
2
)
Γ(1
2
+ γ + v − w
2
− it) .
We may move cv to 1 without encountering any poles, for G(
1
2
− α − it) = 0 (recalling
Definition 2.2). Since the summation over f converges absolutely now, we execute the
summations over f , h by applying Lemma 6.2. This yields
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) (
1
2πi
)2 ∫
(cw)
∫
(cv)
q2vH2(v,w; t)
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
dα+γ+2v−
w
2 ζ(2 − α + β − γ + δ + w)
(
1 +
1
d1−α+β−γ+δ+w
− 1
d1+β+δ+2v+
w
2
)
dvdw.
37
We move cv back to ε, crossing the only pole of the Riemann zeta-function at α+γ+2v−
w
2
= 1, whose residue is
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)
d
µ
(
q
d
)
1
2πi
∫
(ε)
q1−α−γ+
w
2
×
(
1 +
1
d1−α+β−γ+δ−w
− 1
d2−α+β−γ+δ+w
)
H2
(
1
2
(1 − α − γ + w
2
),w; t
)
dw.
Note that the gamma factor in the above H2 is
Γ(1
2
(−α + γ − w
2
− 2it))
Γ(1 + 1
2
(−α + γ − w
2
− 2it) .
Thus, due to G(w), we note that H2 decays rapidly as w gets larger in the imaginary
direction. Moreover, with Re(w) = ε and Im(w) ≪ T ε
1
, a direct calculation from Stirling’s
approximation and the estimate of g in (2.9) shows
H2
(
1
2
(1 − α − γ + w
2
),w; t
)
≪ T ε1 .
Thus, the contribution of the residue is no more than O
(
T ε
1
q−1+ε
)
, due to the cancellation
in the sum over d that
∑
d|q
φ(d)
d
µ
(
q
d
)
=
1
q
for prime q. For the integrals along the new lines, some trivial estimations show that the
contribution from the terms with d = 1 is bounded by≪ T ε
1
q−1+ε. Thus, it follows
P =ζ(1 − α + β)
(
1
2πi
)2 ∫
(ε)
∫
(cv)
q−α−γ+
w
2 H2(v,w; t)(7.7)
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
ζ(2 − α + β − γ + δ + w) dvdw + O
(
T ε1q
−1+ε) .
Now we would complete our proof by moving the v-line of integration to cv =
1
4
. 
The upper bound of the main term mentioned in (5.10) is deduced from similar calcu-
lations in the proof of Lemma 7.1.
Lemma 7.2. For t ≍ T and M ≪ N(T1q)ε, we have
PM,N(α, β, γ, δ, t)≪ M
1
2N−
1
2T ε1q
ε.
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Proof. With a minor variation of some calculations in the proof of Lemma 7.1, we may
reduce the problem to bounding
ζ(1 − α + β)
(
1
2πi
)4 ∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q−α−γ−u1−u2+
w
2 Mu1Nu2Ŵ(u1)Ŵ(u2)
(7.8)
× ζ(α + γ + u1 + u2 + 2v −
w
2
)ζ(1 + β + δ + u1 + u2 + 2v +
w
2
)
ζ(2 − α + β − γ + δ + w)
G(v)G(w)
vw
gα,β,γ,δ(v, t)
× Γ(
1
2
− α − u1 − v − it)Γ(α + γ + u1 + u2 + 2v − w2 )
Γ(1
2
+ γ + u2 + v − w2 − it)
ζ(1 − γ + δ + w)dvdu2du1dw,
where cu1 = cu2 = 0, and cv = cw = ε. We maymove cu1 to
1
2
−2ε followed by cu2 → −12+ε,
without encountering any poles. Due to the rapid decay of G and Ŵ, we may truncate the
integral along the new lines so that Im(w), Im(v), Im(u1), Im(u2) ≪ T ε1 with a negligible
error (say, size≪ M 12N− 12T−2020
1
qε). Using Stirling’s approximation, we have
Γ(1
2
− α − u1 − v − it)Γ(α + γ + u1 + u2 + 2v − w2 )
Γ(1
2
+ γ + u2 + v − w2 − it)
≪ T ε1 .
Then, one can establish Lemma 7.2 by bounding the integrand in (7.8) with absolute
values. 
We present BO in the following proposition.
Proposition 7.3. For t ≍ T, we have
BO(α, β, γ, δ, t) =P(α, β, γ, δ, t)+ P(β, α, γ, δ, t)(7.9)
+ P(α, β, δ, γ, t)+ P(β, α, δ, γ, t)+ O
(
T ε1q
−1+ε + T
− 1
2
+ε
1
q−
1
2
+ε
)
,
where
P(α, β, γ, δ, t) = ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ) q
−α−γ 1
2πi
∫
( 1
4
)
G(v)
v
gα,β,γ,δ(v, t)(7.10)
× ζ(α + γ + 2v)ζ(1 + β + δ + 2v)Γ(
1
2
− α − v − it)Γ(α + γ + 2v)
Γ(1
2
+ γ + v − it) dv.
Proof. Wemove thew-line of integration in (7.2) to cw = −1+ε, crossing the pole atw = 0
only, for the pole of the Riemann zeta-function is canceled by G(γ − δ) = 0. The residue
of the pole gives the right-hand side of (7.10). Due to the rapid decay of the integrand, we
truncate the integral along the new lines so that Im(v), Im(w) ≪ T ε
1
as before, and apply
Stirling’s approximation and the estimate of g in (2.9) to find that
Γ(1
2
− α − v − it)Γ(α + γ + 2v − w
2
)
Γ(1
2
+ γ + v − w
2
− it) gα,β,γ,δ(v, t)≪ T
− 1
2
+ε
1
.
Then, bounding the integrand trivially with absolute values shows that the integral along
the new lines is bounded by ≪ T− 12+εq− 12+ε. Now the proposition follows immediately
from (7.1). 
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Due to the relation between B∗O and BO mentioned in (5.4), we exchange the parameters
to get
Proposition 7.4. For t ≍ T, we have
B∗O(α, β, γ, δ, t) =P(γ, δ, α, β,−t) + P(δ, γ, α, β,−t)
+ P(γ, δ, β, α,−t)+ P(δ, γ, β, α,−t)+ O
(
T ε1q
−1+ε + T
− 1
2
+ε
1
q−
1
2
+ε
)
,
where P(α, β, γ, δ, T ) is defined as in (7.10).
8. Calculation of dual off-diagonal terms
We compute BO by treating BM,N in this section. The computation is similar to that of
BO, but there are some differences. Especially, the terms with M ≫ N(T1q)ε, arising from
the calculation of the main terms, are different from the ones in BO and cannot be ignored.
So we no longer assume the condition M ≤ N(T1q)ε on BM,N , and thus we can sum over
all M,N to restore the partition of the unity for the main terms, without adding back any
terms. Correspondingly, the condition M ≤ N(T1q)ε should also be removed in the error
term, which we should keep in mind when treating the error in Section 10.6.
Writing f = m + n, we recall that
BM,N(α, β,γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
×
∑
0<m< f
σα−β(m)σγ−δ( f − m)
m
1
2
+α+it( f − m) 12+γ−it
Vα,β,γ,δ
(
m( f − m)
q2
, t
)
W
(
m
M
)
W
(
f − m
N
)
.
8.1. Separation of variables. After applying the expansion of σγ−δ( f −m) into Ramanu-
jan series by Lemma 6.3, we rewrite
BM,N(α, β, γ, δ, t) = CM,N(α, β, γ, δ, t) +CM,N(α, β, δ, γ, t),(8.1)
where
CM,N(α, β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
f≡0 ( mod d)
×
∑
0<m< f
σα−β(m)cl( f − m)
m
1
2
+α+it( f − m) 12+γ−it
̟γ−δ
 l√
f − m
Vα,β,γ,δ
(
m( f − m)
q2
, t
)
W
(
m
M
)
W
(
f − m
N
)
.
To evaluate CM,N , we separate variables by taking Mellin transforms of ̟, V and W as in
the proof of Lemma 6.4, but separate variable m from f in ( f − m)− 12−γ−s−u2+w2 +it with the
following formula (17.43.22 of [GR65]):
1
2πi
∫
(cv)
Γ(v)Γ(1 − b)
Γ(1 − b + v) x
−vdv =
 (1 − x)−b, 0 < x < 1,0, 1 < x,(8.2)
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valid for 0 < cv, Re(b) < 1, in place of formula (6.9). When Re(b) < 0, the integration in
(8.2) converges absolutely by Stirling’s approximation. After separating variables, we get
CM,N =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(−h f
l
)
f
1
2
+γ−it
∑
m
σα−β(m)e
(
mh
l
)
m
1
2
+α+it
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2H(s, u1, u2, v,w; t)
f s+u2−v−
w
2 lwms+u1+v
dvdu2du1dwds,
where
H(s, u1, u2, v,w; t) =
Γ(v)Γ(1
2
− γ − s − u2 + w2 + it)
Γ(1
2
− γ − s − u2 + v + w2 + it)
H1(s, u1, u2,w; t).
We initially take the contours of integration as
cs =
1
2
, cu1 = cu2 = 0, cv = ε, cw = 2 + ε,
on which all the integrals and the sum over m converge absolutely. Then, expressing the
sum over m in terms of the Estermann D-function gives the following analogy of Lemma
6.4.
Lemma 8.1. With cs =
1
2
, cu1 = cu2 = 0, cv = ε, and cw = 2 + ε, we have
CM,N(α,β, γ, δ, t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(−h f
l
)
f
1
2
+γ−it
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2
f s+u2−v−
w
2 lw
D
(
1
2
+ α + s + u1 + v + it, α − β, h
l
)
× H(s, u1, u2, v,w; t)dvdu2du1dwds.
The expression in Lemma 8.1 is almost the same as the one in Lemma 6.4, except
that the ratio of gamma factors and the paths of integral are different. We move cs to ε,
crossing the two poles of the Estermann D-function. Let EM,N be the integral along the
new lines, and PM,N(α, β, γ, δ, t) be the contribution of the pole at
1
2
+ it+ s+u1+v = 1−α.
It is easy to see that the contribution of the other pole is PM,N(β, α, γ, δ, t). This yields
CM,N(α, β, γ, δ, t) = PM,N(α, β, γ, δ, t) + PM,N(β, α, γ, δ, t) + EM,N(α, β, γ, δ, t).(8.3)
We will compute the main terms in the next section and bound EM,N in Section 10.
8.2. The main terms. Let BO(α, β, γ, δ, t) be the main term of BO(α, β, γ, δ, t). We sum
up from (5.12), (8.1), and (8.3) that
BO(α, β, γ, δ, t) = P(α, β, γ, δ, t)+ P(β, α, γ, δ, t)(8.4)
+ P(α, β, δ, γ, t) + P(β, α, δ, γ, t),
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where
P(α, β, γ, δ, t) =
∑
M,N
PM,N(α, β, γ, δ, t).(8.5)
The argument as the one used in the proof of Lemma 7.1 gives the following lemma.
Lemma 8.2. For t ≍ T, we have
P(α, β, γ, δ, t) = ζ(1 − α + β)
(
1
2πi
)2 ∫
(ε)
∫
( 1
4
)
q−α−γ+
w
2(8.6)
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
ζ(2 − α + β − γ + δ + w) H2(v,w; t)dvdw + O
(
T−20201 q
−1+ε) ,
where
H2(v,w; t) =
Γ(1
2
− α − v − it)Γ(1
2
− γ − v + w
2
+ it)
Γ(1 − α − γ − 2v + w
2
)
G(v)G(w)
vw
gα,β,γ,δ(v, t)ζ(1 − γ + δ + w).
(8.7)
Proof. Note that the summation is over all M,N in (8.5). After the changes of variables
as in the proof of Lemma 7.1, we may execute the summation directly according to (7.4).
Then, P(α, β, γ, δ, t) is given by the residue of the following integral at 1
2
+ s+v+it = 1−α:
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l1−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
−h f
l
)
f
1
2
+γ−it
×
(
1
2πi
)3 ∫
(cs)
∫
(cw)
∫
(cv)
q2s
f s−v−
w
2 lw
D
(
1
2
+ α + s + v + it, α − β, h
l
)
H(s, 0, 0, v,w; t)dvdwds,
where
H(s, 0, 0, v,w; t) =
Γ(v)Γ(1
2
− γ − s + w
2
+ it)
Γ(1
2
− γ − s + v + w
2
+ it)
G(s)G(w)
sw
gα,β,γ,δ(s, t)ζ(1 − γ + δ + w).
We compute the residue to find that
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l2−α+β−γ+δ
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(−h f
l
)
(8.8)
×
(
1
2πi
)2 ∫
(cw)
∫
(cv)
q1−2α−2v−2it
f 1−α+γ−2v−
w
2
−2itlw
H
(
1
2
− α − v − it, 0, 0, v,w; t
)
dvdw.
Making the change of variables v→ 1
2
− α − u1 − v − it and observing that
H2(v,w; t) = H
(
v, 0, 0, 1
2
− α − v − it,w; t
)
,
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we obtain the following analog of (7.6)
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l2−α+β−γ+δ+w
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(−h f
l
)
(8.9)
×
(
1
2πi
)2 ∫
(cw)
∫
(cv)
q2v
f α+γ+2v−
w
2
H2(v,w; t)dvdw.
Recall that the gamma functions in H2 is
Γ(1
2
− α − v − it)Γ(1
2
− γ − v + w
2
+ it)
Γ(1 − α − γ − 2v + w
2
)
.
We take cw = 3ε and then move cv to
1
2
+ ε without encountering any poles, for the pole
of Γ(1
2
− α− v− it) is canceled by a zero of G. Since the sum over f converges absolutely
now, we execute the summation over l and f by Lemma 6.2, and then we move cv back
to ε. Since the pole of ζ(α + γ + 2v − w
2
) is canceled by the gamma function, we will not
encounter any poles, and this yields
P =
ζ(1 − α + β)
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) (
1
2πi
)2 ∫
(ε)
∫
(ε)
q2vH2(v,w; t)
(8.10)
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
dα+γ+2v−
w
2 ζ(2 − α + β − γ + δ + w)
(
1 +
1
d1−α+β−γ+δ−w
− 1
d1+β+δ+2v+
w
2
)
dvdw.
The rapid decay of G and Stirling’s approximation yield
H2(v,w; t)≪ T−20201 .
We observe that the contribution of the case d = 1 in (8.10) is bounded by≪ T−2020
1
q−1+ε,
which yields
P =
ζ(1 − α + β)
φ∗(q)
(
1
2πi
)2 ∫
(ε)
∫
(ε)
q−α−γ+
w
2
× ζ(α + γ + 2v −
w
2
)ζ(1 + β + δ + 2v + w
2
)
ζ(2 − α + β − γ + δ + w) H2(v,w; t)dvdw + O
(
T−20201 q
−1+ε) .
This establishes the lemma by moving cv to
1
4
. 
To obtain an upper bound for PM,N , a minor variation of some calculations in the proof
of Lemma 8.2 reduces the problem to bounding an analogy of (7.8), but with the ratio of
gamma factors
Γ(1
2
− α − u1 − v − it)Γ(α + γ + u1 + u2 + 2v − w2 )
Γ(1
2
+ γ + u2 + v − w2 − it)
appearing in (7.8) replaced by
Γ(1
2
− α − u1 − v − it)Γ(12 − γ − u2 − v + w2 + it)
Γ(1 − α − γ − u1 − u2 − 2v + w2 )
.
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By taking
cv = cw = ε, cu1 =
1
2
− 2ε, cu2 = −
1
2
+ ε,
and also
cv = cw = ε, cu1 = −
1
2
+ ε, cu2 =
1
2
− 2ε,
the same discussion used in the proof of Lemma 7.2 provides that
PM,N(α, β, γ, δ, t)≪ min
{
M
1
2N−
1
2 ,M−
1
2N
1
2
}
T−20201 q
ε,(8.11)
where T−2020
1
is due to the fact that the gamma factor in H has a rapid decay in t.
We obtain the following analog of Proposition 7.3 for BO.
Proposition 8.3. With t ≍ T, we have
BO(α, β, γ, δ, t) =P(α, β, γ, δ, t)+ P(β, α, γ, δ, t)(8.12)
+ P(α, β, δ, γ, t)+ P(β, α, δ, γ, t) + O
(
T−20201 q
− 1
3
+ε
)
,
where
P(α, β,γ, δ, t) = ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ) q
−α−γ 1
2πi
∫
( 1
4
)
G(v)
v
(8.13)
× ζ(α + γ + 2v)ζ(1 + β + δ + 2v)Γ(
1
2
− α − v − it)Γ(1
2
− γ − v + it)
Γ(1 − α − γ − 2v) gα,β,γ,δ(v, t)dv.
Proof. We move the w-line of integration in (8.6) to cw = −14 + ε, crossing the pole at
w = 0 only, for the pole of ζ(1 − γ + δ + w) is cancelled by G(γ − δ) = 0. The residue
of this pole provides P(α, β, γ, δ, t). For the integral along the new lines, we move cv to
1
6
followed by cw → −23 + ε, without encountering any poles. Then, due to the rapid
decay of G, we apply Stirling’s approximation to find that this integral is bounded by
≪ T−2020
1
q−
1
3+ε. Now the lemma follows through (8.4). 
9. Assembling the main terms
We now come to deduce the main terms in Theorem 1.4 by assembling all main terms,
which proceeds in three steps. At first, we deduce the main terms for B1,q from Proposition
7.3, Proposition 7.4, and Proposition 8.3. Next, by combining the main terms of B1,q and
B−1,q, we obtain the main contribution from all off-diagonal terms of even characters. At
last, we give an introduction on the slight differences between even characters and odd
characters, and then we obtain the main terms of theorem 1.4 by combining these terms
with the diagonal terms.
9.1. The main terms of B1,q. According to (5.5), the main terms of B1,q are contributed
by BO, B
∗
O, and BO, which could be picked out from Proposition 7.3, Proposition 7.4, and
Proposition 8.3. More specially, the total contribution from the main terms of BO, B
∗
O
, and
BO is
Q(α, β, γ, δ, t) + Q(β, α, γ, δ, t) + Q(α, β, δ, γ, t) + Q(β, α, δ, γ, t)
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with an error O
(
T ε
1
q−1+ε + T
− 1
2
+ε
1
q−
1
2
+ε + T−2020
1
q−
1
3
+ε
)
, where
Q(α, β, γ, δ, t) = P(α, β, γ, δ, t)+ P(γ, δ, α, β,−t)+ P(α, β, γ, δ, t).(9.1)
Lemma 9.1. We have
Q(α, β, γ, δ, t) =
ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ)
(
q
π
)−α−γ 1
2πi
∫
( 1
4
)
G(v)
v
π2v
(9.2)
× ζ(1 − α − γ − 2v)ζ(1 + β + δ + 2v)gα,β,γ,δ(v, t)
Γ
(
1
2
−α−v−it
2
)
Γ
(
1
2
+α+v+it
2
) Γ
(
1
2
−γ−v+it
2
)
Γ
(
1
2
+γ+v−it
2
)dv.
Proof. Applying (7.10) as well as (8.13) into the formula (9.1) gives
Q =
ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ) q
−α−γ 1
2πi
∫
( 1
4
)
G(v)
v
ζ(α + γ + 2v)ζ(1 + β + δ + 2v)R(v, t)dv,
where
R(v, t) =
Γ(1
2
− α − v − it)Γ(α + γ + 2v)
Γ(1
2
+ γ + v − it) gα,β,γ,δ(v, t)(9.3)
+
Γ(1
2
− γ − v + it)Γ(α + γ + 2v)
Γ(1
2
+ α + v + it)
gγ,δ,α,β(v,−t)
+
Γ(1
2
− α − v − it)Γ(1
2
− γ − v + it)
Γ(1 − α − γ − 2v) gα,β,γ,δ(v, t).
The lemma would follow easily if we have applied the functional equation to ζ(α+γ+2v)
and simplified R(v, T ). We first apply the functional equation to express Q as
Q =
ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ)
(
q
π
)−α−γ 1
2πi
∫
( 1
4
)
G(v)
π
1
2
−2vv
R(v, t)
×
Γ
(
1−α−γ−2v
2
)
Γ
(
α+γ+2v
2
) ζ(1 − α − γ − 2v)ζ(1 + β + δ + 2v)dv.
We now come to simplify R(v, t). Observing in (2.3) that
gγ,δ,α,β(v,−t) = gα,β,γ,δ(v, t),
we may rewrite R(v, t) as
R(v, t) = gα,β,γ,δ(v, t)Γα,γ(v, t),
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where
Γα,γ(v, t) =
Γ(1
2
− α − v − it)Γ(α + γ + 2v)
Γ(1
2
+ γ + v − it)(9.4)
+
Γ(1
2
− γ − v + it)Γ(α + γ + 2v)
Γ(1
2
+ α + v + it)
+
Γ(1
2
− α − v − it)Γ(1
2
− γ − v + it)
Γ(1 − α − γ − 2v) .
Then, the lemma follows immediately by applying the identity
Γα,γ(v, t) = π
1
2
Γ
(
α+γ+2v
2
)
Γ
(
1−α−γ−2v
2
) Γ
(
1
2
−α−v−it
2
)
Γ
(
1
2
+α+v+it
2
) Γ
(
1
2
−γ−v+it
2
)
Γ
(
1
2
+γ+v−it
2
) ,
which is a special case of the formula
Γ(a)Γ(1 − a − b)
Γ(1 − b) +
Γ(b)Γ(1 − a − b)
Γ(1 − a) +
Γ(a)Γ(b)
Γ(a + b)
= π
1
2
Γ
(
1−a−b
2
)
Γ
(
a+b
2
) Γ
(
a
2
)
Γ
(
1−a
2
) Γ
(
b
2
)
Γ
(
1−b
2
)(9.5)
with a = 1
2
− α − v − it and b = 1
2
− γ − v + it. Formula (9.5) can be deduced from a
series of standard gamma function and trigonometric identities, and for the proof we refer
to Lemma 8.2 of [You11]. 
9.2. The main terms of even characters. In this section, we deduce the main terms
for M+(α, β, γ, δ, t). We first deduce the main contribution from all off-diagonal terms by
combining the main terms of B1,q(α, β, γ, δ, t) and B−1,q(−γ,−δ,−α,−β, t). We recall from
(5.3) that
B−1,q(−γ,−δ,−α,−β, t) = Xα,β,γ,δ(t)B1,q(−γ,−δ,−α,−β, t),
and thus the main terms of B−1,q(−γ,−δ,−α,−β, t) is
Xα,β,γ,δ(t)
[
Q(−γ,−δ,−α,−β, t) + Q(−δ,−γ,−α,−β, t)
+ Q(−γ,−δ,−β,−α, t) + Q(−δ,−γ,−β,−α, t)
]
.
To combine the main terms of B1,q and B−1,q, we choose to combine Q(α, β, γ, δ, t) with
Xα,β,γ,δ(t)Q(−δ,−γ,−β,−α, t), and combine the other three couples by switching α, β, γ, δ
in Q. Let
U(α, β, γ, δ, t) = Z(β,−γ, δ,−α)
(
q
π
)−α−γ Γ ( 12−α−it2 )
Γ
(
1
2
+α+it
2
) Γ
(
1
2
−γ+it
2
)
Γ
(
1
2
+γ−it
2
) ,
where Z(∗, ∗, ∗, ∗) is defined as in (1.11). We observe that the main contribution from all
off-diagonal terms of even characters is
U(α, β, γ, δ, t) + U(β, α, γ, δ, t) + U(α, β, δ, γ, t) + U(β, α, δ, γ, t),(9.6)
which follows immediately from the following lemma.
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Lemma 9.2. We have
Q(α, β, γ, δ, t) + Xα,β,γ,δ(t)Q(−δ,−γ,−β,−α, t) = U(α, β, γ, δ, t).(9.7)
Proof. We move the line of integration in Q(α, β, γ, δ, t) to −1
4
and let Q′(α, β, γ, δ, t) de-
note the new integral, and then the residue at s = 0 provides the right-hand side of (9.7).
Now it remains to prove Q′(α, β, γ, δ, t) = −Xα,β,γ,δ(t)Q(−δ,−γ,−β,−α, t).
Making the change of variables v→ −v gives
Q′(α, β, γ,δ, t) = −ζ(1 − α + β)ζ(1 − γ + δ)
ζ(2 − α + β − γ + δ)
(
q
π
)−α−γ 1
2πi
∫
( 1
4
)
G(v)
v
π−2v
× ζ(1 − α − γ + 2v)ζ(1 + β + δ − 2v)gα,β,γ,δ(−v, t)
Γ
(
1
2
−α+v−it
2
)
Γ
(
1
2+α−v+it
2
) Γ
(
1
2
−γ+v+it
2
)
Γ
(
1
2+γ−v−it
2
)dv.
Then, the relation Q′(α, β, γ, δ, t) = −Xα,β,γ,δ(t)Q(−δ,−γ,−β,−α, t) follows from the iden-
tity
(
q
π
)−α−γΓ ( 12−α+v−it2 )
Γ
(
1
2
+α−v+it
2
) Γ
(
1
2−γ+v+it
2
)
Γ
(
1
2
+γ−v−it
2
)π−2vgα,β,γ,δ(−v, t)
= Xα,β,γ,δ(t)
(
q
π
)β+δ Γ ( 12+β−v+it2 )
Γ
(
1
2−β+v−it
2
) Γ
(
1
2
+δ−v−it
2
)
Γ
(
1
2−δ+v+it
2
)π2vg−δ,−γ,−β,−α(v, t),
which would be checked directly in the following. Recalling the definition of g in (2.3),
we observe that the factor π−2v on the left-hand side is canceled by g and so is π2v on the
right-hand side. Then, one notes that both sides of the formula are products of such terms,
each of which is depending exactly on one of α, β, γ, and δ. Thus, it is enough to check
the identity for each shift. We take the cases of α and β for example, which follow from
(
q
π
)−α Γ ( 12−α+v−it2 )
Γ
(
1
2
+α−v+it
2
) Γ
(
1
2
+α−v+it
2
)
Γ
(
1
2
+α+it
2
) = (q
π
)−α Γ ( 12−α−it2 )
Γ
(
1
2
+α+it
2
) Γ
(
1
2
−α+v−it
2
)
Γ
(
1
2
−α−it
2
)
and
Γ
(
1
2+β−v+it
2
)
Γ
(
1
2
+β+it
2
) = (q
π
)−β Γ ( 12−β−it2 )
Γ
(
1
2
+β+it
2
) (q
π
)β Γ ( 12+β−v+it2 )
Γ
(
1
2
−β+v−it
2
) Γ
(
1
2−β+v−it
2
)
Γ
(
1
2
−β−it
2
) .
The cases of γ and δ can be checked in the same way. 
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By combining all the main terms from the diagonal terms in Lemma 5.1 as well as the
off-diagonal terms in (9.6), we find that the main terms of M+(α, β, γ, δ, t) are
Z(α, β, γ, δ) + Z(−γ,−δ,−α,−β)Xα,β,γ,δ(q, t, 0) + Z(β,−γ, δ,−α)Xα,γ(q, t, 0)
(9.8)
+ Z(α,−γ, δ,−β)Xβ,γ(q, t, 0) + Z(β,−δ, γ,−α)Xα,δ(q, t, 0) + Z(α,−δ, γ,−β)Xβ,δ(q, t, 0)
by adding back the condition a = 0 for even characters.
9.3. A note on odd characters and the main terms of Theorem 1.4. As mentioned
in [You11], the treatment of the odd characters may proceed in the same way with slight
changes, and the only difference is due to the different gamma factors. As a result, the
‘dual’ terms are subtracted rather than added for the odd characters. However the differ-
ence only affects the calculation of the main terms. The essential difference happens in
the analog of (9.4), in which the third term is subtracted rather than added for the odd
characters. Thus, one needs to use the following analogy to replace the identity (9.5):
Γ(a)Γ(1 − a − b)
Γ(1 − b)
Γ(b)Γ(1 − a − b)
Γ(1 − a) −
Γ(a)Γ(b)
Γ(a − b) = π
1
2
Γ
(
1−a−b
2
)
Γ
(
a+b
2
) Γ
(
1+a
2
)
Γ
(
2−a
2
) Γ
(
1+b
2
)
Γ
(
2−b
2
) .
To be special, we have that the main terms of M−(α, β, γ, δ, t) are
Z(α, β, γ, δ) + Z(−γ,−δ,−α,−β)Xα,β,γ,δ(q, t, 1) + Z(β,−γ, δ,−α)Xα,γ(q, t, 1)
(9.9)
+ Z(α,−γ, δ,−β)Xβ,γ(q, t, 1) + Z(β,−δ, γ,−α)Xα,δ(q, t, 1) + Z(α,−δ, γ,−β)Xβ,δ(q, t, 1).
Combining (9.8) and (9.9) gives the main terms in Theorem 1.4.
10. The error terms
In this section we bound the error terms to prove Theorem 5.2. We first set all shifts
α, β, γ, δ equal to 0 for convenience, and one can easily generalize all arguments below to
handle small enough nonzero values with no effort.
10.1. Initial treatment of EM,N . Recall that EM,N is given by the right-hand side of (6.7)
with
cs = cw = cv = ε, cu1 = cu2 = 0.(10.1)
Applying the functional equation to the Estermann D-function and making the change of
variables v→ v − it shows that
EM,N = E+(t) + E−(t),
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where
E±(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l
∑
h ( mod l)
(h,l)=1
∑
f≡0 ( mod d)
e
(
h f
l
)
f
1
2
(10.2)
×
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2
f s+u2−v−
w
2 l2s+2u1+2v+w
× D
(
1
2
− s − u1 − v, 0,
±h
l
)
H±(s, u1, u2, v,w; t)dvdu2du1dwds,
and where
H±(s, u1, u2, v,w; t) =2(2π)
−1+2s+2u1+2vΓ
(
1
2
− s − u1 − v
)2 Γ(v − it)Γ(12 + s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
(10.3)
× G(s)G(w)
sw
g(s, t)Ŵ(u1)Ŵ(u2)ζ(1 + w)S ±
with
S + = 1, S − = sin(π(s + u1 + v)).
Note that H± has a rapid decay in variables s, u1, u2,w as H does, for the exponential
growth of S − has been canceled by the exponential decay of the gamma factors.
We have expressed E±(t) in a similar expression as E± in [You11] but with different
gamma factors in H±. Thus, we may treat E±(t) with the way used in [You11], but paying
extra attention to the gamma factors. The treatment is based on the Kuznetsov formula,
and the difference happens especially when we evaluate the integral over v.
10.2. Preparation for the Kuznetsov formula. After moving cu1 to −1, we expand D
into absolutely convergent Dirichlet series. Then, executing the sum over h in terms of
Kloosterman sums shows
E±(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l
∑
f≡0 ( mod d)
∑
m
d(m)S (m,± f ; l)
f
1
2m
1
2
(
1
2πi
)5 ∫
(cs)
∫
(cw)
(10.4)
×
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
f s+u2−v−
w
2 l2s+2u1+2v+w
H±(s, u1, u2, v,w; t)dvdu2du1dwds.
Observing the location of poles of H±, we may move the contour of the integral above so
that all the summations over l, f , and m are absolutely convergent, taking
cs = cv = ε, cu1 = −34 , cu2 = cw = 32
for example. In the same way, we move back the integral to the contour (10.1) after we
have changed the order of the summations over l, f , and m. That is to say, we can change
the order of the summations in (10.4) as we want.
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Let
r±(x) =
(
1
2πi
)5 ∫
(cs)
∫
(cw)
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2
f 2s+u1+u2m
w
2
(
x
4π
)2s+2u1+2v+w
× H±(s, u1, u2, v,w; t)dvdu2du1dwds
with cs = cv = cw = ε and cu1 = cu2 = 0. It follows
E±(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
∑
m
d(m)
f
1
2m
1
2
∑
l
S (m,± f ; l)
l
r±
4π
√
m f
l
 .
Taking cs =
1
2
− 2ε gives r±(x) ≪ x1−ε, which implies that r±(0) = 0. By taking cu1 = −A
with A being large, we note that r
j
±(x) ≪ j,B (1 + x)−B for j = 0, 1, 2, . . ., and any B > 0.
Thus, all conditions in the Kuznetsov formula are met.
We now apply the Kuznetsov formula to the sum over l, and write
E±(t) = Em±(t) + Ec±(t) + Eh±(t)
according to the Maass forms, the Eisenstein series, and the holomorphic forms. We will
only bound Em±(t) and Ec±(t) in the following, for Eh−(t) = 0 and Eh+(t) is smaller and
easier to handle (for example, see Section 5 of [Mot94]).
10.3. Some integral transforms. In this section, we present some integral transforms,
which could be deduced as in Section 9.3 of [You11]. We omit their proofs, considering
that the different gamma factors cause no difference here, but are just retained to the end
of the proof. First, we have
Mr+(κ) =
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
f 2s+u1+u2m
w
2
Ĥ+(s, u1, u2, v,w; κ, t)
cosh(πκ)
dvdu1du2dwds,(10.5)
where
Ĥ+(s, u1, u2, v,w; κ, t) = cos(π(s + u1 + v +
w
2
))Γ(s + u1 + v +
w
2
+ iκ)Γ(s + u1 + v +
w
2
− iκ)
(10.6)
× Γ(1
2
− s − u1 − v)2
Γ(v − it)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
× G(s)G(w)
sw
g(s, t)Ŵ(u1)Ŵ(u2)ζ(1 + w)c
∗,
and where c∗ denotes an account for bounded factors like powers of 2, π, eta. that do not
have any effect on the convergence of the integrals and the summations.
Also, we have
Kr−(κ) =
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
f 2s+u1+u2m
w
2
Ĥ−(s, u1, u2, v,w; κ, t)dvdu1du2dwds,(10.7)
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where
Ĥ−(s, u1, u2, v,w; κ, t) = Γ(s + u1 + v + w2 + iκ)Γ(s + u1 + v +
w
2
− iκ)(10.8)
× Γ(1
2
− s − u1 − v)2 sin(π(s + u1 + v))
Γ(v − it)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
× G(s)G(w)
sw
g(s, t)Ŵ(u1)Ŵ(u2)ζ(1 + w)c
∗.
One notes that Ĥ± are much the same as the ones in [You11] but with different gamma
factors. More precisely, the ratio of gamma factors
Γ(v)
Γ(1
2
+ s + u2 − w2 )
appearing in [You11] is replaced by
Γ(v − it)
Γ(1
2
+ s + u2 − w2 − it)
.
10.4. Maass forms. We bound the error of the Maass forms in this section.
Proposition 10.1. For t ≍ T, we have
Em±(t)≪
(
N
M
) 1
2
T 2+ε1 q
− 1
2
+ε +
(
N
M
) 1
4
T
3
2
+ε
1
q−
1
4
+ε.(10.9)
We prove the bound of Em− in detail here just because the treatment of EM+ is similar
and easier.
Proof. We have
Em−(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
∑
m
d(m)
f
1
2m
1
2
∑
j
ρ j(m)ρ j(− f )Kr−(κ j).
We use EK(t) to denote the same expression as Em−(t) but with κ j restricted to the dyadic
segment K ≤ κ j < 2K, Then, we apply (10.7) to get
EK(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
∑
m
d(m)
f
1
2m
1
2
∑
K≤κ j<2K
|ρ j(1)|2λ j(m)λ j( f )
cosh πκ j
×
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
f 2s+u1+u2m
w
2
Ĥ−(s, u1, u2, v,w; κ j, t) cosh(πκ j)dvdu1du2dwds.
Taking cs =
3
8
and cw =
3
2
, we note that all the integrals and the summations converge
absolutely. We first execute the sums over m and f by the following variation of the
Ramamnujan identity: ∑
n
σλ(n)λ j(n)
ns
=
L j(s)L j(s − λ)
ζ(2s − λ)
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and
∑
f≡0 ( mod q)
λ j( f )
f s
= q−s
 ∑
( f ,q)=1
λ j( f )
f s

∑
n≥0
λ j(q
n+1)
qns

= q−sL j,q(s)
∑
n≥0
λ j(q)λ j(q
n) − λ j(qn−1)
qns
= q−sL j(s)(λ j(q) − q−s).
Then, it follows
EK(t) =
1
φ∗(q)
∑
d|q
φ(d)
d
1
2
µ
(
q
d
) ∑
K≤κ j<2K
|ρ j(1)|2
cosh πκ j
(10.10)
×
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
d2s+u1+u2
L j
(
1
2
+ w
2
)2
L j
(
1
2
+ 2s + u1 + u2
)
×
(
λ j(d) −
δd,q
d
1
2
+2s+u1+u2
)
Ĥ−(s, u1, u2, v,w; κ j, t) cosh(πκ j)
ζ(1 + w)
dvdu1du2dwds,
where δd,q = 1 if d = q or vanishes otherwise. Observing the locations of poles of Ĥ−, we
initially take the contours of integration so that
cs = cv = cw = ε, cu1 = c, cu2 = −c + ε,(10.11)
where 3ε < c ≤ 1
2
− 3ε, passing no poles. Note that the gamma factor
Γ(v − it)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
in Ĥ− has at most the polynomial growth in Im(s), Im(u1), Im(u2), Im(w), and t, and
especially, we have that Ĥ− decays rapidly as any one of the variables s, u1, u2, and
w gets larger in the imaginary direction. Thus, we may truncate the integrals so that
Im(s), Im(u1), Im(u2), Im(w) ≪ (KT1q)ε with a negligible error≪ε (KT1q)−2020 in EK(t).
For the integral over v, we observe that the exponential decay of Γ(1
2
+ s + u2 − v − w2 )
plays a leading role when Im(v) is large. To be specific, we apply Stirling’s approximation
to get
Γ(1
2
−s − u1 − v)2 sin(π(s + u1 + v))
Γ(v − it)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
(10.12)
≪

T
− 1
2
+c
1
v−3c(KT1q)
ε, for |Im(v)| ≤ (1 − ε)t,
T c1v
−3c(KT1q)
ε, for (1 − ε)t < |Im(v)| ≪ (KT1q)εT1,
(KT1q)
−2020, otherwise.
One notes that the second bound above is similar to the first bound but without the factor
T−
1
2 , which happens especially when Im(v) is very close to t. The bound (10.12) yields
that we may truncate the integral over v so that Im(v) ≪ (KT1q)εT1. Also, using Stirling’s
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approximation, we see that
cosh(πκ j)Γ(s + u1 + v +
w
2
+iκ j)Γ(s + u1 + v +
w
2
− iκ j)(10.13)
≪
 (KT1q)
εK−1+2c, for Im(v) ≪ K(KT1q)ε,
(KT1q)
−2020, for Im(v) ≫ K(KT1q)ε.
By (10.12) and (10.13), we execute the integral over v to get
EK(t)≪ q−
1
2 (KT1q)
εK−1+2c
(
N
M
)−c (
T
− 1
2
+c
1
+ T 1−2c1
)
(10.14)
×max
s1,s2
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣ ,
where the maximum over s1 and s2 is over the rectangles 0 ≤ Re(si) ≤ ε and |Im(si)| ≪
(KT1q)
ε, i = 1, 2.
To estimate the spectral sum in (10.14), Blomer, et. al. have sharped it’s upper bound
by using an average result concerning Hecke eigenvalues in [BFK+17a]. More precisely,
applying Ho¨lder’s inequality with exponents (1
4
, 1
4
, 1
2
) shows∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
|λ j(q)|4
∣∣∣∣∣∣∣∣
1
4
×
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
|L j(12 + s1)|4
∣∣∣∣∣∣∣∣
1
4
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
|L j(12 + s2)|4
∣∣∣∣∣∣∣∣
1
2
.
With
|λ j(q)|4 ≤ 2(|λ j(1)| + |λ j(q2)|)2
as well as Lemma 2.4 of [Mot97], one obtains that the first factor is bounded by (Kq)ε(K2+
q)
1
4 . The last two factors may be estimated by the fourth moment bound
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
∣∣∣∣L j (12 + s)∣∣∣∣4 ≪ K2+ε,
for Im(s) ≪ Kε, Re(s) ≥ 0, which follows from the large sieve inequality for Maass
forms [Iwa82]. In conclusion, it follows
max
s1,s2
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣≪ (Kq)εK
3
2 (K2 + q)
1
4 .(10.15)
We should bound EK(t) in two cases, according to the value of K that
• K ≫ M− 12N 12T 1+ε
1
qε,
• K ≪ M− 12N 12T 1+ε
1
qε.
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For the first case, it is easy to see that Im(s+ u1 + v+
w
2
± iκ j) , 0 for Im(v) ≪ (KT1q)εT1.
This yields that we can take c = −A for large A without crossing any poles. Then, a direct
estimation on (10.14) shows that
EK(t) ≪ (KT1q)−2020.
For the second case, we take c = 1
2
− 3ε in (10.14) to get the bound
EK(t)≪ q− 12K 32 (K2 + q) 14
(
N
M
)− 1
2
(KT1q)
ε ≪
(
N
M
) 1
2
T 2+ε1 q
− 1
2
+ε +
(
N
M
) 1
4
T
3
2
+ε
1
q−
1
4
+ε.
This establishes the proposition by summing over K. 
10.5. The continuous spectrum.
Proposition 10.2. For t ≍ T, we have
Ec±(t)≪
(
N
M
) 1
4
T
3
2
+ε
1
q−
1
2
+ε.(10.16)
As in the previous section, we only show the treatment of Ec−(t) in full details since
Ec+(t) is similar and even easier to handle.
Proof. We note that
Ec−(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
∑
m
d(m)
f
1
2m
1
2
× 1
π
∫ ∞
−∞
σ2iκ(m)σ2iκ( f )
(m f )iκ|ζ(1 + 2iκ)|2 cosh(πκ)Kr−(κ)dκ.
After applying (10.7), this becomes
Ec−(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
f≡0 ( mod d)
∑
m
d(m)
f
1
2m
1
2
1
π
∫ ∞
−∞
σ2iκ(m)σ2iκ( f )
(m f )iκ|ζ(1 + 2iκ)|2
×
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
f 2s+u1+u2m
w
2
Ĥ−(s, u1, u2, v,w; κ, t) cosh(πκ)dvdu1du2dwdsdκ.
We move cs to
1
2
and cw to 1 + ε, and then we can execute the sum over m and f as a
product of zeta functions that
Ec−(t) =
1
φ∗(q)
∑
d|q
φ(d)
d
1
2
µ
(
q
d
)
1
π
∫ ∞
−∞
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
d2s+u1+u2
(10.17)
× Ĥ−(s, u1, u2, v,w; κ, t) cosh(πκ)Z(s, u1, u2,w, κ)|ζ(1 + 2iκ)|2 dvdu1du2dwdsdκ,
where
Z(s, u1, u2,w, κ) =ζ(
1
2
+ w
2
+ iκ)2ζ(1
2
+ w
2
− iκ)2ζ(1
2
+ 2s + u2 + u2 + iκ)
× ζ(1
2
+ 2s + u1 + u2 − iκ)Ad(s, u1, u2,w)
with that Ad(s, u1, u2,w) ≪ dε is holomorphic for Re(s),Re(u1),Re(u2),Re(w) > −ε.
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To treat the right-hand side of (10.17), we first truncate the integrals to κ ≫ T ε
1
qε
since the other parts of the integrals are bounded by ≪ T 1+ε
1
q−
1
2
+ε, which are obvious
except bounding the integral over v with (10.12) and (10.13). Now we take the contours
according to (10.11) with 3ε < c < 1
2
− 3ε, and all poles of the zeta-functions crossed are
at height κ ≫ T ε
1
qε (roughly speaking). The rapid decay of the test functions shows that
the contribution of these poles is bounded by≪ T−2020
1
q−2020.
As in the previous section, we may truncate all the integrals except the two over v and
κ at height (κT1q)
ε with a negligible error. To treat the convergence of the integral over κ,
we need the bound on the 6-th moment of the Riemann zeta-function that∫ 2K
K
∣∣∣ζ(1
2
+ iκ)
∣∣∣6 dκ ≪ K 54+ε,
which is deduced from∫ 2K
K
∣∣∣ζ(1
2
+ iκ)
∣∣∣4 dκ ≪ K1+ε, ∫ 2K
K
∣∣∣ζ(1
2
+ iκ)
∣∣∣12 dκ ≪ K2+ε
by using Ho¨lder’s inequality. The bound on the 12-th moment was proved by Heath-
Brown [HB78].
Applying (10.13) with the bound on the 6-th moment of the Riemann zeta-functions
shows that c = −1
4
− ε is sufficient for the convergence of the integral over κ. Thus, we
estimate the integral over v by (10.12) and (10.13) to find that
Ec±(t) ≪ q−
1
2
(
N
M
) 1
4
(
T
− 34
1
+ T
3
2
1
)
T ε1q
ε ≪
(
N
M
) 1
4
T
3
2+ε
1
q−
1
2
+ε,
which establishes the proposition. 
10.6. The dual error terms. In this section we come to treat EM,N(t). The treatment
proceeds in much the same way as the one for EM,N(t), but there are some differences.
The different gamma factors make the integral over v much more complicated, and we
should keep in mind that the condition
M ≪ N(T1q)ε
does not hold any more.
As in Section 10.1, we apply the functional equation to the Estermann D-function and
make the change of variables v→ v − it to write
EM,N(t) = E+(t) + E−(t),
where E±(t) is the analog of (10.4) that
E±(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
)∑
l
1
l
∑
f≡0 ( mod d)
∑
m
d(m)S (m,∓ f ; l)
f
1
2m
1
2
(
1
2πi
)5 ∫
(cs)
∫
(cw)
(10.18)
×
∫
(cu1 )
∫
(cu2 )
∫
(cv)
q2sMu1Nu2ms+u1+v
f s+u2−v−
w
2 l2s+2u1+2v+w
H±(s, u1, u2, v,w; t)dvdu2du1dwds
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with
H±(s, u1, u2, v,w; t) =Γ
(
1
2
− s − u1 − v
)2 Γ(v − it)Γ(12 − s − u2 + w2 + it)
Γ(1
2
− s − u2 + v + w2 )
× G(s)G(w)
sw
g(s, t)Ŵ(u1)Ŵ(u2)ζ(1 + w)S ±.
Note that E±(t) is almost the same to E±(t) but with two differences. The first difference
is that the term S (m, f ; l) is matched with E−(t) and S (m,− f ; l) is matched with E+(t). The
second difference is that the ratio of gamma factors
Γ(v − it)Γ(1
2
+ s + u2 − v − w2 )
Γ(1
2
+ s + u2 − w2 − it)
appearing in the definition of H± is replaced by
Γ(v − it)Γ(1
2
− s − u2 + w2 + it)
Γ(1
2
− s − u2 + v + w2 )
in the definition of H±.
We apply the Kuznetsov formula to the sum over l to write E±(t) = Em±(t) + Ec±(t) +
Eh±(t) to correspond to theMaass forms, the Eisenstein series, and the holomorphic forms.
As before, it remains to treat Em±(t) and Ec±(t), for Eh±(t) is smaller and easier to handle.
The treatment of Em+(t) proceeds almost the same as the proof of Proposition 10.1,
and the only difference happens in the treatment of the integral over v. Since Em+(t) is
matched with S + = 1, the absence of S − = sin(π(s+u+v1)) yields that the convergence in
the v-aspect is easily to check, due to the exponential decay of the factor Γ(1
2
− s−u1−v)2.
Then, the same method as the proof of Proposition 10.1 gives the bound (5.11).
We now come to Em−. A similar evaluation as in the proof of Proposition 10.1 reduces
the problem to bounding
EK(t) =
1
φ∗(q)
∑
d|q
φ(d)
d
1
2
µ
(
q
d
) ∑
K≤κ j<2K
|ρ j(1)|2
cosh πκ j
(10.19)
×
(
1
2πi
)5 ∫
· · ·
∫
q2sMu1Nu2
d2s+u1+u2
L j
(
1
2
+ w
2
)2
L j
(
1
2
+ 2s + u1 + u2
)
×
(
λ j(d) −
δd,q
d
1
2
+2s+u1+u2
)
Ĥ+(s, u1, u2, v,w; κ j, t)
ζ(1 + w)
dvdu1du2dwds,
where
Ĥ+(s, u1, u2, v,w; κ j, t)(10.20)
= cos(π(s + u1 + v +
w
2
))Γ(s + u1 + v +
w
2
+ iκ j)Γ(s + u1 + v +
w
2
− iκ j)
× sin(π(s + u1 + v))Γ(12 − s − u1 − v)2
Γ(v − it)Γ(1
2
− s − u2 + w2 + it)
Γ(1
2
− s − u2 + v + w2 )
× G(s)G(w)
sw
g(s, t)Ŵ(u1)Ŵ(u2)ζ(1 + w)c
∗.
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We move the contours of the integration to
cs = cv = cw = ε, cu1 = c − 3ε, cu2 = −c − 4ε,
where −1
2
+ ε ≤ c ≤ 1
2
, crossing no poles.
A direct calculation shows that
EK(t)≪q− 12
(
N
M
)−c ∫
· · ·
∫ ∣∣∣∣∣Ĥ+(s, u1, u2, v,w; κ j, t)
∣∣∣∣∣ dvdu1du2dwds(10.21)
×max
s1,s2
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣ .
Since Ĥ+ decays rapidly as any one of the variables s, u1, u2, w gets larger in the imaginary
direction, the treatment will proceed identically to the proof of Proposition 10.1 once we
have bounded the integral ∫
cv
∣∣∣∣∣Ĥ+(s, u1, u2, v,w; κ j, t)
∣∣∣∣∣ dv.
Solely for notational convenience we apply the notations
y = Im
(
s + u1 + v +
w
2
)
, y′ = Im
(
−s − u2 + v + w2
)
, t′ = Im
(
−s − u2 + w2 + it
)
.
We may truncate the integrals over s, u1, u2,w at imaginary part≪ (T1Kq)ε as before, and
then it follows |y′ − Im(v)|, |y − y′|, |t − t′| ≪ (T1Kq)ε. Applying Stirling’s approximation
gives
cos(π(s + u1 + v +
w
2
))Γ(s + u1 + v +
w
2
+ iκ j)Γ(s + u1 + v +
w
2
− iκ j)
≪ (T1Kq)εe
π
2 (2|y|−|y−κ j |−|y+κ j |)(1 + |y − κ j|)c−
1
2 (1 + |y + κ j|)c−
1
2
≪ (T1Kq)εe π2 (2|y|−|y−κ j |−|y+κ j |)(1 +max{y,K})c− 12
and
sin(π(s + u1 + v))Γ(
1
2
− s − u1 − v)2
Γ(v − it)Γ(1
2
− s − u2 + w2 + it)
Γ(1
2
− s − u2 + v + w2 )
≪
 (T1Kq)
εe
π
2
(|y′ |−|y′−t′ |−|t′ |)(1 + |y′|)−3c− 12−2ε(1 + t′)c+4ε, for |y′| ≫ T1(T1Kq)ε,
(T1Kq)
εe
π
2
(|y′ |−|y′−t′ |−|t′ |)(1 + |y′|)−3c−2ε(1 + t′)c+4ε, for |y′| ≪ T1(T1Kq)ε.
Since y = y′+Im(2s+u1+u2) with |y−y′| ≪ (T1Kq)ε, a careful but elementary estimation
shows∫ ∞
T1(T1Kq)ε
e
π
2 (2|y|−|y−κ j |−|y+κ j |)e
π
2 (|y′ |−|y′−t′ |−|t′ |)(1 +max{y,K})c− 12 (1 + |y′|)−3c− 12−2εdy′
≪ (1 +max{|K|, |T1|})−2c−1−2ε
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and ∫ T1(T1Kq)ε
0
e
π
2
(2|y|−|y−κ j |−|y+κ j |)e
π
2
(|y′ |−|y′−t′ |−|t′ |)(1 +max{y,K})c− 12 (1 + |y′|)−3c−2εdy′
≪

(T1Kq)
−2020, for K ≫ T1(T1Kq)ε,
(T1Kq)
εT
−2c− 1
2
1
, for K ≪ T1(T1Kq)ε.
Thus, we conclude from the two inequalities above that
∫
(cv)
∣∣∣∣∣Ĥ+(s, u1, u2, v,w; κ j, t)
∣∣∣∣∣ dv ≪
T
c+4ε
1 K
−2c−1−2εqε, for K ≫ T1(T1Kq)ε,
T
−c− 1
2
+4ε
1
(Kq)ε, for K ≪ T1(T1Kq)ε.
(10.22)
We should bound EK(t) in two cases, according to the value of K that
• K2 ≫ q,
• K2 ≪ q.
When K2 ≫ q > T 2
1
(T1Kq)
ε, the bound (10.15) evolves into
max
s1 ,s2
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣≪ K2+εqε.(10.23)
We take c = 1
2
and sum up from (10.21)–(10.23) that
EK(t) ≪
(
N
M
)− 12
T
1
2
+ε
1
q−
1
2
+εK−ε.
For K2 ≪ q, the bound (10.15) evolves into
max
s1 ,s2
∣∣∣∣∣∣∣∣
∑
K≤κ j≤2K
|ρ j(1)|2
cosh πκ j
λ j(q)L j(
1
2
+ s1)L j(
1
2
+ s2)
2
∣∣∣∣∣∣∣∣≪ K
3
2
+εq
1
4
+ε.(10.24)
By taking c = 1
4
, a simple calculation from (10.21), (10.22), and (10.24) shows that
EK(t) ≪
(
N
M
)− 1
4
T
3
4
+ε
1
q−
1
4
+εKε.
Summing over K shows that
Em+(t)≪
(
N
M
)− 12
T
1
2
+ε
1
q−
1
2
+ε +
(
N
M
)− 14
T
3
4
+ε
1
q−
1
4
+ε,(10.25)
which is smaller than the bound in Theorem 5.2. It should be emphasized that
(
N
M
)− 1
2
is
not always a saving factor in (10.25) since M ≫ N is permitted here.
The treatment of the continuous spectrum follows similarly, and we sum up Theorem
5.2 from all estimates obtained above.
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11. the remote off-diagonal terms
In this section, we will complete the proof of Theorem 1.4 by treating the remote off-
diagonal terms, whose contribution turns out to be an error finally. We follow the strategy
introduced in [BFK+17a] and [BFK+17b] but with extra works to handle T1. The treat-
ment is based on estimations of bilinear forms with Kloosterman sums, presented in Sec-
tion 2.9. We only show the full details for BM,N(t), and the treatment of BM,N(t) proceeds
identically if we classify them according to M ≪ N and N ≪ M.
For notational convenience, we also set all shifts α, β, γ, δ to 0, and the arguments
extend easily to nonzero shifts. Also, we define the exponents µ, ν, ν∗, ̺ by
M = (T1q)
µ, N = (T1q)
ν, N∗ = (T1q)
2/N = (T1q)
ν∗ , T1 = (T1q)
̺, q = (T1q)
1−̺.
Then, we have
µ ≤ ν + ε, 0 ≤ µ + ν ≤ 2 + ε, ν∗ = 2 − ν, ̺ < 1
49
.
Let η = min
{
1
20
− 41
20
̺, 1
18
− 49
18
̺
}
. To prove the theorem, it remains to prove
EM,N(t)≪ (T1q)−η+ε.(11.1)
In view of (5.11), we may assume that
ν − µ ≥ 1 − 4η − 7̺⇐⇒ µ + ν∗ ≤ 1 + 4η + 7̺,(11.2)
for otherwise (11.1) is certainly true.
In the remaining range, the main term of BM,N is bounded by ≪ (T1q)− 12+2η+ 72 ̺+ε by
(5.10), which is very small. Thus, due to (5.9), it suffices to prove the estimate
BM,N(t)≪ (T1q)−η+ε.(11.3)
We recall that
BM,N(t) =
1
φ∗(q)
∑
d|q
φ(d)µ
(
q
d
) ∑
m≡n ( mod d)
d(m)d(n)
m
1
2n
1
2
(
m
n
)−it
V
(
mn
q2
, t
)
W
(
m
M
)
W
(
n
N
)
.
(11.4)
One notes that M and N are far away in the range we consider, so the condition m < n is
satisfied automatically by the support of the weighted functionW.
By the definition of V , we recall that
V
(
mn
q2
, t
)
=
1
2πi
∫
(ε)
(
q2
mn
)s
G(s)
s
g(s, t)ds
and exchange the order of summations and integrals in (11.4). Due to the rapid decay of
G, the integral over |s| ≫ T ε
1
qε is negligible. That is to say, we may remove V in BM,N(t)
with negligible losses. We write
φ(q)
φ∗(q) = 1 + O
(
1
q
)
, observing that the error contributes
a negligible error ≪ T 1+ε
1
q−1+ε to BM,N(t). Now the problem reduces to bounding such
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B′M,N(t), defined by
B′M,N(t) =
1
M
1
2+itN
1
2−it
∑
m≡n ( mod q)
d(m)d(n)Wt
(
m
M
)
W−t
(
n
N
)
(11.5)
− 1
qM
1
2+itN
1
2−it
∑
m,n
d(m)d(n)Wt
(
m
M
)
W−t
(
n
N
)
,
whereWt(x) = x
− 1
2
−itW(x).
To estimate B′
M,N
(t), we detect the conditionm ≡ n (mod q) by additive characters, and
the trivial character cancels the second term on the right-hand side of (11.5). It follows
B′M,N(t) =
1
qM
1
2
+itN
1
2
−it
∑
a ( mod q)
(a,q)=1
∑
m,n
d(m)d(n)e
(
a(m − n)
q
)
Wt
(
m
M
)
W−t
(
n
N
)
.
Applying the Voronoi summation formula (Lemma 2.8) to the (long) n-variable yields a
“main term”
1
q2M
1
2
+itN
1
2
−it
∫ ∞
0
(log x + 2γ − 2 log q)W−t
(
x
N
)
dx
∑
m
d(m)Wt
(
m
M
)
≪ T 1+ε1 q−1+ε,
which is negligible, and the other two terms are of the shape
1
q2(MN)
1
2
∑
m,n≥1
d(m)d(n)Wt
(
m
M
)
(r˜t,N)±
(
n
q2
)
S (m,±n; q)(11.6)
with the notation (r˜t,N)± as in Lemma 2.9, more precisely, we apply the lemma with
rt,N(x) = W−t(x/N), Q = T
1+ε
1 q
ε.
With the notation N∗ = (T1q)2/N, the contribution of the sum over n ≫ N∗(T1q)ε is
negligible by Lemma 2.9. We apply the dyadic partition to the remaining sum over n, and
then (11.6) decompose into O(log qT1) terms of the shape
T1
(qMN∗)
1
2
∑
m,n
d(m)d(n)Wt
(
m
M
)
1
N
(r˜t,N)±
(
n
q2
)
W
(
n
N′
)
Kl2(mn; q).(11.7)
Note that
1
N
(r˜t,N)±
(
n
q2
)
W
(
n
N′
)
is a WT1 function by Lemma 2.9, which we denote by WT1
(
n
N′
)
in the following for con-
venience. We further decompose (11.7) into O(log4(T1q)) terms of the shape
T1
(qMN∗)
1
2
∑
m1,m2,n1,n2
W
(
m1m2
M
)
WT1
(
n1n2
N′
)
(11.8)
×Wt
(
m1
M1
)
Wt
(
m2
M2
)
W
(
n1
M3
)
W
(
n2
M4
)
Kl2(m1m2n1n2; q)
with
M1M2 = M, M3M4 = N
′ ≪ N∗.
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To separate variablesm1,m2, n1, n2 in (11.8) we apply inverseMellin transforms to bothW
andWT1 , and then an argument we have used to removeV before may removeW(m1m2/M1M2)
directly. ForWT1(n1n2/M3M4), we write
WT1
(
n1n2
M3M4
)
=
1
2π
∫
0
ŴT1(s)
Ms
3
Ms
4
ns
1
ns
2
ds
and exchange the order of summations and integrals. By (1.17) and repeated integration
by parts, one notes that ŴT1(s) decays rapidly for |s| ≥ T 1+ε1 qε, and thus the contribu-
tion to the integral of the s such that |s| ≥ T 1+ε
1
qε is negligible. That is to say, we may
remove WT1(n1n2/M3M4) by multiplying a factor T1 and replacing W
(
n1
M3
)
W
(
n2
M4
)
with
WT1
(
n1
M3
)
WT1
(
n2
M4
)
in (11.8).
Note thatWt is aWT1 function too. Without loss of generality, we rename the variables
M1,M2,N1,N2 such that
N1 ≤ N2 ≤ N3 ≤ N4,
and then the problem is reduced to estimating sums of the shape
S (N1,N2,N3,N4) =
T 2
1
(qMN∗)
1
2
∑
n1 ,n2,n3,n4
WT1
(
n1
N1
)
WT1
(
n2
N2
)
×WT1
(
n3
N3
)
WT1
(
n4
N4
)
Kl2(n1n2n3n4; q).
We write Ni in the shape Ni = (T1q)
µi, i = 1, 2, 3, 4, then
µ1 ≤ µ2 ≤ µ3 ≤ µ4, µ1 + µ2 + µ3 + µ4 = µ + ν′, ν′ ≤ ν∗.(11.9)
By the trivial bound for Kloosterman sums and (11.2), we may assume that
1 − 2η − 3̺ ≤ µ + ν′ ≤ µ + ν∗ ≤ 1 + 4η + 7̺,(11.10)
for otherwise (11.3) is true.
The strategy may be summarized in the following: if µ3 + µ4 is large, we apply Lemma
2.11 with MN = N3N4, and we sum trivially over n1 and n2. If this is not the case, we
apply Lemma 2.12 with M = N4 and N = N1N2N3.
Explicitly, applying Lemma 2.11 to the summations over n3 and n4 with Q = T1, we
obtain that
S (N1,N2,N3,N4)≪ T 4+ε1 qε
N1N2
(qMN∗)1/2
(
q1/2 +
N3N4
q1/2
)
≪ T 4+ε1 qε

√
N1N2
N3N4
+
√
MN′
q
 ≪ T ε1qε
T 41
√
N1N2
N3N4
+ (Tq)−η

since 4̺ + 1
2
(1 + 4η + 7̺) − 1 + ̺ < −η. We may therefore assume that
0 ≤ µ3 + µ4 − (µ1 + µ2) ≤ 2η + 8̺.(11.11)
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We now apply Lemma 2.12 with M = N4 and N = N1N2N3, then
S (N1,N2,N3,N4) ≪ T 2+ε1 q−1/2+ε
(
N1/2 + q1/4M1/2
)
≪ T ε1qε
(
(T1q)
−1+µ1+µ2+µ3+5̺
2 + (T1q)
− 14+
µ4
2 +
9
4̺
)
.
We obtain by (11.9) and (11.10) that
µ1 + µ2 + µ3 ≤ 3
4
(µ + ν′) ≤ 3
4
+ 3η +
21
4
̺,
hence
−1 + µ1 + µ2 + µ3 + 5̺
2
≤ −1
8
+
3
2
η +
41
8
̺ ≤ −η.
In addition, it follows from (11.10) and (11.11) that
µ4 ≤ 2η + 8̺ + µ1 + µ2 − µ3 ≤ 2η + 8̺ +
1
3
(µ + ν′ − µ4) ≤
1
3
+
10
3
η +
31
3
̺ − 1
3
µ4,
which implies that µ4 ≤ 14 + 52η + 314 ̺, and so
−1
4
+
µ4
2
+
9
4
̺ ≤ −1
8
+
5
4
η +
49
8
̺ ≤ −η.
We rewrite
(T1q)
−η = max
{
T 21q
− 1
20 , T
8
3
1
q−
1
18
}
,
which gives
EM,N(t)≪ T 2+ε1 q−
1
20
+ε + T
8
3
+ε
1
q−
1
18
+ε ≤

T 2+ε1 q
− 1
20
+ε for t ≤ q 1120 ,
T
8
3
+ε
1
q−
1
18
+ε for q
1
120 ≤ t ≤ q 148−ε,
(11.12)
completing the proof of Theorem 1.4.
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