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The main objects of study in this thesis are fragmentation-coalescence processes, where
particles are grouped into clusters and evolve by either joining together, to form larger
clusters, or splitting apart, to form smaller clusters. The focus is on the number of
these clusters and the distribution of their sizes.
In particular, we show for a certain class of processes defined on a finite system
that there is convergence in the thermodynamic limit to an infinite system. For a
second class of processes we show there is a phase transition between regimes where
the number of clusters has an entrance law from ∞ or not.
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Coalescence processes and their converse, fragmentation, have been widely studied since
the seminal work of Smoluchowski [70, 71] 100 years ago. They have been used in a
broad range of applications from the traditional ones in physical chemistry [37, 47, 69]
and genealogy [75] to more modern ones in group dynamics in the social sciences and
biology [23, 39]. An excellent background to such processes has been given by Aldous
[2]. This thesis, however, considers models which combine the effects of fragmentation
and coalescence, which have been less studied.
Informally, fragmentation-coalescence processes give rules which govern how clus-
ters (collections of identical elements) join together to form larger clusters, or split
apart into a number of smaller clusters. As a general rule, the key questions concern
the distribution of the number of clusters, the distribution of the sizes of these clusters,
and how they both change through time.
This thesis will focus on two different areas of fragmentation-coalescence processes:
the processes defined on a finite system of particles grouped into clusters, and exchange-
able fragmentation-coalescence processes which take place on the space of partitions on
N (and so have infinitely many particles) where the blocks of the partition represent
the clusters. However, while these are inherently different types of processes, one of the
key themes of this thesis will be transferring the main features of both types of process
to the other and discovering whether this is possible, and how it changes the behaviour.
For example, we will import the multiple-block coalescence from the exchangeable class
of processes (known as a Λ-coalescent) to the finite class to see what differences there
are compared to the binary coalescence case, which has been the focus of most of the
study in the past. This will be one of the main focuses of Chapter 2.
This thesis will be organised as follows. The remainder of Chapter 1 presents the
background to fragmentation-coalescence processes from its origins with Smoluchowski
a century ago. Chapter 2 looks at the questions asked above for a certain class of
1
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fragmentation-coalescence processes. Chapter 3 takes this work, adapts it into the
field of exchangeable fragmentation-coalescence processes and asks further questions.
Finally, Chapter 4 looks at questions that are still open and conjectures that have
arisen.
1.1 Classical fragmentation-coalescence processes
There are two main models or scales on which classical fragmentation-coalescence pro-
cesses are studied:
• the microscopic scale, henceforth known as the finite volume model, which is a
stochastic process acting at the level of particles [54, 52, 53].
• the macroscopic scale, henceforth known as the infinite volume model, which is
a deterministic model, where such stochastic interactions between clusters are
averaged out [70, 71, 57].
The latter can make the system somewhat easier to analyse and can be a good
approximation, both for use in some applications, and as an approximation to the
finite volume case, when that volume is large.
The infinite volume model assumes infinitely many particles arranged into infinitely
many clusters with the main quantities of interest being the density of clusters of
each size. It averages out the stochastic mechanisms underlying fragmentation and
coalescence of individual clusters, which gives continuous rate kernels. This leads to
an infinite system of differential equations, which describe the evolution of the density
of clusters of each size, based on these kernels. The main questions here concern what
conditions on the kernels are required in order for this system of ODEs to have solutions
which are unique and have properties which you would expect physical systems to have
(for example to conserve mass).
The aforementioned finite volume model has finitely many particles arranged into
clusters, where the coalescence and fragmentation of clusters occurs randomly. These
models are often concerned with whether a process can be defined on a finite system
which when you take this system size to infinity, converges to the infinite volume
equivalent. That is, do the density of clusters of each size (which is random in the
finite case) converge to solutions to a certain system of ODEs?
This section will outline the known models and results in both the infinite and finite





Here the two main models of classical coalescent processes will be introduced. First, the
infinite volume model which was introduced by Smoluchowski and lead to the famous
Smoluchowski coagulation equations which have been the subject of much study. Then,
the finite volume model, which was introduced by Marcus and Lushnikov some fifty
years later.
Smoluchowski coagulation equations
As was previously mentioned, coalescent processes have their roots in Smoluchowski’s
work beginning in 1916 where he introduced his model describing systems which exhibit
binary coalescence (e.g. aerosols). This thesis will focus on the case where mass is
discrete (versions with continuous mass are available) so clusters will be made up of a
number of particles, each of mass 1. The main quantities of interest will be the density
of clusters of size j at time t, which will be denoted wj(t). The model evolves by pairs
of clusters coalescing, the local dynamics of which may be similar to ones found in
the finite volume case, but this is all averaged into what is known as the rate kernel,
K. That is, the average rate at which clusters of size i and size j coalesce is given by
K(i, j). Hence the density wj(t) changes in two ways:
(i) it increases as smaller clusters coalesce into ones of size j,





Figure 1-1: A figure showing two clusters coalescing in the Smoluchowski model.
Therefore, putting these two dynamics together with the rate kernel gives us the









K(l, j − l)wl(t)wj−l(t)− wj(t)
∞∑
l=1
K(j, l)wl(t), j ≥ 1. (1.1)
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The first term on the right-hand side is how you gain clusters of size j, by coalescing
two smaller clusters of various sizes to make one of size j, each possible pairing both
coalescing at the rate given by K(l, j−l) and with a term proportional to the densitities
of both sizes involved. The second term is how you lose clusters of size j, by coalescing
them with other clusters, and summing over all the possibilities.
Some specific kernels, such as the cases K(i, j) = 1,K(i, j) = ij and K(i, j) = i+j,
have been studied in detail and the solutions to the equations in these cases found.
For a more general look at these equations the reader is directed to Drake [27], White
[77] and Dubovskiˇi [29]. The first two cases mentioned are particularly relevant to this
chapter and the next.
Figure 1-2: Top: The evolution of the density of clusters for the case K ≡ 1. Bottom: The
evolution of the density of clusters for the case K(i, j) = ij.
The case where K is the unit kernel was the first to be studied by Smoluchowski








, j ∈ N, t ≥ 0, (1.2)
and the case where K(i, j) = ij, known as the multiplicative coalescent, was studied







tj−1jj−2e−jt, j ∈ N, t ≥ 0. (1.3)
These two cases highlight how large differences in behaviour can arise when the rate






which can be thought of as a measure of what proportion of the particles are in a finite
sized cluster at time t. One would expect that for all finite t, that m1(t) = 1, that is
mass-density is a conserved quantity. However, if this quantity falls below 1 then some
proportion of the mass would seem to have disappeared. In actuality, what is said to
occur is gelation and at least one infinite mass cluster (gel) is formed.
It is straightforward to show that in the unit kernel case mass-density is conserved
for all t ≥ 0, and therefore no gelation occurs, simply by evaluating the sum. However,
in the multiplicative case, mass-density is conserved up until time t = 1 because for








)j−1 ≡ et, (1.4)








Hence, multiplying (1.4) through by e−t gives
∑
j jwj(t) ≡ 1, for t ≤ 1. For t > 1, we
note that 1 is where xe−x attains its maximum and hence there exists t′ < 1 such that
te−t = t′e−t′ and thus using (1.4) gives that
∑
j jwj(t) = e
−tet′ < 1.
This gelation time occurs when the system is in a critical state, just as the gel forms,
where small perturbations can cause large-scale effects, and then transitions to another
non-critical state. With the addition of fragmentation, it can be thought that this
critical point might be visited more frequently, or perhaps even sustained indefinitely
in which case we will say the system self-organises into its critical state. We will see
more on in the section on forest fire models.
Marcus-Lushnikov processes
The natural question to ask was whether there exists a finite volume model equivalent to
the infinite volume model and the Smoluchowski coagulation equations. This question
was somewhat answered by Marcus [54] and Lushnikov [52, 53] who introduced and
5
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studied a stochastic finite volume model, which has become known as the Marcus-
Lushnikov process. Again, the discrete mass version is the one that is presented here.
Start with total mass n, some positive integer, split up into clusters of various
numbers of particles. Again assume that the system is spatially stationary and the
clusters are well-mixed. The system evolves with every pair of clusters coalescing
according to some rate kernel K. More formally, every pair of clusters of sizes i and j
coalesces to form a cluster of mass i+ j at rate n−1K(i, j). The n−1 is to control the
rate at which coalescence events occur, without this the process would be much faster
than the infinite volume equivalent.
With the assumptions made above, we need only know the number of clusters to
each size to know everything about the current state of the system. To that end define
the following random variables
wn,j(t) := #{clusters of size j at time t}, 1 ≤ j ≤ n.
Note: often in the literature this is labelled ML(n)(j, t). Then,
wn(t) = (wn,1(t), . . . , wn,n(t)),
specifies the state of the system.
Definition 1.1. Let en,i ∈ Zn be the vector with 1 in position i and 0 everywhere else.
A Markov process wn = (wn(t), t ≥ 0) on state space {w ∈ Zn : wi ≥ 0,
∑n
i=1 iwi = n}
is an ML(n) process if the only transitions allowed are
1. w 7→ w − en,i − en,j + en,i+j, which happens at rate K(i, j)wiwj/n, for 1 ≤ i 6=
j ≤ n,






Figure 1-3: A figure showing two clusters coalescing in the Marcus-Lushnikov process.
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Na¨ıvely, if the possible changes that can happen to wn,j(t) in a small time h  1
are considered, we see that
1
h

















where the first term is the expected gain from coalescence events which result in a
cluster of size j, the second term is the expected loss from coalescence events that
involve clusters of size j and the remaining two terms are corrections for when the
clusters involved are the same size. These are similar to the Smoluchowski coagulation
equations, with some additional, perhaps small, error terms. In the large n limit does
this approximation become exact? By which we mean, is there a weak law of large
numbers for the wn,j(t)? Conjecture 5.3 in Aldous [2] gives some suggestion of when
this may be true, which is reproduced here.
Conjecture 1.2. Let K be a coagulation kernel and wn(t) be the ML
(n) process with





as n→∞, where wj(t) is the solution to the corresponding Smoluchowski coagulation
equation, if either
(i) K(i, j) = o(ij)
(ii) t < T
where T is the gelation time for the Smoluchowski coagulation equation and a function
f(i, j) = o(ij), if f(i, j)/(ij)→ 0 as i, j →∞ .
For certain K, this result has already been shown. For example, the case where
K(i, j) = a + b(i + j) has been shown by Hendricks et. al [35] by first looking at the
evolution of the number of clusters through time (which has a closed form that does
not depend on the sizes of the clusters), then studying the evolution of the sizes of the
clusters given the number of clusters. This question about convergence of the finite
volume model to the infinite volume model comes up again repeatedly throughout this
chapter and the next.
1.1.2 Fragmentation-coalescence processes
As a general rule, most natural systems do not allow for unlimited growth of objects
by further and further aggregation of mass. It is natural to believe that if there is a
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mechanism whereby objects can cluster together into larger structures, then there is
also a mechanism whereby they can fragment into smaller ones also. There are many
examples of systems which undergo fission and fusion simultaneously, for example nu-
cleation in liquids [1], protein and RNA chains [25] and stellar formation [66]. Hence,
generalising coalescence models to also allow for fragmentation to occur was an ob-
vious next step. The models considered throughout this thesis shall assume that the
coalescence and fragmentation mechanisms are independent of each other.
This section starts with the original model, known as the Becker-Do¨ring model,
which allows for coalescence and fragmentation by single particles splitting off or joining
to clusters. Then moves to the more general model, which allows clusters to join
together in pairs or split into two. Finally, it will look at some of the work on the finite
volume version of the latter model, often known as the CF (n) process.
Becker-Do¨ring model
Arguably the first fragmentation-coalescence model analysed was the Becker-Do¨ring
model in 1935 [8] in regards to homogeneous nucleation theory [1]. This is an infinite
volume model with discrete masses, so the clusters are made up of particles of mass one.
Again, the system is assumed to be spatially stationary and well-mixed. This process
evolves by binary coalescence between clusters of sizes j and 1, and fragmenting clusters
of size j into two clusters of sizes j−1 and 1, j ≥ 1. So, it can be thought of as individual








Figure 1-4: A figure showing how coalescing and fragmenting works in the Becker-Do¨ring
model.
Thus, there are two rate kernels, often denoted K = {Kj}j≥1 and F = {Fj}j≥2,
which specify the average rate rate at which a cluster of size j gains or loses a particle
respectively. Hence, following a similar procedure to the Smoluchowski coagulation
equations, one arrives at the Becker-Do¨ring equations
d
dt










Kiwi(t) + F2w2(t)− 2K1w1(t)2, (1.6)
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where the wi(t) are the same as defined earlier, the density of clusters of size i. Often
these equations are rewritten as
d
dt








Hj(w(t)) = Kjwj(t)w1(t)− Fj+1wj+1(t).
Note: the original model fixed a density of clusters of size 1, and did not allow this
to change in time, more modern adaptations of this model by Lebowitz and Penrose
[51] allow this to evolve in time.
A thorough analysis of these equations comes courtesy of Ball et. al. [6] and we will
condense some of their results (Theorems 2.2 and 3.5, Corollary 2.6) into the following.
Theorem 1.3. Assume that Kj = O(j), that is there exists a constant C such that
Kj ≤ Cj for all j ∈ N. Assume also that
∑
j jwj(0) <∞. Then
(i) there exists a unique solution to the Becker-Do¨ring equations (1.5), on [0,∞)






jwj(0), t ∈ [0,∞).
Remark 1.4. (i) These conditions are sufficient but not necessary.
(ii) This result is independent of {Fj}j≥2, because in the proof it is shown that the
necessary bounds can be attained using assumptions only on {Kj}j≥1.
(iii) There are a set of more technical conditions that can be made which assume
slightly less of {Kj}j≥1 but for brevity we do not state these. They can be found
in Theorem 2.2 of [6].
(iv) Part (ii) of this theorem is actually true for all solutions of the Becker-Do¨ring
equations and doesn’t require the restrictions on {Kj}j≥1 that part (i) does.
The proof of the existence of these solutions uses a method often used in showing the
existence of solutions to an infinite system of ODEs. For example, it was also used by
McLeod in his proof for the existence of solutions to certain Smoluchowski coagulation
equations [55, 56]. First, truncate the system of ODEs to some finite n ∈ N which is
straightforward to show has a unique solution. Then, by the Arzela-Ascoli theorem for
j ≥ 2 there is a uniformly convergent subsequence of these finite solutions to some wj
9
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which can be shown to solve the Becker-Do¨ring equations. The main complication is
the convergence of these finite solutions in the case j = 1 due to the lack of conditions
on {Fj}j≥2. However, bounds on the solutions to and uniform convergence for the cases
j ≥ 2, and finding a weak∗ convergent subsequence in the case j = 1 allows them to
bypass this issue.
Further analysis of these equations, including special cases where no solution exists
for all possible time horizons (where Kj grows super-linearly, and Fj is bounded above
by Kj) and the asymptotics of solutions as t→∞ can be found in Sections 2, 4 and 5
of [6].
General binary fragmentation-coalescence processes
The Becker-Do¨ring model was a very specific case of binary fragmentation-coalescence,
but what about the more general class? A more general model was introduced by
Melzak [57] in 1957, who added spontaneous binary fragmentation to the Smoluchowski
coagulation equations in the continuous mass setting. Under conditions on the rate ker-
nels of both coalescence and fragmentation (continuous, bounded, and some integra-
bility conditions on fragmentation) that the solution to the equations existed globally
and was unique, continuous, bounded and non-negative.
The first in the discrete case would appear to be Spouge [72] although the equations
will look more familiar in Ball and Carr [5] who generalised the work they had previously
done on the Becker-Do¨ring equations with Penrose, which we will come back to in more
detail.
This model allows any pair of clusters to coalesce according to a rate kernel K (like
in the general coalescent process) but now there is also the idea of fission or binary
fragmentation. Binary fragmentation lets a cluster split into two parts whose sizes sum
to make the size of the original cluster. Hence, this too has a rate kernel, F (i, j − i),
which specifies the rate at which a cluster of size j fragments into clusters of sizes i and






k k − iF (i, k − i)
i


















F (i, j)wi+j(t), j ≥ 1. (1.7)
As often is the case, the main interest in these equations is in conditions needed on
K and F such that
(i) solutions exist,
(ii) they are unique,





In the Becker-Do¨ring case the only conditions found were those on K without any
needed on F . In addition, any solution to the Becker-Do¨ring equations conserved
mass. However, in this more general case this is not true; if the fragmentation is too
quick, for example, some (not all) solutions to the coagulation-fragmentation equations
actually have mass-density that grows exponentially [5]. Hence, with these additional
difficulties, it is not straightforward to combine the results of Ball and Carr [5] as was
done for the Becker-Do¨ring case, so we will state them separately. First, a theorem
giving sufficient conditions such that solutions exist.
Theorem 1.5. If K(i, j) ≤ c(i+ j) for all i, j ≥ 1 for some c ≥ 0, then there exists a
solution to the system (1.7).
This looks fairly similar to the Becker-Do¨ring case as there are no conditions on F ,
and the proof follows a similar pattern of looking at a truncated system of the ODEs.
The only real difference is that Helly’s Selection Theorem simplifies the extraction of a
convergent subsequence of solutions to the truncated systems, as they have uniformly
bounded total variation. The proof also gives a construction of one of the solutions,
and later in the paper Ball and Carr show that this constructed solution conserves
mass-density. However, they also show cases where there are other solutions which do
not do so. To guarantee mass-density conservation further conditions are required.
Theorem 1.6. Suppose that
(i) K(i, j) = ri + rj +αi,j where {rj} is a non-negative sequence and for some c ≥ 0,




iF (m− i, i) ≤ cm
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Then all solutions to (1.7) have the property that mass-density is preserved.
Unsurprisingly, as there are cases of pure fragmentation processes which don’t con-
serve mass-density, restrictions on how fast fragmentation can occur were required.
Finally, we note some conditions when solutions are unique.
Theorem 1.7. Let c > 0, 0 ≤ α ≤ 1/2 and suppose that




i1−αF (m− i, i) ≤ cm1−α, for all m ≥ 2.
Then there is a unique solution to (1.7).
The proof of this is very similar to that of the same result for the Becker-Do¨ring
equations. For a more thorough analysis of cases where mass-density is not preserved
because gelation occurs, the reader is directed to Jeon [43]. More on the continuous
mass case can be found in Barrow [7], Stewart [73, 74] and Dubovskiˇi et. al. [30, 31].
Finite volume fragmentation-coalescence models
In a similar vein to the Marcus-Lushnikov process with regards to the infinite-volume
coalescence model, there is a finite-volume stochastic fragmentation-coalescence model.
The first recognisable model comes from Gueron [38] in his work on animal grouping
in 1997 which was later expanded on in conjunction with Durrett and Granovsky [34].
The definition below is taken from [38]
Start with mass n split into n particles in clusters. The same assumptions as before
are made: that the system is spatially stationary and the clusters are well-mixed. The
model evolves with every pair of clusters coalescing and fragmenting according to rate
kernels K and F respectively, with the usual requirements on them (symmetric, non-
negative).
More formally, every pair of clusters of sizes i and j coalesces to form a cluster of
mass i + j at rate K(i, j). Every cluster of size j fragments into 2 clusters of sizes i
and j− i, 1 ≤ i ≤ j− 1, at rate F (i, j− i). Again, with the assumptions about mixing,
we need only know the number of clusters of each size to know everything about the
current state of the system. So the same random variables are used as before
wn,j(t) := #{clusters of size j at time t}, 1 ≤ j ≤ n.
Then, the state of the system is specified by
wn(t) = (wn,1(t), . . . , wn,n(t)).
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Definition 1.8. A Markov process wn = (wn(t), t ≥ 0) on state space Ωn := {w ∈ Zn :
wi ≥ 0,
∑n
i=1 iwi = n} is a CF (n) process if the only transitions allowed are
1. w 7→ w−en,i−en,j+en,i+j , which happens at rate K(i, j)wiwj, for 1 ≤ i 6= j ≤ n,
2. w 7→ w−2en,i+ en,2i, which happens at rate K(i, i)wi(wi−1)/2, for 1 ≤ i ≤ n/2,
and finally
3. w 7→ w+en,i+en,j−i−en,j , which happens at rate F (i, j−i)wj, for 1 ≤ i ≤ j ≤ n.
Remark 1.9. This is very similar to the Marcus-Lushnikov process on the same state
space, Ωn, where the state specifies the number of clusters of each size. However, the
reader may note that there is no scaling of the coalescence rates by the number of
particles. This is largely due to Gueron not having the same motivations as Marcus
and Lushnikov. He was not looking for a finite-volume model that converges to the
previously defined infinite-volume model in the thermodynamic limit and hence was not
concerned with coalescence occurring ‘too quickly’.
The main focus of the work on CF (n) processes is concerned with the stationary
distribution of this finite system and the asymptotics of the system under stationarity as
n→∞. Gueron [38] indeed did this in his paper focussing on the expected cluster size
distribution, in particular he considered truncating the system to only allow clusters
up to some certain size. In his work with Durrett and Granovsky [34], criteria were
found under which the process was time-reversible, using detailed balance. Finally,
more recently, Han, Zhang and Zheng [40] looked at these reversible processes in the
thermodynamic limit in a bit more detail, their main focus being the distributions of
the number of clusters of size in different scales compared with n.
There is a similar open problem here to that of Conjecture 1.2 about Marcus-
Lushnikov processes. That is, when do the random variables n−1wn,k(t) converge to
the solutions to the equivalent infinite-volume differential equations, wk(t)? Little has
been done here, but this is perhaps unsurprising as it is still an open question in pure
coalescence, so adding complexity, by introducing fragmentation, is unlikely to help.
However, some progress in this vein has been made in a related field which will be
expanded on in the next section.
1.2 Forest fire models
In this section a set of models will be considered which are similar to the fragmentation-
coalescence models elaborated on earlier, but tend to have more geometry attached to
them. These are the “forest fire” models first introduced by Bak et. al. [3, 24] and
studied with more mathematical rigour by Drossel and Schwabl [28]. The model is
defined on a finite d-dimensional lattice in discrete time where sites are either occupied
(by a tree), burning, or empty.
13
Chapter 1. Introduction
Definition 1.10. Let L be a finite d-dimensional lattice and define the set wL(t) =
{wl(t) : l ∈ L,wl ∈ {0, 1, 2}} where 0 represents empty, 1 represents occupied and 2
represents burning. The dynamics are as follows
(i) empty sites become occupied with probability p in the next time step,
(ii) burning sites turn empty in the next time step,
(iii) occupied sites who are neighbours of burning sites, switch to burning in the next
time step.
It was conjectured that this model exhibited self-organised criticality when p→ 0,
however this was shown to be false. Self-organised criticality is an important phe-
nomenon in statistical physics and biology as an explanation of how complexity evolves
naturally from a closed system. It’s the idea that some dynamical systems naturally
reach their critical point where they display scale-invariant behaviour without outside
influence or particular tuning. The term was first put forward by Bak, Tang & Wiesen-
feld [4] in their work on critical phenomena and 1/f noise. The example they provided
was the famous Abelian sandpile model on a square lattice where each site has a num-
ber of grains piled on it. If this number is at least 4 the pile is said to be unstable and
topples; giving one particle to each of its neighbours. This may cause another pile to
topple, and so forth, causing an avalanche. Once the avalanche ends a site is chosen at
random and a grain is added there and the process repeats. Such a system is believed
to self-organise into a state with a power-law probability distribution for the size of an
avalanche, although this remains an open problem to be proven rigorously. Once in this
state the addition of another grain can cause avalanches of any size: some small, some
spanning the entire lattice; the so-called critical behaviour, that small perturbations
can cause large-scale effects.
Whilst the original forest fire model didn’t exhibit self-organised criticality, Drossel
and Schwabl introduced a variant of Definition 1.10 which included an additional dy-
namic, ‘lightning’, where sites that were occupied turn burning with probability f in
the next time step if they have no burning neighbours (i.e. they spontaneously started
burning). This modified model was shown to have the conjectured self-organised crit-
icality that the original model was supposed to have, but now this is seen when both
p → 0 and f/p → 0. There is a variation of this model where the lightning comes at
rate λ(d) to each occupied vertex but now instantaneously burns the connected compo-
nent that vertex belongs to (instead of propagating through the component over time).
Such models and their behaviour as the lattice size tends to infinity have been studied
by (amongst others) Du¨rre [32, 33] who proved that when λ(d) is a positive constant
that the infinite system exists and is unique.
A variation of the forest fire model that is of particular interest was introduced and
analysed by Ra´th and To´th [63] which adds lightning to the Erdo˝s-Re´nyi coagulation
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on the complete graph on n vertices. This coagulation is the continuous time version of
that studied by Erdo˝s and Re´nyi [36] where, starting from the empty graph, in the next
time step one of the empty edges is chosen at random and becomes occupied. Therefore
two vertices are in the same cluster if there is a path of occupied edges between them.
The dynamics of the continuous time version are as follows
(i) empty edges become occupied at rate 1/n,
(ii) sites are hit by lightning at rate λ(n), when a site is hit all edges in the cluster it
belongs to turn instantaneously empty.
Both of these occur independent of everything else that happens in the system. Hence,
the first rule defines pairwise coagulation between clusters which happens at rate pro-
portional to the product of the sizes of the clusters; the latter defines a rather extreme
form of fragmentation where each cluster fragments into singletons at a rate propor-
tional to the size of the cluster.
As was the case in previous forest fire models, Ra´th and To´th were largely con-
cerned with the asymptotics of the process as the system size n tended to infinity, with
questions regarding whether such a process makes sense and its behaviour if it does.
As this process takes place on the complete graph the current state of the system is
entirely characterised by the collection of random variables
wn,k(t) := #{clusters of size k at time t}, k = 1, . . . , n
as the ‘location’ of each cluster need not be considered, as all clusters can coalesce with
all other blocks.




where the wk(t) solve the Smoluchowski coagulation equations with kernel K(x, y) =
xy. Ra´th and To´th discovered four regimes for λ(n) with differing behaviours in the
thermodynamic limit:
(i) λ(n) n−1, (ii) λ(n) = n−1λ, (iii) n−1  λ(n) 1, (iv) λ(n) = λ,
where λ ∈ (0,∞). The focus will be on the results for the last two regimes as these are
the ones of most interest.
Theorem 1.11. As n→∞, wn,k(t)→ wk(t) where














which are the same as the Smoluchowski coagulation equations for the pure coa-
lescent process until gelation (critical) time but after it remains in a critical state









(iv) in this regime the wk(t) now solve a system of ODEs which are similar to the








l(k − l)wl(t)wk−l(t)− kwk(t)− λkwk(t), k ≥ 2,
d
dt












In both of these cases the random variables wn,k(t) converge to deterministic solu-
tions of ODEs, hence there is no randomness in the infinite limit (with regards to the
proportion of clusters of each size).
The questions this thesis will address revolve around the robustness of these results
and what changes occur if the dynamics are changed. In particular, what changes if
you drop the size-biased nature of the dynamics? That is, if the clusters coalesce or
fragment at rates independent of their size. In addition, what if you allow multiple
clusters to converge into a single cluster at once? Does the thermodynamic limit still
make sense? Do any regimes display the self-organised criticality that regime (iii) does
here? These questions will be answered in Chapter 2.
1.3 Exchangeable fragmentation-coalescence processes
After introducing the classical models of fragmentation-coalescence processes, we move
on now to discuss the second class of fragmentation-coalescence process we are inter-
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ested in. These are the more recently studied exchangeable fragmentation-coalescence
processes which have their roots in Kingman’s work on partitions and the coalescent
around 40 years ago.
1.3.1 Exchangeable random partitions on N
To introduce exchangeable fragmentation-coalescence processes, first the theory behind
exchangeable random partitions is needed. Exchangeability and random partitions were
first studied by Kingman [44, 45] in relation to his work on population genetics. This
section starts with some basic definitions and introduces some of the notation that this
thesis will use.
Definitions and notation
Definition 1.12. 1. A partition of N, pi = (pi1, pi2, . . .), is a collection of subsets of
N such that ∞⋃
i=1
pii = N, and pii ∩ pij = ∅, ∀i 6= j.
where the subsets, pii, (to be referred to as the blocks of the partition) are ordered
by least element, that is
minpi1 ≤ minpi2 ≤ · · ·
where we take min∅ = +∞.
2. The collection of all partitions of N will be denoted P.
3. A random partition is a P-valued random variable.
4. The number of non-empty blocks of pi shall be denoted
#pi = max{i ∈ N : pii 6= ∅}.
The ordering by least element is a convention to ensure a unique representative for
each partition of N. This has the useful property that 1 ∈ pi1 for all pi ∈ P. There are two
partitions which we will give special notation: the trivial partition, 1 = (N,∅,∅, . . .),
and the singleton partition, 0 = ({1}, {2}, . . .).
In addition, one can define partitions, pi(n), of the first n natural numbers, which
for brevity’s sake shall be represented by [n] := {1, . . . , n}, in a similar way. The space
of all such partitions will be denoted Pn. With this in mind compatibility can now be
defined, which gives a vital representation of all elements of P in terms of elements of
P1,P2, . . ..
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Definition 1.13. A sequence of partitions, (pi(1), pi(2), . . .) of [1], [2], . . . respectively, is








= (pi1 ∩ [n], pi2 ∩ [n], . . .) is the restriction of a partition pi to [n].
Thus, there exists a representation for all partitions pi ∈ P, which will be very useful
in later parts.
Lemma 1.14. A sequence of partitions, (pi(1), pi(2), . . .) of [1], [2], . . . respectively, is
















and with this metric (P, d) is compact [11].
Exchangeability
Now the idea of exchangeability can be introduced. First, note that any partition pi ∈ P
defines an equivalence relation on N in the following way
i
pi∼ j if, and only if, i, j ∈ pik for some k ∈ N.
In other words, i and j are in the same block of pi. Using this relation, define new
partitions using permutations on N, which will be the basis of exchangeability. More
formally, for a permutation σ : N→ N with finite support and a partition pi ∈ P, define
σ(pi) ∈ P by the following relation
i
σ(pi)∼ j if, and only if, σ(i) pi∼ σ(j).
Put in other words, the blocks of σ(pi) are given by applying σ−1 to the blocks of pi,
then reordering by least element. The definition of an exchangeable random partition
can now be stated.
Definition 1.15. A random partition, Π, is said to be exchangeable if
σ(Π) =d Π
for all permutations σ : N→ N with finite support.
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Therefore, 1 and 0 are the only deterministic exchangeable partitions, as they are
the only partitions unaffected by all permutations.
A concept of the size of blocks is needed in order to compare them with each other,
and to compare partitions with the same number of blocks. This will also provide
an important link between exchangeable random partitions and mass partitions which
will be introduced in a moment. A count of the number of integers in the block is
going to be infinite for most of the blocks, so is not particularly useful, instead we
use compatibility of exchangeable random partitions to provide a scaling of this count.
This is known as the asymptotic frequency.






when this limit exists.
There are several important properties of exchangeable random partitions which
will be needed. This will involve introducing Kingman’s paintbox construction of ex-
changeable random partitions using mass partitions [46].
Definition 1.17. A mass partition is a sequence s = (s1, s2, . . .) such that




and the space of all such mass partitions will be denoted S↓.
Suppose a mass partition s is given, this can be used to partition the unit interval
into the following tiling









, . . .
then sample U1, U2, . . . IID U [0, 1] random variables and construct an exchangeable
partition pi ∈ P as follows
i
pi∼ j ⇐⇒ i = j, or Ui and Uj landed in the same tile in the unit interval partition.
The first part of the right-hand side of the construction is required in case
∑∞
k=1 sk <
1, and so part of the unit interval is not covered by the partition. In this case {j} is a
singleton block of pi. Partitions constructed in this way are exchangeable because for
all permutations σ with finite support, Uσ(1), Uσ(2), . . . are still an iid sequence of U [0, 1]












U2 U6U3U7 U5 U8 U4
Figure 1-6: A paintbox construction of an exchangeable partition using s =
(s1, . . . , s5, 0, . . .) restricted to the first eight integers. It gives the partition pi
(8) =
{{1, 7}, {2}, {3, 8}, {4}, {5}, {6}}.
Lemma 1.18. If pi is constructed as a paintbox, using a mass partition s, then we have
that
1. |pii| exists for all i ∈ N, and if you put the sequence (|pi1|, |pi2|, . . .) in decreasing
order, denoted |pi|↓, this is the mass partition s that was used to generate pi,
2. |pii| = 0 implies that pii is empty or pii is a singleton,
3. if we have pii is a singleton for some i ∈ N, then the asymptotic frequency of the
union of all such pii is positive and equal to s0 = 1−
∑∞
k=1 sk.
In particular, blocks are either infinite in size or are singletons, and if there are
any singletons, then there are infinitely many of them. Finally, the main result for ex-
changeable random partitions from [46]: that there is a bijection between exchangeable
probability measures on P and probability measures on S↓ is stated below.
Theorem 1.19 (Kingman, 1982). If pi is an exchangeable random partition, then there
exists a measure, νs, on S
↓ such that for any bounded measurable function f : P → R,




where µνs is the law of the paintbox based on νs.
Hence, all the conclusions from Lemma 1.18 apply to all exchangeable random
partitions. With the basis behind exchangeable random partitions in place, the next
section can now introduce random processes on P.
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1.3.2 Exchangeable coalescence processes
Kingman’s coalescent
The beginnings of exchangeable coalescent theory can be found in Kingman’s work on
genealogical structures [46]. These coalescent processes are concerned with observing
n such individuals in a haploid population and modelling the family relationships that
they have. These processes are defined on partitions of {1, . . . , n}, with the integers
representing the individuals. A partition, pi, represents the genealogical structure when
#pi of the most recent common ancestors were alive, with a block of elements repre-
senting that the common ancestor of those individuals was alive at that time. A figure
picturing this is shown below.





K (T6) = {{1, 4}, {2}, {3}, {5}, {6}, {7}}
Π
(7)
K (T5) = {{1, 4}, {2}, {3, 7}, {5}, {6}}
Π
(7)
K (T4) = {{1, 4}, {2}, {3, 7}, {5, 6}}
Π
(7)
K (T3) = {{1, 3, 4, 7}, {2}, {5, 6}}
Π
(7)
K (T2) = {{1, 3, 4, 7}, {2, 5, 6}}
Π
(7)







Figure 1-7: A realisation of Kingman’s coalescent restricted to the first seven integers. Ti is
the hitting time of a state with Nt = i.
Kingman’s coalescent models this structure. Let Π
(n)
K be the process starting in
the state {{1}, . . . , {n}}, and then evolving by each pair of blocks coalescing at rate 1
until it reaches the partition {{1, . . . , n}}. So, if the number of blocks in Π(n)K (t) is k,
it jumps to k − 1 at rate (k2). An important result of Kingman’s, Theorem 3 in [46],
is that for all n ∈ N these processes can be embedded into a process on partitions of
N, using compatibility i.e. ΠK is Kingman’s coalescent on P if for all n ∈ N, Π(n)K , the
restriction of ΠK to {1, . . . , n}, is distributed like Kingman’s coalescent on Pn. It is
the properties of these extensions to P in general that are of most interest.
A rather interesting result for the process ΠK defined on P is that, while it starts
in a state with an infinite number of blocks {{1}, {2}, . . .}, it immediately transitions
to a state with finitely many blocks almost surely, as stated in Theorem 4 of [46].
Theorem 1.20. Let ΠK be Kingman’s coalescent, and pi ∈ P, then
Ppi(inf{t ≥ 0 : #ΠK(t) <∞} = 0) = 1.
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Figure 1-8: A simulation of the block counting process of Kingman’s coalescent. The blue line
is the realisation of the simulation; the red line is the theoretical speed of coming down from
infinity. Note: Nt does not look random as it is for t ∈ (0, 10−4) when Nt is very large, hence
the steps down are small in comparison.
This property for an exchangeable coalescent process is known as “coming down
from infinity” and it is one that will be of interest for exchangeable fragmentation-
coalescence processes in general, and is the basis for later results.
Λ-coalescents
In 1999, Pitman [62] and independently Sagitov [65] generalised Kingman’s coalescent
to exchangeable coalescents that allowed multiple blocks to coalesce into a single block,
from here on referred to as simple, as opposed to just binary coalescence. As these
processes need to be exchangeable, they need to be completely characterised by the
rate at which any k blocks coalesce, when there are b blocks in total, normally denoted
λb,k, because the rates cannot depend on the sizes of the blocks nor the elements
contained in each block. Therefore, the collection
(λb,k : b ∈ {2, 3, . . .}, k ∈ {2, . . . , b}),
should characterise the process Π in this case.
There are restrictions on the form that this collection can take, as the process Π
needs to be compatible, that is Π(n+1)|[n] needs to be distributed like Π(n). Here is
a brief heuristic on these restrictions: suppose Π(n) has b blocks and look at the rate
that k of them coalesce, λb,k. As Π
(n+1)|[n] needs to be distributed like Π(n), we look at
Π(n+1), which has b or b+ 1 blocks. If it has b blocks then k of the merge at rate λb,k
and thus Π(n+1)|[n] is identical to Π(n). If it has b+1 blocks, then {n+1} is a singleton
set and so there are two ways k blocks of Π(n+1)|[n] can merge in Π(n+1). Either the k
blocks out of b+ 1 merge on their own, or the k blocks merge with {n+ 1}. Hence, for
22
Chapter 1. Introduction
compatibility to hold it is required that
λb+1,k+1 + λb+1,k = λb,k, ∀b ∈ {2, 3, . . .}, k ∈ {2, . . . , b},
with a more rigorous proof of the result found in Lemma 18 [62]. Pitman’s main result
in [62], however, goes a further step in classifying these processes; showing that there
is a one-to-one correspondence between simple exchangeable coalescent processes and
finite measures on [0,1]. The full result is stated below.
Theorem 1.21 (Pitman, 1999). Let (λb,k : b ∈ {2, 3, . . .}, k ∈ {2, . . . , b}) be an array
of non-negative real numbers. There exists for each pi ∈ P a P-valued coalescent Π
with Π(0) = pi, whose restriction Π(n) is for each n a Markov chain such that, when
Π(n)(t) has b blocks, each k-tuple of blocks of Π(n)(t) is merging to form a single block





for some non-negative finite measure Λ on [0, 1].
There are a few observations to be made about this result.
Remark 1.22. 1. We may assume that Λ([0, 1]) = 1 as any other possibility,
Λ̂([0, 1]) = C > 0, gives rates which are just a multiple of the equivalent measure
scaled by C.
2. If Λ = δ0 the process is Kingman’s coalescent. If Λ = δ1, the process waits an
Exp(1) amount of time, then coalesces into a single block.
3. The above two examples are the only coalescents that have one single style of
coalescing (only binary, or only everything at once). If λb,k > 0 for some k 6= 2, b,
then λb,k > 0 for all b ∈ {2, 3, . . .}, k ∈ {2, . . . , b}. For example, there is no Λ-
coalescent that allows only coalescence of three blocks at a time.
There are similar questions for Λ-coalescents to compare them to Kingman’s co-
alescent. For example, Kingman’s coalescent has this property of coming down from
infinity, what conditions on Λ mean that the Λ-coalescent comes down from infinity?
If Λ has no atom at one, which prevents the possibility of all blocks coalescing at once
after an exponential amount of time, then it turns out that there are only two options
possible. Suppose Nt = #Π(t), which for coalescent processes is a death process, then
either
P(inf{t ≥ 0 : Nt <∞} = 0) = 1, or P(∀t ≥ 0, Nt =∞) = 1,
by Proposition 23 and Theorem 4 in [62]. Hence, for Λ-coalescents with no atom at
one the coalescent either comes down from infinity or stays infinite. Therefore, a Λ-
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coalescent can spend positive time at∞, then transition into a state with finitely many
blocks only if Λ has an atom at one. Proposition 23 in [62] also gives necessary and
sufficient conditions for the Λ-coalescent to come down from infinity.
Proposition 1.23. Let Λ(1) = 0, and Tn = inf{t ≥ 0 : #Π(n) = 1}, then Π comes
down from infinity if, and only if,
lim
n→∞E[exp(−θTn)] > 0, ∀θ > 0.
Otherwise, it stays infinite.
This limit can be somewhat challenging to calculate; Schweinsberg [67] gives a
different necessary and sufficient condition such that a Λ-coalescent comes down from
infinity.












Otherwise, it stays infinite.
Heuristically, γb is the rate at which the number of blocks decreases when the
coalescent Π has b blocks. Hence, one would expect that if this was large enough for
all b, then the process would come down from infinity. One final result here, which
will be important for the next section, from Bertoin and Le Gall in 2006 [21] showed a
relationship between Λ-coalescents and continuous-state branching processes.
Theorem 1.25 (Bertoin & Le Gall, 2006). Let Λ(1) = 0. Define a function ψ :




(e−qx − 1 + qx)x−2Λ(dx).
Then, the Λ-coalescent Π comes down from infinity if, and only if, the corresponding
continuous-state branching process with branching mechanism ψ goes extinct in finite
time almost surely.
Speed of coming down from infinity
As there is a whole class of simple exchangeable coalescent processes that come down
from infinity, being able to compare how quickly they do so is an interesting question.
This concept is the “speed” of coming down from infinity and is very much related to
the small time behaviour of Nt, and is formally defined below.
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Definition 1.26. Suppose Π is an exchangeable coalescent process that comes down





almost surely, as t↘ 0.
It should be noted that ν is not unique, only its dominant behaviour as t ↘ 0
is. The speed of coming down from infinity for the Beta coalescent, where Λ is the
Beta(2 − α, α) distribution was found by Berestycki, Berestycki and Schweinsberg in
2008 [13] by comparing them with a continuous state branching process. The answer
for general Λ was discovered by Berestycki, Berestycki and Limic in 2010 [12] using a
martingale argument, but inspired by the work of Bertoin and Le Gall, and is stated
below.
Theorem 1.27 (Berestycki, Berestycki & Limic, 2010). Let Π be a Λ-coalescent that















, t > 0,
is the speed of coming down from infinity for Π.
Example 1.28. 1. In the case of Kingman’s coalescent this result gives ν(t) = 2/t.






where d is some positive finite constant, then ν(t) ∼ Ct−1/(α−1) as t↘ 0.
A corollary of this result is that Kingman’s coalescent is the “quickest” Λ-coalescent




for all  > 0 and t sufficiently small.
Ξ-coalescents
This section will make a few brief comments about coalescents with simultaneous mul-
tiple collisions, where many blocks can coalesce into several blocks at the same time,
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as opposed to just a single block. They were first studied independently by Schweins-
berg [67], and Mo¨hle and Sagitov [59]. These form the coalescent part of the general
exchangeable fragmentation-coalescence process and contain Λ-coalescents as a subset.
Although not much use will be made of them here, it is still useful to see the most
general exchangeable coalescent as it helps with the Poissonian construction of EFC
processes. Similar to the Λ-coalescent, the rates of coalescence can conly depend on
how many blocks will coalesce, as opposed to the sizes of the blocks, as it needs to be




where λb;k1,...,kr;s is the rate k1, . . . , kr number of blocks coalesce into r separate blocks
and s blocks are left unchanged when Π has b blocks.
Theorem 2 in [67] shows that there is a one-to-one correspondence between these
coalescents on P and finite measures Ξ on S↓, which gives the rates above by a similar
formula for Λ-coalescents. Also, like Λ-coalescents, one can assume Ξ(S↓) = 1 as
otherwise it just affects the rates by a multiplicative constant. This Theorem also
concluded that you could decompose Ξ into a Kingman part, and the rest, i.e. that
Ξ = c1{r=1,k1=2} + νCoag







Finally, Proposition 12 in [67] gave a Poissonian construction for Ξ-coalescents that
is perhaps simpler to visualise than calculating all the rates in the formulae given for
the rates. Let i,j be the partition with only one block not a singleton, which is {i, j}.





where µνCoag is the paintbox measure introduced in Theorem 1.19. Using this measure
to choose pi′, you then define a binary operation Coag(pi, pi′) on P as follows








Define a Poisson process PPPC on [0,∞)×P with intensity dt×C(dpi), then if t is an
atom time of PPPC set Π(t) := Coag(Π(t−), pi(t)), where pi(t) is the accompanying
mark in P at the atom time t. Defining a process in such a way gives an exchangeable
coalescent with rates given by the measure Ξ as explained above.
1.3.3 Homogeneous fragmentation processes
We move on now to discuss homogeneous fragmentation processes; a subset of ex-
changeable fragmentation processes. This section will give a brief background and
construction of such processes. For a more in-depth look at such processes the reader
is directed to Bertoin [16, 18], Bertoin and Rouault [22], Berestycki [10] and Berestycki
et. al [14]. Homogeneous processes are a special case of self-similar fragmentations
[17, 20] where the index of self-similarity, α, is zero. Roughly speaking, this means
that all blocks fragment at the same rate, in the same manner, independent of the sizes
of the blocks. This allows such processes to represented by an exchangeable partition
valued process on P.
Definition & construction
The definition for homogeneous fragmentations stated here differs slightly from that
that Bertoin initially used, but in subsequent papers [22] the following definition is
used, and is easier to picture. In addition, everything here is in the same setting as in
the previous two subsections about exchangeable random partitions and exchangeable
coalescents.
Definition 1.29. An exchangeable P-valued process Π(·) is called a homogeneous frag-
mentation if for every t0, t, conditionally on Π(t0) = (Π1(t0), . . .) ∈ P, the partition
Π(t + t0) is independent of the partitions (Π(s), 0 ≤ s ≤ t0) and has the same distri-
bution as the partition obtained by the family of the blocks of the induced partitions
Γ1 ∩Π1(t0),Γ2 ∩Π2(t0), . . ., where Γi are independent copies of Π(t).
Such processes are Feller processes (see Proposition 1 [16]) and like exchangeable
coalescents have a Poissonian construction (see Theorem 1 [16]). This will be vital for
exchangeable fragmentation-coalescence processes.
First, similarly to results for exchangeable coalescents, there exists a one-to-one cor-
respondence between homogeneous fragmentations, Π, and certain exchangeable mea-
sures, F , on P, known as the characteristic measures of homogeneous fragmentations.
Such measures have the following properties (see Lemma 1 [16])
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1. F is exchangeable,
2. F (1) = 0,
3. F (P∗n) <∞,
where P∗n is the set of partitions whose restriction to [n] is non-trivial. This third
condition is to ensure that the restrictions Π(n)(·) are finite rate Markov chains. In
Section 1.3.2 it was noted that exchangeable coalescents can be decomposed into a
Kingman (continuous) part and a paintbox part. In a similar manner, such measures F
can be decomposed into two fundamental fragmentations, erosion, which is a continuous
loss of mass from the blocks, and dislocation. Let n be the partition with two non-





is an exchangeable measure known as the erosion measure. Dislocations are constructed
using a Kingman paintbox measure. Let νDisl be a measure on S↓ satisfying the con-
ditions νDisl({(1, 0, . . .)}) = 0 and∫
S↓
(1− x1)νDisl(dx) <∞.
If you have such a measure, then the paintbox measure on P, µνDisl , defined in Section
1.3.1 using Kingman’s Theorem, is an exchangeable measure that satisfies the three
requirements. Note: the integrability condition above on νDisl is required to ensure
that the paintbox measure has the third required property of such measures. Therefore
there exists the following decomposition (see Theorem 3 [16]). For all exchangeable
measures F on P with the three required properties, there exists a constant ce ≥ 0 and
a measure νDisl on S↓ such that
F = cee + µνDisl .
Therefore, because of this one-to-one correspondence, a homogeneous fragmentation is
entirely characterised by the law of Π(0), ce and νDisl. Now such processes, Π, can be
constructed using a Poisson process. Define an operator which will be the basis of a
fragmentation event
Frag : P × P × N→ P
(pi, pi′, k) 7→ pi′′
where the blocks of pi′′ are the blocks pii where i 6= k and the blocks pik ∩ pi′j for j ∈ N,
reordered by least element. Let PPPF be a Poisson point process on R+×P ×N with
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intensity measure dt⊗ F ⊗#(dk) where # is the counting measure on N. Then define
a P-valued process using the atoms (t, pi(t), k(t)) as follows. Let Π(0) = pi, where pi is
some exchangeable random variable in P then
• if t is not an atom time of PPPF , then Π(t) = Π(t−),
• if t is an atom time of PPPF , then Π(t) = Frag(Π(t−), pi(t), k(t)).
Then Theorem 1 in [16] tells us that Π(·) is a homogeneous fragmentation with char-
acteristic measure F .
1.3.4 Exchangeable fragmentation-coalescence processes
Exchangeable fragmentation-coalescence (EFC) processes were first introduced by Julien
Berestycki in 2004 [11], and can be thought of as the combination of exchangeable coa-
lescents and homogeneous fragmentation processes that were previously covered in this
chapter. It is a little explored area compared to what has been achieved when coa-
lescence and fragmentation processes have been considered separately. This is partly
because a lot of the nice properties those processes have on their own appear to break
down once you put the two together. For example, the previously discussed link be-
tween coalescent processes and continuous-state branching processes, which is the basis
behind a lot of the results, is lost.
Definition & construction
Definition 1.30 (Exchangeable Fragmentation-Coalescence Process). A P-valued Markov
process (Π(t), t ≥ 0), is an exchangeable fragmentation-coalescence process if it has the
following properties:
• it is exchangeable,
• its restrictions Π(n) are ca`dla`g finite state Markov chains which can only evolve
by fragmentation of one block or by coagulation as defined by the Frag and Coag
operators.
There are a few important properties that coalescent and fragmentation processes
have when separate, which need to be checked for EFC processes. First, both processes




δi,j + µνCoag , and F = ce
∑
i
δi + µνDisl ,
on P. In addition, such processes are uniquely determined by the law of Π(0), constant
ck (resp. ce) and measure on S↓, νCoag (resp. νDisl. Proposition 4 of [11] states that
combining these five objects completely characterises an EFC process.
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The Poissonian construction is as follows. Take two independent Poisson point
processes, PPPC and PPPF , on R+×P and R+×P ×N respectively, with respective
intensities dt ⊗ C and dt ⊗ F ⊗#(dk) where # is the counting measure on N. Atom
times for PPPC and PPPF refer to coalescence and fragmentation actions on Π as
explained in the previous sections. Then Proposition 5 of [11] states that this Poissonian
construction gives an EFC process, with characteristics ce, ck, νFrag, and νCoag.
Another important property that coalescent and fragmentation processes have is
that the asymptotic frequencies of the blocks of Π(t) exist simultaneously for all t
almost surely. In addition, if you define X to be the decreasing reordering of the sizes
of the blocks, i.e.
X(t) = (|Π1(t)|, |Π2(t)|, . . .)↓
then X is a Feller process on S↓. Theorem 7 in [11] shows that this is still the case for
EFC processes.
Stationary measure
One difference that EFC processes have is that while the separate processes have trivial
stationary measures, namely δ0 and δ1, a non-trivial EFC process has a non-trivial
stationary measure.
Theorem 1.31 (Berestycki [11]). Given an EFC process Π, there exists a unique
exchangeable stationary probability measure ρ on P and one has
ρ = δ0 ⇐⇒ ck = 0 and νCoag ≡ 0 (pure fragmentation)
and
ρ = δ1 ⇐⇒ ce = 0 and νDisl ≡ 0 (pure coalescence).
Furthermore, Π(·) converges in distribution to ρ as t→∞.
Unfortunately, there is no known way of calculating ρ from ce, ck, νDisl, and νCoag. In
fact, there is only one known class of non-trivial EFC processes with known stationary
measure. This was studied by Bertoin [19], and has a particular simple coalescence and
νDisl is a Poisson-Dirichlet measure, which results in a Poisson-Dirichlet distribution
for the stationary measure for X = Π↓.
However, one can find characteristics of the partitions which ρ charges mass to, in
particular the number of blocks those partitions have. For example, Theorems 9 & 10
in [11] give conditions under which ρ charges only partitions with finitely many blocks
or not, and conditions under which ρ charges partitions without dust. A little more




In both fragmentation and coalescence processes the number of blocks, Nt := #Π(t),
was a quantity of particular interest, and this remains the same with EFC processes.
This process takes values on N ∪ {+∞}, but is now not monotonic. It does, however,
inherit right-continuity from Π as Proposition 1 of [49] shows. There are some results
about Nt that are of particular interest to us. Namely, there is a certain class of EFC
processes that are known to come down from infinity. Define




i.e. all sequences that have mass 1 and finitely many non-zero values, and




Berestycki, by linking the following class of EFC processes to logistic branching pro-
cesses studied by Lambert [50], showed the following Proposition.
Proposition 1.32. If coalescence is purely Kingman, and the fragmentation part has
no erosion and satisfies




then Π comes down from infinity.
Interestingly, there is no known monotonicity result with regards to such proper-
ties. This means “adding more coalescence”, letting νCoag(S↓) > 0, is not known to
guarantee that the process still comes down from infinity. This result also raises some
questions about Kingman’s coalescent, which shall be addressed in detail in Chapter
3. Namely, does there exist a finite rate fragmentation mechanism that prevents King-
man’s coalescent from coming down from infinity? The answer to this question is yes,
with the details left to Chapter 3.
1.4 This thesis
This thesis details new results in both classical and exchangeable fragmentation-
coalescence processes. First, we define a fragmentation-coalescence process on n parti-
cles which allows for multiple clusters to coalesce at once (much like the Λ-coalescent)
and has a fragmentation mechanism which fragment clusters into clusters of size one.
We show that, under mild conditions on the coalescence rates, the number of clusters
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of each size converges meaningfully, as n → ∞, to a deterministic object in a similar
manner to that of Conjecture 1.2. Then we further study this infinite process and
show that, under stationarity, as the fragmentation rate tends to zero this cluster size
distribution converges to a universal power law.
Second, we study an EFC process which combines Kingman’s coalescent and the
same fragmentation mechanism as above. We show that there exists a phase transition
between regimes whereby this EFC process comes down from infinity or not. In the
case where it does come down from infinity we develop an excursion theory for the
process where the excursions are the periods of time spent with finitely many blocks.
Using this excursion theory we can compute a number of interesting quantities, such
as the speed of coming down from infinity.
1.5 Publication details
The second and third chapters are based on two submitted papers.
CHAPTER 2
[48] Universality in a class of fragmentation-coalescence processes, with Andreas E.
Kyprianou and Tim Rogers
Preprint arXiv:1504.03196, under review.
CHAPTER 3
[49] A phase transition in excursions from infinity of the ‘fast’ fragmentation-coalescence
process with Andreas E. Kyprianou, Tim Rogers and Jason Schweinsberg.





In this chapter we will introduce and analyse a class of fragmentation-coalescence pro-
cesses defined on a finite system of particles. As mentioned in the introduction, when
such processes are used in applied fields, it is common to use mean-field equations
to provide an approximation for the behaviour of the system when the system size
is large, see Aldous [2]. An important question therefore arises: are these processes
self-averaging so that the mean-field calculations are relevant? In other words, as the
system size tends to infinity does the behaviour of the system converge to that of the
deterministic mean-field equations?
Another key concept in the understanding of large-scale interacting systems is that
of universality – that certain important macroscopic properties often do not depend on
the detailed features of the particles and dynamics involved, but rather a much smaller
set of properties determine how these processes behave in the thermodynamic limit. In
fragmentation-coalescence processes, the antagonistic nature of the driving mechanisms
can give rise to self-organised criticality in certain limits, whereby the system evolves to
a stationary distribution that exhibits scale-invariant behaviour normally characteristic
of a phase transition [63]. It is therefore natural to ask if this behaviour is universal.
A distribution, f , is scale-invariant if there exists x0 > 0 and d ∈ R such that
f(αx) = αdf(x),
for all α ≥ 0, x ≥ x0, such that αx ≥ x0. These distributions are exactly those that
have “power-law tails”, i.e. distributions, f , such that there exists x0 > 0, d > 0 and
a constant c > 0 such that
f(x) = cx−d, for all x ≥ x0.
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Here we will show that the answer to the above two questions is yes for a broad
class of fragmentation-coalescence processes. The class we study allows for multiple
clusters to coalesce simultaneously and varying rates, combined with fragmentation
events that shatter clusters to singletons. These events occur at rates independent of
cluster size, and some mild technical assumptions are made to control error terms. We
show that such processes of this class approach their deterministic mean-field equations
as the system size grows, and moreover, that in the limit of small fragmentation rate
we observe a universal cluster size distribution with a power-law tail exponent of 3/2.
Finally, we explore this deterministic limit in more detail for certain examples in
the class. First, we find a scaling limit for the number of clusters that the system has
in the thermodynamic limit of system size. Then we look at the particular case where
only binary coalescence is allowed and recover the Smoluchowski coagulation equations
under certain fragmentation regimes.
2.1 Introduction and main results
2.1.1 Finite fragmentation-coalescence processes
We now formally introduce the class of processes that we will be working with. They
are similar to the one introduced by Ra´th and To´th [63], except we have removed the
sized-biased nature by making the fragmentation-coalescence mechanisms act on the
clusters rather than the particles in the cluster. In addition, we have generalised the
coalescence mechanism.
Consider a collection of n identical particles, grouped together into some number
of clusters. We define a stochastic dynamical process as follows:
1. Every subset of k clusters coalesces at rate α(k)n1−k, independently of everything
else that happens in the system. The coalescing clusters are merged to form a
single cluster with size equal to the sum of the sizes of the merged clusters.
2. Clusters fragment at rate λn > 0, independently of everything else that happens
in the system. Fragmentation of a cluster of size k results in k ‘singleton’ clusters
of size one.
The standard choice of initial condition is the state with n singleton clusters and
this will be the case throughout this chapter. The factor of n1−k appearing in the
coalescence rates is included to compensate for the combinatorial explosion in the
number of k-tuples as n gets larger. In this way, when there are order n clusters, the
global rates of fragmentation and coalescence of any number of clusters are all order n,
as long as
∑∞
k=1 α(k)/k! < ∞. Note that this choice is necessary to ensure that there
is a single dominant timescale for the dynamics.
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Figure 2-1: An illustration of possible events (a) coalescence of three clusters, (b) coalescence
of four clusters, (c) fragmentation of a cluster.
For each n ∈ N, and j ∈ {1, . . . , n}, the state of the system is specified by the




#{clusters of size j at time t}, 1 ≤ j ≤ n,
which we take to be continuous from the left, with right limits. Another natural
quantity is the empirical cluster size distribution, defined by
pn,j(t) :=
#{clusters of size j at time t}
#{clusters at time t} , 1 ≤ j ≤ n. (2.1)
Rather than working with these quantities directly, considerable simplification is pos-




xjwn,j(t), n ≥ 1, (2.2)







, n ≥ 1 . (2.3)
2.1.2 Main results
The first main result shows that processes in the class outlined in 2.1.1 are self-averaging
with respect to the distribution of cluster sizes as n→∞.
Theorem 2.1. Suppose that the coalescence rates α : N→ R+ satisfy
α(k) ≤ C exp(γk ln ln(k)) , ∀k , (2.4)
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for some C > 0 and γ < 1. Suppose λ = limn→∞ λn exists, and that G : [0, 1]×R+ → R
is the unique solution of the deterministic initial value problem
G(x, 0) = x ,
∂G
∂t










(i) If λ > 0, then in the limit n → ∞ the empirical generating function Gn(x, t)






]→ 0, as n→∞.
(ii) If λ = 0, then the above result holds for t ∈ [0, T ], for any T <∞.
Remark 2.2. (i) It should be noted that condition (2.4) is a sufficient technical con-
dition, but may not be minimal.
(ii) There is an intuitive interpretation to the equation that G solves. The λx term is
the gain of clusters of size one arising from fragmentation events, with −λG(x, t)
being the loss of larger clusters due to fragmentation events. For the second part
of the equation, note that the density of k-tuples of blocks is roughly G(1, t)k.
Then the G(x, t)k term denotes gaining larger sized clusters due to coalescence of
k smaller clusters (larger powers of x involved), with −kG(1, t)k−1G(x, t) being
the loss of k small clusters due to those events (one term with x in the argument).
2.2 Thermodynamic limit
We will focus our proof on the case of fixed fragmentation rate λn ≡ λ ∈ (0,∞);
the extension to the joint limit differs only in a few places that we discuss at the
end. Besides standard generating function technology, our methods rely on Gronwall’s
Inequality [76] which we reproduce below for convenience.
Lemma 2.3 (Gronwall’s Inequality). Suppose f : [0,∞) → R is differentiable and
satisfies the following differential inequality
d
dt
f(t) ≤ af(t) + b, t > 0,




eat − 1) if a 6= 0
f(0) + bt if a = 0
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The idea of the proof of Theorem 2.1 is to bound the derivative of the expected
squared difference between G(x, t) and Gn(x, t) in such a way so as we may apply
Lemma 2.3, where, here, a will be negative and b = bn will decay to zero as n→∞. To
achieve this, we will need to prove that the derivative exists and certain error quantities
(specified in the next section) converge to zero as n tends to infinity.
2.2.1 Mean-field calculation
We first undertake a mean-field calculation to determine a viable candidate for
limn→∞Gn under self-averaging.
















E[βn(x, t)] ≤ A
n
where A is a constant independent of n, x and t.
Proof. We need to consider the left and right derivatives separately. We show the
details for the right derivative, the details for the left derivative are almost identical.
From now on, let (Fn(t))t≥0 be the natural filtration of (wn,j(t), j = 1, . . . , n), t ≥ 0,
and label the right rate of change of Gn by
A+n : [0, 1]× [0,∞)× (0,∞)→ R,




Gn(x, t+ h)−Gn(x, t)
∣∣Fn(t)] .
Then it is clear that, if the limit exists, limh↘0 E[A+n (x, t, h)] is the right derivative.
In a small interval of time of length h 1, we can expect either nothing to occur,
at most one fragmentation to occur, or at most one coagulation to occur; all other
possibilities have probability of order o(h) of occurring.
1. Fragmentation of a cluster of size j in time (t, t + h] occurs with probability
hλnwn,j(t) + o(h), as nwn,j(t) is the number of clusters of size j. If this happens,
we lose one cluster of size j and gain j clusters of size 1.
2. Coagulation of k clusters in time (t, t + h] occurs with probability
h(α(k)/nk−1)Nn(l1, . . . , lk, t) + o(h), where l1, . . . , lk are the cluster sizes and
Nn(l1, . . . , lk, t) is the number of different combinations of clusters sized l1, . . . , lk
37
Chapter 2. Fragmentation-Coalescence Processes on Finite Systems
at time t. In this event we lose clusters of size l1, . . . , lk and gain a single cluster
of size l1 + · · ·+ lk
Summing over all possibilities we find that

























Nn(l1, . . . , lk, t) +
o(h)
h
where the contribution on the first line is the result of possible fragmentation events,
and the second line contains the contribution from possible coalescence events.
As n grows large, we claim that the dominant contribution to the combinatorial
factor Nn(l1, . . . , lk, t) is simply n
kwn,l1(t) · · ·wn,lk(t). If the cluster sizes are distinct
then this is the only term, otherwise, there is a subdominant correction resulting from
the fact that clusters cannot coalesce with themselves. Labelling this correction as
βn(x, t), which we will later bound, we obtain

























wn,l1(t) · · ·wn,lk(t)











k − kGn(1, t)k−1Gn(x, t)
)




The result is identical for the left derivative.
We must now prove that βn(x, t) → 0 as n → ∞, uniformly in x ∈ [0, 1] and
t ≥ 0. That is, for all possible configurations of l1, . . . , lk we must bound the difference
between Nn(l1, . . . , lk, t) and n
kwn,l1(t) · · ·wn,lk(t). To each such configuration l1, . . . , lk
we associate a partition pi of {1, . . . , k} by lu = lv if and only if u, v ∈ pii for some i.
In this way, the set Pk of partitions {1, . . . , k} enumerates all the ways we could have













γn(pi, x, t), (2.7)
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where

















Recall that |pi| denotes the number of clusters of pi ∈ Pk, |pii| denotes the cardinality
of the ith cluster of pi, and (y)z is the Pochhammer symbol. The first bracket of γn
is the change to Gn(x, t) when the coalescence occurs and is less than k, as x ∈ [0, 1].
The second bracket is the correction to Nn(l1, . . . , lk, t) and is equal to the value of
Nn(l1, . . . , lk, t) minus the dominant term we have already taken out.
Each multinomial in the second bracket of γn, when expanded, has at most 2
k terms
with varying powers of 1/n larger than or equal to one. Also, we can see that all the
terms are divisible by wn,l1(t) · · ·wn,l|pi|(t) and have a coefficient that is less than or















wn,l1(t) · · ·wn,l|pi|(t).
Summing over l1, . . . , l|pi| we have that,










Then noting that Gn(1, t)
|pi| ≤ 1 for all pi, we have






where Bk denotes the k
th Bell number and is the size of the set Pk. We bound Bk using
a recent result from [9], who extended Dobinksi’s formula for the Bell numbers to a
Bell function on R+, then bounding this function using a version of Stirling’s formula.
Therefore we obtain


















∼ k3/2 exp (−k ln ln(k) +O(k)) .
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And so we can conclude that,














as claimed, thus motivating our assumption (2.4) on α.











A+n (x, t, h)
]
(2.8)
and then this, combined with what has already been proved, will give us the desired
result. We will again look at left and right limits for (2.8) and know that they are
equal. We only give the proof of the right limit as the proof of the left limit is almost
identical. From equation (2.6) we know that, for all x, t, and h,






k − kGn(1, t)k−1Gn(x, t))




which, as Gn(x, t)
k ≤ 1 and Gn(xk, t) ≤ 1 for all k ∈ N, means that











We conclude that, for suitably small h,








which is finite by assumption (2.4). By Dominated Convergence the desired result
holds.
2.2.2 Solution of the PDE
Before we can prove Theorem 2.1, we must first check it is well-posed. That is, the PDE
(2.5) has a unique solution. The key tool for proving this result is the Picard-Lindeho¨f
Theorem.
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Theorem 2.5. (Picard-Lindeho¨f) Let F : R × R+ be locally Lipschitz continuous in
the first argmuent at x0, with Lipschitz constant L. Then solutions of the initial value
problem
x′(t) = F (x(t), t) , x(0) = x0 (2.10)
exist and are unique up to any T < 1/L.
Lemma 2.6. The PDE (2.5) has a unique solution.
Proof. First look at the equation for G(1, t). We have
∂G(1, t)
∂t
= F1(G(1, t)) , (2.11)
where





(1− k)gk . (2.12)
The derivative of F1 is uniformly bounded on g ∈ [0, 1] since









∣∣F ′1(g)∣∣ = λ+∑
k≥2
α(k)
(k − 2)! = L1 <∞. (2.14)
So F is uniformly Lipschitz with constant L1, and solutions for G(1, t) exist and are
unique up to T = 1/L1. In fact, because the Lipschitz constant is the same for all g,
we can stitch together as many intervals of length 1/L1 as we like to obtain existence
and uniqueness for all T .
Now consider any other x,
∂G(x, t)
∂t
= Fx(G(x, t), t) , (2.15)
where






gk − kG(1, t)k−1g) . (2.16)
The derivative is again bounded:






gk−1 −G(1, t)k−1) , (2.17)
and G(1, t) ∈ [0, 1] so an easy bound is
sup
g∈[0,1],t≥0
∣∣F ′x(g, t)∣∣ = λ+ 2∑
k≥2
α(k)
(k − 1)! = L <∞. (2.18)
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Since this is the same for all x, g and t we get existence and uniqueness globally.
2.2.3 Self-averaging
With the mean-field behaviour determined, we proceed to the proof of L2 convergence
for sample paths. The following two lemmas will help us bound the expected squared
difference of Gn, in a small interval of time h.










where D is a constant independent of x and t.






























 , t ≥ 0.
Since the internal expectation is bounded above by n+ 1, a similar dominated conver-
















 , t ≥ 0.
We proceed by again considering possible changes in a small time period [t, t+h). This
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Nn(l1, . . . , lk, t)
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Lemma 2.8. Define Dn : [0, 1]× [0,∞)→ R as follows,








(Gn(x, t+ h)−Gn(x, t))2
∣∣Fn(t)]] , x ∈ [0, 1], t ≥ 0,
Then
Dn(x, t) ≤ E
n
,
where E is a constant independent of n, x and t.
Proof. Once again we use the analysis of small time periods discussed in the proof of
Lemma 2.4. It is a simple matter of algebra to show that



























Nn(l1, . . . , lk, t)
]
,
hence, using the same techniques as were used to bound βn(x, t), we see that
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Applying the same techniques as in the proof of Lemmas 2.4 and 2.7, along with the
bound Gn(x
j , t)l ≤ 1 for all j, l ≥ 1, we obtain








































With the help of the above three lemmas we are now ready to prove Theorem 2.1.










G(x, t)k − kG(1, t)k−1G(x, t)
)
,
G(x, 0) = x.
We start noting that in the trivial case x = 0, we have for all t ≥ 0 that
Gn(0, t) = G(0, t) = 0.





, t ≥ 0.




































]−G(x, t)E[Gn(x, t)]) ,
and thus,
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dYn,x
dt
(t) = 2G(x, t)
∂
∂t























































Gn(x, t+ h)−Gn(x, t)
∣∣Fn(t)]]

















Using dominated convergence, via (2.9), we can take the limits inside to get
dYn,x
dt
(t) = 2G(x, t)
∂
∂t





































Using Lemma 2.4, Lemma 2.8, and the definition of G in (2.5) we see that
d
dt
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which can be rewritten as
d
dt










(G(x, t)k −Gn(x, t)k)


















(G(x, t)−Gn(x, t))G(1, t)k−1G(x, t)
]
. (2.22)
Note that the right hand side of (2.22) depends on Gn(1, t). For the boundary case
x = 1, however, we have a closed expression in Gn(1, t). The plan is thus to first show
the Theorem holds for x = 1 and use this to complete the proof for general x.


















In particular, Hn → 0 as n→∞ because of assumption (2.4).
Proof. Substituting x = 1 into (2.22) we see that
dXn
dt
















E[(G(1, t)−Gn(1, t))G(1, t)k(1− k).
Now, (G(1, t)−Gn(1, t))(G(1, t)k −Gn(1, t)k) ≥ 0, which means the second line above
is negative. Hence, together with Lemma 2.8, we have
dXn
dt
(t) ≤ −2λXn(t) + 1
n




(k − 1)! ≤ −2λXn(t) +Hn (2.24)
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We can now use this bound to complete the proof of Theorem 2.1.
Proof of Theorem 1 (cont.) (i) Continuing from (2.22), we have that
d
dt












G(x, t)2 −G(x, t)Gn(x, t)
)
+Gn(x, t)
k−1 (Gn(x, t)2 −G(x, t)Gn(x, t))




2 −G(x, t)Gn(x, t)
) ]
.
We will apply Lemma 2.9 to bound the sum of the Sk. First, it is necessary to bound the
sum in terms of E[|G(1, t)−Gn(1, t)|], and remove any terms involving just G(x, t) and
Gn(x, t). To do this we create terms that contain the positive term (G(x, t)−Gn(x, t))2,
so that if we pre-multiply them by something negative we can discard it for an upper









G(x, t)2 −G(x, t)Gn(x, t)
]
−G(x, t)k−1E [G(x, t)Gn(x, t)−Gn(x, t)2]
+G(x, t)k−1E
[



















G(x, t)2 −G(x, t)Gn(x, t)
)]
.
In creating the square term above, we get a similar term to what we started with but
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with the exponent of G(x, t) decreased by one and the exponent of Gn(x, t) increased
by one. We repeat this process until the exponent of Gn(x, t) is k−1. We then subtract






G(x, t)k−1(G(x, t)−Gn(x, t))2 +G(x, t)k−2Gn(x, t)(G(x, t)−Gn(x, t))2









G(1, t)k−1(G(x, t)−Gn(x, t))2 +G(1, t)k−2Gn(1, t)(G(x, t)−Gn(x, t))2










G(1, t)k−1(G(x, t)−Gn(x, t))2 +G(1, t)k−2Gn(1, t)(G(x, t)−Gn(x, t))2




















noting that the first six lines combined give something negative. As G(x, t) ≤ G(1, t)












G(1, t)k−2Gn(1, t)(G(x, t)2 − 2G(x, t)Gn(x, t) +Gn(x, t)2)
]































We gather terms inG(x, t)2, Gn(x, t)
2 and G(x, t)Gn(x, t), each multiplied by |G(1, t)j−
Gn(1, t)
j | for some j. Here we have taken absolute values in order to not worry about
signs. We do this by matching each of the terms from the first four lines of the above
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G(1, t)k−2 |G(1, t)−Gn(1, t)|+ . . .
+








( ∣∣∣G(1, t)k−1 −Gn(1, t)k−1∣∣∣+ . . .
+Gn(1, t)









G(1, t)k−2 |G(1, t)−Gn(1, t)|+ . . .
+G(1, t)









∣∣∣G(1, t)k−2 −Gn(1, t)k−2∣∣∣+ . . .
+Gn(1, t)
k−2 |G(1, t)−Gn(1, t)|
)]
.



















[∣∣∣G(1, t)k−2 −Gn(1, t)k−2∣∣∣+ . . .+ |G(1, t)−Gn(1, t)|] ,




















jE [|G(1, t)−Gn(1, t)|] ,
where the above inequality uses |yj − zj | ≤ j|y − z| for y, z ≤ 1. Thus
Sk ≤ 2α(k)(k − 1)
k(k − 2)! E [|G(1, t)−Gn(1, t)|]
We can plug this result back into (2.25) and see that
d
dt




k(k − 2)! +Hn.
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Now using Lemma 2.9 and the Cauchy-Schwarz inequality, we have that
d
dt







k(k − 2)! +Hn. (2.26)






















k(k − 2)! +Hn
→ 0
as n→∞, thanks to (2.4). This convergence is uniform in both x and t, as required.
(ii) For the case λn → 0, a few small changes need to be made to the proof. First,

























as n→∞, and so (1/n)Cn(t)→ 0 as n→∞, but now the convergence is only uniform
in t ∈ [0, T ], for any finite T . Hence, the convergence of Dn(x, t) in Lemma 2.8 is only
uniform in t ∈ [0, T ].
The main proof of Theorem 2.1 is identical up to (2.21), except any further point
which has a −2λYn,x(t) term should instead be replaced by a different term, as G in
this case contributes no terms that involve λn. This different term is
2λnE[Gn(x, t)(x−Gn(x, t))]− 2λnG(x, t)E[x−Gn(x, t)]
= 2λnE[(x−Gn(x, t))(Gn(x, t)−G(x, t))]
≤ 2λn
as both terms inside the expectation have absolute value less than or equal to 1.
It should be noted that only the fragmentation part of any equation changes, any-
thing which is to do with the coalescent part is unchanged. Hence, combining this with
the above means we can conclude that in this regime equation (2.24) will read
d
dt
Xn(t) ≤ 2λn +Hn,
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and hence, by Gronwall’s inequality,
Xn(t) ≤ (2λn +Hn)t ≤ (2λn +Hn)T → 0,
as n→∞, uniformly in x ∈ [0, 1] and t ∈ [0, T ]. Finally, we can conclude that in this
regime (2.26) will read
d
dt






k(k − 2)! +Hn.
Hence, by Gronwall’s inequality,





















as n→∞, uniformly in x ∈ [0, 1] and t ∈ [0, T ], as required.
2.3 Further results
In the first chapter, we mentioned an open conjecture of Aldous (and others) concerning
when a finite volume stochastic coalescent converges to solutions to the equivalent
Smoluchowski coagulation equations. The method used in the previous section can be
used to provide an alternative proof of the weak law of large numbers results of Norris
[60] in the specific case of the unit kernel, K ≡ 1.
Proposition 2.10. Let wn(t) be the ML


















wl(t), j ≥ 1.
Note: the ML(n) process in this case can be thought of as the case with α(2) = 1
and α(k) = 0 otherwise and no fragmentation.
Proof. We use the same generating function G as in the previous section and make a
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small modification to the proof of Theorem 2.1 part (ii). By removing all mention of
λn, and therefore fragmentation, we change nothing and the result still holds that
Gn(x, t)→ G(x, t)
in L2, as n→∞ uniformly on [0, T ], where G solves the equation













we just need to solve the differential equation and expand it as a power series in x to get
the coefficients w∞,k(t) and show these match the solutions to the Smoluchowski coag-
ulation equations with unit kernel. First solve for G(1, t), which reduces the problem
to
G(1, 0) = 1
dG
dt
(1, t) = −1
2
G(1, t)2,





Now we can solve the family of ODEs












which has a unique solution
G(x, t) =
4x







































which matches the solutions to the Smoluchowski coagulation equations, as required.
In fact, this result extends to a new result involving the same process but adding
fragmentation at rate λn → 0, as noted in the following corollary.
Corollary 2.11. Suppose λn → 0, α(k) = 1 if k = 2 and is zero otherwise. Let









which are the solutions to the Smoluchowski coagulation equations with unit kernel.
Proof. By Theorem 2.1 we know that Gn(x, t)→ G(x, t) in L2 as n→∞, where G(x, t)
solves the differential equation







G(x, t)2 − 2G(1, t)G(x, t)) .
This is the same as in Proposition 2.10 above. The result follows in exactly the same
way as before.
Remark 2.12. Note here the difference between this result and the results of Ra´th and
To´th in [63]. When the coalescence and fragmentation mechanisms were size-biased
there were three regimes with differing behaviour depending on how fast λn converged
to zero, including the regime which exhibited self-organised criticality. Whereas, in this
case the speed of convergence is irrelevant and they all behave in the same way with no
strict self-organised criticality.
We can show a few more interesting results about specific processes in this class,
using Theorem 2.1. The first of these, is that we have a scaling limit for the cluster
counting process as the system size tends to infinity.
Corollary 2.13. Let α satisfy the conditions for Theorem 2.1. Define Nn(t) to be the




in L2 as n→∞, where G is defined in Theorem 2.1.
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Figure 2-2: A plot of G(1, t) for various values of λ and c, where only binary coalescence is
allowed. Convergence to the steady state appears rather rapid.
Also, in the special case that we only allow binary coalescence events, we can solve
the differential equations to get an explicit formula for this scaling limit.
Corollary 2.14. Let α(2) = c and α(k) = 0 otherwise. Define Nn(t) to be the number
of clusters at time t in a system with n particles. Then

















































in L2 as n→∞.
The first part of Corollary 2.14 can be difficult to visualise so Figure 2-2 shows how
this function looks for some values of λ and c.
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in L2, as n → ∞, which proves Corollary 2.13. For Corollary 2.14, we can just solve
the initial value problem for G(1, t) using separation of variables, which in this case is
dG
dt
(1, t) = λ− λG(1, t)− c
2
G(1, t)2
G(1, 0) = 1
where λ = 0 in case (ii). Hence, G(1, t) solves∫
1
λ− λG− (c/2)G2dG = t+ C, and G = 1 if t = 0
where C is a constant, thus in case (i), where λ > 0, putting (2.3) into the form∫
1
















and rearranging gives the result.
2.4 Universal stationary distribution
Now that we know how the empirical generating function Gn(x, t) converges in the
large n limit, we can extract a prediction for the stationary distribution of cluster










, G(x) = lim
t→∞G(x, t),
g(x) = lim
t→∞ g(x, t) =
G(x)
G(1)
, pj = lim
t→∞ limn→∞ pn,j(t).
Under self-averaging, the stationary cluster size distribution is found simply by deter-
mining the fixed point G(x) of the differential equation (2.5) and developing g(x) as a
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power series. In practice, this procedure is only tractable in the limit λ↘ 0, where we
find a particular limiting distribution.
j
pj
Figure 2-3: Example of a fragmentation-coalescence process with fragmentation rate λ = 10−7
and coalescence rates α(3) = 1, α(4) = 2 and α(k) = 0 otherwise. A comparison between a
single simulation run with n = 109 particles, stopped at time T = 106 (black) and the n → ∞
limit given by Theorem 2.15 (pale blue). The higher points correspond to the odd sized clusters,
the lower ones correspond to even sized clusters which are asymptotically vanishing in the limit
n→∞, λ→ 0.
Theorem 2.15. If α satisfies (2.4) and m is the smallest integer such that α(m) > 0,

























j−3/2 if m− 1 divides j − 1, or j = 10 otherwise
where f ∼ g means f(j)/g(j) → c as j → ∞ for some positive constant c, regardless
of α.
The power-law tail of cluster size distribution is reminiscent of critical behaviour
occurring at the gellation time in some pure coalescent processes [2], although here it
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is not a transient phenomenon but rather is approached in the long time limit. This
is the essential characteristic of self-organised criticality, however, there is an unusual
complication here that the result depends on the strict order of the n→∞ and λ→ 0
limits; taking λn → 0 we recover a pure coalescent process that does not posses this
characteristic power-law.
While it is quite typical for critical processes to exhibit universality in the scaling
exponents, our result says something stronger that in fact the limiting cluster size
distribution is almost completely independent of the coagulation rates, depending only
on the identity of the first non-zero rate. A surprising consequence is that if, for
example, the model coalesces clusters in groups of three and four (but not pairs) then
in the large n and small λ limit we will see no clusters of even size whatsoever in
the stationary distribution. Figure 2-3 shows an example of this phenomenon for the
model with rates α(k) = δk,3 +2δk,4 . The model has the apparently paradoxical feature
that clusters of even size are vanishingly rare, despite the fact that some two-thirds of
clusters are singletons, and α(4) > α(3).
The classical technique of series inversion that dates back to Newton, Lagrange,
Bu¨rmann and Puiseux will be vital in proving this result. In particular, the following
theorem is a sub-case of results of those authors (see [41], p. 183):




k for integer m ≥ 1 and non-negative real constants {ak}. The




















In particular, note that b1 = (1/a1)
1/m.
Proof of Theorem 2.15. Recall that the limit generating function G(x, t) obeys
∂G
∂t






G(x, t)k − kG(1, t)k−1G(x, t)
)
. (2.27)
We also know that G(·, t) : [0, 1] → [0, 1] is a monotonically increasing function. It
follows that the RHS of (2.27) is monotonically decreasing as G increases, is positive
for G = 0 and negative for G = 1. Therefore in long times we have G(x, t) → G(x),
where
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where m is the least integer such that α(m) > 0, and ck are the appropriate constants.







For general x, equation (2.28) implies the same leading order behaviour of G(1) in λ.
Recalling the definition g(x) = G(x)/G(1) at the start of this section, we see that

































m −mg(x)) + o(λ), x ∈ [0, 1].
In other words, when m is the smallest integer such that α is non-zero, we find that in
the limit as λ↘ 0,
mg(x)− g(x)m − x(m− 1) = 0.
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using the product formula for series. To get the summands for (2.30) we need to look






















(j − 1)! if m− 1 divides j − 1,
or j = 1
0 otherwise.



















if m− 1 divides j − 1, or j = 1
0 otherwise.




regardless of the values of α(k), k ≥ 2.
Remark 2.17. This result can perhaps be a little surprising, so we’ll provide some
intuition. As the universal exponent is 3/2 this implies the mean cluster size diverges
to infinity and the number of clusters falls below order n. We’ll take the example from
before where α(k) = δk,3 + 2δk,4. The coalescence rates of 3 clusters is scaled by n
−2
and those of 4 clusters is scaled by n−3. When there are order n number of clusters
this means the total rates for both are matched at order n. However, once the number
of clusters decreases to order nβ, where β < 1, this becomes unbalanced in favour of
coalescence involving 3 clusters by a factor of n1−β. Hence, coalescence events involving
3 clusters is infinitely more frequent than coalescence events involving 4 clusters, and
thus it is only the results of the former that we see in the infinite limit.
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CHAPTER 3
THE FAST FRAGMENTATION-COALESCENCE PROCESS
In the previous chapter, when defining the dynamics of our process on a system with
n particles, we were scaling our k-coalescence rates by n1−k to ensure that the total
coalescence rate was of the same order as the total fragmentation rate (in the λn ≡ λ
case). This allowed us to see both dynamics in the infinite limit. However, when the
fragmentation rate converged to zero with n, and therefore the total coalescence rate
outweighed the total fragmentation rate, we did not see the fragmentation dynamics
in the infinite limit.
Is this still the case in the realm of exchangeable fragmentation-coalescence pro-
cesses? Such processes require compatibility (where the behaviour of the first n inte-
gers of a process defined on n + 1 integers is distributed like the process defined on
n integers) and hence we cannot scale the coalescence rates by system size, n. If we
take similar coalescence and fragmentation mechanisms from Chapter 2, but without
any scaling the coalescence rate with system size, does this mean that we don’t see the
fragmentation dynamics in the infinite limit?
As an example, if we coalesce pairs of blocks at rate c (a scaled Kingman coalescent)
and fragment blocks as before at rate λ, then a na¨ıve intuition would suggest that
coalescence dominates fragmentation rate, because the total coalescence rate is of order
n2 and the total fragmentation rate is of order n. In particular, a nav¨e prediction would
be that, regardless of the values of c and λ, the process would come down from infinity,
just as Kingman’s coalescent would. However, perhaps surprisingly, this intuition will
turn out to be false and there is in fact a phase transition in the quantity 2λ/c, where
on one side the process comes down from infinity and on the other it stays infinite.
We introduced exchangeable fragmentation-coalescence (EFC) processes in Chapter
1, which were first explored by Berestycki [11]. Such processes are, in a rough sense,
constructed by allowing a homogeneous fragmentation (Bertoin [16]) and an exchange-
able coalescent (Schweinsberg [67], Mo¨hle & Sagitov [59]) to run simultaneously. The
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questions that often arise from these processes are about how many blocks the process
has, and the sizes of the blocks. This will be our focus too.
The chapter is laid out as follows: Section 3.1 introduces the fast fragmentation-
coalescence process, and the main results we have proved about this process. Section
3.2 is devoted to proving the main result about this process. Section 3.3 proves some
further results about the block counting process and the excursion process behind it.
3.1 Introduction and main results
Chapter 1 goes into more detail as to the history and construction of these processes,
we just give a brief reminder of the main points. EFC processes take place on the
space of partitions of N, although they can equivalently be looked at on the space of
decreasing sequences with unit mass, S↓. The notion of coalescence and fragmentation
will act on the blocks that make up the partition. We have two operators, Coag and
Frag, which define the actions of a coalescence and fragmentation event on a partition
below.
Coag : P × P → P







Frag : P × P × N→ P
(pi, pi′, k) 7→ p˜i
where the blocks of p˜i consist of the blocks pii, if i 6= k, and pik ∩ pi′j for j ∈ N.
The dynamics of this process are defined by two independent Poisson point pro-
cesses, PPPC and PPPF , which govern the coalescence and fragmentation as follows.
For each of these we need an exchangeable measure, C and F , on P, which by Propo-









where ck, ce are constants which govern the speed of Kingman’s coalescent and ero-
sion respectively, νCoag, νDisl are exchangeable measures on S↓, and µν is Kingman’s
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paintbox measure generated by ν. If (t, pi(t)) is an atom of PPPC , then
Π(t) = Coag(Π(t−), pi(t)),
and if (t, pi(t), k(t)) is an atom of PPPF , then
Π(t) = Frag(Π(t−), pi(t), k(t)).
The partition contains a lot of information, which can make it difficult to understand
the true behaviour of these processes. Hence, we tend to look at processes which
condense this information down to amounts which are much easier to understand. We
look at two such processes. The first is the block counting process N , which is the
number of non-empty blocks of Π. The second is the process X = (|Π1|, |Π2|, . . .)↓,
which measures the asymptotic frequency of these blocks, which is defined below for
the ith block of Π
|Πi(t)| = lim
n→∞
{1, . . . , n} ∩Πi(t)
n
.
By Theorem 7 in [11], we know that these asymptotic frequencies exist for all blocks
at all times t almost surely and also that X is a Feller process on the space S↓. As a
reminder the definition of a Feller process is stated below.
Definition 3.1 (Feller Process). Let S be a locally compact, separable metric space. A
continuous time Markov process (Yt)t≥0 on S is a Feller process if, for all continuous
functions f : S → R, its associated semigroup (P Yt )t≥0 satisfies
(i) P Yt f is a continuous function for all t ≥ 0,
(ii) P Yt f(y)→ f(y), as t ↓ 0, for all y ∈ S
3.1.1 The ‘fast’ fragmentation-coalescence process
We will start with an informal outline of and the motivation behind what we call the
‘fast’ fragmentation-coalescence process. Recall Kingman’s coalescent from Chapter 1,
which is the exchangeable coalescent process where every pair of blocks coalesces at
rate c > 0. It was shown that this coalescent comes down from infinity, that is,
inf{t > 0 : Nt <∞} = 0 Ppi − a.s.
so the first hitting time of a state with finitely many blocks is 0 almost surely.
It was shown by Berestycki [11] that this was still the case for an EFC process
with coalescent mechanism given by Kingman’s coalescent and certain fragmentation
mechanisms. These fragmentation mechanisms allow each block to fragment at a finite
rate into finitely many smaller blocks, with an additional condition that the dislocation
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This allowed the block counting process Nt to use results for logistic branching processes
from Lambert [50].
This leads us to an interesting question: does there exist a finite rate fragmentation
mechanism which prevents Kingman’s coalescent from coming down from infinity? This
is the motivation behind the fast fragmentation-coalescence process.
Hence, we borrow the fragmentation mechanism from Chapter 2, where every block
fragments into its constituent singletons at rate λ. This is exchangeable, as we will see
in the formal definition, and is the most extreme finite rate fragmentation mechanism.
Therefore, if this EFC process still comes down from infinity with this fragmentation
mechanism, then it would be fairly safe to assume all finite rate fragmentation mecha-
nisms still allow Kingman’s coalescent to come down from infinity.
To answer this question we must look at the Markov chain N := (Nt : t ≥ 0) on
N ∪ {∞}, which represents the number of blocks in the fast fragmentation-coalescence
process. Its transitions are specified by the Q-matrix having entries given by the








if j = i− 1,
λi if j =∞.
This is due to Kingman’s Theorem (Theorem 1.19) which states that all exchange-
able random partitions can be constructed using a paintbox. Hence, all exchangeable
random partitions have blocks which either have positive asymptotic frequency or are
singletons, and if there are singletons then the set of all singletons has positive asymp-
totic frequency (i.e. there are infinitely many of them). Hence, if an exchangeable
random partition has finitely many blocks, then all blocks must be infinite in size.
Therefore if one block fragments, then the result is infinitely many singletons forming
and thus N jumps to infinity.
Informally, we are interested in understanding whether the fragmentation mech-
anism will be felt when N is large, or would the Kingman coalescent part simply
dominate the process in those states, hence meaning that the process comes down from
infinity. In this setting this corresponds to whether the state {∞} is absorbing or re-
current for N . That is to say, we want to know whether it is possible to construct a
recurrent extension of the process N beyond its first hitting time of {∞}, when issued
from a point in N. The idea that the process ‘comes down from infinity’ is then clearly
captured in the notion that N instantaneously visits N after entering the state {∞}.
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Formal definition
To formally define the fast fragmentation-coalescence process we must specify ck, ce, νDisl
and νCoag. These two constants and two exchangeable measures will then specify the
measures which determine the Poisson point processes that govern the dynamics of Π.
As our coalescent part shall be Kingman’s coalescent, we will take ck = c > 0
and νCoag = 0. For our fragmentation part, if we recall 0 = ({1}, {2}, . . .), then we
take F = λδ0, for λ > 0. That is to say, by our definition of the Frag operator, each
block is fragmented entirely into its constituent singletons. This is a valid exchangeable
measure as we can take νDisl = λδ0, where 0 is the mass partition made of an infinite
sequence of zeros. Then with no erosion present, i.e. ce = 0, the paintbox of νDisl gives
F as required.
3.1.2 Notation
A reminder and introduction to some of the notation used throughout this chapter:
• P: the space of all partitions on N.
• Pn: the space of all partitions on{1, . . . n}, where n ∈ N.
• PB: the space of all partitions on B ⊂ N.
• Π = (Π(t), t ≥ 0): a right-continuous P-valued Markov process. It will generally
represent the fast fragmentation-coalescence process defined above.
• Π(n) = (Π(n)(t), t ≥ 0): is the restriction of Π to {1, . . . , n}.
• N = (N(t), t ≥ 0): the process with value the number of non-empty blocks of Π,
N(t) = #Π(t).
• M = (M(t), t ≥ 0): is the process defined as M(t) := 1/N(t) when N(t) < ∞
and M(t) = 0 if N(t) =∞.
• Ppi(·) := P(· |Π(0) = pi).
• Pn(·) := P(· |N(0) = n).
• Epi[·] := E[· |Π(0) = pi],
• En[·] := E[· |N0 = n],
• τk := inf{t ≥ 0 : N(t) = k}, k ∈ N ∪ {∞}.
• τ (n)k := inf{t ≥ 0 : #Π(n)(t) = k}, k ≤ n.
• ρ: stationary distribution of Π (existence proven by Theorem 8 in [11]),
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• ρM : stationary distribution of M (existence to be proven),
• E : the path space of M ,
• : an excursion path of M ,
• ζ: the excursion length of ,
• Q: the associated excursion measure for M .
3.1.3 Main results
The main result we have for this process is that there is a phase transition in coming
down from infinity for Π. It turns out to be more convenient to study the recipro-
cal process M := 1/N . The case that there is a recurrent extension of M from 0
corresponds to the ability of the fast fragmentation-coalescence process to come down
from infinity. Moreover, if M = 0 is an absorbing state then the fast fragmentation-
coalescence process stays infinite. It transpires that θ := 2λ/c is the quantity that
governs this behaviour.
Theorem 3.2 (Phase transition).
(i) If θ ∈ (0, 1), then M := (M(t) : t ≥ 0) is a recurrent Feller process on {1/n : n ∈
N}∪{0} such that 0 is instantaneously regular (that is to say 0 is a not a holding
point) and not sticky (that is to say
∫∞
0 1{M(s)=0}ds = 0 almost surely).
(ii) If θ ≥ 1, then 0 is an absorbing state for M .
The remainder of our focus in this area is on the subcritical case, where Π comes
down from infinity. The above theorem alludes to the existence of an excursion theory
for the process M away from 0. In addition, we know from Theorem 8 in [11] that
there exists a stationary probability measure ρ that Π converges to in distribution to,
as t → ∞. Although, we do not have an explicit construction of ρ, we can find the
stationary distribution of M , ρM , and therefore that of the number of blocks of Π under
stationarity.





Γ(k − 1 + θ)
Γ(k + 1)
, k ∈ N.
A simple corollary of this theorem is that the proportion of time spent with all integers
in one block tends to 1 − θ almost surely. Another property that can be captured
in the recurrent case is that, in the appropriate sense, the rate of coming down from
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infinity matches that of Kingman’s Coalescent. To this end, let us denote by P1/n, for
n ∈ N ∪ {+∞}, the probabilities of M . Furthermore, define the excursion space, E ,
E := { : R+→ R, where (0) = 0 and −1(R\{0}) = (0, ζ) for some ζ > 0},
with associated excursion measure Q on E (defined by Itoˆ’s Theorem). Further back-
ground is supplied in Section 3.3.
Theorem 3.4 (Speed of coming down from infinity). Suppose that θ ∈ (0, 1).
(i) Let e
(∞)




































Figure 3-1: A computer simulation of the trajectories of N (blue) and M (black) restricted to
n = 106 integers, with c = 1 and λ = 0.2. The inset shows detail of typical behaviour near M
= 0; the red line here illustrates the ‘speed’ predicted by Theorem 3.4.
3.2 Phase transition in coming down from infinity
This section is devoted to the proof of Theorem 3.2, which shows the existence of a phase
transition in θ for Π coming down from infinity. We start by proving four technical
lemmas that, when combined, will show the behaviour of Π in the subcritical case,
θ ∈ (0, 1), and therefore prove part (i) of the theorem. Let T = inf{t > 0 : N(t) <∞},
i.e. the time needed to observe a finite state. The next Lemma shows that when θ < 1,
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we have T = 0 a.s., which establishes that the process instantaneously comes down
from infinity.
Lemma 3.5. If θ ∈ (0, 1) and pi ∈ P, then Ppi(T = 0) = 1.
Proof. To prove this lemma we will uniformly bound the expected hitting time of the
state with one block when starting from a state with n blocks. This will therefore
prove that T is almost surely finite. To complete the proof we will show that if T is
almost surely finite, then it must almost surely be zero. We do this by showing that
the expected value of T is bounded above by the expected time for the process to reach
a state with k blocks, for all k ∈ N, and showing that this converges to zero as k tends
to infinity.
We first look at the probability of hitting the state with 1 block before any fragmen-
tation event occurring when the process starts with n blocks. Suppose we label this
probability pn,1. Recall that θ := 2λ/c. From the definition of the model, holding times
are exponential random variables in states with finitely many blocks, say k, and the





with the total rate of fragmentation being λk. Hence
















k − 1 + θ =
Γ(n)Γ(1 + θ)
Γ(n+ θ)
∼ Γ(1 + θ)n−θ, (3.1)
as n tends to infinity. We now find an expression for the expected time until the first
fragmentation event. We do this by splitting this expected time over the number of
blocks the process has when it fragments. Write Pn to denote probabilities when the




En [τ∞|N(τ∞−) = k]Pn(N(τ∞−) = k) (3.2)
First we find the probability that the first fragmentation event occurs when the process
is in a state with k blocks.























j − 1 + θ
=
θ




θΓ(n)Γ(k − 1 + θ)
Γ(n+ θ)Γ(k)
. (3.3)
Next we bound the other term in the sum in (3.2). Note further that N can only
68
Chapter 3. The fast fragmentation-coalescence process
decrease in steps of size one and hence can’t skip any integer when decreasing (we refer
to this as having skip-free downward paths). In addition, the holding time in a state





+ λj. Hence, conditioned on
the first fragmentation event occurring when there are k blocks, τ∞ is a sum of these
exponential random variables. Therefore




2λj + cj(j − 1)
≤ 2




































k − 1 + θ
)




Γ(k − 1 + θ)
Γ(k + 1)
. (3.5)
as 1/(k − 1 + θ) is decreasing in k.
We can now use this to bound En[τ
(n)
1 ], and therefore Epi[τ
(n)
1 ]. There will be
a number of fragmentation events before the first hitting time of the state with 1
block. These fragmentation events will cause the number of blocks to increase by some
number depending on the size of the block fragmented. As N is a skip-free process when
decreasing, we have Ek[τ
(n)
1 ] ≤ En[τ (n)1 ] for all k ≤ n. Therefore, if every fragmentation
event moved the process back to the state with n blocks again, instead of some number
between 2 and n, the expected hitting time of the state with 1 block will be larger.
Hence, consider a slightly different Markov process on Pn, say Π̂(n), where the
rates of coalescence and fragmentation are the same as Π(n) (the process Π restricted
to {1, . . . , n}), but when fragmentation occurs, we return to the state 0|[n]. We can
consider, for #Π̂(n), the number of times the system attempts to descend to 1 from the
initial state n, where a failure corresponds to a fragmentation event occurring before it
reaches state 1. It is a geometric random variable with success rate pn,1 and thus the
expected value of this random variable (expected number of attempts until success)
will be p−1n,1. Equation (3.5) tells us the expected amount of time each failure will take,
69
Chapter 3. The fast fragmentation-coalescence process
we have
En[inf{t > 0 : #Π̂(n)(t) = 1}] = p−1n,1En[τ∞].
Using the same argument as for Π, it is straightfoward to see that,
Ek[inf{t > 0 : #Π̂(n)(t) = 1}] ≤ En[inf{t > 0 : #Π̂(n)(t) = 1}],
for 1 ≤ k ≤ n. The transition rates of #Π̂(n) from k to k − 1 are identical to #Π(n),
but now at rate λk, #Π̂(n) transitions to state n, whereas #Π(n) transitions at the
same rate but to some state between k + 1 and n depending on the size of the block
fragmented. Hence by the monotonicity property of both #Π(n) and #Π̂(n), and the





1 ] ≤ En[inf{t > 0 : #Π̂(n)(t) = 1}] = p−1n,1En[τ∞].
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Γ(k + 1)














where D is a constant that does not depend on n or on the initial state pi. The above






1 = inf{t : Π(n)(t) = [n]} be the first time that the integers 1, . . . , n are
all in the same block. Then τ
(1)
1 ≤ τ (2)1 ≤ · · · , and so τ (n)1 increases to some limit τ (∞)1 .
As supn En[τ
(n)
1 ] = supn e
(n)
1 <∞, it follows from the Monotone Convergence Theorem
that Epi[τ
(∞)
1 ] < ∞ and so τ (∞)1 < ∞ a.s. Hence, N(τ (∞)1 ) = 1, and so τ (∞)1 = τ1. It
follows that τ1 and thus T are Ppi-almost surely finite.
To prove that T = 0 almost surely, we bound the expected time for N to hit k
from initial state n uniformly in n and prove that this converges to 0 as k →∞. The
proof is very similar to the argument above. To this end, let pn,k be the probability
of N hitting the state with k blocks before a fragmentation event occurs. A similar
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) = Γ(k + θ)Γ(n)
Γ(n+ θ)Γ(k)
. (3.6)
Then, using the same argument as for e
(n)
















Γ(j − 1 + θ)
Γ(j + 1)






















jθ−2 → 0, (3.7)
for some constant D2, as k → ∞, because the series is finite for θ ∈ (0, 1) and Γ(k +
a)/Γ(k+b) ∼ ka−b as k →∞. Let τ (n)k denote the first time the process Πn has k blocks.
Then τ
(k)
k ≤ τ (k+1)k ≤ · · · , so τ (n)k increases to some limit τ (∞)k . As supn En[τ (n)k ] =
supn e
(n)
k <∞, it follows from the Monotone Convergence Theorem that Epi[τ (∞)k ] <∞
and so τ
(∞)
k < ∞ a.s. Hence, N(τ (∞)k ) = k, and so τ (∞)k = τk. Thus, as T is the first
hitting time of any finite state
0 ≤ Epi[T ] ≤ Epi[τk], for all k ∈ N,
→ 0,
as k →∞, by (3.7). It follows that T = 0 Ppi-almost surely, as required.
The next result shows that, when the process starts from the partition of the positive
integers into singletons, although the process immediately comes down from infinity,
there are also fragmentation events at arbitrarily small times which cause the number
of blocks to become infinite.
Lemma 3.6. Let S = inf{t > 0 : N(t) = ∞}. If θ ∈ (0, 1) and pi is a partition with
infinitely many blocks, then Ppi(S = 0) = 1.
Proof. Let Fk be the number of fragmentations that occur before the first time the
71
Chapter 3. The fast fragmentation-coalescence process
number of blocks reaches k, so that pn,k = Pn(Fk = 0) is the probability that N
drops from n to k without a fragmentation occurring. When a fragmentation occurs,
the process N must first return to a state with n blocks before it can reach a state
with k blocks. Hence, we can conclude that, for n ≥ k, the random variable Fk is
stochastically dominates a geometric random variable with success probability pn,k.
Therefore, appealing to (3.6), for all j, k ∈ N, we have
Ppi(Fk > j) ≥
(
1− Γ(k + θ)Γ(n)
Γ(n+ θ)Γ(k)
)j
→ 1, as n→∞.
We can therefore conclude that for all k ∈ N, the number of fragmentation events that
occur before the process reaches any state with k blocks is infinite almost surely. The
result follows.
The next lemma proves that the process N (resp. M) is not sticky at {∞} (resp.
{0}.
Lemma 3.7. If θ ∈ (0, 1) and pi ∈ P, then ∫∞0 1{N(t)=∞} dt = 0, Ppi-almost surely.
Proof. To prove this result we will decompose Epi[τ1] into a sum over the expected
amount of time spent with N(t) = k before this hitting time for k ∈ {2, . . .} ∪ {∞}.
Then we will show that actually summing these over only the finite k gives Epi[τ1], so
the contribution of the time spent with infinitely many blocks is zero.
Let N (n)(t) be the number of blocks in the partition Π(n)(t). For k, n ∈ N ∪ {+∞}








be the expected amount of time for which the process Π(n) has k blocks, before the
time τ
(n)
1 . To calculate g
(∞)
k , note that each time the process N visits the state k,
it has probability pk,1 of reaching the state 1 before fragmentation, and if there is a
fragmentation the process must return to k before reaching the state 1. This is because
if N is finite, then every block is infinite in size by Kingman’s Theorem. Therefore,
assuming there are initially at least k blocks, the process makes p−1k,1 visits to k on












When the process N (n) visits k, there is still probability pk,1 that the process reaches
the state with one block before fragmentation, but the process could have fewer than
k blocks after fragmentation as the block is finite in size. Hence it could still have
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1 ] + g
(∞)
∞ .
Because the times τ
(n)
1 increase to τ1, which has finite mean as shown in the proof of
Lemma 3.5, it follows by letting n→∞ and using the Monotone Convergence Theorem
that g
(∞)
∞ = 0. That is, with probability one, the set of times that N spends in the
state ∞ before time τ1 has Lebesgue measure zero. This is sufficient to establish the
result.
To prove part (i) of Theorem 3.2, it remains to show that M and N are strong
Markov processes. It is known from results of Berestycki [11] that the partition-valued
EFFC process Π is a Feller process. However, while the processes M and N clearly
evolve in a Markovian way when there are only finitely many blocks, one could be
concerned about whether the Markov property holds when there are infinitely many
blocks, especially in view of the unusual behaviour described in Lemmas 3.5 and 3.6.
In particular, there is the question of whether knowing that the partition has infinitely
many blocks provides sufficient information about the partition to determine how the
number of blocks evolves in the future. The lemma below settles this question.
Lemma 3.8. If θ ∈ (0, 1), then (M(t), t ≥ 0) and (N(t), t ≥ 0) are Feller processes.
Proof. We prove this result by showing first that N is a Markov process and then that
it is a Feller process. The main issue is how N behaves in the state {∞}, hence we
will look at a modified process where the times when N(t) > k are cut out. Then we
show that the transition probabilities of N are a limit, as k → ∞, of the transition
probabilities of this modified process, which will show that N is a Markov process.
This modified process will then be used to show that N is a Feller process.
For k ∈ N and t ≥ 0, let Sk(t) = inf{u :
∫ u
0 1{N(s)≤k} ds > t}. Then let
Nˆk(t) = N(Sk(t)), t ≥ 0.
Note that the process Nˆk is the same as the original process N , except that the periods
during which the partition has more than k blocks are cut out. After every fragmen-
tation event, the process Nˆk jumps to k. Therefore, (Nˆk(t), t ≥ 0) is a continuous-






2 ≤ j ≤ k and Qˆj,k = λj for 1 ≤ j ≤ k − 1. Let pkt (i, j) = P (Nˆk(s+ t) = j|Nˆk(s) = i),
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t ≥ 0, i, j ∈ {1, . . . , k}, denote the transition probabilities associated with this chain.
Because
∫∞
0 1{N(t)=∞} dt = 0 a.s. by Lemma 3.7, it follows that for all t ≥ 0, we
have Sk(t) ↓ t a.s. as k →∞. Since (N(t), t ≥ 0) is right-continuous by Proposition 1 in
[49], it follows that Nˆk(t)→ N(t) a.s. as k →∞. Therefore, for all times t1 < · · · < tm
and positive integers j1, . . . , jm, we have
lim
k→∞
Ppi(Nˆk(t1) = j1, . . . , Nˆk(tm) = jm) = Ppi(N(t1) = j1, . . . , N(tm) = jm)
by the Dominated Convergence Theorem. By applying this result when m = 1 and the
initial partition has i blocks, we obtain for all i ∈ N, j ∈ N, and t > 0, the existence of
the limit
pt(i, j) := lim
k→∞
pkt (i, j).
Likewise, by considering an initial condition in which the partition has infinitely many
blocks, we obtain for all j ∈ N and t > 0 the existence of the limit





0 1{N(t)=∞} dt = 0 a.s. by Lemma 3.7, it is not hard to see that
Ppi(N(t) =∞) = 0 for all t > 0 and pi ∈ P. Therefore, for all t > 0, we let pt(i,∞) := 0
for all i ∈ N ∪ {+∞}. It then follows that, if pi has i blocks, then for j1, . . . , jm ∈
N ∪ {+∞},
Ppi(N(t1) = j1, . . . , N(tm) = jm) = pt1(i, ji)pt2−t1(j1, j2) . . . ptm−tm−1(jm−1, jm).
Thus, (N(t), t ≥ 0) is a continuous-time Markov process with transition probabilities
pt.
It remains to check that N , and therefore M , is Feller. Let f : N∪{+∞} → (0,∞)
be a continuous function, which in this setting means that limn→∞ f(n) = f(∞). Note
that the function f must be bounded. Using Pn to denote the law of N started from
n, we need to show that
1. For all n ∈ N ∪ {+∞}, we have limt→0 En[f(N(t))] = f(n).
2. For all t > 0, the function n 7→ En[f(N(t))] is continuous.
The first of these claims follows immediately from the right continuity of (N(t), t ≥
0), see Proposition 1 of [49], the boundedness of f , and the Dominated Convergence
Theorem. To prove the second claim, we need to show that limn→∞ En[f(N(t))] =
E∞[f(N(t))]. It suffices to show that for all j ∈ N and t > 0, we have
lim
n→∞ pt(n, j) = pt(∞, j).
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For n ≤ k < ∞, let ζn,k = inf{t : Nˆk(t) = n}. Observe that Sk(t + ζn,k) ↓ t + τn as
k →∞. Also, if the initial partition has infinitely many blocks, then τn ↓ 0 as n→∞
by Lemma 3.5. Therefore, using the right continuity on (N(t), t ≥ 0) in the first two
lines and the strong Markov property of (Nˆk(t), t ≥ 0) in the third line, we get
pt(∞, j) = lim
n→∞P0(N(t+ τn) = j)
= lim
n→∞ limk→∞






which completes the proof.
Now we can combine the previous four lemmas to prove the first part of Theorem
3.2. The second part of the theorem, which deals with the super-critical case θ ≥ 1,
requires a different method, which involves showing that excursions from {∞} for N
can’t exist almost surely.
Proof of Theorem 3.2. (i) The process M is a Feller process, and thus strong Markov,
by Lemma 3.8. That 0 is a regular point of M follows from Lemma 3.6, and that 0 is
not a holding point follows from Lemma 3.5. That 0 is non-sticky is a consequence of
Lemma 3.7. The proof of part (i) of Theorem 3.2 is now complete.
(ii) To prove part (ii) of the Theorem, we consider the excursions from infinity of
the process N and show that no such excursions can exist. Let uk be the expected
waiting time in a state with k blocks, specifically
uk =
2
2λk + ck(k − 1) .
Fix t > 0, and let sk(t) be the expected time spent in a state with k blocks during
excursions that started before time t. Also, let Ek(t) be the expected number of
excursions started before time t that reach a state with k blocks. Then
sk(t) = Ek(t) · uk,
and in particular note that because once an excursion has reached a state with k blocks,
the probability that it reaches the state with just one block is pk,1, hence
Ek(t) = pk,1E1(t)
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from (3.1) and therefore































Γ(k)Γ(1 + θ)k(k − 1 + θ) ,
which is +∞ if, and only if, λ/c ≥ 1/2, as then θ ≥ 1. However, if s1(t) > 0, then the
expected total time spent on excursions that start before time t must be finite as the
expected length of any one excursion must be finite. Otherwise, it would be the case
that E1(t) = 0 for all t ≥ 0, as E∞[τ1] would have to be infinite for an excursion to have
expected infinite length, because E1[τ∞] = 1/λ <∞. Therefore s1(t) = 0, which would
be a contradiction. Hence, we must conclude that s1(t) = 0 and therefore sk(t) = 0 for
all k ∈ N. That is Π stays infinite almost surely.
3.3 Excursions from 0 in the subcritical case
For the entirety of this section, we will assume that θ ∈ (0, 1). Therefore, Theorem 3.2
states that M is a Feller (and hence strong Markov) process, such that zero is a regular
and instantaneous point. Standard theory now allows us to invoke the existence of a
local time at zero for M , denoted by L = (Lt : t ≥ 0). Therefore, we can exploit the
powerful machinery of excursion theory to prove further important results, for example,
finding the stationary distribution of M (and therefore N) and the speed of coming
down from infinity in these cases.
We will therefore introduce some of the background and the main results of interest
to us from the field, our main sources being Bertoin [15], Dellacherie & Meyer [26] and
Itoˆ [42]. We consider the particular case where the sample space is R and let X be a
strong Markov process on the probability space (R,B(R),P). Let Px be the law of X
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started from x ∈ R. We provide a brief construction of the local time of X at x, Lx(t).
A far more detailed construction can be found in Chapter 4 of [15].
First, note that for some fixed c > 0, the probability that there is at least one
excursion of length greater than c is one, because x is an instantaneous point and
paths are right-continuous. Let l be the length of an excursion, then clearly
Px(l > c|l > a) > 0, for all a ∈ (0, c).
Hence, we can define a function γ : (0,∞]→ (0,∞) as
γ(a) =
1/Px(l > c|l > a) if a < cPx(l > a|l > c) if a ≥ c
In addition, define Za(t) to be the number of excursions of at least length a, started
before time t. Hence, Theorem 4 of [15] gives the construction of the local time.
Theorem 3.9. The following assertions hold a.s.:
1. For all t ≥ 0, Za(t)/γ(a) converges as a tends to 0+, the limit is denoted by
Lx(t).
2. The mapping t→ Lx(t) is incresing and continuous, it is called the local time of
X at x.
A very important process is the inverse local time, L−1x , of X at x defined as
L−1x (t) = inf{s ≥ 0 : Lx(s) > t}, t ≥ 0.
This process captures the excursion intervals of X away from x, which are all of the
form (L−1x (t−), L−1x (t)) for all t ≥ 0 such that L−1x (t) > L−1x (t−). Now we can introduce
the excursion process itself. It takes values on the space of all paths of X started from
x, which we will denote Ex, where
Ex := { : R+→ R, where (0) = x and −1(R\{x}) = (0, ζ), for some ζ > 0}.
The excursion process, Y = (Y (t), t ≥ 0), takes values in E such that Y (t) is the path
taken by X on the interval (L−1x (t−), L−1x (t)).
Theorem 3.10 (Itoˆ [42]). Y is a Poisson point process on E with characteristic measure
Q, where Q is defined such that
Q(· |ζ > s),
is the law of X condtioned to have it’s first excursion with lifetime greater than s.
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Remark 3.11. Q is often referred to as the excursion measure. It is often not a finite
measure, though it is σ-finite. As local times are unique only up to a constant, so are
these measures.
We can now note some results of importance to us about local times and excursion
theory.
Theorem 3.12. There exists a constant d ≥ 0 such that for all t ≥ 0,∫ t
0
1{Xs=x}ds = dLx(t). (3.8)
If d = 0, then x is called a non-sticky point of X. Now we can specify the law of
the inverse local time.







= exp {−tΦ(q)} ,
where




where d is the same constant from (3.8).
We can use the excursion process to find important properties about the original
Markov process X. For example, Chapter XIX.46 of Dellacherie and Meyer [26] shows
when you can find the stationary distribution of X, ρX .
Theorem 3.14. Suppose Q(ζ) <∞. Then, for all y ∈ R,







Moving back to the fast fragmentation-coalescence process, in the subcritical case
0 is instantaneous and regular for M , so it follows that L−1 has infinite activity (as
in, the path of L−1 contains infinitely many, arbitrarily small positive jumps for any
finite time horizon). The periods of time where the process is in a state with finitely
many blocks correspond to the excursions away from zero for M . Moreover, the fact
that the state 0 is not sticky for M (by Lemma 3.7) implies that L−1 is pure jump
with no drift component (by Theorems 3.8 and 3.13). We will use this local time,
and associated excursion theory, to prove several results about the fast fragmentation-
coalescence process in the subcritical case
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3.3.1 Stationary distribution
We know, from Theorem 8 [11], that the fast fragmentation-coalescence has a stationary
distribution, ρ. There are very few non-trivial EFC processes where ρ is explicitly
known. One such example is given by Bertoin [19], involving the Poisson-Dirichlet
distribution. Unfortunately, it is not explicitly known in this case either (I discuss the
possibility of finding this stationary distribution in Chapter 4). However, we can find
a partial result for ρ; that is, for k ∈ N, the value of
ρ({pi ∈ P : #pi = k}) = ρM (1/k),
as a function of θ and k.
Proof of Theorem 3.3. Classical results from excursion theory, cf. Chapter XIX.46 of
Dellacherie and Meyer [26], give us a way to construct the stationary distribution, ρM ,
of M using the excursion measure. To this end, let us introduce the canonical space
of excursions, E , that is ca`dla`g measurable mappings  : (0, ζ] → {1/n : n ∈ N} ∪ {0},
where ζ = inf{t > 0 : (t) = 0} and limt↓0 (t) = 0, with associated excursion measure
(not a probability measure) Q.
First note, that ρM has no atom at zero as it is not a sticky point, equivalently,
the inverse local time has no linear component. Again, referring to Chapter XIX.46 of








It’s difficult to compute this quantity directly starting from zero, however, we can
appeal to a technique that uses the strong Markov property for excursions; see Section












where En is expectation of the process given we start in any state with n blocks and τ∞
is the time of the first fragmentation event and therefore matches ζ. In any excursion,
, Π visits a state with k blocks only once at most. This is because once we are in a
state with fewer than k blocks there must be a fragmentation event before Π can be
in a state with k blocks again, which means it will be a different excursion. Hence,
the above expectation can break down into the probability of reaching a state with k
blocks given you start in one with n, times the expected amount of time spent in a
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= Q(σ1/n < ζ)pn,k
2
ck(k − 1) + 2λk





Γ(k − 1 + θ)
Γ(k + 1)
. (3.9)
Therefore, as the left-hand side is positive and finite, we may conclude that there exists





As excursion measures are only defined up to a multiplicative constant we can take
C = 1 without loss of generality. In addition, from (3.9), we have that
ρM (1/k) ∝ 2
c
Γ(k − 1 + θ)
Γ(k + 1)
.
Note that the right hand side of this equation is O(k−(2−θ)) and so, as θ ∈ (0, 1), we







, for 0 < β < 1, (3.11)

































as θ ∈ (0, 1), which gives the desired result.
3.3.2 Speed of coming down from infinity
There are several results for the Kingman coalescent with regards to the speed with
which it comes down from infinity. First, as the hitting times of the set of partitions





for n = k+ 1, . . . ,,
the expected hitting time of that set is 2/(ck), where c is the rate of the coalescent.
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almost surely. That is the speed of coming down from infinity is 2/(ct). We will show
three results in this section. That the speed of coming down from infinity is unaffected
by the fragmentation (as long as θ ∈ (0, 1)), and that this speed is constant across all
excursions from 0 and not just as t tends to zero. However, we show that the expected
first hitting time of the set of partitions with k blocks is affected by the fragmentation
rate. This is summarised more formally in Theorem 3.4.
Proof of Theorem 3.4. (i) Basic Markov chain theory tells us that the stationary dis-
tribution probabilities in each state are equal to the inverse of the mean return time




where Ti is the first return time of i, and qi is the jump rate of the chain out of state



























as to return to a state with k blocks you must first fragment (that is hit 0, as all
fragmentation events send M to 0), then come down from infinity and reach a state











− E1/k[Time to first fragmentation event].


























as the expected time to the first fragmentation event can be split over how many blocks















ci(i− 1) + 2λi
=
2Γ(θ)Γ(k)
c(1− θ)Γ(k + θ) − θ
k∑
j=1





ci(i− 1) + 2λi
=
2Γ(θ)Γ(k)






i(i− 1 + θ)
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c(1− θ)Γ(k + θ) −
2Γ(k)
cΓ(k + θ)
Γ(θ)Γ(k + 2)− (k + 1)Γ(k + θ)





(ii) We prove this using a similar method to Theorem 3.3. By appealing to the same
technique that uses the strong Markov property of excursions, let k ∈ N and denote by
Qk the measure Q conditioned on {ζ > σ1/k}, where ζ is the excursion length. Under
Qk, an excursion from 0 of M looks like a scaled Kingman coalescent, but with slightly
accelerated rates, until it reaches a state with k blocks. Hence, we can use Aldous’










+ λi. Under the aforementioned
conditioning, ϕj is the hitting time of a state with j blocks when j ≥ k. Let Uj be
IID uniform random variables on (0,1), j ≥ 1. Then for all j, draw a vertical line of
length ϕj at point Uj on the unit interval. At time t, where ϕj < t < ϕj−1, j ≥ k,
look at the subintervals of [0,1] with endpoints {0, 1, U1, . . . , Uj−1}. The lengths of the
subintervals have the same distribution as the asymptotic frequencies of the blocks of













Figure 3-2: A figure showing an example of this construction. Time moves up the graph, and
the arrows show the width of the subintervals at time t′ which correspond to the asypmtotic
frequencies of the blocks in this realisation of Kingman’s coalescent at time t′.
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which is the exact same asymptotic behaviour as for a Kingman coalescent of rate c.
Hence we may conclude, using Aldous’ method (by considering a time-reversal of the












Qk-almost surely. As this is independent of k, and the sets
E(k) := { ∈ E : (ζ−) ≥ 1/k} → E
as k →∞, we may conclude this occurs Q-almost everywhere.
3.3.3 Properties of the excursion process
In addition to the above results, we have some natural questions to ask about the
excursions of M from 0 and the structure of the excursion measure Q. The main two
we focus on are the excursion height and the excursion length under Q. The latter of
these is saved as part of the discussion in the final chapter. We can, however, find an
explicit expression for the excursion height of M under Q.
Proposition 3.15. The distribution of the excursion height of M is given by
Q(M(ζ−) = 1/k) = θΓ(k − 1 + θ)
Γ(k)
.
Proof. Let n > k. For the excursion height to reach 1/k, it must first reach 1/n as M
is skip-free upwards. Hence
Q(M(ζ−) = 1/k) = Q(σ1/n < ζ)Qn(M(ζ−) = 1/k).
The final quantity on the right-hand side is the probability that a fragmentation event
occurs when you have k blocks when you start with n blocks. This was calculated
earlier as the quantity r
(n)
k , so we use (3.3) to find that
Q(M(ζ−) = 1/k) = Q(σ1/n < ζ)
θΓ(n)Γ(k − 1 + θ)
Γ(n+ θ)Γ(k)
= θ
Γ(k − 1 + θ)
Γ(k)
,
where the last equality comes from the proof of Theorem 3.3, namely (3.10).
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3.4 Further results
To gain information about the asymptotic frequencies of the blocks, we look at a
sized-biased pick from those blocks. The natural way to do this is to study the block
containing 1, which is always Π1 as the blocks are ordered by least element. This is
also known as the ‘tagged’ fragment. For example, in homogeneous fragmentations the
process
ξ = − log(|Π1(t)|)
is a subordinator (see Theorem 3 [16]) with drift coefficient ce, killing rate











νDisl(− log xj ∈ dx), x ∈ (0,∞).
Clearly, because in our EFC process |Π1(t)| is not monotonic, it’s unlikely that we’re
going to get such nice results as these. However, we can find some moment results; we
do this by using a link between the kth moments of |Π1(t)| and Π(k+1)1 (t) in the process
restricted to [k + 1]. The latter of which is
Proposition 3.16. Let |Π1(t)| be the asymptotic frequency of the block containing 1




















Our proof makes use of the Poissonian construction of EFC processes.
Proof. We have from [16], that
E0[|Π1(t)|k] = P0(Π(k+1)1 (t) = [k + 1]),









Chapter 3. The fast fragmentation-coalescence process
and by exchangeability
P0(j1, . . . , jk+1 ∈ Π1(t)) = P0(Π(k+1)1 (t) = [k + 1]), for all distinct j1, . . . , jk+1 ≥ 2,












Figure 3-3: A figure displaying the transitions of X(2).
Hence, for part (i) we study the process Π(2), so restrict our view to the first two
integers. Π(2) is a two-state strong Markov jump process. If Π(2)(t) = {{1}, {2}},
then at rate c it transitions to the state {{1, 2}}. If Π(2)(t) = {{1, 2}}, then at rate λ
it transitions to the state {{1}, {2}}. To simplify the process for restrictions of Π to
higher numbers of integers, look at the equivalent process X(2) on S↓ which has two
states (1, 0) and (1/2, 1/2) representing the asymptotic frequencies of the blocks (the
sequences are truncated to two places).
Therefore, we see that
E0[|Π1(t)|] = P
(































Figure 3-4: A figure displaying the transitions of X(3).
For part (ii), we don’t study the process Π(3), but rather the process X(3) as it has
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fewer states. Figure 3-4 shows the transitions of X(3). The 3c is due to there being
three pairs coalescing at the same rate when in the state (1/3, 1/3, 1/3) and the reason
why fragmentation only happens at rate λ regardless of the number of blocks in the
state is because only at most one block is not a singleton in Π(3).





























Remark 3.17. This result holds for all θ ∈ (0,∞). Also, other moments can be





I will conclude by discussing some of the open questions that have arisen from the work
done in previous chapters.
4.1 Finite fragmentation-coalescence processes
Theorem 2.1 gave sufficient conditions under which the finite fragmentation-coalescence
process converged to its mean-field estimate. Our two main open questions relate to
how strong the conditions on α need to be, and whether the fragmentation mechanism
can be generalised, much like how the coalescence mechanism has been.
4.1.1 Is the condition on α tight?
The condition on α required for Theorem 2.1, that
α(k) ≤ C exp(γk log log k), for all k ∈ N, (4.1)
for some constants C > 0 and γ < 1, arises in the proof of Lemma 2.4 when bounding
an error term. Specifically using a recent bound on Bell’s numbers [9]. Are there
examples of α that violate the conditions but the fragmentation-coalescence process
still converges in the thermodynamic limit?




(k − 2)! <∞, (4.2)
otherwise multiple quantities are divergent and none of the questions we want to ask
make sense. Where, between the condition in Theorem 2.1 (4.1) and the one above
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(4.2), does the true condition lie?
An initial look at the question would suggest it is closer to the latter, but this
will need careful manipulation of the complicated βn(x, t) term defined in (2.7), in
particular the terms with higher powers of 1/n.
4.1.2 Different fragmentation mechanisms
Can the proof of Theorem 2.1 be adapted to allow for different fragmentation mecha-
nisms? In particular, the case of binary fragmentation which we discussed in Chapter
1, which is of particular interest.
The complication that arises from this change is that the fragmentation mechanism
we looked at gives the very nice −2λYn(t) term in the derivative of Yn(t) and it is un-
likely that binary fragmentation will give such nice terms. It is more likely to give series
involving G like the coalescent mechanism does. For example, for a CF (n) process with
fragmentation kernel F (i, j), then in the derivative of E[Gn(x, t)] the fragmentation










F (i, j − i) (xi + xj−i − xj)wn,j(t) + . . .
Even in the case F ≡ 1, this gives complex terms which could cause the existing method
to break down, as it is tricky to even write this in terms of Gn as opposed to wn,j .
Hence, we perhaps need a new generating function, or even need to consider working
with the vector wn(t) itself.
4.1.3 Different coagulation kernels
Much was made in the introductory chapter about the different coagulation kernels, K,
which governed the rate at which two blocks coalesced based on their sizes. We looked
at the case of the unit kernel, where K ≡ 1. What can we say about the process if we
replace that kernel with a different one? The multiplicative case, where K(i, j) = ij,
has been covered by Ra´th and To´th [63] though not in the case of multiple blocks
merging, and there are many more of interest.
4.2 The fast fragmentation-coalescence process
Theorem 3.2 showed the existence of a phase transition in θ = 2λ/c when the fast
fragmentation-coalescence process comes down from infinity. In addition, in the case
θ < 1 it showed the existence of a local time for the processMt = 1/Nt at zero which was
exploited to find the stationary distribution of M in Theorem 3.3 and further results
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in Theorem 3.4. Our main open questions are in relation to finding the stationary
distribution of Π when θ ∈ (0, 1), and finding out more about the process when θ ≥ 1.
4.2.1 The subcritical case
Here I will briefly outline the open questions I have in the case where θ ∈ (0, 1). I
will also state and prove a couple of partial results, which would hopefully be useful in
calculating the stationary distribution of the process Π in this case.
Stationary distribution
We have the stationary distribution of M and therefore a partial result for the station-
ary distribution of Π. Can this be extended to find ρ itself? This boils down to finding
the distribution of the asymptotic frequencies of blocks under stationarity, given there
are k of them. Combining this with ρM and exchangeability will allow us to fully
express ρ.
We can consider a different excursion process, this time involving Π instead of M .
These are excursions away from the state 0 = {{1}, {2}, . . .} and returning to that
state. These are rather different from the ones involving M , as we note that 0 is an
irregular point so the return time is positive almost surely. This is because the only
way to return to state 0 is to reach the state with only 1 block, 1, and then wait for
it to fragment. Hence, the length of these excursions is an exponential amount of time
of rate Γ(1 + θ) on the local time scale for M as we need to wait for an excursion of M
that reaches height 1.
Let E ’ be the path space of Π in P, ′ a path, ζ ′ the excursion length and Q′
the associated excursion measure. A natural check to perform is that calculating the
stationary measure ρ of Π on sets of the form {pi ∈ P : #pi = k} with this excursion
process agrees with that of ρM .
Proposition 4.1. For all k ∈ N,
ρ({pi ∈ P : #pi = k}) = ρM (1/k).
Proof. Standard excursion theory from [26] tells us that







The denominator is for normalising only, so we will just check the numerator. We
already know that the excursion will end once we reach the state with all integers in
one block and then fragment it, and because N is skip-free when decreasing, Π must
pass through a state with k blocks in order to reach the state with 1 block. The
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Therefore, the number of times a state with k blocks is visited in an excursion of Π is a
Geometric random variable with success probability pk,1. When in a state with k blocks
you spend an exponential amount of time in such a state with rate ck(k − 1 + θ)/2.



















Γ(k − 1 + θ)
Γ(1 + θ)Γ(k + 1)
. (4.3)











Γ(k − 1 + θ)
Γ(1 + θ)Γ(k + 1)
= 1.







Remark 4.3. This makes heuristic sense: if θ is close to 1, then we would expect to
take a long time to reach the state with 1 block due to the fragmentation preventing the
chain from reaching there. If λ is small, then once we’ve reached the state with 1 block
we will then wait longer for it to fragment and thus for Π to return to 0.
It is hoped that this excursion process will shed some light on the stationary dis-
tribution of Π.
Excursion process
In Theorem 3.13 in Section 1.5 we mentioned the result concerning the inverse local
time and the fact that it is a subordinator with explicitly known Laplace exponent.
90
Chapter 4. Open questions
We wish to find this Laplace exponent in the case of the inverse local time of M for
the fast fragmentation-coalescence process.
As M is non-sticky at zero, we know that the drift coefficient d is zero. Hence to
find Φ it remains to find the jump part of the Laplace exponent. Standard excursion

















Q(M(ζ−) = 1/k)Q(1− e−qζ |M(ζ−) = 1/k). (4.4)
We have by Proposition 3.15 that
Q(M(ζ−) = 1/k) = θΓ(k − 1 + θ)
Γ(k)
. (4.5)
Hence, we just need to calculate the other part. First, note that conditioning on
M(ζ−) = 1/k makes Q a finite measure. Second, that conditioning on the height being
1/k makes ζ =
∑∞
j=k ec(j2)+λj
and independent of the height. Hence




















+ λj + q
. (4.6)




















+ λj + q
 .
This, unfortunately, is not particularly enlightening. Hence, an open problem here


















k − 1−θ2 + 12
√




k − 1−θ2 − 12
√
(1 + θ)2 − 8qc
)
Γ(k)Γ(k − 1 + θ) ,
but still this does not seem to help too much.
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4.2.2 The critical and supercritical cases
Theorem 3.2 shows that in the critical case θ = 1 we have that the process stays
infinite, which is the same as the supercritical case. Are there any properties of Π
where the critical and supercritical cases have different behaviour? Possibilities to
consider include scaling limits for N (n)(t) (examples of work in this field come from
Mo¨hle [58] among others), or the size of the block containing the integer 1. These are
interesting questions for both the critical and supercritical case regardless of whether
there is any difference between the two.
Another question to ask involves Theorem 9 in [11]. Berestycki gives sufficient
conditions such that the stationary distribution of Π, ρ, gives mass only to partitions
with finitely many blocks. The conditions are that
(i) ce = 0 and νDisl(S↓) <∞,





x ∈ S↓ : ∑k+1i=1 xi = 1}) <∞,
(iv) νCoag(S↓) = 0 and cκ > 0.
The fast fragmentation-coalescence process meets all of these conditions as it’s coales-
cent part is Kingman only, and νDisl = λδ0. However, in the proof of this theorem it
was stated that these conditions were identical to a set identified in Proposition 15 of
[11], which replaces condition (ii) with
(v) νDisl(S↓\∆f ) = 0,
where ∆f = {x ∈ S↓ : ∃n ∈ N s.t.
∑n
i=1 xi = 1}. That is νDisl only gives mass to
sequences which have finitely many nonzero elements and these elements add to one.
However, these two conditions are different as S↓\∆f contains any sequences that have
a dust part, i.e. that sum to less than one, for example 0, whereas {x ∈ S↓ : xk > 0∀k ∈
N} does not. So this change in conditions ignores all sequences that have a dust part.
Therefore, this question about whether the stationary distribution only gives mass to
partitions with finitely many blocks is still open for the fast fragmentation-coalescence
process in the critical and supercritical cases. The subcritical case is dealt with by
Theorem 3.3. Theorem 10 in [11] states that ρ does not charge partitions with dust,
regardless of the value of θ, so it remains to show that it does not charge partitions
with an infinite number of blocks, all with positive asymptotic frequency.
4.2.3 Generalisation of the fragmentation
One immediate question is whether it was necessary in Theorem 3.2, Theorem 3.3 and
Theorem 3.4 that the blocks fragmented entirely into singletons. One would expect that
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so long as every fragmentation event results in infinitely many blocks, the structure of
the resulting blocks has no effect on N . That is the motivation behind the following
conjecture, which is the equivalent of Theorem 3.2. First recall the definition of an
important set from [11].
∆f :=





which are all the elements in S↓ which when used to create the paintbox measure
result in partitions with finitely many blocks almost surely. Hence, when used as the
fragmentation mechanism, result in finitely many more blocks forming.
Let Π˜ be the EFC process defined by taking νCoag = ce = 0, νDisl(∆f ) = 0,
νDisl(S↓\∆f ) = λ and cκ = c. This is Kingman’s coalescent at rate c, with a fragmen-
tation mechanism of finite rate which forms infinitely many blocks. Furthermore, let
θ := 2λ/c.
Conjecture 4.4. (i) If θ ∈ (0, 1), then M := 1/N is a recurrent Feller process on
{1/n : n ∈ N} ∪ {0} such that 0 is instantaneously regular and not sticky.
(ii) If θ ≥ 1, then 0 is an absorbing state for M .
4.2.4 Generalisation of the coalescence
Another natural extension to the work already done in this chapter is to generalise the
process further, and see if there are similar results. The first obvious choice is to replace
the Kingman coalescent part with the more general Λ-coalescent introduced in Chapter
1. As already discussed, Schweinsberg [68] gave necessary and sufficient criteria on Λ
such that a Λ-coalescent comes down from infinity. So, the question is, once we add the
same fragmentation mechanism already introduced, which of these processes still come
down from infinity? In addition, would a version of the stronger result from Theorem
3.2 be valid; allowing for the existence of a local time at zero for M?
As stated earlier, Kingman’s coalescent is the ‘quickest’ simple coalescent to come
down from infinity. If there is a phase transition in c, λ in whether the process comes
down from infinity or not, then it may suggest that any Λ-coalescent with no Kingman
part will not be able to do so. Let Π be the EFC process with coalescent part defined
by Λ and fragmentation mechanism as in the previous sections with λ ∈ (0,∞). The
notion above is formalised in the following conjecture.
Conjecture 4.5. Let Λ be a measure on [0, 1] such that Λ([0, 1]) = 1, Λ({1}) = 0, and
Λ = cδ0 + (1− c)Λ1 where c ∈ [0, 1], Λ1([0, 1]) = 1 and Λ1({0}) = 0. Define θ := 2λ/c
as before, if c > 0.
(i) If c > 0, then the result is the same as in Theorem 3.2. That is
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(a) If θ ∈ (0, 1), then M := (M(t) : t ≥ 0) is a recurrent Feller process on
{1/n : n ∈ N} ∪ {0} such that 0 is instantaneously regular (that is to say 0
is a not a holding point) and not sticky (that is to say
∫∞
0 1{M(s)=0}ds = 0
almost surely).
(b) If θ ≥ 1, then 0 is an absorbing state for M .
(ii) If c = 0, then 0 is an absorbing state for M for all λ ∈ (0,∞).
The main complications that arise come from the fact that M (and therefore N)
is no longer a skip-free process if c < 1. Hence, most of the calculations in Lemma 3.5
are no longer valid, and more importantly, are replaced with calculations that are far
more complex.
A slightly different question for Λ-coalescents that come down from infinity is is
there some measure of how ‘strong’ fragmentation has to be to prevent the EFC process
where they are combined from coming down from infinity? Answering such a question




[1] F. Abraham, Homogeneous nucleation theory: the pretransition theory of vapor
condensation, vol. 1, Elsevier, 2012.
[2] D. J. Aldous, Deterministic and stochastic models for coalescence (aggregation
and coagulation): a review of the mean-field theory for probabilists, Bernoulli, 5
(1999), pp. 3–48.
[3] P. Bak, K. Chen, and C. Tang, A forest-fire model and some thoughts on
turbulence, Probability Letters A, 147 (1990), pp. 297–300.
[4] P. Bak, C. Tang, and K. Wiesenfeld, Self-organized criticality, Phys. Rev.
A (3), 38 (1988), pp. 364–374.
[5] J. M. Ball and J. Carr, The discrete coagulation-fragmentation equations: ex-
istence, uniqueness, and density conservation, J. Statist. Phys., 61 (1990), pp. 203–
234.
[6] J. M. Ball, J. Carr, and O. Penrose, The Becker-Do¨ring cluster equations:
basic properties and asymptotic behaviour of solutions, Comm. Math. Phys., 104
(1986), pp. 657–692.
[7] J. D. Barrow, Coagulation with fragmentation, J. Phys. A, 14 (1981), pp. 729–
733.
[8] R. Becker and W. Do¨ring, Kintetische behandlung der keimbildung in
u¨bersa¨ttigten da¨mpfen, Annalen der Physik (Leipzig), 416 (1935), pp. 719–752.
[9] D. Berend and T. Tassa, Improved bounds on Bell numbers and on moments
of sums of random variables, Probab. Math. Statist., 30 (2010), pp. 185–205.
[10] J. Berestycki, Multifractal spectra of fragmentation processes, J. Statist. Phys.,
113 (2003), pp. 411–430.
96
Bibliography
[11] , Exchangeable fragmentation-coalescence processes and their equilibrium mea-
sures, Electron. J. Probab., 9 (2004), pp. 770–824.
[12] J. Berestycki, N. Berestycki, and V. Limic, The Λ-coalescent speed of com-
ing down from infinity, Ann. Probab., 38 (2010), pp. 207–233.
[13] J. Berestycki, N. Berestycki, and J. Schweinsberg, Small-time behavior of
beta coalescents, Ann. Inst. Henri Poincare´ Probab. Stat., 44 (2008), pp. 214–238.
[14] J. Berestycki, S. C. Harris, and A. E. Kyprianou, Traveling waves and
homogeneous fragmentation, Ann. Appl. Probab., 21 (2011), pp. 1749–1794.
[15] J. Bertoin, Le´vy processes, vol. 121 of Cambridge Tracts in Mathematics, Cam-
bridge University Press, Cambridge, 1996.
[16] , Homogeneous fragmentation processes, Probab. Theory Related Fields, 121
(2001), pp. 301–318.
[17] , Self-similar fragmentations, Ann. Inst. H. Poincare´ Probab. Statist., 38
(2002), pp. 319–340.
[18] , The asymptotic behavior of fragmentation processes, J. Eur. Math. Soc.
(JEMS), 5 (2003), pp. 395–416.
[19] , Two-parameter Poisson-Dirichlet measures and reversible exchangeable
fragmentation-coalescence processes, Combin. Probab. Comput., 17 (2008),
pp. 329–337.
[20] J. Bertoin and A. V. Gnedin, Asymptotic laws for nonconservative self-similar
fragmentations, Electron. J. Probab., 9 (2004), pp. no. 19, 575–593.
[21] J. Bertoin and J.-F. Le Gall, Stochastic flows associated to coalescent pro-
cesses. III. Limit theorems, Illinois J. Math., 50 (2006), pp. 147–181 (electronic).
[22] J. Bertoin and A. Rouault, Discretization methods for homogeneous fragmen-
tations, J. London Math. Soc. (2), 72 (2005), pp. 91–109.
[23] J. C. Bohorquez, S. Gourley, A. R. Dixon, M. Spagat, and N. F. John-
son, Common ecology quantifies human insurgency, Nature, 462 (2009), pp. 911–
914.
[24] K. Chen, P. Bak, and M. H. Jensen, A deterministic critical forest fire model,
Phys. Lett. A, 149 (1990), pp. 207–210.
[25] P. V. Coveney and J. A. Wattis, The origin of the rna world: a kinetic model,
Journal of Physical Chemistry B, 103 (1999), pp. 4231–4250.
97
Bibliography
[26] C. Dellacherie and P.-A. Meyer, Probabilite´s et potentiel. Chapitres XII–
XVI, Publications de l’Institut de Mathe´matiques de l’Universite´ de Strasbourg,
XIX, Hermann, Paris, second ed., 1987.
[27] R. L. Drake, A general mathematical survey of the coagulation equation, in Topics
in current aerosol research. Part 2, G. Hidy, ed., vol. 3 of Int. Rev. Aerosol Phys.
Chem., Oxford: Pergamon, 1972, pp. 201–376.
[28] B. Drossel and F. Schwabl, Self-organized critical forest fire model, Physical
Review Letters, 69 (1992), pp. 1629–1632.
[29] P. B. Dubovski˘ı, Mathematical theory of coagulation, vol. 23 of Lecture Notes
Series, Seoul National University, Research Institute of Mathematics, Global Anal-
ysis Research Center, Seoul, 1994.
[30] P. B. Dubovski˘ı, V. A. Galkin, and I. W. Stewart, Exact solutions for the
coagulation-fragmentation equation, J. Phys. A, 25 (1992), pp. 4737–4744.
[31] P. B. Dubovski˘ı and I. W. Stewart, Trend to equilibrium for the coagulation-
fragmentation equation, Math. Methods Appl. Sci., 19 (1996), pp. 761–772.
[32] M. Du¨rre, Existence of multi-dimensional infinite volume self-organized critical
forest-fire models, Electron. J. Probab., 11 (2006), pp. 513–539.
[33] , Uniqueness of multi-dimensional infinite volume self-organized critical
forest-fire models, Electron. Comm. Probab., 11 (2006), pp. 304–315.
[34] R. Durrett, B. L. Granovsky, and S. Gueron, The equilibrium behavior
of reversible coagulation-fragmentation processes, J. Theoret. Probab., 12 (1999),
pp. 447–474.
[35] M. Eibl, E. Hendriks, J. Spouge, and M. Schreckenberg, Exact solutions
for random coagulation processes, Zeitschrift fu¨r Physik, 58 (1985), pp. 219–227.
[36] P. Erdo˝s and A. Re´nyi, On random graphs. I, Publ. Math. Debrecen, 6 (1959),
pp. 290–297.
[37] D. T. Gillespie, The stochastic coalescence model for cloud droplet growth, Jour-
nal of the Atmospheric Sciences, 29 (1972), pp. 1496–1510.
[38] S. Gueron, The steady-state distributions of coagulation-fragmentation processes,
J. Math. Biol., 37 (1998), pp. 1–27.
[39] S. Gueron and S. A. Levin, The dynamics of group formation, Mathematical
Biosciences, 128 (1995), pp. 243–264.
98
Bibliography
[40] D. Han, X. S. Zhang, and W. A. Zheng, Subcritical, critical and supercritical
size distributions in random coagulation-fragmentation processes, Acta Math. Sin.
(Engl. Ser.), 24 (2008), pp. 121–138.
[41] M. Hazewinkel, Encyclopaedia of Mathematics, vol. 5, Springer Netherlands,
1990.
[42] K. Itoˆ, Poisson point processes attached to Markov processes, in Proceedings of
the Sixth Berkeley Symposium on Mathematical Statistics and Probability (Univ.
California, Berkeley, Calif., 1970/1971), Vol. III: Probability theory, Univ. Cali-
fornia Press, Berkeley, Calif., 1972, pp. 225–239.
[43] I. Jeon, Existence of gelling solutions for coagulation-fragmentation equations,
Comm. Math. Phys., 194 (1998), pp. 541–567.
[44] J. F. C. Kingman, Random partitions in population genetics, vol. 361, 1978,
pp. 1–20.
[45] , The representation of partition structures, J. London Math. Soc. (2), 18
(1978), pp. 374–380.
[46] , The coalescent, Stochastic Process. Appl., 13 (1982), pp. 235–248.
[47] K. Koutzenogii, A. Levykin, and K. Sabelfeld, Kinetics of aerosol for-
mation in the free molecule regime in presence of condensable vapor, Journal of
Aerosol Science, 27 (1996), pp. 665–679.
[48] A. E. Kyprianou, S. W. Pagett, and T. Rogers, Universality in a class of
fragmenation-coalescence processes, Submitted, (2015).
[49] A. E. Kyprianou, S. W. Pagett, T. Rogers, and J. Scweinsberg, A
phase transition in excursions from infinity of the “fast” fragmentation-coalescence
process, to appear in the Annals of Probability, (2016).
[50] A. Lambert, The branching process with logistic growth, Ann. Appl. Probab., 15
(2005), pp. 1506–1535.
[51] J. L. Lebowitz and O. Penrose, Towards a rigorous theory of metastability, in
Fluctuation phenomena, E. W. Montroll and J. L. Lebowitz, eds., vol. 7 of Studies
in statistical mechanics, Amsterdam: North-Holland, 1979.
[52] A. Lushnikov, Certain new aspects of the coagulation theory, Investiya Akademii
Nauk Fizika Atmosfery I Okeana, 14 (1978), pp. 738–743.




[54] A. H. Marcus, Stochastic coalescence, Technometrics, 10 (1968), pp. 133–143.
[55] J. B. McLeod, On an infinite set of non-linear differential equations, Quart. J.
Math. Oxford Ser. (2), 13 (1962), pp. 119–128.
[56] , On an infinite set of non-linear differential equations. II, Quart. J. Math.
Oxford Ser. (2), 13 (1962), pp. 193–205.
[57] Z. A. Melzak, A scalar transport equation, Trans. Amer. Math. Soc., 85 (1957),
pp. 547–560.
[58] M. Mo¨hle, The Mittag-Leﬄer process and a scaling limit for the block counting
process of the Bolthausen-Sznitman coalescent, ALEA Lat. Am. J. Probab. Math.
Stat., 12 (2015), pp. 35–53.
[59] M. Mo¨hle and S. Sagitov, A classification of coalescent processes for haploid
exchangeable population models, Ann. Probab., 29 (2001), pp. 1547–1562.
[60] J. R. Norris, Smoluchowski’s coagulation equation: uniqueness, nonuniqueness
and a hydrodynamic limit for the stochastic coalescent, Ann. Appl. Probab., 9
(1999), pp. 78–109.
[61] K. B. Oldham and J. Spanier, The fractional calculus, Academic Press [A
subsidiary of Harcourt Brace Jovanovich, Publishers], New York-London, 1974.
Theory and applications of differentiation and integration to arbitrary order, With
an annotated chronological bibliography by Bertram Ross, Mathematics in Science
and Engineering, Vol. 111.
[62] J. Pitman, Coalescents with multiple collisions, Ann. Probab., 27 (1999),
pp. 1870–1902.
[63] B. Ra´th and B. To´th, Erdo˝s-Re´nyi random graphs + forest fires = self-
organized criticality, Electron. J. Probab., 14 (2009), pp. no. 45, 1290–1327.
[64] L. C. G. Rogers and D. Williams, Diffusions, Markov processes, and mar-
tingales. Vol. 2, Cambridge Mathematical Library, Cambridge University Press,
Cambridge, 2000. Itoˆ calculus, Reprint of the second (1994) edition.
[65] S. Sagitov, The general coalescent with asynchronous mergers of ancestral lines,
J. Appl. Probab., 36 (1999), pp. 1116–1125.
[66] H. Saio and Y. Yoshii, A fragmentation-coalescence model for the initial stellar
mass function, Astrophysical Journal, 295 (1985), pp. 521–536.
[67] J. Schweinsberg, Coalescents with simultaneous multiple collisions, Electron. J.
Probab., 5 (2000), pp. Paper no. 12, 50 pp. (electronic).
100
Bibliography
[68] , A necessary and sufficient condition for the Λ-coalescent to come down from
infinity, Electron. Comm. Probab., 5 (2000), pp. 1–11 (electronic).
[69] J. Seinfeld, Atmospheric chemistry and physics of air pollution, Wiley, New
York, 1986.
[70] M. Smoluchowski, Drei Vortra¨ge u¨ber Diffusion, Brownsche Bewegung und
Koagulation von Kolloidteilchen, Zeitschrift fu¨r Physik, 17 (1916), pp. 557–585.
[71] , Versuch einer mathematischen theorie der koagulationskinetik kolloider lo-
sungen, Zeitschrift fu¨r Physikalische Chemie, 92 (1918), pp. 129–168.
[72] J. L. Spouge, An existence theorem for the discrete coagulation-fragmentation
equations, Math. Proc. Cambridge Philos. Soc., 96 (1984), pp. 351–357.
[73] I. W. Stewart, A global existence theorem for the general coagulation-
fragmentation equation with unbounded kernels, Math. Methods Appl. Sci., 11
(1989), pp. 627–648.
[74] , A uniqueness theorem for the coagulation-fragmentation equation, Math.
Proc. Cambridge Philos. Soc., 107 (1990), pp. 573–578.
[75] S. Tavare´, Line-of-descent and genealogical processes, and their applications in
population genetics models, Theoret. Population Biol., 26 (1984), pp. 119–164.
[76] F. Verhulst, Nonlinear differential equations and dynamical systems, Universi-
text, Springer-Verlag, Berlin, 1990. Translated from the Dutch.
[77] W. H. White, A global existence theorem for Smoluchowski’s coagulation equa-
tions, Proceedings of the American Mathematical Society, (1980), pp. 273–276.
101
