We thank Craig for his comments and discussion regarding our manuscript. In addition to the changes we made based on Simon Chabrillat's review, we have added a reference to the 2012 SRIP proposal (Fujiwara et al., 2012), and the link to the SRIP website to our manuscript. It is our hope that this paper and these additional references will bring more attention to the importance of intercomparisons and the SRIP project as a whole.
this process, while vorticity could be derived from the MERRA wind fields which are distributed directly on the model levels. Please check that the 42 pressure levels have a vertical resolution similar to the model levels, and/or that the diagnostics derived from plevels PV are sufficiently close to diagnostics derived from modellevels PV. It also looks like the vertical integration of APSC and Avort (to VPSC and Vvort) 
is done on the vertical grid of isentropic levels (p.31370 line 2). What is its vertical resolution? Using a grid coarser than the model grid could introduce unnecessary errors in the integration. If this is the case, are such errors negligible?
We would have used MERRA PV on the model levels and grid if it were available. Several years ago, we tried to obtain model level PV from GMAO, but unfortunately we were told that it was not archived.
You are correct that two interpolations are performed on the MERRA PV data: one to make the reducedresolution PV match the model levels and grid, and another to interpolate to isentropic surfaces. Even though this procedure undoubtedly introduces some error, we argue that it is still best to use the PV provided in the MERRA dataset since it does come directly from the model, and the errors introduced in calculating PV from the MERRA winds are likely to be larger than those introduced by the interpolations. We also think that this procedure is what most data users are likely to do, since it is arguably easier to interpolate one field to match the model grid and levels than it is to interpolate all of the model level data to the reduced resolution grid and levels, or calculate PV from MERRA winds. This process of matching the pressurelevel PV with the model levels has been used before (e.g., in Manney et al., 2011) . We have added this citation in the MERRA portion of the Data & Analysis section. Furthermore, in our experience, the interpolation of MERRA PV preserves the polar vortex edge gradients very well in comparison to GEOS 5.2.0 and 5.9.1 PV data that are, unlike MERRA, provided on the original model grid. Since we use the interpolated PV for vortex diagnostics that primarily depend on welldefined vortex edges, our diagnostics are unlikely to be affected significantly by the interpolated PV. Sentences about this preservation of the vortex edge have been added to the text (also at the end of the MERRA portion of the Data & Analysis section).
The resolution of the isentropic levels we use for the vertical integrations that calculate V psc and V vort is comparable to, but perhaps slightly coarser than, that of MERRA and ERAI. According to the Knox equation for altitude, the isentropic levels we use (390, 410, 430, 460, 490, 520, 550 and 580 K) are all roughly 1.1 km apart (this information has been added in the text). V psc and V vort are commonly calculated with altitude approximations some more simple than others. For instance, Rieder and Polvani (2013) calculate V psc from A psc only on two pressure levels (50 and 30 hPa). These diagnostics are not very sensitive to the method used to calculate the volumes, but they are still commonly used because of the strong correlation of V psc (and V psc /V vort ) with ozone loss. A sentence about this insensitivity has also been added to the revised paper. these quantities as monthly Comparison Period Average Differences, or monthly CPADs, to indicate that we're taking monthly means of differences averaged over some period of years (i.e., they're not just mean differences). Hopefully this is more explicit, and much less confusing. We have also removed most mentions of "bias" in the text; only the occurrences of "bias" that were relevant are left in.
P31373, line9; p31374 line 15; p31375 lines 1516
Why are most figures shown at 580K (fig. 3,4,6,7) The "Number of Days T < T psc " diagnostic is shown at 490 K because it is the level with the greatest number of days below T psc for both datasets, and because it gives an idea of the T min differences at 490 K in addition to those shown at 580 K.
We have added a new figure (Figure 9 ) to show the average differences of the A NAT diagnostic at all levels up to 580 K over the different comparison periods. We chose to show the altitude dependence for this diagnostic because it fits naturally with the discussion of V psc later in the paper.
Minor Comments P. 31363, lines 112: consider adding some newer references.
The references given in the first few lines are used because they are definitive papers on these topics, but we have added newer references where they are relevant.
P. 31363, line 27: is the word "myriad" really necessary?
It has been removed.
P. 31367, line 13: replace words "In this case", e.g. by "Here"
Changed as suggested.
P. 31368, lines 45: for clarity, mention already here the year of introduction of COSMIC GPSRO data in the reanalyses.

Done.
P. 31369, line 10 (also line 24): how is it possible to examine "daily" minimum temper ature with only one instantaneous field per day (i.e. at 12:00 UT per sections 2.1 and 2.2)? Please clarify.
We have clarified that these diagnostics are "Daily 12 UT."
PP.3136931371: section 2.4 is too long (especially taking into account major comment 3 and next comment suggesting an additional figure)
. Consider splitting it into "basic" diagnostics (up to P.31370 line 12) and "advanced" diagnostics (VTC, TT195, CT195) .
We have split section 2.4 into a "Temperature and Vortex Diagnostics" section, and an "Advanced Dynamical Diagnostics" section at the recommended location.
P. 31370, lines 1423: The definition of VTC provided here is new. It should be illustrated with a dedicated figure. I recommend "snapshot maps" showing situations with VTC close to 1 and <= 0, for date(s) of special interest (e.g. the initialization dates of the trajectories used for figures 15 and 16). Since it will probably not be possible to distinguish the PV (and temperature) isocontours by both reanalyses, the figure could mention the two numerical values of VTC for each example.
We have added an example figure (now Figure 2 ) to demonstrate our VTC diagnostic, and included a couple sentences in the text describing this figure.
P. 31370, line 27: vortex split and SSW are two related but different events. Do you mean here simply "vortex split events" ? Same for p.31371 line 26: do you mean e.g. "major SSW with a vortex split" ?
We have clarified p. 3137 line 27 by removing "SSW" and p. 31371 line 26 as suggested.
P. 31373, line 5: provide a reference about this likely impact of AIRS data
We have added references to McNally et al., 2006, and Rienecker et al., 2011 . Both of these discuss the large volume of usable measurements from AIRS, and their impact on the assimilation systems.
P. 31373, line 17: "clearly demonstrate" consider replacing by "clearly show"
P. 31374, lines 910: I do not understand "...below either threshold...". Please clarify.
We have clarified this sentence to better explain that we use the ice temperature threshold for the Antarctic because it is a lower (i.e., more sensitive) threshold, which makes the differences clearer for the Antarctic where temperatures often stay below T ice for long periods of time. 
AMSU) and "Satellites" (GOES)
We have removed the "Types" table column. We originally intended for this column to help distinguish what each of the acronyms are (e.g., the name of an instrument versus the name of a satellite), but it is not crucial for the paper. to "1Nov", "1Dec" etc. Same for figs. 6, 8, 10 We have made these changes in addition to those described above, and have changed the figure titles for Figures 6, 8 and 10 (now Figures 7, 10, and 12) for consistency with the next comment. We agree that this figure (now Figure 5 ) is difficult to read in the landscape layout of ACPD, but we think (and hope) it will work much better for the portrait layout of the final ACP publication. The vortex edge sPV values have been added to the figure caption. Figure 8) . All text that refers to fraction of a hemisphere has been updated accordingly.
reanalyses are equally appropriate choices for polar processing studies of recent Arctic and Antarctic winters.
Introduction
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The depletion of stratospheric ozone in the polar regions is a consequence of chemical processing that is strongly dependent upon meteorological conditions (e.g., Solomon, 1999) . This polar processing takes place within the stratospheric vortices that form over the Earth's poles in the fall and persist into spring. These polar vortices act as strong barriers to transport and mixing of air across their edges (e.g., Schoeberl et al., 1992; Manney et al., 1994a) ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(e.g., Schoeberl et al., 1992; Manney et al., 1994a Manney et al., , 2011 Strahan et al., 2013 ; 30 ::: and ::::::::: references :::::: therein), providing a pool of isolated air inside them where polar processing can take place (e.g., Schoeberl et al., 1992) . The lower stratospheric processes that lead to chemical ozone destruction include the development of polar stratospheric clouds (PSCs), denitrification via sedimentation of PSCs, and conversion of inert chlorine reservoirs to ozone-destroying forms by reactions on the surfaces of PSCs (e.g., Solomon, 1999) . Because these phenomena depend critically on tempera-
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tures and winds throughout the lower stratosphere :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: (e.g., WMO, 2011 WMO, , 2015 Brakebusch et al., 2013; Manney et al., 2011; and :::::::: references ::::::: therein), diagnostics related to ozone loss (e.g., WMO, 2007 WMO, , 2011 Manney et al., 2011 , and references therein) requi fields (e.g., winds) and data coverage (e.g., vertically-resolved, hemispheric, multiannual) that cannot be obtained from individual measurement systems such as satellites and radiosonde networks.
As a result, the global analyses of meteorological fields provided by data assimilation systems
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(DAS) that combine many of these measurements are invaluable for polar processing and ozone loss studies. Numerous such DAS analyses are now available, facilitating both observational and modeling studies of polar processing :::::::::::::::::::::::::::::::::::::::: (e.g., WMO, 2011 WMO, , 2015 , and references therein) . However, variations in the representation of meteorological conditions are expected because of differences in the model formulations and resolution ::::::::: resolutions, assimilation methods, and assimilated products 45 :::::::::::::::::: (Fujiwara et al., 2012) . The existence of these differences raises the possibility of conflicting results and conclusions between similar studies conducted using different DAS analyses.
Polar ozone loss has been the subject of extensive research aimed at quantifying its dependence on myriad dynamical and chemical processes (e.g., WMO, 2011) :::::::::::::::: (e.g., WMO, 2015) . Diagnostics using meteorological conditions to assess the potential for chemical processing, especially PSC for-50 mation and chlorine activation, are commonly used. Some of these diagnostics, such as the volume of air below PSC temperature thresholds (V PSC ), have been found to have strong links to total column ozone depletion (e.g., Rex et al., 2004; Tilmes et al., 2006; Harris et al., 2010) . While some studies have linked changes in V PSC to an expectation of colder winters and greater ozone loss in the Arctic with global climate change (Rex et al., 2004 (Rex et al., , 2006 , others do not support this conclusion (Hitchcock 55 et al., 2009; Pommereau et al., 2013; Rieder and Polvani, 2013) . Climate model projections of future ozone loss are also highly uncertain (Charlton-Perez et al., 2010) ::::::::::::::::::::::::::: (e.g., Charlton-Perez et al., 2010) .
Thus, the prediction of future ozone loss is still problematic, and improvements in such predictions will require better understanding of the uncertainties and potential biases in representation of the meteorological conditions upon which polar processing depends so critically in commonly-used DAS.
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Previous studies have recognized the importance of understanding the sensitivity of polar processing and ozone loss quantification to different datasets: Davies et al. (2002) reanalysis-studies-0), most focus primarily on tropospheric and/or near-surface processes. A few studies have also compared tropical upper tropospheric processes in commonly used reanalyses (e.g., Schoeberl and Dessler, 2011; Fueglistaler et al., 2013) . Rieder and Polvani (2013) In Section 2 we describe the datasets, relevant aspects of the assimilated observations, and the diagnostics and comparison methods we use. The results, presented in Section 3, comprise comparisons of polar processing diagnostics based on temperatures, polar vortex dynamics, and trajectorybased temperature histories. Our conclusions are then summarized and discussed in Section 4.
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2 Data and Analysis
NASA Modern Era Retrospective analysis for Research and Applications
MERRA is a global atmospheric reanalysis that uses version 5.2 of the Goddard Earth Observing
System (GEOS) model and assimilation system. It utilizes a combination of 3D-Var assimilation and Incremental Analysis Update (IAU) (Bloom et al., 1996) to apply corrections from analysis to the forecast model. The MERRA system operates natively on a 0.5°× 0.667°latitude/longitude grid (361 × 540 gridpoints) and uses a hybrid sigma-pressure scheme with 72 vertical levels; the vertical resolution in the lower stratosphere is near 1 km. Further details about the MERRA system are given by Rienecker et al. (2011) . The MERRA data files available from NASA's Global Modeling and Assimilation Office (GMAO) are described by Lucchesi (2012) . Except where specified otherwise,
135
the MERRA temperature data used here are from instantaneous daily files at 12UT on the model levels and grid. However, the potential vorticity (PV) data from MERRA are available :::: from ::::::: GMAO only on a reduced 1°× 1.25°latitude/longitude grid (181 × 288 gridpoints) with 42 pressure levels;
for the purposes of this study, PV is 12UT. However, in this case the PV is derived from the provided relative vorticity, temperature, and pressure fields.
ECMWF Interim Reanalysis
Timelines of Assimilated Observations
Since satellite observations are the primary constraint on reanalysis products at stratospheric levels, it is useful to consider how the data evolve with the introduction of new missions and instruments:
Pawson (2012) (2011) and Simmons et al. (2014) . (See Table 1 for the full names of the instrumentsand : /satellites listed in 
Polar Processing Diagnostics and Intercomparisons
Many of the :::
The diagnostics we use are described by Manney et al. (2003 Manney et al. ( , 2005a Manney et al. ( , 2011 , and are 185 designed to assess a wide range of conditions related to polar processing; :::::: many :: of ::::: them ::::: have ::::
been :::::::: described ::::::::: previously ::::::::::::::::::::::::::::: (Manney et al., 2003 (Manney et al., , 2005a (Manney et al., , 2011 . These diagnostics fall into three categories, focusing on assessment of temperatures, vortex characteristics, or air parcel histories. Taken together, the diagnostics used here provide a comprehensive evaluation of the meteorological conditions pertinent to chemical processing and ozone destruction in the polar stratosphere. Because 190 our focus is on assessing the effects of reanalysis differences on studies of polar processing that takes place in the lower stratosphere, we focus in this paper on isentropic levels below about 600 K (approximately 25 km, or 30 hPa).
2.4.1 ::::::::::: Temperature :::: and :::::: Vortex :::::::::: Diagnostics
The importance of stratospheric temperatures to the formation of PSCs gives rise to the need for tem-
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perature diagnostics. Although some recent studies have suggested that liquid PSCs play a dominant dominant role in activating chlorine (e.g., Wegner et al., 2012; Wohltmann et al., 2013) , the formation temperatures of solid nitric acid trihydrate (NAT, Hanson and Mauersberger, 1988) and ice particles remain convenient thresholds for the initiation of chlorine activation processes. In this study, we ex- (Manney et al., 2003) , and interpolating to approxi-205 mately co-located potential temperature surfaces (e.g., the 56.2 and 31.6 hPa levels are referenced to 490 and 580 K, respectively). V PSC is calculated by vertically integrating eight potential temperature levels between 390 and 580 K using the altitude approximation introduced by Knox (1998) Rex et al., 2004; Manney et al., 2011; Rieder and Polvani, 2013) .
Since the polar vortex provides the "containment vessel" within which polar chemical processing takes place (e.g., Schoeberl et al., 1992) , we also compare diagnostics that characterize vortex strength and size. These include daily :: 12 ::: UT : maximum PV gradients (one measure of vortex strength, e.g., Manney et al., 2011 , and references therein), and the area of a hemisphere covered 215 by the vortex (henceforth, MPVG and A vort , respectively). In addition to the total area of the vortex, we also calculate the area of the vortex that receives sunlight each day, since the photochemical processes involved in chlorine catalyzed ozone depletion require sunlight (e.g., Solomon, 1999) . Finally, we vertically integrate A vort in the same manner as A PSC to derive the vortex fraction of low temperature air (i.e., V PSC / V vort ). In all cases we use isentropic surfaces, and scale PV into "vorticity 220 units" (s −1 ) (Dunkerton and Delisi, 1986; Manney et al., 1994b) . MPVG is calculated as described by Manney et al. (1994a) : scaled PV (sPV) is numerically differentiated with respect to equivalent latitude (i.e., the value of the latitude circle enclosing the same area as a given PV contour); if the maximum gradient occurs at an equivalent latitude poleward of ±80º, we consider the vortex to be undefined and set the maximum gradient equal to zero. To calculate the area of the polar vortex,
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we use the 1.4 × 10 −4 s −1 sPV contour as a simple proxy for the vortex edge (e.g., Manney et al., 2007) . The total area of the vortex is then the area of the contour. The sunlit area is the area inside the vortex-edge contour that is equatorward of the daily polar night latitude at 12UT. One of our diagnostics is best described as a hybrid temperature-vortex diagnostic. It is the concen-230 tricity of the polar vortex with regions of temperatures below the NAT PSC threshold (henceforth referred to as vortex-temperature concentricity, or VTC). VTC is adapted from the concept of concentricity as discussed by Mann et al. (2002) . We calculate it using the simple formula We also use trajectory diagnostics to examine temperature histories of air parcels; these provide important information about the potential for polar processing. Here we use a trajectory code adapted from the Lagrangian Trajectory Diagnostic (LTD) code described by Livesey (2013) Figure 1 . These quantities provide a compact means of summarizing the agreement between the datasets for a given month and ::::: within :: a subset of years, and of comparing the magnitude of differences between comparison periods for a particular diagnostic.
We refer to these as "relative" biases to emphasize that they represent biases 
Temperature Diagnostic Intercomparisons
The seasonal progression of polar minimum temperatures provides an indication of when conditions favor the development of PSCs. The dependence of PSC formation on a temperature threshold implies that conclusions drawn from the T min diagnostic are most sensitive to differences at the beginning and ends of the season when minimum temperatures first drop below or rise above PSC 295 thresholds. For the Arctic, these periods are typically around the beginning of December and midMarch, respectively, but large interannual variability and the common occurrence of mid-winter SSWs can result in much earlier or later threshold dates in individual years (Manney et al., 2005a, and references therein). In the Antarctic, the threshold periods tend to be in the first half of May and in mid-October. The number of days below PSC thresholds, a diagnostic derived from T min , for winters in the 1979 through 2013 period is shown at 490 K (∼56 hPa) for both hemispheres in Figure 5 ; we magnitudes : of differences in the Arctic at higher levels up to 580 K are largely similar to those at 490 K, but with MERRA having more cold days than ERA-I.
Average values for the total area with temperatures below the NAT threshold at 580 K are displayed in Figure 6 . :: 7. The Arctic maximum mean area is just above 3% of the hemisphere for ERA-I,
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while MERRA reaches nearly 4%. In a similar fashion, the Antarctic maximum mean area is about 11% of the hemisphere for ERA-I, while that for MERRA reaches nearly 12%. Differences in these mean values between the reanalyses vary considerably with the season in both hemispheres. CPADs, there is much closer agreement after the first three periods. The relatively frequent occurrence of warm Arctic winters after 1998 (e.g., Manney et al., 2005a) suggests that the third Northern between the coverage (e.g., Feng et al., 2007) and duration (e.g., Rex et al., 1999; ?, in preparation) ::::::::::::::::::::::::::: (e.g., Rex et al., 1999; Livesey et sunlight and ozone loss; these diagnostics are usually somewhat computationally intensive, whereas the diagnostic used here (described in Section 2.4 above) is simple enough to compute for multiple long-term datasets. 
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The winter mean vortex fraction of cold air diagnostic helps to identify years with conditions favorable for PSC formation ::: and ::::: ozone :::: loss. In the Arctic, years with low values of V PSC /V vort correspond to ::: the winters with very short cold periods usually associated with a disturbed vortex and midwinter SSWs. Because of its relationship to column ozone loss, V PSC has been used extensively in climatological ozone loss studies (e.g., Pommereau et al., 2013; Rex et al., 2004 Rex et al., , 2006 Rieder and Polvani, 2013; Tilmes et al., 2006) : ( in both hemispheres. The detailed implications of differences in concentricity are difficult to assess, but the results of Mann et al. (2002) and Manney et al. (2003) suggest that greater concentricity in ERA-I could bias :::: lead model runs driven by that reanalysis towards :: to ::::::: simulate longer-lasting PSCs, greater denitrification, and enhanced chlorine activation.
Trajectory Diagnostic Intercomparisons
Temperature histories along air parcel trajectories provide further information about polar process-
ing potential beyond what can be obtained from the simple diagnostics described above. For these intercomparisons, we use isentropic trajectory calculations on the 490 K surface. As discussed by Manney et al. (2003) , although neglecting cross-isentropic motion would not be suitable for detailed polar processing studies, this simplification allows us to efficiently run and analyze a large number 490 of parcels for extensive intercomparisons. Following Manney et al. (2003 Manney et al. ( , 2005a , we consider only the parcels that are initialized in regions with temperatures less than 195 K. With this initial filter, we examine the total and continuous amounts of time that these parcels spend at temperatures below 195 K (TT195 and CT195, respectively) before and after the initialization date, and the mean temperature of the parcels over the full run. The TT195 diagnostic captures the total exposure of an air 495 mass to temperatures low enough for PSC formation and thus acts as a proxy for cumulative chlorine activation; CT195 better represents the potential lifetime of a PSC and is thus more directly relevant for denitrification, since sufficiently long continuous time at low temperatures allows PSC particles to grow to sizes large enough for sedimentation to occur (Manney et al., 2003 (Manney et al., , 2005a ). Here we show trajectory calculations initialized on 10 January 1996 and 24 January 2011 for the NH, and 17 MERRA and ERA-I is much better than that from older analyses: In previous intercomparison studies, Manney et al. (2003 Manney et al. ( , 2005a found very large differences in trajectory runs driven by fields from 535 earlier analyses/reanalyses. Discrepancies in 465 K trajectories for average TT195 were as large in magnitude as 5 days for the NH and 7 days for :: the : SH, with discrepancies in average CT195 in both hemispheres up to 2.5 days. For 10 January 1996 (shown here in Figure 15 :: 17), the time series of average parcel histories calculated by Manney et al. (2003) showed differences as large as 10 K on some days; in addition, the five analyses compared in that study showed qualitatively very different 540 distributions of TT195 and CT195. Large qualitative differences were also seen between the different analyses in September 2002 (Manney et al., 2005a) , in contrast to the small biases ::::::::: differences : and good qualitative agreement seen here in Figure 16 :: 18 : (middle panels). The improvements in the agreement between MERRA and ERA-I over that between earlier analyses, which largely ingested the same data, demonstrate the degree of improvement in the models and DAS techniques over the 545 past decade.
Discussion and Conclusions
We have presented comparisons of stratospheric polar processing diagnostics derived from the MERRA and ERA-Interim reanalyses for Arctic and Antarctic winters from 1979 through 2013. By using tem- in ::::::::: magnitude; some even increase over the 1979-2013 time period, especially in the Arctic.
These biases ::::::::: differences, however, tend to be small.
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-Isentropic trajectory runs driven by MERRA and ERA-I give very similar results overall. We found that in the Northern Hemisphere, the trajectory diagnostics agree very well across most of the years, while in the Southern Hemisphere, the agreement improves significantly over time.
Overall, we found that agreement between MERRA and ERA-I is better in the Arctic than in Hemisphere. Consistent behavior was also seen in our calculations of temperature histories from air CPADs). This case shows the differences in Tmin between MERRA and ERA-I at 580 K for the 2012/2013
Arctic winter in orange, with the range of differences over all NH winters from 1979-2013 shown by the grey envelope. The thick black line represents the average daily differences over all years, while the thin black lines show one standard deviation. Since the average daily differences vary over the seasons ::::: season shown, we compute the monthly relative biases :::::: CPADs as the monthly means of the :::: these average daily differences. 
