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The method of invariants is an important approach in biology for determining
phylogenetic information which avoids the problems involving long branch lengths
that plague other methods. In this paper, we verify the conjecture on the number
of algebraic generators for the ideal of polynomial invariants. We also study
rational and analytic invariants and prove several criteria concerning when it
suffices to work with polynomial invariants. Q 2000 Academic Press
1. INTRODUCTION
Finding the evolutionary relationships among a collection of species is a
central question in biology. Traditionally, evolutionary trees were con-
structed by comparing physical traits of living species or by using fossil
data. However, over the past few decades, biologists have constructed
several ways of using molecular sequence data such as DNA nucleotide
Ž .sequences to obtain phylogenetic evolutionary information about species.
In this paper, we consider the specific method of phylogenetic invariants
w x w xintroduced by Cavender and Felsenstein 4 and Lake 17 . Inspired by
w xideas of 11, 15 , we reconsider the method of phylogenetic invariants from
a geometric perspective. Consequently, we can translate conjectures con-
cerning phylogenetic invariants into questions in algebraic geometry. We
can then answer these questions using the methods of algebraic geometry.
We now survey the method of invariants and the results we prove in this
paper. For simplicity, we assume that we have obtained and aligned DNA
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Ž .sequences from n s 4 taxa i.e., species . A DNA sequence is a sequence
of sites and at each site there are k s 4 possible bases, A, C, G, and T. By
looking at a particular site in each of the four sequences, one determines a
quartet of bases such as a s AGCT. We call the a patterns. There are
44 s 256 possible patterns a . Let us assume that the four taxa, 1]4, are
related by the evolutionary tree T in Fig. 1. Let r be the ``root'' or
common ancestral taxon. We further assume that we can model the
evolution of these sequences from r by a stochastic model. Then for each
Ž .pattern a , the probability p s p T , t with which we expect to see thea a i
pattern a at a particular site is a function of T and the parameters t ini
Ž Ž .. 256the stochastic model. Let p s p t g R be the corresponding fre-a i
quency vector. We will see in Section 2 that by letting the t vary, thei
corresponding vectors p naturally determine an open subset S of an affine
variety X ; Rm, with m s k n s 256. Let p be the frequency with whichÃa
a occurs in the aligned DNA sequences. Then assuming the stochastic
Ž .Ã Ãmodel, for some choice of parameters t , we have p s p T , t . Hence theÃi a a i
Ž .stochastic model defines a point p s p on the surface S.Ã Ãa
The method of phylogenetic invariants uses this point p to estimate theÃ
actual evolutionary tree producing the data. An invariant of the evolution-
Ž .ary tree T is a function f x such that for each choice of parameters t ,i
Ž . Ž Ž ..f p s 0, where p s p T , t . If T is the ``true'' evolutionary tree, as ina i
Ž .Fig. 1, then for every invariant f of T , we have f p s 0. If there is a treeÃ
T X / T for which f is not an invariant of T X, then f is called a phyloge-
netic invariant of T. For most stochastic models, if all the phylogenetic
invariants of T vanish on p, then with probability one, T is the treeÃ
describing the relationships of the four species 1]4. Assuming that the
phylogenetic invariants are known, the true tree topology can be quickly
Ž .determined by calculating f p . Hence, phylogenetic invariants offer theÃ
promise of a fast, statistically consistent method of calculating phylogenies.
At the present time, phylogenetic invariants have been constructed in a
Ž w x .variety of situations see 10 for a good summary . One can vary both the
number of species n and the number of states k that occur at each site in
FIG. 1. A typical rooted four-taxa tree T.
PHYLOGENETIC INVARIANTS 3
the molecular sequence. For biologists, the most important cases are when
Ž . Ž . Ž .k s 2 binary , k s 4 nucleotide model , and k s 20 protein model . The
majority of work done has been in the nucleotide, four-taxa case described
above with a variety of evolutionary models. In these cases, there are
several methods of constructing invariants. Experimentally, the invariants
w xwith small degree can be determined 10 . Theoretically, the entire set of
invariants can be determined using Grobner bases, but this method isÈ
computationally unfeasible. Using statistical methods, the entire set of
polynomial invariants for the three-parameter Kimura nucleotide model
Ž .also the two-parameter and Jukes]Cantor model was determined by
w x w xEvans and Speed 7 for four taxa and by Steel et al. 24 for n taxa. For
other models, the complete set of invariants is unknown. However, the set
of linear invariants have been classified for the n-taxa, Jukes]Cantor
w xnucleotide model 22 and for the four-taxa, six-parameter nucleotide
w xmodel 3, 18 .
We will see in Section 4 that the set of invariants of T is an ideal I in
w xR x . A natural question is to determine the minimal number of genera-a
tors for I. As this is a difficult question, equivalent to determining whether
w xcertain surfaces are complete intersections, Ferretti and Sankoff 10
introduced the notion of the algebraic generators of I. Let f , . . . , f g I1 d
be invariants of T. We say that f g I is algebraically dependent on the fi
Ž . Ž . w x Ž .if there are polynomials a x , a x g R x with a x f I such thati a
a x f x s a x f x q ??? qa x f x .Ž . Ž . Ž . Ž . Ž . Ž .1 1 d d
If every element f g I is algebraically dependent on the f , then the f arei i
called algebraic generators of I. If none of the f is algebraically depen-i
dent on the other f , we say that the f are an algebraically independenti i
set. Since I is finitely generated, I has an algebraically independent set
 4f , . . . , f of algebraic generators. We see in Section 8 that except for pÃ1 s
in a set of measure zero, it suffices to consider the algebraic generators of
w xI in the method of invariants. In 10 , a formula for the minimal number of
algebraic generators is conjectured. In this paper, we prove this conjecture.
Recall that X is the affine variety attached to T.
 4THEOREM 1. Let d s dim X and let f , . . . , f be a set of algebraic1 s
generators of the ideal I of in¤ariants of T. Then s G k n y d. Furthermore, I
has a set of k n y d algebraic generators and any such set is algebraically
independent.
w xIn 10 , Ferretti and Sankoff also raise the question of whether general-
izations of polynomial invariants are needed. They ask the two questions:
When studying invariants, may we consider only polynomial invariants? Is
it sufficient to consider only invariants which are defined on the entire
Ž m.parameter space i.e., R ? In this paper, we study the invariants for T for
Ž .the larger classes of analytic resp., rational functions. Hence, we must
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consider functions defined only on open subsets of Rm. The previous single
question of determining polynomial invariants now becomes three ques-
tions. What are the analytic invariants for T that are defined on Rm?
Given a point x g S and a neighborhood U ; Rm of x, what are the
analytic invariants for T that are defined on U? Given a point x g S, what
are the analytic invariants for T that are defined on some open set
containing x? One can also ask the respective questions for rational
invariants.
In Section 7, we show that in all three cases, the ideal I of polynomial
invariants generate the corresponding ideal of rational invariants. Hence,
all three questions of Ferretti]Sankoff have an affirmative answer as no
new information is gained by considering the larger class of rational
invariants. However, for the class of analytic functions, the answers are
more subtle and depend upon the branching behavior of the complexifica-
tion of the variety X constructed above. Let O anm be the sheaf of analyticR
functions on Rm. Our main theorem is
THEOREM 2. Assume X is a non-singular ¤ariety and X is the closure of S
in Rn in the classical topology. If f is a real analytic function on Rm such that
< an Ž m.mf s 0, then f g IO R .S R
We also prove the corresponding result for the germs of analytic
invariants at x g X when x is a non-singular point of X. Finally, we show
that in some situations, there are analytic invariants for T that do not arise
from polynomial invariants.
THEOREM 3. Assume that X is not connected in Rm in the classical
topology. Then there exists a real analytic function f on Rm such that
an Ž m.mf f IO R .R
We have organized the paper as follows. In Section 2, we review in
greater detail the general evolutionary models we use and the assumptions
inherent in the method of invariants. We then show that the frequencies of
the k n states naturally define surfaces in Rm and Cm. After providing a
concrete example of the binary, four-taxa model in Section 3, we use the
w x w xideas of Ferretti and Sankoff 11 and Kim 15 to restate the problem of
phylogenetic invariants as a problem in algebraic geometry in Section 4.
We then consider the various generalizations of polynomial invariants in
Sections 5]7. By using the theory of sheaves, the comparison theorems
between analytic and algebraic surfaces, and the theory of Stein spaces, we
can study when polynomial invariants suffice for the theory of invariants.
Finally, we consider the algebraic generators of I and prove Theorem 1 in
Section 8.
The author would like to express his appreciation to T. Warnow whose
course in phylogeny introduced him to the subject of invariants. The
author also thanks J. Kim and M. Steel for several helpful conversations
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concerning invariants and S. Evans, V. Ferretti, and D. Sankoff for
discussions relating to this work.
2. GENERAL BACKGROUND
An evolutionary tree T for n taxa is a binary tree with exactly n
terminal vertices with degree 1. Usually, if T has a root r, we mean that
the tree T is rooted and has an internal vertex r with degree 2 as in Fig. 1.
In this case, r usually plays the biological role of the ancestral species.
Ž .However, as we will often depending on the evolutionary model be able
to work with unrooted trees, it will occasionally be convenient for us to
assume that the root r is actually one of the terminal vertices as in Fig. 2.
Let T denote an evolutionary tree for n taxa with root r and a given
branching structure. Let L denote the set of n terminal vertices, or leaves,
of T corresponding to the n taxa, V the set of vertices of T , and E the set
Ž .of edges of T. Given a vertex ¤ g V, let s ¤ denote the unique vertex of
T which is connected by an edge to ¤ and is closer to r in the usual
Ž Ž . .graph-theoretic distance. We write e s s ¤ , ¤ for the edge connecting¤
Ž .s ¤ and ¤ . Each edge e g E is of the form e .¤
For each vertex ¤ , we assume that there are k possible states that can
Ž Ž ..occur. Let M s m ¤ be the k = k substitution matrix describing the¤ i j
evolution along edge e , where m denotes the probability that state j at¤ i j
Ž .s ¤ changes to i at ¤ . In the literature, various M have been studied.¤
w xWhen k s 4, in the three-parameter Kimura model 16 , the M have the¤
form
1 y a y b y c a b c
a 1 y a y b y c c b .
b c 1 y a y b y c a 0
c b a 1 y a y b y c
w xIf we assume a s b s c, we obtain the Jukes]Cantor model 14 . In these
Ž .models, the parameters a, b, c depend upon the edge ¤ and may or may
not be related to the parameters for the other edges. In this paper, we will
FIG. 2. An example of an unrooted tree. One can view the tree as being rooted at the
terminal vertex 1.
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not choose any specific model. Instead, we only assume that there are r
parameters t and all the entries of the M are real polynomials in the t .i ¤ i
Ž .Further, we assume that the parameters t , . . . , t are free to take any1 r
r Ž .value on some open set U in R . Let p s p be the column vector givingi
the probability distribution of the k states in the molecular sequence of
the root r. If k s 4 and the four nucleotide bases are equally distributed,
t 1 1 1 1Ž .then p s , , , . We assume that the p can be expressed by reali4 4 4 4
polynomials in the t .i
Ž .Let a be the state of leaf l g L. Then the n-tuple a s a representsl l
Ž .a possible observed pattern for the leaves of T. Suppose that a¤ ¤ g V _ L
represents the states of the internal nodes of T. Then the probability that
Ž .the states of the vertices ¤ are a is¤ ¤ g V
m a s p m ¤ .Ž . Ž .Ž . Ł¤ a a , ar ¤ s Ž¤ .
¤gV _ r
Ž .Hence the probability that the leaves l g L have the pattern a s a l l g L
is given by the polynomial
w xp s m a , a g R t , 1Ž . Ž . Ž .Ž .Ý ¤gV _ La ¤ l ilgL
Ž .a¤ ¤ gV _ L
where each of the a , for ¤ g V _ L is summed over the k states. If¤
n Ž Ž .. mm s k , then for each value of the parameters t , p s p t g Ri a i
defines a frequency vector describing the probability of each of the k n
patterns.
Let x denote the coordinates in Rm. Letting the parameters t vary, thei i
parametric equations
x s p t , x s p t , . . . , x s p t 2Ž . Ž . Ž . Ž .1 1 i 2 2 i m m i
define a surface S in Rm. Each point on S corresponds to the frequencies
Ž .p t which arise for a specific choice of the parameters t .a i i
We define a global invariant of the tree T to be a continuous function
Ž . mf x on R which vanishes at all points of S. We call f a phylogenetici
invariant of T if there is an evolutionary tree T X / T for the n taxa such
that f is not identically zero on the surface SX corresponding to T X.
The theory of invariants relies on the observation that the frequency
Ž .vector p t corresponding to the actual evolutionary tree and parametersi
t can be obtained from sequence data. We assume that part of thei
molecular sequences of the n species has been aligned at s sites. Further,
we make the i.i.d. assumption that at each edge in the evolutionary tree,
the substitution matrices are independent of the choice of site and that the
evolution of each site is independent of the other sites. Then by sampling
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each site, we can determine the frequency with which each pattern a
occurs. If s is large enough, the observed frequency p of each pattern aÃa
Ž .closely approximates the theoretical frequency p t .a i
Ž .Once p has been determined experimentally, we evaluate f p forÃ ÃT , i
Ž .every invariant f of T. If T is the unique tree such that f p s 0 forÃT , i T , i
all i, then T is the true evolutionary tree. If there are two trees T and T1 2
such that
f p s f p s 0 3Ž . Ž . Ž .Ã ÃT , i T , j1 2
for all i, j, then either T or T could be the true tree. This latter1 2
Ž .possibility should occur with probability zero. For the set of p satisfying 3
lies in the intersection of the corresponding surfaces S and S . In1 2
practice, for surfaces S , S determined by a reasonable evolutionary1 2
model, the intersection S l S has smaller dimension than either S or1 2 1
S . Hence, the probability that the point p on S is also on S is zero.Ã2 1 2
3. AN EXAMPLE
In this section, we present an example in the case when there are n s 4
taxa and k s 2 states. We denote the two states by 0 and 1. We list the
three possible unrooted trees in Fig. 3. We let T be the tree in Fig. 4 and
A, B, C, and D be the taxa.
FIGURE 3
FIGURE 4
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FIGURE 5
Let r be the root of T. Let p denote the probability that the state at rr
is 0. We assume that p s 1r2; in other words, there is a uniformr
w xdistribution of states at the root. By Steel, Szekely, and Hendy 23 , the
invariants remain the same if the we assume that the root of T is located
at leaf A. Hence, we can assume that T is the unrooted tree in Fig. 5. This
choice reduces the number of branches e in the tree. Since each branchi
corresponds to a substitution matrix M , it introduces new parameters into¤
the calculations. As we will need to eliminate most of these parameters
Ž .later see below , by reducing the number of branches and the correspond-
ing parameters initially, we can simplify and shorten our calcuBlations.
1Then p s is the probability that A has state 0.A 2
We assume that our evolutionary model is symmetric and that each
branch e has the substitution matrix¤
1 y a aM s ,¤ ž /a 1 y a
where a is the parameter giving the mutation rate along e . Let r, s, t, u,¤
and ¤ denote the associated parameters in the substitution model for the
branches e of T.¤
Ž . Ž .Let a s wxyz denote the states at A, B, C, and D, and b s ab
Ž . Ž .denote the states at E and F. If a s 0000 and b s 00 , then the
Ž .Ž .Ž .Ž .Žprobability that the pattern a occurs is p 1 y r 1 y s 1 y t 1 y u 1A
.y ¤ . By summing over all the possible states of the internal nodes, we
obtain the probability p that state a occurs.a
Now, there are 16 leaf patterns a . Let l be the number that a
represents in base two and i s l q 1. Then we let p denote the expectedi
Ž .frequency of the state a . For example, when a s 0111 , l s 7, and i s 8,
Ž .and p is the expected frequency of the state 0111 . Let q be the8 i
Ž .functions defined in Fig. 4. Then by using formula 1 , the frequencies are
given by p s p q , for 1 F i F 8 andi A i
p s 1 y p qŽ .i A 17yi
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Ž . 16for 9 F i F 16. The equations x s p r, s, t, u, ¤ define a surface S in Ri i
as the parameters r, s, t, u,and ¤ vary from 0 to 1. Letting the parameters
vary over R, we obtain a surface X containing S. If we consider both the
16 variables x and the five parameters r, s, t, u, ¤ as coordinates in R21,i
21 wthese equations also define a surface V in R . Let R s R x , . . . , x , r,1 16
x Ž .s, t, u, ¤ and let J be the prime ideal generated by x y p r, s, t, u, ¤ . Thei i
surface V consists of all common zeros x g R21 of the functions in J.
Moreover, J contains all the polynomials which vanish on V. The map
x , . . . , x , r , s, t , u , ¤ ‹ x , . . . , xŽ . Ž .1 16 1 16
is a projection R21 “ R16 which maps the surface V onto the surface X.
w x w xDefine I s J l R x . I is a prime ideal of R x and one can show that Ii i
w x w xis the set of all polynomials in R x which are zero on S 5 . Hence thei
elements of I are the invariants of S. Using the theory of Grobner bases, aÈ
symbolic mathematics computer package such as Mathematica shows that
I is generated by the polynomials x q x ??? qx y 1,1 2 16
f s x x q x x y x x y x x ,1 2 5 3 8 1 6 4 7
f s x x q x x y x x y x x ,2 3 5 2 8 1 7 4 6
and x s x for all i. It can be shown that the two quadratic polynomi-i 17yi
als f and f are phylogenetic invariants. We can also consider this same1 2
problem without making the assumption that p s 1r2. Instead, one canr
assume that p is a parameter and allow it to vary. Let T be the tree inr
Fig. 4. Then preceeding as above, one obtains the 7-dimensional surfaces S
and X in 16- and 23-dimensional spaces, respectively. However, in this
case the Grobner calculation becomes computationally intensive and theÈ
generators of I cannot be established by this method. However, by a
w xvariant of the method of 7 , they can be shown to be x q x ??? qx y 1,1 2 16
f s x x y x x y x x q x x ,1 1 6 2 5 3 8 4 7
f s x x y x x y x x q x x ,2 1 7 2 8 3 5 4 6
f s x x y x x y x x q x x ,3 1 11 2 12 3 9 4 10
f s x x y x x y x x q x x ,4 1 10 2 9 3 12 4 11
f s x x y x x y x x q x x ,5 6 16 5 15 8 14 7 13
f s x x y x x y x x q x x ,6 7 16 8 15 5 14 6 13
f s x x y x x y x x q x x ,7 11 16 12 15 9 14 10 13
f s x x y x x y x x q x x .8 10 16 9 15 12 14 11 13
We note that f , f are the same invariants appearing in the uniform case1 2
Ž .p s 1r2 and the other f are derived from them by changing half of ther i
x to x .i 17yi
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4. THE SURFACE Xk
In this section, we use the surface S to construct phylogenetic invariants
for an evolutionary tree. As we need to work over both the real and
w xcomplex numbers, we let k denote R or C. We let A s k x and let Tk i k
m Ž .be the surface in k defined by the equations in 2 . Here we allow the
parameters t to range over all the elements in k. The real surface S is thei
Ž .subset of T determined by parameters t g U.R i
We define an invariant function for a surface X to be a function f with
<f s 0. We now show that the polynomial invariants for T are the sameX k
as the polynomial invariants for S.
< < <PROPOSITION 1. Let f g A . If f s 0, then f s 0 and f s 0.S T TC R C
Ž .Proof. Let k s R or C. Restricting f to T , we can replace x by p tR i i j
and regard f as a function of the t . Since f vanishes on S, f vanishes fori
Ž .all t g U. Let t for i / i be fixed. Then f is a polynomial vanishing ati i 0
infinitely many values of t . Hence f vanishes for all values of t . As ai i0 0
<result, f vanishes for all choices of t g k. Hence f s 0.Ti k
We now study the surfaces T . We can view T as the image in k m ofk k
the function s : k r “ k m defined by
s t , . . . , t s p t , . . . , t , . . . , p t , . . . , t .Ž . Ž . Ž .Ž .1 r 1 1 r m 1 r
We also consider k mq r and let x , t denote its coordinates. The equationsi i
Ž . mq r Ž Ž . Ž .in 2 define a surface V in k whose points are p t , . . . , p t , t ,k i m i 1
. mq r r mqr. . . , t . We can view V as the image in k of the function i: k “ kr k
defined by
i t , . . . , t s p t , . . . , t , . . . , p t , . . . , t , t , . . . , t .Ž . Ž . Ž .Ž .1 r 1 1 r m 1 r 1 r
Let p : k mq r “ k m be the projection
p x , . . . , x , t , . . . , t s x , . . . , x .Ž . Ž .1 m 1 r 1 m
Ž .Then s s p ( i and T s p V .k k
w xWe now consider the polynomial ring B s k x , t . Let J be the idealk i j k
Ž .of B generated by the terms x y p t . It is clear that J s J m C.k i i j C R R
We recall that given g , . . . , g g A , the set1 s k
m <V g , . . . , g s a , . . . , a g k g a , . . . , a s 0 for all i 4Ž . Ž . Ž .1 s 1 m i 1 m
is called the affine variety defined by g , . . . , g . If the ideal I is generated1 s
Ž . Ž .by g , we let V I s V g , . . . , g .i 1 s
Ž .Since V s V J , V is an affine variety. J is a prime ideal of B ask k k k k
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w xB rJ , k t . Hence I s J l A is a prime ideal of A . We have thatk k j k k k k
wI s I m C and I s I l A . By the Hilbert basis theorem 5, Theo-C R R R C R
xrem 2.5.4 , there is a finite set of functions f g I such that for each f g I,i k
there exist a g A such that f s Ý a f .i k i i i
Ž . mLet X s V I ; k be the affine variety defined by I . Cox, Little,k k k
w x mand O'Shea 5, Theorem 3.3.1 show that X is the smallest variety in kk
containing T . In other words, if g g A vanishes on T , then g vanishesk k k
on X . Clearly, the functions in I vanish on X . When k s C, since I isk k k C
prime, Hilbert's Nullstellensatz shows that I is the set of functionsC
<f g A with f s 0. Hence by Proposition 1, I is the set of polynomialXC CC
invariants for S. We now consider the situation when k s R. In general,
Hilbert's Nullstellensatz does not hold. Nevertheless, we can show that IR
is the set of f g A which vanishes on X .R R
<THEOREM 4. I is the set of all functions f g A such that f s 0.XR R R
Proof. Let f g A be a function vanishing on X . Then by PropositionR R
1, f vanishes on T . Since X s T , f vanishes on X and f g I . SinceC C C C C
f g A , we have f g A l I s I .R R C R
By Proposition 1, we have
COROLLARY 1. I is the set of polynomial in¤ariants for S.R
Now for any given evolutionary model, the ideal J can be calculatedR
explicitly. Knowing a Grobner basis for J , one can then find a GrobnerÈ ÈR
basis for I . Hence I is determined. However, in practice, computing theR R
Grobner basis for J is computationally intensive and has only beenÈ R
successfully done in a few cases. The example in Section 3 represents the
most difficult case to date in which I has been determined by thisR
method.
5. REGULAR AND ANALYTIC FUNCTIONS
In the previous section, we determined the polynomial invariants for the
surfaces T . In this section, we consider the invariants of T for the morek k
general classes of regular and analytic functions. We again let k denote
either the field R or C.
Depending upon the type of function we discuss, we will be using one of
two topologies. In the algebraic setting with regular functions, the natural
w x Ž .topology is the Zariski topology 13 . Given f g A , let D f be thek
m Ž . Ž .complement in k of the variety V f . The D f form the basis of the
open sets of k m in the Zariski topology. We note that the usual open ball
in k m is not an open set in the Zariski topology. In the analytic setting, we
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use the classical topology where the open balls in k m form a basis for the
open sets. A Zariski-open set is an open set in the classical topology.
We define a regular function f on a Zariski-open subset U of k m to be
Ž .a rational function f s grh, where g, h g A and h x / 0 for all x g U.k
Ž .mWe let O U denote the ring of regular functions on U. Then the functork
Ž . mm mdefined by U ‹ O U defines a sheaf of rings O on k . Given x g X,k k
lim 6 Ž .m mthe stalk O s O U is the ring of germs of regular functionsk , x kxgU
at x.
Ž .We now define analytic functions. Let x s x , . . . , x denote the1 m
m Ž . m acoordinates in k . Given a s a , . . . , a g Z , let x denote the1 m
monomial x a1 ??? x am. Given an open set U of k m in the classical topol-1 m
ogy, a function f is an analytic function on U if for each point x g U,0
there is an open neighborhood V of x on which f can be written as a0
Ž .a anŽ .power series Ý c x y x . Let O U denote the ring of analytica a 0 k
functions on U. Again, O anm is a sheaf of rings on k m and given x g k m,k
liman an6 Ž .m mthe stalk O s O U is the ring of germs of analytic functionsk , x kxgU
at x.
Ž .If f g O U vanishes on U l X , then we say that f is a rationalk k
Ž .invariant of U l X . The set I U of all rational invariants of U l X isk X kk
Ž . Ž .man ideal in O U . The map U ‹ I U defines the ideal sheaf I ofk X Xk k
Ä mX . Similarly, we call a germ f g O an invariant if there is a Zariski-k k , x
ÄŽ .open set U containing x and f g I U representing f. The ideal I inX X , xk k
O m of all invariant germs is the stalk of I at x. Similarly, we cank , x X k
define the sheaf I an of analytic invariants and the ideal of invariantX
analytic germs I an at x. We will also use the ideal sheaves I and I anX , x S Sk
for the surface S ; Rm.
6. THE COMPLEX CASE
In this section, we let k s C and determine the rational and analytic
invariants of S. We recall that I s I A and I s I is the ideal ofC R C R
polynomial invariants in A .R
We first consider the rational invariants. We recall from the Introduc-
tion that there are three different cases to consider: rational invariants
defined on Cm, rational invariants defined on a Zariski-open set U ; Cm,
and given x g S, germs of rational invariants defined on some open
neighborhood of x. We now show
PROPOSITION 2. Let k s C.
Ž m.1. I C s I.Xk
2. Let U ; Cm be a Zariski-open neighborhood with U l S / B.
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Ž . Ž .mThen I U s IO U .X kk
3. Let x g S. Then I s IO m .X , x k , xk
m wProof. The only regular functions defined on C are polynomials 13,
x mProposition II.2.2 . Hence the set of rational invariants defined on C
equals the set of polynomial invariants I .C
Ž . Ž . Ž .m mTo prove b , it suffices to show that if f g I U , then f g IO U .k k
Ž . Ž .There exists a finite covering U s D g j ??? j D g for some g g A .1 k i k
Ž .Let g be the greatest common divisor of the g . Then U ; D g andi
Ž . Ž Ž .. nm mO U s O D g . Hence f s hrg for some h g A , n G 0. Sincek k k
< Ž . < nf s 0 and g x / 0 for x g U, h s 0 and h g I. Since 1rg gS lU S lU
Ž . Ž . Ž . Ž .m mO U , f g IO U . Part c follows immediately from b as each germk k
Ä Ž .f g I extends to f g I U , for some Zariski-open U.X , x Xk k
We now compare the analytic invariants of S with its algebraic invari-
ants. The first case of global complex analytic invariants is easily answered.
m <PROPOSITION 3. If f is an analytic function on C and f s 0, thenS
an Ž m.mf g IO C . I.e., the set of global complex analytic in¤ariants of S isC
an Ž m.mgenerated by the polynomial in¤ariants as an ideal in O C .C
< Ž .Proof. If f s 0, then by replacing x by p t , we have that f is anS i i j
analytic function on C r which vanishes on an open subset of R r. Hence
Ž . r <f t ’ 0 as a function on C and thus f s 0. Since T is dense in theTj CC
< an Ž m.classical topology in X , by continuity f s 0 and f g I C . HenceXC XC C
the proposition follows from the following proposition.
an Ž m. an Ž m.mPROPOSITION 4. I C s IO C .X CC
The proposition is proved by a straight-forward application of the ideas
w x mof 20 . We recall that given a coherent algebraic sheaf F of O -modulesC
on Cm in the Zariski topology and an open set U of Cm in the classical
topology, F an s F m O anm defines a coherent analytic sheaf for theO CmC
w x nclassical topology 20 . Let F be the ideal sheaf I and let x g C . SinceXCan Ž .anm mO is a faithfully flat ring extension of O , it follows that I ,C , x C , x X Can w xI 20, Proposition 11 .X C
Proof. By the Hilbert basis theorem, the ideal I is generated as an
A -module by a finite number of generators h , . . . , h . We can define aC 1 d
d Ž .map h: A “ I by h a , . . . , a s Ý a h for a g A . Since I is theC 1 d i i i i R XC
sheafification of I, h induces a sheaf homomorphism h: [d O m “ IC Xis1 C
and an exact sequence of sheaves
d
h
m0 “ Ker h “ O “ I “ 0. 4Ž . Ž .[ C X C
is1
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Ž . Ž .Since A is Noetherian, Ker h is a coherent sheaf and the sheaves in 4C
an Ž .m mare all coherent. As O is a faithfully flat O -module, tensoring 4 byC C
O anm gives an exact sequence of analytic coherent sheavesC
d anhan an an
m0 “ Ker h “ O “ I “ 0. 5Ž . Ž .[ C XC
is1
an anŽ . anŽ .The map h is defined by h a , . . . , a s Ý h m a g I U for a gU 1 d i i i X iCanŽ . mmO U . Since C is a Stein variety, taking global sections is right exactC
w x Ž .12, III.H and 5 becomes
d anhan m an m
mO C “ I C “ 0.Ž . Ž .[ C XC
is1
an m an mŽ . Ž .mHence I C s IO C .X CC
It is also the case that the ideal of germs of analytic invariants at a point
x g S is also generated by the polynomial invariants. This fact is a direct
w xresult of Serre's Proposition 4 in GAGA 20 .
PROPOSITION 5. For x g Cm, I an s IO anm . I.e., the ideal of localX , x C , xC
analytic in¤ariants at x is generated by the polynomial in¤ariants of S.
We now consider the second case for analytic invariants. Unlike in the
previous two cases, the analytic invariants for S on an open set U need not
always be generated by polynomial invariants. We first present an example
where it is.
PROPOSITION 6. If U ; Cm is an open Stein set such that X l U is anC
an Ž . an Ž .mirreducible analytic ¤ariety. Then I U s IO U .S C
Proof. Since X l U is irreducible, the open set X l U of regularC reg
an Ž . <points of X in U is connected. Now suppose f g I U . Since f S lUC S reg
s 0, it vanishes on an open subset of X l U containing S l U. Hence,C reg
< an Ž .f vanishes on X l U. By continuity, f s 0 and f g I U . NowX lUreg XC C
an Ž .the same argument used to prove Proposition 4 shows that I U sXCan Ž .mIO U and the proof is finished.C
However, there are also situations where there are analytic invariants
that are not generated by polynomial invariants.
PROPOSITION 7. Let U ; Cm be an open set which is a Stein space.
an Ž .Assume S ; U and X l U is reducible as an analytic set. Then I U =C S
an Ž .mIO U and there is an analytic in¤ariant of S on U that is not generated byC
the polynomial in¤ariants.
Proof. Let V be the irreducible components of X l U. Since V is ani C i
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analytic set in U, the ideal sheaves I an on U are coherent. Since U isVi
Stein, I an is generated by a finite number of holomorphic functions f ,V i ji
Ž .j s 1, . . . , d, on U. Hence V s V f , . . . , f . Assume that V is thei i1 i d 1
component containing S. Since the V are distinct, we can assume that fi 11
an Ž .is non-zero at some point of V . Let f s f . Then f g I U and f is an2 11 S
analytic invariant of S. But since any polynomial invariant of S vanishes
an Ž .non X , f f IO U .C R
We note that the hypotheses of the proposition are satisfied for any
polydisc U such that X l U is not connected.C
7. THE REAL CASE
We now consider the rational and analytic invariants in the case when k
is the field of real numbers. This is most interesting case for biologists as
the surface S arising from nature is a real surface. We prove our results by
using the methods of the complex case in Section 6. We note that many of
these results can also be alternatively proved using the theory of real
analytic and algebraic varieties. We first consider the regular functions on
Rm. As in the complex case, we have
PROPOSITION 8. Let k s R.
Ž m.1. I R s I.Xk
2. Let U ; Rm be a Zariski-open neighborhood with U l S / B.
Ž . Ž .mThen I U s IO U .X kk
3. Let x g S. Then I s IO m .X , x k , xk
Proof. We can follow the proof of Proposition 2. The only difference
occurs when considering rational functions that are globally defined. There
are regular functions on Rm which are not polynomials. By Artin's solution
Ž m.mof Hilbert's 17th problem, the global sections f g O R , can be de-R
scribed explicitly as f s grh, where g, h g A and h s 1 q Ý h2, forR i i
w xsome h g A 1, p. 93 . It is clear that for f to be invariant, g g I, and thei R
ideal of rational invariants defined on Rm is generated by the polynomial
invariants.
We now consider the real analytic invariants. The main difference
between the real and complex cases is that over the reals, the presence of
singularities plays a major role in determining whether all the analytic
invariants are generated by the polynomial invariants. For if the variety XR
is non-singular at x, there is a single real analytic branch through x and it
defines the single complex analytic branch through the complexification of
X at x. More generally, for a point x g X , we will need the followingC R
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assumption:
All the branches of X through x are real. AŽ .C
w xRecall that the affine variety X is defined by the prime ideal I. By 6, 19 ,
Ž . an anmAssumption A is equivalent to I s IO . Hence we haveX , x R , xR
PROPOSITION 9. The polynomial in¤ariants generate the ideal of germs of
Ž .analytic in¤ariants at x g X if and only if A holds at x.R
Ž .Since A holds at a non-singular point, we have
COROLLARY 2. If S is non-singular at x, then the polynomial in¤ariants
generate the ideal of germs of analytic in¤ariants at x.
We now consider the global situation.
Ž .PROPOSITION 10. Assume that A holds for all x g X . Let f be anR
m < an Ž m.manalytic function on R with f s 0. Then f g IO R .X RR
Proof. Given f , there exists an extension of f to a complex analytic
Ä m mfunction f defined on open neighborhood U ; C containing R . Let
an Ž . an nmx g X . Now f g I . Since A holds, f g IO and f s Ý g f ,R X , x R , x is1 i iR
an Ä n Ä Ämwith g g I, f g O . Hence, we have f s Ý g f , where each f is ai i R , x is1 i i i
Ä anmholomorphic extension of f to a neighborhood of x, and f g IO . Thusi C , x
Ä<we can assume that U is chosen small enough that f s 0 andX lUC
Ä an Ž . w xf g I U . By 2 , we can also assume that U is Stein. Now the sameXC
method of proof as in Proposition 4 shows that f is in the ideal generated
by polynomial invariants.
By continuity, Theorem 2 follows as a corollary.
Finally, we consider the analytic invariants on open sets U ; Rm. In
general, this can be tricky as the method of proof in Proposition 4 requires
finding sufficiently small Stein spaces U ; Cm with U s U l Rm. These1 1
need not exist. Luckily, they do in the main example of interest for
biologists. Let D be the open real polydisc in Rm consisting of points
Ž .x s x with 0 - x - 1. Since in our situation, the x should representi i i
Žprobabilities, D is the natural set with which to work note that we are
.assuming that the probabilities are not 0, 1 .
<PROPOSITION 11. Let f be a real analytic function on D with f s 0.X l DR
Ž . an Ž .mAssume that A holds for all x g X l D. Then f g IO D .R R
ÄProof. Let f be the holomorphic extension of f to a neighborhood U
w xof D. The method of 2 shows that there is an open Stein subset of U
containing D. Hence we can assume U is Stein. Following the proof of
Proposition 10 now establishes the proposition.
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Again, by continuity, we have the corollary.
Ž .COROLLARY 3. If A holds for all x g X l D and X l D is theR R
closure of S l D, then all the analytic in¤ariants for S on D are generated by
the polynomial in¤ariants.
We now establish some situations when the analytic invariants are not
generated by the polynomial invariants. We first prove:
PROPOSITION 12. Assume that there is an open Stein set U ; Cm such
that X l U is not contained in any irreducible component of X l U. ThenR C
m <there is a real analytic function f on R l U such that f s 0 andS lU
an Ž m .mf f IO R l U .R
Proof. The proof of Proposition 7 shows that there is a complex
< Ž .analytic function g on U with g s 0 and g x / 0 for some x g X .S lU R
Let g q ig be the restriction of g to Rm l U, where g are real analytic1 2 i
functions on Rm l U. Let f s g 2 q g 2. Then f is a real analytic function1 2
m < Ž .on R l U with f s 0 and f x / 0. Since every polynomial invari-S lU
an mŽ .mant vanishes on X , f f IO R l U .R R
We now use Proposition 12 to prove Theorem 3 from the Introduction.
We note that in the present context, X s X .R
Proof. By the assumptions, we know X s V j V , where V , V areR 1 2 1 2
closed sets in Rm with V l V s B. As S is connected, we can assume1 2
that V contains S. Let U , U be open sets in Cm with V ; U . We can1 1 2 i i
assume that U l U s B. Let U be the open subset Cm y X . Let1 2 3 C
m m w xU s U j U j U . U is an open set in C containing R . By 2 , there is1 2 3
an open Stein set W ; U containing Rm. Define the open set W byi
Ž .W s W l U j U . Then W s W j W and W l W l X s B. Leti i 3 1 2 1 2 C
X s W l X . Since X are closed disjoint subsets of W, X l W s X ji i C i C 1
X is a union of disjoint closed subsets of W. Hence we can apply2
Proposition 12 and Theorem 3 is proved.
By using a different approach we can strengthen Theorem 3.
PROPOSITION 13. Assume that X is not connected in the classicalR
topology. Let V be the component of X containing S. Then there exists a realR
m < Ž .analytic function on R with f s 0 and f x / 0 for all x g X , x f V.S R
Proof. We will construct f using Cousin's second problem in complex
analysis. Hence, we will find a Stein set W containing Rn, a decomposition
W s W j W into open subsets, and functions g on W with particular1 2 i i
zero sets. Let V ; X be the component of X containing S. Then1 R R
X s V j V , where V is a closed subset of X and V l V s B. AsR 1 2 2 R 1 2
w xany real affine variety can be defined by a single equation 1 , choose g g I
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Ž . m m Ž .such that V g l R s X . Let U s C y V g . Now define U , U , U,R 3 1 2
W, and the W as in the proof of Theorem 3. We can assume that W is alsoi
a contractible set. Let g s g. Then the function g on W defines the1 1 1
Ž .divisor V g l W . The function g s 1 defines a function with divisor 01 1 2
on W . The divisor of both functions on W l W is 0. Hence the2 1 2
Ž 2Ž .hypotheses for Cousin's problem are satisfied H W, Z s 0 since W is
. w xcontractible and by 12 , there is a holomorphic function g on W whoseÄ
<divisor on W agrees with g . Since S ; V , g s 0 and g is a complexÄ ÄSi i 1
analytic invariant of S. We write the restriction of g to Rm as g s f q if ,Ä Ä 1 2
where the f are real analytic functions on Rm. Let f s f 2 q f 2. Since thei 1 2
set of zeros of f on Rm equals that of g, f is a real analytic invariant of S.Ä
Moreover, f is non-zero at every point of W and thus V .2 2
Similarly, if one is interested in analytic functions in a neighborhood of
Ž .mthe open polydisc D s 0, 1 , one can prove:
PROPOSITION 14. Assume that X l D is not connected. Then there existsR
< an Ž .ma real analytic function f on D such that f s 0 and f f IO D .S l D R
We note that one would also expect that the other partial converse to
Ž .Proposition 10 should hold. Namely, that if Assumption A fails to hold at
some point x g X , then there should exist a real analytic function f onR
m < an Ž m.mR with f s 0 and f f IO R . This remains an open question. WeX RR
note that if we only require f to be defined on a neighborhood of x, then
by Proposition 5 this question has an affirmative answer.
8. ALGEBRAIC INDEPENDENCE
In this paper, we have associated to each possible evolutionary tree T an
irreducible algebraic variety X which is the zero set of the ideal I s IR R
w xof invariants in A s R x , . . . , x . Hence to test for the evolutionaryR 1 m
tree that fits the observed frequency vector p, it suffices to test whetherÃ
the functions in I vanish on p. If f is a finite set of generators for I as anÃ i
A -module, the elements of I will vanish at p if and only if the f vanishÃR i
at p. It is natural to ask what is the smallest N such that I has a set of NÃ
generators?
We can answer this question by introducing the dimension d of X . TheR
w xdimension d can be described in two ways 21, II.2 . First, if f is a set of ni
Ž .generators for I, define the function r x to be the rank of the n = m
Ž Ž .. Ž .matrix › f r› x x . On a dense Zariski-open set of X , the function r xi j R
achieves its minimal value of m y d. Second, we recall that X is theR
Ž . Ž .closure of the surface T parametrized by the equations x s p t in 2R i i j
Ž .and that r is the number of parameters t . Let r t be the rank of thei 1
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Ž Ž ..m = r matrix, › p r› t t . On a Zariski-open set in the space of parame-i j
r Ž .ters R , r t achieves its maximal value of d. By the implicit function1
theorem, these two definitions of d agree. The points x g X whereR
Ž .r x s m y d are called the non-singular points of X . Hence withR
probability 1, any given point on X will be non-singular and by calculat-R
Ž .ing r x , the dimension of X can be calculated. We note that since T isR R
parametrized by r parameters t , it is natural to expect that dim X s r.i R
This equality holds for many evolutionary models, particularly when r is
small compared to m. However, in general, some of the parameters may
be redundant, and the dimension must be calculated as outlined above.
w xIn general, we have N G m y d 21, p. 57 . It is a difficult question in
algebraic geometry to determine when equality holds. For a general
variety, it will not. For the surfaces coming from evolutionary models, the
w xonly general result in this direct is due to Evans and Zhou 8 for the
ŽKimura three-parameter model as well as the Kimura two-parameter,
.Jukes]Cantor models . For the Kimura three-parameter model for n taxa
and a uniform distribution at the root, Evans and Zhou explicitly calculate
N s 4n y 3l, where l s 2n y 3 is the number of edges in the associated
n Ž n .unrooted tree T. Thus d G 4 y 4 y 3l s 3l. But the surface S deter-
mined by T is parametrized by 3l parameters. Hence d s 3l and N s m
y d for the three-parameter model.
It is easier to calculate the number of generators for the ideal of
w xinvariants for open subsets of X . To do so, Ferretti and Sankoff 10R
introduced the concept of algebraic generators of I. We refer to the
w xintroduction for the definition, but note here that in 10 , the condition
Ž .a x f I is omitted. We will see its importance below. We also note that
this notion of algebraic dependence differs from the notion of algebraic
Ž . Ž .dependence in algebra. Let f x , . . . , f x be a set of algebraic generators1 n
Ž . Ž . Ž .for I and let h x , . . . , h x be a set of usual generators for I. Then for1 l
Ž . Ž .each i, we have polynomials a x , a x g A , such thati i j R
a x h x s a x f x q ??? qa x f x .Ž . Ž . Ž . Ž . Ž . Ž .i i i1 1 in n
Ž . m Ž .Let i be fixed and suppose a x / 0 for some x g R . Then h x / 0i i
Ž . Ž .implies that f x / 0 for some j. Recall that V f , . . . , f is the set ofj 1 n
m Ž . Ž . Ž . mx g R where f x s ??? s f x s 0 and D f , . . . , f s R y1 n 1 n
Ž .V f , . . . , f . We then have1 n
V f , f , . . . , f l D ; X l D.Ž .1 2 n R
Ž .But since f g I, we have X ; V f , f , . . . , f and thusi R 1 2 n
V f , f , . . . , f l D s X l D. 6Ž . Ž .1 2 n R
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Ž .From the definition, a x f I and so X l D / B. Since X l D is ani R R
open subset of X , we see that a set of algebraic generators of IR
determines an open dense subset of X . If we are given a point x g Rm,R
Ž .with probability 1 we can assume x g D. Hence x g X l D and by 6 ,R
Ž .we need only test if f x s 0 for all i. Thus, we merely need to find a seti
of algebraic generators of I for the method of invariants to work.
Moreover, we are interested in finding the smallest d such that there is
Ãa set of d algebraic generators f for I. Let d be the smallest such d.i
ÃClearly, d F N, where N is the minimal number of generators for I.
However, if h , . . . , h are generators of I, they need not be algebraically1 N
independent. Hence inequality may occur. We also note that dim X l DR
Ãs dim X and X l D is the subset of D defined by the d equationsR R
Ž . Ž . mf x s 0, . . . , f x s 0. Since D is an open subset of R , we haveÃ1 d
Ã w xdim D s m and thus d G m y d 21, p. 57 . We now show that equality
occurs:
PROPOSITION 15. There is a set of m y d algebraic generators for I.
Proof. We have already seen that f is a set of algebraic generators ofi
I if and only if for every f g I, there is a non-empty open set U in Rm on
Ž .mwhich f is a O U -linear combination of the f . We show that there is anR i
open set U and m y d functions f such that every invariant f g I is ini
Ž .mthe O U -ideal generated by the f . Let a be a non-singular point of X .R i R
w xBy 21, p. 93 , there are m y d functions f g I that generate I as ani X , aR
ideal in O m . Let h , . . . , h g I be the generators of I as an ideal inR , a 1 n
Ž . Ž .A . Then for each i, as h g I ; I , there are polynomials a x , b xR i X , a i j i jR
Ž .g A with b a / 0 such thatR i j
a x a xŽ . Ž .i1 i , myd
h x s f x q ??? q f x .Ž . Ž . Ž .i 1 mydb x b xŽ . Ž .i1 i , myd
m Ž .Let U be the Zariski-open set of points x g R where b x / 0. Theni j
a g U. Since each of the h is generated by the f on U, every element of Ii j
is a linear combination of the f on U. The proposition is proved.j
Since a minimal set of algebraic generators must be algebraically inde-
pendent, Theorem 1 follows from the proposition. Now d s dim X canR
Ž .be computed by determining the rank r t of the Jacobian at any choice1
of parameters in R r corresponding to a non-singular point x of T . SinceR
these points are dense in R r and for any given evolutionary model T isR
described by explicitly known polynomials, it is straightforward to compute
the number of algebraically independent invariants.
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