We develop a parametric sinusoidal analysiskynthesis model which can be applied to both speech and audio signals. These signals are characterised by large amplitude variations and small frequency variation within a short analysis frame. The model comprises of a Gaussian mixture representation for the envelope and a sum of linear chirps for the frequency components. A closed form solution is derived for the frequency domain parameters of a chirp with Gaussian-mixture envelope, based on the spectral moments. An iterative algorithm is developed to select and estimate prominent chirps based on the psycho-acoustic masking threshold. The model can adaptively select the number of time-domain and frequencydomain parameters to suit a particular type of signal. Experimental evaluation of the technique has shown that about 2 to 4 parameterslms is sufficient for near transparent quality reconstruction of a variety of wide-band music and speech signals.
INTRODUCTION
Speech and music signals are inherently non-stationary. The important time-varying characteristics of these signals are the timevarying harmonics and the signal time-envelope as determined by the signal analysis and psycho-acoustic experiments. The currently successful models of speech and audio, assume the signal characteristics to be time-invariant over an analysis window and estimate either the spectral envelope (LPC) or the individual harmonics (sinusoids). The time-varying information is then generated either through interpolation between successive windows or as a residual within the window of the time-invariant envelope.
There have been attempts to directly estimate time-varying components in the signal [l, 5, 61, which have used quite restrictive models in terms of modelling the time-envelope or the frequency variation. Also, the models in [2, 5, 6, 71 have been mainly for speech signals; audio signal models in [3, 8, 91 use stationary sinusoidal model appended with residual waveform representation. We develop a general model for speech and audio signals which provides for time-varying characteristic of the short-time envelope as well as time-varying spectral components. This results in minimisation of interpolation between successive windows or the need for using residual signals. The improved envelope model has resulted in reduced pre-echo [4] which is a common problem in audio signals.
MIXTURE GAUSSIAN CHIRP MODEL (MGC)
The mixture Gaussian model is an extension of the earlier model of speech which used Gaussian linear chirps [5, 61. In general, time-varying tonal signals, such as notes of musical instruments and voiced speech, can be considered as a sum of partials with a time-varying envelope and frequency, over the duration of the note or the phoneme. Over a short analysis segment, much smaller than a note, the signal is usually assumed to be time-invariant (quasistationary), which has lead to the development of either the sinusoidal model or linear system (LPC) model of the signal. It is clear that over many segments of speech or audio, the time-invariance is not valid, leading to poor quality synthesis. To improve this situation, we can consider linear chirps for the frequencies of the partials and a Gaussian mixture function for the envelope of the signal segment of the order of 100ms. The reconstructed signal in the mth frame can be represented as 2, ( n ) = which is a sum of L,/2 distinct chirp components (for a real valued signal) where the instantaneous frequency (IF) of the Zth component is given by Rl, (n) = W I , + 2Plm n. The total signal envelope is represented as a sum of G , number of Gaussian components with means pim , variances 1/2ai, and scale factors Ai,.
For short segments of the signal, the Gaussian mixture model is considered adequate since it can represent sudden attacks or decays or multi-modal shapes.
MODEL ESTIMATION
The joint estimation of the parameters in eqn (1) is quite complex and may not yield any useful'results. Instead, we resort to a sequential approach of first estimating the envelope parameters and then the spectral components, successively.
Envelope parameters
The parameters which determine the time-envelope of the signal are G,, Ai,, pi,,, and ai,. Let a(n), n = -N , .., 0, .., N , be the envelope of the signal in a frame of duration 2N + 1. We estimate a(n) by filtering the rectified signal with a low-pass filter having a transition band in the range of 40 -80Hz. Fig. 1 illustrates the algorithm for the envelope parameter estimation. Among the various algorithms for mixture Gaussian approximation, this approach is found simple and effective. In this procedure, major peaks in the envelope function a(n) are identified and each is fitted with a Gaussian function, sequentially. The parameters of each Gaussian are obtained from the sample mean and sample variance of the windowed envelope, a,(n) = a(n).w(n); w ( n ) = e -a w ( n -p w ) 2 where p,,, is at the chosen peak and cym depends on the adjoining valleys. Assuming a(n) M Ae-a(n-p)z, around p,,,, A, p, a can be easily solved from the computed sample mean p s , sample variance cy. and the chosen p,,, and aw .
Fig. 1. IdentiJication and estimation of envelope parameters

Spectral parameters
The spectral parameters are wi, , PI,,, , &,,, , ~$ 2~ and L,. For this estimation, instead of the MMSE (minimum mean square error) approach, we have formulated a method based on spectral moments, which leads to closed-form solution of the spectral parameters for a single chirp. Taking a successive approximation approach, the parameters of all the chirps are estimated, sequentially.
Single chirp
Let s(t) be a linear chirp having an envelope of a sum of G Gaussians; i.e., s ( t ) = g i ( t ) = e -a i ( n -p i ) 2 , and the parameters of g i ( t ) and ki have been already estimated through the time-domain envelope estimation procedure. Let us consider the spectral moments of the signal kigi(t)]BejBt2/2+jWot+b0 where 4 t h
Since each g i ( t ) is a Gaussian function, we can easily avoid the integration to evaluate E , E t , Et2 and E, and instead obtain them through closed form expressions in terms of ki, cy;, and pi, which have been earlier estimated. Also, we can compute the spectral moments in eqns (2, 3) from the computed I S ( W )~~. Thus, using E , Et, Et2, E, and the moments, we can solve for W O and / 3 in a closed form. The sign of p is determined from the curvature of the phase around W O . The complex valued scale factor of the chirp is obtained using a least square error formula-
Multiple chirps
The case of multiple chirps is solved using a successive approximation (Fig 2) approach of identifying the dominant component, isolating it using a frequency-domain window and estimating the chirp parameters. After the parameters of one chirp are estimated, the chirp is synthesised and subtracted from the signal and the next chirp is estimated from the spectrum of the residual signal. This process is continued until all the identified chirps are estimated.
For resolving between chirps, it is clear that longer time-domain analysis window would be beneficial whereas time localisation of the beginning and ending of the chirp would be affected by the long window. Hence frame-window has to be chosen optimally and the frequency-domain window (for isolating the chirps) should be a function of the time-window. Let Rl where C T~ is the variance of the analysis time-window and 7~ is a factor chosen such that the width of the window Ri ( w ) can be scaled depending on the nature of the peaks in the spectrum. The scaling is important because, a broad frequency-window will be affected by adjacent peaks whereas a narrow window causes underestimation of the chirp rate. From the sample mean and variance computed from the windowed spectrum I S ( W )~~R~( W ) , wi and It may be noted that all the frequency-domain parameters can be refined through subsequent iterations of re-estimating each chirp from the residual signal obtained after subtracting the contributions of all other identified chirps with the latest estimated parameters. We can also have different envelope functions for each chirp (generalisation to the present model), by re-estimating the timedomain parameters also, after each chirp is estimated and subtracted from the signal. But, initial experiments did not indicate a need for this generalisation. 
PERFORMANCE COMPARISON
The performance of the new parameter estimation technique is compared with other techniques available in the literature for estimation of constant amplitude multi-component chirp signals. Also, the performance of the model on real signals of speech and audio is determined using a measure of the number of parameters required to synthesise the signal, with near transparent quality.
Synthetic Signals
The first signal is a two component constant-amplitude chirp signal, reported in [5, 61. The signal has significant spectral overlap because of high PI as well as small W I separation. The actual parameter values and those estimated, are compared in Table-I. It can be seen that estimation error is < 1% and this compares favourably with that reportedin [5, 6] . The second signal, shown in Table- 
SpeecWAudio signals
The concem in modelling speech and audio is to obtain a minimum number of components (G, + L,) i.e., the number of Gaussians for the envelope and the number of chirps, which can result in transparent quality reconstruction. Gaussian in the envelope is 3 parameters and each chirp is 4 parameters. It may be noted that the measure of parametershs is similar to the measure of perceptual entropy, indicating the minimum number of parameters to achieve near transparent quality reconstruction.
In the first experiment, a male-female conversational speech (of GSM evaluation tests) sampled at 8kHz is used for evaluation. A overlapped frame analysis of 25ms frame size and 64ms Kaiser window (beta =8) is chosen to minimise spectral domain side-lobe leakage. An overlap-add synthesis is performed. It is found that an average of 3.7852 parametershs results in near transparent quality speech. In the second experimental condition (case-2), the signal envelope is restricted to be one Gaussian which resulted in an overall parameter reduction of 15.27%. But, the perceptual quality showed several artifacts. In contrast, constraining the spectral components and leaving the envelope components unconstrained, resulted in a 18.66% reduction, but no artifacts; the quality is quite close to case-1. This shows the importance of mixture-Gaussian envelope modelling. Fig (3) compares voiced speech modelling using chirps and constant sinusoids. It is clear that the chirps are more effective in reducing the modelling error especially in the mid-high frequency regions where the spectral peaks are broader and cannot be accurately modelled by sinusoids. Table-4 ) resulted in near transparent quality reconstruction of the original sound. Trumpet has the maximum richness among the five signals (which is also perceptually justified), whereas flute, piccolo and oboe have lower parametric entropy. As expected, the percussion type of signal has the maximum rate of parameters for the envelope function and trumpet has the maximum frequency domain load. It has been observed that reducing the number of frequency-domain parameters by 30% without restricting the time-domain parameters reduces the perceptual quality but do not introduce artifacts. It shows that modelling the time-envelope of speecNaudio signals is crucial in preserving their natural quality and restricting the frequency-domain parameters offers a more graceful degradation in perceptual quality. On the other hand, reducing the time-domain parameters results in preecho or other artifacts. 
