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ABSTRACT 
 
Giant panda (panda) is a highly endangered animal. 
Significant efforts and resources have been put on panda 
conservation. To measure effectiveness of conservation 
schemes, estimating its population size in wild is an important 
task. The current population estimation approaches, 
including capture-recapture, human visual identification and 
collection of DNA from hair or feces, are invasive, 
subjective, costly or even dangerous to the workers who 
perform these tasks in wild. Cameras have been widely 
installed in the regions where pandas live. It opens a new 
possibility for non-invasive image based panda recognition. 
Panda face recognition is naturally a small dataset problem, 
because of the number of pandas in the world and the number 
of qualified images captured by the cameras in each 
encounter.  In this paper, a panda face recognition algorithm, 
which includes alignment, large feature set extraction and 
matching is proposed and evaluated on a dataset consisting of 
163 images. The experimental results are encouraging. 
 
Index Terms— biometrics, face recognition, giant 
panda, individual identification 
 
1. INTRODUCTION 
 
Recognition of individual animals is an important task, which 
allows researchers to understand animal’s behavior and study 
population parameters such as population size, movement 
patterns, etc. There exist invasive and non-invasive methods 
for the individual recognition. Invasive methods require 
capturing an animal and physical tagging, which is 
troublesome, costly and likely to cause stress. Non-invasive 
methods use biometric traits such as DNA collected from hair 
or feces; or visual assessment based on images taken by 
cameras mounted in inhabited regions. DNA collection is 
costly and in some cases infeasible because it requires 
conservation workers going to rural or dangerous areas to 
acquire the samples. Therefore, visual assessment and animal 
biometrics gained attention as a potential solution. 
Some animals such as zebra, tiger, whale shark and 
giraffe with unique patterns on their body are easy to be 
identified [1]. Fig. 1 shows different zebras and tigers. These 
patterns serve as their fingerprint. However, some animals are 
harder to be identified. Panda is one of them. To recognize 
animals for food safety (e.g., pig [2] and cow [3]), 
entertainment, sport (e.g., horse [4]) and wild animal 
conservation (e.g., chimpanzee [5]), biometric technology 
has been applied. More information about applying biometric 
technology to animals can be found in [1].  
In the image processing community, researchers have 
studied panda. Chen et al. and Zhang et al. designed methods 
for panda face detection [7-9]. In addition to detection, Chen 
et al. attempted to estimate pose of panda in images [6]. 
Huang et al. [10] studied panda segmentation. According to 
our best knowledge, no one studied panda face recognition 
before.  
Comparing with human face recognition and recognition 
of other animal species, panda face recognition is definitely a 
small dataset problem because according to the previous 
survey done in 2013 by National Forestry and Grassland 
Administration, China, it was estimated that there were only 
1864 pandas in wild. In addition, in each encounter in wild, 
likely only several images with enough quality for 
recognition are available. Furthermore, pandas are generally 
solitary. In other words, in each small region, only several 
pandas can be captured by the same camera. Thus, in this 
paper, we study panda face recognition on a small dataset. 
The rest of this paper is organized as follows. In Section 
2, a panda face dataset is presented. In Section 3, the proposed 
algorithm is given in details. In Section 4, the experimental 
results are reported. In Section 5, the conclusion is given. 
Fig. 1. Animals with unique patterns. 
 2. DATASET 
 
Panda images used in this study were collected by Chengdu 
Research Base of Giant Panda Breeding. A dataset consists 
of 163 images of 28 different panda individuals (panda ID). 
Frontal face regions were manually cropped and resized to 
100 pixels height, preserving the aspect ratio. Note that panda 
face detection is out of the scope in this study and there exist 
other works that focus on this task only. The panda face 
images have significant pose, illumination and occlusion 
variations. Pandas also have different facial expressions or 
often eat e.g., bamboo. Fig. 2 shows some examples of the 
original and cropped panda face images.  
 
3. THE PROPOSED ALGORITHM 
 
In this section, the proposed panda face recognition algorithm 
is presented. The algorithm consists of panda face alignment, 
feature extraction, and Partial Least Square (PLS) regression.  
Panda images are usually captured in unconstrained 
environments. Thus, the panda face images have different 
poses, expression, illumination, shading, resolution and 
occlusion. To extract features in the same region of interest 
(ROI) from the panda face image, the alignment procedure 
illustrated in Fig. 3 and described in Algorithm 1 is used. 
First, Sobel edge detector is applied to image 𝐼 to find edges 
and get the key points. All the edge pixels’ positions serve as 
2D key points 𝑘. Coherent Point Drift (CPD) algorithm [11] 
is applied to find the correspondence between two sets of key 
points 𝑘𝑡 and 𝑘𝑠 and to estimate the affine transformation 𝜃 
between target panda image 𝐼𝑡 and another panda image 𝐼𝑠. 
The subscript 𝑡 indicates target image, whereas the subscript 
𝑠 indicates image to be wrapped. Wrapping is performed on 
image  𝐼𝑠 by using bicubic interpolation and the affine 
transformation 𝜃 calculated by CPD.  
After image alignment, Local Binary Pattern (LBP) [12] 
and Gabor [13] histograms are extracted in each block from 
seven different grids (see Fig. 4) which cover panda face. 
These grids are designed to preserve spatial information and 
to capture it at different scales. Details of these grids, 
including the number of blocks in horizontal and vertical 
directions, are given in Table 1. Gabor orientation field is 
calculated as follows: 
𝑂(𝑥, 𝑦) = arg𝜃𝑟 max𝑚,𝑟
|𝐺𝜆𝑚𝑘,𝜃𝑟,𝜎𝑚,𝛾 ∗ 𝐼| 
 
 
 
where 𝐺𝜆𝑚𝑟,𝜃𝑟,𝜎𝑚𝛾 is a Gabor filter with an orientation 𝜃𝑟 =
𝑟𝜋/8, the wavelength of the sinusoidal component 𝜆𝑚𝑟 , 
standard deviation of the elliptical Gaussian window 𝜎𝑚, 
spatial aspect ratio 𝛾, scale indices 𝑚 and orientation 
indices 𝑟. In the implementation, four scales and 16 
orientations are used.  Gabor orientation fields are calculated 
over the grayscale image and their histograms extracted in 
each block are concatenated to form Gabor features ℎ𝐺𝑎𝑏𝑜𝑟 . 
The Local Binary Pattern 𝐿𝐵𝑃𝑃,𝑅 is calculated as follows: 
𝐿𝐵𝑃𝑃,𝑅 = ∑ 𝑠(𝑔𝑝 − 𝑔𝑐)2
𝑝
𝑃−1
𝑝=0
 
where 𝑃 is the number of sampling points, 𝑅 is the radius of 
the sampling circle, 𝑔𝑐 is the center pixel value, 𝑔𝑝 is the 
neighbourhood pixel value and  𝑠(𝑎) = 1 if 0 ≤ 𝑎, otherwise 
𝑠(𝑎) = 0. In the implementation 𝐿𝐵𝑃8,1
𝑟𝑖𝑢2 and 𝐿𝐵𝑃8,2
𝑢2 are 
used. 𝐿𝐵𝑃8,1
𝑟𝑖𝑢2 and 𝐿𝐵𝑃8,2
𝑢2 are calculated over R, G and B 
channels separately and their histograms extracted in the 
blocks as indicated in Table 1 are concatenated to form the 
LBP features ℎ𝐿𝐵𝑃. LBP features ℎ𝐿𝐵𝑃 and Gabor features 
ℎ𝐺𝑎𝑏𝑜𝑟  are concatenated to make a large 15374 dimensional 
feature vector 𝑥 (see Algorithm 2).  
 
Table 1. Details of seven different grids. 
Grid Hor. dir. Ver. dir. No. blocks Features extracted 
G1 7 5 35 𝐿𝐵𝑃8,1
𝑟𝑖𝑢2, Gabor 
G2 5 7 35 𝐿𝐵𝑃8,1
𝑟𝑖𝑢2, Gabor 
G3 5 5 25 𝐿𝐵𝑃8,2
𝑢2, Gabor 
G4 4 3 12 𝐿𝐵𝑃8,2
𝑢2, Gabor 
G5 3 4 12 𝐿𝐵𝑃8,2
𝑢2, Gabor 
G6 3 3 9 𝐿𝐵𝑃8,2
𝑢2, Gabor 
G7 2 2 4 𝐿𝐵𝑃8,2
𝑢2, Gabor 
 
 
Fig. 2. Examples of original and cropped panda faces. Images in a 
row are from the same panda ID. 
Fig. 3. Schematic illustration of wrapping image 𝐼𝑠 to image 𝐼𝑡. 
Wrapped image 𝐼𝑠 is denoted as 𝐼𝑤. 
 
Algorithm 1 Alignment 
1: procedure ALIGN(𝐼𝑠,𝑘𝑡) 
2:   𝑘𝑠 ← 𝐺𝑒𝑡𝐾𝑒𝑦𝑃𝑜𝑖𝑛𝑡𝑠(𝑆𝑜𝑏𝑒𝑙(𝐼𝑠)) 
3:   𝜃 ← 𝐶𝑃𝐷(𝑘𝑠, 𝑘𝑡) 
4:   return 𝐼𝑤 ← 𝑊𝑟𝑎𝑝(𝐼𝑠 , 𝜃) 
5: end procedure 
Algorithm 2 Feature Extraction 
1: procedure EXTFEAT(𝐼) 
2:   ℎ𝐿𝐵𝑃 ← 𝐸𝑥𝑡𝐿𝐵𝑃(𝐼) 
3:   ℎ𝐺𝑎𝑏𝑜𝑟 ← 𝐸𝑥𝑡𝐺𝑎𝑏𝑜𝑟(𝑟𝑔𝑏2𝑔𝑟𝑎𝑦(𝐼)) 
4:   return 𝑥 ← [ℎ𝐿𝐵𝑃 , ℎ𝐺𝑎𝑏𝑜𝑟] 
5: end procedure 
 
The proposed algorithm consists of enrolment and testing 
phases. During enrolment, the classifiers 𝛽 are built, whereas 
during testing, these classifiers are used to calculate the 
comparison scores between panda images and perform the 
recognition. Both procedures include an image to image 
alignment and feature extraction. The classifiers 𝛽 are Partial 
Least Square (PLS) regression coefficients calculated using 
NIPALS algorithm whose details can be found in [14]. PLS 
has proven to handle high dimensional feature vectors and 
imbalanced datasets well [15].  
The enrollment is illustrated in Fig. 5. In the enrollment 
procedure, before training the PLS classifier 𝛽𝑡 for one target 
panda image 𝐼𝑡, all other training images are aligned to the 
target image and the features are extracted. The PLS classifier 
is used in one-against-all approach, which means that images 
coming from the same panda ID 𝑐 are labelled as 𝑦𝑖 = 1, 
otherwise 𝑦𝑖 = −1. Classifiers are built in this manner for 
each panda image 𝐼𝑡 giving totally 𝑁 classifiers stored in a 
classifier matrix 𝛽 = [𝛽1, … , 𝛽𝑁]. The pseudocode of the 
enrollment procedure is given in Algorithm 3. Note that 𝑋 
and 𝑦 in Algorithm 3 are standardized (z-score) before 
feeding into PLS. Additionally, the target key points 𝑘 =
[𝑘1, … , 𝑘𝑁] are also stored. In the notation 𝛽𝑡,  𝑥𝑖 are row 
vectors and 𝑦𝑖  is a scalar.  
 
Algorithm 3 Enrollment 
1: procedure ENROLL(𝐼, 𝐼𝑡 , 𝑐)  
2:   𝑘𝑡 ← 𝐺𝑒𝑡𝐾𝑒𝑦𝑃𝑜𝑖𝑛𝑡𝑠(𝑆𝑜𝑏𝑒𝑙(𝐼𝑡)) 
3:   for 𝑖 ← 1 𝑡𝑜 𝑁 
4:         𝐼𝑖 ←ALIGN(𝐼𝑖 ,𝑘𝑡) 
5:         𝑥𝑖 ← EXTFEAT(𝐼𝑖) 
6:         if 𝐺𝑒𝑡𝑃𝑎𝑛𝑑𝑎𝐼𝐷(𝐼𝑖) = 𝑐 then 
7:            𝑦𝑖 ← 1 
8:         else 
9:            𝑦𝑖 ← −1 
10:       end if 
11:  end for 
12:  𝑋 = [𝑥1, … , 𝑥𝑁] 
13:  𝑦 = [𝑦1, … , 𝑦𝑁] 
14:  return 𝛽𝑡 ← 𝑃𝐿𝑆(𝑋, 𝑦), 𝑘𝑡 
15: end procedure 
 
In the testing procedure, a probe image 𝐼𝑞  is aligned to 
each gallery image and the features are extracted. More 
precisely, the image is aligned by using the key points 𝑘, 
which are obtained in the enrollment and 𝑁 feature vectors 
are extracted from the wrapped images to form a feature 
matrix 𝑋. Matching is performed by 𝑋𝛽𝑇, where T is a matrix 
transpose. The comparison scores ?̂? are obtained by taking 
the diagonal values of the resultant matrix. The maximum 
score of each panda ID classifier is the final prediction. The 
testing procedure is given in Algorithm 4. 
 
Algorithm 4 Test 
1: procedure TEST(𝐼𝑞 , 𝛽, 𝑘) 
2:   for 𝑖 ← 1 𝑡𝑜 𝑁 
3:         𝐼𝑖 ←ALIGN(𝐼𝑞 ,𝑘𝑖) 
4:         𝑥𝑖 ← EXTFEAT(𝐼𝑖) 
5:  end for 
6:  𝑋 = [𝑥1, … , 𝑥𝑁] 
7:      return ?̂? ← 𝑑𝑖𝑎𝑔(𝑋𝛽𝑇) 
8: end procedure 
 
 
4. EXPERIMENTAL RESULTS 
 
The proposed algorithm is evaluated using the leave-one-out 
approach because the dataset is very small. In particular, in 
the validation, each probe image panda ID has always a 
corresponding panda ID enrolled in the gallery (closed set) 
and the gallery does not contain the probe image. It means 
that each probe image is excluded from the training and then 
it is evaluated on 162 classifiers.  
The evaluation is performed on verification and 
identification tasks. In the verification, a probe image is 
compared with another panda ID enrolled in the gallery, in 
order to determine whether the probe image ID and the 
gallery image ID are the same (1 to 1 comparison).  In the 
identification, a probe image is compared with all images 
enrolled in the gallery (1 to N comparisons), in order to 
determine the ID of the probe image. As the evaluation metric 
of verification accuracy, True Acceptance Rates (TAR) at 1% 
False Acceptance Rates (FAR) are used, and for 
identification, rank-1 accuracy are reported.  
Fig. 4. Illustration of seven different grids. 
 
Fig. 5. Schematic illustration of the enrollment procedure, where 
𝑘𝑡 are the key ponints from the target panda image 𝐼𝑡 and 𝛽𝑡 is the 
trained classifier. 
Five state-of-the-art deep learning architectures AlexNet 
[16], GoogLeNet [17], ResNet-50 [18], VGG-16 [19] and 
VGG-Face [20] are trained for comparison. All these 
networks are first pretrained on the ImageNet dataset, except 
the VGG-Face, which is pretrained on human face images 
dataset [20]. Before fine-tuning, the input panda face images 
are resized to fit the network input requirements. These deep 
architectures require large datasets for training, and thus in 
order to minimize the risk of overfitting, only the last softmax 
layer is fine-tuned on this small panda image dataset. The 
performance of the proposed algorithm and the deep learning 
based methods are reported in Table 2. Additionally, the 
Receiver Operating Characteristic (ROC) curve is presented 
in Fig. 6. Examples of true and false acceptance cases of the 
proposed algorithm are shown in Figs. 7 and 8, respectively. 
The results show that the proposed algorithm outperforms all 
five competing deep learning based methods on the small 
panda image dataset. It achieves 6.43% and 8.59% higher 
accuracy than the second best ResNet-50 for the verification 
and identification tasks, respectively.  
 
5. CONCLUSION 
 
Recognizing individual animals is important for food safety, 
sport and animal conservation. Though many animals have 
been studied, panda, the logo of the World Wildlife Fund, 
was neglected. In this paper, we present the first study on 
panda face recognition. Although pandas look very similar 
and even the staff of Chengdu Research Base of Giant Panda 
Breeding have difficulties in recognizing them, the 
experimental results show that panda faces still have some 
discriminative features to the proposed algorithm. These 
results are encouraging. In the coming future, we will 
improve the proposed algorithm by using the fined details 
from facial components, such as eyes and ears and collect 
more data for algorithm development and evaluation.  
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Table 2. Verification accuracy TAR (%) at 1% FAR and 
Rank-1 identification accuracy (%). 
Method @ 1% FAR  Rank-1 
Proposed 65.64 71.17 
ResNet-50 [18] 59.51 62.58 
VGG-16 [19] 55.21 57.06 
AlexNet [16] 49.01 52.15 
GoogLeNet [17] 54.60 60.74 
VGG-Face [20] 50.92 54.60 
 
 
Fig. 6. ROC curves of the proposed algorithm and five deep 
learning methods. 
 
(a) 
 
(b) 
Fig. 7. Examples of true accepted pandas at 1% FAR. Probe images 
are in red boxes. Gallery target images are in blue boxes. Four 
gallery images from the same panda ID, which are also used to 
build the classifier for the gallery target panda image are in green 
boxes. 
(a) 
 
(b) 
  
(c) 
 
(d) 
 
(e) (f) 
Fig. 8. Examples of false accepted pandas at 1% FAR. Probe images 
are in red boxes. Gallery target images are in blue boxes. 
7. REFERENCES 
 
[1] S. Kumar and S.K. Singh, “Visual animal biometrics: survey”, 
IET Biometrics, vol. 6, no. 3 pp. 139-156, 2017.  
[2] M.F. Hansen, M.L. Smith, L.N. Smith, M.G. Salter, E.M. Baxter, 
M. Farish and B. Grieve, “Towards on-form pig recognition using 
convolution neural networks”, Computers in Industry, vol. 98, pp. 
145-152, 2018. 
[3] W. Andrew, S. Hannuna, N. Campbell and T. Burghardt, 
“Automatic individual holstein friesian cattle identification via 
selective local coat pattern matching in RCG-D imagery”, ICIP, pp. 
484-488, 2016. 
[4] M. Trokielewicz and M. Szadkowski, “Iris and periocular 
recognition in Arabian race horses using deep convolutional neural 
networks”, IJCB, pp. 510-516, 2017. 
[5] A. Feytag, E. Rodner, M. Simon, A. Loos, H.S. Huhl and J. 
Denzler, “Chimpanzee faces in the wild: log-Euclidean CNNs for 
predicting identities and attributes of primates”, 38th German Conf., 
GCPR, Hannover, pp. 12-15, 2016. 
[6] J. Chen, Q. Wen, C. Zhuo, and M. Mete, “Pose recognition of 
giant pandas based on gradient shapes”, International Conference 
on Computational Problem-Solving, ICCP, pp. 358-362, 2012. 
[7] J. Chen, Q. Wen, W. Qu, and M. Mete, “Panda facial region 
detection based on topology modelling”, International Congress on 
Image and Signal Processing, pp. 911-915, 2012. 
[8] J. Chen, Q. Wen, C. Zhuo, and M. Mete, “A novel approach 
towards head detection of giant pandas in the free-range 
environment”, the 5th International Congress on Image and Signal 
Processing, pp. 814-818, 2012. 
[9] W. Zhang, J. Sun, and X. Tang, “From tiger to panda: animal 
head detection”, IEEE Transactions on Image Processing, vol. 20, 
no. 6, pp. 1696-708 2011. 
[10] 黄佳琪, 王雪琴, 曾陈颖,等. “基于灰度空间大熊猫 图像分割方法研究” 
科技资讯, vol. 12, no. 7, pp. 11-14 2014. 
[11] A. Myronenko and X. Song, “Point set registration: Coherent 
point drift”, TPAMI, vol. 30, no 12, pp. 2262-2275, 2010. 
[12] T. Ojala, M. Pietikainen, T. Maenpaa, “Multiresolution gray-
scale and rotation invariant texture classification with local binary 
patterns”, TPAMI, vol. 24, no. 7, pp. 971-987, 2002. 
[13] H. Su, and A.W.K. Kong, “A study on low resolution 
androgenic hair patterns for criminal and victim identification”, 
IEEE Transactions on Information Forensics and Security, vol. 9, 
no. 4, pp. 666-690, 2014. 
[14] R. Rosipal, and N. Kramer, “Overview and recent advances in 
partial least squares”, in: Subspace, latent structure feature selection, 
Springer Berlin Heidelberg, pp. 34-51, 2006. 
[15] W. R. Schwartz, Huimin Guo, Jonghyun Choi, and L. S. Davis, 
“Face identification using large feature sets”,  IEEE Transactions on 
Image Processing, vol. 21, no. 4, pp. 2245-2255, 2012.  
[16] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet 
classification with deep convolutional neural networks”, NIPS, 
2012. 
[17] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, 
D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with 
convolutions”, CVPR, 2015. 
[18] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning 
for image recognition”, CVPR, 2016. 
[19] K. Simonyan and A. Zisserman, “Very deep convolutional 
networks for large-scale image recognition”, ICLR, 2015. 
[20] O. M. Parkhi, A. Vedaldi, and A. Zisserman, “Deep face 
recognition”, BMVC, 2015. 
 
 
 
 
 
 
 
