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FIG. S1: The amounts of key protein at cell birth are shown
for a population tree with a = 1. In this case, the subtrees
are identical to the entire tree but shifted by a delay time, τ0,
τ0 + τ1, etc.
(a) Simulation details
In this work, all the simulations start from 100 cells
with random cell volume uniformly distributed from 1 to
2 with the same protein concentration S. We ran the
simulations until there are 5×106 cells in the population
and computed the population growth rate using data af-
ter time t = 10.
(b) n = 1 case (purely convex/concave growth rate
dependence on stress)
We discuss the special case n = 1, where the growth
rate function is purely convex (concave) for the damage
(benefit) case. Assume that a mother cell has a protein
concentration σ and compute the difference in the growth
rate of total cell volume right before and after the divi-
sion: ∆ = λ[σ(1−a)] +λ[σ(1 +a)]−2λ[σ]. If the growth
rate function is convex (concave), setting a = 1 (a = 0)
always maximizes ∆ for every division event. Therefore
it is plausible that in this case, the population growth
rate is also always maximized at a = 1 (a = 0) indepen-
dent of the environmental stress. In Fig. S2 we provide
numerical evidence supporting this result for n = 1.
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FIG. S2: The population growth rate for the n = 1 case v.s.
the asymmetry parameter a for different protein accumulation
rates S (environmental stress levels). For (a), λ[σ] = 1/(1+σ).
For (b), λ[σ] = σ/(1 + σ) + 0.2.
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FIG. S3: Sc is the inflection point of the growth rate function.
(a) For the damage case, in general Sc ≈ S∗ for the whole
range of the Hill exponent n. λ0 = 1, λ1 = 0 (b) For the
benefit case, S∗ is below Sc for all n. λ0 = 0.2, λ1 = 1.2.
(c) Hill-function growth rate dependence on stress
with n > 1
In this section, we show the numerical computations of
S∗ for Hill-type growth rate function with Hill exponent
n > 1, see Fig. S3. We find in general S∗ ≈ Sc for the
damage case and S∗ < Sc for the benefit case. Therefore,
our conclusions on the nature of the phase transition re-
main valid for n > 1.
(d) Relation between S∗ and Sc
In the main text, we discuss a growth-rate dependence
of protein concentration following a generic Hill-function
2form:
λ[σ] =
λ0 + λ1σ
n
1 + σn
. (S1)
It is important to keep λ0 > 0 for the case of benefit
segregation, to avoid vanishing growth rates for a = 1.
However, the precise value of λ0 hardly affects the results
(as we show in the next section), and in particular, a
well defined limit exists when λ0 → 0. In this section,
for simplicity and concreteness, we analytically study two
particular cases: the dependence λ[σ] = 1/(1 + σn) for
the damage case (corresponding to λ0 = 1 and λ1 = 0)
and the dependence λ[σ] = σn/(1 + σn) for the benefit
case (corresponding to λ0 = 0 and λ1 = 1).
We define
I(S) =
∞∑
i=0
e−λ[S]Ti(S), (S2)
where Ti(S) =
∑i
j=0 τj(S), and
τj(S) =
∫ 2
1
dV
dV
V λ[S(1 + j−1V )]
. (S3)
S∗ is the accumulation rate of protein at which
Λp(S∗, a = 0) = Λp(S∗, a = 1), so I(S∗) = 1.
We first consider the damage case and show that
I(Sc) ≈ 1 for a general monotonically decreasing func-
tion λ[σ] that has an inflection point. The terms in the
sum of Eq. (S2) decay quickly since the generation time
increases as the damage level at cell birth increases. As
we show in Fig. S4(a) for n = 3, the third term (i = 2)
is already much smaller than the first two terms, so we
approximate the sum as
I(Sc) ≈
1∑
i=0
exp(−λ[Sc]Ti(Sc)). (S4)
Eq. (S3) implies τ1(s) = ln(2)/λ[S], so we can further
simplify the above equation to
I(Sc) ≈ 3
2
e−λ[Sc]τ0(Sc). (S5)
The problem reduces to the calculation of τ0(Sc). Ac-
cording to Eq. (S3), the protein concentration σ involved
in the integration is from 0 to Sc/2. Because Sc is the
inflection point at which the growth rate starts to drop
rapidly, we can approximate the growth rate in the range
from 0 to Sc/2 as 1 and τ0(Sc) ≈ ln(2). Finally, Eq. (S5)
reduces to
I(Sc) ≈ 3
2
2−λ[Sc]. (S6)
So far, we have not assumed any special form of λ[σ].
Now we consider Eq. (S6) with λ[σ] = 1/(1 + σn), with
n ≥ 2. We define I˜(Sc) ≡ 322−λ[Sc]. Plugging the inflec-
tion point Sc(n) = (
n−1
n+1 )
1/n into I˜(Sc), we find I˜(Sc) ≈ 1
(Fig. S4(b)). This implies that for the damage case, Sc
is typically close to S∗, and the transition from ac = 0 to
ac = 1 must be sharp.
Next, we consider the benefit case. To prove that ac
undergoes a second order transition, we need to verify
that Λp(Sc, a = 0) > Λp(Sc, a = 1), which is equivalent
to showing
I(Sc) =
∞∑
i=0
e−λ[Sc]Ti(Sc) < 1. (S7)
We rewrite the above equation as
I(Sc) = e
−λ[Sc]τ0(Sc)(
3
2
+
1
2
e−λ[Sc]τ2(Sc) +
1
2
e−λ[Sc](τ2(Sc)+τ3(Sc)) + ...
)
(S8)
Note that we have not made any approximation so far.
The upper bound of the growth rate is 1, and the lower
bound of generation time is ln(2) as the initial benefit
level increases. Using the lower bound of generation time,
we can find an upper bound for I(Sc),
I(Sc) < e
−λ[Sc]τ0(Sc)
(
1 +
1
2
+
1
2
∞∑
n=1
2−nλ[Sc]
)
= e−λ[Sc]τ0(Sc)
(
1 +
1
2(1− 2−λ[Sc])
)
. (S9)
Because τ0(Sc) > ln(2)/λ[Sc/2], we find,
I(Sc) < 2
− λ[Sc]
λ[Sc/2]
(
1 +
1
2
(
1− 2−λ[Sc])
)
. (S10)
The upper bound, denoted as I˜(Sc), is indeed smaller
than 1 (Fig. S4(c)). Therefore, Λp(Sc, a = 0) >
Λp(Sc, a = 1), and the transition must be second order.
(e) Intuitive argument on the relation between S∗
and Sc
In this section, we present an intuition for why S∗ ≈ Sc
for the damage segregation and S∗ < Sc for the ben-
efit segregation. We first approximate the population
growth rate as the average growth rate over all cells
〈λ〉 = ∑i λi/N , where N is the number of cells in a
population. This approximation is confirmed numerically
(Fig. S4(d)). We further simplify the problem by assum-
ing that the growth rate is constant during the cell cycle
and only depends on the protein concentration at birth.
For the purpose of an intuitive argument, we consider a
relatively large Hill exponent n and neglect the residual
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FIG. S4: (a) The magnitudes of the first five terms of the sum in Eq. (S2) with S = Sc and the Hill exponent n = 3. (b) The
approximate values of I(Sc) (I˜(Sc)), Eq. (S6), v.s. the Hill exponent n. (c) The upper bound of I(Sc) from Eq. (S10) for the
benefit case. (d) The population growth rate Λp v.s. the average growth rate 〈λ〉 =∑i λi/N . n = 5, λ0 = 1, and λ1 = 0 here.
growth rate for the benefit case (λ0 = 0). Therefore,
λ[Sc] ≈ 1/2 for both the damage and benefit cases. We
define fj as the fraction of cells with jS proteins at birth.
(i) Damage case: We take the protein accumulation
rate S = Sc and a = 1. Because the growth rate func-
tion quickly drops to zero at S > Sc, the cells with jSc
proteins (j ≥ 2) effectively do not divide. In this limit,
the cells fall into three categories with the fractions f0, f1
and f2. As a cell without key proteins at birth divides,
one cell is born with S, and the number of cells without
protein remains unchanged. As the cells with S proteins
at birth divide, one daughter cell has no protein, and the
other has 2S. Therefore, the number of cells without key
protein at birth should be equal to the number of cells
with 2Sc protein at birth: f0 = f2. We can then esti-
mate the population growth rate as the average growth
rate Λp(Sc, a = 1) ≈ f0 + f1/2. Because f0 + f1 + f2 = 1
and f0 = f2, we obtain f0 + f1/2 = 1/2. Therefore,
the population growth rate, Λp(Sc, a = 1) ≈ λ[Sc]. This
suggests Sc ≈ S∗ since Λp(S∗, a = 1) = Λp(S∗, a = 0).
(ii) Benefit case: We first consider an idealized popula-
tion in which all cells have the same generation time and
a = 1. It is straightforward to see that in this idealized
case fj = 1/2
j . Now as we consider the generation time
as a function of the protein concentration, those cells with
j = 0 would have a smaller growth rate and a longer gen-
eration time than the other cells with a finite j. In other
words, if the key proteins are beneficial, f0 > 1/2 be-
cause cells with zero protein at birth would have a larger
chance to be sampled if one takes a snapshot of a pop-
ulation. Therefore, the population growth rate, which
we estimate as the average growth rate at Sc, satisfies
Λp(Sc, a = 1) = f1/2+f2+f3+... < f1+f2+f3+... < 1/2.
Here we have approximated λ[S ≥ 2Sc] ≈ 1. This sug-
gests that Λp(Sc, a = 1) < Λp(Sc, a = 0), and therefore
S∗ < Sc.
10-2 10-1 100
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0 0.5 1 1.5 2
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0 0.5 1 1.5 2
0.4
0.45
0.5
0.55
0.6
0.65 (b)(a)
(c)
0 0.2 0.4 0.6 0.8 1
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
(d)
(e) (f)
0.53 0.54 0.55 0.56 0.57
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.5 1
0
2
4
10-3
FIG. S5: (a) S∗ v.s. λ1. The growth rate function is λ[σ] =
1
1+σ2
+ λ1. (b) S∗ v.s. λ0. The growth rate function is
λ[σ] = σ
2
1+σ2
+ λ0. (c, d) The optimal asymmetry degree ac
v.s. the accumulation rate S for λ1 = 1 (c, damage) and
λ0 = 1 (d, benefit). The inset shows the mean field scaling
near the critical point (Sc ≈ 0.577) where the black line has
a slope 1/2. (e) Λp v.s. a for S = 0.1 of the benefit case. The
population growth rate at a = 1 is zero in the infinite time
limit. Nevertheless, the population growth rate monotonically
increases as a → 1, and for any a 6= 1 it is finite. (f) (Inset)
The fitness as a function of a for the damage case with S =
0.55, λ1 = 1. ∆a is the barrier cells need to cross to reach
the maximum. The main panel shows ∆a as a function of S
with λ1 = 1.
4(f) Effects of residual growth rate in the Hill type
growth rate function
In the main text, we mainly considered the situation
when λ[σ] = 11+σn for the damage segregation case and
λ[σ] = σ
n
1+σn +0.2 for the benefit segregation case. These
choices correspond to λ0 = 1, λ1 = 0 for the damage case
and λ0 = 0.2, λ1 = 1.2 for the benefit cases according
to λ[σ] = λ0+λ1σ
2
1+σ2 (Eq. (4) of the main text). Here we
generalize the growth rate function by considering other
choices of λ1 for the damage case and λ0 for the benefit
case. To simplify the notation, we take the growth rate
function as λ[σ] = 11+σn + λ1 for the damage case and
λ[σ] = σ
n
1+σn + λ0. We numerically compute S∗ based on
Eq. (5) in the main text, and compare it with the inflec-
tion point Sc. As shown in Fig. S5, S∗ decreases as λ1
increases, and is always smaller than Sc for a wide range
of λ1 for the damage segregation. For the benefit case,
S∗ increases as λ0 increases, but always smaller than Sc.
In conclusion, we find that the sharp transition nature
of damage segregation and smooth transition nature of
benefit segregation is intact as the residual growth rate
λ1 or λ0 changes. To confirm this, we also show the opti-
mal asymmetry degree of segregation ac in Fig. S5(c,d),
which is indeed quite sharp for the damage segregation
and continuous for the benefit segregation. In Fig. S5(e),
we show the limiting case in which λ0 = 0 for the ben-
efit case. Because cells without any key protein cannot
grow, the population growth rate at a = 1 is zero in the
infinite time limit. However, the population growth rate
monotonically increases as a→ 1, and for any a 6= 1 it is
finite. In Fig. S5(f), we consider the damage case with
λ1 > 0, therefore S∗ < Sc. In this case, the fitness ex-
hibits a minimum, which may affect the accessibility of
the maximum. To reach the maximum, cells need to take
a discrete jump in the asymmetry parameter a, which is
shown as a function of S.
(g) Fitting coefficients of fitness function
We find that a 6th order Landau expansion gives a bet-
ter fit compared with a 4th order expansion (Fig. S6a).
The 6th order expansion also gives a more accurate pre-
diction for ac (Fig. S6b). In the following, we show the
fitting coefficients, C2, C4, and C6 of the fitness function
based on the Landau approach, f = C2a
2 +C4a
4 +C6a
6
(Fig. S6c,d),. We find that in both cases, a universal
A = 0.361 can match the theoretical prediction Eq. (6)
in the main text (C2 = AS
2d2λ/dσ2(S)) well. In the next
section, we will show the value of A is indeed universal
and independent of the specific growth rate function.
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FIG. S6: (a) Comparison of fits based on the Landau expan-
sion. (b) Comparison between measured ac and those inferred
from the Landau expansion where ac =
√−C2/(2C4) and
ac =
√
−C4−
√
C24−3C2C6
3C6
for the 4th and 6th order expan-
sions. The fitting coefficients of the fitness as function of a
using f = C2a
2 +C4a
4 +C6a
6 for the damage (c) and benefit
(d) cases from Fig. 3(c,d) in the main text. The red lines are
the theoretical predictions from the Landau approach, and
A ≈ 0.361 for both cases.
(h) Universality of the lowest order coefficient in the
Landau approach
For any a > 0, the structure of the population tree
is perturbed because the cell division timing is not syn-
chronized among the cells in the same generation. In this
section, we consider a limit where we can neglect this ef-
fect and analytically derive the lowest order coefficient A
in the Landau expansion (Eq.(6) in the main text), which
we show to be independent of the choice of growth rate
function.
In order to compute the value of A, we first consider
the limit where a is small and assume that every cell
has the same generation time. Then we consider the
perturbation due to the growth rate dependence on the
protein concentration, by approximating the population
growth rate Λp as the weighted average of the individual
growth rate λ[σi].
Λp =
∑
i λ[σi]Vi∑
Vi
. (S11)
Later in the section, we numerically justify Eq. (S11)
by comparing it with the exact Λp. We take into account
the age distribution of cells for an asynchronous popu-
lation with a fixed generation time, P (τ) = ln(2)21−τ ,
where τ is the normalized age from 0 to 1 [1]. The corre-
sponding cell volume distribution is P (V ) = 2/V 2 with
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FIG. S7: In order to test the validity of the approximation
used in section (h), we simulate a growing population while
neglecting the effects of the protein levels on the generation
time, and calculate the effect on the population growth using
Eq. (S11). The fitting coefficients of the idealized population
are shown in panels (a) and (b). Here A = 0.361 for both
λ[σ] = 1/(1 + σ2) (a) and λ[σ] = 1/(1 + σ3) (b), the same as
the numerical value shown in Fig. S6(c,d). (c) The variance of
the number of key proteins at cell birth of a population. The
growth rate function is λ[σ] = 1/(1 + σ2) with S = 0.5. The
dashed line is the theoretical prediction without any fitting
parameters.
1 ≤ V ≤ 2. Applying this probability distribution to Eq.
(S11), we get
Λp =
∫
V
∫
Db
V P (V )ρ(Db)λ
[
Db+(V−1)S
V
]
〈V 〉 , (S12)
where Db is the number of key proteins at cell birth of
one cell, and ρ(Db) is the probability distribution of Db
for a snapshot of population. In the limit of small a, all
the cells have a Db close to S. Therefore, we can expand
Db around S and get an approximate expression of Λp
for small a as
Λp = λ[S] +
1
2〈V 〉 〈
1
V
〉d
2λ
dσ2
∣∣∣
S
〈(Db − S)2〉
= λ[S] +
3
16 ln(2)
d2λ
dσ2
∣∣∣
S
〈(Db − S)2〉, (S13)
where we have used the distribution of cell volumes.
Combining Eq. (S13) with f ≈ AS2 d2λdσ2
∣∣∣
S
a2, we find
that
A =
3
16 ln(2)S2a2
〈(Db − S)2〉. (S14)
Now the problem reduces to calculating the variance of
Db in the limit of small a. We define the number of key
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FIG. S8: The growth rate functions are shown in the figures
and examples with n = 2 are shown on the left. Sc is the
inflection point of the growth rate function at which its second
derivative vanishes. (a) For the damage case, in general S∗ .
Sc for the whole range of the exponent n. (b) For the benefit
case, S∗ is far below Sc for all n. λ0 = 0.2.
proteins of one cell at cell birth at generation n to be
Db(n). Then the number of proteins at cell birth for its
daughter cell is
Db(n+ 1) =
{
(Db(n) + S)
1+a
2 , P rob =
1
2 ,
(Db(n) + S)
1−a
2 , P rob =
1
2 .
(S15)
Since we assume a constant generation time, all cells in
a snapshot belong to the same generation. Moreover, in
the steady state of population growth, the distribution of
Db is invariant with the generation number, and therefore
we can write down the corresponding recursive equation
for the continuous distribution of Db as
ρ(Db) =
1
2
2
1 + a
ρ
(
2Db
1 + a
− S
)
,
+
1
2
2
1− aρ
(
2Db
1− a − S
)
, (S16)
where the factor 21±a comes from the change of variables
in the probability distribution. We first multiply Db on
both sides of Eq. (S16) and compute 〈Db〉,
〈Db〉 = 1
1 + a
∫
dz
z + S
2
(1 + a) ρ(z)
1 + a
2
+
1
1− a
∫
dz
z + S
2
(1− a)ρ(z)1− a
2
. (S17)
6Using that
∫
ρ(z)dz = 1 and
∫
zρ(z)dz = 〈Db〉, we find
that 〈Db〉 = 〈Db〉+S2 . Therefore, the average number of
protein at cell birth is always equal to S, 〈Db〉 = S,
independent of a.
We then multiply D2b on both sides of Eq. (S16) and
compute 〈D2b 〉,
〈D2b 〉 =
1
1 + a
∫
dz
{
z + S
2
(1 + a)
}2
ρ(z)
1 + a
2
+
1
1− a
∫
dz
{
z + S
2
(1− a)
}2
ρ(z)
1− a
2
. (S18)
From Eq. (S18) we find that
〈D2b 〉 =
1 + a2
4
(〈D2b 〉+ 2〈Db〉S + S2) . (S19)
Using the result 〈Db〉 = S and the definition 〈D2b 〉 =
S2 +BS2a2, it is straightforward to find that
B
4
S2a2 + a2S2 = BS2a2. (S20)
Therefore, to satisfy the equation, we must have B =
4/3. Substituting into Eq. (S14), we get the final result
A = 14 ln(2) ≈ 0.361, in very good agreement with the
numerically inferred value.
We confirm the theoretical prediction 〈(Db − S)2〉 =
4
3S
2a2 by simulating a growth rate function λ[σ] = 1/(1+
σ2). The results are shown in Fig. S7(c). To justify
the approximation used in Eq. (S11), we simulate an
“idealized” population in which the effects of the protein
levels on the generation time are neglected and take two
different growth rate functions, λ[σ] = 1/(1+σ2), λ[σ] =
1/(1+σ3). We calculate the population growth rate using
Eq. (S11) and numerically fit f = Λp(S, a) − λ[S] as a
function of a using f = C2a
2 + C4a
4 + C6a
6. We find
that in a small a limit, both the approximated population
growth rate Λp in Eq. (S11) and the exact Λp show the
same asymptotic form f → AS2 d2λdσ2 a2, with A ≈ 0.361
(Fig. S7(a,b)). This indicates that in the limit of small a,
a affects the population growth rate mainly by changing
the growth rate function λ[σ] rather than the population
tree structure.
Note that the numerical simulations of Fig. S6(c) and
S7 (a) indicate that in calculating higher order coeffi-
cients the approximation used in this section is inade-
quate. This can be seen by observing that the numer-
ically inferred C4 and C6 are different in the “idealized
population” of Fig. S7(a) in comparison to the full simu-
lation of Fig. S6(c) (while they are identical with regards
to C2, as noted above).
(i) Other growth rate functions
In the main text, we mainly consider the Hill type
growth rate function and use the Landau approach to
study the transition from the symmetric phase to asym-
metric phase. The main conclusion is that for the damage
case, if the two special accumulation rates satisfy S∗ < Sc
(or S∗ ≈ Sc), the transition from ac = 0 to ac = 1 is
sharp. For the benefit case, if S∗ < Sc, ac undergoes a
mean field second order transition as S changes. These
arguments are independent of the growth rate function.
Here we show that the relations between S∗ and Sc for
another type of growth rate function (Fig. S8).
λ[σ] = exp(−σn), (S21a)
λ[σ] = 1− exp(−σn) + λ0, (S21b)
also satisfy these conditions.
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