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Resumen
En este estudio, se investigan algunos aspectos de la predecibilidad del
estado ano´malo del Pac´ıfico ecuatorial (ENSO). La variabilidad ENSO se
representa aqu´ı con los ı´ndices Nin˜o3.4, Nino1+2 y Nin˜o4. Entre otros, se
estudia la existencia de predictores externos que pueden mejorar las predic-
ciones, la influencia de las frecuencias ma´s bajas en la habilidad predictiva
o la barrera de prediccio´n de primavera. Se utiliza una relacio´n lineal (re-
alimentacio´n) y se compara el potencial predictivo de los nuevos indices
clima´ticos con los que se usan en modelos conceptuales como el oscilador
de carga-descarga para caracterizar ENSO. Los ı´ndices se calculan a par-
tir de observaciones del per´ıodo post-satelital (desde 1980). Se encuentra
una fuerte dependencia de los potenciales predictores en la fase estacional
del correspondiente ı´ndice Nin˜o (predictando). De todos los ı´ndices analiza-
dos, los ı´ndices WWV y TSA muestran el mayor potencial predictivo para
distintas estaciones y muchos desfases de prediccio´n. El potencial predicti-
vo del ı´ndice Nin˜o1+2 es muy reducido comparado con los de los ı´ndices
Nin˜o3.4 y Nin˜o4. De la comparacio´n de estos resultados con los obtenidos
para el periodo 1950-1979, se halla una fuerte dependencia de este potencial
predictivo en frecuencias por debajo de las interanuales (cuasi o multideca-
dales).
En una segunda parte de este trabajo, se investiga la barrera primave-
ral de prediccio´n utilizando modelos de realimentacio´n estacionales de baja
dimensio´n. Los modelos se implementaron con dos esquemas distintos de
prediccio´n, sin y con excitacio´n estoca´stica. Se demuestra que la barrera de
prediccio´n de primavera puede ser superada cuando se utiliza un modelo
implementado en modo estoca´stico completo, que incorpora la variabilidad
atmosfe´rica integrada en la regio´n extratropical sur. Entre los modelos, se
identifican algunos con buen desempen˜o para predecir las condiciones ano´-
malas de ENSO pero menos eficientes para las condiciones neutrales y otros
con caracter´ısticas predictivas opuestas. Tambie´n se identifican modelos con
un similar buen desempen˜o en ambas situaciones.
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Cap´ıtulo 1
Introduccio´n
El sistema clima´tico (formado por atmo´sfera, hidro´sfera, criosfera, litos-
fera y biosfera) se propone como un ejemplo de sistema complejo, debido al
gran nu´mero de variables necesarias para su descripcio´n. Sin embargo una
parte importante de la variabilidad clima´tica se puede representar median-
te un nu´mero reducido de estructuras espaciales asociadas a ciertas escalas
preferidas de tiempo, que se conocen como sen˜ales clima´ticas.
Entre estas, la sen˜al ma´s importante a nivel planetario es conocida co-
mo El Nin˜o-Oscilacio´n del Sur, a la cual se referira´ en lo sucesivo por su
acro´nimo ingle´s como ENSO (El Nin˜o-Southern Oscillation). ENSO tiene
lugar en el Pac´ıfico tropical y esta´ ligada a escalas de tiempo interanuales
(entre dos y ocho an˜os) (Barnett, 1991). El calentamiento superficial del
oce´ano asociado a El Nin˜o (la fase ca´lida de la Oscilacio´n) implica el de-
bilitamiento de los alisios y el desplazamiento de las zonas de ascenso de
aire que se manifiestan en el aumento (disminucio´n) de presio´n a nivel del
mar en el Pac´ıfico tropical occidental (oriental). La relajacio´n de los alisios
refuerza el calentamiento ano´malo de la superficie de mar, cerrando el bucle
de realimentacio´n entre los dos subsistemas. La inversio´n de los signos en
este ciclo, determina la otra fase del feno´meno conocido con el nombre de
La Nin˜a (la fase fr´ıa de la Oscilacio´n).
Aunque la sen˜al de ENSO es ma´s fuerte en a´reas cercanas al Pac´ıfico
tropical, la intensidad de El Nin˜o y La Nin˜a es tal que pueden cambiar los
patrones de temperatura y precipitacio´n alrededor del globo a trave´s de
las denominadas Teleconexiones (Wallace and Gutzler, 1981). En la trans-
misio´n de esta influencia son importantes los efectos que la temperatura
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superficial de mar tiene sobre las capas ma´s altas de la atmo´sfera.
Durante los eventos de ENSO se altera la presio´n atmosfe´rica en zonas
muy distantes entre s´ı, se producen cambios en la direccio´n y la velocidad
del viento y se desplazan las zonas de lluvia de la regio´n tropical. En el
oce´ano, se produce un transporte de aguas ca´lidas hacia la costa de Ame´-
rica del Sur. Estos cambios en la temperatura influyen en la salinidad de
las aguas, trastoca´ndose tambie´n las condiciones ambientales para los eco-
sistemas marinos y por ende, la actividad pesquera en ellas. Los cambios
en la circulacio´n atmosfe´rica afectan a la agricultura, los recursos h´ıdricos
y otras actividades econo´micas importantes en extensas a´reas del planeta.
De esta manera, ENSO se constituye en un importante feno´meno natural
que contribuye significativamente a las fluctuaciones clima´ticas estacionales
de muchas regiones del globo, frecuentemente con implicaciones sociales y
econo´micas para los pueblos que sufren su impacto.
El reporte del coste de los eventos de El Nin˜o contribuyen conside-
rablemente a tener una idea equivocada sobre los impactos y los efectos
clima´ticos globales de El Nin˜o o La Nin˜a. Los costos estimados de los dos
u´ltimos grandes eventos de El Nin˜o en el siglo XX fueron de aproxima-
damente entre 8-18 billones de do´lares para el evento de 1982/83 (UCAR
(1994) ; Sponberg (1999)), y entre 35 y 45 billones de do´lares para el evento
de 1997/98 (Sponberg, 1999). Sin embargo, algunos estudios han mostrado
que la ocurrencia de inundaciones, sequ´ıas y otros desastres relacionados
con el clima, no son estad´ısticamente diferente entre an˜os con condiciones
de El Nin˜o, normales o La Nin˜a (Goddard and Dilley, 2005). La impor-
tancia del estudio de ENSO radica, pues, en que cuando se manifiestan las
condiciones de sus eventos extremos, tales desastres pueden ser ma´s pre-
decibles, permitiendo a los tomadores de decisiones ponerse en accio´n y
preparase para tales eventos.
De acuerdo al quinto informe del Panel Intergubernamental sobre Cam-
bio Clima´tico (IPCC) (Christensen et al., 2013), los modelos clima´ticos in-
dican con alto nivel de confianza que ENSO continuara´ siendo el mayor
responsable de la variabilidad ocea´nica en este siglo, aunque no todos los
modelos pueden reproducir adecuadamente su comportamiento. Los cam-
bios en la frecuencia e intensidad de ENSO que se observan en muchas
de las simulaciones clima´ticas realizadas bajo condiciones de escenario de
cambio clima´tico son comparables a los observados en los registros pasados
(Power and Smith, 2007). El nivel de confianza en nuestro entendimiento
actual de como influr´ıa el cambio clima´tico en el comportamiento de EN-
3SO y de otros patrones clima´ticos de largo te´rmino es bajo (Collins et al.,
2010). Hay tambie´n poco acuerdo entre los diferentes Modelos de Circu-
lacio´n General (GCMs) sobre co´mo el calentamiento del oce´ano afectara´
ENSO, en la mitad de los modelos no se espera un cambio significativo
en la amplitud de ENSO, mientras que en otros se estima que aumente o
disminuya su actividad (Guilyardi et al., 2012). Estas diferencias parecen
ser una consecuencia del delicado balance entre las realimentaciones amor-
tiguadas y amplificadas que actuan en ENSO y los diferentes e´nfasis dados
a estos procesos dentro de los diferentes GCMs (Collins et al., 2010).
La recurrencia espacio-temporal es un indicio de predecibilidad, y por lo
tanto, la determinacio´n de predictores asociados a estas escalas, constituyen
un paso hacia las predicciones clima´ticas. Gracias a los avances teo´ricos en
la comprensio´n de la predecibilidad y a los desarrollos extraordinarios de
la tecnolog´ıa computacional, ha sido posible que los grandes centros de
investigacio´n mundiales hayan desarrollado herramientas para la ejecucio´n
de predicciones interanuales e interdecadales (Palmer et al., 2004). Gran
parte de este progreso se debe a la depuracio´n de nuevos conjuntos de
datos mediante los reana´lisis disponibles (NCEP (Kanamitsu et al., 2002),
ERA-40 (Uppala et al., 2005), ERA-Interim (Dee et al., 2011) entre otros)
que han sido fundamentales tanto para la validacio´n de las simulaciones de
modelos como para los avances en la comprensio´n del sistema clima´tico.
La variabilidad de ENSO es comunmente representada por el I´ndice
Nin˜o3.4, sin embargo, con el incremento de la longitud de los registros
disponibles, la necesidad de considerar dos tipos de ENSO identificados en
el Pac´ıfico oriental y en Pac´ıfico central ha llegado ser ma´s evidente (Yu and
Kim (2013); Capotondi et al. (2014). Mientras el I´ndice Nin˜o3.4 se utiliza
para monitorear los eventos del Pac´ıfico oriental, los eventos en el Pac´ıfico
central se identifican quitando del I´ndice Nin˜o4 la variabilidad asociada al
I´ndice Nin˜o1+2 (Kao and Yu, 2009). De esta manera, existe un renovado
intere´s sobre la predecibilidad de dichos ı´ndices, aunque es conocido que la
predecibilidad del I´ndice Nin˜o4 es baja en comparacio´n a del I´ndice Nin˜o3.4
y que la predecibilidad de Nin˜o1+2 es au´n ma´s baja debido a su asociacio´n
con los procesos costeros.
El Bolet´ın de Diagno´sticos Clima´ticos (CDB, Climate Diagnostic Bulle-
tin) del Centro de Prediccio´n Clima´tica de los Estados Unidos de Ame´rica
(USA) emite con una periodicidad mensual un conjunto de predicciones
para ENSO, para plazos que van de una a cinco estaciones. Entre estos
prono´sticos esta´n los realizados con GCMs de u´ltima generacio´n, como los
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del Sistema de Prono´stico Acoplado (CFS03) del National Centre for En-
vironment Prediction (NCEP) de los Estados Unidos de Norte Ame´rica.
Adema´s se incluyen tambie´n otros prono´sticos realizados con modelos h´ı-
bridos (uno de los componentes del modelos acoplado es un GCM y el otro
es un modelo estad´ıstico o intermedio) como los de Barnett et al. (1993);
Pierce et al. (2000); Kang and Kug (2000); Zhang et al. (2003). Otros uti-
lizan modelos acoplados intermedios como el de Chen et al. (2004), una
versio´n modificada del modelo de Zebiak and Cane (1987), el primer mo-
delo dina´mico que tuvo e´xito en el pronostico de ENSO. Por otro lado,
se incluyen tambie´n los prono´sticos realizados con modelos estad´ısticos. El
buen desempen˜o de los modelos estad´ısticos de prediccio´n se debe entre
otras cosas a ser ma´s simples y menos costosos en su desarrollo pero cuya
habilidad predictiva es comparable con los de muchos modelos dina´micos de
mayor complejidad. Entre los modelos estad´ısticos de ma´s exito destacan:
el modelo de ana´lisis de correlacio´n cano´nica de Barnston and Ropelewski
(1992), el modelo lineal inverso de Penland and Magorian (1993), el modelo
de Van den Dool (1994), el modelo de climatolog´ıa y persistencia (CLIPER)
de Knaff and Landsea (1997) y el modelo de Clarke and Van Gorder (2003).
Durante las tres u´ltimas de´cadas, era razonable esperar que la habilidad
predictiva de los episodios ca´lidos y fr´ıos de ENSO a mediano y largo plazo
mejorara considerando los avances experimentados por los sistemas de ana´-
lisis y asimilacio´n de las observaciones, por las parametrizaciones f´ısicas, el
aumento de la resolucio´n espacial y un mejor entendimiento de los procesos
que subyacen al feno´meno ENSO (Guilyardi et al., 2009). Sin embargo, la
verificacio´n de habilidades predictivas de los actuales y ma´s avanzados mo-
delos dina´micos y estad´ısticos, durante la u´ltima de´cada indican una menor
habilidad predictiva con respecto a las estimadas para las de´cadas de los 80
y de los 90. No obstante, este aparente retroceso en la habilidad predictiva
se puede explicar por el hecho de que en la u´ltima de´cada la variabilidad de
ENSO ha sido algo ma´s baja en comparacio´n a las dos de´cadas anteriores
y por lo tanto ma´s dificil de predecir (Barnston et al., 2012).
Los ana´lisis de los conjuntos de prono´sticos para ENSO muestran una
pe´rdida importante de habilidad predictiva a plazo superior a dos estaciones
(Barnston et al., 2012). Por otro lado tambie´n manifiestan que la pe´rdida
de habilidad predictiva tiene una dependencia estacional. A este respecto se
usa el te´rmino “barrera de prediccio´n de primavera ”, que se define como la
ca´ıda de la habilidad predictiva de los prono´sticos a trave´s de la primavera.
Esta barrera se ha relacionado con la ’barrera de persistencia de primavera’
5la ca´ıda en la funcio´n de autocorrelacio´n tanto del ı´ndice Nin˜o3.4 como del
ı´ndice de la Oscilacio´n del Sur (Clarke and Van Gorder, 2003). Como todos
los prono´sticos para los ı´ndices de El Nin˜o en verano atraviesan la prima-
vera, la habilidad predictiva ma´s baja debe corresponder a las predicciones
para los meses de verano.
Las predicciones realizadas con modelos estad´ısticos sencillos que inclu-
yen informacio´n subsuperficial ( como Johnson et al. (2000) o Clarke and
Van Gorder (2003)) muestran una habilidad predictiva importante en in-
vierno y primavera, que se deteriora considerablemente en verano. Algunos
estudios sen˜alan el caracter precursor de la variabilidad ENSO que tienen
algunas sen˜ales de los otros oce´anos tropicales, como el I´ndico (Izumo et al.
(2010); Luo et al. (2010)) o el Atla´ntico (Rodr´ıguez-Fonseca et al. (2009);
Keenlyside et al. (2013)). Por otro lado trabajos de investigacio´n recien-
tes como Vimont et al. (2009), Stepanov (2009), Terray (2011) o Ballester
et al. (2011) sen˜alan el potencial de algunas sen˜ales extratopicales (el Pac´ı-
fico Norte, la Corriente Anta´ntica en su sector I´ndico, Atla´ntico o Pac´ıfico)
para ser utilizadas como predictores de ENSO.
La presente tesis doctoral tiene como objetivo general:
Caracterizar las realimentaciones sobre la variabilidad de ENSO produ-
cidas por las anomal´ıas de las variables atmosfe´ricas u ocea´nicas especial-
mente en lo relativo a sus extremos.
Para su consecucio´n, se plantean los siguientes objetivos espec´ıficos:
X Establecer un modelo estad´ıstico estacional que permita identificar
la dependencia de la habilidad predictora de los tres ı´ndices que re-
presentan la variabilidad del Pac´ıfico Ecuatorial: el ı´ndice Nin˜o3.4, el
Nin˜o1+2 y el Nin˜o4.
X Implementar una metodolog´ıa para la seleccio´n de precursores tropi-
cales y extratropicales desde campos atmosfe´ricos u ocea´nicos con la
finalidad de incorporarlos como variables en el modelo.
X Estimar la robustez de los potenciales predictores, comparando su po-
tencial predictivo en el periodo reciente (1980-2012) con la del periodo
anterior (1950-1979), al utilizar diferentes campos de datos.
X Examinar los resultados con diferentes versiones del modelo estad´ıs-
tico realizando un nu´mero considerable de experimentos de retropre-
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diccio´n.
X Determinar el comportamiento de las variables tanto en su contribu-
cio´n para eliminar la barrera de predecibilidad como en la determi-
nacio´n de condiciones extremas o de condiciones normales.
En el Cap´ıtulo 2 se presenta un resumen de los modos de variabilidad
clima´tica que pueden ser utilizados como predictores en el presente estudio.
En el Cap´ıtulo 3 se describe los ı´ndices y campos de datos utilizados como
variables de los modelos estad´ısticos. En el cap´ıtulo 4 se detalla las carac-
ter´ısticas del modelo estoca´stico utilizado y de la metodolog´ıa seguida para
la identificacio´n de las variables, los experimentos de retroprediccio´n y la
comparacio´n de la habilidad predictiva. En el Cap´ıtulo 5 se examinan las
realimentaciones que actu´an sobre la variabilidad del Pac´ıfico ecuatorial.
En el Cap´ıtulo 6 se aborda la predecibilidad del Pac´ıfico ecuatorial y se
finaliza con la discusio´n y Conclusiones en el Cap´ıtulo 7.
Cap´ıtulo 2
Modos de Variabilidad
Clima´tica
2.1. Variabilidad clima´tica de baja frecuencia
La variabilidad clima´tica se refiere a las variaciones en el estado medio
y otros para´metros estad´ısticos (como las desviaciones t´ıpicas, los valores
umbrales que sen˜alan la ocurrencia de feno´menos extremos, etc.) de las
variables que representan el clima, en todas las escalas temporales y espa-
ciales, ma´s alla´ de feno´menos meteorolo´gicos determinados (IPCC, 2013)
(Christensen et al., 2013). La variabilidad puede deberse a procesos in-
ternos naturales del sistema clima´tico, lo que se conoce como variabilidad
interna, o a procesos influenciados por fuerzas externas naturales o antropo-
ge´nicas, lo que se denomina variabilidad externa. La variabilidad del clima
tiene lugar en un amplio rango de escalas temporales. Para algunas regiones
geogra´ficas, existen intervalos de escalas en donde la variabilidad se puede
explicar fundamentalmente por las caracter´ısticas de una de las componen-
tes del sistema clima´tico. Sin embargo, para explicar ese intervalo en otras
regiones, u otros intervalos en esa misma regio´n, se necesita tener en cuenta
varias componentes. Hasselmann (1976).
La respuesta del sistema clima´tico terrestre al forzamiento solar co-
nocido como ciclo estacional, constituye la principal sen˜al de variabilidad
clima´tica. En la variabilidad ano´mala (calculada con respecto al ciclo esta-
cional) de las variables f´ısicas que pueden caracterizar el clima terrestre (
presio´n, temperatura, velocidad de viento,..etc) es posible detectar adema´s
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comportamientos recurrentes tras varios an˜os, lo que se conoce como varia-
bilidad interanual. A diferencia de lo que ocurre con el ciclo estacional, estos
comportamientos no son directamente atribuibles a un forzamiento externo,
tienen que ver con las inestabilidades propias de las cuencas en que se gene-
ran. En un principio, estas sen˜ales clima´ticas interanuales se caracterizaron
como diferencias entre valores ano´malos observados de las variables clima´ti-
cas en distintas localizaciones, conocidos como ı´ndices clima´ticos. Ma´s tarde
se encontro´ que estos ı´ndices clima´ticos aparecen tambie´n como los coefi-
cientes de variabilidad temporal asociados a patrones espaciales obtenidos
por te´cnicas objetivas de ana´lisis estad´ıstico. Por debajo de la variabilidad
estacional se da tambie´n esta recurrencia en el espacio y en el tiempo, que
en este caso se denomina variabilidad intraestacional.
Se denomina modo de variabilidad clima´tica aquella estructura espacio
temporal (con un patro´n espacial y una variacio´n temporal particular), que
ayuda a explicar el total de caracter´ısticas en varianza y de teleconexiones
(IPCC 2013, Christensen et al. (2013)). Los modos de variabilidad clima´-
tica ma´s importantes por regio´n son: En la regio´n tropical el modo ma´s
importante de variabilidad clima´tica, ENSO, se manifiesta principalmente
en el Pac´ıfico tropical aunque tiene un impacto global. Pero tambie´n los
otros dos oce´anos tropicales tienen sus propios modos de variabilidad in-
teranual. En el Atla´ntico tropical, la Oscilacio´n del Golfo de Guinea tiene
algunas caracter´ısticas similares a las de ENSO y se monitorea con el I´ndice
Tropical del Atla´ntico Sur (TSA, Tropical Southern Atlantic). Tambie´n en
esta regio´n se considera el I´ndice Tropical del Atla´ntico Norte (NTA, North
Tropical Atlantic). Tambie´n en el oce´ano I´ndico se da un Modo Dipolar
(IOD, Indian Ocean Dipole Mode) que se caracteriza por un ı´ndice.
Los estudios realizados sobre la variabilidad de la regio´n extratropical
norte han caracterizado una serie de modos relevantes en esta regio´n. Los
ana´lisis de Wallace and Gutzler (1981) encontraron la relevancia de la Os-
cilacio´n del Atla´ntico Norte (NAO, North Atlantic Oscillation), el patro´n
del Pac´ıfico de Norte Ame´rica (PNA ,Pacific North American Pattern), el
Modo Anular del Norte (NAM, Northern Annular Mode) y el WAVE3N.
En la variabilidad de la regio´n extratropical sur juegan un papel relevante
el I´ndice del Pac´ıfico de Sur Ame´rica (PSA, Pacific South American) y el
Modo Anular del Sur (SAM, Southern Annular Mode) y el modo WAVE3.
2.2. Modos de variabilidad tropical 9
2.2. Modos de variabilidad tropical
2.2.1. El Pac´ıfico tropical normal
El Pac´ıfico tropical se extiende desde la costa de Sudame´rica en el Pac´ı-
fico oriental hasta varias islas y masas de tierra de Australia e Indonesia. En
particular, la l´ınea ecuatorial cubre desde Ecuador en el este (a 80◦W) hacia
Indonesia (la primera parte continental que la l´ınea ecuatorial atraviesa en
el Pac´ıfico occidental es Halmahera en el oeste a 129◦E), y luego Sulewesi
a 120◦E. Tomando Halmahera como la frontera occidental del Pac´ıfico se
tiene una longitud total de 151 grados de longitud o 16778 Km, ma´s de la
tercera parte de la longitud total de la distancia alrededor del globo, Figura
2.1.
Figura 2.1: El Pac´ıfico tropical, incluyendo las cuatro regiones El Nin˜o
El estado clima´tico en y sobre el Pac´ıfico tropical es descrito por el
gradiente zonal en la temperatura de la superficie de mar (SST, Sea Surface
Temperature) esquematizado en el diagrama de figura 2.2.
La temperatura en superficie del Pac´ıfico occidental es elevada, de forma
que sobre ella se produce un ascenso que origina profundas nubes cumulo-
nimbus y lluvia. Los vientos superficiales em el Pac´ıfico tropical (los alisios
o ’westerlies’) soplan desde el este hacia esta regio´n de baja presio´n, con-
sistente con los vientos alisios que se dirigen hacia el oeste. El aire que
asciende en la regio´n ca´lida alcanza la tropopausa y retorna en altura ha-
cia el este completando el circuito al descender sobre el Pac´ıfico oriental,
ocasionando all´ı altas presiones en superficie. Se conoce como circulacio´n
de Walker este circuito en que el aire en el Pac´ıfico tropical se dirige hacia
10 Modos de Variabilidad Clima´tica
Figura 2.2: Esquema del estado normal del sistema oce´ano-atmo´sfera en el Pa-
c´ıfico tropical durante el invierno boreal. La temperatura de superficie de mar
es ca´lido en el oeste y fr´ıo en el este y sur este. Adaptado del original en
http://www.pmel.noaa.gov/tao/elnino/nino-home.html
el oeste en superficie, se eleva sobre la regio´n ca´lida de lluvia persistente,
retorna en altura hacia el este y descende sobre el Pac´ıfico oriental fr´ıo
Diaz and Markgraf (2000). Una medida de la intensidad de la circulacio´n
de Walker es la diferencia en la presio´n en superficie entre el este y el oeste,
esta diferencia es la convencionalmente llamada Oscilacio´n del Sur (SOI,
Southern Oscillation Index). Cuando la circulacio´n de Walker es fuerte, la
presio´n en el oeste es baja y la presio´n en el este es alta ( el SOI es entonces
menos negativa)- cuando la circulacio´n de Walker es de´bil, el SOI es ma´s
negativo.
Los vientos en superficie producen una circulacio´n en la capa superficial
ocea´nica que alcanza hasta una cierta profundidad. Por debajo de e´sta el
agua es mucho ma´s fr´ıa y salina, producie´ndose por tanto un importante
gradiente de temperatura en un pequen˜o espesor que se conoce como ter-
moclina. La termoclina es una propiedad de los fluidos calentados por una
de sus superficies que tiene proyeccio´n en la direccio´n de la gravedad. La
Figura 2.2 muestra algunas caracter´ısticas de la circulacio´n en superficie y
de la profundidad de la termoclina en el Pac´ıfico ecuatorial. El hundimiento
de la termoclina en el pac´ıfico occidental es causado por los vientos en su-
perficie del oce´ano que se dirigen hacia el oeste (vientos alisios, Figura 2.3).
De este modo vientos ma´s fuertes en superficie hacia el oeste (debido a una
fuerte circulacio´n de Walker), hunden la termoclina en el oeste y la levan-
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tan en el este (Diaz and Markgraf, 2000). El hundimiento de la termoclina
en el oce´ano es una medida de la intensidad de los vientos en superficie
dirigidos hacia el este y, por consiguiente, otro medida de la intensidad de
la circulacio´n de Walker
Figura 2.3: Vientos Alisios boreales y australes (recuadros) sobre el Pa-
c´ıfico Tropical y a´reas de baja y alta presio´n. Adaptado del original en
http://www.pmel.noaa.gov/tao/elnino/nino-home.html
El mecanismo responsable del gradiente ecuatorial de temperatura me-
dia de la superficie de mar involucra tanto a la atmo´sfera como al oce´ano.
Los vientos medios en superficie que se dirigen hacia el oeste conducen el
movimiento del oce´ano hacia los polos en los hemisferios norte y sur de
unos 50 o ma´s metros de la superficie muy cerca del ecuador. El agua que
es desplazada hacia los polos es reemplazada por agua ascendente (aflora-
miento) en el ecuador, y como en el Pac´ıfico Oriental la termoclina es poco
profunda (unos 50 m) esta agua fr´ıa que llega a la superficie provoca que
la SST este´ fr´ıa en el Pac´ıfico oriental. En el Pac´ıfico occidental, al ser la
termoclina mucho ma´s profunda el afloramiento simplemente acumula agua
caliente sobre la termoclina, permitiendo que la SST del pac´ıfico occidental
permanezca caliente. Aunque la influencia del afloramiento sobre las SST
esta´ contrarrestada en parte por el efecto del calentamiento transmitido por
la atmo´sfera, el Pac´ıfico oriental permanece ma´s fr´ıo que el occidental.
La SST fr´ıa que aflora en el Pac´ıfico oriental se extiende hacia el polo
varios grados de latitud por el movimiento del oce´ano hasta que encuen-
tra otro regio´n ca´lida en el hemisferio norte (pero no en el hemisferio sur)
causado por la corriente ocea´nica dirigida hacia el este. Aqu´ı tambie´n la
atmo´sfera que esta´ sobre esta agua ca´lida y la l´ınea de la conveccio´n se
extiende considerablemente a lo largo de la latitud 6◦N. Esta regio´n de pro-
12 Modos de Variabilidad Clima´tica
funda conveccio´n, llamada la Zona de Convergencia Intertropical (ITCZ*,
Intertropical Convergence Zone), forma la rama tropical ascendente de la
circulacio´n Norte-Sur denominada Circulacio´n de Hadley.
Estas circulaciones esta´n moduladas por el ciclo estacional. A diferencia
de lo que ocurre en las latitudes media, los extremos estacionales son en
Marzo-Abril cuando el Pac´ıfico ecuatorial oriental esta´ ma´s caliente y la
ITCZ esta´ ma´s cercana al ecuador, y Septiembre-Octubre cuando la SST
oriental esta´ ma´s fr´ıa y la ITCZ esta´ ma´s al norte. Puesto que las SST en
el Pac´ıfico occidental var´ıan solamente en alrededor de 1 ◦C, las variaciones
estacionales en el gradiente Este-Oeste covarian con las SST del Pac´ıfico
oriental: ma´s de´bil en la primavera boreal, ma´s fuertes en oton˜o. Este ciclo
anual tiene una fuerte influencia sobre la evolucio´n de las fases de ENSO,
las cuales exhiben una marcada tendencia a estar en fase con el ciclo anual,
creciendo a trave´s del verano y oton˜o para alcanzar su pico en invierno.
Figura 2.4: Esquema del estado del sistema oce´ano-atmo´sfera en el Pac´ıfico tropi-
cal durante el pico de la fase ca´lida de ENSO durante el invierno boreal. Adaptado
del original en http://www.pmel.noaa.gov/tao/elnino/nino-home.html
2.2.2. Las fases de ENSO
Superpuesto al estado normal del Pac´ıfico tropical esta´ el ciclo irregu-
lar de calentamiento y enfriamiento del Pac´ıfico oriental con efectos en la
*La ITCZ es un cinturo´n de baja presio´n que cin˜e el globo terrestre en la regio´n
ecuatorial. Esta´ formado, como su nombre indica, por la convergencia del aire ca´lido y
hu´medo de latitudes por encima y por debajo del ecuador, transportado por los vientos
alisios.
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atmo´sfera y el oce´ano. Esto es lo que se conoce como ENSO. La Figura
2.4 muestra las condiciones en el Pac´ıfico tropical durante la fase ca´lida de
ENSO.
Cuando el Pac´ıfico oriental se calienta, estamos en la fase ca´lida de EN-
SO. Esta suele comenzar con una anomal´ıa positiva de SST en el Pac´ıfico
central o central-este. Se produce entonces la relajacio´n de los alisios (la
Figura 2.4 muestra vientos provenientes del este ma´s de´biles que lo normal
lo que implica vientos ano´malos provenientes del oeste), lo cual produce
menor afloramiento y por consiguiente menor enfriamiento. Consistente-
mente la termoclina es ma´s horizontal y el afloramiento en el pac´ıfico orien-
tal es menor. Como consecuencia de esto en un evento ca´lido cano´nico, el
calentamiento alcanza el Pac´ıfico oriental que asume aproximadamente la
temperatura del Pac´ıfico occidental. Esto sucedio´ en las fases ca´lidas de los
intensos ENSO durante 1982-1983 y 1997-1998. La regio´n de precipitacio´n
persistente situada sobre el agua ma´s caliente se expande hacia el este en
el Pac´ıfico central. La alta presio´n a nivel de mar (SLP, Sea level Pressure)
del Pac´ıfico oriental llega a ser ma´s baja y la diferencia de SLP entre el
Pac´ıfico occidental y oriental disminuye. Se produce as´ı un debilitamiento
de la circulacio´n de Walker. La ITCZ se mueve sobre el ecuador, con lo
que la l´ınea de conveccio´n asume su posicio´n ma´s al sur y la circulacio´n de
Hadley llega a ser ma´s intensa.
El efecto del calentamiento del Pac´ıfico oriental, y el consecuente mo-
vimiento hacia el este de la regio´n de precipitacio´n persistente, se siente
en todo el mundo. En los tro´picos, el Pac´ıfico occidental llega ser seco al
moverse hacia el este la regio´n de precipitacio´n persistente. En esta fase se
observan frecuentemente sequ´ıas en Indonesia y en Australia oriental llegan
a ser muy comunes, debida en parte a la accio´n inhibidora de la circula-
cio´n anticiclo´nica sobre sudeste de Australia y por otra al desplazamiento
de la zona de convergencia del Pac´ıfico sur (SPCZ, South Pacific Conver-
gence Zone) hacia el nordeste (Rasmusson and Carpenter, 1982). Tambie´n
se dan lluvias en las normalmente a´ridas costas de Peru´, exceso de lluvias
en Ecuador, aguas ca´lidas ano´malas al norte y sur a lo largo de las costas
de Ame´rica del Norte y Ame´rica del Sur, algunos estudios relacionan la
actividad de ENSO con la variabilidad del nivel del mar a lo largo de la
costa sudamericana (Cornejo-Rodriguez and Enfield, 1987)). Tambie´n se
ven afectadas la temperatura y las lluvias en otras a´reas del mundo como
por ejemplo Zimbabue, o Madagascar entre otras, siendo au´n las razones o
dif´ıciles de explicar o desconocidas.
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Durante la fase fr´ıa de ENSO, se intensifica el enfriamiento normal del
Pac´ıfico oriental, y la diferencia de presiones en superficie entre el Pac´ıfico
oriental y el Pac´ıfico occidental llega a ser ma´s intensa, y la circulacio´n de
Walker, en general. Consistente con esto, los vientos alisios se intensifican,
tambie´n la inclinacio´n de la termoclina y el afloramiento y, debido a que la
termoclina esta´ ma´s cercana a la superficie, el agua aflorada esta´ mas fr´ıa.
Las regiones de aguas ma´s ca´lidas en el Pac´ıfico occidental se contraen hacia
el oeste bajo la intrusio´n del agua fr´ıa del este y, con el agua ca´lida, la regio´n
de precipitacio´n se repliega hacia el oeste sobre el continente mar´ıtimo. Son
comunes en esta fase fr´ıa los excesos de lluvias en Indonesia y en Australia
occidental, tal como ilustra la Figura 2.5.
Figura 2.5: Esquema del estado del sistema oce´ano-atmo´sfera en el Pac´ıfico tro-
pical durante el pico de la fase fr´ıa de ENSO durante el invierno boreal. Adaptado
del original en http://www.pmel.noaa.gov/tao/elnino/nino-home.html
El patro´n de correlaciones entre las anomal´ıas de SST (desviaciones
respecto a la normal) y el ı´ndice Nin˜o3.4 para el invierno boreal en el
periodo 1980-2012 se muestra en la Figura 2.6.
Se debe tener presente, sin embargo, que las diferencias en los impactos
remotos entre la fases fr´ıa y la ca´lida no se debe sølo a las anomal´ıas de
las SST, sino mas bien la ubicacio´n media de las regiones de precipitacio´n
persistente. En el evento ca´lido de ENSO, la regio´n de precipitacio´n persis-
tente se extiende en el Pac´ıfico central, mientras que durante la fase fr´ıa de
ENSO se restringe al lejano Pac´ıfico occidental.
La variabilidad interanual del oce´ano Pac´ıfico tropical esta´ dominada
por la sen˜al de ENSO , con una escala temporal de entre 2 y 8 an˜os (Barnett,
1991). El rango de este intervalo da cuenta de la irregularidad del feno´meno.
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Figura 2.6: Patro´n de correlacio´n entre el ı´ndice Nin˜o 3.4 y el campo de anomal´ıas
de SST durante el invierno boreal en el periodo 1980-2012.
Los mecanismos en que pueden detectarse una conexio´n oce´ano-atmo´sfera
capaz de favorecer el crecimiento de anomal´ıas sobre su estado ba´sico se
concentran en el centro-este de la cuenca, donde la oscilacio´n interanual de
SST alcanza su mayor amplitud.
El criterio adoptado en este trabajo para la definir un evento EL Nin˜o
(La Nin˜a) es aquel propuesto por Trenberth (1997), segu´n el cual, para que
e´ste ocurra la media corrida de cinco meses de las anomal´ıas de SST en la
regio´n Nin˜o3.4 debera´ ser mayor (menor) a los 0.4 ◦C por 6 o´ ma´s meses
consecutivos.
2.2.3. Modelos conceptuales de ENSO
La posibilidad de la prediccio´n de las fases de ENSO radica en que su
evolucio´n es lenta. Las fases empiezan alrededor del verano, desarrolla´ndose
y alcanzado su ma´ximo hacia el final del an˜o y decayendo en la primavera
del siguiente an˜o. De esta manera, si se pudiera reconocer las caracter´ısticas
distintivas de las anomal´ıas de las SST antes del verano, se podr´ıa hacer
una predicio´n para el siguiente invierno.
Los mecanismos f´ısicos en los que se fundamentan la mayor´ıa de modelos
que simulan y predicen ENSO, obedecen a las realimentaciones negativas
retardadas de la atmo´sfera sobre las anomal´ıas de SST en el Pac´ıfico tropical
(Suarez and Schopf (1988); Zebiak and Cane (1987)) y en el paradigma de
carga-descarga porpouesto por Jin (1997). Tambie´n existen estudios que
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sostienen la presencia de ambos mecanismos como los responsables de la
generacio´n de ENSO (Alvarez-Garc´ıa et al., 2006)
Se han desarrollado varios esquemas para predecir ENSO, muchos de
los cuales tienen aproximadamente la misma habilidad predictiva. Estos
esquemas son de tres tipos: los me´todos estad´ısticos (que dependen de las
relaciones determinadas emp´ıricamente entre estados del futuro y del pa-
sado), los me´todos dina´micos (que usan modelos nume´ricos incorporando
ecuaciones que describen leyes f´ısicas para el oce´ano, atmo´sfera y su inter-
accio´n) y los me´todos h´ıbridos (modelos estad´ısticos an˜adidos a modelos
dina´micos).
El primer modelo acoplado oce´ano-atmo´sfera de ENSO (Zebiak and
Cane, 1987) fue´ capaz de representar acertadamente las regiones de pre-
cipitacio´n persistente sobre las aguas ma´s ca´lidas, los vientos superficiales
provenientes del oeste al oeste de las regiones de precipitacio´n persistente,
los procesos que cambian SST en la capa superficial del oce´ano y los efectos
de los vientos sobre la profundidad de la termoclina. Lo que el modelo no
calculo´, sino ma´s bien especifico´, fue el ciclo anual en el Pac´ıfico y simple-
mente simulo´ las anomal´ıas con respecto al ciclo anual. El modelo reprodujo
una versio´n del feno´meno de ENSO muy parecida a la observada.
En las u´ltimas dos de´cadas un gran nu´mero de modelos acoplados de
oce´ano-atmo´sfera se han propuesto para entender y predecir ENSO. Es-
tos modelos van desde los ma´s simples a los ma´s complejos. Los primeros,
usualmente involucran una o dos variables dependientes y describen la f´ısica
ba´sica de ENSO ( por ejemplo los modelos del Oscilador Retardado y del
Oscilador de Carga-Descarga). El siguiente nivel de estos modelos son los
“modelos acoplados intermedios ”( que involucran un modelo lineal estrati-
ficado del oce´ano acoplado a un simple modelo lineal atmosfe´rico). Un nivel
ma´s complejo de estos modelos son los “modelos dina´micos ”(que consisten
de un modelo de circulacio´n general del oce´ano acoplado a un modelo de
circulacio´n general atmosfe´rico). Por u´ltimo, tambie´n existen los “modelos
acoplados h´ıbridos ”(un modelo dina´mico del oce´ano acoplado a un modelo
atmosfe´rico estad´ıstico).
2.2.3.1. El Oscilador Retardado
La teor´ıa del Oscilador Retardado fue propuesto por primera vez por
Schopf (1987), Battisti (1988). un modelo acoplado oce´ano-atmo´sfera ma´s
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complicado fue presentado por Suarez and Schopf (1988). Esta teor´ıa situ´a
la memoria del sistema en la dina´mica ocea´nica y en el ajuste ma´s lento de
la regio´n extraecuatorial a las anomal´ıas en los vientos. El esquema de la
Figura 2.4 resume el proceso: durante una fase fr´ıa en el Pac´ıfico oriental,
debido a las anomal´ıas en los vientos del centro de la cuenca se generan
ondas de Rossby que inducen afloramiento (subsidencia) fuera del ecuador.
Alcanzan el margen del oce´ano unos meses ma´s tarde y all´ı son reflejadas
como ondas de Kelvin que acaban por elevar (hundir) la termoclina en el
este del ecuador contrarestando el efecto de las ondas de Kelvin directamen-
te excitadas por los vientos ano´malos del Pac´ıfico central, lo que propicia
la aparicio´n en la subsuperficie de anomal´ıas te´rmicas negativas (positivas)
que invierten finalmente la situacio´n al aflorar a la superficie. La Figura 2.7
muestra el esquema del modelo conceptual del Oscilador Retardado,
Figura 2.7: Diagrama esquema´tico del modelo conceptual del Oscilador Retardado.
(1) vientos ano´malos en el centro del Pac´ıfico ecuatorial; (2) ondas de Kelvin
excitadas por 1; (3) ondas de Rossby excitadas por 1; (4) ondas de Kelvin (opuestas
a 2) originadas por reflexio´n de 3. Adaptado de Tziperman (2001).
La F´ısica del Oscilador Retardado puede resumirse en una sola ecuacio´n
diferencial:
dx
dt
= ax(t)− bx(t−∆) (2.1)
donde, x(t) representa un ı´ndice de SST ano´mala en el Pac´ıfico ecuato-
rial este. El primer te´rmino del segundo miembro de la ecuacio´n contiene
los mecanismos de realimentacio´n positiva entre vientos zonales y las SST,
habiendo asumido que existe una relacio´n lineal entre las anomal´ıas en los
vientos zonales en el centro del Pac´ıfico ecuatorial y x, y los mismos vientos
y la anomal´ıa de profundidad de la termoclina en el este.
El segundo te´rmino proporciona la realimentacio´n negativa precisada
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para que el sistema pueda oscilar, originada, como se ha mencionado, por
la reflexio´n de ondas Rossby excitadas anteriormente en la frontera oeste,
en forma de ondas Kelvin. El tiempo ∆ es as´ı la suma del que tardan
estas u´ltimas ondas en alcanzar la frontera occidental del oce´ano y del que
requiere el viaje de la onda Kelvin hasta la oriental (Clarke, 2008).
Una manera de que la irregularidad de ENSO pueda emerger es intro-
duciendo un te´rmino aleatorio que representa el forzamiento del viento. Por
simplicidad, se puede introducir tal irregularidad en el modelo an˜adiendo
una te´rmino de ruido blanco ε(t) en el miembro derecho de la ecuacio´n 2.1,
de modo que se convierte en:
dx
dt
= ax(t)− bx(t−∆) + ε(t) (2.2)
Para el caso real, esto es, cuando ∆ depende de x, el modelo x(t) es
irregular tanto en amplitud como en periodo, pero con una periodicidad
interanual dominante.
Sin embargo, en este modelo se han encontrado algunas discrepancias,
como por ejemplo el tiempo que toma a las ondas Rossby en viajar de este
a oeste para luego regresar como ondas Kelvin de oeste a este a lo largo
del Pac´ıfico ecuatorial es aproximadamente de 12 meses, mientras que el
tiempo t´ıpico entre El Nin˜o y la Nin˜a es de 12 a 24 meses.
2.2.3.2. El Oscilador de Carga-Descarga
La teor´ıa del“Oscilador de Carga-Descarga ”emergio´ a finales de los an˜os
90 en parte para resolver discrepancias del modelo del Oscilador Retarda-
do. El Oscilador Carga-Descarga considera un ajuste ra´pido que tiene lugar
en el Pac´ıfico ecuatorial, por lo que la propagacio´n de las ondas ecuatoria-
les no se considera relevante. A lo largo de la l´ınea ecuatorial, los vientos
alisios que soplan de este a oeste inducen un transporte de aguas superfi-
ciales tanto en la misma direccio´n zonal (este-oeste), como en la direccio´n
meridional (norte-sur) debido a la rotacio´n de la tierra y a la fuerza de Co-
riolis asociada. Este transporte meridional (conocido como “transporte de
Sverdrup ”) es el responsable del proceso de recarga-descarga que consiste
en reponer/evacuar las aguas de la capa superior del Pac´ıfico ecuatorial,
aumentando disminuyendo la profundidad de la termoclina.
La teor´ıa del mecanismo del Oscilador de Carga-Descarga fue presen-
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tada por Jin (1997). Esta se basa en cuatro ecuaciones que utilizan como
variables: la anomal´ıa de la profunfidad de la termoclina del Pac´ıfico oc-
cidental hW , la anomal´ıa de la profundidad de la termoclina del Pac´ıfico
oriental hE , la anomal´ıa de esfuerzo de viento zonal del Pac´ıfico central τ
y la anomal´ıa de SST del Pac´ıfico oriental TE . Siendo dos de las ecuaciones
de prono´stico y las otras dos ecuaciones de diagno´stico,
d
dthW = −r(hW + α τ)
d
dtTE = −1(TE − γ hE)
τ = b TE
hE = hW + τ
(2.3)
donde las unidades se escogen de tal manera que el coeficiente de τ en la
u´ltima ecuacio´n es igual a uno. En esta versio´n, la primera ecuacio´n describe
la respuesta colectiva del Pac´ıfico occidental a los cambios del esfuerzo de
viento (a trave´s de las ondas Kelvin, ondas Rossby y la reflexio´n en la
frontera occidental). La u´ltima ecuacio´n manifiesta que la profundidad de
la termoclina oriental reacciona casi instantaneamente al esfuerzo de viento.
Una versio´n similar a la de Jin (1997) realizada por Clarke et al. (2007),
enfatiza el rol primordial del calor ecuatorial almacenado, pero resalta las
anomal´ıas de esfuerzo de viento en la parte central en lugar de las anomal´ıas
de SST en la parte ecuatorial oriental del Pac´ıfico.
Este u´ltimo modelo se enfoca sobre los 5◦S - 5◦N de la l´ınea ecuatorial
del Pac´ıfico. Asume la aproximacio´n de que el modelo solamente tenga dos
variables ecuatoriales centrales: Tcen, la anomal´ıa de SST promediada sobre
la regio´n 5◦S - 5◦N, 170◦W - 150◦W, y Dcen , la anomal´ıa de la isoterma
de profundidad de 20◦C promediada sobre la misma regio´n.
De esta manera, el modelo acoplado consiste de dos partes, en la primera
es la atmo´sfera quien excita al oce´ano y en la segunda que la dina´mica y la
termodina´mica del oce´ano cambian la SST con lo cual esta variable excita
a la atmo´sfera. El mecanismo ba´sico de oscilacio´n queda descrito por el
siguiente sistema lineal acoplado:
∂Dcen
∂t
= −µTcen (2.4)
∂Tcen
∂t
= ν Dcen (2.5)
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donde µ y ν son constantes positivas.
La f´ısica de la oscilacio´n se resume en la Figura 2.8. La descripcio´n
empieza en el pico de un evento El Nin˜o, Figura 2.8a. La Tcen es positiva
ma´xima, hay una intensa conveccio´n atmosfe´rica ecuatorial ano´mala y las
anomal´ıas de viento con valores ma´ximos se dirigen al este. Las anomal´ıas
de viento causan una doble respuesta ocea´nica. Una parte de esta respuesta
consiste en un declive de la termoclina en fase con los vientos provenientes
del oeste as´ı como el esfuerzo de viento que conduce a un balance casi regular
con el gradiente de presio´n zonal. Mientras este declive afecta la profundidad
de la termoclina en la parte oriental y occidental del Pac´ıfico ecuatorial, el
desplazamiento en el Pac´ıfico ecuatorial central es aproximadamente nulo.
La segunda parte de la respuesta es debido al esfuerzo de viento ano´-
malo el cual causa un transporte meridional hacia el polo del agua ca´lida.
Despue´s de un cuarto de periodo (Figura 2.8b), el agua ca´lida ha sido de-
cargada desde el ecuador y la termoclina es ano´malamente superficial. Una
termoclina elevada implica agua mas fr´ıa cercana a la superficie y un flujo
de calor negativo ano´malo a trave´s de la base de la capa de mezcla, de modo
que Tcen decrece. Tambie´n resulta en una corriente ecuatorial dirigida ha-
cia el oeste la cual trasporta agua fr´ıa desde el Pac´ıfico ecuatorial oriental,
de nuevo resultando en una Tcen que decrece. Eventualmente un cuarto de
periodo ma´s tarde ( Figura 2.8c) Tcen ha alcanzado su extremo negativo y
el modelo exhibe las condiciones de La Nin˜a con una menor profundidad
de conveccio´n atmosfe´rica que lo normal, una inclinacio´n de la termoclina
ano´mala y una anomal´ıa de contenido de calor ecuatorial nulo. A su vez,
las anomal´ıas de viento ecuatorial desde el este provocan un transporte de
agua en el ecuador, de modo que un cuarto de periodo ma´s tarde (Figura
2.8c) el volumen de agua ca´lida sobre el ecuador esta´ en su valor ma´ximo.
Esto da como resultado un anomal´ıa positiva de flujo de calor en la base de
la capa de mezcla y corrientes ano´malas se dirigen hacia el este, causando
el retorno de las condiciones de EL Nin˜o un cuarto de periodo ma´s tarde
(Clarke, 2008).
2.2.4. Variabilidad decadal y teleconexiones
La variabilidad decadal en el Pac´ıfico tropical, ha sido relacionado con la
influencia que en esas escalas de tiempo pueden ejercer las regiones extratro-
picales sobre los tro´picos. La teor´ıa que relaciona los tro´picos y extratro´picos
conocida como el puente atmosfe´rico propuesto por Barnett et al. (1999)
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Figura 2.8: Esquema idealizado de las fases de desarrollo del modelo conceptual
del Oscilador de Carga-Descarga. Las l´ıneas discontinuas y las continuas denotan
el cero de la anomal´ıa en profundidad de la termoclina y la anomal´ıa vigente en
profundidad de la termoclina, respectivamente. Los calentamientos y enfriamientos
ano´malos de la atmo´sfera que ocurren en el Pac´ıfico central-occidental a trave´s de
la profundidad de la conveccio´n atmosfe´rica se representan por los s´ımbolos de
nubes, los s´ımbolos (+) y (-) indican anomal´ıas positivas y negativas. Las flechas
delgadas sobre la superficie indican las anomal´ıas de viento ecuatorial zonal con
esfuerzo τa. Las flechas gruesas indican el transporte meridional producido en el
oce´ano. Adaptado de Clarke et al. (2008).
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considera anomal´ıas decadales de viento de origen extratropical, inscritas
en las variaciones asociadas a la Oscilacio´n Decadal del pac´ıfico (PDO, Pa-
cific Decadal Oscillation), pueden extenderse hasta alcanzar los tro´picos,
con el consiguiente impacto en las condiciones del estado ba´sico del sistema
acoplado oce´ano-atmo´sfera tropical.
Por otra parte, el mecanismo conocido como el tu´nel ocea´nico propuesto
por Gu and Philander (1997) sostiene que la ce´lula subtropical del Pac´ıfico
norte puede transportar en subsuperficie anomal´ıas te´rmicas de origen ex-
tratropical hacia los tro´picos. Posteriormente Kleeman and Moore (1999)
modifican este mecanismo vinculando a variaciones en el trasporte superfi-
cial, en lugar de subsuperficial, de esta circulacio´n como responsables de la
teleconexio´n.
Una explicacio´n de la variabilidad decadal del Pac´ıfico confinado a la re-
gio´n tropical, fue presentado por Knutson and Manabe (1998), en la que se
habla de un modo decadal tropical con una f´ısica muy similar a la del oscila-
dor retardado propuesto para ENSO. Kirtman and Schopf (1998) muestran
una estructura meridional ma´s extensa que explica una escala de tiempo
ma´s larga. Otra propuesta relativa a la modulacio´n decadal de ENSO es la
de Timmermann et al. (2003), que sugiere la intervencio´n de un mecanismo
no lineal que implica la interaccio´n entre escalas de tiempo distintas para
dar lugar al comportamiento explosivo de algunos episodios de ENSO y a
la modulacio´n de amplitud en el feno´meno.
Algunos estudios han detectado cambios en las teleconexiones de EN-
SO, as´ı Gershunov and Barnett (1998)lo ha relacionado con la variabilidad
interdecadal de la atmo´sfera de las latitudes medias. Otros lo han relacio-
nado con el calentamiento global (Diaz et al. (2001); Meehl et al. (2006);
Mueller and Roeckner (2006); Sterl et al. (2007))
2.2.5. Variabilidad Interanual del Atla´ntico tropical
En el Atla´ntico tropical aparecen episodios ca´lidos y fr´ıos, se dan en el
Golfo de Guinea. Los calentamientos se producen cada 2-4 an˜os, una escala
ma´s reducida que la de ENSO, que se explica por el reducido taman˜o del
Atla´ntico (comparado con el Pac´ıfico). El ma´ximo de las anomal´ıas aparece
en verano mientras que en el caso de ENSO lo hace en el oton˜o tard´ıo-
invierno. Zebiak (1993) demostro´ que estos calentamientos corresponden a
un modo propio de variabilidad del sistema acoplado oce´ano-atmo´sfera en el
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Atla´ntico tropical. El modo es semejante a ENSO pero ma´s amortiguado, de
forma que para se produzca una oscilacio´n observable tiene que ser excitado.
Este modo tiene gran influencia en la precipitacio´n por ejemplo de la regio´n
de Sahel y en la precipitacio´n de Angola.
La variabilidad interanual del Atla´ntico tropical se caracteriza por el
I´ndice del Atla´ntico Sur Tropical (TSA ) que es un indicador de la tem-
peratura de superficial de mar en el Golfo de Guinea. Se calcula como el
promedio de las anomal´ıas de la SST en la regio´n 30◦W - 10◦E, 20◦S - 0◦.
La Figura 2.9 muestra el patro´n de correlacio´n entre el ı´ndice TSA y el
campo de anomal´ıas estacionales SST en verano para el periodo de estudio.
Se puede observar un marcado dipolo de temperaturas, existiendo un calen-
tanmiento debajo de la l´ınea ecuatorial entre las dos partes continentales y
un enfriamiento en la parte sur occidental cercana a Ame´rica del Sur.
Figura 2.9: Patro´n de correlaciones entre el ı´ndice TSA y el campo de anomal´ıas
estacionales de SST en el verano en el periodo 1980-2012 .
24 Modos de Variabilidad Clima´tica
2.2.6. Variabilidad Interanual del I´ndico tropical
La variabilidad interanual del oce´ano I´ndico tropical se caracteriza por el
modo dipolar del oce´ano I´ndico (IOD) considerado como una anomal´ıa cli-
ma´tica equivalente a la del Pac´ıfico. Es un feno´meno de acoplamiento entre
oce´ano-atmo´sfera en el Oce´ano I´ndico ecuatorial que modula la circulacio´n
atmosfe´rica Indo-Pac´ıfico as´ı como los vientos sobre el Pac´ıfico ecuatorial.
La fase positiva se caracteriza por un enfriamiento del agua de la superficie
del mar en el sudeste del oce´ano I´ndico ecuatorial y calentamiento en el
oeste del mismo, como se indica en la Figura 2.10. Esto provoca grandes
precipitaciones sobre el este de A´frica y severas sequ´ıas sobre la regio´n de
Indonesia.
Figura 2.10: Patro´n de correlaciones entre el ı´ndice IOD y el campo de anomal´ıas
estacionales de SST (fase positiva) durante la estacio´n de oton˜o en el periodo 1980-
2010.
Por otro lado la fase negativa presenta aguas ma´s ca´lidas en el I´ndico
ecuatorial sudeste y aguas ma´s fr´ıas en el oeste. La intensidad del IOD
es representada a trave´s de un ı´ndice, que se define como la diferencia de
anomal´ıas de temperatura de superficie de mar entre el oeste (50◦E-70◦E
y 10◦S-10◦N) y el este (90◦E-110◦E y 10◦S-0) del oce´ano I´ndico ecuatorial.
Cuando la diferencia es positiva (negativa) se refiere a fase positiva (negati-
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va) de IOD. Este ı´ndice alcanza su ma´ximo valor entre los meses septiembre
y noviembre.
Estudios realizados para Sudame´rica y el hemisferio sur, vinculan esta
oscilacio´n con la precipitacio´n en dicha regio´n. Cuando el IOD tiene una fase
positiva, en Sudame´rica se registran mayores precipitaciones en la cuenca de
la Plata y menores precipitaciones en la regio´n del centro de Brasil (Chang
et al., 2007).
2.3. Modos de variabilidad extratropical
en el hemisferio norte
2.3.1. El Patro´n del Pac´ıfico y Ame´rica del Norte (PNA)
El Patro´n del Pac´ıfico de Norte Ame´rica (PNA) es un prominente modo
de variabilidad atmosfe´rica sobre el Pac´ıfico Norte y sobre tierra de Norte-
ame´rica. Este feno´meno ejerce una influencia notable sobre la variabilidad
de la temperatura y la precipitacio´n en estas regiones. El patro´n de la PNA
esta relacionado a los eventos de ENSO en el Pac´ıfico tropical y tambie´n
sirve como un puente de v´ınculo entre la variabilidad de ENSO y la Oscila-
cio´n del Atla´ntico Norte (NAO) (Li and Lau, 2012). Los registros de datos
indican una significativa tendencia positiva en el ı´ndice de la PNA en el
periodo invernal en los u´ltimos 60 an˜os.
Este patro´n es uno de los ma´s influyentes que se presentan en las la-
titudes medias del hemisferio Norte. Presenta anomal´ıas en los campos de
altura geopotencial** (t´ıpicamente a los 700 y 500 hPa) observadas en el
norte del Pac´ıfico, as´ı como en el oeste y este de EE.UU. Wallace and
Gutzler (1981).
En las Figuras 2.11 y 2.12 se presentan para la estacio´n de invierno
y verano del periodo de estudio, respectivamente, el patro´n de correlacio´n
entre el ı´ndice PNA y el campo de presiones. En ellas se pueden apreciar la
gran influencia dipolar que tiene sobre la parte continental de los Estados
Unidos. Wallace and Gutzler (1981) definieron este ı´ndice como: PNA =
0,25∗[Z(20◦N, 160◦0)−Z(45◦N, 165◦O)+Z(55◦N, 115◦O)−Z(30◦N, 85◦O)]
donde Z son los valores estandarizados de la altura geopotencial de 500 hPa.
**La altura geopotencial es la distancia vertical medida desde el nivel medio del mar
hasta un cierto nivel isoba´rico, como por ejemplo los niveles de 700, 500, 300 hPa.
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Figura 2.11: Patro´n de correlacio´n entre el ı´ndice PNA y el campo de anomal´ıas
estacionales estandarizadas de la altura geopotencial de 500 hPa en el invierno en
el periodo 1980-2012.
Figura 2.12: Patro´n de correlacio´n entre el ı´ndice PNA y el campo de anomal´ıas
estacionales estandarizadas de la altura geopotencial de 500 hPa en el verano en
el periodo 1980-2012.
Fase positiva: La altura geopotencial sobre el oeste de EE.UU. se en-
cuentra por encima de lo normal en tanto que sobre el este, esta´ por debajo
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de ese valor, lo que produce una elevacio´n sobre el oeste y una profunda
depresio´n sobre el este. El resultado neto de este patro´n es que el aire fr´ıo
que se encuentra en Canada´ es desplazado hacia el suroeste, lo que resulta
en temperaturas por debajo de lo normal sobre el este de EE.UU y por
encima de ese valor sobre el oeste.
Fase negativa: Se caracteriza porque la altura geopotencial sobre el oeste
de EE.UU esta´ por debajo de la normal y por lo tanto, por encima de lo
normal sobre el este de ese pa´ıs. Como resultado las temperaturas promedio
en el oeste esta´n debajo de lo normal y por encima en el este de EE.UU.
2.3.2. La Oscilacio´n del Atla´ntico Norte (NAO)
La Oscilacio´n del Atla´ntico Norte (NAO) es un modo natural de va-
riabilidad de la atmo´sfera y esta´ asociada con cambios en la intensidad y
direccio´n de los vientos del oeste en superficie y caracteriza una oscilacio´n
meridional relacionada con la intensidad de los centros de presio´n de Islan-
dia y Azores (van Loon and Rogers, 1978). La NAO es un modo dipolar
de variabilidad clima´tica dominante en la cuenca Noratla´ntica, afecta a la
temperatura y a la precipitacio´n de pra´cticamente toda Europa, noreste de
A´frica, Groenlandia y costa este de los Estados unidos. La NAO tiene lugar
tanto en verano como en el invierno boreal con diferentes caracter´ısticas
f´ısicas (Sun et al. (2008); Folland et al. (2009)).
Debido a que el feno´meno posee un cara´cter marcadamente regional, se
puede utilizar un ı´ndice que permita identificar las fases de la oscilacio´n. De
entre las diversas formas de definirlo, uno de los ı´ndices ma´s considerados
es aquel definido por Jones et al. (1997), como la diferencia de presiones
entre Gibraltar y el Sur-Oeste de Islandia.
Todos los cambios atmosfe´ricos generados por la NAO son responsables
de un gran nu´mero de efectos e impactos socio-econo´micos en la cuenca
noratla´ntica. As´ı, durante la fase positiva de la NAO, aumenta la altura de
las olas en el Mar del Norte afectando a los pozos extractores de petro´leo,
aumenta el abastecimiento de agua en las centrales hidroele´ctricas en No-
ruega, aumenta la velocidad de crecimiento de las plantas en Escandinavia,
aumentan la precipitacio´n y escorrent´ıa en el centro de Estados Unidos y
aumenta los periodos de oleaje en la costa Canta´brica. Durante la fase nega-
tiva de la NAO, el calentamiento de las aguas en la zona del Golfo aumenta
el riesgo de huracanes, en el Atla´ntico Norte las condiciones para la cr´ıa del
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Figura 2.13: Patro´n de correlacio´n entre el ı´ndice de la NAO y el campo de
anomal´ıas estacionales de SLP para el invierno en el periodo 1980-2012.
Figura 2.14: Patro´n de correlacio´n entre el ı´ndice de la NAO y el campo de
anomal´ıas estacionales de SLP durante la estacio´n de verano en el periodo 1980-
2012.
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bacalao mejoran, se favorecen las cosechas de olivos y vin˜edos en Espan˜a y
Portugal y aumenta la precipitacio´n en las cuencas del Tigris y el E´ufrates.
Las Figuras 2.13 y 2.14, muestran los patrones de correlacio´n del campo
SLP con el I´ndice de la NAO para invierno y verano, respectivamente.
2.3.3. El Modo Anular del Norte (NAM)
El Modo Anular del Norte (NAM) tambie´n conocido como Oscilacio´n
A´rtica (AO, Artic Oscillation), es el patro´n dominante de las variaciones no
estacionales de la presio´n atmosfe´rica al nivel del mar al norte del paralelo
20◦N. (Thompson and Wallace, 1998). El NAM se caracteriza por la presen-
cia de anomal´ıas (ya sean positivas o negativas) en el A´rtico, y anomal´ıas
de magnitud opuesta cerca de los paralelos 37◦- 45◦N. La Oscilacio´n del
Atla´ntico Norte (NAO) tiene una relacio´n estrecha con el NAM y hay una
gran discusio´n acerca de cua´l ı´ndice representa mejor la dina´mica atmos-
fe´rica. Este ı´ndice es obtenido a partir del primer factor resultante de un
ana´lisis de Funciones Emp´ıricas Ortogonales (EOF, Empirical Orthogonal
Fuction) (Lorenz, 1956).
Los patrones dominantes se calculan a partir de las anomal´ıas mensua-
les calculadas para todo el an˜o, pero dado que la variabilidad es mayor
durante la temporada fr´ıa, los patrones capturan, en primera instancia, las
caracter´ısticas de ese periodo. Los ı´ndices diarios y mensuales se constru-
yen proyectando las anomal´ıas de las altitudes diarias y mensuales de las
capas de 700 hPa o 1000 hPa en las funciones emp´ıricas ortogonales ma´s
importantes. La Figura 2.15 muestra la primera EOF mostrada como mapa
de regresio´n de la altura geopotencial de 1000 hPa.
La extensio´n que el aire del A´rtico llega a cubrir en las latitudes medias
esta´ relacionada con esta oscilacio´n; as´ı, cuando el ı´ndice NAM es positivo,
la presio´n superficial en la regio´n polar es baja y la corriente de chorro que
se presenta sobre las latitudes medias es fuerte y fluye de manera consistente
de oeste a este, manteniendo el aire fr´ıo del A´rtico confinado en la regio´n
polar. Por el contrario, cuando el ı´ndice es negativo, la presio´n atmosfe´rica
en el polo tiende a elevarse, los vientos zonales son ma´s de´biles y el fr´ıo aire
polar se dirige hacia las latitudes medias, particularmente hacia el este de
Norteame´rica y Europa.
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Figura 2.15: Patro´n del NAM caracterizado por la primera EOF mensual de
la altura geopotencial de 1000 hPa, durante el periodo 1979-2000. Tomada de
www.cpc.ncep.noaa.gov/products/precip/CWlink
Figura 2.16: Patro´n de correlacio´n entre el ı´ndice de la WAVE3N y el campo de
anomal´ıas estacionales de SLP para el invierno en el periodo 1980-2012.
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2.3.4. El Modo WAVE3N
El modo de variabilidad extratropical del norte que toma en cuenta la
actuacio´n de vientos es la denominada WAVE3N definida por Yuan and Li
(2008), y que es obtenida como la primera componente principal del campo
global de las anomal´ıas de la componente meridional de viento hacia el
norte de 20◦N.
En la Figura 2.16 se representa el patro´n de correlacio´n entre el campo
SLP y el ı´ndice WAVE3N para el invierno en el periodo 1980-2012.
2.4. Modos de variabilidad extratropical
en el hemisferio sur
2.4.1. El Patro´n del Pac´ıfico y Ame´rica del Sur (PSA)
El Patro´n del Pac´ıfico y Ame´rica del Sur (PSA) es una teleconexio´n
desde los tro´picos hacia los extratro´picos del hemisferio sur a trave´s de los
trenes de ondas Rossby que son generados por los cambios en la conveccio´n
tropical (Yuan and Li, 2008). Varios estudios (Kiladis and Mo (1998); Ga-
rreaud and Battisti (1999)) atribuyen a las ondas Rossby la propagacio´n de
la sen˜al de ENSO hacia la latitudes altas del Pac´ıfico sur. Por consiguiente,
en una escala de tiempo interanual, el patro´n de PSA esta´ asociado con
la variabilidad de ENSO, creando altos(bajos) centros de presio´n ano´malos
en el mar Amundsen en respuesta a los eventos ca´lidos (frios) de ENSO,
respectivamente. Los centros de presio´n ano´malos consecuentemente gene-
ran anomal´ıas de temperatura-hielo al este del mar de Ross y en el giro de
Weddell simultaneamente, a trave´s de procesos dina´micos y termodina´mi-
cos (Kwok and Comiso, 2002).
Este modo es considerado el dominante de la variabilidad clima´tica de
la regio´n polar y subpolar del Pac´ıfico sur. Este patro´n induce anomal´ıas
de circulacio´n atmosfe´rica sobre Sudame´rica, afectando la precipitacio´n ex-
trema (Drumond and Ambrizzi (2008); Castro Cunningham and de Albu-
querque Cavalcanti (2006) ; Vasconcellos and Cavalcanti (2010)). La figura
2.17 muestra el mapa de correlacio´n del ı´ndice PSA y las anomal´ıas de la
altura gepotencial de 500 hPa para el periodo de estudio.
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Figura 2.17: Patro´n de correlacio´n entre el ı´ndice PSA y el campo de anoma-
l´ıas estacionales estandarizadas de la altura geopotencial de 500 hPa, durante la
estacio´n de invierno en el periodo 1980-2012.
2.4.2. El Modo Anular del Sur (SAM)
El Modulo Anular del Sur (SAM), conocido tambie´n como Oscilacio´n
Anta´rtica (AAO, Antartic Oscillation) es un modo de variabilidad atmos-
fe´rica de baja frecuencia del hemisferio sur. Es el modo que indica la varia-
bilidad clima´tica en los extratro´picos del hemisferio sur , describiendo las
fluctuaciones en la posicio´n latitudinal y fuerza de la contracorriente en las
latitudes medias del chorro del oeste. La variabilidad del SAM tiene una
gran influencia sobre el clima de la Anta´rtida , Ocean´ıa, el sur de Ame´rica
del Sur y A´frica del Sur, y tiene una ma´xima variablidad con un periodo
de 10 d´ıas, tambie´n explica el 50 % de la varianza mensual de SLP sobre la
Anta´rtida (Thompson and Wallace, 2000). La Figura 2.18 muestra su pa-
tro´n caracterizado por la primera EOF mensual de la altura geopotencial
de 700 hPa durante el periodo 1979-2000.
El mecanismo f´ısico del SAM esta´ bien entendido, y bien representado
en los modelos clima´ticos, aunque los detalles de las caracter´ısticas espa-
ciales y temporales var´ıan entre los modelos Raphael and Holland (2006).
En de´cadas pasadas recientes el ı´ndice del SAM ha exhibido una tendencia
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Figura 2.18: Patro´n del SAM caracterizada por la primera EOF mensual de
la altura geopotencial de 700 hPa durante el periodo 1979-2000. Tomada de
www.cpc.ncep.noaa.gov/products/precip/CWlink
positiva durante el verano y oton˜o austral, un cambio atribuido a la defle-
xio´n del ozono y en menor medida por el incremento del efecto invernadero
Jones et al. (2009).
2.4.3. El Modo WAVE 3
El modo de variabilidad extratropical del sur que toma en cuenta la
actuacio´n de vientos es el denominado WAVE3 definido por Yuan and Li
(2008), y que se obtiene en forma ana´loga a su homologo del norte, esto
es, como la primera componente principal del campo global de las ano-
mal´ıas de la componente meridional de viento hacia el sur de 20◦S. Este
patro´n es cuasi-estacionario en las latitudes medias del sur y se considera
un predominante modo de invierno en los campos de presio´n y viento.
La distribucio´n de tierra y oce´ano en las latitudes medias parece crear
y mantener este patro´n y se lo considera positivamente acoplado con la
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Figura 2.19: Patro´n de correlacio´n entre el ı´ndice de la WAVE3 y el campo de
anomal´ıas estacionales de SLP en el invierno en el periodo 1980-2012.
distribucio´n del borde de hielo, promoviendo su ma´xima propagacio´n hacia
el este. En la Figura 2.19 se representa el patro´n de correlacio´n entre el
campo SLP y el ı´ndice WAVE3 para el invierno en el periodo 1980-2012.
Cap´ıtulo 3
Descripcio´n de las variables
En esta investigacio´n se utilizan una serie de modelos estad´ısticos en los
que se introducen variables emp´ıricas que caracterizan el estado de ENSO y
de otros modos de variabilidad. En muchos casos estas variables son ı´ndices
clima´ticos que representan la variabilidad de una regio´n determinada, y se
obtienen directamente a partir de observaciones. En otros casos, los ı´ndices
se obtienen a partir de ana´lisis estad´ısticos de campos de observaciones
reanalizadas. En el Ape´ndice A, se realiza una descripcio´n detallada de los
campos empleados. A continuacio´n se describen las variables utilizadas en
los modelos.
3.1. I´ndices obtenidos a partir de observaciones
En esta investigacio´n, la variable predictanda corresponde al estado
de ENSO que es representado por el I´ndice Nin˜o3.4 o´ por el Nin˜o1+2, o´
por el Nin˜o4 (Trenberth (1997) ; Rasmusson and Wallace (1983)). Estos
ı´ndices se obtienen como promedio de anomal´ıas mensuales de SST en las
regiones representadas en la Figura 3.1. El ana´lisis se enfoca en el periodo
comprendido entre los an˜os 1980-2012 (33 an˜os) debido a que so´lo partir
de este an˜o se cuenta con la incorporacio´n de la informacio´n de sate´lites.
3.1.1. I´ndice Nin˜o3.4
La serie temporal del I´ndice Nin˜o3.4 entre enero de 1980 y diciembre de
2012 se la representa en la Figura 3.2. En ella se aprecia que, en general,
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Figura 3.1: Esquema de las regiones El Nin˜o1+2, El Nin˜o3, El Nin˜o 4 y El
Nin˜o3.4 en el Pac´ıfico ecuatorial.
Figura 3.2: Serie temporal del I´ndice Nin˜o3.4, entre 1980 y 2012.
hay una tendencia a una evolucio´n lenta lo que puede ser verificado en el co-
rrelograma de la serie temporal representado en la Figura 3.3, en el cual se
encuentran correlaciones significativas hasta con 7 meses de retraso. Nueva-
mente con un an˜o de retraso se registran correlaciones significativas, lo que
evidencia una dependencia anual. Tambie´n existe un pico de correlaciones
negativas significativas entre los 19 y 21 meses de retraso.
En la Tabla 3.1 se indican los principales para´metros estad´ısticos corres-
pondientes a la serie temporal del I´ndice Nin˜o3.4 calculados para el periodo
3.1. I´ndices obtenidos a partir de observaciones 37
Figura 3.3: Correlograma de la serie temporal del I´ndice Nin˜o3.4, entre 1980 y
2012. Las l´ıneas rojas se corresponden con el umbral de significancia estad´ıstica al
nivel del 95 % para un proceso gaussiano de ruido blanco.
I´ndice Nin˜o3.4
Mı´nimo 24.68 ◦C
Primer Cuartil 26.43 ◦C
Mediana 27.15 ◦C
Tercer Cuartil 27.75 ◦C
Ma´ximo 29.14 ◦C
Media 27.10 ◦C
Tabla 3.1: Estad´ısticos de serie temporal del I´ndice Nin˜o3.4, entre 1980 y 2012
de estudio.
En la Figura 3.4 se presentan el ciclo anual (nuevamente, calculado como
los valores medios mensuales) junto con la desviacio´n esta´ndar. El ciclo
anual alcanza un ma´ximo en el mes de junio y un mı´nimo en enero. Por su
parte, la desviacio´n esta´ndar es ma´s elevada en los meses de noviembre a
enero.
Por otro lado, en la Figura 3.5 se presenta la serie temporal de las ano-
mal´ıas mensuales del I´ndice Nin˜o3.4, la cual constituye la forma usual de
presentar este I´ndice. Las anomal´ıas se obtienen como desviaciones respec-
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Figura 3.4: Valores medios mensuales (l´ınea azul) y desviacio´n esta´ndar (l´ınea
roja) de la serie del I´ndice Nin˜o3.4, periodo 1980-2012.
Figura 3.5: Serie temporal de anomal´ıas mensuales del I´ndice Nin˜o3.4, entre 1980
y 2012
to del ciclo anual. Se evidencia en dicha figura valores extremos positivos
(negativos) correspondientes a los eventos ca´lidos (fr´ıos) de ENSO, espe-
cialmente a los eventos ca´lidos ma´s intensos correspondientes a los an˜os
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Figura 3.6: Correlograma de la serie temporal de anomal´ıas mensuales del I´ndice
Nin˜o3.4, entre 1980 y 2012. Las l´ıneas rojas se corresponden con el umbral de
significancia estad´ıstica al nivel del 95 % para un proceso gaussiano de ruido blanco
Anomal´ıa
I´ndice Nin˜o3.4
Mı´nimo -1.98 ◦C
Primer Cuartil -0.59 ◦C
Mediana -0.059 ◦C
Tercer Cuartil 0.51 ◦C
Ma´ximo 2.41 ◦C
Media 0◦C
Tabla 3.2: Estad´ısticos de la anomal´ıa mensual del I´ndice Nin˜o3.4 para el periodo
1980-2012
1982-1983 y 1997-1998 as´ı como a los eventos fr´ıos ma´s intensos de los an˜os
1986-1987 y 1999-2000.
En la Figura 3.6 se presenta el correlograma de la serie temporal de ano-
mal´ıas mensuales. Se aprecia que existen correlaciones significativas hasta
con 9 meses de retraso; un pico importante de correlacio´n negativa significa-
tiva se da en el entorno de los 24 meses (2 an˜os) de retraso. Los principales
para´metros estad´ısticos de esta serie se resumen en la Tabla 3.2.
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3.1.2. I´ndice Nin˜o1+2
En la Figura 3.7 se presenta la serie temporal del I´ndice Nin˜o1+2 entre
enero de 1980 y diciembre de 2012. Observando dicha serie se puede decir
que, en general, hay una tendencia a una evolucio´n casi perio´dica (una im-
portante tendencia semianual). Esto puede ser verificado en el correlograma
de la serie temporal dibujado en la Figura 3.8, en el que se encuentran co-
rrelaciones positivas significativas hasta 4 meses, entre 11 y 15 meses de
retraso y luego entre 23 y 27 meses de retraso. Sobresalen tambie´n picos de
correlaciones negativas y significativas entre 6 y 8 , 18 y 20 y entre 29 y 30
meses de retraso.
Figura 3.7: Serie temporal del I´ndice Nin˜o1+2, entre 1980 y 2012
En la Tabla 3.3 se sintetizan los principales para´metros estad´ısticos de
la serie temporal correspondientes al I´ndice Nin˜o1+2 para el periodo de
estudio.
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Figura 3.8: Correlograma de la serie temporal de I´ndice Nin˜o1+2, entre 1980 y
2012. Las l´ıneas rojas se corresponden con el umbral de significancia estad´ıstica al
nivel del 95 % para un proceso gaussiano de ruido blanco.
I´ndice Nin˜o 1+2
Mı´nimo 19.27 ◦C
Primer Cuartil 21.45 ◦C
Mediana 23.07 ◦C
Tercer Cuartil 25.28 ◦C
Ma´ximo 29.24 ◦C
Media 23.34 ◦C
Tabla 3.3: Estad´ısticos de serie temporal del I´ndice Nin˜o1+2, entre 1980 y 2012
El ciclo anual se presetan en la Figura 3.9 (nuevamente, calculado co-
mo los valores medios mensuales) junto con la desviacio´n esta´ndar. El ciclo
anual alcanza un ma´ximo en el mes de marzo y un mı´nimo en septiembre.
Mientras que, la desviacio´n esta´ndar es ma´s elevada en los meses de junio
a julio y mı´nima en febrero. En la Figura 3.10 se presenta la serie tem-
poral de las anomal´ıas mensuales del I´ndice Nin˜o1+2. Se aprecia en dicha
figura valores extremos positivos (negativos) correspondientes a los eventos
ca´lidos (fr´ıos) de ENSO, especialmente a los eventos ca´lidos ma´s intensos
correspondientes a los an˜os 1982-1983 y 1997-1998 as´ı como algunos de los
eventos fr´ıos ma´s intensos.
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Figura 3.9: Valores medios mensuales (l´ınea azul) y desviacio´n esta´ndar (l´ınea
roja) de la serie del I´ndice Nin˜o1+2, periodo 1980-2012.
Figura 3.10: Serie temporal de anomal´ıas mensuales del I´ndice Nin˜o1+2, entre
1980 y 2012
El correlograma de la serie temporal de anomal´ıas mensuales se indica
en la Figura 3.11. Se puede apreciar que existen correlaciones positivas sig-
nificativas hasta con 10 meses de retraso; un pico importante de correlacio´n
negativa significativa se da en el entorno de los 25 meses (alrededor de 2
an˜os) de retraso. Los principales para´metros estad´ısticos de esta serie se
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Figura 3.11: Correlograma de las anomal´ıas mensuales de I´ndice Nin˜o1+2, en-
tre 1980 y 2012. Las l´ıneas rojas se corresponden con el umbral de significancia
estad´ıstica al nivel del 95 % para un proceso gaussiano de ruido blanco
Anomal´ıa
I´ndice Nin˜o1+2
Mı´nimo -1.95 ◦C
Primer Cuartil -0.72 ◦C
Mediana -0.23 ◦C
Tercer Cuartil 0.44 ◦C
Ma´ximo 4.32 ◦C
Media 0◦C
Tabla 3.4: Estad´ısticos de la anomal´ıa mensual del I´ndice Nin˜o1+2 para el periodo
1980-2012
indica en la Tabla 3.4.
3.1.3. I´ndice Nin˜o4
La serie temporal del I´ndice Nin˜o4 par el periodo de estudio se represn-
tan en la Figura 3.12. Su correlograma se muestra en la Figura 3.13, el cual
indica que existen valores positivos significativos hasta aproximadamente
14 meses de retraso, registra´ndose un pico negativo significativo entre 20
y 22 meses. Un resumen de los t´ıpicos para´metros estad´ısticos para este
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Figura 3.12: Serie temporal del I´ndice Nin˜o4 para el periodo entre 1980-2012
Figura 3.13: Correlograma de las serie temporal del I´ndice Nin˜o4 para el periodo
entre 1980-2012
I´ndice, se resumen en la Tabla 3.5.
El ciclo anual de e´ste I´ndice, junto con la desviacio´n esta´ndar se muestra
en la Figura 3.14.El ciclo anual alcanza un ma´ximo en el mes de Junio y un
mı´nimo en el mes Febrero. Por otra parte, la desviacio´n esta´ndar alcanza
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I´ndice Nin˜o4
Mı´nimo 26.63 ◦C
Primer Cuartil 28.15 ◦C
Mediana 28.67 ◦C
Tercer Cuartil 29.12 ◦C
Ma´ximo 29.93 ◦C
Media 28.59◦C
Tabla 3.5: Estad´ısticos de la serie temporal del I´ndice Nin˜o4 para el periodo 1980-
2012
Figura 3.14: Valores medios mensuales (l´ınea azul) y desviacio´n esta´ndar (l´ınea
roja) de la serie del I´ndice Nin˜o4, periodo 1980-2012.
su ma´ximo hacia diciembre y su mı´nimo valor en el mes de Julio. La serie
temporal de anomal´ıas mensuales del I´ndice Nin˜o4 se esquematiza en la
Figura 3.15.
En la Figura 3.16 se grafica el correlograma de la serie temporal de
anomal´ıas mensuales del I´ndice. Se aprecia que se registran correlaciones
positivas significativas hasta 12 meses de retraso y un pico negativo signifi-
cativo a los 23 meses. Los para´metros estad´ısticos de esta serie se presentan
en la Tabla 3.6.
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Figura 3.15: Serie temporal de anomal´ıas mensuales del I´ndice Nin˜o4, entre 1980
y 2012
Figura 3.16: Correlograma de las anomal´ıas mensuales de I´ndice Nin˜o4, entre
1980 y 2012. Las l´ıneas rojas se corresponden con el umbral de significancia esta-
d´ıstica al nivel del 95 % para un proceso gaussiano de ruido blanco.
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Anomal´ıa
I´ndice Nin˜o4
Mı´nimo -1.67 ◦C
Primer Cuartil -0.48 ◦C
Mediana 0.12 ◦C
Tercer Cuartil 0.49 ◦C
Ma´ximo 1.28 ◦C
Media 0◦C
Tabla 3.6: Estad´ısticos de la anomal´ıa mensual del I´ndice Nin˜o4 para el periodo
1980-2012.
3.2. I´ndices del oce´ano Pac´ıfico tropical
Se han considerado ı´ndices clima´ticos que representan la variabilidad
tropical del oce´ano Pac´ıfico estos son los ı´ndices NTA, TSA y el IOD.
Tambie´n se ha incluido el PMM que representa los gradientes meridionales
en esta regio´n y cuya importancia en el mecanismo de huella estacional
(SFM, Seasonal Footprinting Mechanism) se resalta en trabajos recientes
de Chang et al. (2007) y Lin et al. (2014).
Figura 3.17: Esquema de las regiones del Pac´ıfico ecuatorial al norte (regiones 7
y 8) y al sur ( regiones 6 y 5) consideradas para calcular los gradientes zonales
ecuatoriales de temperatura al norte y al sur, ı´ndices NTZGY STZG respectiva-
mente
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I´NDICE DEFINICIO´N
Nin˜o1+2 Anomal´ıas de SST promediadas sobre (10◦S-0◦,
90◦W-80◦W), Rasmusson and Wallace (1983), Cane
et al. (1986)
Nin˜o3 Anomal´ıas de SST promediadas sobre (5◦S-5◦N,
150◦W-90◦W), Rasmusson and Wallace (1983), Cane
et al. (1986)
Nin˜o4 Anomal´ıas de SST promediadas sobre (5◦S-5◦N,
160◦E-150◦W), Rasmusson and Wallace (1983), Ca-
ne et al. (1986)
Nin˜o3.4 Anomal´ıas de SST promediadas sobre (5◦S-5◦N,
170◦W-120◦W), Trenberth (1997)
I´ndice de la oscila-
cio´n del Sur (SOI)
Diferencia de anomal´ıas estandarizadas de
SLP:Tahiti menos Darwin. Trenberth (1984);
Ropelewski and Jones (1987)
I´ndice Tropical
del Atla´ntico del
Sur(TSA)
Anomal´ıas de SST promediadas sobre (0◦-20◦S,
10◦E-30◦W), Enfield et al. (1999)
I´ndice del Modo Di-
polar del Oce´ano
Indico (IOD)
Diferencia de anomal´ıas de SST entre el Indico ecua-
torial occidental (10◦S-10◦N, 50◦E-70◦E) y el I´ndi-
co ecuatorial suoriental(10◦S-0◦, 90◦E-110◦E), refe-
rido como I´ndice del Modo Dipolar (DMI), Saji et al.
(1999)
I´ndice de Variabili-
dad Intraestacional
(ISV)
I´ndice de forzamiento de alta frecuencia de viento
en superficie sobre el Pac´ıfico ecuatorial occidental.
20-100 d´ıas (5◦N-5◦S, 120◦E-180◦), McPhaden et al.
(2006)
I´ndice de Gradiente
Zonal Tropical nor-
te (NTZG)
Diferencia de anomal´ıas temperaturas de SST entre
las regiones de (5◦N-15◦N, 160◦E-170◦W) y (5◦N-
15◦N, 120◦W-90◦W)
I´ndice de Gradiente
Zonal Tropical Sur
(STZG)
Diferencia de anomal´ıas temperaturas de SST en-
tre las regiones de (5◦S-15◦S, 160◦E-170◦W) y (5◦S-
15◦S, 120◦W-90◦W)
I´ndice del Atla´ntico
Tropical del Norte
(NTA)
Anomal´ıas de SST promediadas sobre (6◦N-18◦N,
60◦W-20◦W) y (6◦N-10◦N, 20◦W-10◦W), Penland
and Matrosova (1998)
Tabla 3.7: I´ndices clima´ticos obtenidos a partir de observaciones
Otros estudios, como el de Yu and Kim (2011) indican la importancia
de los gradientes zonales ecuatoriales de SST en la vinculacio´n con los
extratro´picos y con la respuesta al forzamiento antropoge´nico (Karnauskas
et al., 2009). En concordancia con lo anterior se incorpora ı´ndices de los
gradientes zonales ecuatoriales, el gradiente zonal tropical del norte (NTZG)
y el gradiente zonal tropical del sur (STZG) respectivamente de acuerdo a
la Figura 3.17 y definidos en la tabla 3.7. De acuerdo al paradigma del
oscilador de recarga, un modelo reducido de ENSO debe incluir en sus
variables una representacio´n de la profundidad de la termoclina. Para tal
3.3. I´ndices obtenidos de campos de datos 49
propo´sito se considera el ı´ndice del volumen de agua ca´lida (WWV) que es
usualmente construido con reana´lisis de las observaciones de subsuperficie
en el Pac´ıfico ecuatorial.
Las variables predictoras consideradas se hallan descritas en detalle en
la Tabla 3.3, en ella se indica la definicio´n y su principal referencia. Algunas
de ellas han sido tomados de los reana´lisis NCEP/NCAR y de ERA-Interim
suministrados desde las paginas web de la NOAA (National Oceanic and
Atmospheric Administration) de los Estados Unidos y desde el Centro Eu-
ropeo ECWMF, respectivamente. En otros casos han sido obtenidas a partir
de los procesos y campos que se encuentran definidos en la tabla 3.7.
En este trabajo, se consideran estaciones boreales, As´ı los valores esta-
cionales para el invierno se han obtenida como un promedio de los valores
mensuales de los meses de Diciembre-Enero-Febrero (DJF), para la prima-
vera de los meses de Marzo-Abril-Mayo (MAM), para el verano de los meses
de Junio-Julio-Agosto (JJA) y para el oton˜o de los meses de Septiembre-
Octubre-Noviembre (SON).
3.3. I´ndices obtenidos de campos de datos
En este trabajo se utilizan campos de datos obtenidos mediante reana´li-
sis de observaciones realizados con dos modelos atmosfe´ricos distintos, uno
el del National Center for Atmospheric Research (NCEP/NCAR)de los Es-
tados Unidos de Norte Ame´rica y otro el del Centro Europeo ECMWF
(The European Centre for Medium-Range Weather Forecasts ). Algunas de
sus principales caracter´ısticas puede observarse en el Ape´ndice A. El u´lti-
mo campo conocido como ERA-Interim cubre el periodo de 1979-2012 y se
limita al periodo en donde, la inclusio´n de informacio´n satelital garantiza
un muestreo ma´s uniforme en el espacio y el tiempo. Debido a estas condi-
cionantes nuestros ana´lisis se dirigen fundamentalmente a ese periodo. Sin
embargo, la necesidad de comparar con el periodo anterior con observacio-
nes instrumentales disponibles (1950-1979) nos lleva a incluir en nuestros
ana´lisis los campos atmosfe´ricos derivados de NCEP/NCAR, en donde se
cubren los dos periodos. Los ı´ndices para estos campos de datos se identifi-
can a partir de los coeficientes temporales (PCs) de las funciones emp´ıricas
ortogonales (EOFs) obtenidas de un ana´lisis de la matriz de covarianza del
campo, segu´n el procedimiento que se detalla en el cap´ıtulo de la metodo-
log´ıa.
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La variabilidad del Pac´ıfico extratropical sur, segu´n Yuan and Li (2008),
se representa por tres ı´ndices: PSA (el equivalente al PNA definido por Wa-
llace and Gutzler (1981), SAM y WAVE3N, este u´ltimo es un patro´n cuasi
estacionario en las latitudes medias del sur Loon and Jenne (1972), un
modo predominante de invierno en el campo de las SLP y en el de la com-
ponente meridional de viento. La variabilidad en el Pac´ıfico extratropical
norte para escalas de tiempo interanuales se representa por el PNA, NAM y
WAVE3N por analog´ıa con el caso del Pac´ıfico sur. Los ı´ndices considerados
se muestran en la tabla 3.8
I´NDICE DEFINICIO´N
I´ndice del Patro´n
del Pac´ıfico y
Ame´rica del Norte
(PNA)
Definido de acuerdo a [9], a partir de datos de anoma-
l´ıas de Z500. Tomando H1 = Z500(20
◦N − 160◦W ;
H2 = Z500(45
◦N − 165◦W ; H3 = Z500(55◦N −
115◦W y H4 = Z500(30◦N − 85◦W ; como: PNA =
(H1−H2 +H3−H4)/4, Wallace and Gutzler (1981)
I´ndice del Modo
Anular del Norte
(NAM).
La primera componente principal de las anomal´ıas
globales de presio´n a nivel del mar (SLP) hacia el
norte de 20◦N, Thompson and Wallace (2000)
I´ndice del modo de
onda (WAVE3N)
Obtenida como la primera componente principal del
campo global de las anomal´ıas de la componente me-
ridional de viento hacia el norte de 20◦N. Yuan and
Li (2008)
I´ndice del Patro´n
del Pac´ıfico y Ame´-
rica del Sur (PSA)
Por analog´ıa con el I´ndice PNA se lo define en te´rmi-
nos de H1 = Z500(50
◦S−45◦W ; H2 = Z500(45◦S−
170◦W ; H3 = Z500(65,75◦S−120◦W ; como: PSA =
(H1 +H2 +H3)/3, Wallace and Gutzler (1981)
I´ndice del Modo
Anular del Sur
(SAM)
La primera componente principal de las anomal´ıas
globales de presio´n a nivel del mar (SLP) hacia el
norte de 20◦S. Thompson and Wallace (2000)
I´ndice del modo de
onda (WAVE3)
Obtenida como la primera componente principal del
campo global de las anomal´ıas de la componente me-
ridional de viento hacia el norte de 20◦S. (Yuan and
Li, 2008)
I´ndice del Modo del
Pac´ıfico Meridional
(PMM)
Ana´lisis de covarianza ma´xima aplicada al lado iz-
quierdo del campo SST y al lado derecho de los cam-
pos de las componentes de viento meridional y zonal
de 10m sobre el periodo de 1950-2005 desde el reana´-
lisis de NCEP/NCAR. Chiang and Vimont (2004)
Tabla 3.8: I´ndices atmosfe´ricos obtenidos de campos reanalizados
Adema´s para caracterizar el estado de la atmo´sfera, se ha considerado
interesante incluir variables derivadas de observaciones de sate´lite integra-
das a la tropo´sfera. Las discusio´n de los resultados de investigaciones pre-
vias que subrayan el papel de la variabilidad atmosfe´rica por encima de la
3.3. I´ndices obtenidos de campos de datos 51
superficie tiene en los mecanismos de signatura estacional (SFM Seasonal
Footprintig Mechanism), Anderson (2004). Hemos seleccionado el campo
global de Temperaturas de la Troposfera Media (MTT, Middle Troposp-
here Temperature)(Mears and Wentz, 2009) de reciente difusio´n (ve´ase el
Ape´ndice B). Este campo incorpora la temperatura del aire integrada des-
de la superficie hasta tropo´sfera media con una resolucio´n espacial de 2.5◦x
2.5◦en el periodo de 1980-2012.
Con este campo se obtienen algunas variables regionales que represen-
tan la atmo´sfera en diferentes dominios como la regio´n Pac´ıfico Norte (
NP, Pacific North), la regio´n Pac´ıfico Sur o Ross Bellingshausen RB y la
regio´n global extratropical del sur (GSE, Global Southern Extratropics),
los dominios se muestran en la Tabla 3.9. Cada uno de estos campos han
sido expandidos en te´rminos de sus EOFs, para su posterior ana´lisis del
comportamiento de las primeras 20 componentes principales.
REGIO´N ACRO´NIMO LATITUD LONGITUD
Pac´ıfico Norte NP 20◦N-90◦N 140◦E-120◦W
Global Extra-
tro´pico Sur
GSE 20◦S-90◦S 0◦-360◦
Ross-
Bellingshausen
RB 60◦S-90◦S 160◦E-60◦W
Pac´ıfico Anta´r-
tico del Sur
SPA 50◦S-90◦S 160◦E-80◦W
Atla´ntico Sur e
Indico Anta´rtico
SAIA 50◦S-90◦S 60◦W-150◦E
Atla´ntico Sur e
Indico
SAI 20◦S-90◦S 60◦W-150◦E
Pac´ıfico Sur SP 20◦S-90◦S 160◦E-80◦W
Tabla 3.9: Regiones y dominios para los campos de temperaturas de la tropo´sfera
media
Para la representacio´n de la variabilidad ocea´nica subsuperficial se han
considerado distintos reana´lisis ocea´nicos. Para caracterizar el volumen de
agua ca´lida (WWV, Warm Water Volume) en la regio´n ecuatorial hemos
utilizado ba´sicamente dos ı´ndices construidos por McPhaden para el Pa-
c´ıfico ecuatorial este y oeste respectivamente. Estos ı´ndices se obtuvieron
a partir de los reana´lisis del Australian Bureau of Meteorology Research
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Center (BMRC) y cubren el periodo ma´s reciente.
En el curso de esta investigacio´n se considero´ la posibilidad de incluir
variabilidad subsuperficial tropical en algunas versiones de nuestro modelo.
Al no estar disponibles en l´ınea los campos de datos desde el reana´lisis
BRMC, se opto´ por utilizar los datos de contenido de calor por encima de
los 300m (HC300) calculados a partir del reana´lisis SODA (Simple Ocean
Data Assimilation), con una resolucio´n de 1◦x1◦. En la tabla 3.10 se indican
los ı´ndices ocea´nicos obtenidos de campos de reana´lisis.
Para completar el estudio en el periodo 1950-1979, se utilizo´ una versio´n
extendida del ı´ndice de WWV definido como el volumen de agua ca´lida por
encima de la isoterma de 14◦C del Pac´ıfico tropical calculada a partir del
reana´lisis SODA Carton and Giese (2008) que cubre los dos periodos de
estudio y proporcionada por Sulagna Ray (LOCEAN FRANCE).
I´NDICE DEFINICIO´N
I´ndice del volumen
de agua ca´lida del
oeste.(WWV-west)
El volumen de agua ca´lida integrada sobre la isoter-
ma de 20◦C entre [5◦N-5◦S, 120◦E-155◦W], obteni-
da del Australian Bureau of Meteorology Research
Center (BMRC) reanalysis. Meinen and McPhaden
(2000)
I´ndice del volumen
de agua ca´lida del
este (WWV-east)
El volumen de agua ca´lida integrada sobre la iso-
terma de 20◦C entre 155◦W-80◦W, obtenida del
Australian Bureau of Meteorology Research Center
(BMRC) reanalysis. Meinen and McPhaden (2000)
I´ndice del volumen
de agua ca´lida
(WWV-S).
El volumen de agua ca´lida integrada sobre la
isoterma de 14◦C entre el este-oeste del Pac´ıfico
ecuatorial, obtenida desde el reana´lisis SODA
(Simple Ocean Data Assimilation. Carton and Giese
(2008).(https://climatedataguide.ucar.edu/climate-
data/soda-simple-ocean)
I´ndice del volumen
de agua ca´lida del
este (WWV-A)
El volumen de agua ca´lida integrada sobre la isoter-
ma de 20◦C entre el este-oeste del Pac´ıfico ecuatorial,
obtenida del Australian Bureau of Meteorology Re-
search Center (BMRC) reanalysis. Meinen and McP-
haden (2000)
I´ndice del con-
tenido de calor .
(HC300)
Contenido de calor de las capas del oce´ano desde una
profundidad de 300m en el Pac´ıfico ecuatorial, obte-
nida desde el reana´lisis SODA (Simple Ocean Data
Assimilation. Carton and Giese (2008))
Tabla 3.10: I´ndices ocea´nicos obtenidos de campos reanalizados
Cap´ıtulo 4
Modelos Estad´ısticos
4.1. Te´cnicas emp´ırico estad´ısticas
Los me´todos de prediccio´n emp´ırica emplean te´cnicas estad´ısticas de
ana´lisis multivariante. Estas te´cnicas pueden encontrar relaciones entre dos
campos climatolo´gicos mediante la bu´squeda de patrones que a´ıslan la va-
riabilidad acoplada. Los patrones se obtienen a partir de la matriz de co-
varianza o de correlacio´n aplicando un determinado criterio donde el para´-
metro maximizado es diferente por cada te´cnica. La relacio´n causa efecto
se consigue introduciendo un desfase en el tiempo entre el campo predictor
(el que precede) y el campo predictando (el que se desea predecir). La elec-
cio´n del predictando normalmente viene motivada por el intere´s econo´mico,
f´ısico o humano, adema´s del conocimiento a priori de que esa variable sea
fa´cilmente predecible.
Los predictores deben ser variables muy relacionadas con el predictando
y que presenten en lo posible escalas temporales de variabilidad comunes a
e´ste. Entre los predictores ma´s utilizados en investigaciones climatolo´gicas
estan a la temperatura de la superficie de mar SST, las alturas geopoten-
ciales de 500 y 700 hPa, el viento en superficie o sus componentes zonal o
meridional. De todos ellos la SST resulta ser la ma´s eficaz ya que el oce´ano
debido a su inercia meca´nica y a su capacidad calor´ıfica var´ıa en escalas
largas de tiempo, lo que constituye una gran fuente de predecibilidad.
En general las te´cnicas de prediccio´n emp´ırica se desarrollaron antes de
que los Modelos de Circulacio´n general (CGMs) fueran capaces de predecir
a largo plazo. Como lo sen˜alo´ Lorenz (1956), el e´xito de las predicciones
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emp´ıricas depende del hecho de que los feno´menos de baja frecuencia esta´n
gobernados por leyes f´ısicas que supuestamente no cambian en el tiempo.
Estas leyes establecen que el pasado, el presente y el futuro del clima esta´n
relacionados. Los procedimientos emp´ıricos por tanto dependen de los datos
existentes hasta el momento y esta´n limitados a predecir comportamientos y
climas que solo han sido observados en el pasado. A pesar de esta limitacio´n
por su sencillez y su bajo coste computacional, pueden ser considerados
como un complemento a los GCMs.
4.2. Modelos de Regresio´n
4.2.1. Regresio´n lineal simple y Regresio´n lineal mu´ltiple
La regresio´n lineal simple describe la relacio´n lineal entre dos variables,
una variable independiente o predictora y otra variable dependiente o pre-
dictanda. Frecuentemente ma´s de una variable predictora es utilizada en
los modelos de prediccio´n, siendo fa´cilmente generalizado a un caso ma´s
complejo como la regresio´n lineal mu´ltiple. Esencialmente la regresio´n li-
neal busca resumir la relacio´n entre dos variables representa´ndolas en un
diagrama de dispersio´n mediante una simple l´ınea recta. El proceso de re-
gresio´n escoge la recta que produce el menor error para las predicciones de
y dadas las observaciones de x. Usualmente el criterio de error se refiere a
minimizar la suma de los errores cuadra´ticos, de ah´ı el nombre de regresio´n
de los mı´nimos cuadrados. Adoptando este criterio, resulta que la recta se
ajustara´ a los puntos para evitar grandes discrepancias, de este manera no
es resistente a los valores ano´malos (outliers) Wilks, 2011. La figura (4.1)
muestra el proceso de regresio´n lineal.
Dado un conjunto de puntos (x, y), el problema es encontrar una l´ınea
recta
yˆ = a+ bx (4.1)
que minimice las distancias cuadra´ticas verticales (l´ıneas finas) entre
ella y los puntos de los datos. El s´ımbolo de sombrero sobre la variable y,
(yˆ) significa que se trata de un valor predicho de y. La distancia vertical
entre los puntos de los datos y la l´ınea son denominados tambie´n errores o
residuos que son definidos como:
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Figura 4.1: Ilustracio´n esquema´tica de la regresio´n lineal simple. La recta de regre-
sio´n es escogida como aquella que minimiza la medida de las diferencias verticales
(residuos) entre los puntos y la recta. En la regresio´n de mı´nimos cuadrados lo
que se mide es la suma de las distancias verticales al cuadrado. Adaptacio´n desde
Wilks (2011).
ei = yi − yˆi(xi) (4.2)
Hay un residuo ei por cada punto (xi, yi). No´tese, que puntos sobre la
recta tendra´n un error positivo, mientras que puntos debajo de ella tendra´n
un error negativo, esta es la usual convencio´n de signos en estad´ıstica pero
que es opuesta a la que frecuentemente se utiliza en ciencias de la atmo´sfera
donde las predicciones ma´s pequen˜as que las observaciones (la recta debajo
del punto) son consideradas como errores negativos y viceversa. Sin embar-
go, el signo de la convencio´n para los residuos no es importante, debido a
que es la minimizacio´n de la suma de los residuos al cuadrado lo que define
el mejor ajuste lineal. Combinando las ecuaciones 4.1 y 4.2 la ecuacio´n de
regresio´n es
yi = yˆi + ei = a+ bxi + ei (4.3)
la cual establece que el valor real del predictando es la suma del valor
predicho ma´s el residuo. Minimizando la suma de los residuos al cuadrado,
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se obtienen las expresiones para a y b
b =
∑n
i=1[(xi − x¯)(yi − x¯)]∑n
i=1(xi − x¯)2
=
n
∑n
i=1 xiyi −
∑n
i=1 xi
∑n
i=1 yi
n
∑n
i=1(xi)
2 − (∑ni=1 xi)2 (4.4)
a = y¯ − bx¯ (4.5)
La regresio´n lineal mu´ltiple es el caso ma´s general de la regresio´n lineal.
Como en el caso de la regresio´n lineal simple, hay au´n una u´nica variable
predictanda, y, pero con la distincio´n de que hay ma´s de una variable
predictora.
Sea k el numero de variables predictoras. La ecuacio´n de prediccio´n sera´
yˆ = b0 + b1x1 + b2x2 + ...+ bixi (4.6)
Cada una de las variables predictoras k tienen sus propios coeficientes,
ana´logos a los de la pendiente b de la ecuacio´n 4.1. Por convencio´n notacio-
nal b0 es el intercepto (o constante de regresio´n). Estos k + 1 coeficientes
de regresio´n frecuentemente son denominados los para´metros de regresio´n.
La ecuacio´n 4.2 para los residuos continu´a siendo va´lida, si se sobreen-
tiende que el valor predicho yˆ es una funcio´n de un vector de los predictores,
xk = 1, ...k. Si hay k = 2 variables predictoras, los residuos aun pueden vi-
sualizarse como una distancia vertical. En este caso, la funcio´n de regresio´n
(4.6) es una superficie en vez de una l´ınea, y el residuo corresponde geo-
me´tricamente a la distancia sobre o debajo de esta superficie a lo largo de
la l´ınea perpendicular al plano (x1, x2). La situacio´n geome´trica es ana´loga
para k ≥ 3, pero en este caso no es fa´cil visualizarlo. Tambie´n en comu´n
con la regresio´n lineal simple, el promedio del residuo es cero, de modo que
la distribucio´n de los residuos esta´n centrados sobre los valores predichos
yˆi.
Los k+ 1 para´metros de la ecuacio´n 4.6 se encuentran, como antes, mi-
nimizando la suma de los cuadrados de los residuos. Esto es, lograr resolver
simulta´neamente las k+1 ecuaciones 4.4. Esta minimizacio´n es conveniente
realizarla utilizando el a´lgebra matricial (Draper and Smith (1998); Neter
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et al. (1996)). En la pra´ctica los ca´lculos son realizados por software esta-
d´ıstico, cuyos para´metros resultantes se suelen resumir en la conocida tabla
de ana´lisis de varianza (ANOVA).
La regresio´n mu´ltiple abre la posibilidad de que el nu´mero de varia-
bles predictoras potenciales sea ilimitado. Una lista inicial de variables pre-
dictoras puede tambie´n extenderse considerando algunas transformaciones
matema´ticas de esas variables como predictores potenciales. De tal mane-
ra, que predictores derivados pueden ser muy u´tiles al producir una buena
ecuacio´n de regresio´n. En algunos casos la forma de las transformaciones
del predictor puede ser sugerido por la f´ısica del feno´meno. En ausencia de
una fuerte evidencia f´ısica para una variable particular, la eleccio´n de las
transformaciones pueden ser realizadas de forma emp´ırica.
Si las variables transformadas fueran combinaciones no lineales de otras
variables, el esquema en general seguira´ siendo el de regresio´n lineal mu´lti-
ple. Una vez que las variables derivadas han sido definidas, estas son so´lo
otra variable, sin considerar co´mo fue transformada. Ma´s formalmente, lo
lineal en la regresio´n lineal mu´ltiple se refiere a la ecuacio´n de regresio´n,
siendo lineal en los para´metros bk.
4.3. Modelos estoca´sticos
En los registros de variables de muchos sistemas f´ısicos se observa una
variabilidad pronunciada asociada a un rango extenso de frecuencias, ca-
racter´ıstica de un comportamiento aleatorio o estoca´stico. Se caracteriza
dicha evolucio´n mediante una matriz Z, formada por m realizaciones de un
vector z de dimensio´n l × 1 . Cada una de estas realizaciones corresponde
a instantes de tiempo distintos (suponiendo por tanto que el sistema es
aproximadamente ergo´dico *)
En general, la evolucio´n de tal sistema se puede representar por
dtz(t) = W (z) (4.7)
donde dt representa la derivada en el tiempo, W (z) es el funcional que
describe la f´ısica del sistema (en general no lineal). En muchos de los siste-
*En los sistemas ergo´dicos es va´lido el teorema de Birkhoff (Birkhoff, 1931) que permite
sustituir promedios temporales del sistema por un promedio espacial sobre una regio´n
del espacio de las fases.
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mas que responden a esta descripcio´n, las variables z(t) se pueden agrupar
en dos subsistemas (x∗, y∗) que se caracterizan por tiempos de decorrela-
cio´n muy distintos, τx′  τy′ . Entonces se puede referir a la variable p× 1
dimensional x∗, como ra´pida, y a la variable q × 1 dimensional y∗ como
lenta. La ecuacio´n de evolucio´n se puede separar en
dtx
∗(t) = U∗(x∗, y∗) (4.8)
dty
∗(t) = V ∗(x∗, y∗) (4.9)
En muchos sistemas f´ısicos en los cuales existe una separacio´n entre
variables ra´pidas y lentas se observa un comportamiento estacionario. Por
otro lado, en estos sistemas se observan mecanismos de realimentacio´n,
transporte y disipacio´n que actu´an para producir una vuelta del sistema al
equilibrio. Esto equivale a introducir un te´rmino adicional en las ecuaciones
correspondientes
dty
∗(t) = A∗(y∗, t) +
∑
j=1
〈Sjy∗(t)V j〉 (4.10)
donde el segundo sumando del segundo miembro representa la interac-
cio´n entre la dina´mica lenta del sistema, y la variabilidad ra´pida que se
modela como un proceso puramente aleatorio. Puesto que la solucio´n es
aleatoria, debe existir una funcio´n de distribucio´n de probabilidad p que
describa la probabilidad de encontrar uno de los valores de esa solucio´n.
Esta es la ecuacio´n de Fokker-Planck. Ma´s detalles se pueden encontrar en
el Ape´ndice C.
4.4. Modelos de realimentacio´n Markovianos
Se dice que el proceso es Markoviano si para conocer la probabilidad de
sus estados futuros no precisamos la informacio´n anterior al presente Arnold
(1974). Se supone que nuestro sistema es de este tipo y esta´ representado por
su vector de estado y = {yi, i = 1, ...n}. Si se tienem realizaciones del vector
y, correspondientes a m observaciones en el tiempo, se puede disponerlas en
una matriz de datos Y (n×m). Luego, se propone la evolucio´n del sistema
gobernada por una ecuacio´n de Langevin generalizada n-dimensional, de la
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forma
dty(t) = Ay(t) +
p∑
k=1
N k(t) (4.11)
donde los coeficientes del te´rmino de realimentacio´n esta´n especificados
por la matriz dina´mica del sistema A. Se suele llamar ruido al te´rmino∑p
k=1N k(t) que representa el forzamiento del sistema debido a los p pro-
cesos de Wiener.
La ecuacio´n (4.11) en diferencias finitas es
yj+1 − yj
∆t
= Ayj + nj (4.12)
La variable yj esta´ formada por un subconjunto pequen˜o n de las q
variables en y∗j que evolucionan lentamente y cumplen las condiciones de: i)
representar una cantidad importante de la variabilidad del sistema y ii) que
en su evolucio´n se evidencien las realimentaciones que presupone el modelo.
Para cumplir la primera condicio´n, se suele identificar las variables a partir
de la estad´ıstica del sistema (por ejemplo de un ana´lisis de su desarrollo en
serie de Funciones Emp´ıricas Ortogonales (EOF)). Para que se cumpla la
segunda condicio´n se selecciona entre las variables aquellas que presenten
covariancias (o correlaciones) significativas para desfases temporales que
correspondan al intervalo ∆t utilizado en la derivacio´n. En la seccio´n de
resultados mostraremos ejemplos de aplicacio´n de estas reglas.
La probabilidad del transicio´n p(y, t + τ), obedece a la ecuacio´n de
Fokker-Planck (Arnold, 1974)
d p(y, t+ τ)
dτ
=
n∑
i,j
{
−Aij ∂
∂y
yjp(y, t+ τ) +
1
2
Qijp(y, t+ τ)
}
(4.13)
con condicio´n inicial
p(y, t | y′′, t) = δ(y − y′′) (4.14)
La solucio´n Gausiana de la ecuacio´n de Fokker-Planck (Riskin 1984) es:
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p(y, t+ τ) = (2pi)−N/2(det(σ))1/2 ×
× exp
{
1
2
(y −G(τ)y0)Tσ−1(y −G(τ)y0)
}
(4.15)
donde
σ(τ) = C0 −G(τ)C0GT (τ) (4.16)
con C0 la matriz de covarianza y G la funcio´n de Green.
G(τ) = exp(Aτ) (4.17)
Suponiendo un solo proceso de Wiener por componente, la ecuacio´n de
Langevin puede ser expresada como la ecuacio´n diferencial estoca´stica :
dy
dt
= Ay + n(t) (4.18)
donde A es la matriz dina´mica o de feedback, que representa los efectos
que el estado de las variables al tiempo t tiene sobre el futuro estado al
tiempo t+ ∆t (donde ∆t es el plazo de prediccio´n) y n son los residuos del
modelo (idealmente blanco). Este ruido blanco se identifica como:
〈n(t)n′(t+ τ)〉 = R(τ)Q (4.19)
donde Q es la covarianza espacial del ruido y R(τ) es su distribucio´n
temporal, al tratarse de ruido blanco R(τ) = δ(τ) , δ es la delta de Dirac.
4.5. Modelo de Patrones Principales de Oscila-
cio´n (POP)
A partir del ana´lisis de la matrizA se obtiene un conjunto de autovalores
y autovectores que caracterizan la dina´mica del sistema, y por lo tanto su
evolucio´n, Hasselmann (1988). Si utilizamos la ecuacio´n para la covarianza
y suponemos que el ruido es blanco y con una estad´ıstica gaussiana y delta
correlacionada, tendremos para la matriz A la expresio´n:
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A =
〈yj+1yj〉 − 〈yjyj〉
〈yjyj〉〉
(4.20)
donde 〈 〉 denota promedios de las m muestras. Esto puede ser escri-
to en te´rminos de de C1 y C0, la matriz de covarianza a desfase 1 y 0,
respectivamente como:
A =
C1 −C0
C0
(4.21)
Se eliminan de esta forma de los coeficientes de la matriz de covarianza
cruzada la parte determinada por su propia covarianza, y por la covarianza
comu´n que tienen con una tercera variable. A partir de los autovalores λk y
los autovectores µk obtenidos de la resolucio´n de la ecuacio´n de autovalores
AU = ΛU (4.22)
con U = {uk}, Λ = {λk}. Podemos expresar la solucio´n general de la
ecuacio´n homoge´nea de (4.11) como:
yj =
n∑
k=1
Cke
µk∆tjuk ; ∆tj = tj − t0, j = 1..m (4.23)
donde los exponentes caracter´ısticos µk pueden ser obtenidos a partir
de los autovalores λk de la matriz dina´mica A, µk = ln(λk) y los uk son
los autovectores correspondientes.
Como la matriz dina´mica A no es sime´trica, sus autovectores y auto-
valores son generalmente complejos. Tambie´n, debido a la suposicio´n de
estacionariedad, los valores absolutos ‖λk‖ son menores que 1, y por consi-
guiente los exponentes µk son negativos. Las oscilaciones son siempre amor-
tiguadas. Si el nu´mero de autovalores complejos es li, luego 4.20 puede ser
escrito como:
yj =
li∑
k=1
Cke
µk∆tj [Re(uk) + Im(uk)] +
n∑
k=li+1
Cke
µk∆tjuk(t) (4.24)
Si denotamos γk ≡ Re(µk) y ω˜k ≡ Im(µk), es fa´cil calcular para cada
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par de autovalores complejo conjugados, µk y µk+1, un par de patrones
reales pk = Re(µk) y qk = Im(µk) asociado a una frecuencia ω˜k, un periodo
Tk y un factor de amortiguamiento γk. Estos son los Patrones Principales
de Oscilacio´n (POP) del sistema a esa frecuencia. Por cada par de POP
derivados desde un par de autovectores complejos, se indica la siguiente
evolucio´n en el tiempo
pk
Tk/4−→ −qk
Tk/4−→ −pk
Tk/4−→ qk (4.25)
La evolucio´n en el tiempo de cada par puede obtenerse emp´ıricamente a
partir de los vectores y. Si coleccionamos los autovectores o patrones dentro
de la matrizW , con elementos (wj = pj ;wj+1 = qj , j = 2k−1 , k = 1...li)
y wj = Re(µk) , k = li+1..n), luego y = wsi y los coeficientes temporales
si pueden obtenerse como:
S = (W )−1V (4.26)
siendo los autovectores que satisfacen la ecuacio´n adjunta W−1v = Λv,
los patrones asociados a los POP. Para entender el efecto del ana´lisis de
POP en el espacio espectral resulta interesante comparar este ana´lisis con
el de las EOFs espectrales. Si se pasa al espacio de Fourier utilizando la
relacio´n
yi =
∫
Y i(ω)e
iωtd(ω) (4.27)
entonces el espectro cruzado vendra´ dado por:
{Y i(ω)Y j(ω)} = Fijδ(ω − ω′) (4.28)
Este espectro cruzado se puede diagonalizar en el espacio de las EOFs
complejas eiα(ω), de forma que
Y i(ω) =
∑
α
eiα eα(ω) (4.29)
donde los coeficientes de las EOFs satisfacen la relacio´n de
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〈dα(ω)dβ(ω′)〉 = δαβ δ(ω − ω′)γα(ω) (4.30)
de esta forma el espectro, junto con las eiα(ω) se pueden considerar
la representacio´n ma´s completa de la estructura espectral. Sin embargo,
esta informacio´n no es fa´cil de asimilarla, puesto que se requiere que un
conjunto distinto de EOFs y de λ para cada banda de frecuencias. En la
representacio´n de los POP los
Ci(ω) =
∫
Ci(t)e
iωtd(ω) (4.31)
y el espectro cruzado de los POP viene dado por
〈Ci(−ω)Cj(ω)〉 = 〈ni(−ω)nj(ω)〉
(ω˜i + ω)(ω˜j − ω) (4.32)
Los POP interpolan los patrones EOFs y los niveles de energ´ıa a trave´s
de los espectros de frecuencia. Si existen unas frecuencias marcadas para las
que se acumule energ´ıa, el ana´lisis en POP y el ana´lisis en EOFs espectrales
proporcionan resultados distintos. Si eso no es as´ı, los resultados obtenidos
de los desarrollos con POP y EOFs son parecidos.
Las primeras aplicaciones del ana´lisis en POP se dirigieron a la predic-
cio´n de modos importantes para la variabilidad del sistema clima´tico. Por
ejemplo Von Storch et al. (1988) lo aplican a la prediccio´n de la onda de
30-60 d´ıas, Xu and Von Storch (1990) a la prediccio´n de el estado de la
Oscilacio´n del Sur, Penland and Magorian (1993) a la prediccio´n de la SST
de la regio´n Nin˜o3. Estos trabajos pioneros desarrollan distintos esquemas
de la aplicacio´n del ana´lisis de los POP para la prediccio´n.
4.5.1. El esquema de Sen˜al O´ptima (OS)
Segu´n von Storch et al. (1995), los errores introducidos en la matriz
dina´mica debidos al muestreo producen algunos POP que corresponden a
autovalores cercanos a cero y con estructuras espaciales pobremente orga-
nizadas que reflejan la existencia de ruido. Ello hace necesario, an˜adir un
criterio subjetivo que seleccione los patrones u´tiles en la prediccio´n. Este
criterio subjetivo se basa en el conocimiento de la f´ısica del sistema para
identificar los POP que esta´n relacionados con la dina´mica del sistema. Los
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coeficientes y los patrones adjuntos de los POP que se consideran u´tiles se
determinan minimizando el error cuadra´tico. Suponiendo por simplicidad,
que hay un solo par u´til de POP (la POP i), entonces el coeficiente POP
se lo estima minimizando
‖yi(t)− si(t)pi − si+1(t)pi+1‖2 (4.33)
Cuando los POP u´tiles son dos o ma´s (siempre complejos), los coefi-
cientes se obtienen minimizando
ε = ‖y(t)−
∑
i
si(t)wi‖2 (4.34)
donde el sumatorio se toma sobre los POP u´tiles.
4.5.2. El esquema de Modo Estoca´stico Completo (FSM)
En una serie de estudios (Penland (1989); Penland and Magorian (1993)
Penland and Sardeshmukh (1995)); Newman et al. (1997) y Penland and
Matrosova (1998)) desarrollan un esquema para aplicar el ana´lisis de POP
a la prediccio´n. Este difiere del desarrollado por von Storch ba´sicamente en
dos aspectos. Adema´s, Penland considera que la expresio´n (4.24) representa
solo la contribucio´n determinista, es decir, la solucio´n de la parte homoge´nea
de la ecuacio´n (4.11). Pero, la ecuacio´n (4.11) tiene una parte no homoge´nea,
y su solucio´n general se representa como:
y(t+ ∆t) = G(∆t)y(t) +G(t+ ∆t)
∫ t+∆t
t
G−1(τ)n(τ)dτ (4.35)
donde
G(∆t) =
n∑
k=1
eµk∆tW−1 (4.36)
es la funcio´n de Green de la ecuacio´n, obtenida partir de la solucio´n de
la ecuacio´n homoge´nea en el espacio de los POP (W ).
Adema´s, podemos expresar el ruido como una funcio´n de sus autovalores
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pij y sus autovectores Ψj , mientras los coeficientes Rj(t) deben satisfacer
los requerimientos de ruido blanco
n(t) =
n∑
j=1
ΨjpijRj(t) (4.37)
y la solucio´n de la ecuacio´n no homoge´nea es dada por:
y(t+ ∆t) = G(∆t)y(t) +G(t+ ∆t)×
×
∫ t+∆t
t
G−1(τ)
 n∑
j=1
ΨjpijRj(τ)d(τ)
 (4.38)
El segundo aspecto diferente del me´todo LIM esta´ en la identificacio´n
de la matriz A partir de las covarianzas desfasadas. Despue´s de estudios
previos basados en la teor´ıa de atractores, se identifica un plazo τ 0 para
el que la prediccio´n es o´ptima. En el caso de la prediccio´n de la SST de
la regio´n Nin˜o3, este plazo τ 0 es de aproximadamente 7 meses. La matriz
A se calcula a partir de las covarianzas para ese desfase τ 0. La funcio´n de
Green para cualquier plazo τ se escribe como:
G(τ) =
d∑
α=1
µα[gατ0]
τ/τ0V Tα (4.39)
Como se puede observar en la solucio´n completa de la ecuacio´n 4.10
la parte del ruido es crucial para mantener la oscilacio´n, la solucio´n de la
ecuacio´n homoge´nea tiene la forma de una oscilacio´n amortiguada. Una
comprensio´n de la naturaleza del ruido en el mantenimiento de las osci-
laciones puede conseguirse a trave´s de la determinacio´n de la ’estructura
de ma´ximo crecimiento’ definido por Penland and Sardeshmukh (1995), el
cual puede ser identificado a partir de la matriz S definida como
S = y(0)′G(τ)′G(τ)y(0) (4.40)
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4.6. Medida de la habilidad predictiva
La evaluacio´n de las predicciones se puede llevar a cabo con diferentes
me´todos. Todos utilizan un para´metro al que se le llama comu´nmente habi-
lidad predictiva (SK). Segu´n sean los valores que tome SK se puede hablar
de una prediccio´n pobre, prediccio´n u´til y prediccio´n significativa. En este
trabajo para el esquema de prediccio´n se emplean dos medidas de SK, el
coeficiente de correlacio´n y la ra´ız del error cuadra´tico medio (RMSE).
Para medir la eficacia de este esquema predictivo mediante la habilidad
de correlacio´n, que es el coeficiente de correlacio´n entre el ı´ndice predic-
tando (objetivo) estacional observado y el ı´ndice predicho con el coeficiente
temporal POP, construimos un vector y′0 [1×m] con las m observaciones en
el tiempo del ı´ndice predictando yi. De igual modo construimos un vector
y′m [1 ×m] con los m valores predichos en el tiempo por el modelo, luego
el coeficiente de correlacio´n sera´:
r =
y′0 ∗ ym
[σ(y0)σ(ym)]
(4.41)
donde σ(y0) y σ(ym) son las respectivas desviaciones esta´ndar.
La significancia de la correlacio´n (a un nivel de confianza del 95 %) es
determinado mediante una prueba de hipo´tesis sobre una variable Z defi-
nida como Z = 0,5 ln 1+r1−r (transformacio´n de Fisher, Fisher et al. (1921))
obtenido desde los coeficientes de correlacio´n r . Se asume que Z sea asinto´-
ticamente normal con (N-2) grados de libertad. Por analog´ıa con el caso de
predicciones sino´pticas, los valores habilidad predictiva que exceden el valor
umbral de ru =0.60 son consideradas u´tiles Hollingsworth et al. (1980).
La significancia del error cuadra´tico medio (MSE) y la correlacio´n se la
establece de acuerdo a Livezey (1995). Para lo cual, si tenemos y0={y0i i =
1 : n}; ym={ymi i = 1 : n} una muestra de observaciones y prediciones de
la variable y,la raiz del error cuadra´tico medio se define como:
RMSE = (|y0 − ym|′|y0 − ym|)1/2 (4.42)
Esta forma de expresio´n tiene la ventaja que retiene las unidades de la
variable de la prediccio´n y de este modo es ma´s fa´cilmente interpretable
como error t´ıpico de la magnitud. Claramente el RMSE para un campo
perfectamente predicho es cero, mientras ma´s grande es el valor de RMSE
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la precisio´n de la prediccio´n disminuye.
Es posible estimar la significancia estad´ıstica al 95 % de esta variable de
dos formas: i) utilizando la expresio´n de la ecuacio´n 4.15. y ii) por consis-
tencia con el valor de umbral de significancia estad´ıstica de la correlacio´n.
Si se supone que las predicciones y observaciones han sido temporalmente
estandarizadas (media cero y desviacio´n esta´ndar la unidad), se tiene que
MSE = 2(1− r) (4.43)
luego
RMSE =
√
MSE =
√
2(1− r) (4.44)
por ejemplo, para un valor de r=0.36, el RMSE toma un valor de 1.13.
Estos valores tambie´n son verificados con el modelo obtenido como y0 =
ruy0, donde ru es el umbral u´til de acuerdo a Hollingsworth et al. (1980).
4.6.1. Persistencia como modelo comparativo
La persistencia en meteorolog´ıa es la tendencia para que las condiciones
clima´ticas (por ejemplo, temperatura, precipitacio´n) permanezcan en un
estado similar en sucesivos periodos de tiempo. La persistencia t´ıpicamente
es caracterizada por la correlacio´n serial o autocorrelacio´n temporal. Esto
es, la correlacio´n de una variable consigo mismo, de modo que la autocorre-
lacio´n temporal indica la correlacio´n de la variable con sus propios valores
futuros o pasados. Casi siempre, la autocorrelacio´n es calculada como el
coeficiente de correlacio´n de Pearson. La autocorrelacio´n a desfase de 1
(lag-1) es la manera ma´s comu´n de calcular la persistencia, aunque algunas
veces tambie´n es de intere´s calcular autocorrelaciones a mayores desfases k
(lag-k).
Para la valoracio´n de la eficiencia del modelo que se ha desarrollado, se
contrasta la habilidad predictiva SK del modelo con la habilidad predictiva
de otros modelos ma´s sencillos como la persistencia. La persistencia es la
medida de contraste ma´s empleada en todos los estudios de predecibilidad
emp´ırica (Barnett and Preisendorfer (1987); Johansson et al. (1998)). Co-
mo se menciono´ anteriormente, consiste en calcular la autocorrelacio´n del
predictando al desfase ∆t fijado para elaborar las predicciones, entonces si
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y = {yi i = 1 : n} es el predictando, la persistencia es:
rp =
∑NF
j=N0
(y(j)− y¯)′(y(j −∆t)− y¯)
(
∑NF
j=N0
(y(j)− y¯)2∑NFj=N0 (y(j −∆t)− y¯)2)1/2 (4.45)
La persistencia se calcula para el mismo periodo de validacio´n que SK,
desde N0 hasta NF La persistencia, sin embargo, es el modelo de prediccio´n
estad´ıstica menos refinado disponible. Falla ostensiblemente durante la pri-
mera mitad del calendario anual cuando tratamos de predecir atravesando
la primavera del hemisferio norte. Por ejemplo, mientras el valor de la co-
rrelacio´n desde Julio-Nin˜o3.4 a Enero-Nin˜o3.4 del siguiente an˜o es 0.85, la
correlacio´n desde Enero a Julio atravesando la primavera es solamente de
0.03.
Por analog´ıa, se define una RMSEp
RMSEp =
√
2(1− rp) (4.46)
4.6.2. Validacio´n cruzada
La validacio´n cruzada procura usar toda la informacio´n disponible, ex-
cepto la que se va a predecir, resolviendo as´ı el problema de la carencia de
datos.
La versio´n ma´s extendida de esta metodolog´ıa es aquella que elimina de
todo el conjunto de datos el an˜o que se quiere predecir y realiza todos los
ca´lculos con el resto, es decir, con los an˜os anteriores y posteriores al citado,
obteniendo as´ı los para´metros emp´ıricos del modelo (matriz de covarianza,
autovectores, autovalores, coeficientes). Esta te´cnica elimina dos problemas
fundamentales: el primero es la obtencio´n de prono´sticos engan˜osos al usar
en la determinacio´n de los para´metros del modelo, informacio´n que des-
pue´s se va a predecir. Este error se conoce como sobreajuste y conduce
lo´gicamente a resultados artificiales pues se trabaja con informacio´n que se
supone desconocida. El segundo problema es el del taman˜o de la muestra.
El procedimiento ma´s frecuente de validacio´n cruzada es aquel que se-
para uno (o dos) datos, repitiendo el ajuste m veces, cada vez con una
muestra de taman˜o (m− 1) o´ de (m− 2), debido a que una (dos) de las ob-
servaciones predictandas y su correspondiente predictor son separadas. El
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resultado arroja (m−1) o´ de (m−2) ecuaciones diferentes de prediccio´n. El
RMSE de la prediccio´n por validacio´n cruzada se estima prediciendo cada
observacio´n omitida usando la ecuacio´n desarrollada a partir de los datos
(m−1) o´ de (m−2), que permanecen, calculada como la ra´ız cuadrada de la
diferencia cuadra´tica entre la prediccio´n y el predictando para cada una de
esas ecuaciones y promediando las diferencias cuadra´ticas. De este modo, la
validacio´n cruzada separando uno (dos), utiliza todas las m observaciones
del predictando para estimar la RMSE de la prediccio´n de tal manera que
permite que cada observacio´n sea tratada , una (o dos) a la vez, como dato
independiente.
4.7. Metodolog´ıa de la aplicacio´n de los POP
A continuacio´n se detallan algunas caracter´ısticas novedosas de la im-
plementacio´n del modelo POP en este trabajo.
4.7.1. Identificacio´n de las variables del modelo reducido
En este estudio utilizamos ı´ndices clima´ticos para representar la variabi-
lidad de distintas regiones (feno´menos) que tienen o pueden tener importan-
cia para ENSO. Otros estudios estad´ısticos han utilizado ı´ndices para repre-
sentar la variabilidad del Pac´ıfico ecuatorial o tropical (Xu and Von Storch,
1990). Otros trabajos utilizan las componentes principales (PCs) de campos
de datos en rejilla (Penland and Magorian, 1993). En esta investigacio´n se
introducen ı´ndices clima´ticos que representan la variabilidad tropical fuera
del Pac´ıfico o incluso extratropical. Los ı´ndices clima´ticos presentan la ven-
taja de ser robustos por definicio´n y en la mayor´ıa de los casos directamente
observables.
Para incorporar al modelo predictivo un determinado ı´ndice clima´tico
examinamos la funcio´n de correlacio´n cruzada con el predictor para distintos
desfases. Incorporamos al modelo solo aquellos ı´ndices en que el comporta-
miento de esta correlacio´n satisface una relacio´n de realimentacio´n con el
predictor a desfases semejantes a los del plazo de la prediccio´n.
Teniendo en mente que se desea determinar el modelo ma´s simple que
pueda representar la variabilidad ano´mala del Pac´ıfico ecuatorial de ma-
nera tal que posean habilidad predictiva y significancia. El paradigma del
modelo de carga-descarga (Jin, 1997) representa el estado ano´malo de esta
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regio´n en te´rminos de cuatro variables: la anomal´ıa de profundidad de la
termoclina del Pac´ıfico oriental, la anomal´ıa de profundidad de la termocli-
na del Pac´ıfico occidental, el viento zonal del Pac´ıfico central y la anomal´ıa
de SST del Pac´ıfico oriental. El modelo de Clarke and Van Gorder (2003)
reduce el nu´mero de variables a tres. Burgers et al. (2005) mediante la re-
lacio´n del viento del Pac´ıfico central y la anomal´ıa en profundidad de la
termoclina del Pacifico oriental a la anomal´ıa de SST del Pac´ıfico oriental,
reduce a dos el nu´mero de variables del modelo.
En este estudio, la dimensio´n del modelo se establece de acuerdo al pro-
ceso de parsimonia. Se inician las retropredicciones con un modelo ba´sico
de dos variables que representan el estado de la superficie ano´mala y la
subsuperficie del oce´ano. Luego las retropredicciones consideran un modelo
que incluye una variable que proporciona informacio´n adicional y que re-
presentan el estado atmosfe´rico. Posteriormente se comparan los valores de
RMSE y habilidad predictiva de las retropredicciones conjuntamente con el
comportamiento POP y su correspondiente interpretacio´n f´ısica. Mediante
la adicio´n de una nueva variable, se efectu´an retropredicciones con un mo-
delo de cuatro variables procediendo luego a la misma comparacio´n . . . y
as´ı sucesivamente.
4.7.2. Enfoque estacional
Estos modelos utilizan anomal´ıas estacionales (de cada valor estacional
de cada uno de los ı´ndices se sustrae la media estacional). Sin embargo,
los residuos de la identificacio´n del modelo presentan una dependencia en
la fase estacional. Es conveniente eliminar esta dependencia (Box et al.
2008). Existen dos formas de hacerlo que se conocen como a fase fija y
a fase suavizada. En la aproximacio´n a fase fija, solo se tienen en cuenta
para determinados para´metros del modelo valores con una determinada de-
pendencia estacional. Por ejemplo, no hablamos de la matriz dina´mica del
modelo, sino de la matriz dina´mica del modelo entre invierno y primave-
ra, o entre oton˜o y primavera . . . etc. Esta es una forma de incorporar la
dependencia estacional en los para´metros del modelo (Blumenthal, 1991)
y en el esquema de fase suavizada se incluyan armo´nicos que especifica la
dependencia estacional entre los para´metros del modelo (OrtizBevia´, 1997)
.
Las caracter´ısticas observadas en la matriz de correlacio´n determinaron
utilizar para el caso de las anomal´ıas de SST en el Pac´ıfico ecuatorial el
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primer esquema. Este esquema tambie´n ha sido aplicado por Johnson et al.
(2000). La versio´n estacional del modelo considera en lugar de una sola
matriz dina´mica, cuatro matrices dina´micas (representadas por un super
ı´ndice s), que tienen en cuenta las distintas realimentaciones que actu´an
en el Pac´ıfico ecuatorial en cada estacio´n. Para cada una de estas matrices
tendremos una ecuacio´n de la forma:
dys
dt
= Asys + ns(t) (4.47)
Para la ecuacio´n de autovalores tendremos
AsUs = ΛsUs (4.48)
Para cada valor de s tendremos n autovalores y n autovectores.
ys(t+ ∆t) = Gs(∆t)ys(t) +
+ Gs(t+ ∆t)
∫ t+∆t
t
(Gs)−1(τ)ns(τ)dτ (4.49)
donde Gs es la funcio´n de Green para la prediccio´n de una determinada
estacio´n
Gs(∆t) =
n∑
k=1
eµ
s
k∆tW s−1 (4.50)
y la expresio´n para la solucio´n de la ecuacio´n inhomoge´nea, que es la
utilizada en esquema FSM sera´ en este caso
ys(t+ ∆t) = Gs(∆t)ys(t) +Gs(t+ ∆t)×
×
∫ t+∆t
t
(Gs)−1(τ)
 n∑
j=1
Ψsjpi
s
jR
s
j(τ)d(τ)
 (4.51)
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4.7.3. Ca´lculo de la matriz dina´mica para cada plazo de pre-
diccio´n
En el esquema implementado en esta investigacio´n, para cada estacio´n
del predictando se identifican matrices dina´micas con desfase desde una es-
tacio´n hasta un an˜o. Para el caso en que el predictando esta en primavera se
realizan otra identificacio´n independiente de la matriz dina´mica para des-
fases que van desde una estacio´n a un an˜o. De esta forma para determinar
la evolucio´n de las anomal´ıas se tienen 4 matrices de transicio´n por cada
estacio´n (invierno, primavera, verano y oton˜o) del predictando, es decir, un
total de 16 matrices dina´micas. Esto supone aumentar el numero de para´-
metros del modelo y por lo tanto disminuir su significancia. Esta pe´rdida
de significancia parece que viene impuesta por la dependencia estacional
en el Pac´ıfico ecuatorial. En cada uno de estos casos (predictando en una
estacio´n y predictor en otra) se realizo´ el ana´lisis de la matriz dina´mica en
te´rminos de los POP.
4.7.4. Utilizacio´n del esquema OS para la prediccio´n
A partir del ana´lisis en POP de cada matriz dina´mica se identificaron
en los coeficientes temporales una o dos POP como u´tiles. La prediccio´n se
realiza combinando estos coeficientes temporales.
4.7.5. Inclusio´n del FSM en la prediccio´n
En una segunda fase, se repitieron las predicciones utilizando las ca-
racter´ısticas del ruido. Aplicamos la funcio´n de Green sobre el segundo
miembro de ecuacio´n no homoge´nea (4.11) de forma ana´loga al realizado
por Penland and Magorian (1993). Sin embargo, resulta interesante resaltar
que nuestra metodolog´ıa difiere de la metodolog´ıa utilizada en el modelo
LIM en: i)que la matriz dina´mica As se recalcula para cada desfase, sin
considerar un desfase o´ptimo. ii)que se adopta un enfoque estacional en
consonancia con nuestro objetivo de estudiar la dependencia estacional de
habilidad predictiva.
Una caracter´ıstica de este trabajo es el uso del ana´lisis de las diferencias
de la habilidad predictiva obtenidas para la misma prediccio´n con uno y
otro esquema para ganar conocimientos sobre la dina´mica del feno´meno.
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4.8. Validacio´n
Para valorar la robustez del potencial predictivo de algunos ı´ndices cli-
ma´ticos del Pac´ıfico tropical o extratropical que representan la variabilidad
asociada a ENSO se realizaron estimaciones con los ı´ndices calculados a
partir de diferentes conjuntos de datos en el mismo periodo. Para verifi-
car estad´ısticamente las diferencias interdecadales detectadas en las tele-
conexiones, se consideraron dos periodos de estudio diferentes 1950-1979 y
1980-2012. Estos corresponden a un periodo previo y a un periodo posterior
respectivamente a los cambios registrados en el oce´ano Pac´ıfico al final de
la de´cada de los 70 (1976-1977), Miller et al. (1994).
En el periodo reciente la serie temporal es corta (33 an˜os), pues, so´lo
hemos considerado datos con informacio´n pos satelital (a partir de 1979).
La validacio´n de los resultados se efectuo´ empleando la te´cnica conocida
como de retroprediccio´n. Esto es, realizamos predicciones quitando por vez
dos an˜os de datos, de esta manera se efectuaron 31 retropredicciones por
cada vez que se predice. Por otra parte, considerando que la estructura
de los POP permite minimizar el RMSE y no maximizar la correlacio´n, se
procedio´ a comparar la habilidad de las predicciones obtenidas con el mismo
predictando y al menos un predictor diferente. Tambie´n se compararon los
resultados de habilidad predictiva obtenidos para ide´nticos predictando y
predictores cuando se utiliza el esquema de la POP o´ptima y para cuando
se utiliza el esquema POP con integracio´n con ruido .
Una medida de la eficacia de la habilidad predictiva es el coeficiente de
correlacio´n entre el ı´ndice estacional observado y el ı´ndice simulado con los
coeficientes temporales POP. Los valores de habilidad predictiva superiores
a 0.6 (nivel de significancia establecido de acuerdo a Hollingsworth et al.
(1980)) son considerados u´tiles. Otra medida de la habilidad predictiva con-
siderada es el error cuadra´tico medio (RMSE). En este trabajo se utilizaron
ambas medidas para validar los resultados de la prediccio´n en una serie de
experimentos de validacio´n cruzada.
El estudio se complementa con un ana´lisis de series sinte´ticas para de-
terminar la dependencia de los para´metros calculados tanto con la longitud
de la serie de datos como con las caracter´ısticas del ruido. Esto u´ltimo,
mediante el forzamiento del sistema con la introduccio´n de ruido blanco
gaussiano generado nume´ricamente, de acuerdo al esquema de integracio´n
de la ecuacio´n del sistema seguido por Penland (1989).
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4.9. Identificacio´n de condiciones extremas y con-
diciones normales
Para la determinacio´n de las condiciones extremales se ha procedido
a realizar una medida adicional de la habilidad predictiva utilizando la
estad´ıstica sobre los umbrales, definido por:
CPE =
〈ym(t+ τ) ∗ yobs(t+ τ)〉√
ym2(t+ τ) ∗ yobs2(t+ τ)
(4.52)
con yobs(t+ τ) > ±σt, la desviacio´n estandar.
Mientras que para la determinacio´n de las condiciones normales se eva-
lu´a por:
CPN =
〈ym(t+ τ) ∗ yobs(t+ τ)〉√
ym2(t+ τ) ∗ yobs2(t+ τ)
(4.53)
con yobs(t+ τ) < ±σt.
Cap´ıtulo 5
Realimentaciones sobre la
variabilidad del Pac´ıfico
tropical
5.1. Determinacio´n de realimentaciones
Las variables utilizadas en el presente estudio son anomal´ıas estaciona-
les. Esto es, promedios estacionales de cada variable que son construidos
a partir de la estimacio´n de su media estacional. Los valores estacionales
boreales se obtienen como un promedio de los valores de Enero, Diciembre
y Febrero (DJF, de sus siglas en ingle´s) para el invierno; de Marzo, Abril
y Mayo (MAM) para la primavera; de Junio, Julio y Agosto (JJA) para el
verano y de Septiembre, Octubre , Noviembre para el oton˜o. Las anomal´ıas
estacionales fueron obtenidas removiendo la media estacional de los prome-
dios estacionales. En la Figura 5.1 se representa la dependencia estacional
de la desviacio´n esta´ndar de algunos de los ı´ndices. La seleccio´n de las va-
riables utilizadas se basa sobre el ana´lisis de los coeficientes de correlacio´n
a desfase, como se representan en la Figuras 5.2 y 5.3.
En la Figura 5.2 , por ejemplo, se representa el coeficiente de auto-
correlacio´n estacional del I´ndice Nin˜o3.4, los coeficientes de correlacio´n a
desfase entre el I´ndice Nin˜o3.4 y el I´ndice SO, y aquellos entre el I´ndi-
ce Nin˜o3.4 y el I´ndice WWV, para el periodo 1980-2012. Una interesante
caracter´ıstica de esta figura es el cambio estacional en la pendiente de fun-
cio´n de auto correlacio´n a desfase negativa. Adema´s, los valores positivos
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Figura 5.1: Valores de desviacio´n esta´ndar estacional para los I´ndices: Ni-
n˜o3.4(cuadrados), SOI (c´ırculos), WWV (tria´ngulos) y TSA (diamantes) para el
periodo reciente.
(negativos) de la funcio´n de auto-correlacio´n a desfase estad´ısticamente sig-
nificativos entre el I´ndice Nin˜o3.4 y el I´ndice WWV a desfases negativos
(positivos) respaldan la existencia de una realimentacio´n entre las variabi-
lidades representadas por estos ı´ndices.
En la Figura 5.3 se ha representado los coeficientes de correlacio´n a
desfase entre el I´ndice Nin˜o3.4 y alguno de los ı´ndices Tropicales: el NTA,
el TSA y el IOD. Solamente las curvas entre el I´ndice NTA y el invierno
y primavera del I´ndice Nin˜o3.4 y aquellos entre el I´ndice TSA y el verano
y el oton˜o del I´ndice Nin˜o3.4 capturan aproximadas relaciones con rasgos
de realimentacio´n. Similares figuras han sido dibujadas para otros ı´ndices
en pruebas de experimentacio´n tanto para el periodo reciente, como para
el periodo comprendido entre 1950-1979.
En la Figura 5.4 se representa los valores de los coeficientes de corre-
lacio´n a desfase estad´ısticamente significativos entre el I´ndice Nin˜o3.4 y la
3era PC del campo MTT en el dominio GSE a desfase negativo (positivo)
que apoya la existencia de una realimentacio´n entre las variabilidades re-
presentadas por aquellos ı´ndices. Para fines de comparacio´n tambie´n se ha
representado en la misma figura la auto-correlacio´n del I´ndice Nin˜o 3.4 y
la correlacio´n del I´ndice Nin˜o3.4 con el I´ndice WWV.
El Bolet´ın de Diagno´stico del Clima provee rutinariamente valores de la
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Figura 5.2: Coeficientes de correlacio´n a desfase entre el I´ndice Nin˜o3.4 y SOI
(l´ınea discontinua), entre el I´ndice Nin˜o3.4 y WWV (l´ınea de puntos).En el fondo
(l´ınea continua) esta´ representado la auto-correlacio´n del Indice Nin˜o3.4.(a) para
el Nin˜o3.4 en invierno, (b) para el Nin˜o3.4 en primavera,(c) para el Nin˜o3.4 en
verano (d) para el Nin˜o3.4 en oton˜o.
habilidad predictiva de las predicciones para el I´ndice Nin˜o3.4 a desfases de
una o dos estaciones. Por consiguiente, en las figuras de resultados se pone
especial e´nfasis en desfases largos de tres o cuatro estaciones. Los valores
estacionales de los coeficientes de correlacio´n (entre cada uno de los ı´ndices
clima´ticos y el correspondiente I´ndice del Nin˜o) solamente son representa-
dos si ellos exceden el correspondiente valor de auto-correlacio´n del I´ndice
Nin˜o para el desfase considerado (valor de persistencia). Sin embargo, si-
guiendo este criterio cuando los valores de auto correlacio´n del I´ndice Nin˜o
son muy altos (significativo a un nivel de confianza del 99 %) podr´ıa con-
ducir a engan˜osas conclusiones sobre la predecibilidad estacional bajo estas
particulares condiciones. Para evitar este inconveniente, se considera una
excepcio´n y se representan todos los valores de potencial habilidad predic-
tiva que esta´n sobre el umbral de significancia estad´ıstica (en el usual 95 %
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Figura 5.3: Coeficientes de correlacio´n para distintos desfases entre el I´ndice Ni-
n˜o3.4 y IOD (l´ınea de guio´n y punto), entre el I´ndice Nin˜o3.4 y TSA (l´ınea dis-
continua) y entre el I´ndice Nin˜o3.4 y NTA (l´ınea de puntos).(a) para el Nin˜o3.4
en invierno, (b) para el Nin˜o3.4 en primavera,(c) para el Nin˜o3.4 en verano (d)
para el Nin˜o3.4 en oton˜o.
de nivel de confianza).
En las Figuras 5.5, 5.6 y 5.7 se representan representan los coeficien-
tes de correlacio´n con s´ımbolos asociados a cada ı´ndice, dispuestos sobre
tres columnas. La columna de la izquierda corresponde a valores de corre-
lacio´n de un ı´ndice de teleconexio´n calculado desde los datos del reana´lisis
de ERA-Interim (cubriendo el periodo 1980-2012) con el I´ndice del Nin˜o.
En el caso del I´ndice WWV se ha representado en esta columna los valores
de correlacio´n con el I´ndice WWV calculado desde Meinen and McPhaden
(2000). La columna de la derecha corresponde a valores de correlacio´n ob-
tenidos cuando se usan ı´ndices de teleconexio´n estimados desde el reana´lisis
de NCEP para el mismo periodo, mientras que la columna central repre-
senta aquellos valores de correlacio´n obtenidos desde el reana´lisis de NCEP
para el periodo de 1950-1979. En este caso, el I´ndice WWV corresponde al
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Figura 5.4: Coeficientes de correlacio´n para distintos desfases entre el I´ndice Ni-
n˜o3.4 y WWV (l´ınea discontinua de trazos largos), entre el I´ndice Nin˜o3.4 y la
3a PC GSE MTT (l´ınea discontinua de trazos cortos). En el fondo la funcio´n de
auto correlacio´n del I´ndice Nin˜o3.4.(a) para el Nin˜o3.4 en invierno, y (b) para el
Nin˜o3.4 en oton˜o. El umbral de significancia estad´ıstica al 95 % se representa por
la l´ınea discontinua en rojo.
obtenido de los ı´ndices obtenidos desde el reana´lisis SODA. Los valores de
los coeficientes de correlacio´n entre uno de los ı´ndices Nin˜o y los ı´ndices de
teleconexio´n se obtuvieron directamente desde las observaciones (el SOI, el
NTA, el TSA y el IOD) siguiendo el mismo criterio.
En a Figura 5.5 se representan los valores de correlacio´n para el I´ndice
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Figura 5.5: (a) Coeficientes de correlacio´n para distintos desfases entre el I´ndice
Nin˜o3.4 de invierno y cada uno de los Indices Clima´ticos. Se han considerado
solamente aquellos valores que son estad´ısticamente significativos y exceden el valor
de autocorrelacio´n al correspondiente desfase. Para cada desfase, los valores de
correlacio´n se representan en la columna de la izquierda cuando dichos valores son
obtenidos con los datos del reana´lisis de ERA-Interim. En la columna de la derecha
si son obtenidos desde el reana´lisis de NCEP en el periodo reciente (1980-2012) y
en la columna central si son obtenidos con los datos de NCEP en el periodo anterior
(1950-1979).(b)como en (a) pero para el I´ndice Nin˜o3.4 en primavera.(b)como en
(a) pero para el I´ndice Nin˜o3.4 en verano.(d) como en (a) pero para el I´ndice
Nin˜o3.4 en oton˜o.
Nin˜o3.4. Una inspeccio´n de la misma, da cuenta que en el periodo reciente,
el numero de potenciales predictores de este ı´ndice es mayor cuando se tiene
como objetivo el invierno o la primavera. El potencial predictivo es medido
a dos diferentes desfases en las cuatro estaciones como objetivo. En este
caso, el I´ndice WWV es un predictor significativo en 7 de los 8 casos consi-
derados (sus valores de los coeficientes de correlacio´n son estad´ısticamente
significativos sobre un umbral al 95 % de confianza). Adema´s es significati-
vamente alto en uno de los 6 casos. El siguiente ı´ndice seleccionado con ma´s
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Figura 5.6: (a) Coeficientes de correlacio´n a desfase entre el I´ndice Nin˜o1+2
de invierno y cada uno de los ı´ndices Clima´ticos. Se han considerado solamente
aquellos valores que son estad´ısticamente significativos y exceden el valor de auto-
correlacio´n al correspondiente desfase. Para cada desfase, los valores de correlacio´n
se representan en la columna de la izquierda cuando dichos valores son obtenidos
con los datos del reana´lisis de ERA-Interim. En la columna de la derecha si son
obtenidos desde el reana´lisis de NCEP en el periodo reciente (1980-2012) y en la
columna central si son obtenidos con los datos de NCEP en el periodo anterior
(1950-1979). (b) como en (a) pero para el I´ndice Nin˜o1+2 en primavera. (c) como
en (a) pero para el I´ndice Nin˜o1+2 en verano. (d) como en (a) pero para el I´ndice
Nin˜o1+2 en oton˜o.
frecuencia es el PMM (significativo en 6 de los 8 caos considerados, y signifi-
cativamente alto en 4 de ellos). Las potencialidades del I´ndice PMM parece
emerger recientemente; Zhang et al. (2014) ha mostrado como la variabi-
lidad de PMM puede ser afectada por la climatolog´ıa de fondo. Mientras
que aquellas relaciones lineales entre el STZG y el I´ndice Nin˜o3.4 se han
debilitado en an˜os recientes.
En el caso del I´ndice STZG, este es seleccionado como predictor en 4 de
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Figura 5.7: (a) Coeficientes de correlacio´n a desfase entre el I´ndice Nin˜o4 de in-
vierno y cada uno de los Indices Clima´ticos.Se han considerado solamente aquellos
valores que son estad´ısticamente significativos y exceden el valor de autocorrela-
cio´n al correspondiente desfase. Para cada desfase, los valores de correlacio´n se
representan en la columna de la izquierda cuando dichos valores son obtenidos
con los datos del reana´lisis de ERA-Interim.En la columna de la derecha si son
obtenidos desde el reana´lisis de NCEP en el periodo reciente (1980-2012) y en la
columna central si son obtenidos con los datos de NCEP en el periodo anterior
(1950-1979).(b)como en (a) pero para el I´ndice Nin˜o4 en primavera.(c)como en
(a) pero para el I´ndice Nin˜o4 en verano.(d) como en (a) pero para el I´ndice Nin˜o4
en oton˜o.
los 8 casos considerados, siendo significativamente alto solamente en uno de
ellos. Los valores previos del I´ndice Nin˜o3.4 es retenido como un potencial
predictor solamente en dos casos. La teleconectividad de TSA parece haber
mejorado en el periodo reciente, para todas las estaciones, especialmente
para invierno y primavera pero solamente a desfases de tiempo inferiores a
tres estaciones. Los I´ndices extratropicales fueron tambie´n seleccionados en
pocas ocasiones como potenciales predictores aunque en ninguna con signi-
ficancia alta. Adicionalmente, no existe concordancia entre la significancia
de las correlaciones determinadas para los mismos ı´ndices de teleconexio´n
extratropical identificados desde diferentes reana´lisis.
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La Figura 5.6 presenta los valores de los coeficientes de correlacio´n en-
tre el I´ndice Nin˜o1+2 y cada uno de los ı´ndices de teleconexio´n a plazos
mayores a dos estaciones. En este caso el nu´mero de potenciales predictores
es mucho mayor en primavera, seguido por el invierno y verano y al u´ltimo
los de oton˜o. El potencial predictor seleccionado con mayor frecuencia es
el I´ndice WWV junto a la persistencia en 2 de los 8 casos. El otro predic-
tor seleccionado consistentemente es el PMM. Los valores de correlacio´n
marcados por el I´ndice Nin˜o 4 con sus potenciales predictores, se represen-
tan en la Figura 5.7, tiene algunos rasgos caracter´ısticos comunes aquellos
encontrados para el I´ndice Nin˜o3.4, as´ı por ejemplo, la dependencia esta-
cional sobre la estacio´n objetivo. En e´ste tambie´n el I´ndice WWV es el
predictor ma´s frecuentemente seleccionado. El I´ndice PMM (seleccionado
en 3 de los 8 casos) esta´ en segundo lugar. Las predicciones sobre la base de
la persistencia tiene un potencial predictivo solamente en dos de las casos
estudiados.
5.2. Cambios en las realimentaciones
Se evidencian cambios en la predecibilidad en el periodo reciente respec-
to al anterior, pero los cambios no parecen sen˜alar alguna direccio´n definiti-
va. Se ha verificado estad´ısticamente la existencia de cambios significativos.
Esta significancia se encontro´ solamente para el gradiente ano´malo de SST
tropical del Sur (´Indice STZG) y en los casos del Nin˜o3.4 (Figura 5.8) y
el Nin˜o 4, para tres diferentes desfases. Para algunos de los coeficientes de
correlacio´n entre el I´ndice Nin˜o3.4 y el ı´ndice TSA, el rechazo estad´ıstico
es solamente por un margen muy estrecho (Figura 5.9).
La robustez de estos resultados han sido verificados cambiando levemen-
te los periodos considerados (por ejemplo, el mismo ana´lisis fue efectuado
para el periodo 1950-1975 y para el periodo 1980-2008). Previos estudios
(Gershunov and Barnett (1998); Sterl et al. (2007)) han sido conscientes de
las dificultades para verificar la significancia de los coeficientes de correla-
cio´n entre ENSO y los ı´ndices de teleconexio´n atmosfe´rica. Sin embargo, se
debe mencionar que este caso es ma´s claro que los casos considerados en
ellos. Estos resultados, sen˜alan solamente las diferencias significativas en el
caso de los ı´ndices derivados desde el campo ano´malo mensual SST.
La distribucio´n de probabilidad de este campo puede pensarse como
normal, contrariamente a lo que sucede en el caso de las anomal´ıas de pre-
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Figura 5.8: Valores de correlacio´n positivo(negativo) entre el I´ndice Nin˜o3.4 de
invierno y el I´ndice STZG (representandos con un punto rojo(azul)). Las barras
indican los intervalos de confianza al 95 % de nivel de confianza. Para cada desfase,
los valores de correlacio´n se muestran en la columna de la izquierda si fueron
calculados con el I´ndice STZG obtenido desde el reana´lisis de ERA-Interim, en la
columna de la derecha si el I´ndice fue obtenido desde el campo de SST de NCEP
en el periodo reciente (1980-2012) y sobre la columna central si fue derivado desde
los datos NCEP en el periodo anterior (1950-1979)
Figura 5.9: Valores de correlacio´n positivo(negativo) entre el I´ndice Nin˜o3.4 de
verano y el I´ndice TSA de la primavera precedente(representados con un punto
rojo(azul) se muestran en la primera columna para el periodo anterior y en la se-
gunda columna para el periodo reciente. Similarmente los valores de correlacio´n
entre el I´ndice Nin˜o3.4 de oton˜o y la primavera previa del I´ndice TSA son repre-
sentados en la tercera (periodo anterior) y cuarta (periodo reciente) columna. Las
barras representan los intervalos de confianza.
cipitacio´n o los campos atmosfe´ricos estudiados en Gershunov and Barnett
(1998) y Sterl et al. (2007)respectivamente.
Cap´ıtulo 6
La predecibilidad del
Pac´ıfico ecuatorial
6.1. Predecibilidad del I´ndice Nin˜o3.4
Para determinar la predecibilidad del I´ndice Nin˜o3.4 como se menciono´
en la metodolog´ıa , se efectuaron en primera instancia una serie de experi-
mentos con el objetivo de determinar la mı´nima dimensio´n del modelo que
capture la evolucio´n esencial del sistema. Se inicio´ con un modelo ba´sico
cuyas variables fueron los I´ndices Nin˜o3.4 y el WWV (el modelo NW). A
partir de las observaciones (anomal´ıas estacionales), se identifica una ma-
triz dina´mica para un desfase y una estacio´n, lo cual produce 16 matrices
dina´micas. Luego se analiza sus POPs, determinando las caracter´ısticas de
su evolucio´n temporal (frecuencia y coeficientes temporales emp´ıricos) y el
correspondiente operador G(τ). Se analizan los residuos del modelo en te´r-
minos de sus EOFS, construyendo dos conjuntos de retropredicciones para
el periodo 1980-2012, usando los dos esquemas predictivos denominados OS
y FSM, as´ı como estimando la correlacio´n-cruzada y el RMSE de aquellas
retropredicciones. Posteriormente se construyeron modelos ba´sicos de tres
variables (el modelo NSW) an˜adiendo el I´ndice SO a las variables anteriores
y procediendo a calcular con este, de la misma manera como en el caso del
modelo ba´sico de dos variables.
A continuacio´n, se ensayo´ con un considerable nu´mero de modelos de
cuatro variables construidos por la adicio´n al modelo NSW una variable
escogida entre los ı´ndices que han sido seleccionados anteriormente como
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Figura 6.1: Comparacio´n de los valores de RMSE obtenidos por retroprediccio´n
con los modelos NW (l´ınea discontinua) y del modelo NSW (l´ınea discontinua
punto-guio´n) a diferentes desfases, para cuando el I´ndice Nin˜o3.4 esta en: (a)
invierno, (b) primavera, (c) verano y (d) oton˜o. La l´ınea discontinua en azul re-
presenta el umbral de la significancia estad´ıstica a un nivel de confianza del 95 %.
La linea discontinua en rojo representa el umbral arbitrario para prediciones u´tiles
derivado por Hollingsworth et al. (1980)
precursores de ENSO, as´ı por ejemplo el I´ndice ISV, el I´ndice IOD o el I´ndi-
ce TSA. El relativo desempen˜o de los modelo de dos, tres y cuatro variables
son comparados sobre la base de las correlaciones cruzadas y los valores de
RMSE de las retropredicciones as´ı como sobre la base del ana´lisis POP.
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Los resultados muestran que aunque el modelo NSW produce habilidades
predictivas de correlacio´n cruzada ligeramente superiores al modelo NW,
sus valores de RMSE son considerablemente ma´s bajos en todas las esta-
ciones, pero especialmente en invierno y oton˜o, como se indica en la Figura
6.1. Esta mejora no se produce para los valores de correlacio´n cruzada y
de RMSE hallados con los modelos de cuatro variables en comparacio´n con
aquellos hallados para el modelo ba´sico NSW.
Adicionalmente, los resultados del ana´lisis POP de las matrices dina´-
micas del modelo de tres variables son siempre consistentes con el esquema
POP teo´rico, esto es, siempre existe un par de autovalores complejos y un
autovalor real. Por el contario, en el caso de los modelos de dos y cuatro
variables, para algunas estaciones y desfases, el ana´lisis POP presenta ca-
racter´ısticas que no son consistentes con la evolucio´n del esquema POP (por
ejemplo todos los autovalores son reales). Basados sobre estos resultados,
se selecciona al modelo de tres variables como la herramienta ba´sica para
los estudios de predecibilidad.
6.2. Modelos de tres variables
El modelo usado como referencia incluye solamente variables ecuatoria-
les: Los ı´ndices Nin˜o 3.4, el SOI y el WWV (modelo NSW). Los valores
de los coeficientes de correlacio´n estacional obtenidos con este modelo bajo
el esquema predictivo OS son representados en la Figura 6.2 con c´ırculos
negros conectados por una l´ınea discontinua (punto-guio´n). En la misma
figura los s´ımbolos conectados con l´ınea discontinua representan los valores
de coeficientes de correlacio´n obtenidos con el modelo usando el esquema
predictivo FSM. Se puede apreciar en esta figura que los valores de habili-
dad predictiva con el esquema OS (sin ruido) decaen suavemente en invierno
y primavera, permaneciendo u´tiles para plazos de tiempo solamente hasta
tres estaciones o un an˜o respectivamente. Sin embargo, los valores para ve-
rano permanecen u´tiles solamente hasta dos estaciones de plazo, mientras
que para el caso de oton˜o la habilidad predictiva esta´ por debajo del umbral
de significancia a un plazo de dos estaciones, recupera a tres estaciones y
cae nuevamente.
Utilizando el esquema de prediccio´n ma´s sofisticado FSM (incluyendo
ruido) se producen valores de los coeficientes correlacio´n en invierno u´tiles
en todo los plazos y valores u´tiles en oton˜o a un plazo de hasta tres estacio-
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Figura 6.2: Habilidad de correlacio´n cruzada entre las observaciones y retropredic-
ciones con el modelo NSW, para el I´ndice Nin˜o3.4 en: (a) invierno, (b) primavera,
(c) verano y (d) oton˜o. Los valores conectados con una l´ınea discontinua de punto-
guio´n fueron obtenidos con el esquema predictivo OS y aquellos conectados con una
l´ınea discontinua con el esquema predictivo FSM. En el fondo se ha representa-
do con una l´ınea gris, la correlacio´n cruzada de la retroprediccio´n asumiendo la
persistencia del I´ndice Nin˜o3.4. La l´ınea discontinua en azul representa el umbral
de la significancia estad´ıstica a un nivel de confianza del 95 %. La l´ınea disconti-
nua en rojo representa el umbral arbitrario para prediciones u´tiles propuesto por
Hollingsworth et al. (1980)
nes, pero no tiene el mismo e´xito en los casos de verano y oton˜o. La medida
6.2. Modelos de tres variables 89
Figura 6.3: Comparacio´n de los valores de RMSE obtenidos por retroprediccio´n
con el modelo NSW, para el I´ndice Nin˜o3.4 en: (a) invierno, (b) primavera, (c) ve-
rano y (d) oton˜o. Los valores conectados con una l´ınea discontinua de punto-guio´n
fueron obtenidos con el esquema predictivo OS y aquellos conectados con una l´ınea
discontinua con el esquema predictivo FSM. En el fondo se ha representado con
una l´ınea gris,los valores de RMSE de retroprediccio´n asumiendo la persistencia
del I´ndice Nin˜o3.4.La l´ınea discontinua en azul y en rojo representan los mismos
umbrales como en la figura 6.1
de la habilidad predictiva dada por el RMSE son mejores, como se espera-
r´ıa de un modelo que esta´ disen˜ado para minimizar esta cantidad (Figura
6.3). Los valores de RMSE obtenidos con el modelo NSW en el esquema
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predictivo OS son u´tiles en casi todos los plazos y estaciones con dos ex-
cepciones. Estos resultados pueden solamente ser explicados parcialmente
por los valores de correlacio´n y RMSE, producidos sobre la base de asumir
los valores de la persistencia del Nin˜o3.4, los cuales son representados en
las Figuras 6.2 y 6.3 con una l´ınea gruesa de color gris.
A continuacio´n se presentan las series temporales predichas que arrojan
las retropredicciones utilizando el modelo NSW, para el periodo 1980-2012.
En la Figura 6.4 se muestra dichas series para la prediccio´n del I´ndice Ni-
n˜o3.4 de invierno desde el an˜o anterior para las estaciones de inicializacio´n.
Las Figuras 6.5a y 6.5b muestran las series temporales predichas para
el I´ndice Nin˜o 3.4 de primavera desde el an˜o anterior y desde el mismo an˜o,
respectivamente. En forma ana´loga las graficas de las Figuras 6.6 y 6.7 para
el I´ndice Nin˜o3.4 de verano y de oton˜o, respectivamente.
Figura 6.4: Series temporales predichas del I´ndice Nin˜o3.4 de invierno (azul) con
el modelo NSW desde estaciones en el an˜o anterior. L´ınea so´lida desde DJF-1,
l´ınea de puntos MAM-1, l´ınea discontinua de guio´n y punto desde JJA-1 y l´ınea
discontinua desde SON-1
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Figura 6.5: Series temporales predichas del I´ndice Nin˜o3.4 de primavera (verde)
con el modelo NSW desde algunas estaciones de inicializacio´n. (a) desde las esta-
ciones MAM-1, JJA-1 y SON-1 en el an˜o anterior. (b) desde la estacio´n DJF0 en
el mismo an˜o.
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Figura 6.6: Series temporales predichas del I´ndice Nin˜o3.4 de verano (marron) con
el modelo NSW desde algunas estaciones de inicializacio´n. (a) desde las estaciones
JJA-1 y SON-1 en el an˜o anterior. (b) desde las estaciones DJF0 y MAM0 en el
mismo an˜o.
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Figura 6.7: Series temporales predichas del I´ndice Nin˜o3.4 de oton˜o (naranja) con
el modelo NSW desde algunas estaciones de inicializacio´n. (a) desde la estacio´n
SON-1 en el an˜o anterior. (b) desde las estaciones DJF0, MAM0, y JJA0 en el
mismo an˜o.
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6.3. Modelos con variables tropicales
Otros modelos de tres variables utilizados incluyen como tercera varia-
ble, en lugar del I´ndice SOI, o el I´ndice PMM, o uno de los dos ı´ndices
zonales (o el I´ndice NTZG o el I´ndice STZG). Estos modelos son etique-
tados como NWPMM, NWNTZG Y NWSTZG. El modelo que considera
los efectos que las anomal´ıas de SST en la regio´n del Atla´ntico Tropical
podr´ıa tener sobre la circulacio´n de Walker tropical, incluye como variable
al I´ndice TSA (modelo NWTSA). En la Tabla 6.1 se da una descripcio´n de
los modelos usados con sus correspondientes acro´nimos. El modelo de mejor
desempen˜o es el NWTSA cuyos valores de los coeficientes de correlacio´n y
RMSE se indican en las Figuras 6.8 y 6.9 respectivamente. Si se compara
los valores de los coeficientes de correlacio´n y RMSE producidos por este
modelo (l´ınea discontinua de punto-guio´n) con aquellos producidos por el
modelo NSW, ambos utilizando el esquema predictivo OS, representado en
la Figura 6.2 con la misma l´ınea, se puede apreciar el mejoramiento en in-
vierno y el deterioro de los valores de correlacio´n en verano. Sin embargo,
los valores de los coeficientes de correlacio´n y RMSE producidos usando el
esquema predictivo FSM son bastante similares.
Para complementar el estudio, tambie´n se ha evaluado las retropredic-
ciones producidas por otros modelos de tres variables, considerando sola-
mente aquellos valores que son mejores que los producidos por el modelo
NWTSA bajo el esquema predictivo FSM, cabe sen˜alar que las diferencias
en estos casos no son muy relevantes pero dicha informacio´n puede ser u´til
para algu´n colega investigador.
ACRO´NIMO MODELO con I´ndices
NW Nin˜o3.4 y WWV
NSW Nin˜o3.4, SOI y WWV
NWTSA Nin˜o3.4, WWV y TSA
NWISV Nin˜o3.4, WWV y ISV
NWPMM Nin˜o3.4, WWV y PMM
NWNTZG Nin˜o3.4,WWV y NTZG
NWSTZG Nin˜o3.4, WWV y STZG
Tabla 6.1: Acro´nimos de los diferentes modelos utilizados segu´n sus variables
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Figura 6.8: Habilidad de correlacio´n cruzada entre las observaciones y retropre-
dicciones con el modelo NWTSA, para el I´ndice Nin˜o3.4 en: (a) invierno, (b) pri-
mavera, (c) verano y (d) oton˜o. Los valores conectados con una l´ınea discontinua
de punto-guio´n fueron obtenidos con el esquema predictivo OS y aquellos conecta-
dos con una l´ınea discontinua con el esquema predictivo FSM. Como en la Figura
6.2 la l´ınea gris representa la correlacio´n cruzada de la persistencia. La l´ınea dis-
continua en azul y en rojo representan los mismos umbrales de la Figura 6.2. Los
s´ımbolos individuales (c´ırculo, tria´ngulo,diamante y estrella) representa la correla-
cio´n cruzada de los modelos (NWISV, NWPMM, NWNTZG y NWSTZG) cuyos
valores son mejores que aquellos obtenidos a ese desfase con el modelo NWTSA
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Figura 6.9: Comparacio´n de los valores de RMSE obtenidos por retroprediccio´n
con el modelo NWTSA, para el I´ndice Nin˜o3.4 en: (a) invierno, (b) primavera,
(c) verano y (d) oton˜o. Los valores (cuadrados) conectados con una l´ınea discon-
tinua de punto-guio´n fueron obtenidos con el esquema predictivo OS y aquellos
(cuadrados negros) conectados con una l´ınea discontinua con el esquema predicti-
vo FSM. Sobre el fondo se ha representado con una l´ınea gris los valores de RMSE
de la persistencia.La l´ınea discontinua en azul y en rojo representan los mismos
umbrales de la Figura 6.2. Los s´ımbolos individuales (c´ırculo, tria´ngulo, diamante
y estrella) representan los valores de RMSE de los modelos (NWISV, NWPMM,
NWNTZG y NWSTZG) cuyos valores son mejores que aquellos obtenidos a ese
desfase con el modelo NWTSA
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Las series temporales predichas que se obtienen con retropredicciones
utilizando el modelo NWTSA, para el periodo 1980-2012 se presentan en
las Figuras 6.10-6.13. En la Figura 6.10 se muestra dichas series temporales
para la prediccio´n del I´ndice Nin˜o3.4 de invierno desde el an˜o anterior para
las estaciones de inicializacio´n indicadas DJF-1, MAM-1, JJA-1 Y SON-1.
Las Figuras 6.11a y 6.11b muestran las series temporales predichas para
el I´ndice Nin˜o 3.4 de primavera desde estaciones del an˜o anterior y desde
estaciones del mismo an˜o, respectivamente. De manera similar en las gra´-
ficas de las Figuras 6.12 y 6.13 se representan las series predichas para el
I´ndice Nin˜o3.4 de verano y de oton˜o, en su orden.
Figura 6.10: Series temporales predichas del I´ndice Nin˜o3.4 de invierno (azul) con
el modelo NWTSA desde algunas estaciones de inicializacio´n en el an˜o anterior.
L´ınea so´lida desde DJF-1, l´ınea de puntos MAM-1, l´ınea discontinua de guio´n y
punto desde JJA-1 y l´ınea discontinua desde SON-1.
Respecto a los dos esquemas de prediccion utilizado, se puede destacar
que se han encontrado casos donde las diferencias de habilidad predictiva
producidas por uno u otro esquema predictivo parecen ser importantes. Por
ejemplo, tal es el caso de las retropredicciones par el Nin˜o de verano con el
modelo NSW inicializado desde la primavera , como se muestra en la Figura
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Figura 6.11: Series temporales predichas del I´ndice Nin˜o3.4 de primavera (verde)
con el modelo NWTSA desde algunas estaciones de inicializacio´n. (a) desde las
estaciones MAM-1, JJA-1 y SON-1 en el an˜o anterior. (b) desde la estacio´n DJF0
en el mismo an˜o.
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Figura 6.12: Series temporales predichas del I´ndice Nin˜o3.4 de verano (marron)
con el modelo NWTSA desde algunas estaciones de inicializacio´n. (a) desde las
estaciones JJA-1 y SON-1 en el an˜o anterior. (b) desde las estaciones DJF0 y
MAM0 en el mismo an˜o.
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Figura 6.13: Series temporales predichas del I´ndice Nin˜o3.4 de oton˜o (naranja)
con el modelo NWTSA desde algunas estaciones de inicializacio´n. (a) desde la
estacio´n SON-1 en el an˜o anterior. (b) desde las estaciones DJF0, MAM0 y JJA0
en el mismo an˜o.
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6.2. En este caso, se busca ganar algo de entendimiento en la naturaleza del
ruido a trave´s de la denominada “estructura de crecimiento o´ptimo ”. Entre
esos casos los de ma´s ra´pido crecimiento corresponden a las retropredic-
ciones desde la primavera ya mencionado anteriormente (el exponente de
crecimiento es aproximadamente cero) y su “patro´n de crecimiento o´ptimo
”es representado en la Figura 6.14a. Un rasgo resaltable en esta figura es
la importante anomal´ıa en la regio´n de la Zona de Convergencia del Pa-
c´ıfico Sur (South Pacific Convergence Zone, SPCZ). Otro de esos casos es
para las retropredicciones del Nin˜o de oton˜o desde la condiciones iniciales
de primavera; su patro´n de crecimiento o´ptimo, representado en la Figura
6.14b, tiene las caracter´ıstica de un evento ca´lido del Pac´ıfico oriental y su
exponente de crecimiento (-0.25) indica un amortiguamiento.
Figura 6.14: (a) Estructura de crecimiento o´ptimo con el modelo NSW para retro-
prediciones del I´ndice Nin˜o3.4 de verano desde la primavera precedente. (b) como
en (a) pero para el I´ndice nin˜o3.4 de oton˜o.
Los valores de los coeficientes de crecimiento o´ptimo (OG, Optimal
Growth) por estacio´n del I´ndice Nin˜o3.4 utilizando el modelo NSW se re-
presentan en la Figura 6.15a. En esta figura se destacan los valores de OG
para el I´ndice Nin˜o3.4 de verano desde la primavera anterior (MAM0) y del
I´ndice Nin˜o3.4 de primavera desde el invierno previo (DJF0). En la Figura
6.15b se ha graficado los coeficientes de crecimiento o´ptimo por estacio´n
del I´ndice Nin˜o3.4 utilizando el modelo NWTSA, es e´ste se aprecia un va-
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lor importante de OG para el I´ndice Nin˜o3.4 de invierno desde el oton˜o
anterior (SON-1).
Figura 6.15: Valores del coeficiente OG para cuando el I´ndice Nin˜o3.4 esta´ en
invierno (estrella), primavera (diamante), verano (tria´ngulo) y oton˜o (c´ırculo),
para los modelos de (a) NSW y (b) NWTSA
Loa valores de habilidad predictiva para la determinacio´n de las con-
diciones entremales y condiciones normales, que arrojan los modelos NSW
y NWTSA para las estaciones del I´ndice Nin˜o3.4 se indican en la Figura
6.16, en dicho gra´fico los s´ımbolos que representan los modelos se han colo-
reado de naranja para cuando la estacio´n de incializacio´n es desde el oton˜o,
con rojo cuando es el verano, con verde cuando es la primavera y con azul
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cuando es el invierno.
Figura 6.16: Valores de condiciones extremales y normales para los modelos NSW
(c´ırculo) y NWTSA (estrella) para cuando el I´ndice Nin˜o3.4 es de (a) invierno, (b)
primavera, (c) verano y (d) oton˜o. Las estaciones de incializacio´n se han coloreado
con naranja para el oton˜o, con rojo para el verano, con verde para la primavera y
para el invierno con azul.
6.4. Modelos con variables extratropicales
El estudio de los modelos con variables extratropicales se centra en las
retropredicciones del I´ndice Nin˜o3.4 de verano y oton˜o a largo plazo. En
un caso de estos fueron identificados desde las PCs de la regio´n del Pac´ıfico
Norte (NP) del campo global ano´malo MTT despue´s de una inspeccio´n
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de la respectiva funcio´n de correlacio´n cruzada con el ı´ndice estacional de
Nin˜o3.4 la variable seleccionada fue la 11a PC del campo MTT NP en
invierno, explicando aproximadamente 1 % de la varianza del campo. En
otro caso la variable fue obtenida con el mismo procedimiento, pero esta
vez efectuando con PCs desde la regio´n Extratropical Global del Sur (Global
Southern Extratropic) (ve´ase las definiciones en la la Tabla 3.9) del campo
global ano´malo MTT. En este caso, se encontro´ como o´ptima la 3a PC
(que explica un 13 % de la varianza de ese campo). Con estas variables se
construyeron igual que en los casos precedentes los modelos NWNP y el
modelo NWGSE.
Considerando las discusiones de la literatura cient´ıfica relativa al poten-
cial predictivo de algunos sectores espec´ıficos de los oce´anos del sur se ha
procedido ha realizar retropredicciones experimentales con variables extra-
idas desde aquellos sectores como del I´ndico del Sur o el Atla´ntico del Sur
(SAI) o desde el mar de Ross-Bellinghausen (RB) o una combinacio´n de
estos. Los resultados de estas retropredicciones se representan en diagra-
mas de Taylor dispuestos en la Figura 6.17. Para el caso del I´ndice Nin˜o3.4
de verano desde el verano anterior, los valores de retroprediccio´n (Figura
6.17a) las desviaciones esta´ndar modeladas se estiman bien con la observa-
da. El coeficiente de correlacio´n (0.68) esta´ sobre el umbral de utilidad para
los modelos cuyas variables fueron obtenidas desde las regiones GSE, SAIA
o SAI. Los valores de RMSE esta´n tambie´n debajo del umbral de utilidad.
Para el caso de las retropredicicones del I´ndice Nin˜o3.4 en oton˜o desde el
oton˜o anterior (Figura 6.17b) los modelos presentan un valor inferior a la
variabilidad observada y solamente los valores de los coeficientes de corre-
lacio´n del modelo que incluye la variable atmosfe´rica desde el dominio GSE
esta´ sobre el umbral de utilidad.
Al investigar fuentes de predecibilidad se examinaron caracter´ısticas
relevantes asociadas a la 3a PC del campo MTT, la que incluida en la
configuracio´n NWGSE da como resultado la ma´s alta habilidad predictiva
a un plazo de un an˜o. Su patro´n de verano es representada en la Figura
6.18a y su patro´n en oton˜o en la Figura 6.18b. Un relevante rasgo en la
Figura 6.18a son las anomal´ıas de ondas en la regio´n ACC, ma´s intensas
en la parte del sur de Ame´rica del Sur y en el oce´ano I´ndico del Sur. La
extensio´n de las anomal´ıas de MTT desde el sur de la India y del oce´ano
Atla´ntico del sur podr´ıa ser explicado por una similar realimentacio´n WES (
Wind-Evaporation SST) como lo sugiere Terray (2011). Adema´s, el patro´n
ilustra intensos anomal´ıas sobre la parte central de Ame´rica del Sur que
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Figura 6.17: (a) Diagrama de Taylor que muestra una comparacio´n estad´ıstica
(correlacio´n cruzada, RMSE y desviacio´n esta´ndar) de las retropredicciones del
I´ndice Nin˜o3.4 de verano efectuado por diferente modelos incializados en verano.
Las variables del modelo son los I´ndices Nin˜o3.4, WWV y la adicio´n de un ı´ndice
identificado desde las diferentes regiones extratropicales: GSE,NP,SPA,RB,SAI Y
SP. (b) como en (a) pero para retropredicciones del I´ndice Nin˜o3.4 de oton˜o con
modelos inicializados en oton˜o .
puede impactar el Pac´ıfico del Sur subtropical oriental extendie´ndose desde
all´ı hacia el ecuador v´ıa una realimentacio´n similar (Zhang et al., 2014).
En efecto, esta PC es relacionada al Modo WAVE3 en el Hemisferio del
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Figura 6.18: La figura muestra los patrones espaciales (EOFs) asociados con la
3a PC GSE del campo MTT.(a)para verano,(b)para el oton˜o.
Sur (Yuan and Li, 2008). Este es un patro´n cuasi-estacionario (Loon and
Jenne, 1972) en las latitudes medias del sur, un predominante modo de la
SLP y en el campo de viento zonales. Un similar modo denominado WA-
VE3N por analog´ıa es definido en el Hemisferio del Norte. La correlacio´n del
verano y el oton˜o de la 3a MTT PC con el correspondiente I´ndice WAVE3
es estad´ısticamente significativo, mientras que en verano la correlacio´n con
el I´ndice WAVE3N es tambie´n significativo.
Con el propo´sito de conseguir alguna significancia mayor, se considero´
una v´ıa alternativa, tomando en cuenta el campo global ano´malo SST, de
manera ana´loga a como lo hacen los modelos acoplados GCM. Se procedio´
analizar la idoneidad de las PCs de dicho campo. El ana´lisis selecciono´ la
14a PC de invierno y la 15a PC de verano del campo global SST como las
variables ma´s apropiadas para el modelo estad´ıstico estacional. El modelo
NP utilizo´ como variables la 11a PC NP MTT de invierno y la 14a PC
SST de verano. Las habilidad predictiva conjuntamente con su respectiva
desviacio´n esta´ndar y RMSE son representados en diagramas de Taylor,
tal como se muestran en la Figura 6.19a y 6.19b para el Nin˜o de verano
desde las estaciones del verano y oton˜o anterior, respectivamente. Los otros
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Figura 6.19: (a) Diagrama de Taylor de las retropredicciones del I´ndice Nin˜o3.4
de verano efectuado por diferente modelos incializados en verano. Las variables del
modelo fueron los I´ndices Nin˜o3.4, una PC de SST y una PC de MTT extratro-
pical:GSE,NP,SPA,RB,SAI y SP. (b) como en (a) pero para retropredicciones del
I´ndice Nin˜o3.4 de verano con modelos inicializados en oton˜o .
valores indicados en la misma, corresponden a los obtenidos mediante ex-
perimentos de sensibilidad concebidos para identificar regiones y procesos
clave en la variabilidad de Nin˜o3.4. en dichos experimentos las retropedic-
ciones efectuadas fueron realizados con modelos cuyas variables pertenecen
al campo MTT identificados por subregiones de acuerdo a lo que se indica
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Figura 6.20: Patrones espaciales (EOFs) asociados con (a) la 11aEOF NP MTT
de invierno, (b) la 14aEOF SST de invierno y (c) la 15a EOF SST de verano.
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en la Tabla 3.9. En la Figura 6.20 se representan la 11aEOF NP MTT de
invierno, 14a EOF SST de verano y la 15aEOF SST de verano.
En el patro´n atmosfe´rico de MTT (Figura 6.20a) se observa un enfria-
miento en forma de herradura sobre tierra similar a los campos de viento
de las capas altas asociado con la huella estacional descrita por Anderson
(2004). En el patro´n ocea´nico (Figura 6.20b) se observan anomal´ıas de en-
friamiento en la parte oriental y un ligero calentamiento en la parte central
del Pac´ıfico ecuatorial. Se observa tambie´n un dipolo en la parte oriental
hacia el sur y un incipiente enfriamiento en la regio´n Nin˜o3. La Figura 6.20c
muestra como rasgo relevante, un enfriamiento extratropical adyacente a la
SPCZ.
Los paneles de las Figuras 6.21 y 6.22 representan las retropredicciones
para los campos SST y HC de verano con diversos modelos inicializados
desde el verano anterior. Estos patrones fueron construidos por regresio´n
con los coeficientes temporales en los respectivos campos. Las Figuras 6.21a
y 6.22a representan los campos SST Y HC reconstruidos desde las observa-
ciones, respectivamente y se utilizan como patrones de referencia. Se puede
apreciar en la Figura 6.21a la anomal´ıa de SST caracter´ıstica en la par-
te occidental viajando haciendo el este, lo que sen˜ala el episodio inicial
de un evento EL Nin˜o. El patro´n de HC representado en la Figura 6.22a
corresponde tambie´n a una etapa inicial de El Nin˜o. Las Figuras 6.21b
y 6.22b representan la reconstruccio´n de los campos SST Y HC con pre-
dictores equatoriales y corresponden a un episodio maduro de EL Nin˜o.
No´tese como las anomal´ıas ca´lidas en el campo HC esta´n confindas a la re-
gio´n ecuatorial. Los patrones en las Figuras 6.21c y 6.22c fueron obtenidos
usando predictores de la regio´n NP, y muestran un claro episodio ca´lido
de El Nin˜o, que sin embargo, es menos desarrollado que el obtenido con el
modelo ecuatorial. Los patrones de las Figuras 6.21d y 6.22d fueron obte-
nidos usando predictores de la regio´n SAIA y se presentan muy similares a
las observaciones. En el caso de las Figuras 6.21e y 6.22e fueron produci-
dos mediante predictores de la regio´n de Ross-Bellinshausen. La fase de el
evento El Nin˜o representado por este u´ltimo patro´n corresponden en buena
medidad al obtenido desde las observaciones.
Para determinar el desempen˜o de los modelos en cuanto a la determina-
cio´n de condiciones de extremales y de condiciones normales, se ha separado
los valores de habilidad predictiva de las retropredicciones para condiciones
ano´malas de ENSO de las que se obtienen para condiciones normales. De
todos los modelos evaluados (que tienen una habilidad predictiva signifi-
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Figura 6.21: Reconstruccio´n de los patrones espaciales para las SST con las re-
tropredicciones obtenidas con modelos de variables tropicales y extratropicales. (a)
Representa el campo SST de verano reconstruido desde las observaciones. Los pa-
neles del (b) al (e) representan los mapas de regresio´n entre el campo de SST de
verano y los coeficientes temporales del modelo NSW y de los modelos que utilizan
combinaciones de PCs desde las regiones NP, SAIA y RB respectivamente
cativa) se ha escogido (dos modelos) aquellos que presentan los ma´s altos
valores de habilidad predictiva para condiciones de extremaless y aquellos
que lo tienen para condiciones normales. En la Figura 6.23, se representa
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Figura 6.22: Reconstruccio´n de los patrones espaciales para el HC con las retro-
predicciones obtenidas con modelos de variables tropicales y extratropicales. (a)
Representa el campo HC de verano reconstruido desde las observaciones. Los pa-
neles del (b) al (e) representan los mapas de regresio´n entre el campo de HC de
verano y los coeficientes temporales del modelo NSW y de los modelos que utilizan
combinaciones de PCs desde las regiones NP, SAIA y RB respectivamente
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Figura 6.23: Valores de habilidad predictiva del I´ndice Nin˜o3.4 de verano desde
el verano anterior para condiciones extremales y normales. Sobre el eje horizontal
se ubican los valores para condiciones normales y sobre el eje vertical los valores
bajo condiciones extremales. La habilidad predictiva correspondiente a condiciones
de ENSO ano´malo se representa con una estrella roja, las condiciones de ENSO
neutral con un c´ırculo azul. Los nu´meros corresponden a las configuraciones de los
modelos utilizados.
la habilidad predictiva correspondiente a estos modelos, se indica con una
estrella en rojo los modelos para condiciones extremales, mientras que para
las condiciones de ENSO neutral con un c´ırculo azul. Los nu´meros corres-
ponden a las configuraciones de los modelos utilizados. Se puede observar
que los mejores y peores valores de habilidad predictiva corresponden a los
predictores desde la regio´n SAI. Adema´s, la habilidad predictiva obtenida
desde la regio´n SPA logran similares valores para condiciones extremales y
condiciones normales. Esto tambie´n se aplica para los modelos que utilizan
como predictores aquellos que provienen de la regio´n NP. Se ha identificado
que los mejores valores de habilidad predictiva para condciones extremas
fueron obtenidas por el modelo que utiliza la 7a PC del sector SAI del cam-
po MTT, mientras que el mejor valor para condiciones normales proviene
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del modelo que utilizo´ la 3a PC del sector SAI del campo MTT. En las
configuraciones que utilizan predictores desde los sectores SPA y NP los
modelos utilizan la 1a PC y la 2a PC del campo MTT. Tambie´n es im-
portante resaltar que en todas las configuraciones seleccionadas se incluye
entre las variables del modelo la 15a PC del campo SST.
6.5. Predecibilidad del I´ndice Nin˜o1+2
La predecibilidad del I´ndice Nin˜o1+2 en el periodo reciente se efectuo´
con la realizacio´n de varios experimentos de retroprediccio´n. Entre todos los
modelos utilizados, el modelo de mejor desempen˜o fue aquel que incluyen
entre sus variables los I´ndices WWV y TSA, adema´s del referido I´ndice
Nin˜o 1+2.
En la Figura 6.24 se presenta la habilidad predictiva obtenida a desfases
que van desde una estacio´n hasta un an˜o, con el modelo conformado por
los ı´ndices Nin˜o1+2, WWV y TSA, para las estaciones del I´ndice Nin˜o1+2
en (a) invierno, (b) primavera, (c) verano y (d) oton˜o. En esta figura, los
valores de habilidad predictiva usando el esquema predictivo OS son repre-
sentados con c´ırculos blancos conectados por l´ıneas discontinuas , mientras
que los obtenidos mediante el esquema predictivo FSM con c´ırculos negros
conectados por l´ıneas continuas. Tambie´n en dichas figuras la habilidad
predictiva usando una simple regresio´n lineal se representa con cruces.
El resto de s´ımbolos no conectados representan las habilidades predicti-
vas de retropredicciones obtenidas usando el modelo de realimentacio´n con
la inclusio´n de otras variables como los ı´ndices de Nin˜o3.4, WWS y NTA.
Algunas importantes caracter´ısticas son: i) que la correlacio´n de habilidad
predictiva esta´ sobre el umbral de utilidad (Hollingsworth et al., 1980) para
plazos de esta 2 estaciones, excepto cuando el objetivo estacional es verano,
ii) que la mejora que emergen del cambio del esquema predictivo (usando el
mismo modelo de realimentacio´n) son modestos, y iii) que la habilidad pre-
dictiva del modelo de una simple regresio´n lineal es inferior al obtenido con
modelo de realimentacio´n a cortos plazos, pero que convergen al mismo va-
lor para plazos mayores a dos estaciones. Estos rasgos son concordantes con
los valores de RMSE de aquellas retropredicciones que son representados
en la Figura 6.25.
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Figura 6.24: Valores de correlacio´n para las retropredicciones del I´ndice Nin˜o1+2
en el periodo reciente (1980-2012), en (a)invierno,(b) primavera, (c) verano y (d)
oton˜o. Las variables del modelo adema´s el I´ndice Nin˜o1+2, son los I´ndices WWV
y TSA (N12WTSA). Los valores de habilidad predictiva obtenidos con el esquema
predictivo que no incluye las caracter´ısticas del ruido son representados con c´ırcu-
los blancos, caso contrario con c´ırculos negros. Los valores de correlacio´n para la
habilidad predictiva usando una regresio´n lineal simple se representan con cruces.
En la figura 6.14b tambien se han indican los valores de habilidad predictiva ob-
tenidos con el modelo Nin˜o1+2, WWV y NTA (N12WNTA)(tria´ngulos) y con el
modelo Nin˜o1+2, WWVS y Nin˜o3.4 (N12WSTSA)(diamante). La l´ınea discon-
tinua en rojo representa el umbral arbitrario para la habilidad de retroprediccio´n
u´til.
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Figura 6.25: Valores estacionales de RMSE obtenidos desde ı´ndice Nin˜o1+2 mo-
delado (con las variables WWV y TSA) y el observado. En (a) invierno, (b) pri-
mavera, (c) verano y (d) oton˜o. Los valores obtenidos con el esquema predictivo
que no incluye las caracter´ısticas del ruido son representados con c´ırculos blancos,
caso contrario con c´ırculos negros. Los valores de RMSE obtendos usando una
regresio´n lineal se representan con cruces
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6.6. Predecibilidad del I´ndice Nin˜o4
En el caso del estado del I´ndice Nin˜o4, el mejor desempen˜o fue identi-
ficado desde el modelo de realimentacio´n que incluye entre sus variables el
I´ndice WWV y el I´ndice PMM, adema´s del I´ndice Nin˜o4. Los valores de
correlacio´n de habilidad predictiva estacional se presentados en la Figura
6.26 y sus correspondientes valores de RMSE en la Figura 6.27. estas fi-
guras muestran: i) valores de correlacio´n “u´tiles”a mayores plazos que para
el caso de las retroprediciones de Nin˜o1+2 (hasta un an˜o), ii) una simi-
lar dependencia estacional de la habilidad predictiva, siendo e´sta ma´s baja
cuando el objetivo es el Nin˜o4 de verano y iii) un notable mejoramiento de
los valores de habilidad predictiva cuando algunas caracter´ısticas de ruido
son incorporados en el esquema de retroprediccio´n. Los valores de RMSE
mostrados en la Figura 6.27 permanecen debajo del valor de 0.6 en casi
todos los plazos.
Algunas pistas de las diferencias observadas en los resultados de las re-
tropredicciones de los I´ndices Nin˜o1+2 y Nin˜o4 pueden obtenerse a partir
de la comparacio´n de las caracter´ısticas de sus funciones de auto correla-
cio´n estacional representados en la Figura 6.28a y 6.28b respectivamente.
Hay notables diferencias en los tiempos de decaimiento de estas curvas para
desfase negativos. Adema´s se ha calculado la serie temporal de la diferencia
entre el predictor de Nin˜o4 obtenido con el esquema predictivo FSM y el
OS. En la Figura 6.29 se ha representado cuatro patrones de correlacio´n
obtenidos a partir de las retropredicciones de Nin˜o4 efectuadas con el mo-
delo WWV+PMM (N4WWVPMM) En los plazos seleccionados para su
representacio´n la inclusio´n del ruido en el esquema predictivo conlleva un
aumento del valor de habilidad predictiva sobre el umbral u´til. La princi-
pal variabilidad en los patrones se registran en el Pac´ıfico tropical, aunque
los patrones muestran tambie´n conexiones con la variabilidad fuera de esta
regio´n. Por consiguiente, no debe descartarse la idea que los patrones refle-
jen interacciones no lineales entre las variables en el pac´ıfico tropical, o a
su vez, alguna clase de interaccio´n con una variabilidad de alta frecuencia
originada desde el interior de la regio´n, lo cual no es incluido en un simple
modelo.
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Figura 6.26: Valores de correlacio´n para las retropredicciones del I´ndice Nin˜o4 en
el periodo reciente (1980-2012), en (a) invierno, (b) primavera, (c) verano y (d)
oton˜o. Las variables del modelo son los I´ndices WWV y PMM adema´s del I´ndice
Nin˜o4. Los valores de habilidad predictiva obtenidos con el esquema predictivo que
no incluye las caracter´ısticas del ruido son representados con circulos blancos, caso
contrario con c´ırculos negros
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Figura 6.27: Valores estacionales de RMSE obtenidos desde ı´ndice Nin˜o4 mo-
delado (con las variables WWV y PMM) y el observado. En (a) invierno, (b)
primavera, (c) verano y (d) oton˜o.
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Figura 6.28: (a) Funcio´n de auto correlacio´n estacional del I´ndice Nin˜o1+2 en el
perido reciente (1980-2012) en invierno (l´ınea continua), primavera (linea discon-
tinua), verano (l´ınea discontinua a puntos) y oton˜o (linea discontinua de trazos
largos). (b) Como en (a) pero para el I´ndice Nin˜o4.
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Figura 6.29: Mapas de correlacio´n entre el I´ndice construido desde las dife-
rencias de los predictores obtenidos con los dos esquemas predictivos del modelo
N4WWVPMM y las anomal´ıs tropicales de SST en el perido reciente(1980-2012).
Las correlaciones consideradas son a desfases de un an˜o en el caso de SST de
(a) invierno,(b) SST de primavera (b) y (d) SST de oton˜o, mientras que de dos
estaciones para el caso de las SST de verano (c).
Cap´ıtulo 7
Conclusiones
Se ha estudiado la predecibilidad de la variabilidad ENSO, que se ca-
racteriza por los ı´ndices Nin˜o3.4, Nin˜o4 y Nin˜o1+2.
En la primera parte de esta investigacio´n, se valora el potencial de una
variedad de ı´ndices clima´ticos para la prediccio´n del valor estacional de los
ı´ndices de ENSO a diferentes plazos. Entre los ı´ndices valorados se incluyen
algunos muy comunes como los ı´ndices WWV y SO, definidos a partir de
anomal´ıas en el Pac´ıfico ecuatorial. Otros, que quieren representar los gra-
dientes del Pac´ıfico tropical, han sido propuestos ma´s recientemente (PMM)
o se definen por primera vez aqu´ı (NTZG y STGZ). Adema´s se incluyen en
este estudio ı´ndices que representan la variabilidad de otros oce´anos tropi-
cales (NTA, TSA e IOD) y que otros trabajos sen˜alan como precursores de
ENSO. Tambie´n se valora el potencial predictivo de ı´ndices que representan
la variabilidad del Pac´ıfico extratropical Norte y Sur.
La valoracio´n del potencial predictivo se basa en la significancia esta-
d´ıstica de una relacio´n lineal: los coeficientes de correlacio´n cruzada entre
cada ı´ndice Nin˜o y el correspondiente predictor potencial, a distintos des-
fases. Como el me´todo utilizado es el mismo para los distintos predictores,
se puede establecer una comparacio´n entre los potenciales predictivos de
los diferentes ı´ndices. La estimacio´n estad´ıstica se realiza a partir de obser-
vaciones del per´ıodo post-satelital (despue´s de 1980) ya que so´lo a partir
de esta fecha se considera que las latitudes altas de los extratro´picos esta´n
bien muestreadas.
No obstante, tambie´n se pone a prueba la estacionariedad del potencial
predictivo encontrado. Utilizando otros conjuntos de datos, comparamos
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el potencial predictivo de los ı´ndices en el primer periodo de los registros
instrumentales histo´ricos con el encontrado para el per´ıodo ma´s reciente.
El estudio para esta parte encuentra que:
• Los potenciales predictivos de todos los ı´ndices presentan una acusada
dependencia respecto a la estacio´n del predictando. En general se
puede decir que el invierno y la primavera son las estaciones ma´s
predecibles, mientras que el verano y el oton˜o son las menos.
• El ı´ndice con mayor potencial predictivo es el WWV que monitorea la
profundidad de la termoclina en el Pac´ıfico central. Podemos aceptar
con una confianza del 99 % que existe una relacio´n lineal entre este
ı´ndice y los ı´ndices Nin˜o en distintas estaciones (invierno, primavera)
y a varios desfases. Sin embargo su potencial en el caso del ı´ndice
Nin˜o1+2 se limita a las estaciones de invierno y primavera.
• El ı´ndice que sigue al WWV en potencial predictivo para ENSO es el
TSA, puesto que lo es para distintas estaciones y muchos plazos. El
potencial predictivo de otros ı´ndices tropicales supera a los anteriores
so´lo en casos puntuales (en algunas estaciones, y para ciertos plazos).
• El potencial predictivo del ı´ndice Nin˜o1+2 es muy reducido compa-
rado con los de los ı´ndices Nin˜o3.4 y Nin˜o4. Estos u´ltimos tienen
potenciales similares. En el caso del ı´ndice Nin˜o1+2 se encuentra po-
tencial predictivo so´lo en invierno o primavera, y a un plazo ma´ximo
de dos estaciones. Esto puede ser explicado por las escalas de varia-
bilidad implicadas (mucho ma´s cortas en el caso del ı´ndice Nin˜o1+2,
donde la variabilidad semianual es importante), y por la barrera de
persistencia evidente en su autocorrelacio´n.
• Este estudio muestra que el potencial predictivo de los ı´ndices se
ha multiplicado en el periodo reciente con respecto al ma´s antiguo.
La existencia de una sen˜al subyacente de calentamiento global puede
explicar este incremento en la conectividad de las distintas regiones
que esta´n representadas por los ı´ndices.
• Al menos dos estudios previos (Gershunov and Barnett (1998); Sterl
et al. (2007)) han intentado demostrar una dependencia cuasi-decadal
de la predecibilidad de ENSO, utilizando predictores atmosfe´ricos, sin
encontrar diferencias estad´ısticamente significativas. En el caso de este
estudio se han encontrado diferencias estad´ısticamente significativas
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en la relacio´n entre el I´ndice NIn˜o3.4 y un ı´ndice ocea´nico (el I´ndice
STZG) en el segundo periodo respecto al primero. No podemos sin
embargo atribuir estas diferencias a una sola causa.
En la segunda parte de este trabajo se investiga la barrera primave-
ral de prediccio´n con una serie de modelos de realimentacio´n estoca´sticos,
implementando dos esquemas distintos de prediccio´n. Se desarrollo´ una me-
todolog´ıa que, a diferencia de lo que ocurre en Penlad y Magorian (1993),
utiliza una dimensio´n baja (n=3) para representar la variabilidad del Pa-
c´ıfico ecuatorial. Otra diferencia respecto al trabajo antes citado es el uso
de un enfoque estacional, que responde a la dependencia del potencial pre-
dictivo en la estacio´n objetivo de la prediccio´n. Las habilidades predictivas
se cuantifican por la correlacio´n entre el ı´ndice observado y el predicho y
tambie´n por la raiz cuadrada de la media de diferencias cuadra´ticas en-
tre ambos ı´ndices. Cada una de estas medidas se compara con distintos
umbrales de significancia (estad´ıstico, de persistencia o u´til).
Uno de los aspectos innovativos de este estudio es el uso de varios mo-
delos estoca´sticos estacionales como una herramienta para la investigacio´n
de la barrera de predecibilidad a desfases de largo plazo del I´ndice Nin˜o3.4,
as´ı como la superacio´n de este problema. La generalidad de la formula-
cio´n radica en el hecho de que el modelo incluye variables que representan
las interacciones entre la regio´n Nin˜o3.4 y otras. Se utiliza una versio´n del
modelo ba´sico para caracterizar la barrera de predecibilidad de Nin˜o3.4.
Adema´s, se muestra que el modelo que utiliza el esquema predictivo FSM
es capaz de reproducir correlaciones de retroprediccio´n y valores de RMSE
similares a los obtenidos en otros modelos que han demostrado e´xito como
el de Clarke and Van Gorder (2003), que responde al esquema conceptual
del oscilador de carga-descarga.
Una vez que el problema se enfoca sobre las predicciones que tienen
como objetivo las condiciones del Indice Nin˜o3.4 en las estaciones de verano
y de oton˜o, se realiza el ana´lisis de la sensibilidad de la habilidad predictiva
para la seleccio´n de diferentes variables en la regio´n tropical. Finalmente
se toma ventaja de la metodolog´ıa para efectuar un ana´lisis comparativo
de la habilidad predictva que se gana al incluir en el modelo variables que
representan procesos en regiones indentificadas en estudios previos como
precursores de ENSO a desfase largo. Entre esas variables esta´n las de la
regio´n NP, de la regio´n ACC, de la regio´n RB o de la regio´n SAI.
Aunque algunos trabajos previos han identificado, analizado y realizado
124 Conclusiones
retropredicciones con algunos de esos predictores extratropicales (Dominiak
and Terray (2005); Boschat et al. (2013)), dichos estudios no han realizado
una comparacio´n de las habilidades predictivas de aquellos predictores. So-
lo un trabajo reciente de Dayan et al. (2014) sigue un esquema similar al
empleado en este estudio. Sin embargo, mientras que aqu´ı el enfoque es la
barrera de predecibilidad estacional, all´ı se concentra sobre la identificacio´n
de los mejores precursores a desfases largos, sin considerar realimentacio-
nes. El esquema predictivo tambien es diferente, all´ı los datos se filtran
dra´sticamente, mientras que en este estudio el u´nico filtro aplicado es el
promedio estacional.
El estudio para esta segunda parte encuentra que:
• El ana´lisis de un gran nu´mero de experimentos de sensibilidad se-
n˜alan que los valores de habilidad predictiva ma´s altos corresponden
a configuraciones de modelos que incluyen variables que representan
anomal´ıas de temperatura regionales de MTT. Las predicciones desde
las condiciones inciales de verano se presentan como las ma´s sensibles
a la introduccio´n de las variables extratropicales.
• Los valores de habilidad predictiva de los modelos con las variables at-
mofe´ricas delimitadas al sector SAI no son muy diferentes de aquellos
valores de las configuraciones que incluyen la regio´n GSE. Este hecho
no es muy sorprendente, debido a que en el patro´n de la variable MTT
empleada en esta u´ltima configuracio´n (3a MTT EOF), el principal
centro de anomal´ıas esta´ fuera de la regio´n RB. Esto implicar´ıa que la
regio´n SAI contiene la mayor fuente de habilidad predicitiva cuando
el objetivo de la prediccio´n son las condiciones de Nin˜o3.4.
• Cuando el predictando o los predictores esta´n en oton˜o, la inclusio´n
de la variabilidad ano´mala atmosfe´rica en la regio´n RB parece rele-
vante para conseguir valores u´tiles de habilidad predictiva, en buena
concordancia con el ana´lisis de Ballester et al. (2011). Los resulta-
dos encontrados podrian ser de intere´s no solamente para estudios de
predecibilidad, sino tambie´n para aquellos que tienen que ver con la
inicializacio´n de los modelos acoplados.
• Analizando la calidad de las reconstruccio´nes de las anomal´ıas tropi-
cales de SST y HC obtenidos con aquellos modelos. Entre las confi-
guraciones analizadas, las que reproducen una mejor representacio´n
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del modelo del campo observado en el Pac´ıfico tropical, son los mo-
delos que incluyen entre sus variables, ı´ndices del campo MTT de los
sectores de RB o de SAIA.
• Utilizando predictores tropicales la prediccio´n reproduce solamente
las caracter´ısticas ecuatoriales de calentamiento (enfriamiento), mien-
tras que al considerar predictores extratropicales, las predicciones son
capaces de simular el calentamiento en la zona de convergencia del
Pac´ıfico sur(SPCZ) que aparecen en las observaciones.
• Los resultados de las retropredicciones para el I´ndice Nin˜o1+2, sen˜a-
lan que los modelos que utilizan los I´ndices WWV y TSA como va-
riables producen habilidades predictivas u´tiles hasta un plazo de dos
estaciones e inferiores cuando el objetivo son los valores de verano.
En primavera, la habilidad predictiva u´til, puede obtenerse hasta un
plazo de tres estaciones cuando el I´ndice TSA es sustituido por el
I´ndice Nin˜o3.4.
• Las retropredicciones para el I´ndice Nin˜o4, utilizando como variables
del modelo los I´ndices WWV y PMM presentan valores ma´s promete-
dores. Existen valores de habilidad predictiva u´til de retroprediccio´n
a plazo de hasta cuatro estaciones, con la excepcio´n de las retropre-
dicciones para verano. En el caso de este ı´ndice, el desempen˜o de
las retropredicciones se mejora considerablemente cuando se utilizan
caracter´ısticas espaciales del ruido.
• Se identifican modelos con un buen desempen˜o al determinar los po-
tenciales de habilidad predictiva para las condiciones ano´malas de
ENSO pero menos eficientes para las condiciones neutrales. En otros
casos se verifica la situacio´n contraria. Tambie´n existen modelos con
un similar buen desempen˜o en ambas situaciones. A la primera clase
de e´stos, pertenecen los modelos que incluyen variables que provienen
de los sectores SAI, SP y SPA, a los segunda clase aquellos que utli-
zan variables que procienen de las regiones SAI, SP y GSE. Y en la
tercera categor´ıa aquellos que incluyen variables de las regiones NP
y SPA con importantes valores de correlacio´n tanto para condicio-
nes extremales como para condiciones normales a desfase positivo o
negativo con respecto al I´ndice Nin˜o3.4.
• Los modelos NSW y NWTSA presentan un similar desempen˜o (muy
bueno) para retropredicciones de las condiones extremales y condi-
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ciones normales del I´ndice Nin˜o3.4 de invierno desde el verano que
precede, al igual que para el I´ndice Nin˜o3.4 de primavera. Un desem-
pen˜o similar para las retropredicciones del I´ndice Nin˜o3.4 de verano
desde la primavera y para el I´ndice Nin˜o3.4 de oton˜o desde el verano.
• Se registran importantes valores de los coeficientes de crecimiento
o´ptimo en el modelo NSW para los I´ndices Nin˜o3.4 de primavera y
verano, cuando las retropredicciones son desde las estaciones inciales
precedentes de invierno y primavera, respectivamente. Para el modelo
NWTSA se identifica un importante valor de este coeficiente para la
retropediccio´n del I´ndice Nin˜o3.4 de invierno desde la estac´ıon de
oton˜o.
Ape´ndice A
Campos de datos
reanalizados
El reana´lisis tiene un role integrativo crucial dentro del sistema de ob-
servaciones global produciendo registros consistentes, completos y de larga
duracio´n de las componentes del sistema clima´tico global, incluyendo la
atmo´sfera, oce´anos, y la superficie terrestre.
Los datos de los reana´lisis son especialmente importantes en estudios de
los mecanismos f´ısicos que producen anomal´ıas clima´ticas de gran impacto,
como por ejemplo sequ´ıas e inudaciones, as´ı como otras caracter´ısticas cla-
ves que afectan a determinadas regiones, incluyendo variaciones clima´ticas
como ENSO y otros importantes modos de variabilidad clima´tica.
A.1. Reana´lisis de NCEP/NCAR
Los reana´lisis del Centro Nacional de Investigacio´n Atmosfe´rica de Norte
Ame´rica (NCEP/NCAR, National Center for Atmospheric Research) asi-
milan las observaciones de formas muy variadas: registros de radiosondas
en los niveles superiores, con medidas de temperatura, velocidad de viento
y humedad espec´ıfica; datos marinos de COADS (Comprehensive Ocean-
Atmosphere Data Set), obtenidos en campan˜as oceanogra´ficas, medidas de
boyas; datos recopilados por la Fuerza A´rea de los Estados Unidos y otras
expediciones de aviacio´n; medidas de sate´lite; observaciones en tierra de la
temperatura de aire y de la presio´n, etc. Debido a que los datos provienen de
diferentes fuentes y con diferentes formatos, han sido implementados diver-
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sos procesos para la correccio´n de inhomogeneidades, consistencia temporal
y el tratamiento de los ma´rgenes de error.
(http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html)
Algunas caracter´ısticas esenciales de los reana´lisis NCEP/NCAR desa-
rrollados hasta la actualidad son:
NCEP-NCAR 1 (NNR)
• El registro ma´s largo (1948-presente)
• Un sistema operacional en 1994
• T62-28 niveles (≈ 2◦)
• 3D-Var sin inicializacio´n
• Salida en 2.5 ◦× 2.5 ◦en la presio´n, niveles mandatorios, cada 6 horas
• Tambie´n la grilla “nativa”, isentro´pica y parametrizaciones (ej. calen-
tamiento, flujos de superficie, precipitacio´n del modelo)
Sin embargo algunos problemas detectados son:
• Baja resolucio´n
• Algunos errores: PAOBS (problemas producidos en las estimaciones
de presio´n de nivel mar en el ana´lisis Australiano usando datos de
sate´lite), precipitacio´n espectral (problemas producidos por la apro-
ximacio´n espectral en el transporte de humedad).
NCEP-DOE (NCEP 2)
• Corrige errores de NCEP 1
• Usa la precipitacio´n observada para la humedad del suelo
• Cubre el per´ıodo 1979-presente
A.2. Reana´lisis de ECMWF
Los reana´lisis del Centro Europeo para el Prono´stico del tiempo a Medio
Plazo (ECMWF, The European Centre for Medium-Range Weather Fore-
casts) empezaron con el ERA-15 como el primer producto de reana´lisis,
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generado para aproximadamente 15 an˜os (Diciembre 1978 -Febrero 1994).
El segundo producto fue el ERA-40 (originalmente disen˜ado para 40 an˜os
de reana´lisis) que empieza en 1957 y cubre 45 an˜os hasta el 2002. Como un
producto extendido de su predecesor, el tercer producto es el ERA-Interim
que cubre un periodo desde 1979 hasta el presente. Cabe sen˜alar que es a
partir de este an˜o que los reana´lisis incorporan informacio´n proveniente de
sate´lites. (https://climatedataguide.ucar.edu/climate-data/era-interim).
Algunas de las caracter´ısticas esenciales de los reana´lisis de ERA-Interim
son:
• Disponibilidad de datos desde el an˜o 1979 al presente, continuamente
actualizados en tiempo real.
• Cuenta de mu´ltiples variables con una alta resolucio´n espacial y tem-
poral, aproximadamente 80 km (T255 espectral, ∼0.75◦) sobre 60
niveles verticales desde 0.1 hPa.
• Es 4D-Var con un ana´lisis de ventana de 12 horas.
• Realiza promedios mensuales de medias diarias.
• Cuenta con promedios sino´pticos mensuales a 0 UTC, 6 UTC, 12
UTC, 18 UTC.
• Presenta una variabilidad de baja frecuencia mejorada en compara-
cio´n con ERA-40.
• Muestra una circulacio´n estratosfe´rica mejorada en comparacio´n con
ERA-40.
Sin embargo, entre algunas de las limitaciones de este reana´lisis se pue-
den mencionar:
• Presenta ciclos de agua muy intensos (evaporacio´n, precipitacio´n) so-
bre los oce´anos.
• En el A´rtico, muestra tendencias positivas en humedad y temperatura
por debajo de los 850 hPa en comparacio´n con las de radiosonda; no
captura inversiones de bajo nivel.
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A.3. Descripcio´n de los campos utilizados
CAMPO DESCRIPCIO´N
Temperatura Su-
perficial de Mar.
SST
Temperatura global de la superficie de mar, ob-
tenida del reana´lisis de ERA-Interim, con una
resolucio´n de 0.75◦× 0.75◦. Dee et al. (2011).
(http://www.ecmwf.int/en/forecasts/datasets)
Temperatura de su-
perficie. SKT
Temperatura global de la superficie terrestre,
obtenida del reana´lisis de NCEP/NCAR, con una
resolucio´n de 1.875◦× 1.875◦, Kalnay et al. (1996)
(http://www.esrl.noaa.gov/psd/data/gridded
/data.ncep.reanalysis.derived.surfaceflux.html)
Contenido de Ca-
lor. HC300
Contenido de calor de las capas del oce´ano desde una
profundidad de 300m en el Pac´ıfico ecuatorial, obte-
nida desde el reana´lisis SODA (Simple Ocean Data
Assimilation), con una resolucio´n de 1◦× 1◦, Carton
and Giese (2008)
Temperatura de la
Tropo´sfera Media.
MTT
Temperatura de la Tropo´sfera Media obtenida des-
de el sate´lite TIROS-N de la NOAA y ajustado en
errores de dependencia temporal por el Centro del
Clima de la Universidad de Alabama en Huntsvi-
lle (UAH), con una resolucio´n de 2.5◦× 2.5◦, Mears
and Wentz (2009) (http://ncdc.noaa.gov/temp-and-
precip/msu/index.php)
Presio´n a Nivel del
Mar. SLP
Presio´n global a nivel del mar, obtenida desde NCE-
P/NCAR, con una resolucio´n de 2.5◦× 2.5◦, Kalnay
et al. (1996). Y tambie´n obtenida del reana´lisis de
ERA-Interim, con una resolucio´n de 0.75◦× 0.75◦,
Dee et al. (2011).
Altura Geopoten-
cial. HGT
Altura geopotencial de 500 hPa (Z500), obtenida des-
de NCEP/NCAR, con una resolucio´n de 2.5◦× 2.5◦,
Kalnay et al. (1996). Y tambie´n obtenida del reana´-
lisis de ERA-Interim, con una resolucio´n de 0.75◦×
0.75◦, Dee et al. (2011).
Viento Meridional.
vWIND
Componente meridional de viento, obtenida desde
NCEP/NCAR, con una resolucio´n de 2.5◦× 2.5◦,
Kalnay et al. (1996).Y tambie´n obtenida del reana´-
lisis de ERA-Interim, con una resolucio´n de 0.75◦×
0.75◦, Dee et al. (2011).
Tabla A.1: Campos de datos obtenidos de diferentes reana´lisis
Ape´ndice B
Campo de Observaciones
Satelitales de Temperatura
B.1. Campo de Temperatura Integrado a la Tros-
po´sfera Media
La radiacio´n emitida por la atmo´sfera de la tierra es medida mediante
unidades de sondeo de microndas (MSU; Microwave Sounding Units) desde
los sate´lites de la Administracio´n Nacional Oce´anica y Atmosfe´rica de los
Estados Unidos (NOAA; National Oceanic and Atmospheric Administra-
tion ). Los diferentes canales de las MSU miden diferentes frecuencias de
radiacio´n de forma proporcional a la extensio´n de las capas verticales de la
atmo´sfera. El canal 2 mide las temperaturas troposfe´ricas mientras que el
canal 4 mide las temperaturas en la baja estrato´sfera. Los ana´lisis de los
registros de temperatura por sate´lite considerados empiezan en 1979.
Los datos de temperatura de la tropo´sfera y de la baja estrato´sfera,
son almacenados por los sate´lites NOAA TIROS-N polar y ajustados en
errores de dependencia temporal por el Centro del Clima y de Hidrolog´ıa
Global en la Universidad de Alabama en Huntsville (UAH). Un segundo e
independiente ana´lisis se efectu´a por medio de un Sistema de Sensibilidad
Remota (RSS; Remote Sensing System) y un tercer ana´lisis es realizado por
el Dr. Quang Fu de la Universidad de Washington (UW). (Fu et al., 2004).
El ajuste de los datos de UAH y RSS se consigue con la derivacio´n de
coeficientes pesados para los canales de MSU T2 y T4 sobre los tro´picos
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(30◦N a 30◦S) de los hemisferios norte y sur, y para la media global ajus-
tando las anomal´ıas de tropo´sfera de radiosonda a las anomal´ıas simuladas
de radiosonda T2 y T4 sobre el periodo 1958-2004 como
T850− 300 = a0 + a2 ∗ T2 + a4 ∗ T4 (B.1)
donde T850-300 es la capa de radiosonda de 850-300 hPa, T2 y T4 son
las anomal´ıas de temperatura intensa de las MSU simuladas y a0, a2 y a4
los coeficientes derivados desde la regresio´n lineal.
Los patrones espaciales asociados a la primera componente principal
en oton˜o para el periodo entre 1980-212 se representan en la Figura B.1a
(campo sin quitar la tendencia observada) y B.1b (campo sin tendencia). En
la Figura B.2 se muestra las series temporales de la primera componente
principal para el campo MTT de oton˜o con tendencia (l´ınea azul) y sin
tendencia (l´ınea naranja) entre 1980-2012.
El porcentaje de varianza que explican algunas de las PCs de este campo
en la estacio´n de oton˜o, se presentan en la Tabla B.1.
PC %varianza %varianza
(con tendencia) (sin tendencia)
1 21.40 17.37
2 12.65 13.65
6 4.26 4.44
10 2.98 3.09
12 2.31 2.54
17 1.60 1.63
Tabla B.1: Varianza explicada por algunas PCs del campo MTT en oton˜o, en el
periodo 1980-2012.
Los valores de correlacio´n entre el I´ndice Nin˜o3.4 de oton˜o y las PCs
del campo MTT en el oton˜o anterior, as´ı como los valores de correlacio´n de
realimentacio´n para el campo con tendencia, se muestran en la Tabla B.2.
Dichos valores para el campo sin tendencia se indican en la Tabla B.3. En
estas tablas los valores de correlacio´n u´til se resaltan en negrilla.
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Figura B.1: Patrones espaciales correspondiente a la primera componente
principal del campo MTT de oton˜o en el periodo 1980-2012. (a) campo con
tendencia. (b) campo sin tendencia
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Figura B.2: Primera componente principal del campo MTT (con tendencia)
en oton˜o (l´ınea azul), y del campo MTT (sin tendencia) (l´ınea naranja), en
el periodo 1980-2012.
PC Correlacio´n Correlacio´n
Nin˜o3.4 adelantado PC adelantada
1 -0.35 0.39
2 -0.24 -0.01
6 0.30 0.18
10 0.24 -0.35
12 -0.24 0.04
17 0.19 0.15
Tabla B.2: Correlaciones de algunas PCs del campo MTT (con tendencia) con el
I´ndice Nin˜o3.4 de oton˜o, en el periodo 1980 y 2012. Para el caso cuando el I´ndice
Nin˜o3.4 esta´ adelantado un an˜o (segunda columna) y para el caso cuando la PC
se adelanta un an˜o (tercera columna). Los valores de correlacio´n u´til se resaltan
en negrilla
PC Correlacio´n Correlacio´n
Nin˜o3.4 adelantado PC adelantada
1 -0.30 0.51
2 -0.35 0.04
6 0.10 -0.08
10 -0.18 0.33
12 -0.33 0.12
17 -0.31 -0.06
Tabla B.3: Correlaciones de algunas PCs del campo MTT (sin tendencia) con el
I´ndice Nin˜o3.4 de oton˜o, en el periodo 1980 y 2012. Para el caso cuando el I´ndice
Nin˜o3.4 esta´ adelantado un an˜o (segunda columna) y para el caso cuando la PC
se adelanta un an˜o (tercera columna). Los valores de correlacio´n u´til se resaltan
en negrilla
Ape´ndice C
Modelos Estoca´sticos
C.1. Sistemas Estoca´sticos
En los registros de observaciones de muchos sistemas f´ısicos se observa
una variabilidad pronunciada asociada a un rango extenso de frecuencias,
caracter´ıstica de un comportamiento aleatorio o estoca´stico. Se caracteriza
dicha evolucio´n mediante una matriz Z, formada por m realizaciones de
un z de dimensio´n l × 1 . Cada una de estas realizaciones corresponde a
m instantes de tiempo distintos (suponiendo por tanto que el sistema es
aproximadamente ergo´dico)
En general, la evolucio´n de tal sistema se puede representar por
dtz(t) = W (z) (C.1)
donde dt representa la derivada en el tiempo, W (z) es el funcional que
describe la f´ısica del sistema (en general no lineal). En muchos de los siste-
mas que responden a esta descripcio´n, las variables z(t) se pueden agrupar
en dos subsistemas (x′, y′) que se caracterizan por tiempos de decorrela-
cio´n muy distintos, τx′  τy′ . Entonces se puede referir a la variable p× 1
dimensional x′, como ra´pida, y a la variable n × 1 dimensional y′ como
lenta. La ecuacio´n de evolucio´n se puede separar en
dtx
′(t) = U ′(x′, y′) (C.2)
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dty
′(t) = V ′(x′, y′) (C.3)
C.2. El paseo aleatorio
Suponiendo que se produce un cambio del estado del sistema en un
tiempo pequen˜o, desde una situacio´n inicial y0
′,
δy′ = y′ − y0′ (C.4)
y si 〈. . . 〉 representa los promedios a todos los estados de x para y′ =
y0
′, se tiene para la variacio´n promedio 〈y′〉 = 〈V ′〉t, y si se definen las
fluctuaciones como y = y′ − 〈δy′〉, se puede escribir para su evolucio´n en
el tiempo
dty = V
′(x,y)− 〈V ′〉 = V (C.5)
siendo 〈V 〉 = 0 y y = 0 para t = 0
Para un y0 fijo, la estad´ıstica de V viene dada por la de x, que se
supone estacionaria (Hasselmann, 1976). Si escribimos la ecuacio´n anterior
en diferencias finitas
y(t) = y′(t− 1) + V (C.6)
y sumando los tiempos entre 0 y t, se tiene
y(t) = y(0) + tV (C.7)
a partir de la cual obtenemos una expresio´n para σ2y , la covariancia de
y′ , en funcio´n de la variancia del proceso aleatorio σ2V .
σ2y = 〈y′(t)y(t)〉+ tσ2V (C.8)
que es creciente en el tiempo, y por tanto no es estacionaria. Esta ecua-
cio´n describe tambie´n otros sistemas f´ısicos, por ejemplo la difusio´n de una
part´ıcula en un fluido turbulento: en ese caso y′ nos da las coordenadas
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de la part´ıcula y V es su velocidad (Hinze, 1975). Este resultado se puede
interpretar como el ana´logo en la meca´nica del continuo del movimiento
Browniano (Einstein, 1906). Tambie´n aparece en la dina´mica molecular
(Cercignani, 1975) o en la teor´ıa de la turbulencia (McComb, 2014). Pa-
ra analizar el efecto de esta no estacionariedad en el espectro, se pasa al
espacio de Fourier mediante las transformaciones
v(t) =
∫
V (ω)eiωtdω (C.9)
mientras que para las variables lentas, se tiene
y(t) =
∫
Y (ω)eiωtdω −
∫
Y (ω)dω (C.10)
que satisface la condicio´n inicial y′(0) = 0. Sustituyendo esta u´ltima en
la ecuacio´n C7 nos queda
ωY (ω) = V (ω′) (C.11)
Al ser el proceso v (t) estacionario, se cumple
V (ω)V (ω′) = δ(ω − ω′)F(ω) (C.12)
donde F(ω) es el espectro cruzado del proceso aleatorio. Entonces se
encuentra que para el espectro cruzado de las variables lentas, G(ω), se
cumple
G(ω) =
F(ω)
ω2
(C.13)
que tiene una singularidad (polo) para ω = 0, consistente con el cara´cter
no estacionario de la covarianza. As´ı, que para t >> es posible demostrar
que
〈Y Y 〉 = 2pitF(0) (C.14)
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C.3. Modelos de realimentacio´n
En muchos sistemas f´ısicos en los cuales existe una separacio´n entre
variables ra´pidas y lentas no se observa un comportamiento no estacionario.
Por otro lado, en estos sistemas se observan mecanismos de realimentacio´n,
transporte y disipacio´n que actu´an para producir una retorno del sistema al
equilibrio. Esto equivale a introducir un te´rmino adicional en las ecuaciones
correspondientes.
dty = A(y, t) +
∑
j
〈Sj(y, t)V j〉 (C.15)
donde el segundo sumando del segundo miembro representa la interac-
cio´n entre la dina´mica lenta del sistema, y la variabilidad ra´pida que se
modela como un proceso puramente aleatorio. Puesto que la solucio´n es
aleatoria, debe existir una funcio´n de distribucio´n de probabilidad P que
describa la probabilidad de encontrar uno de los valores de esa solucio´n.
Esta es la ecuacio´n de Fokker-Planck.
La probabilidad de encontrar a y con el valor y0 en el tiempo t se puede
definir como
P (y = y0; t)
def
= 〈δ(y(t)− y0)〉 (C.16)
luego, mediante integracio´n por partes respecto a la probabilidad, y
prescindiendo (por obvia) de la dependencia en el estado inicial, se tiene
∂
∂t
P (y, t) =− ∂
∂y
(
A(y, t)P (y, t)
)
− 1
2
σ2V
∂
∂y
([ ∂
∂y
S(y, t)
][
S(y, t)P (y, t)
])
+
1
2
σ2V
∂2
∂y2
(
S(y, t)S(y, t)P (y, t)
)
(C.17)
Consideramos que el proceso y(t) tiene n componentes, y por tanto A
es una matriz n×n, o un conjunto de n vectores columna de n componentes
cada uno. Entonces el segundo te´rmino del segundo miembro de la ecuacio´n
C.17 se puede escribir como
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1
2
σ2V
∂
∂y
([ ∂
∂y
S(y, t)
][
S(y, t)P (y, t)
])
=
1
2
σ2V
{[
S(y, t)P (y, t)
]•∇}S(y, t)
(C.18)
donde se define • como el producto escalar de los vectores fila [S(y, t)P (y, t)]
por el vector columna ∇, y ∇ es el s´ımbolo que denota el vector derivadas
con respecto a los componentes de y:
∇ def= (∂y1 , ∂y2 , ..., ∂yn) (C.19)
De esta manera
{[
S(y, t)P (y, t)
] • ∇} (C.20)
en la cual, el producto • implica el producto de las filas de la matriz
S(y, t)P (y, t) escalarmente por las columnas de ∇, y es un operador dife-
rencial que actu´a sobre los vectores columna de A.
De forma similar, se define el producto matricial
D def= ∇∇ =
(∑
i
∂yi
)∑
j
∂yj
 (C.21)
de manera que la tercera fila de la ecuacio´n para la probabilidad puede
ponerse como
+
1
2
σ2V
∂2
∂y2
(
S(y, t)S(y, t)P (y, t)
)
= D
(
S(y, t)S(y, t)P (y, t)
)
(C.22)
y la ecuacio´n para la probabilidad queda
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∂
∂t
P (y, t) =−∇
(
A(y, t)P (y, t)
)
− 1
2
σ2V
{[
S(y, t)P (y, t)
] • ∇}S(y, t)
+
1
2
σ2VD
(
S(y, t)S(y(t)P (y, t)
)
(C.23)
que es ide´ntica a la ecuacio´n de Penland and Matrosova (1994) que
describe la conservacio´n del flujo de la probabilidad. Tal como explican
estas autoras, en el segundo miembro, el primer sumando del te´rmino entre
corchetes de C.23 se suele llamar deriva determinista (’deterministic drift’),
ya que describe la dina´mica de la parte determinista del sistema. El segundo
sumando entre corchetes de C.23 se llama deriva inducida por el ruido
(‘noise induced drift’) y resulta de la interaccio´n de la parte determinista
del sistema con el ruido. El u´ltimo te´rmino de C.23 se conoce como difusio´n
(’diffusion’).
Sean yp e yq, dos variables distintas que caracterizan el estado del sis-
tema, y. Si se multiplica la ecuacio´n anterior por el producto ypyq y se
promedia se obtiene (Risken, 1989):
∂
∂t
〈yp(t)yq(t)〉 =〈A(y, t)yq
)
〉+ 〈yqA(y, t)
)
〉
+
1
2
σ2V 〈
{[
Sp(y, t)yq
] • ∇}S(y, t)〉
+
1
2
σ2V 〈
{[
Sq(y, t)yp
] • ∇}S(y, t)〉
+ σ2V
(
〈Sp(y, t)Sq(y, t)〉
)
(C.24)
La expresio´n C.24 describe la evolucio´n en el tiempo de la covariancia
entre dos de las componentes que caracterizan el estado del sistema en fun-
cio´n del arrastre, de un te´rmino que incluye los gradientes y de la estructura
de la covariancia entre los te´rminos de ruido. El segundo de estos sumandos
resulta de aproximar como ruido blanco un sistema de tipo Stratonovich,
es decir con una correlacio´n pequen˜a pero finita (Penland and Matrosova,
1994).
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