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In this work we study the existence, multiplicity and concentration
of positive solutions for the following class of quasilinear problems
−NNu + V (x)|u|N−2u = f (u) in RN , u(x) > 0, ∀x ∈RN ,
where Nu is the N-Laplacian operator,  is a positive parameter,
N  2, V :RN →R is a continuous function and f :R→R is a C1
function having critical exponential growth.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
This paper concerns with the existence, multiplicity and concentration of positive solutions for the
following class of quasilinear problem
⎧⎨
⎩
−NNu + V (x)|u|N−2u = f (u) in RN ,
u ∈ W 1,N(RN) with N  2,
u(x) > 0, ∀x ∈ RN ,
(P )
where  > 0, Nu is the N-Laplacian operator, that is,
Nu = div
(|∇u|N−2∇u),
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V∞ = lim inf|x|→∞ V (x) > V0 = infRN V (x) > 0, (V )
where, in this work, we will consider the case V∞ < ∞ or V∞ = ∞. This kind of hypothesis was
introduced by Rabinowitz in [29]. The nonlinearity f has critical exponential growth at both +∞
and −∞, that is, f behaves like eα0s
N
N−1 , as |s| → ∞, for some α0 > 0. More precisely,
lim|s|→∞
f (s)
eα|s|
N
N−1
= 0 for α > α0
and
lim|s|→∞
f (s)
eα|s|
N
N−1
= ∞ for α < α0.
Moreover, we assume the following growth conditions:
lim|s|→0
| f ′(s)|
|s|N−2 = 0, ( f1)
and there exists C > 0 such that
∣∣ f ′(s)∣∣ C exp(αN sN/N−1), ∀s 0, ( f2)
where αN = Nw1/N−1N and wN is the (N − 1)-dimensional measure of the (N − 1)-sphere.
There exist constants p > N and μ > 0 such that
f (s)μsp−1, ∀s 0, ( f3)
where
μ >
[
8Nθ(p − N)
p(θ − N)
](p−N)/N
S
p
N ,
S = inf
u∈W 1,N\{0}
∫
RN
[|∇u|N + V ∗|u|N ]
(
∫
RN
|u|p)N/p
and
V ∗ =
{
V∞, if V∞ < +∞,
V0, if V∞ = +∞.
There exist C1 > 0 and σ  N such that
f ′(s)s − (N − 1) f (s) C1sσ , ∀s 0. ( f4)
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pose that f veriﬁes the well-known Ambrosetti–Rabinowitz superlinear condition, that is, there exists
θ > N such that
0< θ F (s) =
s∫
0
f (t)dt  sf (s) for all s > 0. ( f5)
To ﬁnish our hypotheses on f , let us suppose the following monotonicity condition for f :
The function s → f (s)
sN−1
is increasing in (0,+∞). ( f6)
This paper was motivated by some works that have appeared in recent years related to quasilinear
equation of the kind
−ppu + V (x)|u|p−2u = f (u) in RN (EP)
which arise in a lot of applications when  = 1, such as image processing, non-Newtonian ﬂuids and
pseudo-plastic ﬂuids, for more details see [8,14] and [20].
In [29], Rabinowitz employed variational methods to prove the existence of positive solution to
(EP) for  suﬃciently small by assuming condition (V ) and p = 2. Later Wang [30] showed that these
solutions concentrate at global minimum points of V (x) as  goes to 0.
In [19], Del Pino and Felmer found solutions for (EP) with p = 2, which concentrate around local
minimum of V (x). In that paper they assume the following condition on V : There exists an open and
bounded set Λ compactly contained in Ω and γ > 0 such that
0< γ  V0 = inf
x∈Λ V (x) < minx∈∂Λ V (x).
Cingolani and Lazzo in [16] exploited the geometry of function V to get multiplicity of solutions
for (EP) also for the case p = 2. Employing Lusternik–Schnirelmann category, they considered the sets
M = {x ∈ RN : V (x) = V0}
and
Mδ =
{
x ∈ RN : dist(x,M) δ} for δ > 0,
and showed that (EP) has at least catMδ (M) positive solutions for small  .
In the works of Alves and Figueiredo [6,7], the authors have considered the existence, multiplicity
and concentration of positive solution for (EP) by assuming p  2 and N > p. The main results found
in those works complete the study made in [16] and [19], in the sense that the same type of results
is obtained considering the p-Laplacian operator.
The reader can ﬁnd a lot of papers in the literature involving this subject, we cite the works of Oh
[26–28], Cingolani and Lazzo [15], Floer and Weinstein [22], Bartsch, Pankov and Wang [11], Bartsch
and Wang [12], Alves and Souto [5], Alves, Bezerra do Ó and Souto [3], Bezerra do Ó and Souto [9]
and reference therein.
Motivated by works just described, more precisely by results found in [6] and [16], a natural ques-
tion is whether the same phenomenon of existence, multiplicity and concentration holds, when we
consider the N-Laplacian operator and assume that the nonlinearity has a critical exponential growth
in RN . The main purpose of this paper is to study these questions for a class of problem involving
N-Laplacian operator, critical exponential growth and Lusternik–Schnirelmann category. Here, we em-
ploy variational methods together with Trudinger–Moser inequality type in whole RN and the main
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to use Lusternik–Schnirelmann category.
Our main theorem has the following statement.
Theorem 1.1. Suppose that ( f1)–( f6) and (V ) occur. Then, for any δ > 0, there exists δ > 0 such that (P)
has at least catMδ (M) positive solutions, for any 0 <  < δ . Moreover, if u denotes one of these positive
solutions and η ∈ RN its global maximum, then
lim
→0 V (η) = V0.
To ﬁnish this introduction, we state a Trundinger–Moser inequality in whole RN due Bezerra do Ó
[10] (for the case N = 2, see Cao [17]), which will be used to prove some results this work.
Proposition 1. If N  2, α > 0 and u ∈ W 1,N(RN ), then
∫
RN
[
exp
(
α|u|(N/N−1))− SN−2(α,u)]< ∞,
where SN−2(α,u) = ∑N−2k=0 αkk! |u|(N/N−1)k. Moreover, if α < αN , |∇u|NN  1 and |u|N  K ∀n ∈ N, for some
positive constant K , then there exists a positive constant C = C(N, K ,α), which depends only on N, K and α,
such that
∫
RN
[
exp
(
α|u|(N/N−1))− SN−2(α,u)] C .
2. A periodic problem
The main objective of this section is to study the existence of solutions for the quasilinear problem
⎧⎨
⎩
−Nu + W (x)|u|N−2u = f (u) in RN ,
u ∈ W 1,N(RN) with N  2,
u(x) > 0, ∀x ∈ RN ,
(PW )
where W : RN → R is a continuous 1-periodic function, that is, W (x+ y) = W (x) for all y ∈ ZN , and
V ∗  W (x)  γ , for all x ∈ RN and for some γ > 0. This class of problem was considered by Alves,
Bezerra do Ó and Miyagaki [4], for the case N = 2.
Hereafter XW denotes the Sobolev space W 1,N(RN ) endowed with the norm
‖u‖NW =
∫
RN
|∇u|N +
∫
RN
W (x)|u|N
which is equivalent to usual norm in W 1,N (RN ) given by
‖u‖N =
∫
RN
|∇u|N +
∫
RN
|u|N .
Since we intend to ﬁnd positive solutions, in all this paper let us assume that
f (s) = 0 for all s < 0.
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f (s) δsN−1 + Cδsq
[
exp
(
βαN s
N/N−1)− SN−2(βαN , s)], ∀s 0, (1)
and
F (s) δ s
N
N
+ Cδ
q + 1 s
q+1[exp(βαN sN/N−1)− SN−2(βαN , s)], ∀s 0. (2)
By Proposition 1, F (u) ∈ L1(RN ) for all u ∈ XW , from where it follows that functional
J (u) = 1
N
∫
RN
|∇u|N + 1
N
∫
RN
W (x)|u|N −
∫
RN
F (u)
is well deﬁned on XW . Furthermore, by using standard arguments, it follows that J is C1 on XW with
J ′(u)φ =
∫
RN
|∇u|N−2∇u∇φ +
∫
RN
W (x)|u|N−2uφ −
∫
RN
f (u)φ,
for all φ ∈ XW . Consequently, critical points of J are precisely the weak solutions of problem (PW ).
In all this paperM denotes the Nehari manifold related to J , given by
M=
{
u ∈ XW \ {0}:
∫
RN
|∇u|N +
∫
RN
W (x)|u|N =
∫
RN
f (u)u
}
.
The next result concerns with the Mountain Pass Geometry of J , it is an immediate consequence of
( f1)–( f2) and ( f5), and we will omit its proof.
Lemma 2. The functional J satisﬁes the following conditions:
(i) There exist ρ , η > 0, such that J (u) η, if ‖u‖W = ρ .
(ii) For any u ∈ XW \ {0} with u  0, J (tu) → −∞ as t 
→ +∞.
Now, in view of the last lemma, we can apply a version of Mountain Pass Theorem without the
Palais–Smale condition found in [32], to get a sequence (un) ⊂ XW verifying
J (un) → cW and J ′(un) → 0 as n → ∞,
where the level cW is characterized by
cW = inf
γ∈Γ maxt∈[0,1] J
(
γ (t)
)
and Γ = {γ ∈ C([0,1], XW ): J (0) = 0 and J (γ (1)) < 0}.
Lemma 3. Let (un) be a (PS)cW sequence for J . Then
(i) cW ∈ [η, (θ−N)8N Nθ ],
(ii) un ⇀ u0 in XW , and
(iii) J ′(u0) = 0.
Moreover, we can assume that un  0 for n ∈ N.
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a positive function verifying the equality
S =
∫
RN
[|∇w|N + V ∗|w|N ]
(
∫
RN
|w|p)N/p .
Thereby,
cW max
t0
J (tw)max
t0
[
tN
N
∫
RN
[|∇w|N + V ∗|w|N]− t pμ
p
∫
RN
|w|p
]
= (p − N)
Np
Sp/(p−N)
μN/(p−N)
<
(θ − N)
8NNθ
,
so the other inequality is veriﬁed.
(ii) By using the well-known arguments, it is not diﬃcult to check that (un) is a bounded sequence.
Thus, for a subsequence still denoted by (un), there is u0 ∈ XW such that un ⇀ u0 weakly in XW .
(iii) Since un → u0 in Lsloc(RN ) for s N and un(x) → u0(x) a.e. in RN , from ( f5)
cW = lim
n→+∞ J (un) = limn→+∞
[
J (un) − 1
θ
J ′(un)un
]
 (θ − N)
Nθ
limsup
n→+∞
∫
RN
[|∇un|N + γ |un|N].
From this,
limsup
n→+∞
|∇un|NN 
NθcW
θ − N <
1
8N
< 1
and
limsup
n→+∞
|un|NN 
NθcW
γ (θ − N) .
The last two inequalities combined with Proposition 1 imply there exist C > 0, and β, r > 1 close to 1,
such that the sequence (Hn) given by
Hn(x) = exp
(
βαN |un|N/N−1
)− SN−2(βαN ,un)
belongs to Lr(RN ) and |Hn|r  C for all n ∈ N. This information together with (1) yields
∫
RN
f (un)φ →
∫
RN
f (u0)φ for all φ ∈ XW . (3)
On the other hand, as (un) is bounded in LN (RN ), it follows from a result due to Brezis and Lieb [13]
(see too [24, Lemma 4.6])
∫
N
W (x)|un|N−2unφ →
∫
N
W (x)|u0|N−2u0φ for all φ ∈ XW . (4)
R R
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∫
RN
|∇un|N−2∇un∇φ →
∫
RN
|∇u0|N−2∇u0∇φ. (5)
To this end, ﬁrst we recall that
〈|x|N−2x− |y|N−2 y, x− y〉 |x− y|N for N  2 (see [33, Lemma 2.2])
and deﬁne
PN (x) =
〈|∇un|N−2∇un − |∇u0|N−2∇u0,∇un − ∇u0〉(x) 0.
For each R > 0, ﬁx ψ be a C∞ function satisfying
ψ ≡ 1 in BR(0) and ψ ≡ 0 in RN \ B2R(0).
Notice that
0
∫
BR (0)
|∇un − ∇u0|N 
∫
BR (0)
PN (x)
∫
RN
PN(x)ψ
from where it follows that
0
∫
BR (0)
|∇un − ∇u0|N 
∫
RN
|∇un|Nψ −
∫
RN
|∇un|N−2∇un∇u0ψ + on(1),
and thus
0
∫
BR (0)
|∇un − ∇u0|N  K1,n + K2,n + K3,n + on(1), (6)
where
K1,n =
∫
RN
u0|∇un|N−2∇un∇ψ −
∫
RN
un|∇un|N−2∇un∇ψ,
K2,n =
∫
RN
W (x)|un|N−2unu0ψ −
∫
RN
W (x)|un|Nψ
and
K3,n =
∫
RN
f (un)unψ −
∫
RN
f (un)u0ψ.
Recalling that the embedding
W 1,N
(
R
N) ↪→ LN(B2R(0))
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lim
n→+∞ K1,n = limn→+∞ K2,n = 0. (7)
On the other side, combining Proposition 1 with arguments found in [4], we reach
lim
n→+∞ K3,n = 0. (8)
From (6)–(8),
lim
n→∞
∫
BR (0)
|∇un − ∇u0|N = 0
which implies
∂un
∂xi
→ ∂u0
∂xi
in LN
(
BR(0)
)
,
so (5) is veriﬁed. From (3)–(5),
J ′(u0)ψ = 0 for all ψ ∈ W 1,N
(
R
N).
From deﬁnition of functional J , we have
J ′(un)u−n =
∥∥u−n ∥∥N + on(1).
Since (u−n ) is a bounded sequence, the last equality implies ‖u−n ‖N = on(1). Then, we can easily com-
pute
J (un) = J
(
u+n
)+ on(1)
and
J ′(un) = J ′
(
u+n
)+ on(1)
from where it follows that (u+n ) is a (PS)cW sequence. This way, we can assume without loss of
generality that (un) is nonnegative. 
The next proposition is a version of a Lions’ results to critical exponential growth in RN . (For the
case N = 2, see paper [4].)
Proposition 4. Let (un) ⊂ XW be a sequence converging weakly to 0 verifying limsupn→+∞ |∇un|NN < 1 and
assume that ( f1)–( f2) hold. If there exists R > 0 such that lim infn→+∞ supy∈RN
∫
BR (y)
|un|N = 0, it follows
that
∫
RN
f (un)un → 0 and
∫
RN
F (un) → 0.
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lim inf
n→+∞ supy∈RN
∫
BR (y)
|un|N = 0,
by applying [25, Lemma 8.4], we get
un → 0 in Lt
(
R
N) for all t ∈ (N,+∞). (9)
From (1), for each  > 0, q = 1 and β > 1 closed to 1, it follows that
f (un)un  |un|N + C |un|
[
exp
(
βαN |un|N/N−1
)− SN−2(βαN ,un)], (10)
for some positive constant C . Since (un) is a bounded sequence in XW satisfying
limsup
n→+∞
|∇un|NN < 1,
by using Proposition 1, there exist C˜ > 0, and r > 1 closed to 1, such that
Hn = exp
(
βαN |un|N/N−1
)− SN−2(βαN ,un)
belongs to Lr(RN ) and |Hn|r  C˜ for all n ∈ N. From this, there exists H ∈ Lr(RN ) such that Hn ⇀ H
weakly in Lr(RN ). By (9),
un → 0 in Lτ
(
R
N) for 1
τ
+ 1
r
= 1
and, therefore,
∫
RN
|un|Hn →
∫
RN
0H = 0
which is equivalent to
∫
RN
|un|
[
exp
(
βαN |un|N/N−1
)− SN−2(βαN ,un)]→ 0.
Finally, combining (10), the last limit and the boundedness of (un), we derive that there exists C˜ > 0
such that
∫
RN
f (un)un  C˜ .
This fact allows us to conclude that
∫
N
f (un)un → 0.
R
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∫
RN
F (un) → 0
and the proof is ﬁnished. 
Proposition 5. Suppose 0 γ W (x) V ∗ and that ( f1)–( f5) occur. Then, (PW ) has a positive solution in
C1,αloc (R
N ), with 0< α < 1.
Proof. By Lemmas 2 and 3, there exists u0 ∈ XW such that J ′(u0) = 0 and u0  0. If u0 ≡ 0, adapting
arguments found in [23], u ∈ L∞(RN ) ∩ C1,αloc (RN ) for some 0 < α < 1, and therefore, from Harnack’s
inequality [31] it follows that u0(x) > 0 for all x ∈ RN . If u0 ≡ 0, we have the following claim.
Claim. There are R,α > 0 and a sequence (yn) ⊂ RN verifying
lim inf
n→+∞ supy∈RN
∫
BR (y)
|un|N > α. (11)
In fact, if the above claim does not hold, by using Proposition 4, we derive the limit
∫
RN
f (un)un → 0
which implies that (un) converges strongly to zero, and consequently, cW = 0. Thus, the last limit
does not hold, and the claim is proved. It is clear that we may assume, without loss of generality,
that (yn) ⊂ ZN . Now, letting u˜n(x) = un(x− yn), since W is 1-periodic function, by a routine calculus
we obtain ‖u˜n‖ = ‖un‖, J (u˜n) = J (un) and J ′(u˜n) = 0. Then, there exists u˜0 such that u˜n ⇀ u˜0 weakly
in XW and as before it follows that J ′(u˜0) = 0. Now, by (11), taking a subsequence and bigger R , we
conclude that u˜0 is nontrivial and the proposition is proved. 
3. The nonperiodic problem
In this section, we will study the existence and multiplicity of solution for the problem
⎧⎨
⎩
−Nu + V (x)|u|N−2u = f (u) in RN ,
u ∈ W 1,N(RN),
u(x) > 0, ∀x ∈ RN ,
(P∗ )
which is equivalent to (P), because it is obtained from (P) under the change of variable x = z.
In the following, for each  > 0, we consider the Banach space W given by
W =
{
u ∈ W 1,N(RN):
∫
RN
V (x)|u|N < +∞
}
,
endowed with the norm
‖u‖N =
∫
N
|∇u|N +
∫
N
V (x)|u|N .
R R
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I(u) = 1
N
∫
RN
|∇u|N + 1
N
∫
RN
V (x)|u|N −
∫
RN
F (u)
is well deﬁned, belongs to C1(W,R) and its critical points are weak solution for problem (P∗ ).
Associated to I we have the Nehari manifold N given by
N =
{
u ∈ W \ {0}:
∫
RN
|∇u|N +
∫
RN
V (x)|u|N =
∫
RN
f (u)u
}
.
It is easy to check, arguing by contradiction, that there exists r∗ > 0 such that
‖u‖  r∗ > 0 for all u ∈N . (12)
3.1. Technical results
In this subsection, we will show some lemmas concerned to the functional I . It is a standard
matter to show that I satisﬁes the Mountain Pass Geometry. This fact is stated in the lemma below.
Lemma 6. The functional I satisﬁes the following conditions:
(i) There exist α,ρ > 0 such that
I(u) η for all u ∈ W with ‖u‖ = ρ.
(ii) There exists e ∈ Bcρ(0) with I(e) < 0.
By the Mountain Pass Theorem without (PS) condition found in Willem [32], it follows that there
exists a (PS)c sequence (un) ⊂ W , that is, a sequence satisfying
I(un) → c and I ′(un) → 0,
where c is the minimax level of Mountain Pass Theorem applied to I . By previous study, we can
assume that (un) is bounded in W and un  0. Once W is reﬂexive, there exist a subsequence, still
denoted by (un), and u ∈ W such that
un ⇀ u weakly in W and un(x) → u(x) a.e. in RN .
As in [29] (Proposition 3.11), from ( f6), it follows the following equivalent characterization of c ,
which is more adequate to our purpose:
c = inf
u∈W\{0}
sup
t0
I(tu) = inf
u∈N
I(u).
The next two lemmas will be used to prove that I veriﬁes the Palais–Smale condition in some levels.
Lemma 7. Let (un) be a bounded sequence in W satisfying limsupn→∞ |∇un|NN < 1/8N . Assume that un ⇀ u
in W , ∇un(x) → ∇u(x) a.e. in RN and ( f1)–( f2) hold. Then it follows that:
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∫
RN
∣∣F (vn + u) − F (vn) − F (u)∣∣= on(1),
where F is the primitive of f and vn = un − u.
(II) There exists r > 1, r closed to 1, such that
∫
RN
∣∣ f (vn + u) − f (vn) − f (u)∣∣r = on(1).
Proof. We will show only (I), because the same arguments can be followed to prove (II). We begin
remarking that
F (vn + u) − F (vn) =
1∫
0
d
dt
(
F (vn + tu)
)
dt =
1∫
0
f (vn + tu)u.
From (1), given δ > 0,q = 1, and β > 1 closed to 1, we get
F (vn + u) − F (vn) δ|vn + tu|N−1|u|
+ Cδ |vn + tu|q|u|
[
exp
(
βαNw
N/N−1
n
)− SN−2(βαN ,wn)],
where wn = |vn| + |u|. Therefore,
F (vn + u) − F (vn) δ|vn + tu|N−1|u| + Cδ |vn + tu|q|u|Hn,
where Hn = exp(βαNwN/N−1n ) − SN−2(βαN ,wn).
From the last inequality
F (vn + u) − F (vn) δ2N−1|vn|N−1|u| + δ2N−1|u|N + C˜δ |vn|q|u|Hn + C˜δ |u|q+1Hn.
Hence
∣∣F (vn + u) − F (vn) − F (u)∣∣ δ2N−1|vn|N + Cˆδ |u|N + C˜δ |vn|q|u|Hn +
+ C˜δ |u|q+1Hn + |u|qH,
where H = exp(βαN |u|N/N−1) − SN−2(βαN ,u).
Setting vn = un − u, from a result due to Brezis and Lieb [13], we get
|∇vn|NN = |∇un|NN + |∇u|NN + on(1)
and, therefore,
limsup
n→+∞
|∇vn|NN 
2
8N
which yields
limsup |∇wn|NN 
1
2N
< 1.n→+∞
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and H belong to Lr(RN ) and |Hn|r  K . Combining this information, Lebesgue’s Theorem and the last
inequality, the proof of (I) follows repeating the same arguments found in [1, Lemma 3.1] 
Lemma 8. Let (vn) ⊂ W be a (PS)d sequence converging weakly to 0 satisfying limsupn→+∞ |∇vn|NN 
m < 1. Assume V∞ < +∞ and vn  0 in XW . Then d  cV∞ , where cV∞ is the minimax level of energy
functional related to the problem (PV∞) considered in Section 2.
Proof. Let (tn) ⊂ R be a sequence with tn → 1. Since (vn) is a bounded sequence in W and
limsupn→+∞ |∇vn|NN m < 1, Proposition 1 yields
∫
RN
[
F (tnvn) − F (vn)
]→ 0.
Employing this fact, the proof follows by using similar arguments explored in [6, Lemma 2.3]. 
3.2. Palais–Smale condition
In order to apply the Lusternik–Schnirelmann category theory, we need to prove that I satisﬁes
the Palais–Smale condition on N . As the Sobolev embedding W 1,N(RN ) ⊂ Ls(RN ), s N , is continu-
ous but is not compact, it is well known that, in general, such a condition is not fulﬁlled. Nevertheless,
in Proposition 10, we proved that Palais–Smale condition holds in a suitable interval.
Proposition 9. Let (un) be a sequence (PS)c for I satisfying limsupn→∞ |∇un|NN < 18N . Assume that c < cV∞
when V∞ < ∞, or c ∈ R if V∞ = ∞. Then, (un) has a convergent subsequence in W .
Proof. Let (un) ⊂ W be a sequence verifying I(un) → c and I ′(un) → 0. Since (un) is bounded W ,
up to a subsequence, un ⇀ u weakly in W . Moreover, u is a critical point of I , and by ( f5)
I(u) = I(u) − 1
N
I ′(u)u =
∫
RN
[
1
N
f (u)u − F (u)
]
 0. (13)
From Lemma 7
∫
RN
F (vn) =
∫
RN
F (un) −
∫
RN
F (u) + on(1) (14)
and
( ∫
RN
∣∣ f (vn) − f (un) + f (u)∣∣r
) 1
r
= on(1), (15)
where vn = un − u, for some r > 1 closed to 1.
On the other hand, by using again [1, Lemma 3.2], it is possible to check
( ∫
N
∣∣|∇vn|N−2∇vn − |∇un|N−2∇un + |∇u|N−2∇u∣∣ NN−1
) N−1
N
= on(1) (16)
R
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∫
RN
V (x)
∣∣|vn|N−2vn − |un|N−2un + |u|N−2u∣∣ NN−1 = on(1). (17)
From (14)–(17)
I(vn) = I(un) − I(u) + on(1)
and
∥∥I ′(vn) − I ′(un) + I ′(u)∥∥= on(1).
Hence,
I ′(vn) → 0 and I(vn) = d + on(1),
where d = c − I(u). If V∞ < ∞ holds, from (13) we obtain
d c < cV∞ .
It follows from Lemma 8 that vn → 0 in W , and so un → u in W . If V∞ = ∞ holds, it follows that
V is coercive and by [18], the continuous Sobolev embedding W ↪→ Ls(RN ) is compact for s  N .
Hence, up to a subsequence, vn → 0 in Ls(RN ) and by ( f1)–( f2)
lim
n→+∞‖vn‖
N
 = 0.
The least limit implies that un → u in W 1,N (RN ). 
Proposition 10. Let (un) be a (PS)c sequence for I restricted to N , with limsupn→∞ |∇un|NN  18N , and
assume that c < cV∞ when V∞ < ∞, or c ∈ R if V∞ = ∞. Then, (un) has a convergent subsequence in W .
Proof. Let (un) be a (PS)c sequence for I restricted to N , that is,
I(un) → c and
∥∥I ′(un)∥∥∗ = on(1)
for some c ∈ R. Then there exists (λn) ⊂ R such that
I ′(un) = λnK ′(un) + on(1), (18)
where K : W → R is given by
K(u) =
∫
RN
|∇u|N +
∫
RN
V (x)|u|N −
∫
RN
f (u)u.
Consequently
K ′(un)un = N
∫
N
|∇un|N + N
∫
N
V (x)|un|N −
∫
N
f (un)un −
∫
N
f ′(un)(un)2R R R R
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K ′(un)un −C4
∫
RN
|un|σ  0.
We may suppose that K ′(un)un → l 0. If l = 0, the last limit implies that un → 0 in Lσ (RN ), conse-
quently by interpolation un → 0 in Lp(RN ) for all p  σ . This fact implies that un → 0 in W , which
contradicts (12). Thus, l = 0 and λn = on(1). From (18), I ′(un) = on(1), and so, (un) is a (PS)c sequence
for I and the result follows from Proposition 9. 
Corollary 3.1. The critical points of I onN are critical points of I in W .
Proof. The proof follows by using similar arguments explored in the last proposition. 
4. Existence of a ground state solution
In this section, we prove the existence of a ground state solution to (P∗ ), that is, a critical point
u of I satisfying I(u) = c . In the next, J : W 1,N (RN ) → R is the functional
J (u) = 1
N
∫
RN
|∇u|N + 1
N
∫
RN
V0|u|N −
∫
RN
F (u),
cV0 is the minimax level related to J andMV0 is the Nehari manifold related to J V0 given by
MV0 =
{
u ∈ W \ {0}:
∫
RN
|∇u|N +
∫
RN
V0|u|N =
∫
RN
f (u)u
}
.
The main result in this section is the following.
Theorem 4.1. Assume that ( f1)–( f6) and (V ) occur. Then, there exists ¯ > 0, such that (P∗ ) has a ground
state solution for all 0<  < ¯ .
Proof. We will show that there exists ¯ > 0 such that c < cV0 for all  ∈ (0, ¯). Since cV0 < cV∞
when V∞ < ∞, Proposition 9 implies that I satisﬁes the (PS)c condition, from where it follows
that I has a critical point at the level c . In the next, without loss of generality, let us suppose that
V (0) = V0
Indeed, let η ∈ C∞0 (RN , [0,1]) be such that η ≡ 1 on B1(0) and η ≡ 0 on RN \ B2(0). For each r > 0,
let us deﬁne vr(x) = η( xr )w(x), where w is a ground state solution of the problem (PV0), obtained in
Section 2, by considering W (x) = V0 for all x ∈ RN . Setting t,r > 0 such that t,r vr ∈N , we have
c  I(t,r vr) =
tN,r
N
∫
RN
|∇vr |N +
tN,r
N
∫
RN
V (x)|vr |N −
∫
RN
F (t,r vr).
It is easy to check that for r ﬁxed, t,r → tr as  → 0. Hence, since vr has compact support, we can
use the Lebesgue’s Theorem to get
limsup
→0
c 
tNr
N
∫
N
|∇vr |N + t
N
r
N
∫
N
V0|vr |N −
∫
N
F (tr vr) = J (tr vr).
R R R
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by using this limit and the last inequality
limsup
→0
c  lim
r→+∞ J (tr vr) = J (w) = cV0 .
Now, by repeating of analogous arguments used in the proof of Lemma 3, we reach
cV0 
(θ − N)
8NNθ
.
Therefore, if (un) is a (PS)c for I , we have that
limsup
n→+∞
|∇un|NN <
1
8N
.
Now, the result follows by applying Proposition 9. 
5. Multiplicity of solutions to (P∗)
In this section, we show the existence of multiple solutions and study the behavior of its maximum
points in relation to the set M . The main result of this section is equivalent to Theorem 1.1 and it has
the following statement.
Theorem 5.1. Assume that ( f1)–( f6) and (V ) occur. Then, for any δ > 0, there exists δ > 0 such that (P∗ )
has at least catMδ (M) positive solutions, for any 0 <  < δ . Moreover, if u denotes one of these positive
solutions and z ∈ RN its global maximum, then
lim
→0 V (z) = V0.
In the next subsection, let us ﬁx some notations and show some preliminary lemmas in order to
prove the above result.
5.1. Preliminary results
Let δ > 0 be ﬁxed and w be a ground state solution of problem (PV0), that is, J (w) = cV0 and
J ′(w) = 0. Let η be a smooth nonincreasing cut-off function deﬁned in [0,∞) such that η(s) = 1 if
0 s δ2 and η(s) = 0 if s δ.
For any y ∈ M , let us deﬁne
Ψ,y(x) = η
(|x− y|)w
(
x− y

)
and Φ : M →N by
Φ(y) = tΨ,y,
where t > 0 veriﬁes
max
t0
I(tΨ,y) = I(tΨ,y).
By construction, Φ(y) has compact support for any y ∈ M .
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lim
→0 I
(
Φ(y)
)= cV0 uniformly in y ∈ M.
Proof. Suppose, by contradiction, that the lemma is false. Then there exist δ0 > 0, (yn) ⊂ M and
n → 0 satisfying
∣∣In(Φn (yn))− cV0 ∣∣ δ0. (19)
Repeating the same arguments explored in [21] (see also [2]), it is possible to check that tn → 1.
From Lebesgue’s Theorem,
lim
n→+∞‖Ψn,yn‖
p
n = ‖w‖pV0
and
lim
n→+∞
∫
RN
F (Ψn,yn ) =
∫
RN
F (w).
Now, note that
In
(
Φn (yn)
)= tNn
N
∫
RN
∣∣∇(η(|nz|)w(z))∣∣N + t
N
n
N
∫
RN
V (nz + yn)
∣∣η(|nz|)w(z)∣∣N
−
∫
RN
F
(
tnη
(|nz|)w(z)).
Letting n → ∞, we get limn→∞ In (Φn (yn)) = J (w) = cV0 , which contradicts (19). This completes
the proof of this lemma. 
For any δ > 0, let ρ = ρ(δ) > 0 be such that Mδ ⊂ Bρ(0). Let χ : RN → RN be deﬁned as χ(x) = x
for |x| ρ and χ(x) = ρx/|x| for |x| ρ . Finally, let us consider β :N → RN given by
β(u) =
∫
RN
χ(x)|u(x)|N∫
RN
|u(x)|N .
Since Mδ ⊂ Bρ(0), from the deﬁnition of χ and Lebesgue’s Theorem, we have
lim
→0β
(
Φ(y)
)= y uniformly in y ∈ M.
Lemma 12 (Compactness lemma). Let (un) ⊂MV0 be a sequence satisfying J V0(un) → cV0 and un ⇀ u ≡ 0
weakly in W 1,N(RN ). Then, up to a subsequence, un → u in W 1,N(RN ).
Proof. From ( f1)–( f5) it follows that (un) is bounded sequence in W 1,N(RN ) satisfying
limsupn→∞ |∇un|NN < 1. Since un  0 in W 1,N(RN ), Proposition 4 implies that there exist δ, R > 0
and (yn) ⊂ RN such that
∫
BR (yn)
|un|N  δ, ∀n ∈ N.
Now, the proof follows quite similar lines as in [6, Lemma 4.3]. 
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R
N such that vn(x) = un(x+ y˜n) has a convergent subsequence in W 1,N(RN ). Moreover, up to a subsequence,
yn → y ∈ M, where yn = n y˜n.
Proof. By Proposition 4, there exist a sequence ( y˜n) ⊂ RN and positive constants R and β verifying
lim inf
n→+∞
∫
BR ( y˜n)
|un|N  β > 0.
Thus, if vn(x) = un(x+ y˜n), up to a subsequence, vn ⇀ v ≡ 0 in W 1,N(RN ). Choosing tn > 0 such that
v˜n = tnvn ∈MV0 , it follows that
J (v˜n) → cV0 and (v˜n) ⊂MV0 .
We claim that, up to a subsequence, tn → t0 > 0. Indeed, since vn  0 in W 1,N (RN ), there exists
C1 > 0 such that
0< C1  ‖vn‖.
Hence
0< tnC1  tn‖vn‖ ‖v˜n‖ C
for some C . Thus (tn) is bounded, and we can assume without of loss generality that tn → t0  0.
Note that t0 > 0, because for the contrary case, since (vn) is bounded, we have v˜n = tnvn → 0 and
J (v˜n) → 0, which contradicts cV0 > 0. Thus t0 > 0, and the weak limit of (v˜n) is different of zero.
From Lemma 12, v˜n → v˜ in W 1,N (RN ), and so, vn → v in W 1,N (RN ).
Now, we will show that (yn) = (n y˜n) has a subsequence verifying yn → y ∈ M .
Claim 5.1. The sequence (yn) is bounded in RN .
Indeed, suppose by contradiction that (yn) is not bounded. Then there exists a subsequence, still
denoted by (yn), verifying |yn| → ∞. Considering ﬁrstly the case V∞ = ∞, the inequality below
∫
RN
V (nx+ yn)|vn|N 
∫
RN
|∇vn|N +
∫
RN
V (nx+ yn)|vn|N
=
∫
RN
f (vn)vn
together with Fatou’s Lemma imply
lim inf
n→+∞
[ ∫
RN
f (vn)vn
]
= +∞
which is an absurd, because it is easy to prove that
limsup
n→∞
|∇vn|NN < 1
from where it follows that ( f (vn)vn) is bounded in L1(RN ).
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cV0 =
1
N
∫
RN
|∇ v˜|N + 1
N
∫
RN
V0|v˜|N −
∫
RN
F (v˜)
<
1
N
∫
RN
|∇ v˜|N + 1
N
∫
RN
V∞|v˜|N −
∫
RN
F (v˜)
 lim inf
n→+∞
[
1
N
∫
RN
|∇ v˜n|N + 1
N
∫
RN
V (nx+ yn)|v˜n|N −
∫
RN
F (v˜n)
]
,
or equivalently
cV0 < lim infn→+∞
[
tNn
N
∫
RN
|∇un|N + t
N
n
N
∫
RN
V (nz)|un|N −
∫
RN
F (tnun)
]
.
The last inequality implies
cV0 < lim infn→+∞ In (tnun) lim infn→+∞ In (un) = cV0 ,
which does not make sense. Hence, (yn) is bounded and, up to a subsequence, yn → y ∈ RN . If
y /∈ M , then V (y) > V0 and we obtain a contradiction arguing as above. Thus, y ∈ M and the proof is
concluded. 
Let h : R+ → R+ be any positive function such that h() → 0 as  → 0 and let
N˜ =
{
u ∈N : I(u) cV0 + h()
}
.
Arguing as in [6, Lemma 4.4], we have the following lemma.
Lemma 14. Let δ > 0 and Mδ = {x ∈ RN : dist(x,M) δ}. Then
lim
→0 sup
u∈N˜
inf
y∈Mδ
∣∣β(u) − y∣∣= 0.
The next two lemmas play a fundamental role in the study of the behavior of the maximum
points of the solutions. The proof of the next lemma follows by using similar arguments explored in
[6, Lemma 4.5] and [23], which for reader’s convenience we sketch here.
Lemma 15. Assume that (V ) and ( f1)–( f6) hold and let vn be a positive solution of the following problem
−N vn + Vn(x)|vn|N−2vn = f (vn) in RN , (∗)
where Vn(x) = V (nx+ n y˜n) and n y˜n → y ∈ M. If (vn) is a bounded sequence in W 1,N(RN ) verifying
limsup
n→+∞
|∇vn|NN < 1 and vn → v in W 1,N
(
R
N),
then vn ∈ L∞(RN ) and there exists C > 0 such that ‖vn‖L∞(RN )  C for all n ∈ N. Furthermore
lim|x|→+∞ vn(x) = 0 uniformly in n.
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|x| R − r and |∇η| 2r .
For each n ∈ N and for L > 0, we set
vL,n(x) =
{
vn(x), vn(x) L,
L, vn(x) L,
and
zL,n = ηN vN(β−1)L,n vn and wL,n = ηvnvβ−1L,n
with β > 1 to be determined later. Taking zL,n as a test function, we obtain
∫
RN
ηN vN(β−1)L,n |∇vn|N = −N(β − 1)
∫
RN
vNβ−N−1L,n η
N vn|∇vn|N−2∇vn∇vL,n
+
∫
RN
f (vn)η
N vnv
N(β−1)
L,n −
∫
RN
Vn|vn|NηN vN(β−1)L,n
− N
∫
RN
ηN−1vN(β−1)L,n vn|∇vn|N−2∇vn∇η.
On the other hand, by (1), given δ > 0,N∗ > N , and β > 1 closed to 1, there exists C > 0 such that
f (s) δsN−1 + CsN∗−1[exp(βαN sN/N−1)− SN−2(βαN , s)] for all s 0,
from where it follows that
f (vn) δvN−1n + CvN
∗−1
n
[
exp
(
βαN v
N/N−1
n
)− SN−2(βαN , vn)]. (20)
Since (vn) is bounded in W 1,N(RN ) and limsupn→∞ |∇vn|NN < 1, Proposition 1 implies that there
exist C > 0, and r > 1 closed to 1, such that
Hn =
[
exp
(
βαN v
N/N−1
n
)− SN−2(βαN , vn)] ∈ Lr(RN)
and
|Hn|r  C, ∀n ∈ N. (21)
From (20), for δ suﬃciently small
∫
RN
ηN vN(β−1)L,n |∇vn|N  C
∫
RN
vN
∗
n η
N vN(β−1)L,n Hn + N
∫
RN
ηN−1vN(β−1)L,n vn|∇vn|N−1|∇η|.
For each τ > 0, using the Young’s inequality
∫
RN
ηN vN(β−1)L,n |∇vn|N  C
∫
RN
vN
∗
n η
N vN(β−1)L,n Hn + Nτ
∫
RN
ηN vN(β−1)L,n |∇vn|N
+ NC
∫
N
vNn v
N(β−1)
L,n |∇η|N .R
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∫
RN
ηN vN(β−1)L,n |∇vn|N  C
∫
RN
vN
∗
n η
N vN(β−1)L,n Hn + C
∫
RN
vNn v
N(β−1)
L,n |∇η|N . (22)
On the other hand, by Sobolev embedding
|wL,n|NN∗  CβN
[ ∫
RN
vNn v
N(β−1)
L,n |∇η|N +
∫
RN
ηN vN(β−1)L,n |∇vn|N
]
. (23)
Using (22) and (23),
|wL,n|NN∗  CβN
[ ∫
RN
vNn v
N(β−1)
L,n |∇η|N + C
∫
|x|R/2
vN
∗
n η
N vN(β−1)L,n Hn
]
. (24)
From (24),
|wL,n|NN∗  CβN
[ ∫
R|x|R−r
vNn v
N(β−1)
L,n +
∫
|x|R−r
vN
∗
n v
N(β−1)
L,n Hn
]
which yields
|wL,n|NN∗  CβN
[ ∫
R|x|R−r
vNβn +
∫
|x|R−r
vN
∗−N
n v
Nβ
n Hn
]
.
Hereafter, let us ﬁx t = √r,N∗ > Ntt−1 and χ = N
∗(t−1)
Nt > 1.
Using Hölder’s inequality with exponents t/(t − 1) and t , we get
|wL,n|NN∗  CβN
{[ ∫
R|x|R−r
vNβt/(t−1)n
](t−1)/t[ ∫
R|x|R−r
1
]1/t
+
[ ∫
|x|R−r
v(N
∗−N)t
n H
t
n
]1/t[ ∫
|x|R−r
vNβt/(t−1)n
](t−1)/t}
.
From (21), it follows that (Htn) is a bounded sequence in L
t(RN ). This fact combined again with the
Hölder’s inequality leads to
|wL,n|NN∗  CβN
( ∫
|x|R−r
vNβt/(t−1)n
)(t−1)/t
.
Note that
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( ∫
|x|R−r
vN
∗β
L,n
)N/N∗

( ∫
RN
ηN
∗
vN
∗
n v
N∗(β−1)
L,n
)N/N∗
= |wL,n|NN∗  CβN
( ∫
|x|R−r
vNβt/(t−1)n
)(t−1)/t
= CβN |vn|NβNβt/(t−1)(|x|R−r).
By applying Fatou’s Lemma
|vn|NβN∗β(|x|R)  CβN |vn|NβNβt/(t−1)(|x|R−r).
Combining χ = N∗(t−1)Nt , s = Ntt−1 and the last inequality, we derive that
|vn|χm+1s(|x|R)  C
∑m
i=1 χ−iχ
∑m
i=1 iχ−i |vn|N∗(|x|R−r),
which implies
‖vn‖L∞(|x|R)  C |vn|N∗(|x|R−r).
Since vn → v in W 1,N (RN ), the last inequality completes the proof. 
5.2. Proof of Theorem 5.1
We will divide the proof in two parts:
Part I: Multiplicity of solutions
In the following, we ﬁx a small  > 0. Then, by Lemmas 11 and 14, we have β ◦ Φ is homotopic
to inclusion map id : M → Mδ , this fact implies
catN˜ (N˜) catMδ (M).
Since that functional I satisﬁes the (PS)c condition for c ∈ (cV0 , cV0 + h()), by Lusternik–
Schnirelmann theory of critical points, see Willem [32], I has at least catMδ (M) critical points on N .
Consequently by Corollary 3.1, I has at least catMδ (M) critical points in W .
Part II: The behavior of maximum points
If un is a solution of problem (Pn ), then vn(x) = un (x+ y˜n) is a solution of the problem
⎧⎨
⎩
−N vn + Vn(x)|vn|N−2vn = f (vn) in RN ,
vn ∈ W 1,N
(
R
N
)
,
vn(x) > 0, ∀x ∈ RN ,
(∗)
with Vn(x) = V (nx+n y˜n) and ( y˜n) ⊂ R f RN given in Proposition 13. Moreover, up to a subsequence,
vn → v in W 1,N (RN ) and yn → y in M , where yn = n y˜n .
Claim 16. There exists δ > 0 such that ‖vn‖∞  δ ∀n ∈ N.
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such that
f (‖vn‖L∞(RN ))
‖vn‖N−1L∞(RN )
< 0 for n n0.
Hence, by ( f6)
∫
RN
|∇vn|N +
∫
RN
V0|vn|N 
∫
RN
f (‖vn‖L∞(R fRN ))
‖vn‖N−1L∞(RN )
|vn|N
 0
∫
RN
|vn|N .
From boundedness of (vn) in W 1,N(RN ), the last inequality leads to ‖vn‖W 1,N (RN ) → 0 which is an ab-
surd, because vn → v in W 1,N(RN ) and v ≡ 0. Therefore, there exists δ > 0 such that ‖vn‖L∞(RN )  δ
∀n ∈ N, and the proof is complete.
Considering pn the global maximum of vn , by Lemma 15 and Claim 16, we have that pn ∈ BR(0)
for some R > 0. Thus, the global maximum of un given by z = pn + y˜n veriﬁes
nzn = npn + n y˜n = npn + yn.
Since (pn) is bounded, it follows that nzn → y, and thus
lim
n→∞ V (nzn ) = V0.
5.3. Final remark
If u is a positive solution of (P∗ ), the function w(x) = u(x/) is a positive solution of (P).
Thus, the maximum points η and z of w and u , respectively, satisfy
η = z,
and, therefore,
lim
→0 V (η) = limn→∞ V (nzn ) = V0.
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