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ABSTRACT 
 
Kate Gleason College of Engineering 
Rochester institute of Technology 
 
Degree Doctor of Philosophy Program Microsystems Engineering 
 
Name of Candidate Sankha S. Mukherjee 
 
Title Realization of CoFeB|MgO|CoFeB Magnetic Tunnel Junction Devices Trough Materials 
Analysis, Process Integration and Circuit Simulation 
 
Spin based magnetic tunnel junctions (MTJs) consist of two ferromagnetic thin films separated by a non-
magnetic insulating barrier. The MTJ exhibits two switchable resistive states, making them ideal 
candidates for non-volatile memory. The discovery of high Tunneling Magnetoresistance (TMR) in MgO-
based MTJs has brought spintronics into the forefronts of modern technology. A device structure 
CoFeB|MgO|CoFeB achieved by physical vapor deposition (PVD) has revolutionized the hard-drive 
industry to go beyond densities of gigabyte per square inch. There is increasing interest in the application 
of these devices toward other technical areas, such as sensors, logic and reconfigurable computing. In 
these structures, the thicknesses of the layers are in the order of a few nanometers. For integration of these 
devices in other platforms, particularly on silicon, to augment the well-developed CMOS technology, it is 
imperative to (1) investigate processing constraints, (2) develop appropriate physical models, and (3) 
build circuit models for effective circuit implementation. The work presented in this dissertation focuses 
on these three important aspects for the realization of CoFeB|MgO|CoFeB MTJs on silicon. A systematic 
annealing study has been carried out to investigate the role of boron in the device structure. It has been 
shown using electron energy loss spectroscopy (EELS), and 2D x-ray diffraction (2D XRD) that boron 
diffuses into MgO with an activation energy of 1.3±0.4	   eV and facilitates the crystallization of CoFe 
with (200) out-of-plane oriented crystals, with MgO as a template. The grain size of CoFe has been 
definitively shown to be smaller than the grain size of MgO, which were otherwise believed to be the 
same. A process temperature of 385°C has been determined to be the optimum limit of processing. A low 
temperature (<385°C) process employing standard integrated circuit fabrication techniques has been 
developed. The partial crystallization of CoFe necessitates the modification of the tunneling model. A 
new model that combines the Julliëre’s, free electron and tight-binding model with the probabilistic 
distribution of grains on either side of the tunneling barrier has been proposed. This model explains the 
variation of TMR as a function of temperature in devices made by PVD. A generalized circuit macro-
model has been developed representing field-switchable magnetic tunnel junctions (MTJs) characterized 
by two distinct voltage-dependent resistance values in parallel and antiparallel states. General-purpose 
subcircuit implementations are designed for a switchable voltage-dependent resistor capable of 
implementation using any version of SPICE. Transient simulation of a flash-comparator circuit using 
multiple MTJs in series is successfully demonstrated showing the robustness of the model.  
 
Abstract Approval:  Committee Chair                                                                               . 
  
 Program Director                                                                              . 
 
 Dean KGCOE                                                                                   .
vi 
 
 
ACKNOWLEDGEMENT 
This work was a collaboration between several entities, and would not have been possible without 
their help and support. I would first like to thank my advisor Professor Santosh Kurinec, for her continued 
support, guidance and encouragement. I would also like to thank Professor Sean Rommel for his useful 
inputs in the processing of devices, and also for his most valuable words of encouragement when things 
looked the bleakest, and Professor James Moon for painstakingly going through the manuscript providing 
his most valuable suggestions. I would also like to express my gratitude to Professor Igor Žutić for 
providing me with guidance on the fundamentals of spintronics. 
Veeco supported the work presented in this dissertation by extending their MTJ depositions and ion-
milling capabilities. I am grateful to Chih-Ling Lee, Katrina Rook, Narsimha Srinivasan, and Ramaya 
Chandrasekaran from Veeco for their contributions.  
Special thanks are due to David MacMahon from Micron Technology, Inc., for providing the 
TEM/PEELs analysis and support. His continued engagement with keen interest and guidance in the 
study are highly valued and appreciated.  
I acknowledge the support of Professor Surendra Gupta and Professor Feiming Bai for their guidance 
on measurements and interpretation of x-ray diffraction and atomic force microscopy.  
I would like to thank David Abraham and Eileen Galligan at the IBM T. J. Watson Research 
Laboratory, for their help with the of the magnetization measurement. A vital help came from Ajeesh 
Sahadevan from the National University of Singapore in magnetoresistance measurements.  
This work built upon the previous foundation developed by Stephen Sudirgo. Further contributions 
from Shrinivas Pandharpure helped define the course of research. I appreciate the interest shown by the 
undergraduate student Sunwoo Lee, for participating diligently in this work.   
I would like to express my gratitude to my parents and sister for their unending patience and 
encouragement throughout this work.  
This work was supported by the National Science Foundation through the grants: 
• ECCS-0501460: GOALI grant for MTJ integration 
• ECCS-0521341: Instrumentation grant for Dimension D8 XRD 
• EEC-530575: Acquisition of multimode atomic force microscopy, and supporting spintronic 
research and education 
 
 
vii 
 
 
 
TABLE OF CONTENTS 
LIST OF TABLES ................................................................................................ xiii 
LIST OF FIGURES .............................................................................................. xiv 
1. INTRODUCTION ................................................................................................1 
1.1. Current Trends in Scaling ...........................................................................1 
1.1.1. The Power Wall......................................................................................2 
1.1.2. Spin as Another Dimension ...................................................................3 
1.2. Spin Phenomena in Different Material Systems ...........................................5 
1.2.1. Applications in Memory and Logic .........................................................8 
1.3. Magnetic Tunnel Junctions .........................................................................8 
1.3.1. Introduction to Magnetic Tunnel Junctions ...........................................9 
1.3.2. MgO as a Tummeling Barrier...............................................................11 
1.3.3. Device Structure .................................................................................12 
1.3.4. Applications ........................................................................................13 
1.4. Integration with Silicon at RIT ...................................................................13 
1.4.1. Device Fabrication – Phase I ................................................................13 
1.5. Motivation .................................................................................................17 
1.6. Research Objectives ..................................................................................18 
viii 
 
1.7. Organization of the Dissertation ................................................................18 
2. EXPERIMENTAL..............................................................................................19 
2.1. Fabrication Processes................................................................................19 
2.2. Material Characterization ..........................................................................21 
2.2.1 Magnetization Characterization ............................................................22 
2.2.2. Electrical Testing.................................................................................23 
2.2.3 Materials Characterization ...................................................................26 
3. DEVICE FABRICATION: PHASE II....................................................................36 
3.1. MTJ Constituents and Material Constraints ..............................................36 
3.1.1. Bottom Electrode.................................................................................37 
3.1.2. The Lower Pinned Layer ......................................................................39 
3.1.3. The Synthetic Antferromagnetic (SAF) Coupling Layer .........................40 
3.1.4. Upper Pinned Layer.............................................................................41 
3.1.5. Insulating Barrier................................................................................42 
3.1.6. Free Layer ...........................................................................................44 
3.1.7. Capping Layer .....................................................................................45 
3.1.8. Inter Level Dielectric............................................................................45 
3.1.9. Top Electrode ......................................................................................45 
3.2. THE FABRICATION PROCESS: PHASE II ...................................................45 
3.2.1. Formation and Characterization of the Bottom Electrode.....................46 
3.2.2. MTJ Deposition and Patterning ...........................................................47 
ix 
 
3.2.3. ILD Deposition and Patterning.............................................................49 
3.2.4. Top Electrode Deposition and Patterning .............................................51 
3.3. Problems Found During the Fabrication of Phase II ...................................51 
3.3.1. Problems Encountered with the Removal of the Resist after Ion-Milling51 
3.3.2. Materials Analysis and Resultant Problems .........................................52 
3.4. Problems that Need to be Intrinsically Characterized and Solved. ..............57 
4. CRYSTALLIZATION AND DIFFUSION STUDIES IN MTJ FILM STRUCTURES....59 
4.1. The Need for Annealing .............................................................................59 
4.2. Custom Layered Stacks Designed for the Study of Crystallization and 
Interdiffusion ........................................................................................................60 
4.3. XRD Characterization of MgO and CoFe ....................................................62 
4.4. Diffusion of Boron during the Anneal Process ............................................72 
4.5. Ru Interdiffusion .......................................................................................76 
4.6. Conclusions ..............................................................................................77 
5. DEVICE FABRICATION: PHASE III ..................................................................78 
5.1. Design Changes Due to Materials Analysis ................................................78 
5.2. Processing Changes...................................................................................80 
5.2.1. The Use of Ta Exclusively as a Bottom Electrode .................................80 
5.2.2. The Use of a Hard-Mask Process for the Ion-Milling .............................80 
5.3. Some In-Line Checks of Stack Properties...................................................81 
5.3.1. TEM Analysis of As-Deposited Samples ...............................................81 
x 
 
5.3.2. Magnetic Analysis of the As-Deposited Samples...................................82 
5.3.3. AMR Analysis of the As-Deposited Samples .........................................85 
5.3.4. Ion-Milling Subsequent Materials Analysis ..........................................86 
5.3. Results......................................................................................................92 
5.4. Conclusions ..............................................................................................93 
6. THEORETICAL MODELING OF PARTIALLY CRYSTALLINE CoFeB|MgO|CoFeB 
MTJ .........................................................................................................................94 
6.1.  A Survey of the Different Models...............................................................94 
6.1.1. Jullière’s Model ...................................................................................97 
6.1.2. A Free-Electron Model .........................................................................98 
6.1.3. Complex Band Structure and Symmetry............................................ 100 
6.1.4. Interface Resonant States and Interface Bonding............................... 102 
6.1.5. Diffusive Transport............................................................................ 102 
6.2. Proposed Model for Spin-Dependent Tunneling in Partially Crystalline MTJs: 
Present Study...................................................................................................... 103 
6.2.1. The CoFe Grain Distribution ............................................................. 103 
6.2.2. 3D Band Structure of CoFe Using the Tight-Binding Approximation ..107 
6.2.3. Calculation of Velocities and Final Positions of Particles Emanating a 
Band................................................................................................................ 119 
6.2.4. Modified Jullieres Technique for Calculating TMRs............................ 122 
6.3.5. The Contribution Due to MgO ........................................................... 122 
6.3.6. Band Parameters, and Velocity Vectors of CoFeB............................... 124 
xi 
 
6.3.7. Incorporating CoFeB along with CoFe for obtaining the final TMR...... 126 
6.3.8. Results.............................................................................................. 127 
6.3.9. Future Work ..................................................................................... 130 
7. THE DEVELOPMENT OF A ROBUST MTJ CIRCUIT MODEL .......................... 132 
7.1. Requirements of the Model ...................................................................... 132 
7.2. The Important Electrical Characteristics of the Model .............................. 134 
7.3. An Overview of the Circuit Model............................................................. 135 
7.4. The SPICE Level 2G Implementation........................................................ 137 
7.4.1. Nonlinear Voltage-Dependent Resistors ............................................. 137 
7.4.2. The Voltage Controlled Switch ........................................................... 143 
7.4.3. The Bi-stable Memory Element.......................................................... 144 
7.4.4 The Magnetic Sub-circuit ................................................................... 147 
7.4.5. The Simulation of a Flash-Comparator Using the Magnetic Tunnel 
Junctions......................................................................................................... 150 
8. CONCLUSIONS AND FUTURE WORK ............................................................ 155 
APPENDICES .................................................................................................... 157 
Appendix I: Detailed processing steps............................................................. 158 
Appendix II: Study of nichrome as a bottom electrode..................................... 160 
Appendix III: Annealing of SOG ...................................................................... 172 
Appendix IV: Energy Integrals in Terms of Two-Center Integrals ..................... 174 
Appendix V: SPICE Level 2 Model for the simulation of the MTJ circuit........... 176 
xii 
 
REFERENCES................................................................................................... 182 
 
xiii 
 
 
LIST OF TABLES 1.1 Problems	  in	  fabrication	  encountered	  during	  the	  first	  attempt	  at	  fabricating	  the	  MTJ	   8 
2.1	   Details	  of	  the	  Tools	  Used	  for	  the	  Fabrication	  of	  the	  MTJs	   10 
3.1.	   Table	  showing	  the	  maximum	  permeability,	  coercivity	  and	  saturation	  flux	  density	  of	  selected	  soft	  magnetic	  materials	   26 
3.2.	   Maximum	  TMR	  ratio	  with	  different	  free	  and	  pinned	  layers	  for	  the	  optimum	  anneal	  temperature.	   32 
5.1.	   Major	  Changes	  between	  Former	  Stacks	  and	  Present	  Stack	   66 
6.1.	   Table	  containing	  the	  expressions	  for	  the	  3D-­‐dispersion	  relationships	  for	  the	  d-­‐bands	  in	  BCC	  solids	   102 
6.2.	   Fitting	  parameters	  used	  for	  fitting	  the	  dispersion	  relationships	  to	  bands	  calculated	  from	  first	  principles	   104 
6.3.	   Exponential	  decay	  rates	  of	  the	  different	  CoFe	  bands	  in	  MgO	   111 
II-I	   The surface characteristics of NiCr films with deposition parameters 153 
II-II	   The sheet resistance and resistivity for different sputtering conditions	   156 
xiv 
 
 
LIST OF FIGURES 
 
1.1. The	  increase	  in	  the	  subthreshold	  and	  active	  power	  density	  with	  gate	  length	  scaling	  is	  shown.	  The	  increase	  in	  the	  passive	  power	  density	  is	  seen	  to	  be	  approaching	  that	  due	  to	  the	  active	  power	  density	  and	  shall	  surpass	  the	  active	  power	  density	  at	  the	  
Gordian	  knot. 
3 
1.2. Spin	  as	  another	  dimension	  which	  may	  be	  manipulated	  independent	  of	  the	  electric	  field,	  allowing	  for	  greater	  functionality	  within	  the	  same	  physical	  space.	   4 
1.3. Emerging	  devices	  envisioned	  for	  solutions	  beyond	  CMOS	  reported	  in	  the	  ITRS	  2007.	   5 
1.4. The evolution of the MTJ stack over the years.	   9 
1.5. The	  transmission	  of	  electrons	  when	  the	  free	  layer	  magnetization	  is	  parallel	  (a)	  and	  anti-­‐parallel	  (b)	  to	  the	  fixed	  layer. 11 
1.6. A	  schematic	  representation	  of	  the	  device	  structure	  of	  the	  MTJ	   12 
1.7. The	  mask	  layout	  and	  cross-­‐sectional	  diagram	  of	  the	  MTJ	  stack	   15 
1.8.	   Three	  different	  MTJ	  lots	  developed	  in	  the	  first	  attempt	  at	  fabricating	  the	  devices.	  Notice	  that	  the	  first	  devices	  used	  Al2O3	  as	  the	  tunneling	  barriers.	  Note	  that	  the	  above	  graphs	  are	  reproduced	  from	  Stephen’s	  thesis.	  The	  thicknesses	  of	  the	  bottom	  electrodes	  are	  actually	  incorrect.	  There	  is	  a	  200nm	  thick	  Al	  layer	  that	  acts	  as	  the	  
16 
xv 
 
bottom	  electrode,	  on	  top	  of	  which	  the	  rest	  of	  the	  stack	  is	  located.	  
2.1.	   A	  chart	  showing	  the	  list	  of	  analytical	  techniques	  employed	  in	  this	  study.	   21 
2.2.	   A	  schematic	  representation	  of	  the	  method	  used	  for	  four-­‐point	  measurement	  (a)	  and	  the	  layout	  of	  the	  structure	  for	  doing	  the	  same	  (b)	   24 
2.3	   A	  schematic	  representation	  of	  the	  test	  setup	  used	  for	  measuring	  the	  TMR	  of	  the	  MTJs.	   25 
2.4.	   The	  interactions	  between	  a	  sample	  and	  an	  electron	  beam	   23 
2.5.	   relationship	  between	  the	  wavelength	  of	  an	  electron,	  and	  its	  acceleration	  voltage.	   27 
2.6.	   A	  sample	  sliced	  into	  a	  thin	  layer	  for	  TEM	  measurements	  using	  a	  FIB	  (a),	  a	  bright	  field	  image	  of	  the	  sample	  (b)	  and	  a	  dark	  field	  image	  of	  the	  sample	  (c).	   28 
2.7.	   Optical	  ray	  diagrams	  for	  forming	  bright-­‐field	  (a),	  dark-­‐field	  (b),	  and	  high-­‐resolution	  images	  (c)	  in	  a	  TEM.	   29 
2.8.	   HRTEM	  Images	  of	  a	  CoFe	  grain	  sandwiched	  in	  between	  an	  MgO	  grain.	   30 
2.9.	   Basic	  principle	  of	  Electron	  Energy	  Loss	  Spectroscopy	  (EELS).	   31 
2.10 The	  x-­‐ray	  diffraction	  pattern	  due	  to	  a	  single-­‐crystal	  sample	  (a)	  and	  that	  due	  to	  a	  poly-­‐crystalline	  sample	  (b)	  is	  shown.	   32 
2.11	   A	  picture	  of	  the	  sample	  stage	  mounted	  on	  an	  eulerian	  cradle	  (a),	  the	  whole	  XRD	  set-­‐up	  (b),	  and	  a	  schematic	  representation,	  representing	  the	  various	  parts	  of	  the	  system	  (c).	  
34 
xvi 
 
3.1.	   A	  schematic	  representation	  of	  a	  tunneling-­‐barrier	  grown	  on	  top	  of	  a	  rough	  bottom-­‐electrode.	  The	  fig.	  is	  not	  to	  scale.	  The	  direction	  of	  magnetization	  of	  the	  pinned	  layer	  is	  shown	  by	  red	  arrows	  while	  that	  of	  the	  free	  layer	  is	  shown	  by	  blue	  arrows.	  
38 
3.2.	   A	  shift	  in	  the	  B-­‐H	  curve	  is	  shown	  due	  to	  magnetic	  coupling	  between	  the	  free	  layer	  and	  the	  upper	  pinned	  layer	  resulting	  from	  surface	  roughness.	   38 
3.3.	   Oscillations	  in	  antiferromagnetic	  coupling	  as	  a	  function	  of	  Ru	  thickness	  is	  shown	  above.	   39 
3.4.	   A	  schematic	  representation	  of	  the	  advantage	  of	  using	  a	  non-­‐magnetic	  spacer	  layer	  is	  shown.	   40 
3.5.	   A	  comparison	  of	  the	  interfaces	  formed	  between	  AlOx	  (a),	  as-­‐deposited	  MgO	  (b)	  and	  MgO	  after	  being	  annealed	  at	  375ºC	  (c).	  Notice	  that	  the	  AlOx	  forms	  an	  amorphous	  layer	  while	  MgO	  forms	  a	  crystalline	  layer.	  The	  interface	  quality	  between	  MgO	  and	  CoFeB	  increases	  significantly	  after	  the	  MTJ	  stack	  is	  annealed.	  
43 
3.6.	   The	  updated	  stack	  used	  for	  Phase	  II	  of	  the	  fabrication	  process	   45 
3.7.	   The	  MTJ	  patterning	  technique	  using	  a	  photoresist	  mask.	   47 
3.8.	   Crystalline	  characteristics	  of	  different	  materials	  before	  and	  after	  in-­‐situ	  annealing.	  Ta	  peaks	  are	  clearly	  visible	  before	  annealing	  (a),	  an	  MgO	  peak	  is	  observed	  only	  after	  annealing	  at	  400°C	  for	  1	  hour	  (b)	  and	  no	  significant	  differences	  are	  observed	  for	  unannealed	  NiFeCr	  and	  Ru	  before	  anneal	  (c)	  and	  after	  a	  350°C	  anneal	  (d)	  and	  similarly,	  no	  change	  in	  Ru	  crystallinity	  before	  (e)	  and	  after	  anneal	  (f).	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3.9.	   A	  TEM	  cross-­‐section	  with	  PEELS	  analysis	  depicting	  the	  different	  layers	  along	  with	  a	  schematic	  representation	  of	  the	  layered	  structure	  that	  I	  intended	  to	  be	  put	  down.	  Note	  that	  the	  schematic	  isn’t	  to	  scale,	  and	  the	  numbers	  in	  brackets	  are	  thicknesses	  in	  nm	  of	  layers	  that	  are	  intended	  to	  be	  deposited.	  
54 
3.10.	   The	  TEM	  micrograph	  of	  the	  device	  structure	  showing	  the	  bottom	  electrode,	  the	  seed	  layer,	  the	  MTJ	  layer,	  the	  Ru	  capping	  layer	  and	  the	  top	  electrode	  (a),	  and	  a	  zoomed-­‐in	  section	  (b)	  showing	  the	  details	  of	  the	  MTJ	  stack.	  
55 
4.1.	   The	  as-­‐deposited	  samples	  used	  for	  studying	  the	  effects	  of	  anneal	  on	  different	  layers	  of	  the	  MTJ.	  The	  study	  of	  the	  interaction	  of	  CoFeB	  and	  MgO	  only	  is	  studied	  in	  (a),	  while	  the	  interaction	  of	  CoFeB,	  MgO	  and	  Ru	  is	  studied	  using	  the	  sample	  shown	  in	  (b).	  
59 
4.2.	   XRD	  images	  obtained	  for	  the	  MgO	  (200)	  peak	  (a)	  and	  a	  CoFe	  (200)	  peak	  (b)	  are	  shown.	  A	  grain	  of	  crystalline	  CoFe	  is	  seen	  surrounded	  by	  uncrystallized	  CoFeB	  at	  the	  CoFeB|MgO	  interface	  in	  (c).	  
62 
4.3.	   Relative	  XRD	  Intensities	  as	  a	  function	  of	  2θ	  is	  plotted	  with	  the	  anneal	  temperature	  as	  a	  parameter,	  showing	  the	  MgO	  (200)	  and	  the	  CoFe	  (200)	  peak.	  The	  data	  is	  extracted	  from	  2D-­‐measurements	  similar	  to	  those	  shown	  in	  Fig.	  4.2.	  
63 
4.4.	   Characteristics	  of	  Gaussian	  data	  fits	  (represented	  by	  amplitude,	  FWHM	  and	  the	  2θ	  peak	  position)	  are	  plotted	  as	  a	  function	  of	  anneal	  temperature,	  for	  the	  MgO	  (200)	  peaks	  (a),(b)	  and	  (c)	  and	  for	  the	  CoFe	  (200)	  peaks	  (d),(e)	  and	  (f).	  
64 
4.5.	   The	  (200)	  lattice	  parameter	  for	  MgO	  (squares)	  and	  CoFe	  (circles)	  are	  plotted	  as	  a	  function	  of	  anneal	  temperature	  is	  plotted	  in	  (a).	  The	  percentage	  mismatch	   67 
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between	  the	  CoFe	  lattice	  and	  the	  MgO	  lattice	  as	  a	  function	  of	  temperature	  is	  shown	  in	  (b).	  
4.6.	   The	  crystal	  size	  of	  individual	  grains	  of	  CoFe	  (circles)	  and	  MgO	  (squares),	  as	  well	  as	  the	  contact	  area	  ratio	  of	  the	  individual	  crystals	  (crosses)	  as	  a	  function	  of	  temperature	  are	  shown	  in	  (a).	  A	  schematic	  representation	  (not	  to	  scale)	  of	  individual	  grains	  of	  CoFe	  on	  top	  of	  an	  MgO	  grain	  is	  shown	  in	  (b).	  
68 
4.7.	   TEM	  images	  of	  the	  unannealed	  sample,	  and	  those	  annealed	  at	  different	  temperatures	  is	  shown.	  As	  may	  be	  observed	  from	  the	  TEM	  images,	  interfaces	  are	  steadily	  improved	  with	  anneal	  temperatures.	  Lables	  ‘a’,	  ‘b’	  and	  ‘c’	  are	  physical	  locations	  for	  the	  PEELS	  line-­‐scans	  shown	  in	  Fig.	  8.	  
70 
4.8.	   B	  K	  edge	  (a)	  and	  O	  K	  edge	  (b)	  at	  a	  location	  deep	  inside	  the	  MgO	  capping	  layer	  (open	  squares),	  near	  the	  interface	  (solid	  line)	  and	  inside	  the	  CoFeB	  layer	  (open	  circles)	  for	  the	  sample	  annealed	  at	  395	  °C.	  
71 
4.9.	   The	  variation	  in	  the	  normalized	  intensity	  of	  the	  oxygen	  peak	  around	  536	  eV	  (solid	  line),	  the	  gap	  state	  energy	  loss	  at	  530	  eV	  (dashed	  lines),	  and	  for	  boron	  around	  193	  eV	  (open	  squares)	  and	  230	  eV	  (open	  circles),	  as	  a	  function	  of	  PEELS	  scan	  distance	  (a),	  and	  plot	  of	  boron	  doffusion	  coefficient	  in	  MgO	  as	  a	  function	  of	  temperature	  (b).	  
73 
4.10.	   The	  presence	  of	  different	  elemental	  compositional	  analysis	  as	  a	  function	  of	  the	  position	  in	  the	  sample,	  for	  samples	  annealed	  at	  500°C	  (a),	  and	  for	  samples	  annealed	  at	  395°C	  (b).	  Note	  that	  a	  white	  spot	  indicates	  the	  presence	  of	  a	  particular	  chemical	  species.	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5.1.	   Material	  Stacks	  designed	  for	  finding	  the	  variation	  of	  the	  TMR	  for	  different	  configurations.	  The	  thickness	  of	  the	  MgO	  is	  varied	  in	  (a)	  for	  finding	  the	  variation	  of	  TMR	  and	  the	  parallel	  and	  antiparallel	  resistances	  as	  a	  function	  of	  MgO	  thickness.	  In	  (b),	  an	  antiferromagnetic	  layer	  is	  used	  to	  see	  if	  the	  lower	  pinned	  layer	  can	  be	  atomically	  coupled	  to	  the	  permanent	  antiferromagnetic	  stack.	  
76 
5.2.	   The	  MTJ	  patterning	  technique	  using	  a	  Ta	  hardmask.	   77 
5.3.	   The	  structural	  integrity	  of	  post-­‐deposited	  samples	  with	  a	  1nm	  thick	  layer	  MgO	  (a)	  and	  2nm	  thick	  MgO	  layer	  (b)	  by	  design	  is	  shown.	   78 
5.4.	   Magnetization	  curves	  obtained	  for	  three	  different	  samples	  before	  annealing,	  and	  after	  annealing	  at	  380°C	  for	  one	  hour.	   80 
5.5.	   The	  AMR	  measurement	  for	  the	  sample	  shown	  on	  Fig.	  5.3.(a)	  showing	  a	  definite	  change	  in	  resistance	  as	  the	  magnetization	  is	  changed.	   81 
5.6.	   The	  background	  SIMS	  traces	  obtained	  during	  the	  ion-­‐milling	  of	  wafers	  containing	  layers	  similar	  to	  that	  shown	  in	  Fig.	  5.3.(a),	  and	  of	  wafers	  containing	  layers	  similar	  to	  that	  shown	  in	  Fig.	  5.3.(b)	  	  (b)	  are	  shown.	  
83 
5.7.	   3D	  AFM	  images	  of	  the	  side-­‐walls	  of	  some	  of	  the	  fabricated	  MTJ’s	   85 
5.8.	   The	  SEM	  image	  of	  a	  3µm×3µm	  MTJ	  MESA	  (a),	  with	  a	  corner	  zoomed	  out	  to	  see	  the	  damage	  due	  to	  the	  ion-­‐milling	  (b),	  and	  that	  of	  a	  larger	  9µm×9µm	  MTJ	  MESA,	  showing	  an	  intact	  MESA	  with	  what	  appears	  to	  be	  re-­‐deposition	  at	  the	  edges.	  
86 
5.9.	   The	  EDS	  spectrum	  at	  the	  location	  of	  the	  bottom	  electrode,	  suggesting	  that	  the	   87 
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bottom	  electrode	  is	  indeed	  present.	  
5.10.	   A	  schematic	  representation	  of	  measuring	  the	  I-­‐V	  characteristics	  of	  the	  MTJ	  MESA	  using	  an	  AFM	   88 
5.11.	   The	  CAFM	  measurements	  of	  a	  3µm×3µm	  MTJ	  device.	   89 
6.1.	   A	  TEM	  image	  of	  a	  CoFe	  grain	  embedded	  in	  a	  CoFeB	  matrix	  (a),	  and	  a	  schematic	  representation	  of	  the	  same	  (b).	   89 
6.2.	   Three	  square	  grains	  at	  a	  distance	  of	  r	  away	  from	  each	  other	  (a),	  and	  the	  possible	  positions	  of	  such	  grains	  when	  these	  grains	  are	  removed	  a	  distance	  nr	  away	  (b).	   102 
6.3.	   Plots	  of	  the	  value	  if	  P,	  the	  probability	  of	  finding	  a	  CoFe	  grain	  at	  a	  particular	  point	  (x,y)	  for	  different	  parameters.	   103 
6.4.	   A	  schematic	  representation	  of	  a	  unit	  BCC	  structure,	  showing	  the	  direction-­‐cosines	  of	  the	  central	  atom	  to	  a	  nearest	  atom,	  and	  one	  of	  the	  next-­‐nearest	  atoms.	   104 
6.5.	   Fits	  (lines)	  to	  the	  dispersion	  relationships	  calculated	  using	  first	  principles	  (symbols)	  for	  majority	  spin	  bands	  (a),	  and	  minority	  spin	  bands(b).	   111 
6.6.	   Fermi	  surfaces	  for	  the	  majority	  spin	  bands	  (a)	  and	  the	  minority-­‐spin	  bands	  (b)	   114 
6.7	   Fermi	  velocities	  superimposed	  upon	  the	  Fermi	  surface,	  showing	  the	  distribution	  of	  the	  velocities	  about	  the	  Fermi	  surface.	   116 
6.8.	   In	  (a),	  an	  electron	  originating	  from	  one	  side	  of	  the	  rectangular	  barrier	  exits	  the	  barrier	  on	  the	  other	  side	  at	  point	  P1,	  and	  in	  (b),	  a	  distribution	  of	  these	  points	  for	  all	  electrons	  having	  a	  Fermi	  surface	  resembling	  one	  shown	  in	  Fig.	  6.7.	  
118 
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6.9.	   Schematic	  representation	  of	  a	  Fermi	  sphere	  representing	  an	  electron	  in	  an	  isotropic	  medium.	   119 
6.10.	   The	  distribution	  of	  electrons	  originating	  at	  the	  origin	  on	  one	  side	  of	  the	  barrier	  from	  a	  Fermi	  sphere,	  on	  the	  other	  side	  of	  the	  barrier.	   122 
6.	  11.	   The	  probability	  of	  finding	  a	  CoFe	  grain	  with	  tGrain	  =	  1×10-20t(a), 6t (b), 12t (c), 
and 18t (d).	   124 
6.12.	   The	  TMR’s	  as	  a	  function	  of	  barrier	  thickness,	  with	  tGrain	  as	  a	  parameter.	  The	  values	  of	  the	  probability	  function	  used	  are	  shown	  in	  the	  previous	  figure.	   126 
6.13.	   The	  variation	  of	  TMR	  as	  a	  function	  of	  the	  grain	  size.	   127 
7.1.	   The	  main	  components	  of	  the	  MTJ	  macro-­‐model	  is	  shown.	  It	  is	  broken	  down	  into	  three	  major	  sub-­‐circuits	  –	  the	  MTJ	  magnetic	  sub-­‐circuit	  which	  implements	  specifics	  of	  the	  input	  hysteresis	  or	  the	  asteroid	  curve	  (as	  the	  case	  may	  be,)	  the	  bi-­‐stable	  memory	  element	  which	  is	  useful	  for	  saving	  the	  relative	  orientation	  of	  the	  free-­‐layer,	  and	  finally	  the	  MTJ	  electrical	  sub-­‐circuit	  which	  models	  the	  voltage	  dependence	  of	  the	  resistances	  in	  the	  parallel	  and	  anti-­‐parallel	  states	  
128 
7.2.	   A	  schematic	  representation	  of	  the	  process	  of	  representing	  a	  voltage-­‐dependent	  nonlinear	  resistor	  using	  elements	  of	  SPICE	  Version	  2G	  is	  shown.	  First	  the	  nonlinear	  resistor	  function	  f(V)	  is	  mapped	  into	  a	  convenient	  representation	  comprising	  of	  a	  linear	  resistor	  and	  a	  nonlinear	  resistance	  function	  (a),	  and	  then	  the	  newly	  mapped	  non-­‐linear	  resistance	  function	  is	  represented	  by	  a	  dependent	  current	  source	  which	  draws	  the	  same	  amount	  of	  current	  which	  would	  have	  flowed	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through	  resistance	  R2	  (b).	  
7.3.	   Representitive	  I-­‐V	  curves	  one	  of	  which	  does	  not	  converge	  (Curve	  I),	  and	  the	  other	  which	  does	  converge	  (Curve	  II)	  during	  a	  Newton-­‐Raphson	  iteration	  in	  a	  simulator.	   137 
7.4.	   A	  schematic	  representation	  of	  the	  sub-­‐circuit	  used	  for	  representing	  the	  nonlinear	  voltage	  dependence	  of	  the	  MTJ	  in.	   137 
7.5.	  	  	   Measured	  R-­‐V	  characteristics	  from	  	  compared	  to	  SPICE	  simulations.	  The	  solid	  lines	  represent	  the	  measured	  high	  and	  low	  resistances	  in	  the	  anti-­‐parallel	  and	  parallel	  configurations	  separately.	  The	  open	  circles	  represent	  the	  SPICE	  simulation	  for	  the	  
Rap	  sub-­‐circuit	  and	  the	  open	  squares	  represent	  the	  SPICE	  simulation	  results	  for	  the	  
Rp	  sub-­‐circuit.	  
139 
7.6.	  	  	   The	  implementation	  of	  the	  voltage	  controlled	  switch	  is	  shown.	  The	  control	  voltage	  Vsc	  is	  used	  to	  switch	  between	  a	  high	  or	  a	  low	  voltage,	  which	  in	  turn	  is	  converted	  by	  a	  VCCS	  to	  a	  conductance	  proportional	  to	  the	  input	  voltage.	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7.7.	  	  	   Implementation	  of	  the	  bi-­‐stable	  memory	  element	  is	  represented	  schematically	  above.	  An	  ideal	  OPAMP	  with	  a	  differential	  gain	  of	  1000,	  a	  single	  pole	  having	  a	  time	  constant	  of	  1ns,	  a	  1mA	  current	  limiter	  and	  a	  ±5V	  voltage	  limiter	  (a)	  is	  used	  in	  a	  regenerative	  feedback	  loop	  (b)	  forming	  a	  Schmitt	  trigger.	  An	  input	  buffer	  with	  associated	  voltage	  limiters	  isolates	  the	  trigger	  from	  variations	  in	  impedances	  of	  the	  input	  circuitry,	  while	  a	  voltage	  shaping	  circuit	  and	  another	  isolation	  circuitry	  isolates	  the	  trigger	  from	  variations	  in	  the	  output	  impedances.	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7.8.	  	  	   Simulations	  of	  the	  transfer	  characteristics	  of	  the	  Schmitt	  trigger	  of	  Fig.	  	  7.6	  without	  the	  use	  of	  a	  voltage	  shaping	  circuit	  in	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  to	  the	  output	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   143 
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the	  presence	  of	  the	  voltage	  shaping	  circuit	  are	  shown	  in	  (a).	  Notice	  the	  constant	  bi-­‐stable	  output	  voltages	  with	  the	  proper	  pulse	  shaping	  circuit.	  A	  transient	  simulation	  of	  the	  internal	  node	  voltages	  are	  shown	  in	  (b).	  The	  y-­‐axes	  in	  (b)	  have	  units	  of	  volts.	  
7.9.	   An	  implementation	  of	  the	  Magnetic	  Sub-­circuit	  comprising	  of	  only	  one	  input	  current.	  The	  write	  current	  is	  applied	  via	  the	  external	  terminals	  marked	  1	  and	  2,	  while	  the	  output	  voltage	  is	  obtainable	  through	  the	  external	  node	  marked	  3.	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  of	  the	  transfer	  characteristics	  of	  the	  magnetic	  sub-­‐circuit	  connected	  to	  the	  Schmitt	  trigger	  is	  shown	  above.	  It	  is	  overlaid	  with	  the	  hysteresis	  measured	  due	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7.11.	   A	  sub-­‐circuit	  comprising	  of	  three	  MTJs	  forming	  a	  very	  basic	  flash	  converter.	  Set	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  be	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  the	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  thus	  changing	  the	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  of	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  of	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  in	  Fig.	  	  9	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  to	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  an	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  state	  of	  the	  MTJs	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  the	  first	  part	  of	  the	  simulation,	  and	  then	  they	  are	  used	  again,	  in	  the	  second	  half	  of	  the	  simulation	  to	  set	  the	  MTJs	  to	  a	  different	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  The	  resulting	  electrical	  simulations	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  form	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II-2.	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normalized image (b) on which proper measurements may be 
performed. The process of obtaining statistical measurements from the 
sample shown in (b) comprises of dividing up the heights of each of the 
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obtaining statistical measurements of the heights from them is shown 
in (c).  	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II-3.	   The RBS result for the formation of NiCr after sputtering from an 
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1. INTRODUCTION 
Brisk developments in information technology, and the proliferation of devices with the 
ability to capture an ever-increasing plethora of audio, video, and various other sensory 
information in digital form has created a huge demand for fast and reliable ways of storing, 
retrieving and processing information. Improvements in speed and capacity have thus far been 
achieved via the scaling of devices. However, physical scaling appears to garner greater 
hindrance, as the device sizes approach atomic scales. For augmenting physical scaling, other 
natural degrees of freedom, such as spin are being currently explored. The commercialization of 
such devices in the form of high-density hard-drive read-write heads have catalyzed much rigor 
in spintronics research, culminating in the 2007 Nobel prize in physics. 
1.1. Current Trends in Scaling 
Scaling in the semiconductor electronics industry generally refers to the shrinking of device 
dimensions with the progression of the years, characterized by what is ubiquitously known as 
Moors Law [1]. This is not exactly a physical law, but the combined effort of a group of 
motivated individuals to obtain more functionality and faster performance in the same electronic 
equipment, cheaper than ever before. All this, by simply reducing the dimensions of the simplest 
building block of the electronic circuits: the transistor. However, scaling has not always been an 
easy, and is getting ever more difficult now as some of the critical dimensions (such as gate 
thicknesses) are approaching atomic dimensions. Some of the biggest problems that are facing 
the industry are described below. Then, a new dimension it electronics is presented, something 
that has become practicable only in recent years. This dimension has the potential of advancing 
the state of the art by a quantum leap, which would be able to propel technology into the future. 
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1.1.1. The Power Wall One	  of	  the	  greatest	  adversaries	  to	  scaling	  has	  been	  a	  point	  on	  a	  power-­‐gate	  length	  graph	  known	  as	  the	  Gordian	  knot	  [2],	  shown	  in	  Fig.	  1.1	  as	  the	  point	  of	  intersection	  between	  the	  red	  and	  the	  blue	  lines.	  The	  red	  line	  represents	  the	  increase	  in	  the	  active	  power	  per	  square	  centimeter	  of	  the	  chip,	  as	  the	  dimensions	  of	  MOS	  transistors	  decrease.	  However,	   the	  blue	   line	  represents	  power	  per	  square	  centimeter	   of	   the	   chip	   when	   the	   transistor	   is	   in	   the	   off	   state,	   i.e.	   when	   the	   transistors	   are	   not	  supposed	  to	  not	  pass	  current	  through	  them.	  Some	  current	  does	  pass	  through,	  however,	  and	  has	  a	  logarithmic	  dependence	  upon	  the	  threshold	  voltage	  VT,	  given	  by	  
	   IOFF ∝ exp −VTe / nkT( ) ,	   (1.1)	  
Where	   IOFF	   is	   the	   off-­‐state	   current	   represented	   by	   the	   k	   is	   the	   Boltzmann	   constant,	   T	   is	   the	  absolute	   temperature	   and	   e	   is	   the	   electronic	   charge.	  N	   is	   approximately	   1.4	   for	   practical	   design.	  Since,	  VT	   scales	  with	   the	  voltage	   across	   the	  device	  VDD	  which	   in	   turn	   scales	  with	  gate	   length.	  The	  ration	  of	  off-­‐state	  power	  to	  the	  on-­‐state	  power	  is	  a	  good	  indicator	  of	  the	  inefficiency	  of	  the	  chip.	  The	  knot	  shown	  in	  the	  figure	  represents	  the	  point	  where	  the	  off-­‐state	  power	  shall	  overtake	  the	  on-­‐state	  power,	  and	  represents	  the	  point	  where	  the	  inefficiency	  of	  the	  system	  will	  become	  a	  significant.	  The	  only	  way	  of	  augmenting	  the	   inefficiency	  would	  either	  be	  to	   find	  new	  devices,	  or	  new	  materials	   to	  make	  the	  devices,	  or	  to	  turn	  off	  the	  power	  altogether.	  	  
There	   have	   been	   significant	   strides	   toward	   materials	   research,	   novel	   device	   technologies,	  multiple	  VT,	  VDD,	  LGATE	   and	  TOX	   offered	   for	   the	   same	   technology	  node	   and	   on	   the	   same	  wafer,	   and	  even	  novel	  circuit	  design	  techniques	  to	  alleviate	  this	  problem.	  However,	  the	  most	  efficient	  method	  of	  ameliorating	  the	  problem	  would	  of	  course	  be	  to	  completely	  do	  away	  with	  off-­‐state	  power.	  This	  elusive	   goal	   might	   be	   achievable	   using	   innovations	   that	   the	   spin-­‐degree	   of	   freedom	   that	   the	  electrons	  offer.	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Fig.	  1.1.	  	  The	  increase	  in	  the	  subthreshold	  and	  active	  power	  density	  with	  gate	  length	  scaling	  is	  shown.	  The	  increase	  in	  the	  passive	  power	  density	  is	  seen	  to	  be	  approaching	  that	  due	  to	  the	  active	  power	  density	  and	  shall	  surpass	  the	  active	  power	  density	  at	  the	  Gordian	  knot.	  
1.1.2. Spin as Another Dimension The	  electrons	  have	  only	  but	  a	  few	  fundamental	  properties	  –	  their	  mass,	  electric	  charge	  and	  spin.	  Current	  electronics	  employs	  the	  charge	  of	  the	  electrons	  to	  impart	  momentum	  to	  them	  using	  electric	  fields,	   by	   letting	   them	   fall	   down	   electric	   potentials.	   However,	   the	   spin	   of	   the	   electrons	   has	   been	  largely	  ignored	  –	  until	  recently.	  Today	  it	  is	  possible	  to	  manipulate	  the	  electric	  charge	  and	  the	  spin	  simultaneously.	  Thus,	  not	  only	  is	  it	  possible	  to	  affect	  the	  movement	  of	  electrons	  using	  the	  charge	  of	  the	  electrons,	  but	  also	  the	  spin	  of	   the	  electrons.	  This	  allows	  some	  very	  remarkable	  possibilities,	  a	  small	  survey	  of	  which	  shall	  be	  provided	  in	  the	  next	  chapter.	  However,	  it	  is	  interesting	  to	  note	  that	  this	  inclusion	  of	  the	  spin	  of	  the	  electron	  would	  allow	  for	  the	  manipulation	  of	  the	  electron	  in	  another	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parameter	   space,	   or	   an	   additional	   dimension.	   Thus,	   the	   electron	   is	   able	   to	   translate	   in	   both	   an	  electric	  potential	  and	  in	  the	  magnetic	  potential,	  as	  shown	  in	  Fig.	  1.2.	  
	  
	  
	  
	  
	  
Fig.	  1.2.	  Spin	  as	  another	  dimension	  which	  may	  be	  manipulated	  independent	  of	  the	  electric	  field,	  allowing	  for	  greater	  functionality	  within	  the	  same	  physical	  space.	  
The	  momentum	  of	   the	  electrons	   (represented	  by	  p)	   is	   governed	  by	  both	   the	  electric	   field	   (E)	  and	   the	   magnetic	   field	   (H).	   This,	   however	   is	   not	   the	   end	   of	   the	   story.	   Since	   the	   presence	   of	   an	  electric	   field	   depends	  upon	   the	   reference	   frame	  of	   the	   observer,	   depending	  upon	   the	  path	   of	   the	  electron,	  the	  electron	  might	  see	  the	  local	  electric	  potential	  as	  a	  magnetic	  potential.	  Several	  devices	  have	  been	  reported	  utilizing	  this	  effect.	  Further,	  these	  spin-­‐polarized	  electrons	  may	  also	  be	  used	  as	  a	  stepping-­‐stone	  for	  accessing	  the	  nuclear	  spin	  in	  certain	  materials	  and	  that	  will	  possibly	  allow	  one	  to	  realize	  quantum	  computers.	  
Spin-­‐based	   devices	   are	   being	   considered	   for	   increasing	   the	   density	   of	   existing	   devices	   in	   the	  International	  Technology	  Roadmap	  (ITRS)	  2007.	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Fig.	  1.3.	  Emerging	  devices	  envisioned	  for	  solutions	  beyond	  CMOS	  reported	  in	  the	  ITRS	  2007.	  
1.2. Spin Phenomena in Different Material Systems In	   this	   section,	   a	   summary	   of	   spin	   phenomena	   is	   provided.	   For	   a	   more	   detailed	   review	   of	  spintronic	  phenomena	  the	  author	  is	  encouraged	  to	  go	  through	  the	  excellent	  review	  on	  the	  subject	  by	  Zutic	  et	  al.	  [3].	  Spin	  is	  an	  intrinsic	  characteristic	  of	  the	  individual	  building	  blocks	  of	  matter,	  is	  a	  constant	   for	   the	   particular	   building	   block	   in	   question,	   and	   can	   only	   truly	   be	   explained	   using	  relativistic	   quantum	   mechanics.	   Spin	   however	   is	   often	   visualized	   as	   the	   angular	   momentum	  component	  of	   the	  particle	  due	  to	  the	  particle	  spinning	  about	  an	  axis,	   just	  as	  the	  earth	  spins	  about	  itself	  giving	  us	  day	  and	  night.	  Furthermore,	  all	  fermions	  (electrons,	  protons,	  nuclei	  included)	  have	  spins	  that	  are	  quantized	  in	  magnitude	  to	  odd	  half-­‐integers	  of	  ℏ.	  Electrons	  have	  spins	  of	  ±½ℏ.	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The	   idea	   of	   using	   spin	   for	   electronic	   computation	   had	   already	   been	   proposed	   by	   such	  visionaries	   as	   Feynman	   [4]	   and	   Landauer	   [5].	   Recently,	   magnetic	   [6]	   and	   ferromagnetic	   [7]	  semiconductors	  are	  used	  for	  the	  injection	  of	  spin	  polarized	  electrons	  into	  semiconductors	  and	  that	  these	  electrons	  have	  long	  diffusion	  lengths	  (in	  GaAs	  for	  example	  [8]).	  
Magnetic	  metals	  have	  been	  widely	  studied,	  and	  are	  the	  primary	  material	  of	  choice	  for	  the	  MTJ.	  The	   phenomenon	   of	   spin	   transport	   in	   such	   material	   systems	   is	   obviously	   very	   important	   and	  pertinent	   to	   the	   present	   study.	   Thus	   a	   whole	   section	   has	   been	   devoted	   to	   the	   phenomenon	   of	  transport	   in	   magnetic	   metals,	   and	   shall	   be	   discussed	   later	   in	   much	   greater	   detail.	   This	   section	  provides	   an	   overview	   of	   the	   major	   transport	   phenomenon	   in	   other	   material	   systems	   and	   their	  potential	  applications.	  
Nonmagnetic	  metals	   do	   not	   generally	   have	   identical	   densities	   for	   both	   the	   spin-­‐up	   and	   spin-­‐down	  states	  around	  the	  Fermi	  level.	  There	  is	  however,	  a	  Spin	  Hall	  effect,	  due	  to	  which	  electrons	  of	  opposite	  spin	  polarity	  flow	  along	  opposite	  ends	  of	  the	  wire,	  in	  opposite	  directions[9,	  10].	  This	  effect	  has	   been	   shown	   in	   Al	   [11]	   (and	   the	  magnitude	   of	   the	   effect	   corresponds	   closely	   with	   predicted	  values	  [12,	  13])	  and	  ZnSe	  [14].	  The	  spin	  Hall	  effect	  has	  potential	  applications	  in	  routing	  packets	  of	  spin	  for	  routing	  or	  logic.	  Another	  interesting	  property	  of	  nonmagnetic	  metals	  is	  that	  most	  of	  these	  materials	   have	   strong	   spin-­‐orbit	   coupling.	   In	   the	   absence	  of	   a	  magnetic	   field,	   strong	  momentum-­‐scattering	   occurs	   due	   to	   the	   spin-­‐degeneracy	   of	   the	   metals,	   with	   lifetimes	   as	   low	   as	   a	   few	  femtoseconds.	  During	  this	  process,	  there	  is	  a	  strong	  propensity	  for	  a	  spin-­‐flip	  process	  as	  well.	  This	  is	  known	  as	  the	  Elloitt-­‐Yafet	  [15,	  16]	  process.	  It	  has	  been	  observed	  in	  Cu	  [17]	  and	  may	  be	  used	  as	  spin-­‐relaxers.	  
Magnetic	   insulators	   have	   shown	   some	   of	   the	   highest	   MR	   effects	   in	   tunnel	   junctions	   at	   low	  temperatures	  [18-­‐20],	  resulting	  from	  a	  split-­‐band	  energy	  of	  a	  few	  eV	  –	  significantly	  larger	  than	  the	  few	  kBT	   needed	   for	   carrier	   transport.	   These	  would	   form	   excellent	  magnetic	   insulators.	   However,	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these	  rare-­‐earth	  magnetic	  insulators	  are	  not	  magnetically	  ordered	  at	  room	  temperatures.	  Magnetic	  semiconductors	  have	  been	  proposed	  by	  hosting	  magnetic	  dopants	  in	  nonmagnetic	  semiconductors	  such	  as	   In1-­xMnxAs	  and	  Ga1-­xMnxAs	  to	  have	  similar	  characteristics[21-­‐23].	  When	  the	  density	  of	   the	  dopant	  Mn	  atoms	  becomes	  high	  enough,	  through	  the	  double-­‐exchange	  mechanism[24,	  25],	  parallel	  orientation	   of	   holes	   results	   in	   substantial	   reduction	   in	   energy,	   which	   in	   turn	   drives	   the	  ferromagnetic	  state.	  The	  importance	  of	  holes	  mediating	  the	  ferromagnetic	  state	  immediately	  makes	  them	  significantly	  more	  important	  than	  their	  insulator	  counterparts,	  since	  it	   is	  possible	  to	  control	  the	   hole	   concentration	   using	   some	   gating	   mechanism.	   Both	   the	   Curie	   temperature	   [26]	   and	   the	  coercive	  field	  [27]	  has	  been	  successfully	  changed	  using	  such	  a	  technique.	  Unfortunately,	  the	  rather	  high	  doping	  levels	  of	  Mn,	  their	  relatively	  low	  fabrication	  temperatures	  and	  their	  low	  (i.e.	  lower	  than	  room-­‐temperature)	   Curie	   temperatures	   have	   rendered	   them	   very	   difficult	   to	   fabricate.	  Nevertheless,	  simple	  device	  have	  been	  demonstrated	  [28].	  
Nonmagnetic	   insulators	   also	   show	   the	   spin	  Hall	   effect,	   but	  unlike	   their	  metallic	   counterparts,	  transport	  can	  occur	  far	  from	  the	  Fermi	  surface,	  resulting	  in	  much	  greater	  complexity	  in	  determining	  their	  transport	  characteristic.	  One	  of	  the	  most	  profound	  examples	  of	  this	  is	  the	  characterization	  of	  spin	  transport	  in	  such	  insulators	  as	  MgO	  in	  Fe-­‐MgO-­‐Fe	  barriers	  and	  similar	  structures.	  This	  shall	  be	  described	   in	   much	   greater	   detail	   in	   another	   section.	   Even	   in	   the	   absence	   of	   magnetic	   fields,	  nonmagnetic	   semiconductors	   do	   not	   exhibit	   a	   pseudo-­‐spin	   degeneracy	   [29].	   These	   are	   split	  however,	  at	   finite	  k,	  by	  the	   internal	  relativistic	   transformation	  of	   the	   internal	  crystal	  electric	   field	  into	   magnetic	   fields	   in	   the	   rest-­‐frame	   of	   the	   moving	   electrons.	   For	   direct-­‐band	   semiconductors,	  although	   the	   effective	   crystal	   magnetic	   field	   vanishes	   at	   conduction	   minimum	   due	   to	   Kramers	  degeneracy,	  within	  a	  100meV	  of	   the	  band	  edge	   the	   local	  magnetic	   field	  quickly	   approaches	  1000	  Tesla	   –	   something	   that	   is	   quite	   difficult	   to	   reproduce	   (let	   alone	   abate)	   with	   normal	   laboratory	  magnets.	   Due	   to	   the	   presence	   of	   this	   momentum-­‐dependent	   internal	   magnetic	   field,	   the	   spin-­‐polarization	   of	   a	   set	   of	   electrons	   generally	   diphase.	   Thus,	   the	   spin-­‐lifetime	   depends	   upon	   the	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structure	  of	  the	  effective	  magnetic	  field,	  which	  in	  turn	  depends	  upon	  the	  inversion	  symmetry	  of	  the	  material.	  Control	  of	   the	   spin	  polarization	  by	   the	   control	  of	   inversion	   symmetry,	   either	  by	  growth	  [30-­‐32],	  or	  by	  an	  applied	  electric	  field	  [33]	  (also	  known	  as	  the	  Rashba	  field)	  has	  been	  demonstrated.	  
1.2.1. Applications in Memory and Logic Spin	   states	   of	   electrons	   have	   already	   been	   used	   for	   making	   memory	   devices.	   The	   MRAM	  developed	   at	   Freescale	   [34]	   and	   IBM	   [35]	   and	   the	   racetrack	  memory	   developed	   at	   IBM	   [36,	   37]	  bears	  testimony	  to	  that.	  In	  the	  past	  however,	  the	  spin	  of	  the	  electrons	  have	  been	  used	  for	  memory	  for	   a	   long	   time	   in	   magnetic	   hard-­‐drives.	   During	   the	   early	   days,	   of	   course,	   hard-­‐drives	   were	   not	  thought	   of	   as	   spin	   devices,	   but	   rather	  magnetic	   devices.	   It	  was	   only	   after	   the	   introduction	   of	   the	  GMR	  read-­‐write	  heads	  by	  IBM	  for	  their	  hard-­‐disk	  drives	  that	  spintronics	  gained	  some	  momentum.	  Other	  than	  GMR	  read-­‐write	  heads,	  magnetic	  sensors	  [38]	  had	  been	  devised	  based	  on	  the	  spin-­‐valve.	  
Other	  than	  these	  commercial	  devices,	  several	  different	  types	  of	  transistors,	  including	  SpinFETS	  [39-­‐41],	   magnetic	   bipolar	   transistors	   [42,	   43]	   and	   hot	   electron	   transistors	   [44,	   45]	   have	   been	  proposed	  or	  demonstrated.	  Spins	  in	  single	  electron	  transistors	  have	  also	  been	  studied	  [46]	  for	  the	  purpose	   of	   realizing	   the	   quantum	   computer	   [47].	   Some	   circuits	   and	   devices	   have	   also	   been	  proposed	   for	   reconfigurable	   logic	   [48],	   multiple	   valued	   logic	   [49,	   50]	   and	   CAM-­‐based	   logic	  architectures	  [51-­‐53],	  which	  has	  immense	  ramifications	  for	  future	  electronic	  systems.	  
1.3. Magnetic Tunnel Junctions Magnetic	   tunnel	   junctions	   are	   the	   most	   ubiquitous,	   that	   actively	   relied	   upon	   the	   spin	   of	   the	  electrons	  for	  its	  device	  operation.	  This	  structure	  is	  central	  to	  this	  thesis,	  and	  shall	  be	  described	  in	  detail	  in	  this	  section.	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1.3.1. Introduction to Magnetic Tunnel Junctions The	  MTJ	  comprises	  of	  two	  ferromagnetic	  electrodes	  separated	  from	  one	  another	  by	  a	  tunneling	  barrier.	   These	   ferromagnetic	   electrodes	   are	   generally	   patterned	   into	   micro-­‐	   and	   nano-­‐scaled	  devices,	  whence	  the	  natural	  tendency	  of	  the	  electrodes	  is	  to	  from	  a	  single-­‐domain	  structure.	  These,	  either	   using	   shape-­‐	   or	   natural-­‐anisotropy	   are	   made	   to	   magnetize	   either	   in	   the	   parallel	   or	  antiparallel	  directions,	  depending	  upon	  whether	  the	  magnetizations	  of	  the	  two	  layers	  point	  in	  the	  same	   direction	   or	   in	   the	   opposite	   directions,	   respectively.	   When	   the	   magnetizations	   of	   the	   two	  layers	   are	   parallel,	   the	   overall	   resistance	   of	   the	   overall	   structure	   of	   the	   three	   layers	   is	   less,	   than	  when	  the	  magnetizations	  of	  the	  two	  layers	  are	  antiparallel.	  The	  possibility	  of	  discrimination	  of	  the	  two	   resistive	   states	   at	   room	   temperature	   is	  what	   is	   used	   as	  memory.	   Since	   ferromagnetic	   layers	  allow	   for	   the	   retention	   of	   the	  magnetic	   information	  without	   the	   expenditure	   of	   external	   energy,	  nonvolatile	   operation	   is	   possible.	  The basic MTJ stack is shown in Fig. 1.4(a) which was 
what was used for most of the experimental investigation of the TMR phenomenon. 
However, due mainly to the work of S. S. S. Parkin and others, significant progress 
has been made to the basic structure of the MTJ so as to make it more suitable as for 
the commercial applications. 
 
 
 
 
 
Fig. 1.4. The evolution of the MTJ stack over the years [35]. 
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The first advancement was the introduction of the SAF stack that replaced the 
fixed layer. This resulted in removing any stray magnetic field that would emanate 
from the lower pinned layer. This was also a major improvement since, the SAF layer 
could be engineered to have just enough residual magnetism so as to overcome the 
effect of Neel coupling which was always present in initial iterations of the stacks. 
Simultaneously, another scheme was introduced which allowed for the pinning to take 
place at the atomic level. This involved the use of a natural antiferromagnetic layer 
which, once annealed, would result in the formation of a very strong atomic coupling 
of the magnetic field, and would itself resist demagnetization in magnetic fields, since 
as a whole, the antiferromagnetic layer did not have an intrinsic magnetic field. Soon 
afterward, the antiferroamgnetic layer was coupled with the idea of the SAF stack to 
give the structure that is most prevalent in the industry today. Of course, there have 
been some changes simple changes such as the design of structures having a natural 
anisotropy in the magnetization, or the use of an SAF stack in the lower as well as the 
upper pinned layer, but the overall structure and stack has been what is shown in Fig. 
1.4. 
The	   physics	   behind	   the	   principle	   of	   operation	   of	   the	  MTJ	   is	   described	   in	   detail	   in	   Chapter	   6.	  Briefly,	   the	  operation	  of	  the	  MTJ	  depends	  upon	  the	  spin-­‐polarization	  that	  occurs	   in	   ferromagnetic	  electrodes,	  due	  to	  the	  different	  density	  of	  states.	  Each	  electrode	  acts	  as	  a	  spin	  filter.	  When	  two	  such	  electrodes	   are	   placed	   close	   to	   one-­‐another,	   in	   the	   parallel	   state,	   both	   filter	   one	   type	   of	   electron,	  while	  in	  the	  antiaprallel	  state,	  they	  filter	  both	  types	  of	  electrons.	  Thus,	  in	  the	  parallel	  state,	  the	  MTJ	  offers	  a	  relatively	  lower	  resistance	  than	  that	  offered	  in	  the	  antiparallel	  state.	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1.3.2. MgO as a Tummeling Barrier Several	   authors	   [54,	   55]	   did	   several	   studies	   on	   the	   first	   principles	   studies	   on	   the	   transport	  properties	   of	   electrons	   through	   a	   thin	   layer	   of	   MgO	   when	   sandwiched	   between	   ferromagnetic	  electrodes.	  MgO	   being	   crystalline	   had	   a	  well-­‐defined	   dispersion	   relationship.	   The	  Δ 1	   spd	   orbital	  presented	  a	  path	   for	   the	  electrons	  conducting	  via	  electrodes	  polarized	  parallel	   to	  each	  other,	  and	  thus	  decay	  at	  a	  much	  slower	  rate.	  Further,	  another	  pd	  orbital	  presents	  an	  orbital	  which	  provides	  a	  similar	   path	   for	   the	   conduction	   of	   such	   electrons	   wish	   a	   slightly	   greater	   rate	   of	   decay	   of	   the	  evanescent	  waves.	  The	  majority	   transmission	  probability	  of	   the	  parallel	   configuration	  has	  a	  peak	  near	   the	   k||=0	   direction	   is	   significantly	   greater	   for	   the	   parallel	   configuration	   than	   that	   of	   the	  antiparallel	  configuration.	  
	   	  
(a)	   (b)	  
Fig.	  1.5.	  The	  transmission	  of	  electrons	  when	  the	  free	  layer	  magnetization	  is	  parallel	  (a)	  and	  anti-­‐parallel	  (b)	  to	  the	  fixed	  layer.	  	  
	  
In	   the	  anti-­‐parallel	  configuration,	   the	   transmission	  probability	   in	   the	  k||=0	  direction	   in	   fact	   is	  practically	   negligible.	   This	   is	   shown	   in	   Fig.	   1.5.	   This	   results	   in	   an	  MgO	   assisted	   spin-­‐polarization	  increase	   much	   greater	   than	   that	   due	   to	   spin-­‐polarization	   alone.	   From	   these	   results	   it	   was	  immediately	   apparent	   that	   the	   TMR	   for	  MTJs	  made	   using	   the	   same	   scheme.	   Several	   other	  metal	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interfaces	  such	  as	  the	  Co|Al2O3|Co	  [56],	  Co|MgO|Co	  [57],	  FeCo|MgO|FeCo	  [58],	  and	  the	  formation	  of	  interfacial	   structures	   between	   MgO	   and	   Fe	   [59]	   have	   similarly	   been	   explored.	   Following	   the	  discovery	   of	   MgO,	   several	   research	   groups	   immediately	   ventured	   to	   take	   advantage	   of	   the	   new	  material,	  with	  significant	  success.	  
1.3.3. Device Structure A	  schematic	  representation	  of	  the	  device	  structure	  commonly	  used	  at	  present	  times	  is	  shown	  in	  Fig.	  1.6.	  	  
	  
	  
	  
	  
	  
	  
	  
Fig.	  1.6.	  A	  schematic	  representation	  of	  the	  device	  structure	  of	  the	  MTJ.	  
Significant	   details	   about	   each	   of	   the	   layers	   are	   provided	   in	   Chapter	   3.	   However,	   a	   brief	  description	  of	  the	  layers	  is	  present	  here.	  The	  lowest	  layer	  is	  the	  Si	  wafer,	  on	  top	  of	  which	  a	  oxide	  is	  grown.	  This	  is	  a	  insulating	  layer	  upon	  which	  the	  MTJ	  structure	  is	  going	  to	  be	  built.	  Also,	  as	  an	  aside,	  this	   is	   also	   the	   layer	   upon	  which	   lithographic	   patterns	   are	   etched,	   so	   that	   other	   levels	  might	   be	  aligned	  to	  one	  another.	  The	  MTJ	  being	  a	  two-­‐terminal	  device,	  is	  probed	  from	  one	  side	  by	  the	  bottom	  
Bottom Electrode (NiCr or Ta) [200nm] 
Lower Pinned Layer (CoFe)  [1.1nm] 
Barrier (MgO) [1nm] 
Free Layer (CoFeB) [2nm] 
Capping Layer (Ru) [7nm] 
Top Electrode (Al) [500nm] 
SAF coupling Layer (Ru) [0.85nm] 
Upper Pinned Layer (CoFeB) [2nm] 
ILD 
ILD 
[350nm] 
SiO2 [200nm] 
Si Wafer 
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layer,	  and	  from	  the	  other	  by	  the	  top	  electrode.	  The	  layers	  between	  the	  top	  and	  the	  bottom	  electrode	  comprises	  of	  the	  MTJ	  layers.	  The	  top	  MTJ	  layer	  is	  a	  capping	  layer,	  and	  is	  used	  for	  protecting	  the	  MTJ	  from	  oxidation	   and	   structural	   damage	  during	  processing.	  The	  next	   layer	   from	   the	   top	   (CoFeB)	   is	  one	  of	  the	  ferromagnetic	  electrodes,	  that	  sits	  on	  top	  of	  the	  MgO	  barrier.	  This	  is	  the	  free	  layer	  and	  is	  switched	  during	  the	  ‘write’	  process.	  The	  stack	  of	  three	  layers	  that	  support	  the	  MgO	  barrier	  together	  compose	  of	  the	  other	  ferromagnetic	  electrode.	  This	  is	  called	  the	  synthetic	  antiferromagnetic	  stack.	  These	  three	  together	  combine	  to	  form	  a	  robust	  synthetic	  antiferromagnet,	  with	  little	  stray	  magnetic	  field,	   and	   significant	   saturation	  magnetization,	   and	   as	   such	   is	   immune	   to	   low	   external	   magnetic	  field.	  	  An	  inter-­‐level	  dielectric	  separates	  the	  top	  and	  the	  bottom	  electrodes.	  
1.3.4. Applications MTJ’s	  are	  primarily	  used	  commercially	  in	  read/write	  heads	  of	  hard-­‐disks.	  This	  single	  invention	  is	  the	  primary	  reason	  for	  the	  significant	  increase	  in	  the	  storage	  capacities	  of	  the	  hard-­‐disks.	  These	  have	  recently	  attracted	  great	  attention	  as	  non-­‐volatile	  storage	  elements.	  These	  have	  also	  been	  used	  as	  magnetic	  sensors,	  and	  have	  been	  proposed	  to	  be	  used	  for	  reconfigurable	  computing.	  
1.4. Integration with Silicon at RIT Upon	   integration	   with	   Si,	   the	   MTJ	   leads	   to	   useful	   applications	   in	   random	   access	   memory,	  sensors	  and	  may	  be	  used	  for	  reconfigurable	  logic	  applications.	  Yemura	  et	  al.	  [60]	  proposed	  a	  novel	  concept	  of	  four-­‐valued	  MRAM.	  Sudirgo	  [61]	  attempted	  to	  integrate	  the	  MTJ	  device	  shown	  in	  section	  1.4.1	   with	   silicon-­‐based	   resonant	   interband	   tunneling	   diode	   (RITD).	   A	   brief	   review	   of	   the	  processing	  challenges	  encountered	  by	  Sudirgo	  are	  described	  below.	  	  
1.4.1. Device Fabrication – Phase I Device	  fabrication	  was	  previously	  attempted	  by	  using	  standard	  CMOS	  processes	  as	  a	  pilot-­‐run,	  for	  determining	  the	  process	  challenges	  associated	  with	  the	  fabrication	  of	  these	  devices	  by	  Stephen	  Sudirgo.	  The	  design	  and	  the	   fabrication	  process	   that	  was	  attempted	   [61]	  will	  be	  described	   in	   this	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section.	   After	   the	   first	   attempt,	   several	   changes	   were	   made	   in	   the	   fabrication	   process.	   Another	  attempt	  was	  made	  at	  fabricating	  the	  devices,	  described	  in	  Chapter	  3,	  after	  ameliorating	  the	  process.	  In	   this	  attempt,	   severe	   interdiffusion	  of	   the	  different	   layers	  was	  observed.	  For	  understanding	   the	  reasons	   behind	   this	   interdiffusion,	   detailed	   materials	   analysis	   was	   performed.	   The	   materials	  analysis	  is	  described	  in	  detail	  in	  Chapter	  4.	  Finally,	  the	  updated	  fabrication	  process	  is	  described	  in	  Chapter	  5.	  	  	  
1.4.1.1. Design Several	  test	  structures	  were	  designed	  for	  the	  implementation	  of	  the	  MTJ	  on	  a	  Si	  platform.	  These	  comprised	   of	   TLM	   structures,	   cross-­‐bridge	   structures	   for	   measuring	   resistances	   and	   contact	  resistances	  between	  various	  layers,	  and	  structures	  for	  four-­‐point	  probe	  measurement.	  An	  overview	  of	   the	  mask	   layout	   for	   the	   four-­‐point	  probe	  measurement,	   and	   the	  principle	  behind	   its	  operation	  has	   been	   described	   in	   the	   Chapter	   3.	   In	   Fig.	   1.7,	   a	   more	   detailed	   explanation	   of	   the	   current	  conduction	  process	  is	  shown.	  
	  
Fig.	  1.7.	  The	  mask	  layout	  and	  cross-­‐sectional	  diagram	  of	  the	  MTJ	  stack[61].	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The	  section	  of	  the	  MTJ	  within	  the	  layout	  is	  zoomed	  out	  to	  reveal	  the	  details	  of	  the	  layout.	  Charge	  enters	  the	  MTJ,	  from	  the	  terminal	  1,	  travels	  through	  ‘Metal	  1’	  until	  it	  reaches	  the	  MTJ.	  It	  then	  travels	  through	  the	  MTJ,	  and	  out	  of	  terminal	  4,	  via	  the	  bottom	  electrode	  The	  voltage	  is	  measured	  between	  terminals	  2	  and	  3,	  which	  connect	   to	  both	   ‘Metal	  1’	   and	   the	   ‘Bottom	  Electrode’.	  The	   fabrication	  of	  this	  device	  is	  described	  next.	  
Three	  stacks	  were	  designed	  for	  the	  MTJ.	  These	  are	  shown	  in	  Fig.	  1.8.	  
	  
	   (a)	   (b)	   (c)	  
Fig.	  1.8.	  Three	  different	  MTJ	  lots	  developed	  in	  the	  first	  attempt	  at	  fabricating	  the	  devices.	  Notice	  that	   the	   first	   devices	   used	   Al2O3	   as	   the	   tunneling	   barriers[61].	   Note	   that	   the	   above	   graphs	   are	  reproduced	  from	  Sudirgo’s	  thesis.	  The	  thicknesses	  of	  the	  bottom	  electrodes	  are	  actually	  incorrect.	  There	  is	  a	  200	  nm	  thick	  Al	   layer	  that	  acts	  as	  the	  bottom	  electrode,	  on	  top	  of	  which	  the	  rest	  of	  the	  stack	  is	  located.	  
1.4.1.2. Processing: Phase I A	   fabrication	   process	   was	   developed	   to	   fabricate	   the	   MTJ	   devices.	   The	   process	   is	   described	  briefly	  below.	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1. 500	  nm	  of	  thermal	  oxide	  was	  grown	  on	  a	  Si	  wafer,	  2. 200	  nm	  of	  Al	  was	  deposited	  as	  the	  bottom	  electrode,	  	  3. MTJ	  stacks	  were	  deposited,	  4. The	  MTJs	  were	  field-­‐annealed,	  5. MTJ	  Mesas	  are	  defined	  using	  photoresist,	  6. A	  MESA	  etch	  is	  performed,	  which	  stops	  at	  the	  bottom	  electrode,	  7. The	  photoresist	  is	  stripped	  using	  a	  standard	  O2	  plasma	  asher,	  8. The	  bottom	  electrode	  is	  patterned	  using	  photoresist,	  9. Al	  wet	  etch	  is	  used	  for	  the	  etching	  of	  the	  bottom	  electrode,	  10. 	  The	  photoresist	  is	  stripped	  using	  a	  standard	  O2	  plasma	  etcher,	  11. 300	  nm	  of	  PECVD	  TEOS	  is	  grown,	  12. Contact	  cut	  is	  defined,	  13. Contact	  cuts	  are	  etched	  using	  HF/dry	  CHF3,	  14. The	  photoresist	  is	  stripped	  using	  a	  standard	  O2	  plasma	  etcher,	  15. 200	  nm	  of	  Al	  is	  deposited	  during	  using	  sputtering,	  16. Metal	  1	  definiiton,	  17. Metal	  Etch	  using	  the	  Al	  wet	  etch,	  and	  18. The	  photoresist	  is	  stripped	  using	  a	  standard	  O2	  plasma	  etcher.	  
1.4.1.3. Results Most	  devices	  exhibited	  a	  short.	  The	  logical	  explanation	  was	  that	  there	  was	  some	  re-­‐deposition	  at	  the	  sides,	  due	  to	  which	  the	  top	  and	  the	  bottom	  electrodes	  were	  electrically	  connected.	  However,	  significant	  processing	   challenges	  were	   encountered	  during	   this	   run.	  This	   is	  described	   in	   the	  next	  section.	   Process	  modifications	   specifically	   aimed	   at	   rectifying	   these	   and	   other	   problems	   shall	   be	  described	  in	  Section	  3.4.	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Proposed	  solutions	  for	  these	  shall	  be	  presented	  in	  Chapter	  3.	  	  
TABLE	  1.1.	  Problems	  in	  fabrication	  encountered	  during	  the	  first	  attempt	  at	  fabricating	  the	  MTJ	  Problem	   Proposed	  Workaround	  for	  Phase	  II	  
The	  bottom	  electrode	   is	  patterned	  after	   the	  MESA	   etch.	   During	   ion-­‐milling,	   the	   bottom	  electrode	  is	  etched	  away.	  	  
The	  bottom	  electrode	   is	   first	  patterned,	  and	  then	   the	  MESA	   is	   etched	   using	   ion-­‐milling.	   The	  material	  of	  the	  bottom-­‐electrode	  also	  changed.	  
The	  resist	  after	  a	  MESA	  etch	  was	  hardened.	  Acetone	   and	   other	   solvents	   were	   unable	   to	  remove	  the	  resist.	  
High-­‐power	   oxygen	   plasma	   was	   used	   to	  remove	   the	   resist.	   During	   this	   process,	   the	   Fe	  layers	  were	  oxidized.	  	  
A	  combination	  of	  different	  methods	  used	  for	  removing	  the	  resist.	  
PECVD	   oxide	   (TEOS)	   used.	   This	   used	  relatively	   higher	   temperature	   (390°C),	   and	  introduces	  Cr	  atoms	  into	  the	  chamber.	  
An	  SOG	  process	  developed	  for	  the	  purpose.	  
	  
1.5. Motivation After	  a	  thorough	  review	  of	  work	  reported	  by	  Sudirgo,	  it	  became	  imperative	  to	  develop	  a	  robust	  fabrication	  process	  of	  the	  MTJ.	  Thus,	  a	  new	  initiative	  of	  creating	  a	  stand-­‐alone	  MTJ	  cell	  was	  devised.	  One	   that	   would	   result	   in	   the	   realization	   of	   a	   standardized	   process	   for	   creating	   MTJ’s	   and	  subsequently	  may	  be	  used	  for	  more	  advanced	  circuit	  applicaitons.	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1.6. Research Objectives The	  objectives	  going	  into	  the	  research	  were	  few:	  
• Generate	  substantial	  physical	  understanding	  of	  the	  MTJ	  stack	  
• Create	  a	  robust	  MTJ	  fabrication	  sequence	  
• Characterize	  the	  fabricated	  stack,	  electrically	  and	  magnetically	  
• Generate	  a	  circuit	  model	  which	  can	  be	  used	  for	  designing	  more	  advanced	  circuits	  
1.7. Organization of the Dissertation In	   this	   section,	   the	   organization	   of	   the	   dissertation	   is	   presented.	   Chapter	   2	   describes	   the	  experimental	   procedures,	   and	   fabrication	   processes	   used	   in	   this	   study.	   Chapter	   3	   describes	   an	  earlier	  attempt	  at	  making	  the	  device.	  Chapter	  4	  describes	  the	  details	  of	  the	  materials	  analysis	  that	  have	   resulted	   in	   the	   proposed	  modifications	   of	   fabrication	   processes.	   The	   new	  process	   has	   been	  described	   in	   Chapter	   5.	   The	   theoretical	   model	   developed	   to	   explain	   tunneling	   in	   partially	  crystallized	   CoFeB	   is	   discussed	   in	   Chapter	   6.	   In	   Chapter	   7,	   a	   robust	   circuit	   model	   has	   been	  developed,	  which	  can	  be	  used	  for	  simulating	  larger	  circuits	  using	  MTJ	  elements.	  Finally,	  conclusions	  and	  future	  work	  are	  summarized	  in	  Chapter	  8.	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2. EXPERIMENTAL The	  MTJ	  structures	  in	  this	  study	  were	  fabricated	  using	  the	  process	  flow	  which	  will	  be	  described	  in	  Section	  1.2.2.1,	  Section	  3.2,	  and	  Section	  5.1	  The	  major	   tools/processes	  used	   for	   fabrication	  are	  listed	   in	  Section	  2.1	  Section	  2.2	  describes	   the	  principles	  and	  applications	  of	  analytical	   techniques	  employed	  in	  this	  study.	  
2.1. Fabrication Processes A	  number	  of	  tools	  and	  processes	  have	  been	  used	  for	  fabrication	  process.	  These	  often	  use	  names	  that	  are	  specific	  to	  RIT.	  However,	  each	  tool	  has	  its	  own	  website,	  explaining	  its	  features.	  In	  Table	  2.1,	  each	   of	   the	   tools	   are	   described	   very	   briefly;	   additionally,	   references	   to	   their	   web	   locations	   are	  provided,	   such	   that	   other	   processes	   may	   be	   able	   to	   modify	   their	   own	   tools	   accordingly.	  Furthermore,	  it	  is	  important	  to	  note	  that,	  especially	  with	  dry	  plasma-­‐based	  tools,	  powers	  and	  flows	  are	  tool-­‐specific,	  depending	  upon	  the	  area	  of	  the	  target.	  Thus,	  people	  using	  this	  work	  to	  design	  their	  depositions	   are	   cautioned	   that	   they	   should	   first	   determine	   equivalent	   parameters	   for	   their	   own	  tools,	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TABLE	  2.1	  Details	  of	  the	  Tools	  Used	  for	  the	  Fabrication	  of	  the	  MTJs	  Process	   Tool	  Name	   Ref.	  #	   Description	  
RCA	  Clean	   RCA	  Wetbench	   [62]	   Pre-­‐clean	  wafers	  for	  processing	  
Oxide	  Wet	  Etch	   BOE	  Etch	  Bench	   [63]	   Buffered	  oxide	  etch	  (essentially	  HF)	  
Resist	  Strip	   PRS	  2000	  Bath	   [64]	   Photoresist	  strip	  (chemical	  unknown)	  
Al	  Wet	  Etch	   Al	  Etch	  Tank	   [64]	   Al	  wet-­‐etching	  (Phosphoric,	  Acetic,	  Nitric)	  
Ultrasonic	  Agitation	   Ultrasonic	  Bench	   [65]	   For	   agitating	   the	   wafer	   during	   the	   lift-­‐off	  process	  using	  CD	  26	  and	  acetone.	  
Resist	  Coater/Developer	   SVG	  Track	   [66]	  
Coating	   and	   developing	   a	   wafer.	   This	  automates	   the	   task	   of	   coating	  HMDS,	   cooling,	  coating	   wafer,	   soft-­‐baking	   and	   finally	   cooling	  during	   the	   coating	   stage,	   and	  developing,	   and	  hard-­‐baking,	   and	   cooling	   during	   the	  development	  stage.	  
Resist	  Coater/Developer	   CEE	  100	   [67,	  68]	   This	   is	   a	   manual	   stage	   where	   non-­‐standard	  processes	  such	  as	  lift-­‐off	  may	  be	  done.	  
Manual	  Coater	   SCS	  Spinner	   [69]	   A	   spin-­‐coater	   where	   non-­‐resist	   coatings	   may	  be	  used.	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Stepper	   GCA	  Stepper	   [70]	   A	  g-­‐line	  stepper	  capable	  of	  exposing	  4-­‐	  and	  6-­‐inch	  wafers	  
Oxidation	  Furnace	   Bruce	  Tube	  1	  	   [71]	   Annealing	  wafers	  at	  approximately	  1000°C	  for	  the	  growth	  of	  oxide	  on	  the	  surface	  of	  a	  wafer.	  	  
Anneal	  Furnace	   Bruce	  Tube	  2	   [72]	   Tube	  used	  for	  annealing	  the	  SOG	  
DC	  Sputter	   CVC-­‐601	   [73]	   DC	   sputtering	   system	   used	   for	   sputtering	   the	  bottom	  electrode	  
RF	  Sputter	   PE	  4400	   [74]	   RF	   sputtering	   system	   with	   load-­‐locked	   RF	  sputter	   etch	   capability	   –	   used	   for	   depositing	  the	  top	  electrode	  
Multi-­‐Chamber	  Sputter	  	   Nexus	  PVD	  Tool	   [75]	   Used	  for	  deposition	  of	  the	  MTJ	  layers	  
Ion-­‐Beam	  Etching	   Nexus	  IBE	  Tool	   [76]	   Used	   for	   etching	   the	   MTJ	   layers	   after	   hard-­‐mask	  patterning	  
RIE	  Tool	   Drytec	  Quad	   [77]	   For	  etching	  the	  contact-­‐cuts	  in	  the	  ILD	  
2.2. Material Characterization  A	  significant	  amount	  of	  materials	  characterization	  accompanied	  the	  fabrication	  process.	  These	  include	   characterization	   of	   the	   magnetic	   properties,	   the	   electrical	   properties,	   and	   the	   chemical	  properties.	  Some	  details	  of	  these	  shall	  be	  provided	  next.	  The	  techniques	  used	  are	  listed	  in	  Fig.	  2.1.	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Fig.	  2.1.	  A	  chart	  showing	  the	  list	  of	  analytical	  techniques	  employed	  in	  this	  study.	  
2.2.1 Magnetization Characterization Characterization	  of	  magnetic	  properties	  of	   the	  materials	  was	  done	  to	  determine	  the	  nature	  of	  the	  magnetization	  of	   the	  different	   layers,	  which	   in	   turn	   indirectly	   yields	   an	  understanding	  of	   the	  nature	  of	  spin	  polarization	  to	  explain	  the	  anticipatory	  results	  of	  TMR	  in	  the	  final	  devices.	  
2.2.1.1. Magneto-Optic Kerr Effect In	  this	  method,	   linearly	  polarized	  light	  is	  reflected	  off	  a	  magnetic	  material,	  while	  the	  magnetic	  material	   is	   placed	   in	   a	   variable	  magnetic	   field.	   The	   linearly	   polarized	   light	   changes	   to	   elliptically	  polarized	   light.	   	   This	   change	   is	   directly	   proportional	   to	   the	  magnetization	   of	   the	  magnetic	   layer.	  Thus,	  placing	  the	  sample	  in	  a	  variable	  magnetic	  field,	  and	  measuring	  the	  change	  in	  the	  polarization	  of	  light	  provides	  a	  quick	  method	  of	  testing	  the	  sample	  for	  magnetization.	  In	  this	  study,	  a	  Microsense	  Model	  S200	  Kerr	  system	  at	  IBM	  T.	  J.	  Watson	  Research	  Center	  was	  used.	  
Test and 
Characterization Techniques 
Magnetic Electrical Microscopic Structural 
• VSM 
• Kerr 
• ARM 
• MR 
• I-V 
• MR 
 
• SEM 
• TEM 
• PEELS 
• AFM 
• XRD 
• HRTEM 
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2.2.1.2. Vibrating Sample Magnetometer (VSM) Measurements In	  VSM,	   the	   sample	   is	   immersed	   in	   a	  magnetic	   field	   and	  vibrated	  at	   a	  particular	   frequency.	  A	  pickup	   coil	   is	   also	   placed	   on	   the	   sample	   that	   experiences	   an	   induced	   voltage.	   This	   voltage	   is	  proportional	   to	   the	   magnetization	   of	   the	   material	   being	   tested,	   but	   not	   on	   the	   strength	   of	   the	  applied	   magnetic	   field,	   if	   the	   field	   is	   stationary,	   and	   varied	   only	   between	   measurements.	   The	  magnetization	  as	  a	   function	  of	   the	  applied	  magnetic	   field	   is	  plotted	  as	  a	  measure	  of	   the	  ease	  with	  which	  the	  sample	  may	  be	  magnetized.	  In	  this	  study,	  a	  Microsense	  Vector	  Magnetometer	  Model	  10	  VSM	  system	  at	  IBM	  T.	  J.	  Watson	  Research	  Center	  was	  used.	  
2.2.1.3. Anisotropic Magneto-Resistance (AMR) Measurements In	   these	   measurements,	   the	   anisotropic	   magnetoresistance	   is	   measured,	   using	   a	   four-­‐point	  probe	  placed	  squarely	  on	  top	  of	  the	  film,	  while	  the	  sample	  is	  placed	  in	  a	  magnetic	  field,	  varied	  over	  time.	   The	   resistance	   is	   plotted	   as	   a	   function	   of	   the	   applied	  magnetic	   field.	   These	  measurements	  were	  done	  at	  the	  National	  University	  of	  Singapore.	  	  
2.2.2. Electrical Testing For	   testing	   the	   electrical	   characteristics	   of	   the	   devices,	   test	   structures	   appropriate	   for	   the	  measurement	  of	  TMR	  have	  been	  especially	   created.	  These	   are	  useful	   for	   the	  measurement	  of	   the	  simple	   resistances,	   and	   some	   other	   test	   structures	   were	   designed	   for	   measuring	   the	   electrical	  contact	  resistances,	  array	  operation	  and	  size	  dependences	  of	  resistance	  of	  the	  devices.	  	  
	  
	  
2.2.2.1. I-V Measurement 
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Four-­‐point	  measurements	   are	  used	   for	  measuring	   the	   resistance	   across	   the	   structures.	  These	  are	   measurements	   that	   generally	   give	   the	   greatest	   accuracy	   for	   resistive	   elements.	   A	   schematic	  representation	   of	   the	   four-­‐point	  measurement	   procedure	   is	   provided	   in	   Fig.	   2.2.(a),	   and	   the	   test	  structure	  used	  for	  the	  actual	  measurement	  is	  shown	  in	  Fig.	  2.2.(b).	  	  
The	  method	  of	  four-­‐point	  testing	  is	  shown	  schematically	  in	  Fig.	  2.1(a).	  A	  current	  of	  known	  value	  is	   passed	   through	   the	   device	   under	   test	   (DUT),	   which	   in	   this	   case	   is	   a	   resistor,	   and	   the	   voltage	  across	  it	  measured.	  When	  the	  resistance	  of	  the	  voltmeter	  is	  small,	  compared	  to	  the	  resistance	  of	  the	  DUT,	   a	   fairly	   accurate	   value	   of	   resistance	   is	  measured.	   The	   layout	   of	   the	  MTJ	   device	   structure	   is	  shown	   in	   Fig.	   2.1.(b)	   The	   green	   region	   represents	   the	   Ta	   bottom	   electrode.	   The	   blue	   regions	  represent	  the	  metal	  (Ta)	  from	  the	  top	  electrode.	  Thus,	  all	  electrodes	  used	  for	  measurement	  happen	  to	  be	  Ta.	  The	  top	  metal	  connects	  with	  that	  of	  the	  bottom	  metal	  through	  rectangular	  vias	  shown	  in	  black.	   A	   square	   black	   region	   at	   the	   center	   of	   the	   green	   bottom	   electrode	   represents	   the	   place	  approximately	  where	  the	  MTJ	  would	  be	  present.	  Current	  is	  passed	  through	  the	  outer	  electrodes	  1	  and	  4,	  while	  the	  voltage	  between	  the	  two	  ends	  of	  the	  device	  is	  measured	  between	  electrodes	  2	  and	  3.	  	  
Thus,	  it	  is	  beneficial	  to	  have	  the	  least	  amount	  of	  current	  that	  can	  be	  reliably	  forced	  through	  the	  structure,	   so	   that	   the	   change	   in	   magnetoresistance	   may	   be	   most	   easily	   measured.	   Furthermore,	  since	  the	  thickness	  of	  all	  the	  layers	  is	  so	  low,	  it	  is	  very	  easy	  to	  destroy	  the	  delicate	  tunneling	  barrier	  if	  a	  high	  voltage	  is	  applied	  to	  the	  MTJ.	  Several	  papers	  have	  discussed	  this	  breakdown	  phenomenon	  [78-­‐81].	  Thus,	   rather	   than	  having	  a	   continuous	  voltage,	   it	   is	   easier	   to	  use	  current	  pulses	  of	  much	  lower	   magnitude.	   These	   would	   alleviate	   the	   problems	   associated	   with	   dielectric	   breakdown	  significantly.	  
These	  measurements	  were	  made	   using	   a	   Keithley	   6700	   parameter	   analyzer	   equipped	  with	   a	  probe	  station	  at	  RIT	  test	  labs.	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   (a)	   (b)	  
Fig.	  2.2.	  A	  schematic	  representation	  of	  the	  method	  used	  for	  four-­‐point	  measurement	  (a)	  and	  the	  layout	  of	  the	  structure	  for	  doing	  the	  same	  (b).	  
2.2.2.2. MR Measurement Testing	  was	  done	  by	  the	  four-­‐point	  probe	  technique.	  A	  schematic	  representation	  of	  the	  test	  set-­‐up	  is	  shown	  in	  Fig.	  2.3.	  One	  of	  the	  most	  important	  things	  governing	  the	  design	  of	  such	  a	  system	  is	  the	  fact	  that	  the	  test	  set	  up	  needs	  to	  be	  completely	  nonmagnetic,	  since	  any	  stray	  magnetic	  field	  is	  going	  to	  adversely	  affect	  the	  system.	  The	  wafer	  is	  placed	  on	  an	  Aluminum	  stage	  machined	  specially	  for	   the	  purpose.	  The	  probes	  used	   for	   testing	  are	  non-­‐magnetic	  probes	  as	  well.	  The	  probe	  holders	  and	  probes	  may	  be	  obtained	  from	  Cascade	  Microtech©,	  Inc	  [82].	  Since	  the	  probes	  are	  nonmagnetic,	  they	  are	  held	  in	  place	  on	  the	  stage,	  using	  vacuum.	  The	  vacuum	  used	  for	  the	  wafer	  may	  also	  be	  used	  for	  holding	  the	  probes	  down.	  The	  microscope	  generally	  does	  not	   interfere	  with	   the	  measurement	  and	  any	  simple	  microscope	  may	  be	  used	  for	  the	  purpose.	  A	  Keithley	  parametric	  analyzer	  is	  used	  for	  electrical	  measurements.	  This	  is	  connected	  to	  a	  computer	  using	  a	  GPIB	  interface,	  and	  thus	  may	  be	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controlled	   remotely.	   A	   UE31CC	   servo-­‐motor	   is	   used	   to	   control	   a	   M495ACC	   rotational	   stage	  controller	  [83]	  for	  controlling	  the	  angular	  position	  of	  the	  magnet	  located	  on	  top	  of	  the	  motor.	  For	  the	  magnet,	   a	   GMW	  projected	   field	   electromagnet	   [84]	   is	   used,	  which	   is	   capable	   of	   changing	   the	  magnetic	  field	  over	  a	  range	  of	  4000	  G	  remotely	  using	  IEEE	  488	  interface.	  
	  
	  
	  
	  
	  
	  
	  
	  
Fig.	  2.3.	  A	  schematic	  representation	  of	  the	  test	  setup	  used	  for	  measuring	  the	  TMR	  of	  the	  MTJs.	  
The	   computer	   is	   connected	   to	   the	   Keithley	  measurement	   system,	   the	  magnet	   and	   the	   servo-­‐motors	  and	  actuators,	  and	   is	  able	   to	  control	   them	  remotely.	  The	  LabView	  system	  is	  used	   for	  easy	  access	  to	  the	  different	  systems.	  
	  
2.2.3 Materials Characterization Several	  tools	  have	  been	  used	  for	  characterizing	  the	  materials.	  These	  are	  described	  below.	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2.2.3.1. Electron Microscopy Electrons	   incident	   upon	   a	   sample	   interact	   with	   the	   sample	   in	   various	   ways.	   The	   different	  interactions	  between	  a	  sample	  and	  the	  electron	  beam	  are	  schematically	  depicted	  in	  Fig.	  2.4.	  
	  
	  
	  
	  
	  
Fig.	  2.4.	  The	  interactions	  between	  a	  sample	  and	  an	  electron	  beam.	  
Back-­‐scattered	   electrons	   are	   produced	   when	   electrons	   are	   incident	   squarely	   in	   the	   nucleus.	  These	  reflect	  back	  at	  approximately	  180°.	  The	  magnitude	  of	  the	  backscattered	  electron	  intensity	  is	  directly	   proportional	   to	   the	   charge	   in	   the	   nucleus.	   Secondary	   electrons	   are	   produced	   when	   the	  incident	  electron	  beam	  knocks	  a	  K-­‐shell	  (i.e.,	  inner	  shell)	  electron	  off	  an	  atom.	  An	  Auger	  electron	  is	  produced	  when	  an	  electron	   from	  a	  higher	  shell	   ‘fills’	   the	  hole	   left	  by	   the	  secondary	  electron.	  This	  process	   either	   emits	   a	   photon,	   or	   an	   outer-­‐shell	   electron.	   When	   electrons	   are	   emitted,	   they	  electrons	  are	  called	  Auger	  electrons.	  When	  photons	  are	  emitted,	  they	  are	  in	  the	  x-­‐ray	  spectrum.	  	  Of	  electrons	   that	   pass	   through	   (for	   samples	   that	   are	   very	   thin),	   most	   are	   unscattered,	   some	   are	  elastically	  scattered,	  while	  some	  are	  inelastically	  scattered.	  The	  wavelength	  of	  electrons	  accelerated	  at	  different	  energies	  is	  shown	  in	  Fig.	  2.5,	  where	  U	  is	  the	  energy	  of	  the	  electron	  in	  eV.	  The	  rest	  of	  the	  symbols	  have	  their	  usual	  meaning.	  When	  this	   is	  plotted	  as	  a	   function	  of	  energy,	  as	   in	  Fig.	  2.5,	   the	  wavelength	  is	  seen	  to	  be	  close	  to	  the	  distance	  between	  two	  atoms	  in	  a	  crystal,	  which	  happens	  to	  be	  of	   the	   order	   of	   an	   angstrom.	   A	   100	   eV	   electron	   has	   a	   wavelength	   close	   to	   that	   of	   the	   distance	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between	   atoms.	   Electrons	  with	   higher	   energy	   have	  wavelengths	   several	   orders	   smaller	   than	   the	  distance	  between	  atoms.	  For	  example,	  electrons	  with	  energies	  of	  100	  keV,	  (routinely	  used	  for	  TEM	  measurements,)	  have	  a	  wavelength	  of	  0.0037	  nm.	  These	  electrons	  may	  be	  used	  for	  viewing	  atomic	  lattices.	  	  
	  
Fig.	  2.5.	  The	  relationship	  between	  the	  wavelength	  of	  an	  electron,	  and	  its	  acceleration	  voltage.	  
2.2.3.1. Scanning Electron Microscopy A	  scanning	  electron	  microscope	  is	  an	  essential	  tool	  for	  viewing	  smaller	  features.	  It	  is	  comprised	  of	   a	   scanning	   electron	   gun	   that	   scans	   along	   the	   surface	   of	   the	   structure	   to	   be	   viewed.	   Secondary	  electrons	  are	  collected	  by	  a	  detector.	  The	  intensity	  of	  the	  backscattered	  electrons	  at	  each	  point	  may	  be	   stitched	   together	   to	   form	   an	   image	   on	   the	   computer	   screen.	   LEO	   field	   and	   thermal	   emission	  SEMs	  were	  used	  for	  this	  work.	  
2.2.3.2. Transmission Electron Microscopy For	  viewing	   features	  of	   the	  order	  of	   a	   few	  nanometers,	   a	  TEM	   is	   employed.	   Samples	   that	   are	  thinner	  than	  100	  nm	  will	  have,	  on	  average,	  one	  scattering	  event	  for	  electrons	  accelerated	  to	  ~100	  keV.	   These	   samples	   are	   generally	   prepared	   by	   a	   focused	   ion	   beam	   (FIB),	   in	  which	   the	   sample	   is	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placed	   in	  vacuum,	   and	  etched	  by	   the	  use	  of	   an	  argon	  beam,	  one	   layer	   at	   a	   time.	  An	  example	  of	   a	  sample	  prepared	  by	  the	  help	  of	  a	  FIB	  is	  shown	  in	  Fig	  2.6.(a)	  
	   	   	  
(a)	   (b)	   (c)	  
Fig.	  2.6.	  A	  sample	  sliced	  into	  a	  thin	  layer	  for	  TEM	  measurements	  using	  a	  FIB	  (a),	  a	  bright	  field	  image	  of	  the	  sample	  (b)	  and	  a	  dark	  field	  image	  of	  the	  sample	  (c).	  
Electrons	  are	   focused	  on	  a	   thin	  sample	  using	  condenser	   lenses.	  The	  TEM	   is	  operated	   in	   three	  different	   modes.	   In	   two	   modes	   (relatively)	   low	   resolution	   images	   are	   obtained.	   However,	   these	  modes	   are	   much	   faster	   to	   image.	   In	   one	   mode,	   the	   unscattered	   electron	   beam	   is	   used	   for	   the	  imaging	  the	  sample,	  and	  is	  known	  as	  the	  ‘bright	  field	  image.’	  This	  is	  shown	  in	  Fig.	  2.6(b)	  in	  which	  an	  MTJ	   cross-­‐section	   has	   been	   imaged	   using	   the	   unscattered	   electrons.	   In	   Fig.	   2.6(c),	   the	   dark	   field	  image	   is	   shown,	   in	   which	   the	   image	   is	   formed	   using	   the	   electrons	   that	   have	   been	   scattered	  elastically.	  Since,	  the	  number	  of	  electrons	  scattered	  inelastically	  is	  very	  small,	  these	  two	  images	  are	  essentially	  mirror	   images	  of	  each	  other.	  Since	   the	  amount	  of	  diffraction	  cross-­‐section	   is	  primarily	  determined	   by	   the	   atomic	   number	   of	   the	   elements,	   a	   contrast	   across	   different	   materials	   is	  immediately	  obtained.	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   (a)	   (b)	   (c)	  
Fig.	   2.7.	   Optical	   ray	   diagrams	   for	   forming	   bright-­‐field	   (a),	   dark-­‐field	   (b),	   and	   high-­‐resolution	  images	  (c)	  in	  a	  TEM.	  
Schematic	   representations	   of	   how	   bright-­‐field,	   dark-­‐field	   and	   high-­‐resolution	   TEM	   images	  might	  be	  obtained	  is	  shown	  in	  Fig.	  2.7.	  For	  obtaining	  high-­‐resolution	  images,	  all	  diffraction	  orders	  need	   to	  be	  obtained.	  This	   is	  done	  by	   increasing	   the	  diameter	  of	   the	  objective	  aperture.	  Note	   that	  since	   there	   are	   several	   problems	   inherently	   associated	  with	   the	  wide	   aperture	   such	   as	   spherical	  aberration,	   chromatic	   aberration,	   lens	   asymmetry,	   and	   so	   on,	   HRTEMs	   are	   generally	   a	   more	  sophisticated	  machine.	   Fig.	   2.8.	   shows	   two	  high-­‐resolution	  TEM	   images.	  Notice	   that	   the	  MgO	  and	  CoFe	  crystalline	  grains	  are	  clearly	  visible.	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Fig.	  2.8.	  HRTEM	  Images	  of	  a	  CoFe	  grain	  sandwiched	  in	  between	  an	  MgO	  grain.	  	  
The	  high	  resolution	  TEM	  pictures	  are	  obtained	  using	  a	  Hitachi	  HF-­‐2000	  TEM,	  at	  Micron.	  
2.2.3.3. Parallel Electron Energy-Loss Spectroscopy During	  the	  TEM	  analysis,	  it	  is	  possible	  to	  measure	  the	  energy	  loss	  due	  to	  the	  scattering	  within	  the	  material.	  This	  energy	  loss	  may	  be	  due	  to	  various	  scattering	  mechanisms.	  One	  of	  the	  losses	  is	  due	  to	   that	   of	   the	   transmitting	   electron	   scattering	   off	   an	   inner-­‐shell	   electron	   within	   the	   atom.	   This	  energy	  loss	  due	  to	  the	  collision	  is	  a	  direct	  measure	  of	  the	  energies	  of	  the	  outer	  shells	  of	  the	  atom,	  including	  those	  of	  the	  bonding	  orbitals,	  as	  shown	  in	  Fig.	  2.9(a).	  This	  information	  is	  a	  valuable	  tool	  for	  finding	  the	  nature	  of	  the	  elemental	  species	  with	  which	  the	  electron	  has	  scattered,	  and	  also	  the	  nature	  of	  the	  bonding	  that	  this	  element	  possess	  with	  other	  atoms.	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   (a)	   (b)	  
Fig.	  2.9.	  Basic	  principle	  of	  Electron	  Energy	  Loss	  Spectroscopy	  (EELS)[85].	  	  
A	  very	  fine	  beam	  of	  electrons	  (of	  the	  order	  of	  2	  Å	  diameter)	  is	  incident	  upon	  the	  sample.	  Since	  it	  is	   possible	   to	   scan	   the	   direction	   of	   the	   beam	   at	   will,	   a	   position-­‐dependent	   analysis	   is	   possible.	  Inelastically	   scattered	   electrons	   are	   passed	   through	   an	   energy	   analyzer,	   which	   separates	   the	  electrons	  having	  different	  energy	  in	  spatial	  positions.	  When	  electrons	  having	  different	  energies	  are	  collected	   in	  parallel,	   it	   is	   called	  Parallel	  Electron	  Energy	  Loss	  Spectroscopy	   (PEELS),	   as	   shown	   in	  Fig.	  2.9(b).	  	  
PEELS	  analysis	  has	  been	  used	  in	  two	  different	  ways.	  First,	  performing	  a	  PEELS	  line	  scan	  along	  a	  sample	  provides	  information	  about	  the	  various	  elements	  present	  at	  a	  particular	  point	  in	  the	  sample.	  This	   allows	   for	   understanding	   the	   elemental	   composition	   at	   different	   points	  within	   the	  material.	  Further,	   using	   the	   intensity	   spectrum	  as	   a	   function	   of	   both	  position	   and	   energy	   loss,	   the	   relative	  concentrations	  of	  the	  different	  elements	  within	  the	  sample	  at	  different	  points	  may	  be	  analyzed.	  This	  allows	  for	  the	  investigation	  of	  quantitative	  determination	  of	  nano-­‐scale	  diffusion	  of	  one	  elemental	  species	  into	  another	  layer.	  
A	   Hitachi	   HD-­‐2300A	   STEM	   fitted	  with	   a	   Gatan	   Enfina	   PEELS	   Spectrometer	   has	   been	   used	   at	  Micron	  in	  this	  study.	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2.2.3.4. Atomic Force Microscopy An	   AFM	  may	   be	   used	   for	   making	  measurements	   of	   very	   small	   height	   scales.	   This	   is	   a	   quick	  method	   of	   probing	   thicknesses	   and	   topography	   a	   few	   nanometers	   high.	   This	   is	   a	   great	   tool	   for	  measuring	  post-­‐etch	  specimen	  heights	   that	  are	  nanometers	  high.	  This	  probing	  microscopy	   is	  also	  capable	  of	  measuring	  magnetic	  domain	  walls	  (with	  a	  suitable	  tip)	  and	  position-­‐specific	  conductance	  of	  the	  sample	  (again,	  with	  a	  suitable	  tip).	  
An	  XE-­‐150,	  high-­‐accuracy	  large	  sample	  SPM	  at	  the	  Advanced	  Materials	  Lab	  at	  RIT	  has	  been	  used	  for	  this	  study.	  
2.2.3.5. 2D X-Ray Diffractometry X-­‐rays	  are	  incident	  on	  a	  sample	  at	  a	  certain	  angle.	  	  These	  rays	  are	  then	  scattered	  off	  at	  various	  angles	  depending	  upon	   the	  nature	  of	   the	  crystalline	  structure.	   In	  conventional	  x-­‐ray	  diffraction,	  a	  single	  point-­‐detector	   is	  used.	  This	   results	   in	   the	  detection	  of	   the	   size	  of	   the	  atomic	  planes	  and,	   if	  nano-­‐scale	   grains	   are	   present,	   the	   size	   of	   the	   grains.	   In	   an	   x-­‐ray	   diffraction	   tool	   containing	   a	   2D	  detector,	   the	   orientation	   of	   the	   crystal	   plains	   within	   the	   sample	   may	   be	   obtained	   as	   well.	   This	  feature	   proves	   invaluable	   in	   the	   determination	   of	   the	   direction-­‐dependent	   crystallization	   of	   the	  material	  under	  study.	  	  	  
	  
	  
	  
	   (a)	  	   (b)	   (c)	  Fig.	  2.10.	  The	  x-­‐ray	  diffraction	  pattern	  due	  to	  a	  single-­‐crystal	  sample	  (a)	  and	  that	  due	  to	  a	  poly-­‐crystalline	  sample	  (b)	  are	  shown.	  A	  2D	  detector	  is	  placed	  in	  the	  path	  of	  a	  diffracted	  cone	  is	  shown	  in	  (c).	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The	   diffraction	   patterns	   due	   to	   an	   X-­‐ray	   source	   and	   a	   crystal	   are	   shown	   in	   Fig.	   2.10.	   In	   Fig.	  2.10(a),	  the	  diffraction	  pattern	  from	  a	  single	  crystal	  is	  shown.	  The	  diffraction	  pattern	  from	  a	  poly-­‐crystalline	  sample	  is	  shown	  in	  Fig.	  2.10(b).	  	  	  
Generally,	   x-­‐ray	   diffraction	   only	   involves	   the	   determination	   of	   the	   diffraction	   orders	   along	   a	  two-­‐dimensional	   diffraction	   plane,	   shown	   by	   the	   red	   dotted	   lines	   in	   Fig.	   2.10.	   This	   is	   a	   plane	   in	  which	  the	  sample	  and	  the	  incident	  x-­‐ray	  lie.	  However,	  once	  an	  area	  detector	  is	  used,	  this	  restriction	  is	  removed,	  as	  shown	  in	  Fig.	  2.10(c).	   In	  that	  figure,	  a	  2D	  area	  detector	  is	  placed	  in	  the	  path	  of	  the	  diffracted	  beam,	  not	  necessarily	   in	   the	  diffraction	  plane.	  Finally,	  with	   the	  ability	  of	  modifying	   the	  position	  and	  orientation	  of	  the	  area	  detector,	  and	  the	  orientation	  if	  the	  sample,	  a	  significant	  number	  of	   diffraction	   orders	   may	   be	   obtainable.	   It	   is	   also	   possible	   to	   know	   with	   great	   certainty	   if	   a	  particular	  sample	  is	  amorphous,	  crystalline	  and	  polycrystalline.	  The	  sample	  stage	  as	  shown	  in	  Fig.	  2.11(a)	  is	  placed	  on	  an	  eularian	  cradle	  which	  has	  the	  ability	  of	  orienting	  the	  sample	  in	  any	  direction.	  The	  2D	  detector	  is	  placed	  on	  a	  moveable	  stage,	  and	  its	  position	  may	  be	  varied	  at	  different	  times.	  	  
The	  system	  as	  a	  whole	  is	  comprised	  of	  the	  x-­‐ray	  source,	  the	  sample	  stage	  capable	  of	  orienting	  the	   sample	   in	   any	   direction,	   and	   a	   moveable	   2D	   detector.	   Note	   that	   the	   sample	   stage	   has	   the	  capability	  of	  in-­‐situ	  annealing	  and	  ambient	  control	  of	  the	  stage.	  
A	  Bruker	  Dimension	  8	  XRD	  tool	  with	  a	  GADDS	  2D	  detector	  at	  the	  Advanced	  Materials	  Lab	  at	  RIT	  has	  been	  used	  for	  this	  study	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   (a)	   (b)	   (c)	  
Fig.	  2.11.	  A	  picture	  of	  the	  sample	  stage	  mounted	  on	  an	  eulerian	  cradle	  (a),	  the	  whole	  XRD	  set-­‐up	  (b),	  and	  a	  schematic	  representation,	  representing	  the	  various	  parts	  of	  the	  system	  (c).	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3. DEVICE FABRICATION: PHASE II After	  the	  problems	  encountered	  in	  the	  fabrication	  of	  the	  devices	  during	  Phase	  I,	  an	  urgent	  need	  for	   the	   understanding	   of	   each	   of	   the	   layers	  was	   apparent,	   before	  modifying	   the	   process	   that	   has	  been	  previously	  employed.	  Each	  of	  these	  layers,	  their	  corresponding	  material	  properties	  of	  interest,	  and	  the	  resulting	  process	  constraints	  are	  discussed	  in	  the	  following	  sections.	  	  
3.1. MTJ Constituents and Material Constraints Table	  3.1	   lists	   the	  permeability,	   the	   coercivity	   and	   the	   saturation	   flux	  density	  of	   a	  number	  of	  soft	   magnetic	   materials.	   As	   can	   be	   seen,	   all	   three	   vary	   widely	   as	   the	   composition	   of	   various	  materials	   changes.	   Thus,	   in	   general,	   one	   is	   able	   to	   choose	   from	  a	   number	   of	  materials.	  However,	  issues	   relating	   to	   contamination	   and	   low-­‐temperature	   processing	   limit	   the	   material	   choice	  somewhat.	   Furthermore,	   thin-­‐film	  properties	   (especially	   such	  properties	   as	  magnetic	   properties)	  are	  significantly	  modified	  from	  the	  bulk	  values	  and	  significant	  studies	  still	  need	  to	  be	  undertaken	  to	  fully	  characterize	  the	  magnetic	  properties	  of	  thin	  films.	  One	  is	  thus	  also	  limited	  by	  the	  unavailability	  of	   reliable	   data	   for	   different	   types	   of	   materials.	   Finally,	   there	   are	   restrictions	   on	   the	   type	   of	  materials	  which	  may	  be	  conveniently	  deposited	  (or	  sputtered)	  to	  a	  high	  degree	  of	  accuracy.	  	  
Even	   so,	   certain	   characteristics	   may	   be	   immediately	   observed	   from	   the	   table.	   Amorphous	  materials	  have	  significantly	   lower	  coercivity	  than	  crystalline	  materials.	  A	  crystalline	  material	  may	  be	  conveniently	  made	  amorphous	  by	  the	  introduction	  of	  boron.	  	  
The	   maximum	   permeability	   determines	   the	   magnetization	   of	   the	   material	   for	   a	   particular	  applied	  external	  field,	  coercivity	  is	  a	  measure	  of	  how	  easy	  it	  is	  to	  orient	  the	  magnetization	  direction	  in	   a	   particular	   direction,	   and	   saturation	   flux	   density	   determines	   the	   maximum	   value	   of	   the	   flux	  density	  which	  might	  be	  present	  in	  a	  material	  irrespective	  of	  the	  value	  of	  the	  external	  magnetic	  field.	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  TABLE	  3.1.	  Table	  showing	  the	  maximum	  permeability,	  coercivity	  and	  saturation	  flux	  density	  of	  selected	  soft	  magnetic	  materials	  	  
	  
	  
	  
	  
3.1.1. Bottom Electrode There	  are	  two	  material	  properties	  of	  the	  bottom	  electrode	  which	  are	  of	  paramount	  importance	  to	   the	   proper	   functioning	   of	   the	  MTJ.	   First,	   the	   permeability	   of	   the	  material	   should	   be	   very	   low.	  Second,	  the	  material	  should	  be	  very	  smooth.	  	  
The	   permeability	   of	   the	   material	   affects	   the	   magnetoresistance	   indirectly.	   For	   orienting	   the	  direction	  of	  the	  free	  layer,	  one	  normally	  applies	  an	  external	  magnetic	  field,	  as	  explained	  previously.	  For	  the	  magnetic	  lines	  of	  force	  to	  be	  able	  to	  reach	  the	  free	  layers,	  it	  has	  to	  be	  able	  to	  pass	  through	  the	  bottom	  electrode	  unhindered.	  The	  greater	  the	  permeability,	  the	  more	  difficult	  it	  is	  for	  magnetic	  lines	  of	  force	  to	  pass	  through	  the	  substance.	  	  A	  greater	  permeability	  of	  the	  bottom	  electrode	  leads	  to	  lesser	  magnetic	  field	  permeating	  into	  the	  MTJ	  structure	  and	  thus	  reduced	  sensitivity	  of	  the	  device.	  	  
The	  surface	  roughness	  plays	  a	  more	  direct	  role	   in	   the	  process	  of	  orientation	  of	   the	   free	   layer.	  The	   layers	  of	   the	  MTJ	  are	  directly	  deposited	  on	  top	  of	   the	  underlying	  bottom	  electrode,	  and	  since	  the	   thicknesses	   of	   the	   individual	   layers	   of	   the	   MTJ	   are	   of	   the	   order	   of	   a	   few	   nanometers,	   any	  roughness	  in	  the	  bottom	  electrode	  is	  reflected	  directly	  in	  the	  tunneling	  barrier.	  The	  pinned	  layer	  is	  always	   fixed	   (or	   at	   least	   fixed	   for	   the	   magnetic	   field	   intensities	   which	   shall	   be	   applied	   for	  
Material µmax Hc (A/m) Bs (T) Ref. 
Co99.8 250 800 1.79 [86] 
Fe99.8 5000 80 2.15 [86] 
Ni99.8 600 60 0.61 [86] 
Fe50Co50 5000 160 2.45 [86] 
Fe50Ni50 70000 4 1.60 [86] 
Fe22Ni78 100000 4 1.08 [86] 
Fe96Si4 7000 40 1.96 [86] 
Fe80Si20 300000 3.2 1.52 [86] 
(Fe65Co35)98B2 unknown 7000 2.5 [87] 
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reorienting	   the	   free	   layer)	   and	   has	   a	   predetermined	   direction	   of	  magnetization,	   which	   is	   shown	  schematically	  by	  red	  arrows	  in	  Fig.	  3.1.	  Due	  to	  surface	  roughness	  the	  magnetization	  couples	  to	  the	  free	  layer	  and	  predisposes	  the	  magnetization	  of	  the	  free	  layer	  to	  a	  particular	  direction.	  This	  makes	  it	  more	  difficult	  to	  orient	  the	  magnetization	  of	  the	  free	  layer	  in	  the	  other	  direction.	  
What	  this	  entails	   for	  the	  B-­‐H	  curve	   is	  shown	  schematically	   in	  Fig.	  3.2.	  The	  B-­‐H	  curve	  shifts	   in	  one	  direction	  or	  the	  other,	  depending	  upon	  the	  direction	  of	  magnetization	  of	  the	  underlying	  layer.	  The	   hysteresis	   curve	   is	   shown	   in	   black	   for	   the	   free	   layer	   when	   grown	   on	   top	   of	   a	   perfectly	   flat	  bottom-­‐electrode.	  However,	  when	  the	  bottom	  electrode	  is	  not	  smooth,	  the	  free	  layer	  experiences	  a	  smaller	   external	   magnetic	   field	   due	   to	   the	   magnetic	   coupling,	   which	   competes	   with	   the	   applied	  magnetic	  field	  used	  for	  reorientation	  of	  the	  free	  layer.	  Thus,	  it	  would	  generally	  be	  easier	  to	  reorient	  the	  magnetization	  of	  the	  layer	  in	  one	  direction,	   in	  comparison	  to	  the	  other.	  As	  a	  result	  of	  this,	  the	  curve	  becomes	  asymmetric	  about	  the	  center	  of	  the	  axes.	  
A	   shift	   in	   the	   center	   of	   the	   hysteresis	   loop	   may	   result	   in	   an	   automatic	   reorientation	   of	   the	  magnetization	   on	   the	   removal	   of	   the	  magnetization	   field.	   As	   can	   be	   seen	   from	   Fig.	   3.2,	   the	   shift	  results	   in	  a	  particular	  magnetization	  on	  the	  removal	  of	  the	  applied	  magnetic	   field,	  something	  that	  cannot	  be	  used	  for	  memory	  applications.	  For	  memory	  applications,	  one	  needs	  to	  be	  able	  to	  achieve	  a	  bi-­‐stable	  state	  in	  the	  absence	  of	  the	  input	  signal.	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Fig.	   3.1.	   A	   schematic	   representation	   of	   a	   tunneling-­‐barrier	   grown	   on	   top	   of	   a	   rough	   bottom-­‐electrode.	  The	  figure	  is	  not	  to	  scale.	  The	  direction	  of	  magnetization	  of	  the	  pinned	  layer	  is	  shown	  by	  red	  arrows	  while	  that	  of	  the	  free	  layer	  is	  shown	  by	  blue	  arrows.	  
Fig.	  3.2.	  A	  shift	  in	  the	  B-­‐H	  curve	  is	  shown	  due	  to	  magnetic	  coupling	  between	  the	  free	  layer	  and	  the	  upper	  pinned	  layer	  resulting	  from	  surface	  roughness.	  
3.1.2. The Lower Pinned Layer The	  lower	  pinned	  layer	  needs	  to	  be	  made	  of	  a	  material	  which	  has	  a	  comparatively	  low	  value	  of	  coercivity	  so	  that	  it	  is	  difficult	  to	  change	  the	  magnetization	  of	  this	  layer	  once	  it	  is	  ‘pinned’	  toward	  a	  particular	  direction.	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40 
 
	  
3.1.3. The Synthetic Antferromagnetic (SAF) Coupling Layer There	  are	  only	  so	  many	  known	  materials	  which	  are	  able	  to	  couple	  two	  ferromagnetic	  materials	  antiferromagnetically.	   Chromium	   exchange-­‐couples	   with	   both	   cobalt	   and	   iron,	   while	   ruthenium	  exchange-­‐couples	   only	  with	   cobalt	   forming	   artificial	   stacks	   of	  magnetic	  materials	   [88].	   There	   are	  several	   reasons	   for	   preferring	   the	   Ru/Co	   coupling	   interactions.	   First,	   the	   spacer	   layer	   formed	   of	  ruthenium	  is	  nonmagnetic,	  and	  thus	  does	  not	  hinder	  the	  operation	  of	   the	  MTJ	  by	   interfering	  with	  externally	  applied	  magnetic	  fields.	  Further,	  the	  exchange	  coupling	  energy	  is	  significantly	  greater	  in	  the	  Ru/Co	   layered	   structures	   than	   that	   in	   the	  Cr/Fe	  or	  Cr/Co	   structures.	   Finally,	   both	  Ru	   and	  Cr	  interact	   antiferromagnetically	   rather	   than	   ferromagnetically	   allowing	   for	   the	   creation	   of	   the	  synthetic	  antiferromagnetic	  stack.	  The	  creation	  of	  the	  synthetic	  antiferromagnetic	  stack	  allows	  one	  to	  provide	  a	  pinned	  layer	  with	  a	  zero	  net	  magnetic	  moment.	  	  The	  choice	  of	  Ru	  as	  the	  SAF	  coupling	  layer	  immediately	  places	  a	  restriction	  on	  the	  choice	  of	  materials	  which	  may	  be	  used	  for	  the	  other	  layers	   in	  the	  SAF	  stack.	  Since	  these	   layers	  need	  to	  be	  antiferromagnetically	  coupled,	  one	  needs	  to	  use	   Co,	   or	   one	   of	   its	   alloys,	  which	  may	   still	   be	   antiferromagnetically	   coupled.	   This	   is	  why	   either	  CoFe	   or	   CoFeB	   has	   been	   used	   for	   the	   purpose	   of	   creating	   the	   SAF	   stack.	   Exchange	   coupling	  oscillations	   are	   shown	   in	  Fig.	   3.3.	   	   This	   results	   in	   the	   formation	  of	   the	   SAF	   layer	  which	   is	   shown	  schematically	  in	  Fig.	  3.4.	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Fig.	   3.3.	   	   Oscillations	   in	   antiferromagnetic	   coupling	   as	   a	   function	   of	   Ru	   thickness	   are	   shown	  above[88].	  
	  
	  
	  
	  
Fig.	  3.4.	   	  A	  schematic	  representation	  of	   the	  advantage	  of	  using	  a	  non-­‐magnetic	  spacer	   layer	   is	  shown.	  
3.1.4. Upper Pinned Layer The	   upper	   pinned	   layer	   needs	   to	   be	   made	   of	   Co	   or	   one	   of	   its	   alloys	   for	   it	   to	   be	  antiferromagnstically	   coupled	   to	   the	   lower	  pinned	   layer.	  However,	   unlike	   the	   lower	  pinned	   layer	  (which	  is	  ideally	  a	  permanent	  magnet)	  the	  upper	  pinned	  layer	  needs	  to	  be	  a	  soft	  ferrite	  with	  a	  low	  value	  of	  coercivity,	  so	  that	  it	  might	  be	  conveniently	  coupled	  to	  the	  lower	  pinned	  layer.	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During	   the	  earlier	  development	  of	  MTJs,	  Co	  or	  Co-­‐Fe	  compounds	  had	  been	  used	  as	   the	  upper	  pinned	   layer.	   However,	   these	   generally	   deposited	   as	   polycrystalline	   compounds.	   With	   the	  introduction	  of	  crystalline	  MgO	  as	  the	  insulating	  barrier,	  significant	  improvements	  were	  researched	  for	  both	  the	  upper	  pinned	  layer	  and	  the	  free	  layer.	  As	  it	  turned	  out,	  an	  amorphous	  Co-­‐Fe	  alloy	  on	  subsequent	  annealing	  produces	  a	  crystalline	  CoFe	  grain	  at	  the	  CoFeB	  |MgO	  interface[89].	  	  
Alloys	  of	  Co	  and	  Fe	  with	  additions	  of	  B	  or	  Si	  form	  excellent	  amorphous	  soft	  magnetic	  materials.	  The	  introduction	  of	  B	  or	  Si	  in	  Co	  and	  Fe	  alloys	  amorphises	  the	  alloys,	  reducing	  energies	  required	  for	  reorienting	   the	   domain	   walls.	   The	   resulting	   amorphous	   materials	   have	   excellent	   soft	   magnetic	  properties	  of	  high	  permeability	  and	  low	  losses.	  Although	  these	  materials	  are	  brittle,	  it	  is	  possible	  to	  form	  such	  alloys	  as	  thin	  films	  without	  too	  many	  problems.	  
CoFeB	  has	   been	   successfully	   used	   on	   several	   occasions	   as	   the	   upper	   pinned	   layer	   in	   the	   SAF	  stack	  [90].	  	  
3.1.5. Insulating Barrier Insulating	   barriers	   are	   formed	   using	   either	   Al2O3	   or	   MgO.	   In	   the	   earlier	   days	   of	   MTJ	   MRAM	  development,	   it	   was	   difficult	   to	   obtain	   high	   quality	   MgO	   barriers.	   It	   is	   now	   believed	   that	   the	  oxidation	  of	  the	  Mg	  into	  MgO	  results	  in	  a	  20%	  decrease	  in	  volume	  while	  there	  is	  a	  27%	  increase	  in	  volume	  when	  Al	  is	  oxidized	  into	  Al2O3.	  First-­‐principles	  calculations	  of	  the	  Fe-­‐MgO-­‐Fe	  interfaces	  by	  Butler	  et	  al.	  [54]	  predicted	  appreciable	  increases	  in	  the	  value	  of	  the	  TMR	  to	  100	  and	  even	  1000%.	  Further	   theoretical	   studies	  performed	  on	   the	  Co-­‐MgO-­‐Co	  and	  FeCo-­‐MgO-­‐FeCo	   interface	   [55]	  have	  also	  predicted	  significant	  improvements	  in	  magnetoresistance	  at	  room	  temperature.	  Presently	  MgO	  is	  either	  sputtered	  or	  grown	  epitaxially.	  
	  Fig.	  	  3.5	  shows	  TEM	  micrographs	  comparing	  the	  AlOx	  and	  MgO	  tunneling	  junctions	  of	  MTJs.	  As	  can	   be	   seen,	   the	   AlOx	   is	   amorphous	   and	   does	   not	   form	   a	   smooth	   interface	  with	   the	   Fe	   and	  NiFe	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layers.	   This	   results	   in	   a	   significant	   decrease	   in	   the	   TMR.	   MgO,	   on	   the	   other	   hand,	   has	   a	   bcc	  crystalline	   structure,	   after	   it	   is	   annealed	   at	   approximately	   375°C,	   and	   forms	   a	   particularly	   good	  interface	  with	  CoFeB	  and	  similar	  soft	  ferromagnetic	  metals.	  Further,	  it	  has	  been	  predicted	  that	  the	  electrons	  in	  the	  highly	  spin-­‐polarized	  Δ1	  band	  in	  the	  (001)	  direction	  of	  ferromagnetic	  electrodes	  can	  travel	  more	  easily	  through	  a	  (001)-­‐oriented	  MgO	  barrier.	  	  
The	  correct	  anneal	  temperatures	  and	  also	  the	  atomic	  concentrations	  of	  the	  fixed	  and	  free	  layers	  on	  the	  two	  sides	  of	  the	  tunneling	  barrier	  appear	  to	  play	  a	  crucial	  role	  in	  determining	  the	  TMR	  of	  the	  MTJ[91-­‐93].	  Generally	   the	  annealing	  condition	   is	  a	  compromise	  between	   the	  highest	   temperature	  which	  may	   be	   used	   for	   the	   annealing	   process	   and	   the	   lowest	   one	  which	  will	   not	   harm	   the	  MgO	  barrier.	  Lower	  annealing	   temperatures	   fail	   to	   form	  a	  proper	  crystalline	  MgO	  and	  results	   in	   lower	  values	   of	   TMR.	   The	  MgO	   barrier	   being	   very	   thin	   (of	   the	   order	   of	   a	   nanometer)	   is	   susceptible	   to	  breakdown	  at	  higher	  annealing	  temperatures.	   	  Furthermore,	  the	  boron	  in	  the	  CoFeB	  free	  layers	  is	  particularly	  mobile,	  especially	  at	  higher	  temperatures,	  and	  may	  travel	  into	  the	  MgO	  barrier	  during	  the	  annealing	  process	  (or	  any	  subsequent	  high-­‐temperature	  process)	  and	  may	  destroy	  the	  integrity	  of	  the	  barrier.	  Anneal	  temperatures	  between	  375-­‐400°C	  appear	  to	  be	  the	  best	  compromise	  for	  the	  CoFeB/MgO/CoFeB	  system.	  Table	  3.2	  tabulates	  the	  TMR	  of	  a	  system	  of	  MTJs	  having	  the	  structure:	  
	  Si/SiO2/Ta/Ru/Ta/NiFe/IrMn/CoFe/Ru/fixed-­‐layer/MgO/free-­‐layer/Ta/Ru.	  
TABLE	  3.2.	  Maximum	  TMR	  ratio	  with	  different	  free	  and	  pinned	  layers	  for	  the	  optimum	  anneal	  temperature[91].	  	  
	  
	  
Fixed Layer Free Layer 
Top 
(°C) 
TMR 
(%) 
Co40Fe40B20 Co40Fe40B20 400 355 
Co20Fe60B20 Co20Fe60B20 400 351 
Co40Fe40B20 Co50Fe50 400 277 
Co40Fe40B20 Co90Fe10 350 131 
Co50Fe50 Co40Fe40B20 325 50 
Co50Fe50 Co50Fe50 270 12 
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Table	   3.2	   clearly	   suggests	   that	   the	   TMR	   as	   well	   as	   the	   optimum	   pinning	   temperature	   varies	  greatly	  with	   the	   relative	   atomic	   concentrations	  of	   Co,	   Fe	   and	  B.	  The	   variation	   in	   the	   value	  of	   the	  TMR	  is	  a	  combination	  of	  various	  factors,	  most	  important	  being	  the	  spin-­‐dependent	  band	  structure	  of	   the	  conductors	   forming	   the	   free	  and	  pinned	   layers	  on	  either	   side	  of	   the	   tunneling	  barrier.	  The	  thermal-­‐stability	  of	  MgO	  appears	  to	  be	  of	  primary	  concern	  for	  post-­‐MTJ	  deposition	  processing,	  and	  provides	   some	   of	   the	   greatest	   fabrication	   challenges.	   A	   detailed	   discussion	   of	   the	   annealing	  characteristics	  is	  needed	  for	  properly	  understanding	  the	  proper	  fabrication	  of	  the	  MTJ	  device.	  This	  is	  provided	  in	  Chapter	  5.	  
   
(a)  (b) (c) Fig.	   	   3.5.	   A	   comparison	   of	   the	   interfaces	   formed	   between	  AlOx	   (a),	   as-­‐deposited	  MgO	   (b)	   and	  MgO	  after	  being	  annealed	  at	  375°C	  (c).	  Notice	  that	  the	  AlOx	   forms	  an	  amorphous	  layer	  while	  MgO	  forms	  a	  crystalline	  layer.	  The	  interface	  quality	  between	  MgO	  and	  CoFeB	  increases	  significantly	  after	  the	  MTJ	  stack	  is	  annealed	  [94].	  
3.1.6. Free Layer The	  free	  layer	  has	  properties	  very	  similar	  to	  the	  upper	  pinned	  layer	  and	  as	  a	  result,	  CoFeB	  is	  the	  material	  of	  choice	  for	  the	  upper	  pinned	  layer	  as	  well.	  
	  
MgO 
MgO 
CoFeB 
CoFeB 
CoFeB CoFeB 
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3.1.7. Capping Layer A	  ruthenium	  capping	  layer	  has	  been	  added	  at	  the	  top	  of	  the	  structure.	  Ruthenium,	  being	  a	  very	  inert	   layer	   and	   also	   a	   refractory	  material,	   prevents	   oxidation	   and	   other	   chemical	   reactions	   from	  occurring	  at	  the	  surface	  of	  the	  layer	  and	  thus	  allows	  for	  better	  adhesion	  and	  electrical	  contact	  with	  layers	  present	  below	  it.	  
3.1.8. Inter Level Dielectric The	  research	  for	  a	  low-­‐permittivity	  dielectric	  which	  can	  be	  deposited	  below	  400°C	  is	  one	  of	  the	  most	  widely	   studied	   areas	   of	   the	   semiconductor	   industry	   today.	  Most	   recently,	   one	   of	   the	   viable	  low-­‐temperature	  ILD	  has	  been	  spin-­‐on	  glass	  (SOG).	  	  However,	  most	  SOG	  manufacturers	  require	  that	  they	  need	  to	  be	  cured	  at	  about	  450°C.	  	  
For	  this	  study,	  a	  siloxane	  from	  Honeywell	  (ACCUGLASS®	  T11[95])	  has	  been	  used.	  
3.1.9. Top Electrode Aluminum	   has	   been	   used	   for	   the	   top	   electrode.	   This	   is	   chosen	   since	   it	   has	   low	   resistivity	   of	  80	  µΩ.cm	   and	   is	   easy	   to	   deposit	   and	   etch.	   Both	   the	   deposition	   process	   (DC	   magnetron	   sputter	  deposition)	  and	  the	  etch	  process	  (using	  the	  Aluminum	  etch-­‐type-­‐A	  [96]	  that	  is	  a	  phosphoric-­‐acetic-­‐nitric	  acid	  mix)	  are	  well	  known,	  are	  practically	  room-­‐temperature	  process	  as	  (other	  than	  the	  heat-­‐of-­‐condensation,	  which	  for	  low	  powers	  is	  minimal)	  and	  are	  well-­‐characterized	  processes	  at	  RIT.	  
3.2. The Fabrication Process: Phase II After	   the	   determination	   of	   some	   of	   the	   key	   changes	   which	   can	   be	   made	   in	   the	   fabrication	  sequence	  in	  Phase	  I,	  and	  after	  some	  detailed	  analysis	  of	  the	  nature	  of	  each	  of	  the	   layers,	  and	  thus	  what	  fabrication	  tool	  may	  be	  used	  for	  processing	  of	  the	  materials,	  the	  updated	  process	  is	  described	  below.	   The	   stack	   has	   been	   updated,	   with	   the	   inclusion	   of	   MgO	   as	   the	  material	   of	   choice	   for	   the	  tunneling	  barrier.	  The	  updated	  stack	  is	  shown	  in	  Fig.	  3.6.	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Fig.	  3.6.	  The	  updated	  stack	  used	  for	  Phase	  II	  of	  the	  fabrication	  process.	  
3.2.1. Formation and Characterization of the Bottom Electrode The	  bottom	  electrode	  of	  the	  MTJ	  is	  one	  of	  the	  most	  critical	  elements	  of	  the	  MTJ.	  	  The	  studies	  on	  the	  bottom	  electrode	  patterning	  have	  been	  described	  in	  this	  section.	  
3.2.1.1. Metal Selection The	   previous	   attempt	   at	   the	   integrating	   of	   the	   MTJ	   and	   the	   RITD	   used	   Al	   for	   the	   bottom	  electrode.	  Presently	   it	   is	  clear	   that	  Al	  has	   too	   large	  a	  grain	  size	  and	   thus	  may	  not	  be	  used	   for	   the	  bottom	  electrode.	  Furthermore,	  Al	  was	  too	  fragile	  to	  withstand	  the	  subsequent	  ion-­‐milling	  process.	  Two	  metals	  were	  tested	  for	  the	  formation	  of	  the	  bottom	  electrode.	  NiCr	  and	  Ta	  were	  proposed	  for	  the	  purpose	  and	  studied	  as	  potential	  materials	  for	  the	  bottom	  electrode.	  Both	  materials	  had	  grain	  sizes	   significantly	   smaller	   than	   that	   of	   Al	   and	   can	   be	   sputtered	   on	   easily.	   There	   are	   no	   known	  adhesion	  problems	  of	  either	  Ta	  or	  NiCr	   to	  glass	  (which	  happens	  to	  be	  a	  problem	  with	  W	  and	  has	  thus	  not	  been	  pursued)	  and	  simple	  tests	  (such	  as	  visual	  inspection	  and	  tape-­‐test)	  on	  control	  sputter	  runs	   of	   Ta	   and	   NiCr	   corroborated	   to	   the	   same.	   A	   detailed	   study	   of	   NiCr	   was	   performed	   for	  determining	  the	  deposition	  parameters	  of	  the	  NiCr.	  The	  study	  is	  detailed	  in	  the	  Appendix.	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3.2.1.2. Sputter Deposition Both	   NiCr	   and	   Ta	  were	   deposited	   using	   a	   DC	   sputtering	   technique.	   The	   specifications	   of	   the	  sputtering	  parameters	  used	  are	  described	  in	  the	  Appendix.	  	  	  
3.2.1.3. The Lift-Off Process A	   lift-­‐off	  process	  has	  been	  optimized	   for	   the	  purpose	  of	  patterning	   the	  bottom	  electrode.	  The	  lift-­‐off	   process	   is	   comprized	   of	   deposition	   of	   LOR5A,	   followed	   by	   the	   deposition	   of	   Shipley	   812	  resist.	  Then	  the	  resist	  is	  exposed,	  and	  developed.	  The	  bottom	  electrode	  is	  deposited	  using	  the	  CVC-­‐601.	   Finally,	   the	   remaining	   resist	   is	   lifted	   off	   using	   CD26	   and	   Nano	   Remover	   PG.	   This	   process	  provides	  us	  with	   the	  best	  possible	   surface	   characteristics	   for	   the	  bottom	  electrode.	  Details	  of	   the	  lift-­‐off	  process	  are	  provided	  in	  the	  Appendix.	  
3.2.2. MTJ Deposition and Patterning There	  are	  essentially	   two	  ways	   in	  which	   the	  MTJ	  can	  be	  patterned.	  The	   first	  method	   involves	  depositing	   the	   MTJ	   and	   then	   ion-­‐milling	   the	   structure	   using	   either	   a	   photoresist	   or	   some	   other	  metallic	   hard-­‐mask,	   or	   using	   a	   stencil	   lift-­‐off	   process	   [97].	   Since	   the	   stencil	   process	   is	   not	   fully	  developed	  at	  RIT	  at	  present,	  and	  since	  an	  advanced	  ion-­‐beam	  etching	  module	  is	  already	  available	  at	  Veeco,	  it	  was	  decided	  that	  an	  ion-­‐beam	  etching	  process	  should	  be	  developed	  for	  the	  process.	  
3.2.2.1. MTJ Deposition All	   layers	   of	   the	   MTJ	   are	   deposited	   at	   the	   New	   York	   facility	   of	   Veeco.	   Veeco	   has	   extensive	  experience	   at	   depositing	   magnetic	   read-­‐write	   heads.	   The	   various	   layers	   are	   deposited	   one	   after	  another	  on	  top	  of	  the	  wafer,	  without	  breaking	  vacuum	  in	  a	  UHV	  PVD	  chamber.	  This	  allows	  for	  high-­‐quality	  oxide-­‐free	  interfaces	  to	  be	  formed.	  
3.2.2.2. MTJ Patterning and Etch A	  photoresist	  patterning	  process	  was	  used.	  This	  process	  is	  schematically	  described	  in	  Fig.	  3.7.	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 Photoresist,   Hardened photoresist,     MTJ Layers,    Ta	  
Fig.	  3.7.	  The	  MTJ	  patterning	  technique	  using	  a	  photoresist	  mask.	  
The	  MTJ	  stack	  after	  deposition	  is	  coated	  with	  photoresist	  and	  then	  patterned	  using	  lithographic	  processes.	   These	  wafers	   are	   then	   sent	   out	   for	   etching	   at	   the	   Veeco	   Process	   Equipment	   Group	   at	  Plainview,	  NY.	  A	  Nexus	  IBE	  tool	  is	  used	  for	  the	  process.	  The	  wafers	  are	  mounted	  on	  5’’	  AlTiC	  pucks	  using	  Kapton	  tapes	  and	  an	  Ar	  ion	  beam	  is	  used	  for	  the	  etching	  process.	  The	  process	  was	  studied	  so	  that	  the	  etch	  could	  be	  done	  at	  two	  angles.	  First,	  a	  10°-­‐from-­‐normal	  incidence	  is	  chosen	  until	  the	  top	  Ru	   layer	  has	  been	  etched	  through.	  This	  allows	   for	   the	   thick	  Ru	   layer	   to	  be	  etched	  away	  relatively	  quickly.	  Then,	  the	  sample	  is	  rotated	  and	  milling	  of	  the	  actual	  MTJ	  stack	  occurs	  at	  50°-­‐from-­‐normal	  incidence.	  This	  is	  carried	  out	  so	  that	  there	  is	  little	  re-­‐deposition	  on	  the	  sidewalls	  of	  the	  MTJ	  during	  the	  etching	  process.	  The	  chance	  of	  re-­‐deposition	  on	  the	  sidewalls,	  resulting	  in	  a	  shorting	  of	  the	  MgO	  barrier,	  is	  greater	  during	  closer-­‐to-­‐normal	  incidence.	  This	  is	  carried	  on	  until	  approximately	  70%	  of	  the	  NiFeCr	  has	  been	  etched	  away.	  The	  final	  part	  of	  the	  etch	  is	  carried	  out	  at	  normal	  incidence,	  the	  etch	  being	  stopped	  approximately	  20	  nm	  into	  the	  Ta	  bottom	  electrode.	  	  
Unfortunately,	  there	  is	  the	  question	  of	  resist	  hardening	  during	  the	  ion-­‐milling	  process.	  The	  top	  part	  of	  the	  resist	  gets	  hardened	  and	  cannot	  be	  etched	  using	  the	  PRS	  2000	  resist	  stripper.	  The	  asher	  is	  not	  used	  for	  this	  purpose	  because	  the	  temperature	  inside	  the	  asher	  (especially	  during	  hard	  ash)	  reaches	   approximately	   500°C.	   This	   is	   far	   greater	   than	  what	   the	   stack	   can	   handle.	   The	   PRS	   2000,	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being	  a	  much	  gentler	  90°C	  is	  more	  forgiving	  (at	  least	  from	  the	  point	  of	  temperature.)	  Thus,	  a	  new	  recipe	  has	  been	  developed	  for	  the	  removing	  the	  hardened	  resist.	  Oxygen	  plasma	  is	  used	  as	  a	  RIE-­‐gas	  in	  the	  Drytec	  Quad	  for	  this	  purpose.	  However,	  RIE	  is	  not	  used	  for	  etching	  the	  resist	  all	  the	  way	  through,	  so	  that	  that	  Ru	  does	  not	  get	  damaged	  (or	  oxidized)	  in	  the	  process.	  The	  process	  parameters	  for	  the	  RIE	  etch	  are	  as	  follows:	  
• Power:	  150	  W	  
• O2	  flow:	  30	  sccm	  	  
• Drytec	  Quad:	  O2ASH	  
• Time:	  390	  s	  	  The	  rest	  of	  the	  resist	  (that	  is	  not	  hardened)	  is	  removed	  using	  the	  PRS	  2000.	  It	  is	  done	  for	  5	  min	  in	  the	  dirty	  PRS	  chamber	  and	  then	  for	  5	  min	  in	  the	  clean	  PRS	  chamber,	  then	  rinsed	  with	  some	  DI	  water.	  
3.2.3. ILD Deposition and Patterning As	  shall	  be	  discussed	  later,	  all	  processing	  after	  the	  deposition	  of	  the	  MTJ	  stack	  needs	  to	  be	  at	  a	  temperature	  below	  the	  deposition	  temperatures	  of	  either	  LTO	  (which	  is	  deposited	  at	  a	  temperature	  of	   approximately	   900°C,	   and	   needs	   further	   curing,)	   or	   PECVD	   oxide	   (which	   deposits	   at	  approximately	  400°C).	  Thus,	  both	  TEOS	  and	  LTO	  were	  determined	  to	  be	  inadequate	  as	  the	  material	  of	  choice	  for	  the	  ILD.	  Although	  an	  alternative	  in	  the	  form	  of	  an	  e-­‐beam	  evaporated	  oxide	  is	  available,	  the	  resulting	  ILD	  does	  not	  have	  the	  low-­‐k	  needed	  for	  the	  formation	  of	  a	  good-­‐quality	  ILD.	  	  
In	  keeping	  with	  current	  industry	  trends[98],	  spin-­‐on	  glass	  was	  evaluated	  for	  the	  purpose.	  It	  has	  been	  since	  seen	  to	  be	  very	  promising	  as	  an	  ILD.	  	  ACCUGLASS®	  T-­‐11	  Spin-­‐on	  Glass	  from	  Honeywell	  has	  been	  characterized	  for	  the	  process	  and	  a	  low-­‐temperature	  curing	  process	  devised	  which	  would	  allow	  for	  proper	  curing	  of	  the	  glass	  at	  sufficiently	  low	  temperatures.	  The	  deposition	  and	  curing	  of	  the	  glass	  is	  briefly	  described	  in	  following	  sections.	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3.2.3.1. ILD Deposition The	  ACCUGLASS	  was	  coated	  using	  the	  SCS	  P6700	  spinner.	  The	  coating	  is	  done	  at	  3000	  rpm	  for	  1	  min.	  This	  results	  in	  an	  ILD	  that	  is	  approximately	  between	  3300	  Å	  and	  3800	  Å	  thick.	  
3.2.3.2. ILD Curing Initially,	  the	  wafers	  were	  cured	  at	  250°C	  so	  that	  the	  MTJ	  layers	  would	  see	  the	  least	  amount	  of	  thermal	  budget.	  However,	  this	  resulted	  in	  insufficient	  curing	  of	  the	  glass,	  and	  during	  the	  first	  MTJ	  processing,	  the	  Al	  of	  the	  top-­‐electrode	  delaminated	  from	  the	  ILD.	  Details	  of	  the	  ILD	  curing	  process	  is	  present	  in	  Appendix.	  
3.2.3.3. ILD Pattern an Etch ILD	   is	   patterned	   using	   the	   normal	   lithographic	   procedure	   mentioned	   previously.	   After	  patterning	  the	  contact	  holes	  in	  the	  SOG,	  an	  etch	  is	  used	  for	  etching	  out	  the	  SOG	  for	  making	  contacts.	  This	  is	  a	  critical	  step	  and	  it	  is	  really	  important	  to	  have	  a	  very	  anisotropic	  etch.	  Since	  the	  ILD	  is	  not	  the	  normal	  glass	  with	  the	  normal	  etch-­‐characteristics,	  it	  was	  decided	  that	  the	  best	  option	  is	  to	  use	  a	  RIE.	  For	   the	  purpose	  of	  having	  a	   low-­‐temperature	  RIE,	  a	  special	   recipe	  was	  created	   in	   the	  Drytec	  Quad.	   Ar	   is	   used	  with	   CHF3	   for	   getting	   the	   correct	   anisotropic	   RIE	   etch	   characteristics.	   The	   etch	  parameters	  are	  as	  follows:	  
• Power:	  140	  W	  
• HF3	  Flow:	  65	  sccm	  
• O2	  Flow:5	  sccm	  
• Ar	  Flow:65	  sccm	  
• Pressure:70	  mTorr	  
The	  etch	  rate	  measured	  for	  patterned	  films	  is	  approximately	  1000	  Å/min	  and	  for	  blanket	  films	  approximately	   1200	   Å/min.	   It	   is	   also	   uncertain	   if	   the	   RIE	   (being	   as	   unselective	   as	   it	   is)	   would	  damage	  the	  Ru	  capping	  layer.	  Although	  the	  Ru	  capping	  layer	  is	  sufficiently	  thick,	  it	  is	  still	  rather	  thin	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for	  an	  RIE	  which	  proceeds	  at	  1000	  Å/min.	  Thus,	   the	  RIE	   is	  generally	   stopped	  a	   little	  earlier	   than	  necessary,	  using	  a	  timed	  recipe	  rather	  than	  detecting	  an	  end-­‐point,	  and	  then	  the	  rest	  of	  the	  SOG	  is	  etched	  using	   an	  HF	  dip.	  The	   etch	   is	   stopped	   approximately	  500	  Å	  before	   the	   end-­‐point	   and	   then	  dipped	  in	  100:1	  HF	  for	  approximately	  30	  s.	  	  
3.2.4. Top Electrode Deposition and Patterning Al	  with	  1%	  Si	  is	  used	  as	  the	  top	  electrode.	  This	  is	  used	  for	  the	  convenience	  of	  fabrication,	  since	  it	  is	  undesirable	  to	  use	  liftoff	  in	  the	  presence	  of	  300	  nm	  deep	  contact	  holes.	  Further,	  the	  Al	  provides	  good	   adhesion	  with	   the	   underlying	   ILD,	   provides	   good	   electrical	   contact	   between	   the	   Ta	   bottom	  electrode	  and	   the	  Ta	  at	   the	   top	  of	   the	  MTJ,	  and	  also	  provides	  a	   low-­‐resistance	  electrode.	  Further,	  like	  Ta,	  it	  is	  not	  ferromagnetic	  and	  allows	  magnetic	  field	  lines	  to	  freely	  pass	  through	  it.	  This	  is	  very	  useful	  during	  testing	  the	  devices.	  	  
Al	   is	   deposited	   using	  DC	   sputtering	   in	   the	   CVC	  601.	   About	   500	   nm	  of	   Al	   is	   deposited	   for	   the	  purpose.	  This	   is	  sufficiently	  thick	  so	  that	   it	   is	  able	  to	   fill	   the	  300	  nm	  deep	  contact	  cuts	   in	  the	  SOG	  deposited	  in	  the	  previous	  step.	  It	  is	  patterned	  using	  the	  GCA	  stepper	  and	  etched	  in	  the	  Al-­‐etch	  sink.	  The	  Al	  etch	  sink	  is	  sufficiently	  cool	  to	  prevent	  any	  damage	  to	  the	  MTJ	  layers.	  	  
3.3. Problems Found During the Fabrication of Phase II Some	   of	   the	   problems	   found	   during	   the	   fabrication	   and	   subsequent	   material	   study	   shall	   be	  described	  in	  this	  and	  subsequent	  sections.	  
3.3.1. Problems Encountered with the Removal of the Resist after Ion-Milling There	  were	  some	  problems	  that	  were	  not	  reconcilable.	  Some	  of	  the	  problems	  were:	  	  
• It	   is	  difficult	   to	  determine	   the	  correct	   thickness	  of	   the	  resist	   that	  has	  been	  hardened	  during	  a	  particular	  run,	  
52 
 
• The	   thickness	   of	   the	   resist	   isn’t	   uniform	   over	   the	   wafer,	   and	   it	   is	   difficult	   to	   uniformly	   etch	  definitely	  through	  the	  hardened	  part	  of	  the	  resist,	  	  
• In	  case	  the	  O2	  plasma	  comes	  in	  contact	  with	  the	  MTJ	  stack,	  the	  Ru	  at	  the	  top	  may	  be	  oxidized,	  and	  as	  a	  result	  may	  not	  form	  a	  good	  electrical	  contact	  with	  the	  top	  electrode,	  and	  
• The	  PRS	  2000	  uses	  chemicals	  whose	  reactivity	  with	  the	  different	  layers	  is	  indeterminate.	  	  
A	  completely	  new	  procedure	  needed	  to	  be	  developed	  for	  this	  specifically.	  	  
3.3.2. Materials Analysis and Resultant Problems XRD	  measurements	  of	  MTJ	  fabricated	  at	  RIT	  are	  shown	  in	  Fig.	  3.8.	  Since	  the	  device	  has	  a	  very	  thick	  Ta	  bottom	  electrode,	  the	  (100)	  Ta	  layers	  are	  clearly	  visible.	  As	  will	  be	  apparent	  this	  strong	  Ta	  peak	   is	   actually	   a	   problem	   and	   obfuscates	   the	   detection	   of	   another	   (more	   important)	   layer.	   The	  next-­‐most	  abundant	  material	  present	   is	  Ru,	  which	  is	  used	  not	  only	  as	  a	  coupling	   layer	  but	  also	  as	  capping	  layer.	  The	  capping	  layer,	  being	  relatively	  thick	  (7	  nm),	  also	  produces	  a	  defined	  (001)	  peak.	  This	  is	  seen	  even	  before	  the	  sample	  is	  annealed.	  However,	  annealing	  the	  sample	  does	  not	  seem	  to	  affect	   the	  Ru	  crystallinity	  –	  at	   least	   the	  crystallinity	  of	   the	  capping	   layer,	   if	  not	  the	  coupling	   layer.	  This	  may	  be	  seen	  in	  Fig.	  3.8(c)	  and	  Fig.	  3.8(d),	  whence	  the	  measurements	  are	  done	  at	  χ=90°.	  These	  measurements	  are	  confirmed	  by	  measurements	  done	  at	  χ=32.3°,	  as	  shown	  in	  (e)	  and	  (f).	  Samples	  annealed	   at	   350°C	   didn’t	   show	   any	   peak	   for	   CoFeB.	   However,	   samples	   annealed	   at	   400°C	   for	   an	  hour	  showed	  a	  peak	  at	  65°.	  This	  is	  possibly	  the	  peak	  for	  the	  crystalline	  CoFeB.	  This	  is	  shown	  in	  Fig.	  3.8.(b).	  In	  summary,	  what	  could	  be	  determined	  was	  that	  
• Ta	  (100)	  is	  present	  
• Ru	  (001)	  is	  present	  and	  does	  not	  change	  significantly	  with	  annealing	  conditions	  
• CoFeB	  may	  have	  been	  formed	  during	  the	  400°C	  anneal.	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The	  peaks	  of	  NiFeCr,	  Ru,	  MgO	  and	  CoFe	  are	  too	  close	  to	  one	  another,	  and	  it	  is	  really	  difficult	  to	  segregate	   their	   peaks	   from	  one	   another.	   This	   is	   the	  problem	  of	   having	   too	   thick	   of	   a	   layer	   of	  Ta.	  Although	   it	  was	  possible	  to	  determine	  useful	   information	  from	  the	  XRD	  studies,	   it	  was	  difficult	   to	  resolve	  several	  important	  questions.	  These	  are	  
• What	  is	  the	  composition	  of	  NiFeCr	  
• Is	  the	  current	  thickness	  of	  MgO	  enough	  to	  allow	  CoFe	  to	  crystallize	  
• Is	  MgO	  textured	  or	  polycrystalline	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(a) (b) 
  
(c) (d) 
  
(e) (f) Fig.	  3.8.	  Crystalline	  characteristics	  of	  different	  materials	  before	  and	  after	   in-­‐situ	  annealing.	  Ta	  peaks	   are	   clearly	   visible	   before	   annealing	   (a),	   an	   MgO	   peak	   is	   observed	   only	   after	   annealing	   at	  400°C	   for	   1	   hour	   (b)	   and	   no	   significant	   differences	   are	   observed	   for	   unannealed	   NiFeCr	   and	   Ru	  before	  anneal	  (c)	  and	  after	  a	  350°C	  anneal	  (d)	  and	  similarly,	  no	  change	  in	  Ru	  crystallinity	  before	  (e)	  and	  after	  anneal	  (f).	  
TEM	  analysis	  has	  been	  carried	  out	  to	  understand	  the	  nature	  of	  the	  interfaces	  –	  something	  that	  cannot	   be	   ascertained	   from	   XRD	   measurements	   alone.	   While	   doing	   the	   TEM	   analysis,	   PEELS	  analysis	   has	   simultaneously	   been	   carried	   out,	   and	   this	   allows	   the	   determination	   of	   the	   chemical	  
Ta(202) Ta(002) 
350°C, 
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R(002) NiFeCr(111) 
As deposited 
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composition	  of	   the	   layer,	   and	   thus	  allows	  us	   to	   study	   interdiffusion	   if	  present.	  Fig.	  3.9	   shows	   the	  PEELS	  analysis	   in	  conjunction	  with	  a	  schematic	  of	  what	  has	  been	   intended	   for	  deposition.	  Due	   to	  the	   thin	   nature	   of	   the	   MTJ	   stack,	   it	   is	   rather	   difficult	   to	   distinguish	   each	   layer	   of	   the	   MTJ	   stack	  separately.	   However,	   this	   forms	   a	   convenient	   reference	   for	   analyzing	   subsequent	   diagrams	   that	  have	  been	  zoomed	  into. 
 
 
 
 
 
 
Fig.	   3.9.	   A	   TEM	   cross-­‐section	  with	   PEELS	   analysis	   depicting	   the	   different	   layers	   along	  with	   a	  schematic	  representation	  of	  the	  layered	  structure	  that	  was	  intended	  to	  be	  put	  down.	  Note	  that	  the	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schematic	   isn’t	   to	   scale,	   and	   the	   numbers	   in	   brackets	   are	   thicknesses	   in	   nm	   of	   layers	   that	   are	  intended	  to	  be	  deposited. 
A	  TEM	  graph	  of	  the	  cross	  section	  is	  shown	  in	  Fig.	  3.10.	  	  
 (a)	  	  
	  (b)	  Fig.	  3.10.	  The	  TEM	  micrograph	  of	  the	  device	  structure	  showing	  the	  bottom	  electrode,	  the	  seed	  layer,	   the	  MTJ	   layer,	   the	  Ru	   capping	   layer	   and	   the	   top	  electrode	   (a),	   and	  a	   zoomed-­‐in	   section	   (b)	  showing	  the	  details	  of	  the	  MTJ	  stack.	  	  
As	  can	  be	   immediately	  seen	  from	  the	  diagram,	  the	  3.4	  nm	  NiFeCr	   layer	  has	  significantly	  over-­‐diffused	   into	   the	  Ta	   bottom-­‐electrode.	   The	  Al	   contact	  with	   the	  Ru	   capping-­‐layer	   appears	   to	   have	  some	  interfacial	  oxygen,	  which	  may	  or	  may	  not	  be	  a	  problem.	  The	  interface	  between	  the	  Ru	  and	  the	  
Al 
Ru 
Ta 
NiFeCr 
Ru(7) 
Al 
Ta 
NiFeCr(3.4) 
MTJ 
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Al	  also	  does	  not	  appear	  to	  be	  very	  well	  defined	  in	  the	  TEM.	  However,	  PEELS	  analysis	  indicates	  that	  there	  isn’t	  a	  lot	  of	  inter-­‐diffusion	  between	  the	  two	  layers.	  The	  problem	  appears	  to	  be	  related	  to	  the	  intrinsic	  roughness	  of	  the	  interface.	  
The	   bottom	   electrode,	   the	   barrier	   layer	   and	   the	  MTJ	   layer	   appear	   to	   be	   intact.	   However,	   the	  interface	  between	  the	  Ru	  layer	  and	  the	  NiFeCr	   layer	  appears	  to	  be	  rough.	  Fig.	  4.3(b)	   is	  a	  negative	  TEM	  micrograph	  zoomed	  into	  the	  MTJ	  layer.	  	  
As	  seen	  if	  Fig.	  3.10.	  above,	  the	  structure	  of	  the	  MTJ	  device	  is	  not	  properly	  defined	  at	  all.	  None	  of	  the	   layers	  within	   the	  MTJ	   are	   topologically	  planar	   in	  nature,	   or	  well	   defined	   for	   that	  matter.	  The	  most	   defining	   layers	   should	   be	   the	   two	   CoFeB	   layers	   separated	   by	   an	  MgO	   barrier	   layer.	   This	   is	  completely	   absent.	   Further,	   although	   both	   the	   Al	   and	   the	   Ta	   are	   highly	   textured	   (since	   one	   will	  probably	  not	  be	  able	  to	  see	  the	  Al	  grain	  structure	  at	   this	  magnification)	  the	  crystallinity	  of	  any	  of	  the	   layers	   (be	   it	   Ru	   or	   CoFeB)	   is	   blatantly	  missing.	   The	   fact	   that	   the	   proper	   crystallographically	  oriented	  MgO	  layer	   is	   formed	  to	  begin	  with	   is	  not	  evident	  either	   from	  the	  XRD	  measurements,	  or	  from	  the	  TEM	  micrographs.	  
3.4. Problems that Need to be Intrinsically Characterized and Solved. From	   the	   problems	   encountered	   during	   fabrication,	   and	   during	   the	   subsequent	   materials	  analysis,	  the	  following	  problems	  can	  be	  sequestered.	  These	  are,	  
• Some	  roughness	  of	  the	  interface	  is	  evident	  
• The	  MgO	  layer	  is	  excessively	  thin	  for	  obtaining	  a	  good	  TMR,	  and	  is	  perceptible	  to	  interdiffusion	  
• The	  CoFeB	  layer	  is	  too	  thin	  for	  maintaining	  structural	  integrity	  
• The	  inability	  to	  meaure	  the	  crystalline	  nature	  of	  the	  MgO	  film	  since	  it	  is	  very	  thin	  
• Inability	   to	   determine	   the	   direction-­‐dependent	   orientation	   of	   the	   crystalline	   grains,	   since	   the	  MgO	  layer	  thicknesses	  are	  very	  thin	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• The	   inability	   to	   determine	   of	   the	   direction-­‐dependent	   crystallinity	   of	   CoFe	   during	   the	   anneal	  process,	  because	  the	  layers	  are	  very	  thin	  
• The	  inability	  to	  determine	  of	  the	  migration	  of	  B	  into	  MgO	  during	  the	  anneal	  process	  
• The	  problem	  with	  the	  resist-­‐removal	  process	  after	  ion-­‐milling	  the	  MESA’s.	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4. CRYSTALLIZATION AND DIFFUSION STUDIES IN MTJ 
FILM STRUCTURES The	   MTJ	   described	   in	   Chapter	   3	   was	   found	   to	   be	   susceptible	   to	   interdiffusion.	   An	   in-­‐depth	  materials	  characterization	  employing	  XRD	  and	  TEM/PEELS	  has	  been	  carried	  out	  to	  determine	  the	  problems	   associated	   with	   interdiffusion.	   A	   brief	   description	   of	   the	   post-­‐deposition	   annealing	  process	  is	  described	  in	  Section	  4.1.	  Subsequently,	  the	  results	  of	  materials	  analysis	  are	  presented	  in	  this	  chapter.	  Major	  materials	  analytical	  techniques	  employed	  in	  this	  study	  are	  described	  in	  Chapter	  2.	  
4.1. The Need for Annealing For	  the	  proper	  working	  of	  the	  MTJ,	  in	  accordance	  with	  the	  theoretical	  predictions	  of	  Zhang	  et	  al.	  [55],	  there	  must	  be	  band-­‐matching	  between	  the	  Bloch	  states	  of	  the	  CoFe	  electrodes,	  and	  the	  slowly-­‐decaying	  Δ1	  state	  of	  the	  MgO	  barrier.	  Sputter-­‐deposited	  MTJs	  with	  subsequent	  annealing	  have	  been	  observed	  to	  yield	  the	  highest	  TMRs,	  due	  to	  the	  absence	  of	  Fe	  oxidation	  at	  the	  interface.	  Oxidation	  occurs	   in	   epitaxial	   MTJs	   [99-­‐101]	   and	   drastically	   reduces	   the	   TMR	   [59].	   Further,	   since	   CoFe	  naturally	  tends	  to	  form	  (011)	  out-­‐of-­‐plane	  oriented	  films	  [102],	  while	  MgO	  naturally	  tends	  to	  form	  (100)	  out-­‐of-­‐plane	  oriented	  films,	  the	  epitaxial	  growth	  of	  such	  films	  on	  top	  of	  each	  other	  becomes	  inherently	  difficult.	  Thus	  amorphous	  CoFeB	  thin	   films	  [87]	  are	  annealed	  using	  MgO	  as	  a	   template	  [103,	  104]	  to	  form	  the	  desired	  crystal	  structure.	  Thus,	  the	  following	  need	  to	  be	  studied:	  
• Crystallinity	  of	  MgO	  before	  annealing,	  
• Crystallization	  of	  CoFeB	  during	  the	  anneal	  process,	  
• Boron	  migration	  during	  the	  anneal	  process,	  and	  
• Inter-­‐diffusion	  of	  the	  Ru	  during	  the	  anneal	  process	  
The	  aim	  of	  the	  study	  is	  to	  determine	  if	  the	  following	  conditions	  are	  met:	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Before	  Annealing	   After	  Annealing	  
• CoFeB	  amorphous	  
• MgO	   crystalline	   with	   (200)	   out-­‐of-­‐plane	  oriented	  crystals	  
• Boron	  movement	  out	  of	  CoFeB	  
• Amorphous	  CoFeB	  annealed	  to	  crystalline	  CoFe	  
• Crystalline	   CoFe	   have	   a	   (200)	   out-­‐of-­‐plane	  orientation	  
• 0.83	  nm	  of	  Ru	  intact	  
	  
4.2. Custom Layered Stacks Designed for the Study of Crystallization and 
Interdiffusion The	   crystallization	   is	   studied	   with	   a	   combination	   of	   2D	   XRD	   and	   TEM	   imaging.	   Samples	  composed	  of	  several	  bi-­‐layers	  of	  MgO(2	  nm)	  and	  CoFeB(6	  nm),	  followed	  by	  a	  25	  nm	  MgO	  monitor	  layer	  were	  prepared	  by	  sputter	  deposition,	  on	  top	  of	  100nm	  of	  thermal	  oxide,	  on	  a	  silicon	  substrate,	  using	  a	  multi-­‐target	  PVD	  tool.	  This	  is	  shown	  in	  Fig.	  4.1(a).	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   (a)	  	   (b)	  Fig.	  4.1.	  The	  as-­‐deposited	  samples	  used	  for	  studying	  the	  effects	  of	  anneal	  on	  different	  layers	  of	  the	  MTJ.	  The	  study	  of	  the	  interaction	  of	  CoFeB	  and	  MgO	  only	  is	  studied	  in	  (a),	  while	  the	  interaction	  of	  CoFeB,	  MgO	  and	  Ru	  is	  studied	  using	  the	  sample	  shown	  in	  (b).	  
A	   seven	   bi-­‐layer	   structure	  was	   designed	   for	   obtaining	   sufficient	   diffracted	   X-­‐ray	   signal	  while	  still	  maintaining	  structural	   resemblance	   to	   the	  most	  successful	  conventional	  MTJ	  geometries.	  The	  top	   MgO	   layer	   serves	   the	   dual	   purposes	   of	   protecting	   the	   rest	   of	   the	   layers,	   and	   of	   acting	   as	   a	  monitor	   layer	   for	   studying	   boron	   diffusion	   via	   PEELS	   measurements.	   The	   previously	   reported	  electrode	   composition	  of	  Co40Fe40B20	   yielding	   the	  highest	  TMR	   [91]	  has	  been	  used	   in	   the	  present	  study.	  	  
A	   similar	   structure	  was	   developed,	  which	   consisted	   of	   a	   seven	   layer	   stack	   of	   CoFeB|MgO|Ru,	  with	  a	  capping	  layer	  made	  of	  MgO.	  This	  can	  also	  be	  used	  for	  the	  study	  of	  the	  crystallization	  of	  CoFeB	  as	  a	  function	  of	  temperature,	  the	  study	  of	  grain	  growth	  as	  a	  function	  of	  temperature,	  the	  diffusion	  of	  B	  as	  a	  function	  of	  temperature,	  and	  finally,	  the	  diffusion	  of	  Ru	  as	  a	  function	  of	  temperature.	  	  
The	   wafers	   were	   cleaved	   into	   1	   cm×1	   cm	   squares	   and	   annealed	   in	   an	   N2	   environment.	   The	  anneal	  temperature	  was	  varied	  from	  250˚C	  to	  395˚C,	  which	  is	  a	  common	  temperature	  range	  used	  in	  
CoFe
B 
MgO 
Ru 
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the	   MTJ	   fabrication	   process	   [91,	   105]	   A	   previous	   study	   has	   shown	   that,	   even	   though	   the	  crystallization	   process	   initially	   advances	   quite	   rapidly,	   the	   rate	   of	   crystallization	   falls	   off	  exponentially	  with	  time	  [106].	  As	  such,	  between	  60	  and	  120	  min	  is	  sufficient	  for	  crystallization	  to	  occur,	  and	  so	  these	  times	  have	  also	  been	  adopted	  for	  the	  present	  study.	  XRD	  analysis	  was	  carried	  out	  using	  a	  Bruker-­‐AXS	  D8.	  
Discover	  system	  equipped	  with	  a	  Vantec	  2000	  area	  detector,	  a	  ¼-­‐circle	  Eulerian	  Cradle	  and	  a	  Göbel	  mirror	  was	  used	  for	  conditioning	  the	  incident	  beam.	  The	  sample-­‐to-­‐detector	  distance	  is	  set	  at	  23.35	  cm,	  resulting	  in	  a	  2θ	  resolution	  of	  ~0.027O°.	  A	  Hitachi	  HD-­‐2300A	  STEM	  fitted	  with	  a	  Gatan	  Enfina	  PEELS	  spectrometer	  without	  a	  monochrometer	  or	  an	  aberration	  corrector	  was	  used	  for	  the	  B	   diffusion	   study.	   A	   probe-­‐diameter	   of	   approximately	   4-­‐5	   Å,	   a	   probe	   current	   of	   approximately	  150	  pA,	   a	   convergence	   semi-­‐angle	  of	  10.6mrad,	   and	  a	  PEELS	  acceptance	   semi-­‐angle	  of	  21.8	  mrad	  were	  used.	  The	  spectroscope	  dispersion	  was	  set	  to	  0.5	  eV	  per	  channel	  with	  a	  total	  of	  1340	  parallel	  channels,	  resulting	  in	  an	  energy	  resolution	  of	  approximately	  1	  eV.	  
4.3. XRD Characterization of MgO and CoFe The	  MgO	  peak	  was	  observed	  at	  a	  2θ	  peak	  position	  of	  approximately	  43˚,	  as	  shown	  in	  Fig.	  4.2	  (a),	  for	   unannealed	   samples,	   in	   the	   out-­‐of-­‐plane	   orientation	   (χ=90˚).	   The	   presence	   of	   a	   strong	   (200)	  texture	  with	  a	  CsCl	  structure	  for	  MgO	  layers	  can	  be	  seen	  from	  the	  concentrated	  distribution	  of	  peak	  intensity	  in	  the	  2D	  image.	  A	  sample	  was	  then	  rotated	  by	  45˚	  along	  χ	  direction	  to	  find	  the	  (220)	  peak.	  A	  single-­‐crystal	  would	  result	  in	  a	  well-­‐defined	  peak	  at	  a	  particular	  φ	  angle.	  However,	  the	  (220)	  peak	  was	  not	  observed,	  even	  when	  the	  sample	  was	  rotated	  in	  φ	  from	  0˚	  to	  90˚	  with	  a	  step	  size	  of	  1˚.	  The	  (220)	  peak	  was	  absent	   in	  both	  unannealed	  and	  annealed	   samples.	  Therefore,	   the	   result	   confirms	  the	  presence	  of	  MgO	  polycrystalline	  grains,	  all	  of	  which	  have	  a	  strong	  (200)	  texture	  perpendicular	  to	  the	  wafer,	  but	  are	  randomly	  oriented	  in	  the	  direction	  parallel	  to	  the	  wafer.	  This	  is	  in	  accordance	  with	  previous	  TEM	  observations	  of	  columnar	  MgO	  grain	  formation	  [107].	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CoFe	  peaks	  were	  not	  observed	   in	  unannealed	  samples.	  However,	   for	   samples	  annealed	  above	  350˚C,	   a	   (200)	   peak	   in	   the	   out-­‐of-­‐plane	   orientation	   (χ=90˚)	   is	   observed	   at	   approximately	   66˚.	  Further,	   CoFe	   samples	   annealed	   beyond	   350˚C	   resemble	   the	   MgO	   layers,	   in	   that	   they	   are	  polycrystalline,	  have	  a	  strong	  out-­‐of-­‐plane	  (200)	  texture,	  and	  are	  randomly	  oriented	  in	  the	  in-­‐plane	  direction.	  It	  is	  important	  to	  note	  that	  the	  degree	  of	  crystallinity	  cannot	  be	  directly	  ascertained	  from	  XRD2	  data	   that	   has	   been	   presented.	  However,	   high-­‐resolution	  TEM	   images	   provide	   a	   convenient	  method	   for	   observing	   if	   the	   whole	   layer	   is	   crystallized,	   or	   only	   a	   part	   of	   the	   layer	   has	   been	  crystallized.	  Fig.	  4.2(c)	  shows	  the	  TEM	  image	  of	  a	  sample	  annealed	  at	  385˚C.	  This,	  and	  several	  other	  high-­‐resolution	  images	  (not	  shown),	  for	  annealed	  and	  unannealed	  samples	  unequivocally	  show	  that	  the	  MgO	  is	  fully	  crystalline,	  while	  the	  CoFe	  only	  partially	  crystallizes	  into	  grains	  across	  layers.	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Fig.	  4.2.	  2D	  –	  XRD	  images	  obtained	  for	  the	  MgO	  (200)	  peak	  (a)	  and	  a	  CoFe	  (200)	  peak	  (b)	  are	  shown.	  A	  grain	  of	  crystalline	  CoFe	   is	  seen	  surrounded	  by	  uncrystallized	  CoFeB	  at	   the	  CoFeB|MgO	  interface	  in	  (c).	  
Full	  range	  XRD	  results	  obtained	  by	  combining	  several	  2D	  images	  for	  unannealed	  and	  annealed	  sample	  are	  shown	  in	  Fig.4.3.	  The	  progressive	  increase	  in	  the	  intensity	  of	  the	  CoFe	  (200)	  peak	  with	  increased	   annealing	   temperature	   is	   clearly	   evident.	   The	   MgO	   (200)	   peak	   intensity	   also	   steadily	  increases,	  but	  is	  more	  difficult	  to	  observe	  from	  Fig.	  4.3.	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Fig.	  4.3.	  Relative	  XRD	  intensities	  as	  a	  function	  of	  2θ	  are	  plotted	  with	  the	  anneal	  temperature	  as	  a	  parameter,	   showing	   the	   MgO	   (200)	   and	   the	   CoFe	   (200)	   peak.	   The	   data	   is	   extracted	   from	   2D-­‐measurements	  similar	  to	  those	  shown	  in	  Fig.	  4.2.	  
In	   order	   to	   analyze	   grain	   growth	   as	   a	   function	   of	   anneal	   temperature,	   each	   of	   the	  peaks	  was	  individually	  fitted	  with	  a	  Gaussian	  function,	  and	  its	  amplitude,	  full-­‐width-­‐half-­‐max	  (FWHM)	  and	  2θ	  peak	   position	   obtained.	   These	   are	   plotted	   as	   a	   function	   of	   anneal	   temperature	   in	   Fig.	   4.4.	   Open	  circles	   represent	   samples	   annealed	   for	   120	   minutes,	   while	   open	   squares	   represent	   samples	  annealed	  for	  60	  minutes.	  Dashed	  lines	  are	  generally	  representative	  of	  the	  behavior	  of	  the	  peaks	  as	  a	  function	  of	  anneal	  temperature,	  and	  do	  not	  represent	  any	  form	  of	  linear	  or	  polynomial	  data-­‐fitting.	  These	  are	  used	  for	  studying	  the	  behavior	  of	  the	  grain-­‐growth	  of	  MgO.	  The	  appearance	  of	  CoFe	  peaks	  at	   temperatures	   greater	   than	   350˚C,	   suggesting	   the	   crystallization	   of	   CoFe	   and	   subsequent	   grain	  growth	  of	  CoFe	  on	  annealing,	  the	  stress/strain	  between	  the	  different	  layers,	  and	  the	  average	  size	  of	  the	  individual	  grains	  as	  a	  function	  of	  temperature.	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Fig.	  4.4.	  Characteristics	  of	  Gaussian	  data	  fits	  (represented	  by	  amplitude,	  FWHM	  and	  the	  2θ	  peak	  position)	  are	  plotted	  as	  a	  function	  of	  anneal	  temperature,	   for	  the	  MgO	  (200)	  peaks	  (a),(b)	  and	  (c)	  and	  for	  the	  CoFe	  (200)	  peaks	  (d),(e)	  and	  (f).	  
As	   can	   be	   seen	   from	   Fig.	   4.4(a),	   the	   amplitude	   of	   the	  MgO	   (200)	   peak	   has	   an	   upward	   trend,	  indicative	  of	  grain-­‐growth	  with	  temperature.	  However,	  the	  amplitude	  itself	  is	  not	  the	  best	  indicator	  of	  the	  crystalline	  phase,	  since	  the	  total	  intensity	  is	  dependent	  upon	  a	  number	  of	  factors	  such	  as	  the	  sample	  size,	  temporal	  changes	  in	  the	  x-­‐ray	  tube	  conditions,	  as	  well	  as	  in	  the	  temporal	  changes	  in	  the	  detector	   sensitivity.	   The	   2θ-­‐peak	   positions	   as	  well	   as	   the	   FWHM,	   however,	   are	   real	   indicators	   of	  material	  parameters	  independent	  of	  the	  temporal	  variations	  in	  environmental	  conditions.	  From	  Fig.	  4.4(b),	   it	   is	   evident	   that	   the	   FWHM	   decreases	   nearly	   linearly	   with	   annealing	   temperature.	   This	  corroborates	   the	   fact	   that	   there	   is	   steady	   increase	   in	   grain	   growth	   of	   the	   MgO	   with	   annealing	  temperature.	  In	  addition	  to	  corroborating	  the	  findings	  of	  Wang	  et	  al.	  [108]	  with	  regard	  to	  the	  weak	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temporal	   dependence	   of	   the	   crystallization	   of	   CoFeB	  with	   annealing	   beyond	   60	  minutes,	   current	  observations	   also	   indicate	   that	   there	   is	   little	   temporal	   dependence	   of	   grain-­‐growth	   properties	   of	  MgO	  upon	  annealing	  beyond	  an	  hour.	  	  
The	  2θ-­‐peak	  position	  of	  MgO	  (indicative	  of	  uniform	  stress	  in	  the	  MgO	  films)	  shown	  in	  Fig.	  4.4(c)	  shows	   a	   shift	   in	   the	   slope	   of	   the	   peak	   shift	   at	   325˚C,	   coinciding	   with	   a	   shift	   in	   the	   slope	   of	   the	  amplitude	  of	  the	  CoFe	  peaks	  at	  approximately	  the	  same	  temperature,	  as	  shown	  in	  Fig.	  4.4(d).	  Below	  this	   temperature,	   the	   amplitude	   of	   the	   CoFe	   peaks	   is	   practically	   zero.	   Thus,	   325˚C	   marks	   the	  beginning	  of	  the	  formation	  of	  several	  crystal	  grains	  in	  the	  CoFe,	  which	  then	  subsequently	  increase	  in	  size	  when	  the	  samples	  are	  annealed	  at	  higher	  temperatures.	  	  
The	  grain-­‐growth	  of	  CoFe	  samples	  beyond	  325˚C	  is	  shown	  in	  Fig.	  4.4(e).	  As	  in	  the	  case	  of	  MgO,	  the	  growth	  of	  CoFe	  grains	  appears	  to	  be	  dependent	  upon	  the	  annealing	  temperature	  and	  practically	  independent	  of	  the	  annealing	  time.	  	  
The	  bulk-­‐value	  of	  the	  MgO	  lattice	  parameter	  is	  reported	  to	  be	  2.107	  Å.	  The	  lattice	  parameter	  is	  plotted	  in	  Fig.	  4.5(a)	  as	  a	   function	  of	  temperature	  with	  squares.	  Open	  squares	  correspond	  to	  data	  for	   samples	   annealed	   for	   120	   minutes,	   while	   closed	   squares	   correspond	   to	   data	   for	   samples	  annealed	   for	   60	  minutes,	   respectively.	   The	   fact	   that	   the	   lattice	   parameter	   is	   consistently	   greater	  than	  the	  reported	  bulk	  value	  is	  indicative	  of	  the	  fact	  that	  the	  MgO	  film	  itself	  is	  under	  in-­‐plane	  tensile	  stress.	   Further,	   the	   stress	   is	   greatly	   relieved	   with	   annealing	   and	   this	   stress-­‐relief	   is	   directly	  proportional	   to	   temperature.	  The	  bulk	  value	  of	  CoFe	   is	  1.4252	  Å.	  The	   lattice	  parameter	   is	  plotted	  using	  circles	  in	  Fig.	  4.5(a).	  Open	  circles	  represent	  data	  for	  samples	  annealed	  for	  120	  minutes,	  while	  closed	   circles	   represent	   data	   annealed	   for	   samples	   annealed	   for	   60	   minutes.	   CoFe	   crystals	   are	  under	  in-­‐plane	  compressive	  stress.	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Fig.	   4.5.	   The	   (200)	   lattice	   parameters	   for	   MgO	   (squares)	   and	   CoFe	   (circles)	   are	   plotted	   as	   a	  function	  of	  anneal	  temperature	  in	  (a).	  The	  percentage	  mismatch	  between	  the	  CoFe	  lattice	  and	  the	  MgO	  lattice	  as	  a	  function	  of	  temperature	  is	  shown	  in	  (b).	  	  
Since	  there	  is	  a	  significant	  difference	  between	  the	  lattice	  parameters	  of	  CoFe	  and	  MgO,	  the	  only	  possible	  stress-­‐free	  lattice-­‐structure	  is	  one	  where	  the	  (110)	  plane	  of	  the	  CoFe	  bcc	  crystal	  is	  parallel	  to	  the	  (100)	  crystal	  plane	  of	  the	  fcc	  MgO	  crystal	  at	  the	  interface.	  The	  lattice	  mismatch	  between	  the	  MgO	  and	  the	  CoFe	  crystal	  structure	  for	  the	  different	  crystal	  structure	  configurations	  is	  shown	  in	  Fig.	  4.5(b).	  This	   is	  very	  close	   to	   the	  mismatch	  predicted	  by	   [91].	  Squares	  represent	  samples	  annealed	  for	  120	  minutes,	  while	  circles	   represent	  samples	  annealed	   for	  60	  minutes.	  The	  consistent	   lattice-­‐mismatch	  between	  the	  CoFe	  and	  the	  MgO	  films,	  and	  the	  consequent	  stress	  buildup	  in	  the	  MgO	  films,	  results	  in	  significant	  structural	  defects	  evident	  in	  the	  PEELS	  spectrum	  for	  the	  oxygen	  atoms	  in	  MgO,	  as	  will	   be	  discussed	   later.	  These	   structural	  defects	   facilitate	   the	  diffusion	  of	  B	  atoms	   through	   the	  MgO	  layer	  upon	  annealing.	  	  
When	   the	  grain	  sizes	  are	  small,	   they	  contribute	  significantly	   toward	   the	  broadening	  of	   the	  2θ	  peaks.	   The	   FWHM	   is	   used	   for	   estimating	   the	   size	   of	   the	   grains	   of	   MgO	   and	   CoFe	   as	   they	   are	  annealed.	   Before	   this	   is	   done,	   however,	   the	   peak	   broadening	   due	   to	   the	   instrument	   and	   non-­‐uniform	   strain	   need	   to	   be	   subtracted.	   The	   peak	   broadening	   due	   to	   non-­‐uniform	   strain	   may	   be	  assumed	  to	  be	  zero	  due	  to	  the	  fact	  that	  the	  FWHM	  for	  the	  different	  samples	  were	   independent	  of	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the	  position	  of	   the	  wafer	   from	  whence	   the	  cleaved	  piece	  was	  obtained.	   In	  order	   to	   find	   the	  peak-­‐broadening	  due	  to	  the	  instrument,	  a	  Si	  (100)	  peak	  from	  a	  bare	  silicon	  wafer	  is	  used.	  Since	  the	  wafer	  used	  is	  made	  of	  single-­‐crystal	  silicon,	  the	  peak	  FWHM	  ideally	  should	  be	  zero.	  Any	  peak-­‐broadening	  is	  then	  only	  due	  to	  the	  instrument.	  The	  silicon	  peak	  is	  fitted	  with	  a	  Gaussian	  function,	  and	  its	  FWHM	  is	  calculated	  to	  be	  0.09006˚.	  Since,	  all	  calculations	  of	  FWHM	  have	  been	  carried	  out	  using	  Gaussian	  functions,	  the	  peak	  broadening	  due	  to	  crystal	  size	  alone	  is	  calculated	  using	  [109]	  
	   BCrystal2 = BCrystal2 − BInstrument2 ,	   (4-­‐1)	  
where	   BCrystal is	   the	   peak	   broadening	   due	   to	   the	   finite	   size	   of	   the	   crystal,	   BExperiment the	   FWHM	  obtained	   from	  direct	   experimental	  measurement,	   and	   BInstrument is	   the	   peak	   broadening	   due	   to	   the	  instrumental	  errors.	  Once	  the	  peak	  broadening	  due	  to	  the	  crystal	  has	  been	  determined,	  the	  crystal	  thickness	  in	  nanometers	  may	  subsequently	  be	  determined	  by	  [109],	  	  
	   tMgO|CoFe = 0.9λBCrystal cosθ 	   (4-­‐2)	  
Notice	  that	  the	  peak-­‐broadening	  is	  inversely	  proportional	  to	  the	  grain	  size.	  Thus,	  in	  the	  case	  of	  MgO,	  the	  peak	  broadening	  is	  dominated	  by	  the	  smaller	  crystals	  in	  the	  2	  nm	  MgO	  layers,	  rather	  than	  due	   to	   the	   larger	   grains	   of	   the	   capping	   layer.	   Thus,	   grain-­‐size	   measurements	   by	   XRD	   on	   these	  samples	  are	  a	  good	  representation	  of	  the	  grain	  growth	  that	  proceeds	  in	  a	  real	  MTJ	  device.	  	  
The	  grain	  size	  of	  CoFe	  as	  a	  function	  of	  the	  annealing	  temperature	  is	  plotted	  in	  Fig.	  4.6(a)	  using	  squares,	  while	   those	   of	   CoFe	   are	   plotted	   using	   circles.	   Open	   symbols	   represent	   data	   for	   samples	  annealed	   for	   60	   minutes,	   while	   closed	   symbols	   represent	   data	   for	   samples	   annealed	   for	   120	  minutes.	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Fig.	  4.6.	  The	  crystal	  size	  of	  individual	  grains	  of	  CoFe	  (circles)	  and	  MgO	  (squares),	  as	  well	  as	  the	  contact	  area	  ratio	  of	  the	  individual	  crystals	  (crosses)	  as	  a	  function	  of	  temperature	  are	  shown	  in	  (a).	  A	   schematic	   representation	   (not	   to	   scale)	   of	   individual	   grains	   of	   CoFe	   on	   top	   of	   an	  MgO	   grain	   is	  shown	  in	  (b).	  	  
As	  can	  be	  seen,	  the	  grain	  size	  of	  both	  the	  CoFe	  and	  the	  MgO	  increase	  with	  temperature.	  This	  is	  expected.	  However,	  the	  sizes	  of	  the	  MgO	  grains	  are	  always	  larger	  than	  those	  of	  the	  CoFe	  grains.	  This	  is	   indicative	  of	   the	   fact	   that	  MgO	   indeed	   forms	  a	   template	   for	   the	  CoFe.	   Since	  MgO	  grains	   form	  a	  template	   for	   the	  grain	   formation	  of	  CoFe,	   the	  number	  of	  grains	  of	  CoFe	  on	  average,	   that	  grow	  on	  every	  grain	  of	  MgO	  is	  calculated.	  As	  seen	  from	  Fig.	  4.6(a),	  the	  average	  diameter	  of	  MgO	  grains,	  upon	  annealing	  beyond	  350˚C	  is	  observed	  to	  be	  around	  8nm.	  However,	  the	  thickness	  of	  the	  MgO	  layers	  is	  only	  2.2	  nm.	  Hence,	  the	  MgO	  grains	  must	  be	  significantly	  larger	  along	  the	  plane	  of	  the	  layers,	  rather	  than	   in	   the	   direction	   perpendicular	   to	   the	   layers.	   The	   average	   area	   of	   the	   MgO	   grains	   of	   the	  CoFeB|MgO	  interface	  may	  then	  be	  calculated	  to	  be	  (tMgO3/2.21)nm2.	  This	   is	  defined	  as	  the	   ‘contact	  area’	  of	  an	  average	  MgO	  grain	  to	  the	  CoFeB	  layer	  at	  the	  CoFeB|MgO	  interface.	  The	  contact	  area	  of	  an	  average	  CoFe	  grain	  to	  MgO	  at	  the	  CoFeB|MgO	  interface	  is	  calculated	  as	  (tCoFe2)nm2,	  since	  the	  average	  diameter	  of	  the	  CoFe	  grains	  is	  approximately	  5nm,	  and	  is	  less	  than	  the	  thickness	  of	  the	  CoFe	  layers.	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The	   ‘contact	   area	   ratio’	   is	   defined	   as	   the	   ratio	   between	   the	   contact	   area	   of	   MgO	   grains	   and	   the	  contact	  area	  of	  the	  CoFe	  grains.	  The	  contact	  area	  ratio	  is	  plotted	  in	  Fig.	  4.6(a)	  using	  crosses.	  As	  can	  be	   seen,	   after	   the	  beginning	  of	  CoFe	   crystallization,	   there	  are	   approximately	   five	  CoFe	  grains	  per	  MgO	   grain,	   and	   this	   number	   is	   fairly	   independent	   of	   anneal	   temperature.	   The	   prediction	   of	   the	  presence	  of	  columnar	  grains,	  such	  that	  each	  MgO	  grain	  has	  a	  (200)	  orientation	  perpendicular	  to	  the	  wafer,	  while	  randomly	  oriented	  in	  the	  horizontal	  direction,	  as	  predicted	  by	  [107]	  is	  corroborated,	  with	   the	  addition	  observation	   that	   there	  are	  approximately	   five	  grains	  of	  CoFe	   that	  crystallize	  on	  every	   grain	   of	  MgO.	   This	   is	   schematically	   represented	   in	   Fig.	   4.6(b).	   Since	   it	   is	   evident	   from	   Fig.	  4.4(d)	   that	   the	   crystallization	   of	   CoFeB	  begins	   just	   before	   the	  350˚C	   anneal,	   samples	   annealed	   at	  350˚C,	   385˚C,	   395˚C,	   and	   an	   unannealed	   sample	   have	   been	   prepared	   for	   further	   TEM	   and	  PEELS	  study.	  TEM	  images	  of	  these	  images	  are	  shown	  in	  Fig.	  4.7.	  As	  can	  be	  seen	  from	  the	  samples,	  there	  is	  significant	   improvement	   in	   the	  quality	  of	   the	   interface	  with	   increase	   in	  annealing	   temperature.	  A	  closer	  examination	  of	  the	  MgO	  reveals	  that	  there	  is	  significant	  improvement	  in	  the	  crystallinity.	  In	  the	   CoFeB	   layers	   however,	   the	   entire	   layer	   is	   not	   crystalline.	   Few	   mono-­‐layers	   close	   to	   the	  MgO|CoFeB	   interface	   are	   indeed	   seen	   to	   crystallize.	   Crystalline	   grains	   encompassing	   the	   entire	  breadth	  of	  the	  layer	  are	  observed,	  scattered	  throughout	  the	  layers	  of	  CoFeB.	  This	  is	  consistent	  with	  TEM	  images	  previously	  reported	  by	  several	  authors	  [107,	  110-­‐112].	  This	  is	  probably	  because	  of	  the	  high	   levels	  of	  B	  present	   in	   the	  CoFeB	   layer,	  even	  after	  annealing,	  as	  will	  be	  clear	   from	  the	  PEELS	  analysis	  discussed	  in	  the	  next	  section.	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Fig.	  4.7.	  TEM	  images	  of	  the	  unannealed	  sample,	  and	  those	  annealed	  at	  different	  temperatures	  is	  shown.	   As	  may	   be	   observed	   from	   the	   TEM	   images,	   interfaces	   are	   steadily	   improved	  with	   anneal	  temperatures.	  lables	  ‘a’,	  ‘b’	  and	  ‘c’	  are	  physical	  locations	  for	  the	  PEELS	  line-­‐scans	  shown	  in	  Fig.	  4.8.	  	  
4.4. Diffusion of Boron during the Anneal Process For	  the	  STEM	  cross-­‐section	  of	  the	  sample	  annealed	  at	  385°C	  shown	  in	  Fig.	  4.7,	  labels	  a,	  b,	  and	  c	  are	  three	  locations	  within	  the	  sample	  whose	  B-­‐K	  and	  O-­‐K	  energy	  loss	  spectra	  are	  shown	  in	  Fig.	  4.8	  for	  the	  sample	  annealed	  at	  395	  °C.	  It	  can	  be	  observed	  in	  Fig.	  4.8(a)	  that	  the	  B-­‐K	  edge	  deep	  within	  the	  MgO	  monitor	  layer	  shows	  very	  low	  (if	  any)	  B	  signal,	  indicating	  that	  the	  B	  has	  not	  been	  able	  to	  diffuse	  deeply	  into	  the	  MgO	  layer.	  In	  the	  PEELS	  signal	  closer	  to	  the	  interface,	  there	  is	  a	  strong	  peak	  at	   193	   eV	   indicating	   the	   oxidation	   of	   the	   B	   atoms[113],	   which	   is	   true	   even	   for	   the	   as-­‐deposited	  samples.	  In	  the	  CoFeB	  regions,	  however,	  no	  distinct	  B-­‐K	  peaks	  are	  observed,	  indicating	  metallic	  B	  in	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these	  regions[113].	  The	  PEELS	  data	  of	  the	  O-­‐K	  edge	  are	  shown	  in	  Fig.	  4.8(b).	  It	  can	  be	  seen	  that	  the	  O-­‐K	  edge	   is	  distinctly	  different	   from	   that	  of	   a	   standard	  MgO	  sample,	  with	   the	  presence	  of	   a	   large	  peak	  at	  530	  eV,	  especially	  farther	  away	  from	  the	  CoFeB_MgO	  interface.	  This	  peak	  has	  been	  observed	  by	   Cha	   et	   al.	   [113]	   and	   has	   been	   attributed	   to	   gap	   states	   resulting	   from	   vacancies	   and	   other	  structural	   defects.	   All	   samples,	   including	   the	   unannealed	   sample,	   have	   B-­‐K	   and	   O-­‐K	   edge	  distributions	   similar	   to	   that	   shown	   in	   Fig.	   4.8.	   PEELS	   line	   scans	   were	   performed	   at	   different	  annealing	   temperatures,	   starting	   deep	   within	   the	   MgO	   monitor	   layer	   and	   ending	   in	   the	   second	  CoFeB	   layer.	   Assuming	   that	   the	   intensities	   are	   proportional	   to	   the	   concentration	   of	   the	   atoms	  within	  a	  particular	   region,	  a	   study	  of	   the	  concentration	  as	  a	   function	  of	  distance	  was	  carried	  out.	  Normalized	  B	  intensities	  at	  193	  and	  230	  eV	  and	  the	  O	  intensity	  around	  536	  eV	  energy	  loss	  regions,	  as	  well	  as	  the	  530	  eV	  gap-­‐state	  intensities,	  are	  plotted	  as	  a	  function	  of	  distance	  in	  Fig.	  4.9(a).	  	  
	   	  
Fig.	  4.8.	  B	  K	  edge	  (a)	  and	  O	  K	  edge	  (b)	  at	  a	   location	  deep	   inside	  the	  MgO	  capping	   layer	  (open	  squares),	   near	   the	   interface	   (solid	   line)	   and	   inside	   the	   CoFeB	   layer	   (open	   circles)	   for	   the	   sample	  annealed	  at	  395	  °C.	  
Two	   separate	   energies	   have	   been	   used	   for	   the	   B	   concentration	   so	   that	   they	   may	   serve	   to	  corroborate	  one	  another.	  A	  strong	  530	  eV	  O-­‐K	  edge	  appears	  to	  be	  present	  in	  regions	  deficient	  in	  B,	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which	   becomes	   significantly	   smaller	   in	   regions	   in	   which	   B	   is	   present,	   similar	   to	   previous	  observations[113].	  This	  suggests	  a	  strong	  interaction	  between	  B	  and	  O,	  and	  further	   indicates	  that	  the	  gap	  states	  are	  significantly	  more	  pervasive	   than	  had	  been	  previously	  believed,	   since	  previous	  measurements	   have	   only	   been	   performed	   in	  MgO	   layers	   containing	   copious	   concentrations	   of	   B.	  This	   is	   also	   strong	   indication	   of	   B	   diffusion	   mediated	   mainly	   through	   vacancies	   and	   structural	  defects	   via	   BOx	   complex	   formation.	   The	   effect	   of	   these	   gap	   states	   as	   well	   as	   the	   effect	   of	   BOx	  complexes	  on	  the	  electronic	  configuration	  of	  MgO	  needs	  to	  be	  theoretically	  investigated.	  
Using	   the	   O-­‐K	   edge	   intensity	   as	   a	   reference,	   the	   B	   diffusion	   into	   the	   monitor	   MgO	   layer	   is	  estimated	   for	  different	  annealing	   temperatures.	  On	  a	   logarithmic	  scale	  of	   intensities	   (not	  shown),	  the	  concentration	  profiles	  appear	  to	  follow	  a	  complementary	  error-­‐function	  characteristic,	  similar	  to	  that	   found	   in	  constant-­‐source	  diffusion	  profiles.	  Assuming	  that	   the	  normalized	  B	  concentration	  reaches	  a	  tenth	  of	  its	  maximum	  value	  a	  unit	  distance	  (normalized	  to	  half	  the	  diffusion	  length)	  away	  from	   the	  CoFeB_MgO	  edge[114],	   diffusion	   lengths	  have	  been	  obtained	  as	  2.8,	   5.1,	   and	  6.3	  nm	   for	  annealing	  temperatures	  of	  350,	  385,	  and	  395	  °C,	  respectively,	  for	  60	  min	  each.	  These	  data	  show	  an	  Arrhenius	  relationship	  for	  the	  diffusion	  coefficient	  as	  shown	  in	  Fig.	  4.9(b)	  providing	  an	  activation	  energy	  of	  1.3±0.4	  eV	  with	  a	  pre-­‐exponential	  factor	  of	  9.5×10−8	  cm2/s.	  The	  spread	  in	  the	  activation	  value	  takes	   into	  account	   the	  PEELS	  measurement	  resolution.	  The	  activation	  energy	  of	  1.3	  eV	  may	  represent	   B	   diffusion	   in	   MgO	   through	   vacancies	   and	   structural	   defects	   at	   these	   temperatures.	  Although	   this	   value	   of	   diffusivity	   is	   empirically	   obtained	   in	   an	   effort	   to	   understand	   nanoscale	  diffusion	   phenomena,	   it	   provides	   a	   model	   for	   accounting	   for	   B	   diffusion	   in	   these	   and	   similar	  structures.	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   (a)	   (b)	  
Fig.	  4.9.	  The	  variation	  in	  the	  normalized	  intensity	  of	  the	  oxygen	  peak	  around	  536	  eV	  (solid	  line),	  the	  gap	  state	  energy	  loss	  at	  530	  eV	  (dashed	  lines),	  and	  for	  boron	  around	  193	  eV	  (open	  squares)	  and	  230	   eV	   (open	   circles),	   as	   a	   function	   of	   PEELS	   scan	   distance	   (a),	   and	   plot	   of	   boron	   diffusion	  coefficient	  in	  MgO	  as	  a	  function	  of	  temperature	  (b).	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4.5. Ru Interdiffusion For	  investigating	  the	  diffusion	  of	  Ru	  as	  a	  function	  of	  temperature,	  two	  samples	  were	  subjected	  to	   2D	  PEELS	   analysis.	   One	   sample	  was	   annealed	   at	   395°C,	   and	   the	   other	   annealed	   at	   500°C.	   The	  lower	   value	   of	   the	   anneal	   temperature	   was	   chosen	   based	   upon	   the	   maximum	   temperature	  previously	  set	  as	  the	  maximum	  allowable	  process	  temperature.	  The	  higher	  anneal	  temperature	  was	  chosen	  to	  act	  as	  a	  control	  to	  make	  sure	  that	  the	  instrument	  is	  able	  to	  see	  the	  diffusion	  of	  the	  species	  when	  it	  actually	  does	  happen.	  The	  2D-­‐PEELS	  analysis	  is	  shown	  in	  Fig.	  4.10.	  
	  
	   (a)	   (b)	  
Fig.	   4.10.	   The	   presence	   of	   different	   elemental	   compositional	   analysis	   as	   a	   function	   of	   the	  position	  in	  the	  sample,	   for	  samples	  annealed	  at	  500°C	  (a),	  and	  for	  samples	  annealed	  at	  395°C	  (b).	  Note	  that	  a	  white	  spot	  indicates	  the	  presence	  of	  a	  particular	  chemical	  species.	  	  
From	  the	  2D-­‐PEELS	  analysis	  of	  the	  samples	  shown,	  several	  things	  become	  apparent.	  	  
• There	  is	  definite	  Ru	  diffusion	  in	  the	  sample	  annealed	  at	  500°C,	  
• Ru	  does	  not	  diffuse	  when	  the	  samples	  are	  annealed	  at	  395°C,	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• The	   B	   diffusion	   occurs	   not	   only	   perpendicular	   to	   the	   interface,	   into	   the	   MgO	   layer	   as	  previously	  believed,	  but	  also	  laterally	  where	  it	  forms	  clusters	  with	  high	  concentrations	  of	  B,	  as	  shown	  in	  a	  orange	  box	  in	  Fig.	  4.10(b),	  
• At	  500°C,	  the	  Ru	  diffusion	  occurs	  along	  centers	  that	  have	  high	  concentrations	  of	  boron.	  	  
4.6. Conclusions It	  may	   thus	  be	   surmised	   that	  385°C	   is	   the	   temperature	   that	   the	  material	   stack	   can	  withstand	  without	  problems	  associated	  with	  unwanted	  diffusion	  of	  elements	  across	  interfaces,	  and	  processes	  which	  would	  expose	  the	  MTJ	  to	  such	  temperatures	  shall	  not	  intrinsically	  harm	  the	  device.	  However,	  higher	   temperatures	  may	   definitely	   harm	   the	   device.	   Thus,	   the	   fabrication	   process	  may	   be	   used	  which	  involves	  temperatures	  of	  385°C	  or	  less.	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5. DEVICE FABRICATION: PHASE III After	   the	   in-­‐depth	  materials	   analysis,	   several	   changes	  were	  made	   in	   the	   stack,	   as	  well	   as	   the	  fabrication	  procedure.	  These	  shall	  be	  described	  in	  the	  following	  sections.	  	  
5.1. Design Changes Due to Materials Analysis After	  the	  materials	  analysis,	  it	  was	  apparent	  that	  some	  of	  the	  layers	  of	  the	  MTJ	  were	  very	  thin,	  and	  prone	  to	  inter-­‐diffusion.	  Thus,	  the	  stack	  was	  redesigned.	  There	  were	  two	  different	  designs	  that	  were	   implemented,	   one	   for	   observing	   the	   effect	   of	   changes	   in	   the	   thickness	   of	  MgO	  on	  TMR	   and	  resistance,	   and	  another,	   for	   the	  observation	  of	   the	  effect	  of	   a	  permanent	  antiferromagnetic	   stack.	  These	  designs	  are	  shown	  in	  Fig.	  5.1.	  
The	  major	  changes	  between	  these	  and	  the	  former	  stacks	  are	  summarized	  in	  Table	  5.1.	  
TABLE	  5.1.	  Major	  Changes	  between	  Former	  Stacks	  and	  Present	  Stack	  Parameter	   Old	  Stack	   New	  Stack	  
CoFe	  thickness	   1.1	  nm	   1.5	  nm	  
CoFeB	  thickness	   2	  nm	   6	  nm	  
MgO	  thickness	   1	  nm	   1-­‐3	  nm	  
NiFeCr	  thickness	   3.4	  nm	   4.5	  nm	  
	  
There	  have	  also	  been	  several	  stacks	  that	  have	  been	  used	  for	  in-­‐line	  materials	  analysis,	  to	  make	  sure	   that	   the	   fabrication	   is	   processing	   correctly,	   and	   no	   problems	   are	   apparent.	   These	   shall	   be	  discussed	   in	  Section	  5.3.	  Some	  of	   these	  have	  a	  continuous	  bottom	  electrode,	   in	  which	   the	  bottom	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electrodes	   were	   not	   patterned.	   These	   are	   used	   in	   conductive	   atomic	   force	   mocriscopy	   (CAFM)	  measurements.	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	   (a)	   (b)	  
Fig.	   5.1.	   Material	   Stacks	   designed	   for	   finding	   the	   variation	   of	   the	   TMR	   for	   different	  configurations.	  The	   thickness	  of	   the	  MgO	   is	  varied	   in	  (a)	   for	   finding	   the	  variation	  of	  TMR	  and	  the	  parallel	   and	   antiparallel	   resistances	   as	   a	   function	   of	  MgO	   thickness.	   In	   (b),	   an	   antiferromagnetic	  layer	   is	   used	   to	   see	   if	   the	   lower	   pinned	   layer	   can	   be	   atomically	   coupled	   to	   the	   permanent	  antiferromagnetic	  stack.	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5.2. Processing Changes The	  fabrication	  process	  during	  Phase	  III	  is	  mostly	  similar	  to	  that	  of	  Phase	  II.	  However,	  there	  are	  two	  changes	  that	  need	  to	  be	  mentioned.	  	  
5.2.1. The Use of Ta Exclusively as a Bottom Electrode Although	  NiCr	  has	  been	  studied	  as	  a	  potential	  metal	  to	  be	  used	  as	  the	  bottom	  electrode,	  its	  use	  has	  been	  discontinued	   in	  the	   last	   iteration.	  This	   is	  because	  of	   two	  reasons.	  First,	  NiCr	   is	  magnetic	  and	  may	  pose	  problems	  when	  external	  magnetic	  fields	  are	  applied	  for	  orienting	  the	  free	  layer	  of	  the	  MTJ.	  Second,	  Ta	  is	  significantly	  smoother	  than	  NiCr,	  and	  this	  results	  in	  a	  significant	  reduction	  in	  the	  Neel	  coupling	  between	  different	  layers.	  
5.2.2. The Use of a Hard-Mask Process for the Ion-Milling As	  described	   in	  Chapters	  1	  and	  2,	   the	  etching	  of	   the	  hardened	   resist	   is	   inherently	   a	  problem.	  Hence	  a	  hard-­‐mask	   technique	   is	  developed	   to	  alleviate	   this	  problem.	  This	   is	  schematically	   shown	  below.	  
	  
	  
	  
 LOR   Resist MTJ Layers Bottom Electrode, Ta hard-mask 	  
Fig.	  5.2.	  The	  MTJ	  patterning	  technique	  using	  a	  Ta	  hardmask.	  
In	  this	  scheme,	  a	  Ta	  hard-­‐mask	  is	  used	  in	  place	  of	  the	  photoresist.	  This	  eliminates	  the	  need	  for	  using	   aggressive	   techniques	   for	   removing	   the	   hardened	   resist	   resulting	   from	   the	   ion	   milling	  process.	  Since	  the	  etching	  of	  Ta	  uses	  an	  aggressive	  SF6	  plasma	  and	  causes	  the	  wafer	  temperatures	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to	   be	   significantly	   elevated,	   Ta	   liftoff	   is	   used	   rather	   than	   the	   normal	   Ta	   etch.	   This	   protects	   the	  underlying	  MTJ	  layers	  from	  getting	  damaged.	  Ta,	  being	  a	  very	  hard	  metal,	  does	  an	  excellent	  job	  at	  masking	   the	   bottom	   layers.	   Initially,	   Al	   has	   been	   used	   as	   a	   potential	   material	   of	   choice	   for	   the	  process,	  due	  to	  the	  ease	  of	  patterning	  Al.	  However,	  since	  Al	  is	  a	  rather	  soft	  metal,	  the	  wafers	  which	  used	  Al	  as	  a	  masking	  layer	  had	  Al	  re-­‐deposited	  on	  the	  sidewalls	  of	  the	  MTJ	  stack,	  causing	  the	  MTJ	  stack	   to	   be	   shorted	   out.	   The	   Ta	   (unlike	   the	   resist	   of	   the	   previous	   process)	   happens	   to	   be	   a	  conductive	   layer,	   and	   does	   not	   need	   to	   be	   etched	   away.	   This	   Ta	   also	   forms	   a	   protective	   capping	  layer,	  protecting	  the	  subsequent	  layers	  underneath	  from	  further	  harm.	  
This	  process	  currently	  appears	  to	  be	  the	  best	  suited	  for	  the	  purpose	  of	  MTJ	  patterning.	  It	  does	  not	  suffer	  from	  any	  one	  of	  the	  problems	  seen	  in	  the	  previous	  method,	  is	  robust,	  and	  uses	  processes	  which	  are	  presently	  well-­‐understood	  at	  RIT.	  
5.3. Some In-Line Checks of Stack Properties Several	   checks	   were	   implemented	   during	   the	   processing	   of	   the	   films	   to	   make	   sure	   that	   the	  materials	  behaved	  as	  expected	  during	  the	  processing.	  Some	  of	  the	  materials	  analysis	  performed	  a	  
priori	  have	  already	  been	  described	  in	  the	  previous	  chapter.	  Here,	  some	  of	  the	  measurements	  were	  performed	  on	  blanket	  and	  patterned	   films	   to	  determine	   if	   there	  was	  process	   integrity	  during	   the	  different	  process	  runs.	  	  
5.3.1. TEM Analysis of As-Deposited Samples Just	   after	   the	  MTJ	   samples	  were	   deposited,	   TEM	   cross-­‐sectional	   analysis	  were	   carried	   out	   to	  ascertain	   the	   integrity	  of	   the	   layers.	  Two	  representative	  samples	  were	   taken.	  These	  are	  shown	   in	  Fig.	  5.3.	  Both	  are	  seen	  to	  have	  excellent	  structural	  integrity,	  and	  using	  this	  information	  along	  with	  the	   information	   previously	   presented	   in	   Chapter	   4,	   one	   can	   say	   that	   the	   samples	   at	   the	   end	   of	  processing	  should	  be	  structurally	  stable	  also.	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(a)	   (b)	  
	  Fig.	  5.3.	  The	  structural	  integrity	  of	  post-­‐deposited	  samples	  with	  a	  1	  nm	  thick	  layer	  MgO	  (a)	  and	  2	  nm	  thick	  MgO	  layer	  (b)	  by	  design	  is	  shown.	  
5.3.2. Magnetic Analysis of the As-Deposited Samples Measurements	  of	  magnetization	  were	  performed	  on	  the	  samples	  shown	  above,	  and	  on	  another	  sample	  which	  had	  a	  multi-­‐layered	  stack	  with	  6	  nm	  of	  CoFeB	  as	  the	  only	  ferromagnetic	   layer.	  This	  would	  provide	  not	  only	  a	  very	  clear	  indication	  of	  the	  magnetization	  of	  the	  samples,	  but	  also	  provide	  an	  estimate	  of	   the	  value	  of	   the	  magnetic	   field	  which	  would	  be	  necessary	   for	  orienting	   the	   layers.	  Finally,	   these	  magnetization	   curves	  would	   also	   prove	   invaluable	   in	   augmenting	   the	   SPICE	   circuit	  model	  that	  will	  be	  used	  for	  solving	  circuit	  problems.	  	  
The	  B-­‐H	  loops	  for	  the	  three	  structures	  are	  shown	  in	  Fig.	  5.4.	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Fig.	  5.4.	  Magnetization	  curves	  obtained	  for	  three	  different	  samples	  before	  annealing,	  and	  after	  annealing	  at	  380°C	  for	  one	  hour.	  	  
A	  number	  of	  observations	  are	  worth	  noting.	  
1. The	  center	  of	  all	   the	  magnetization	  curves	   is	  very	  close	  to	  0	  Oe.	  This	   is	  a	  reflection	  of	   the	  smooth	  interface,	  and	  the	  lack	  of	  Neel	  coupling	  between	  the	  layers.	  2. The	   magnetization	   curve	   for	   the	   multilayered	   CoFeB|Ru|MgO|CoFeB|…	   structure	   has	   a	  magnetization	  curve	  that’s	  slightly	  shifted.	  This	  is	  a	  reflection	  of	  the	  fact	  that	  when	  a	  large	  number	   of	   layers	   are	   stacked	   on	   top	   of	   each	   other,	   the	   top	   layers	   become	   progressively	  rougher.	  This	   is	   evident	  both	   in	   the	  TEM	  picture,	   and	  also	   in	   the	   resultant	  magnetization	  curves.	  3. The	   magnetization	   curve	   for	   the	   multilayered	   CoFeB|Ru|MgO|CoFeB|…	   structure	   is	  representative	  of	  the	  magnetization	  curve	  of	  CoFeB,	  before	  and	  after	  the	  anneal.	  As	  can	  be	  seen,	   the	   CoFeB	   has	   a	   very	   low	   magnetization	   field	   of	   approximately	   2.5	   Oe,	   consistent	  	  with	  the	  amorphous	  nature	  of	  CoFeB.	  After	  annealing	  for	  an	  hour	  at	  380°C,	  the	  saturation	  field	  increases	  to	  approximately	  15	  Oe,	  indicating	  that	  some	  crystallization	  of	  the	  material	  has	  occurred.	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4. Note	   that	  a	  higher	  value	  of	  saturation	  magnetization	   is	  obtained	   for	   the	  sample	  shown	   in	  Fig.	  5.3(a).	  This	   is	  due	   to	   the	  presence	  of	   the	  (relatively)	   thick	  CoFe	  which	  happens	   to	  be	  crystalline	   and	   possesses	   a	   higher	   saturation	   field.	   Once	   this	   sample	   is	   annealed,	   the	  magnetization	  curve	  resembles	  that	  of	  annealed	  CoFeB	  very	  closely.	  5. The	  reason	  why	  the	  unannealed	  sample	  shown	  in	  Fig.	  5.3(b)	  has	  a	  relatively	  lower	  value	  of	  permeability	   could	   not	   be	   determined.	   However,	   upon	   annealing,	   the	   magnetization	  characteristics	   of	   the	   sample	   after	   annealing	   again	   appeared	   to	   be	   similar	   to	   that	   of	  annealed	  CoFeB.	  
Thus,	   it	   can	   be	   concluded	   that	   after	   annealing	   at	   380°C	   for	   one	   hour,	   all	   the	   samples	   are	  effectively	   crystallized,	   even	   in	   the	   real	   device	   wafers,	   and	   so	   it	   is	   safe	   to	   carry	   on	   with	   the	  fabrication	  process.	  
5.3.3. AMR Analysis of the As-Deposited Samples AMR	  measurements	  for	  the	  sample	  shown	  in	  Fig.	  5.3(a)	  is	  shown	  in	  Fig.	  5.5.	  
	  
Fig.	  5.5.	  The	  AMR	  measurement	  for	  the	  sample	  shown	  on	  Fig.	  5.3.(a)	  showing	  a	  definite	  change	  in	  resistance	  as	  the	  magnetization	  is	  changed.	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A	   four-­‐point	   probe	  measurement	   of	   the	   resistances	   is	   used	   to	  measure	   the	   difference	   in	   I-­‐V	  characteristics	  as	  the	  magnetization	  is	  changed	  from	  one	  direction	  to	  another.	  A	  small	  value	  of	  1.5%	  is	   observed,	  mainly	   because	  most	   of	   the	   current	   is	   shunted	   across	   the	   top	   electrode	   and	   doesn’t	  contribute	   towards	   the	  TMR.	  This	  value	  of	   resistance	   is	  quite	   realistic	   for	   samples	  of	   this	  nature.	  Again,	  as-­‐deposited	  samples	  were	  found	  to	  be	  promising	  as	  far	  as	  the	  deposition	  was	  concerned.	  	  
5.3.4. Ion-Milling Subsequent Materials Analysis  All	   samples	   were	   ion-­‐milled	   with	   a	   Nexus	   IBE	   located	   at	   Plainview,	   NY.	   The	   wafers	   were	  mounted	  on	  6’’	  AlTiC	  pucks.	  The	  beam	  parameters	  of	  100	  V/270	  mA/-­‐700	  V	  were	  used	  for	  all	  the	  wafers.	  Wafers	  were	  etched	  with	  a	  dual-­‐angle	  scheme.	  The	  angles	  were	  selected	  based	  on	  previous	  experience,	   to	   trade	   off	   between	   re-­‐deposition	   and	   side-­‐wall	   angle.	   Etching	   closer	   to	   normal	  incidence	   provides	   a	   steeper	   side-­‐wall	   angle,	   but	  more	   re-­‐deposition;	   an	   etch	   away	   from	  normal	  incidence	  provides	  a	  shallower	  side-­‐wall	  angle,	  but	  less	  re-­‐deposition.	  
The	  ion-­‐milling	  parameters	  are	  as	  follows:	  
NiFeCr|CoFe|Ru|CoFeB|MgO|CoFeB|Ru	   Ta|IrMn|CoFe|Ru|CoFeB|MgO|CoFeB|Ru	  
–10°	   from	   normal	   untill	   the	   fall	   of	  Ruthenium	   cap	   layer	   signal,	   and	   at	   –50°	   from	  normal	   incidence	   up	   to	   the	   70%	   fall	   of	   Ni	   of	  NiFeCr	  bottom	   layer	  of	  MTJ	  stack,	  with	  ~200	  Å	  over-­‐etch	   into	   the	   respective	   bottom	   electrode	  from	   that	   point.	   The	   over-­‐etch	   was	   done	   to	  reduce	  the	  “foot”	  from	  the	  device	  area	  and	  move	  it	  as	  much	  as	  possible	  into	  the	  bottom	  electrode.	  
–10°	   from	   normal	   untill	   the	   fall	   of	  Ruthenium	   cap	   layer	   signal.	   Then	   etching	   at	   –50°	   from	   normal	   incidence	   was	   aimed	   to	   etch	  300	   Å	   of	   Ta.	   Since	   the	   fall	   of	   Ta	   peak	   was	  observed	  well	  before	  its	  expected	  thickness,	  the	  etching	   time	   was	   varied	   and	   is	   explained	   in	  detail	  in	  the	  following	  sections.	  
	  
The	  SIMS	  traces	  for	  the	  ion-­‐milling	  are	  shown	  in	  Fig.	  5.6.	  The	  trace	  for	  the	  device	  shown	  in	  Fig.	  5.3(a)	  is	  shown	  in	  Fig.	  4.6(a)	  and	  that	  for	  the	  device	  shown	  in	  Fig.	  4.3(b)	  is	  shown	  in	  Fig.	  5.6(b).	  As	  can	   be	   seen	   from	   the	   traces,	   the	   SIMS	   profile	   for	   the	   stack	   shown	   in	   Fig.	   5.3(a)	   shows	   a	   proper	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profile,	  in	  keeping	  with	  the	  nature	  of	  the	  stack.	  However,	  for	  the	  profile	  shown	  in	  Fig.	  5.6(b),	  there	  appears	  to	  be	  a	  drop	  in	  the	  Ta	  trace,	  leading	  to	  the	  conclusion	  that	  the	  bottom-­‐electrode	  might	  be	  completely	  removed	  during	  the	  ion-­‐milling	  process.	  However,	  the	  possibility	  of	  this	  happening	  was	  quite	   remote,	   since	   the	   bottom	   electrodes	   for	   these	  wafers	  were	   deposited	   along	  with	   the	   other	  wafers,	  and	  there	  was	  no	  reason	  why	  such	  a	  problem	  might	  occur.	  Further,	  an	  inspection	  under	  the	  microscope	  did	  not	  point	  to	  such	  a	  conclusion.	  This	  problem	  merited	  further	  investigation.	  	  
An	  AFM	  was	  used	   to	  study	   the	   topography	  of	  one	  of	   the	  wafers.	  This	   is	  described	   in	   the	  next	  sub-­‐section.	  
	  
Fig.	  5.6.	  The	  background	  SIMS	  traces	  obtained	  during	  the	  ion-­‐milling	  of	  wafers	  containing	  layers	  similar	   to	   that	   shown	   in	   Fig.	   5.3(a),	   and	   of	   wafers	   containing	   layers	   similar	   to	   that	   shown	   in	  Fig.	  5.3(b)	  are	  shown.	  
5.3.4.1. AFM Imaging of the Post-Ion Milled Sample The	  MTJ’s	  were	  imaged	  in	  contact	  mode	  for	  observing	  the	  topography	  of	  the	  sidewalls.	  This	  was	  done	  primarily	  to	  see	  the	  nature	  of	  the	  sidewall,	  and	  to	  see	  if	  there	  were	  any	  indications	  of	  sidewall	  deposition,	   which	   might	   be	   responsible	   for	   shorting	   the	   devices.	   mesas	   of	   various	   sizes	   were	  measured.	  These	  are	  shown	  in	  Fig.	  5.7.	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It	  is	  interesting	  to	  notice	  that	  smaller	  MTJ’s	  appear	  to	  have	  some	  materials	  on	  the	  sidewalls,	  and	  are	   rather	   irregular.	   	  Unfortunately,	   the	  actual	  nature	  of	   the	  MTJ’s	   sidewalls	   for	   smaller	  MTJs	  are	  difficult	  to	  ascertain	  from	  a	  perfunctory	  glance	  at	  these	  images	  alone.	  That	  is	  due	  to	  the	  following:	  
• The	   image	   obtained	   by	   the	   AFM	   is	   always	   a	   convolution	   between	   the	   AFM	   tip	   and	   the	  interface.	   For	   sharp	   interfaces	   like	   those	   shown,	   there	   is	   no	   guarantee	   that	   the	  measured	  heights	  were	  real.	  
• The	  AFM	  tip	  was	  prone	  to	  picking	  up	  residual	  matter	  and	  depositing	  it	  at	  the	  side	  of	  some	  of	  these	  MTJ	  mesas.	  Thus,	  some	  of	  the	  features	  at	  the	  sides	  of	  these	  images	  might	  be	  residue	  generated	  by	  the	  measurement,	  rather	  than	  re-­‐deposition	  during	  the	  ion-­‐milling	  process.	  
	   	   	   	  3µm×3µm	   3.3µm×3.3µm	   3.6µm×3.6µm	   4µm×4µm	  
	   	   	   	  4.5µm×4.5µm	   5µm×5µm	   6µm×6µm	   7µm×7µm	  	  
Fig.	  5.7.	  3D	  AFM	  images	  of	  the	  side-­‐walls	  of	  some	  of	  the	  fabricated	  MTJ’s	  
For	   these	   reasons,	   a	   fresh	   sample	   is	  used	   for	  SEM	   imaging.	  This	   is	  described	   in	   the	  next	   sub-­‐Section.	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5.3.4.2.  SEM Imaging of the Post-Ion Milled Sample Due	  to	  the	  problems	  of	  determining	  the	  true	  nature	  of	  the	  sidewalls,	  and	  to	  determine	  if	  the	  Ta	  bottom	  electrode	  had	  been	  completely	  etched	  away,	  SEM	  images	  were	  taken.	  These	  are	  shown	  in	  Fig.	  5.8.	  
	   	   	  
(a)	   (b)	   (c)	  
Fig.	   5.8.	   The	   SEM	   image	  of	   a	   3	  µm×3	  µm	  MTJ	  mesa	   (a),	  with	   a	   corner	   zoomed	  out	   to	   see	   the	  damage	  due	   to	   the	   ion-­‐milling	   (b),	   and	   that	   of	   a	   larger	   9	  µm×9	  µm	  MTJ	  mesa,	   showing	   an	   intact	  mesa	  with	  what	  appears	  to	  be	  re-­‐deposition	  at	  the	  edges.	  
The	  images	  show	  clearly	  that	  there	  has	  been	  significant	  damage	  done	  to	  the	  smaller	  mesas.	  In	  the	  smaller	  mesas,	  there	  appears	  to	  have	  been	  some	  form	  of	  trenching	  at	  the	  sides.	  However,	  in	  the	  case	  of	   the	   larger	  mesas	  there	  has	  been	  practically	  no	  damage.	  However,	   there	  does	  appear	  to	  be	  some	   topography	   at	   the	   sides	   of	   the	   mesa,	   that	   are	   not	   consistent	   with	   a	   clean	   ion-­‐beam	   etch.	  However,	  there	  is	  absolutely	  no	  way	  of	  determining	  with	  complete	  certainty	  if	  there	  has	  been	  any	  such	  re-­‐deposition	  on	  the	  sides.	  	  
To	  make	  sure	  that	  the	  bottom	  electrode	  has	  not	  been	  completely	  etched	  away,	  EDS	  is	  performed	  at	  the	  sides,	  where	  one	  would	  expect	  to	  observe	  the	  presence	  of	  Ta.	  This	  is	  shown	  in	  Fig.	  5.9.	  The	  presence	  of	  the	  Ta	  peak	  is	  very	  prominent,	  and	  shown	  beyond	  doubt	  that	  the	  bottom	  electrode	  is	  indeed	  intact,	  and	  that	  it	  has	  not	  been	  etched	  away	  during	  the	  ion-­‐beam	  etch	  process.	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The	  presence	  of	  the	  Si	  peak	  during	  the	  ion-­‐milling	  process	  might	  be	  attributable	  to	  the	  fact	  that	  the	  trenching	  that	  has	  occurred	  in	  some	  of	  the	  smaller	  mesas	   is	  responsible	   for	  exposing	  some	  of	  the	  Si	  underneath.	  This	  would	  result	  in	  the	  observance	  of	  the	  Si	  peak	  in	  the	  SIMS	  profile.	  However,	  the	  concern	  relating	  to	  the	  etching	  away	  of	  all	  of	  the	  bottom	  electrode	  can	  be	  summarily	  dismissed	  with	  certainty.	  	  
	  
Fig.	  5.9.	  The	  EDS	  spectrum	  at	  the	  location	  of	  the	  bottom	  electrode,	  suggesting	  that	  the	  bottom	  electrode	  is	  indeed	  present.	  	  
5.3.4.3.Conductive AFM ( C-AFM) Imaging of the Post-Ion Milled Samples To	  determine	   if	   the	   trenching	  has	   resulted	   in	  a	  disconnect	  between	   the	  mesa	  and	   the	  bottom	  electrode,	   conductive	   AFM	   studies	  were	   performed	   on	   the	   smaller	  mesas,	   on	  wafers	   that	   have	   a	  continuous	   bottom	   electrode.	   The	   technique	   used	   for	   measuring	   the	   I-­‐V	   characteristics	   is	  schematically	  shown	  below.	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Fig.	   5.10.	   A	   schematic	   representation	   of	   measuring	   the	   I-­‐V	   characteristics	   of	   the	   MTJ	   MESA	  using	  an	  AFM	  
The	  result	  for	  a	  3	  µm×3	  µm	  device	  is	  shown	  below.	  	  
	  
Fig.	  5.11.	  The	  CAFM	  measurements	  of	  a	  3	  µm×3	  µm	  MTJ	  device.	  
From	  the	  measurement	  of	  CAFM,	   it	   is	  apparent	   that	   the	  device	   is	   indeed	  conducting,	  and	  that	  the	  device	  may	  in	  fact	  be	  used	  for	  measuring	  I-­‐V	  at	  a	  later	  stage.	  Note	  that	  the	  red	  curve	  is	  the	  trace,	  and	  the	  blue	  curve	  is	  the	  retrace	  in	  the	  figure	  above.	  It	  appears	  that	  the	  top	  Ta	  has	  been	  oxidized	  a	  little	  bit,	  but	  about	  0.5	  V	   is	  sufficient	   to	  degrade	   the	  oxide	  electrically.	  As	  a	  result,	   the	   fabrication	  was	  continued	  as	  is	  described	  in	  Chapter	  3.	  
M
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5.3. Results It	  is	  observed	  that	  all	  the	  devices	  are	  open	  circuited.	  The	  cause	  of	  the	  open	  circuit	  is	  not	  entirely	  clear.	  However,	   the	  most	   likely	   cause	  of	   it	   is	   the	  oxidation	  of	   the	  Ta	  bottom	  electrode	  during	   the	  curing	  of	  the	  ILD.	  The	  following	  were	  tried	  to	  remove	  the	  Ta	  oxide	  and	  measurements	  taken	  again:	  
1. The	  top	  electrode	  was	  removed,	  and	  a	  blanket	  etch	  (CHF3+Ar)	  performed	  to	  make	  sure	  that	  all	  remaining	  traces	  of	  the	  ILD	  in	  the	  contact	  cuts	  are	  removed.	  2. The	   load-­‐locked	  PE	  4400	  was	  used	   to	   first	   etch	  away	  any	  Ta	  oxide	   that	  might	  be	   formed	  using	   the	  RF	   sputter	   etch.	  Note	   that	   a	  20	  minute	  etch	  was	  performed,	  which	   is	   twice	   the	  amount	   of	   time	   generally	   sufficient	   to	   remove	   native	   oxide.	   Furthermore,	   with	   the	   ILD	  being	  simultaneously	  etched	  away,	   there	  was	  very	   little	  possibility	  of	  any	   further	  blanket	  etch.	  3. Ta	  was	  deposited	  rather	  than	  Al	  without	  breaking	  vacuum.	  This	  is	  because	  the	  Al	  deposited	  using	   the	   PE	   4400	   has	   excessively	   large	   grain	   size,	   and	   has	   poor	   etching	   properties	   as	   a	  result.	  Even	  when	  the	  Al	  deposited	  using	  PE	  4400	  is	  dry-­‐etched	  in	  Cl,	  only	  6	  µm	  lines	  are	  resolvable.	  This	  is	  insufficient	  for	  the	  current	  process	  flow.	  The	  Ta	  was	  patterned	  and	  dry-­‐etched	   in	   the	   DryTek	   Quad	   using	   an	   SF6	   chemistry.	   However,	   these	   steps	   were	   also	  insufficient	  to	  remove	  the	  oxide	  at	  the	  surface	  of	  the	  Ta.	  	  4. Finally,	  high-­‐voltage	  was	  used	  in	  an	  attempt	  to	  electrically	  break	  the	  oxide.	  Even	  though	  it	  is	   known	   that	   a	   high	   voltage	   will	   damage	   the	   tunneling	   barrier,	   this	   experiment	   was	  performed	  to	  determine	  if	  a	  high	  voltage	  would	  also	  be	  able	  to	  break	  down	  the	  Ta	  oxide.	  A	  
±10V sweep is performed over a contact cut in an attempt to break down the device. This sweep 
is performed at least 20 times. Even this is seen to be insufficient in breaking down the barrier. It 
turns out that we have been able to create a perfect insulating barrier out of Ta, something that is 
a remarkably difficult feat under normal circumstances. 	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5.4. Conclusions It	   is	   concluded	   from	   the	   investigations	  described	   in	   this	   study	   that	   the	  design	  of	   the	   intrinsic	  device	   is	   feasible	   for	  proper	   functioning.	  However,	  processing	  extrinsic	   to	   the	  device	   such	  as	   ILD	  and	   metal1-­‐to-­‐metal2	   contact	   pose	   real	   problems	   subjected	   to	   the	   constraints	   in	   realizing	   the	  intrinsic	  device.	  It	  has	  been	  recently	  suggested	  that	  rather	  than	  using	  SOG	  as	  an	  ILD,	  sputtered	  SiO2	  is	  generally	  used	  as	  the	  ILD	  of	  choice.	  Furthermore,	   for	  the	  process	  of	  etching,	   ion	  milling	   is	  used	  rather	  than	  dry	  etching.	  The	  ILD	  and	  its	  etch	  is	  the	  most	  well	  guarded	  secret	  in	  the	  MTJ	  industry.	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6. THEORETICAL MODELING OF PARTIALLY 
CRYSTALLINE COFEB|MGO|COFEB MTJ Spin-­‐dependent	  tunneling	  was	  first	  observed	  and	  described	  by	  the	  pioneering	  experiments	  by	  Tedrow	   and	   Meservey	   in	   which	   they	   measured	   spin-­‐polarized	   transport	   through	   a	   junction	  comprised	   of	   a	   ferromagnet,	   an	   insulator	   and	   a	   superconductor	   [115,	   116].	   They	   were	   also	  successful	   in	  measuring	  the	  spin-­‐polarization	  of	  the	  tunneling	  current	  through	  an	  alumina	  barrier	  [117].	  Tunneling	  magnetoresistance	  (TMR)	  was	  first	  observed	  and	  explained	  by	  a	  simple	  model	  by	  Jullière	  [118].	  
6.1.  A Survey of the Different Models Tedrow	   and	   Meservey	   analyzed	   their	   experiments	   in	   terms	   of	   spin-­‐dependent	   tunneling	  currents,	   which	   are	   conducted	   across	   a	   tunneling	   barrier,	   into	   the	   up-­‐spin	   and	   down-­‐spin	   of	   a	  superconductor	  states.	  Spin-­‐polarization	  (P	  )	  is	  defined	  by	  the	  equation	  
	   P = G↑ −G↓
G↑ +G↓
,	   (6-­‐1)	  
	  where	  G↑ and	  G↓ are	  the	  up-­‐	  and	  down-­‐spin,	  conductances,	  respectively	  of	  the	  tunnel	  junction.	  In	  those	  early	  days,	  the	  spin-­‐dependent	  tunneling	  was	  interpreted	  in	  terms	  of	  the	  spin-­‐dependent	  density	  of	  states	  (DOS)	  of	  the	  ferromagnetic	  electrodes	  at	  the	  Fermi	  energy,	   ρF↑ and	   ρF↓ .	  Thus,	  the	  measured	   values	   of	   spin-­‐polarization	   were	   assumed	   to	   be	   equal	   to	   the	   spin-­‐polarization	   of	   the	  density	  of	  states	  of	  the	  ferromagnet	  
	   PFM = ρF↑ − ρF↓ρF↑ + ρF↓ .	   (6-­‐2)	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Several	   inconsistencies	   between	   the	   aforementioned	   formulation	   of	   spin-­‐polarization	   and	  experimental	   result	   were	   evident.	   There	   was	   even	   an	   attempt	   to	   define	   what	   spin-­‐polarization	  should	  mean	  theoretically	  in	  a	  1999	  paper	  [119].	  Most	  importantly,	  due	  to	  the	  fact	  that	  although	  the	  spin-­‐polarization	  calculated	  due	  to	  the	  previous	  equation	  would	  always	  yield	  negative	  values	  in	  all	  3d	  ferromagnetic	  metals	  (especially	  those	  of	  Fe	  and	  Ni	  which	  have	  significant	  contributions	  due	  to	  the	  minority-­‐spin	  channel),	  experiments	  always	  measured	  a	  positive	  value	  of	  the	  spin-­‐polarization.	  An	   attempt	   to	   explain	   this	   phenomenon	  was	  made	  by	   Stearns	   [120]	  who	   assumed	   that	   the	  most	  dispersive	   bands	   provide	   essentially	   all	   the	   tunneling	   current.	   However,	   the	   model	   still	   did	   not	  provide	  a	  clear	  understanding	  of	  the	  origin	  of	  the	  itinerant	  electrons	  in	  the	  tunneling	  process.	  
A	   simple	   model	   was	   used	   by	   Jullière	   to	   explain	   the	   relationship	   between	   spin-­‐dependent	  tunneling	   and	   tunneling	   magnetoresistance.	   Jullière	   assumed	   that	   the	   spin-­‐polarization	   of	   the	  tunneling	   current	   is	   provided	   solely	   by	   the	   spin-­‐polarization	   of	   the	   density	   of	   states	   of	   the	  ferromagnetic	   electrodes	   at	   the	   Fermi	   surfaces.	  Although	   Jullière’s	  model	   serves	   as	   an	   important	  method	  for	  interpreting	  some	  of	  the	  transport	  measurements,	  the	  model	  was	  not	  able	  to	  explain	  all	  the	   available	   experimental	   data.	   Most	   importantly,	   several	   experiments	   were	   able	   to	   show	  conclusively	  that	  the	  spin-­‐polarization	  was	  not	  a	  function	  of	  the	  spin-­‐polarization	  of	  the	  electronic	  DOS	  of	  the	  ferromagnetic	  electrodes	  alone.	  Notable	  among	  them	  were	  observations	  of	  Monsma	  et	  
al.	  [121],	  who	  showed	  that	  the	  improvements	  in	  quality	  of	  the	  interface	  improved	  spin-­‐polarization,	  of	  De	  Teresa	  et	  al.	  [122,	  123]	  who	  showed	  that	  the	  spin-­‐polarization	  between	  Co	  electrodes	  with	  a	  SrTiO3	   barrier	   is	   negative,	   and	   of	   LeClair	   et	   al.	   [124-­‐126],	   who	   showed	   the	   decisive	   role	   of	   the	  electronic	  structure	  of	  the	  interface	  on	  spin-­‐polarization.	  
More	  recently,	   it	  has	  been	  proposed	  that	   the	  nature	  of	   the	  symmetry	  of	   the	  bulk	  states	  of	   the	  ferromagnetic	   electrodes,	   and	   the	   complex	   band	   structure	   of	   the	   insulators	   are	   together	  responsible	   for	   the	   tunneling	  magnetoresistance	   [127,	  128].	  Thus,	   for	  a	  broad	  class	  of	   crystalline	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insulating	   materials,	   bands	   that	   couple	   most	   efficiently	   across	   a	   barrier	   are	   those	   that	   are	  predominantly	  those	  that	  have	  an	  s	  character,	  whereas	  those	  that	  coupled	  least	  efficiently	  are	  those	  that	  contained	  the	  d	  character.	  Since	  Fe,	  Co,	  and	  Ni	  ferromagnetic	  metals	  have	  greater	  s	  character	  for	   the	  majority	   states	   and	  a	   greater	  d	   character	   for	   the	  minority	   states,	  majority	   conductance	   is	  supposed	  to	  be	  much	  greater	   than	  minority	  conductance.	  These	  symmetry	  arguments	  explain	  the	  large	  values	  of	  TMR	  observed	   in	  MTJs	  composed	  of	  an	  MgO	  barrier	   [54,	  129].	  These	   furthermore	  explain	   the	   tunneling	   characteristics	   of	  MTJs	  with	   Al2O3	   barrier	   and	   are	   also	   consistent	  with	   the	  hypothesis	  of	  Stearns	  [120].	  	  
Symmetry	  arguments	  have	  the	  following	  limitations:	  
• The	  barrier	   is	  assumed	  to	  be	  sufficiently	  thick	  such	  that	  only	  a	  small	  region	  of	  the	  surface	  Brillouin	  zone	  contributes	  to	  the	  tunneling	  current.	  However,	  for	  sufficiently	  thick	  barriers,	  the	   assumption	   of	   ballistic	   transport	   does	   not	   hold	   true	   anymore.	   For	   sufficiently	   thin	  barriers	   wherein	   the	   transport	   is	   ballistic,	   the	   assumption	   is	   usually	   not	   justified	   either,	  because	   under	   those	   conditions,	   almost	   all	   of	   the	   surface	   of	   the	   Brillouin	   zone	   might	  contribute	  to	  the	  conduction	  process.	  
• There	   is	  no	  particular	   reason	  why	  Bloch	  states	  of	  d	   character,	   for	  example,	   cannot	   tunnel	  through	  the	  barrier	  in	  the	  absence	  of	  a	  d	  orbital	  in	  the	  barrier.	  The	  fact	  that	  such	  tunneling	  does	  exist	  is	  conclusively	  shown	  by	  the	  work	  of	  Alvarado	  et	  al.	  [130],	  and	  Okuno	  et	  al.	  [131],	  who	  showed	   the	  effective	   tunneling	  of	  electrons	  of	  d	  character	   through	  a	  vacuum	  barrier,	  even	  though	  a	  vacuum	  has	  no	  d	  states.	  
Important	  effects	  of	  the	  interface	  determined	  by	  the	  bonding	  between	  the	  ferromagnet	  and	  the	  insulator	  at	   the	   interface	   in	  determining	   the	  TMR	  have	  been	  shown	   to	  be	  of	  great	   importance	  by	  Tsymbal	   et	   al.	   [132].	   Further,	   Wunnicke	   et	   al.	   [133]	   theoretically	   predicted	   the	   appearance	   of	  interface	  states	  which	  could	  dramatically	  affect	  conductance.	  The	  effect	  of	  bonding	  at	  the	  interface	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of	  the	  ferromagnet	  and	  insulator	  was	  used	  to	  explain	  the	   inversion	  of	  the	  spin-­‐polarization	  of	   the	  electrons	  tunneling	  from	  Co	  through	  and	  SrTiO3	  barrier	  [122,	  123].	  	  It	  was	  also	  used	  for	  explaining	  the	  bias-­‐dependent	  positive	  and	  negative	  values	  of	  TMR	   in	  Ta2O5	  and	  Ta2O5/Al2O3	  barriers	   [134].	  These	  were	  also	  indirectly	  observed	  in	  MgO	  barriers	  [135,	  136].	  Theoretically,	  a	  strong	  sensitivity	  of	  TMR	  to	  surface	  states	  was	  predicted	  in	  underoxidized	  AlO	  [137]	  and	  found	  that	  oxygen	  deposited	  on	  Fe(001)	  surfaces	  reverses	  the	  spin-­‐polarization	  of	  the	  electronic	  density	  of	  states	  in	  vacuum,	  due	  to	  strong	  exchange-­‐coupling	  [138].	  In	  MgO,	  it	  was	  predicted	  that	  an	  atomic	  layer	  of	  oxygen	  greatly	  reduces	  TMR	  [58,	  139,	  140].	  
When	   the	   thickness	   of	   the	   MgO	   exceeds	   the	   scattering	   length	   of	   the	   electrons	   that	   travel	  through	   it,	   it	   is	   not	   possible	   to	   describe	   them	   any	  more	   by	   ballistic	   tunneling.	   Such	   theories	   are	  generally	  described	  by	  Drud’s	  model	  in	  the	  bulk	  regime.	  Recently,	  Lu	  et	  al.	   [141]	  have	  proposed	  a	  model	  based	  on	  diffusive	  transport	  for	  MTJs	  having	  thick	  MgO	  layers.	  
A	   brief	   description	   of	   each	   of	   the	   models	   shall	   be	   provided	   next,	   and	   some	   parts	   of	   the	  mathematical	  descriptions	  of	   some	  of	   the	  models	   shall	  be	  used	   to	  develop	  a	  model	   that	  might	  be	  useful	  in	  describing	  an	  MTJ	  made	  commercially.	  	  
6.1.1. Jullière’s Model Jullière’s	  model	  is	  based	  on	  the	  assumptions	  that	  	  
a) the	  spin	  of	  the	  electrons	  are	  conserved	  during	  the	  tunneling	  process,	  and	  b) the	  conductance	  of	  a	  particular	  channel	  is	  proportional	  to	  the	  product	  of	  the	  DOS	  of	  the	  two	  electrodes.	  
Due	   to	   the	   first	   assumption,	   the	   current	   due	   to	   the	   up-­‐spin	   and	   down-­‐spin	   electrons	   can	   be	  described	  as	   two	   independent	   channels	   (and	   is	   commonly	   referred	   to	   as	   the	   two-­‐current	  model)	  and	  has	  been	  used	  extensively	  for	  the	  description	  of	  the	  giant	  magnetoresistance	  [142].	  According	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to	  this	  assumption,	  an	  electron	  emanating	  from	  one	  spin-­‐state	  in	  one	  electrode	  will	  be	  accepted	  by	  the	  same	  spin-­‐state	   in	  the	  other	  electrode.	   If	   the	  two	  ferromagnets	  are	  magnetized	   in	  the	  parallel	  direction,	   the	   majority	   states	   in	   one	   electrode	   tunnel	   into	   the	   majority	   states	   of	   the	   other	  electrodes,	  while	  the	  minority	  electrons	  of	  one	  electrode	  tunnel	  into	  the	  minority	  states	  of	  the	  other	  electrode.	  However,	  when	   the	  magnets	   are	  magnetized	   in	   the	   antiparallel	   direction,	   the	  majority	  electrons	  tunnel	  into	  the	  minority	  states	  of	  the	  other	  electrode,	  while	  the	  minority	  electrons	  of	  one	  electrode	   tunnel	   into	   the	   majority	   states	   of	   the	   other	   electrode.	   According	   to	   the	   second	  assumption,	  the	  current	  in	  the	  parallel	  and	  antiparallel	  electrodes	  can	  be	  described	  according	  to	  the	  equation	  
	  
 
GP ∝ ρL
↑ρR
↑ + ρL
↓ρR
↓
GAP ∝ ρL
↑ρR
↓ + ρL
↓ρR
↑
,	   (6-­‐3)	  
where,	  the	  subscripts	  refer	  to	  the	  left	  and	  the	  right	  electrodes,	  and	  the	  superscripts	  refer	  to	  the	  majority-­‐	  and	  minority-­‐spin	  electrons.	  Thus,	  the	  tunneling	  magneto	  resistance	  (TMR)	  according	  to	  Jullière’s	  formulation	  will	  be	  given	  by	  
	   TMR = GP −GAPGAP = 2PLPR1− PLPR .	   (6-­‐4)	  
Here,	  PL	  and	  PR	  are	  the	  spin	  polarizations	  in	  the	  left	  and	  the	  right	  electrodes	  respectively.	  
6.1.2. A Free-Electron Model A	   little	   more	   insight	   might	   be	   obtainable	   from	   using	   a	   simple	   free-­‐electron	   model	   of	   the	  electron,	  in	  determining	  the	  tunneling	  characteristics	  of	  the	  junction.	  Note	  that	  this	  approximation	  adds	  the	  nature	  of	   the	  tunneling	  material	   into	   Jullière’s	  model,	  and	  thus	  provides	  a	  more	  realistic	  description	   of	   the	   tunneling	   phenomenon.	   This	   model	   also	   incorporates	   the	   two-­‐current	  approximation	  by	  treating	  the	  majority-­‐	  and	  minority-­‐spins	  via	  two	  different	  potentials	  Vnσ ,	  where	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n	   stands	   for	   the	   left	   (L)	   or	   right	   (R)	   terminals,	   and	  σ	   represents	   the	   spin-­‐state	   of	   the	   electrons.	  Notably,	  the	  two	  potentials	  differ	  from	  one	  another	  by	  the	  spin-­‐split	  band	  energy.	  
Assuming	   that	   the	  wave	  vector	  parallel	   to	   the	   interface	  k|| 	  is	   conserved	  during	   tunneling,	   the	  transmission	  probability	  may	  be	  expressed	  as	  
	  
 
T σ k ||( ) = 16κ 2 kL
σ
κ 2 + kL
σ2
kR
σ
κ 2 + kR
σ2 e
−2κ d ,	   (6-­‐5)	  
where	  d	  is	  the	  thickness	  of	  the	  barrier.	  The	  transmission	  occurs	  between	  two	  bulk	  states	  in	  the	  ferromagnetic	  electrodes	  characterized	  by	  the	  wave	  vector	  normal	  to	  the	  interfaces	  given	  by	  
	  
 
knσ = 2m / ( ) EF −Vnσ( ) − k||2 .	   (6-­‐6)	  
Here,	  m	  is	  of	  course	  the	  electron	  mass.	  The	  decay	  constant is	  defined	  by	  
	    κ = 2m / ( ) U − EF( ) + k||2 .	   (6-­‐7)	  
Here,U	  is	  the	  potential	  of	  the	  barrier.	  For	  a	  particular	  value	  of	   ,	  the	  transmission	  equation	  can	  
be	  divided	  into	  transmission	  functions	  TLσ k||( )and	  TRσ k||( ) 	  for	  the	  left	  and	  the	  right	  interfaces,	  and	  an	  exponential	  decay	  due	  to	  the	  barrier,	  such	  that	  the	  transmission	  function	  may	  be	  written	  as	  [139,	  143],	  
	   T σ k||( ) = TLσ k||( )e−2κdTRσ k||( ) .	   (6-­‐8)	  
The	  total	  spin-­‐resolved	  conductanceGσ is	  determined	  by	  the	  sum	  of	  transmissions	  over	  all	  the	  transverse	  wave	  vectors.	  This	  may	  be	  written	  according	  to	  the	  Landauer’s	  formula	  [5]	  as	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Gσ = e
2
h
T σ k ||( )
k ||
∑ .	   (6-­‐9)	  
For	  sufficiently	  thick	  barriers,	  the	  only	  transmission	  would	  be	  due	  to	  those	  contributions	  of	  the	  parallel	  component	  of	  the	  wave	  vector	  which	  are	  sufficiently	  close	  to	  normal	  incidence	  (i.e.,	  k|| = 0).	   For	   thin	   barriers	   this	   assumption	   is	   not	   reasonable	   [144].	   However,	   Jullière’s	   formula	   gives	  surprisingly	   accurate	   results	   of	   TMR	   in	   alumina	  barriers.	   This	   is	   probably	   due	   to	   the	   fact	   that	   in	  barriers,	   in	   the	  presence	  of	   strong	  scattering,	   the	   transmission	  between	  different	  k|| states	  occurs	  with	   equal	   probability.	   Thus,	   in	   these	   situations,	   the	   conductance	   becomes	   proportional	   to	   the	  conductance	  functions	  of	  the	  interfaces.	  
	  
 
Gσ ∝ TL
σ TR
σ .	   (6-­‐10)	  
Although	   free-­‐electron	   models	   capture	   some	   important	   aspects	   of	   the	   barrier	   material,	   they	  tend	   to	   neglect	   the	   multiband	   nature	   of	   the	   ferromagnetic	   electrodes.	   Further,	   for	   crystalline	  insulators	  such	  as	  MgO,	  these	  studies	  predict	  impractically	  low	  values	  of	  barrier	  height,	  of	  the	  order	  of	  0.34-­‐0.5	  eV[145].	  However,	  most	  analytical	  techniques	  for	  alumina-­‐based	  junctions	  still	  use	  this	  approach	   [146,	   147].	   Some	   MgO-­‐based	   MTJs	   have	   also	   been	   recently	   investigated	   using	   this	  approach	  [148].	  	  
6.1.3. Complex Band Structure and Symmetry A	   powerful	   method	   of	   determining	   spin-­‐dependent	   tunneling	   incorporating	   the	   multiband	  tunneling	   nature	   of	   the	   electrodes	   is	   described	   by	   Mavropoulos	   et	   al.,	   [128]	   in	   which	   they	  emphasized	  the	  importance	  of	  the	  symmetry	  of	  the	  evanescent	  gap	  states	  in	  the	  tunneling	  barrier	  of	  the	   junction.	  For	  perfect	  tunnel	   junctions,	   the	  wave	  vector	  parallel	   to	  the	   interface, k|| 	  needs	  to	  be	  conserved.	  Thus,	  the	  material	  constituting	  the	  insulator	  must	  possess	  some	  form	  of	  symmetry,	  such	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that	   Bloch	   transport	   may	   take	   place	   parallel	   to	   the	   direction	   of	   the	   interface.	   The	   dispersion	  relationship	  perpendicular	  to	  the	  interface	  may	  be	  described	  by	  the	  function	  of	  the	  complex	  wave-­‐vector	   E kz( ) ,	   where	   kz = q + iκ ,	   the	   imaginary-­‐part	   of	   the	   wave	   vector	   determines	   the	  exponential	  decay	  rate	  of	  evanescent	  states	  with	  distance	  through	  the	  insulator.	  Evanescent	  states	  having	  the	  lowest	  decay	  rates	  play	  a	  decisive	  role	  in	  the	  tunneling	  phenomenon.	  	  
The	  MgO	  barrier	  shall	  be	  discussed	  in	  greater	  detail	  since	  this	  is	  the	  material	  of	  choice	  that	  has	  been	  used	  in	  this	  thesis.	  Symmetry	  arguments	  predict	  very	  large	  values	  of	  TMR	  for	  these	  junctions,	  consistent	  with	  both	  first	  principles	  [54]	  and	  tight-­‐binding	  [129]	  calculations.	  	  
MgO	   has	   a	   direct	   bandgap	   at	   the	   Γ	   point	   and	   for	   thicker	   MgO	   relatively	   thick	   barriers,	   the	  dominant	  contribution	  due	  to	  the	  carriers	  comes	  from	  the	  Γ 	  point	  (i.e.,	  k|| = 0 ).	  The	  state	  that	  has	  a	  minimum	  decay	  constant	  κmin has	  Δ1 	  symmetry.	  If	  an	  electron	  originating	  in	  the	  electrodes	  needs	  to	  tunnel	  through	  this	  state,	  that	  electron	  must	  also	  possess	  Δ1	  symmetry.	  In	  the	  band	  structures	  of	  Fe	  only	  the	  majority	  spin	  channel	  has	  a	  Fermi	  surface	  with	  Δ1	  symmetry.	  This	  band	  couples	  with	  the	  Δ1	   evanescent	   state	   of	   the	   MgO	   and	   passes	   to	   the	   other	   side	   of	   the	   barrier.	   Electrons	   of	   other	  symmetries	   are	   thus	   selectively	   filtered	   out	   by	   the	   barrier.	   This	   is	   the	   reason	   why	   the	   spin	  polarization	   of	   the	   Fe|MgO	   system	   is	   actually	   positive	   and	   rather	   large,	   although	   the	   spin	  polarization	   of	   the	   individual	   Fe	   electrodes	   may	   be	   negative	   due	   to	   their	   band	   structures.	   The	  presence	   of	   spin-­‐dependent	   electron	   reflection	   from	  MgO	   thin	   films	   grown	   on	   Fe(001)	   has	   been	  demonstrated	  [149].	  
When	  the	  electron	  having	  Δ1	  symmetry	  has	  reached	  the	  other	  electrode,	   it	  may	  or	  may	  not	  be	  able	   to	   propagate,	   depending	   upon	   the	   relative	  magnetization	   orientation	   of	   the	   other	   electrode.	  For	  parallel	  orientation,	  it	  will	  couple	  effortlessly	  into	  a	  band	  having	  Δ1	  symmetry.	  For	  antiparallel	  orientation,	   however,	   there	   are	   no	   Δ1	   symmetry	   states	   in	   the	   minority	   bands	   and	   thus	   these	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electrons	  will	   be	   rejected.	   This	  would	   result	   in	   infinite	   TMR!	   This	   is	   exactly	   true	   for	  k|| = 0 ,	   and	  only	   approximately	   true	   for	  k|| close	   to	  0.	   In	   addition	   to	   bcc	   Fe,	   bcc	  Co	   and	  bcc	  CoFe	  have	   the	  Δ1	  symmetry	  bands	  only	   in	  the	  majority	  channel.	  Thus,	   large	  values	  of	  TMR	  are	  also	  expected	  for	  Co	  and	  CoFe	   electrodes	  with	  MgO	  barriers.	   These	   are	   confirmed	  by	   first-­‐principles	   calculations	   [55]	  and	  observed	  experimentally	  [150].	  Note	  that	  localized	  states	  in	  MgO	  attributable	  to	  O	  vacancies	  or	  other	  structural	  defects	  [151,	  152]	  cause	  non-­‐ideal	  transport	  [153],	  which	  may	  significantly	  affect	  transport	  spin	  polarization[154]	  and	  even	  lead	  to	  the	  reversal	  of	  TMR[155].	  
6.1.4. Interface Resonant States and Interface Bonding Interface	   resonance	   states	  may	   play	   a	   critical	   role	   in	   the	   nature	   of	   the	   transport	  mechanism.	  Surface	  resonance	  states	  are	  those	  electronic	  states	  of	  the	  surface	  that	  are	  coupled	  to	  the	  bulk	  Bloch	  states.	   The	   presence	   of	   minority-­‐spin	   resonant	   states	   the	   on	   Fe(001)	   surface	   has	   been	   shown	  experimentally	   by	   STM	   measurements[156].	   Although	   significant	   theoretical	   studies	   have	   been	  performed	  [133,	  157,	  158],	  there	  have	  been	  meager	  demonstrations	  in	  the	  experimental	  control	  of	  these	  states.	  Thus,	  these	  shall	  not	  be	  discussed	  in	  any	  great	  detail	  here.	  	  	  
6.1.5. Diffusive Transport Xu	  et	  al.	  [159]	  showed	  that	  during	  a	  generic	  tunneling	  process,	  the	  thickness	  of	  the	  barrier	  plays	  an	  important	  role	  in	  describing	  the	  exact	  nature	  of	  the	  tunneling.	  As	  the	  thickness	  of	  the	  tunneling	  barrier	  changes	  from	  a	  thin	  barrier	  to	  a	  thick	  barrier,	  the	  tunneling	  mode	  of	  electrons	  changes	  from	  direct	   tunneling	   to	   resonant	   tunneling,	   to	   direct	   hopping	   along	   quasi-­‐one	   dimensional	   chains	   of	  localized	   states,	   to	   variable-­‐length	   hopping,	   in	   bulk	  materials.	   Further,	   the	   order	   in	   which	   these	  happen	  is	  always	  the	  same,	  as	  the	  thickness	  of	  the	  barrier	  is	  increased.	  More	  importantly,	  however,	  each	  of	  these	  tunneling	  mechanisms	  has	  very	  distinct	  dependences	  on	  the	  temperature	  at	  which	  the	  measurements	  are	  taken.	  Although	  the	  temperature	  dependence	  of	  tunneling	  has	  been	  proposed	  to	  be	  due	  to	  the	  temperature	  dependence	  of	  the	  magnetization	  and	  hence	  the	  spin	  polarization	  of	  the	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material	  [106],	  a	  very	  persuasive	  case	  for	  diffused	  tunneling	  has	  been	  proposed	  [141]	  as	  a	  reason	  for	   such	   temperature	   dependences	   of	   the	   tunneling	   process.	   Zhang	   et	  al.	   [160]	   have	   proposed	   a	  model	  based	  on	  diffusive	  scattering	  at	  the	  interface.	  However,	  it	  is	  important	  to	  note	  that	  all	  these	  theories	   are	   very	   recent,	   and	   a	   significant	   amount	   of	   work	   still	   needs	   to	   be	   done	   to	   be	   able	   to	  determine	  the	  true	  nature	  of	  the	  diffusive	  process.	  
6.2. Proposed Model for Spin-Dependent Tunneling in Partially Crystalline 
MTJs: Present Study  Although	   there	   has	   been	   a	   significant	   amount	   of	   activity	   in	   the	   understanding	   of	   the	  fundamental	   nature	   of	   the	   tunneling	   mechanism,	   a	   methodology	   applicable	   to	   industrial	  applications	  has	  never	  been	  proposed.	  In	  this	  section,	  we	  shall	  present	  a	  model	  that	  can	  be	  used	  for	  describing	  just	  such	  devices.	  	  
6.2.1. The CoFe Grain Distribution Industrial	  applications	  use	  PVD	  for	  the	  deposition	  of	  CoFeB	  as	  the	  electrodes,	  with	  subsequent	  anneal,	  have	  yielded	  the	  highest	  values	  of	  TMR,	  due	  to	  the	  Fe	  oxidation	  at	  the	  interface	  that	  occurs	  in	  epitaxial	  films	  [99,	  100].	  	  Upon	  annealing,	  crystalline	  grains	  of	  CoFe	  are	  formed	  at	  the	  CoFeB|MgO	  interface	  with	  the	  proper	  out-­‐of-­‐plane	  orientation	  [91,	  161].	  Crystalline	  CoFe	  grains	  are	  embedded	  in	  a	  matrix	  of	  amorphous	  CoFeB,	  as	  shown	  in	  Fig.	  6.1(a)	  
Note	  that	  these	  grains	  are	  present	  on	  both	  sides	  of	  the	  MgO	  layer,	  since	  CoFeB	  forms	  both	  the	  electrodes	  of	  this	  structure.	  These	  grains	  are	  scattered	  randomly	  about	  the	  CoFeB	  layer.	  However,	  the	  distribution	  of	  these	  grains	  may	  be	  assumed	  to	  be	  Gaussian1	  in	  nature.	  Each	  grain	  is	  assumed	  to	  be	  separated	  from	  the	  other	  grains	  by	  a	  distance	  tGrain.	  
                                           
1 Due to the central limit theorem. 
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(a)	   (b)	  
Fig.	   6.1.	   A	   TEM	   image	   of	   a	   CoFe	   grain	   embedded	   in	   a	   CoFeB	   matrix	   (a),	   and	   a	   schematic	  representation	  of	  the	  same	  (b).	  
This	   is	  not	  the	  actual	  distance	  between	  all	   the	  grains,	  but	  rather	  an	  average	  distance	  between	  the	  grains.	  The	  distribution	  of	   tGrain	   is	   assumed	   to	  be	  Gaussian	  with	  a	   standard-­‐deviation	  of	  σGrain.	  The	   first	  problem	   is	   to	  understand	   the	  nature	  of	   the	  distribution	  of	   these	   individual	  grains,	  given	  that	  they	  are	  distributed	  such	  that	  each	  grain	  is	  approximately	  a	  distance	  tGrain	  away.	  Thus,	  one	  can	  imagine	   that	   around	  one	  grain,	   there	  are	   concentric	   rings	  of	   these	  grains,	   each	   ring	  a	  distance	  of	  approximately	  tGrain	  away.	  This	  is	  shown	  schematically	  in	  Fig.	  6.2.	  In	  this	  figure,	  the	  average	  distance	  between	  the	  grains	  is	  represented	  by	  r,	  so	  that	  it	  is	  easier	  to	  represent	  that	  in	  a	  diagram.	  (A	  change-­‐of-­‐variable	  can	  always	  be	  performed	  at	  a	  later	  stage.)	  We	  want	  to	  find	  the	  location	  of	  other	  grains	  that	  are	  on	  average	  a	  distance	  of	  r	  from	  the	  center	  grain	  (shown	  by	  the	  green	  square).	  These	  shall	  be	   dispersed	   somewhere	   around	   a	   circle	   whose	   radius	   is	   r.	   If	   we	   assume	   that	   the	   other	   grain	  (represented	   by	   the	   blue	   square)	   lies	   on	   the	   abscissa	   of	   an	   imaginary	   coordinate	   system,	   then	  another	  grain	  on	  the	  circle	  with	  radius	  r	  (represented	  by	  the	  solid	  red	  line)	  should	  be	  equidistant	  to	  both	  the	  grain	  represented	  by	  the	  green	  square,	  and	  the	  grain	  represented	  by	  the	  blue	  square.	  This	  is	  the	  grain	  represented	  by	  the	  red	  square.	  As	  such	  these	  are	  at	  the	  three	  corners	  of	  an	  equilateral	  triangle,	  with	  a	  60°	  angle	  between	  them.	  Other	  grains	  around	  the	  grain	  represented	  by	   the	  green	  square	  will	  have	  angle	  mπ/3,	  where	  m	  goes	  from	  0	  to	  5	  (mmax).	  	  
MgO 
Amorphous 
CoFeB 
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   (a)	   (b)	  
Fig.	   6.2.	   Three	   square	   grains	   at	   a	   distance	   of	   r	   away	   from	   each	   other	   (a),	   and	   the	   possible	  positions	  of	  such	  grains	  when	  these	  grains	  are	  removed	  a	  distance	  nr	  away	  (b).	  
Now,	  if	  one	  considers	  a	  circle	  n	  radii	  away	  (like	  the	  blue	  circle	  in	  Fig.	  6.2(b),)	  then	  the	  angles	  for	  the	  first	  grains	  are	  no	  longer	  mπ/3,	  but	  rather	  	  
	  
 
θ0 = tan
−1 3r / 2
(n −1)r + r / 2
⎛
⎝
⎜
⎞
⎠
⎟ = tan−1
3
2n −1
⎛
⎝
⎜
⎞
⎠
⎟ .	   (6-­‐11)	  
There	  are	  at	  most	  	  
	    mmax = int 2π / θ0( ) 	   (6-­‐12)	  
such	  grains,	  where	  the	  ‘int’	  function	  represents	  the	  truncated	  integer	  of	  the	  dependent	  variable.	  	  
Assuming	  that	  the	  probability	  of	  finding	  the	  center	  of	  the	   ith	  grain	  at	  the	  position	  (xa,	  ya)	  has	  a	  Gaussian	   distribution,	   with	   a	   standard-­‐deviation	   of	   σ,	   the	   probability	   of	   finding	   the	   grain	   at	   a	  random	  position	  (x,	  y)	  is	  given	  by	  
r 
(n-1)r 
+ r/2 
(√3
)r/2 
r
/2 
(√3
)r/2 
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   P1 x, y( ) = 12πσ 2 e− x− xa( )2 /2σ 2 e− y− ya( )2 /2σ 2 dxa dyaEntire area∫ 	   (6-­‐13)	  
For	  the	  simplicity	  of	  the	  calculations,	  one	  might	  use	  a	  square	  grain,	  rather	  than	  a	  circular	  grain.	  In	  that	  case,	  when	  the	  thickness	  of	  a	  square	  grain	  is	  t	  units,	  is	  given	  by	  
	   Pi x, y( ) = 12πσ 2 e− x− xa( )2 /2σ 2 dxa− t /2t /2∫ e− y− ya( )2 /2σ 2 dya− t /2t /2∫
= Φx t / 2( ) − Φx −t / 2( )⎡⎣ ⎤⎦ Φy t / 2( ) − Φy −t / 2( )⎡⎣ ⎤⎦
	   (6-­‐14)	  
where	  
	   Φu t( ) = 1σ 2π e− u−µ( )2 /2σ 2 du−∞t∫ = 12 1+ erf t − µ2σ⎛⎝⎜ ⎞⎠⎟⎡⎣⎢ ⎤⎦⎥ .	   (6-­‐15)	  
Since	  there	  are	  multiple	  grains,	  the	  contributions	  due	  to	  all	  grains	  have	  to	  be	  added.	  This	  is	  described	  by	  the	  equation	  below.	  
	   P x, y( ) = Pi x, y( )
i
∑ .	   (6-­‐16)	  
The	  above	  function	  is	  plotted	  for	  various	  values	  of	  grain	  thickness	  (t),	  distance	  between	  grains	  (R0),	  and	  the	  standard-­‐deviation	  of	  the	  Gaussian	  distribution	  of	  grain	  position	  about	  a	  particular	  point	  (σ)	  in	  Fig.	  6.3.	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σ=3,	  t=10,	  R0=30	   σ=3,	  t=20,	  R0=30	   σ=0.5,	  t=20,	  R0=30	  
Fig.	  6.3.	  Plots	  of	  the	  value	  if	  P,	  the	  probability	  of	  finding	  a	  CoFe	  grain	  at	  a	  particular	  point	  (x,y)	  for	  different	  parameters.	  	  
6.2.2. 3D Band Structure of CoFe Using the Tight-Binding Approximation The	   3D	   energy-­‐bands	   of	   CoFe	   are	   calculated	   by	   fitting	   energy	   bands	   calculated	   from	   first	  principles	   to	   a	   tight-­‐binding	   formula,	   first	   developed	   by	   Froyen	   et	   al.	   [162,	   163].	   Froyen	   et	   al.	  explicitly	  wrote	  down	  the	  band	  structure	  for	  all	  of	  the	  transition	  metals.	  However,	  they	  did	  this	  for	  one	  dimension	  (they	  did	  this	  for	  the	  (200)	  orientation)	  only.	  We	  shall	  show	  that	  it	  is	  unnecessary	  to	  limit	  the	  theoretical	  evaluation	  of	  the	  bands	  to	  one	  dimension	  only,	  and	  their	  calculations	  are	  easily	  extended	  to	  the	  calculation	  of	  the	  three-­‐dimensional	  band	  structure.	  	  
Although	   tight-­‐binding	   theory	   is	   generally	   taught	   in	  many	   introductory	   courses	   of	   solid-­‐state	  physics[164],	   these	   theories	   generally	   tend	   to	   be	   over-­‐simplified,	   compared	   to	   the	   involved	  calculations	   that	   are	   generally	   associated	   with	   real-­‐world	   tight-­‐binding	   methods.	   Even	   several	  books	   dedicated	   to	   the	   subject	   only	   act	   as	   pedagogical	   references[165,	   166],	   especially	   for	  transition	  metals.	   Hence,	   the	   method	   for	   finding	   the	   3D	   band	   structure	   shall	   be	   presented	   with	  sufficient	  detail	  in	  this	  chapter.	  
Any	  sufficiently	  sophisticated	   tight-­‐binding	  modeling	  approach	  will	  have	   to	  peruse	   the	  Slater-­‐Koster	  paper	  on	  linear	  combination	  of	  atomic	  orbitals	  (LCAO)	  [167].	  The	  method	  shall	  be	  explained	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here,	   with	   CoFe	   serving	   as	   the	  material	   of	   choice	   for	   which	   the	   3D	   bands	   are	   obtained.	   Slater’s	  explanation	   is	   a	   little	   terse	   on	   the	   basics,	   while	   being	   quite	   verbose	   in	   reference	   to	   the	   more	  advanced	   aspects	   of	   the	   theory.	  Hence,	   the	   essential	   points	   of	   Slater’s	   theory	   shall	   be	   presented,	  with	   the	   basic	   theory	   interspersed	   within	   to	   fill	   in	   the	   casual	   reader	   with	   enough	   theoretical	  background	  such	  that	  the	  user	  might	  find	  a	  self-­‐contained	  review	  of	  the	  matter.	  
If	  we	  start	  with	  atomic	  orbitals	  φn r − Ri( ) 2,	  where	  Ri	  happen	  to	  be	   the	  atom	  centers,	  and	  the	  atomic	  Hamiltonian	  h(r),	  then	  the	  atomic	  Hamiltonian	  for	  the	  atom	  located	  at	  position	  Ri	  is	  given	  by	  
h(r-­‐Ri).	  	  The	  wave	  equation	  for	  this	  Hamiltonian	  is	  given	  by	  
	   h r − Ri( )φn r − Ri( ) = Enφn r − Ri( ) .	   (6-­‐17)	  
The	   crystal	   Hamiltonian	   H	   is	   composed	   of	   the	   sum	   of	   atomic	   Hamiltonians	   (H0)	   and	   an	  interaction	  Hamiltonian	  (Hint),	  describing	  the	  interactions	  between	  different	  atoms.	  The	  interaction	  term	  is	  assumed	  to	  be	  small,	  and	  may	  be	  obtained	  by	  perturbation	  theory.	  The	  unperturbed	  term	  	  (H0)	   then	   is	   simply	   h r − R j( )
R j
∑ .	   Because	   of	   translational	   symmetry	   it	   is	   possible	   to	   create	   the	  
Bloch	  sumN − 12 e− ik.Riφn r − Ri( )
R j
∑ ,	  where	  the	  sum	  is	  over	  all	  atoms	  in	  equivalent	  positions	  in	  the	  
unit	  cells	  of	  the	  crystal.	  When	  such	  Bloch	  sums	  are	  created	  for	  each	  orbital	  in	  each	  atom	  and	  to	  each	  atom	  in	  the	  unit	  cell,	   it	  turns	  out	  that	  there	  are	  non-­‐diagonal	  matrix	  elements	  only	  between	  Bloch	  sums	  of	  the	  same	  k	  value,	  corresponding	  to	  	  
a) different	  atomic	  orbitals	  of	  the	  same	  atom	  (hybridization),	  and	  b) atomic	  orbitals	  on	  different	  atoms	  in	  the	  same	  unit	  cell	  (bonding).	  
                                           
2 These would be the s, p, d, anf f orbitals of the atoms, the equations of each of which are already accurately known. 
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Thus,	   it	   is	  necessary	  only	   to	   consider	  atoms	  of	  one	   single	  unit	   cell	   –	  a	  much	   less	   complicated	  problem.	   There	   are	   many	   choices	   of	   orbitals	   that	   may	   be	   used,	   including	   space-­‐quantized	   with	  respect	  to	  a	  particular	  direction	  in	  space,	  hydrogen-­‐like	  orbitals	  such	  as	  s,	  px,	  py,	  pz,	  dxy,	  and	  so	  on,	  which	  have	  a	   cubic	   reference	  axis,	  or	  even	  more	  complicated	  hybridized	  orbitals.	  Note	   that	  more	  complicated	   orbitals	   are	   necessary	   only	   for	   non-­‐cubic	   crystals3 .	   For	   modeling	   bcc	   crystals,	  hydrogen-­‐like	  orbitals	  should	  suffice.	  
If	  hydrogen-­‐like	  orbitals	  from	  different	  orbitals	  are	  used	  directly,	  Bloch	  sums	  of	  these	  orbitals	  are	  not	  going	  to	  be	  orthogonal	   to	  each	  other,	  since	   the	  atomic	  orbitals	  on	  different	  atoms	  are	  not	  orthogonal	  to	  one	  another.	  For	  that	  purpose,	  linear	  combinations	  of	  these	  orbitals	  may	  be	  created	  which	   are	   orthogonal	   to	   each	   other,	   and	   yet	   preserve	   the	   symmetry	   properties	   of	   the	   original	  orbitals.	  This	  is	  done	  using	  the	  theory	  proposed	  by	  Löwdin	  and	  are	  known	  as	  Löwdin	  orbitals[168].	  These	  shall	  be	  termed	   .	  
From	  Löwdin	  orbitals,	  new	  Bloch	  sums	  may	  be	  created	  as	  
	   ,	  	   (6-­‐18)	  
where	  N	   is	   the	  number	  of	  unit	   cells	   in	   the	   repeating	   region.	  Note	   that	   the	  unit	   cells	  are	   to	  be	  chosen	  as	  small	  as	  possible.	  The	  eigenfunctions	  of	  H	  may	  be	  written	  as	  linear	  combinations	  of	  these	  Bloch	  functions	  
	   	   (6-­‐19)	  
The	  energy	  of	  the	  crystal	  may	  be	  calculated	  by	  operating	  on	  the	  eigenfunctions	  just	  created,	  by	  the	  crystal	  Hamoltonian	  H	  giving	  (due	  to	  the	  orthogonality	  of	  the	  Bloch	  functions,)	  
                                           
3 The Si crystal is a good example where working with hybridized orbitals is an advantage. 
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   Cn 'Φn '
n '
∑ H CnΦn
n
∑ = E Cn 'Φn '
n '
∑ CnΦn
n
∑ = Eδnn 'CnCn '
n,n '
∑ 	   (6-­‐20)	  
A	  set	  of	  linear	  equations	  in	  Cn	  may	  be	  created	  such	  that	  	  
	   	   (6-­‐21)	  
The	  matrix	  element	  between	  two	  such	  unit	  cells	  are	  
	   Hn,n ' = N −1 e− ik. R j −Ri( ) ψ n* r − Ri( )Hψ m r − R j( )dr∫
Ri ,R j
∑ .	   (6-­‐22)	  
Note	  that	  the	  integrals	  are	  over	  the	  entire	  volume.	  Finally,	  assuming	  that	  the	  atom	  at	  Ri	   is	  the	  central	  atom,	   the	  summation	  over	   the	   two	   indices	  may	  be	  dropped	  and	  only	   the	  summation	  over	  atoms	  at	  Rj	  retained.	  Then,	  the	  matrix	  element	  becomes	  
	   e− ik. R j −Ri( ) ψ n* r − R j( )Hψ m r − Ri( )dr∫
R j
∑ .	   (6-­‐23)	  
Note,	  that	  beyond	  the	  integral,	  the	  matrix	  element	  is	  dependent	  only	  upon	  the	  value	  of	  the	  wave	  vector	  k,	   and	   the	  distance	  between	  atoms	   that	  are	  under	  consideration.	  Three	  simplifications	  are	  made	  at	  this	  point:	  
a) The	  integral	  is	  replaced	  by	  ‘fitting	  parameters’,	  	  b) Only	  nearest,	  or	  nearest	  and	  second-­‐nearest	  neighbors	  are	  considered	  in	  the	  equation,	  and	  c) Only	  atomic	  orbitals	  close	  to	  energies	  of	  interest	  are	  considered.	  
The	  fitting	  parameters	  may	  either	  be	  calculated	  using	  the	  technique	  of	  variational	  minimization,	  or	  if	  experimental/first-­‐principle	  calculations	  are	  present,	  fitted	  to	  these	  bands.	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Energy	  integrals	  may	  be	  represented	  using	  the	  two-­‐center	  approximation	  in	  which	  the	  integral	  in	  the	  above	  equation	  is	  represented	  by	  one,	  two,	  or	  three	  integrals,	  depending	  upon	  the	  number	  of	  ways	   in	  which	  particular	  orbitals	  can	  have	  known	  bonding.	  These	  are	  detailed	   in	  Appendix	  V,	   for	  easy	  reference.	  For	  example,	  two	  s	  orbitals	  may	  be	  combined	  as	  a	  σ	  bond.	  Two	  p	  or	  one	  p	  and	  a	  d	  orbital	   may	   be	   combined	   into	   a	   combination	   of	   σ	   and	   π	   bond.	   Finally,	   two	   d	   orbitals	   may	   be	  combined	  as	  a	  combination	  of	  a	  σ,	   a	  π	  and	  a	  δ	  bond.	  Thus,	   for	  example,	   if	  ψn	   is	  a	  p	  orbital	  with	  a	  symmetry	   property	   of	   x,	   and	   ψm	   is	   a	   d	   orbital	   with	   symmetry	   property	   xy,	   these	   might	   be	  represented	  as	  	  
	   Ex,xy l,m,n( ) = 3l2mVpdσ + m 1− 2l2( )Vpdπ .	   (6-­‐24)	  
Here,	  l,	  m,	  n	  are	  the	  direction	  cosines	  of	  Rj-­‐Ri.	  	  
Thankfully,	  there	  are	  no	  matrix	  elements	  between	  Bloch	  sums	  of	  different	  elements	  [163].	  Thus,	  only	  the	  diagonal	  elements	  are	  necessary	  for	  formulating	  a	  theory	  based	  upon	  these	  Bloch	  states	  in	  the	  Slater-­‐Koster	   form,	  and	   these	  may	  be	  written	  down	  explicitly.	  Only	   the	  states	   d3z2 − r2 , dyz ,	   dzx ,	  
dxy ,	   and	   dx2 − y2 ,	   corresponding	   to	  angular	  momentum	  quantum	  numbers	   (m)	  of	  0, ±1, ±1, ±2 and  
±3 respectively, need to be computed. The method of deriving the dispersion relationship for will	  be	  
described.	  The	  rest	  will	  be	  simply	  written	  down.	  	  
For	  the	  diagonal	  element	  of	  dxy ,	  the	  corresponding	  energy	  integral	  is	  
	   Exy,xy l,m,n( ) = 3l2m2Vddσ + l2 + m2 − 4l2m2( )Vddπ + n2 + l2m2( )Vddδ .	   (6-­‐25)	  
Fig.	  6.4	  describes	   the	   locations	  of	   important	  atoms	  Rj	  with	   respect	   to	   the	  atom	   located	  at	   the	  center	  of	   the	  cube	  shown.	  For	   the	  atom	  at	   the	  center	  of	   the	  bcc	  structure,	   there	  are	  eight	  nearest	  neighbors,	  the	  location	  of	  one	  of	  which	  is	  shown,	  with	  direction	  cosines	  of	  	  (1/√3)(1,1,-­‐1),	  as	  shown	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in	  the	  figure,	  and	  six	  nearest-­‐neighbor	  atoms,	  one	  of	  which	  is	  shown	  having	  direction	  cosines	  of	  (0,	  1,	  0).	  	  
The	  energy	  integral	  between	  the	  nearest-­‐neighbor	  atom	  shown,	  and	  the	  central	  atom	  may	  be	  written	  down	  as,	  
	   	   (6-­‐26)	  
Similarly,	  the	  overlap	  integrals	  of	  all	  the	  nearest-­‐neighbors	  may	  be	  written	  down,	  and	  it	  is	  easy	  to	  see	  that	  all	  these	  integrals	  are	  the	  same.	  So,	  the	  matrix	  element	  for	  the	  nearest	  neighbor	  atoms	  may	  be	  written	  as	  
	   13Vddσ + 29Vddπ + 49Vddδ⎛⎝⎜ ⎞⎠⎟ e− ik. Ri −R j( )R j∑ 	   (6-­‐27)	  
Note	  that	  the	  values	  of	  Rj-­‐Ri	  for	  all	  the	  nearest	  neighbor	  atoms	  in	  units	  of	  a/2	  are	  (1,1,-­‐1),	  (-­‐1,	  1,-­‐1),	  (-­‐1,-­‐1,-­‐1),	  	  (1,-­‐1,-­‐1),	  (1,1,1),	  (-­‐1,	  1,1),	  (-­‐1,-­‐1,1),	  	  (1,-­‐1,1).	  
Finally,	  when	  the	  values	  of	  Rj-­‐Ri	  are	  substituted	  in	  the	  expression	  for	  the	  matrix	  element	  (6-­‐27),	  one	  obtains	  the	  final	  expression	  for	  the	  overlap	  integral	  between	  nearest-­‐neighbor	  atoms	  as	  	  
	   83Vddσ + 169 Vddπ + 329 Vddδ⎛⎝⎜ ⎞⎠⎟ cos kxa2⎛⎝⎜ ⎞⎠⎟ cos kya2⎛⎝⎜ ⎞⎠⎟ cos kza2⎛⎝⎜ ⎞⎠⎟ 	   (6-­‐28)	  
The	  expression	  for	  the	  next-­‐nearest	  neighbor	  atoms	  may	  be	  obtained	  in	  a	  similar	  manner.	  Note	  that	  the	  expression	  for	  the	  energy	  does	  not	  have	  a	  fixed	  reference.	  Some	  works	  fix	  the	  value	  of	  zero	  energy	  at	  the	  Fermi	  level,	  while	  others	  fix	  the	  zero	  reference	  of	  the	  energy	  at	  the	  vacuum	  level	  and	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so	  on.	  Thus,	  a	  constant	  parameter	  is	  used	  for	  positioning	  the	  energy-­‐bands	  in	  the	  energy	  frame	  of	  reference	   of	   choice.	   This	   constant	   is	   different	   for	   the	   different	   bands	   of	   energy.	   Combining	   the	  contributions	   due	   to	   the	   nearest-­‐neighbors,	   due	   to	   the	   next-­‐nearest	   neighbors,	   and	   the	   possible	  shift	  in	  the	  energy	  reference,	  the	  equation	  for	  the	  dispersion	  relationship	  for	  the	  d	  band	  having	  xy	  symmetry	  may	  be	  written	  as	  
	   Exy k( ) = εd + 83Vddσ + 169 Vddπ + 329 Vddδ⎛⎝⎜ ⎞⎠⎟ cos kxa2⎛⎝⎜ ⎞⎠⎟ cos kya2⎛⎝⎜ ⎞⎠⎟ cos kza2⎛⎝⎜ ⎞⎠⎟ +
2Vddπ2( ) cos kxa( ) + cos kya( ){ } + 2Vddδ2( ) cos kxa( )
	   (6-­‐29)	  
Here,	  the	  superscript	  (2)	  refers	  to	  the	  overlap	  integrals	  between	  next-­‐nearest	  neighbors,	  and	  εd	  is	  the	  parameter	  used	  for	  fixing	  the	  reference	  frame	  of	  the	  energy	  bands.	  
	  
	  
	  
	  
	  
	  
	  
Fig,	  6.4.	  A	  schematic	  representation	  of	  a	  unit	  bcc	  structure,	  showing	  the	  direction-­‐cosines	  of	  the	  central	  atom	  to	  a	  nearest	  atom,	  and	  one	  of	  the	  next-­‐nearest	  atoms.	  	  
x 
a 
√3a/2 
A nearest neighbor 
A next-nearest 
neighbor 
(l,m,n)=(1/√3, 1/√3, -1/√3) 
y 
z 
(l,m,n)=(0, 1, 0) 
a 
114 
 
Similarly,	   the	   dispersion	   relationship	   for	   all	   the	   bands	   may	   be	   written	   down.	   These	   are	  
provided	   in	   Table	   6-­‐I.	   In	   Table	   6-­‐1,	   note	   that ,	   and	  
.	   Since	   all	   the	   overlap	   integrals	   are	   fitting	   parameters	   anyway,	   it	   is	  
easier	  to	  use	  the	  parameters	  A,	  D	  and	  Wd,	  rather	  than	  the	  actual	  values	  of	  the	  overlap	  integrals	  for	  curve	  fitting.	  The	  reason	  why	  there	  are	  two	  different	  parameters	  Wd	  and	  D	  representing	  the	  same	  integrals	  is	  because	  the	  d	  orbital	  with	  symmetry	  3z2-­‐r2	  is	  actually	  hybridized.	  	  	  
Before	   proceeding,	   it	   is	   intuitive	   to	   quickly	   check	   if	   the	   expressions	   just	   derived	   are	   in	   fact	  correct.	   Substituting	   kx=ky=0,	   and	   kz=k	   in	   the	   dispersion	   relationship	   obtained	   above,	   one	  immediately	  obtains	  the	  one-­‐dimensional	  dispersion	  relationship	  described	  in	  Table	  II	  of	  Harrison	  
et	  al.	  [163].	  
TABLE	  6.1.	  Table	  containing	  the	  expressions	  for	  the	  3D-­‐dispersion	  relationships	  for	  the	  d-­‐bands	  in	  bcc	  solids	  Band	  Label	   Dispersion	  relationship	  
Exy k( ) 	   εd + A cos kia / 2( ) + 2Vddπ(2) cos kxa( ) + cos kya( ){ }
i= x,y,z
∏ + 2Vddδ(2) cos kza( ) 	  
Eyz k( ) 	   εd + A cos kia / 2( ) + 2Vddπ(2) cos kya( ) + cos kza( ){ }
i= x,y,z
∏ + 2Vddδ(2) cos kxa( ) 	  
Ezx k( ) 	   εd + A cos kia / 2( ) + 2Vddπ(2) cos kza( ) + cos kxa( ){ }i= x,y,z∏ + 2Vddδ(2) cos kya( ) 	  
	   	  
	   	  
	  
115 
 
In	   literature,	   there	   is	   no	   clear	   answer	   as	   to	  whether	   the	   hybridization	   of	   this	   orbital	   is	  with	  respect	   to	   the	   3s	   orbital[169],	   or	   to	   a	   free-­‐electron	   [163].	   In	   any	   case,	   for	   the	   purpose	   of	   tight-­‐binding,	   the	   difference	   is	  moot,	   because	   both	   the	   s-­‐band	  orbital	   and	   the	   free-­‐electron	   orbital	   are	  parabolic	   in	   nature.	   However,	   Butler’s	   formulation	   [169]	   is	   a	   little	   more	   straight-­‐forward,	   and	  hence	  is	  used	  here.	  The	  secular	  equation	  for	  the	  tight-­‐binding	  Schrödinger	  equation	  is	  	  
	   Det E − ε s k( ) −Wsd cos kza2⎛⎝⎜ ⎞⎠⎟
−Wsd cos
kza
2
⎛
⎝⎜
⎞
⎠⎟
E − εd k( )
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
= 0 .	   (6-­‐30)	  
where,	  ε s k( ) = ε s −WS cos kxa2⎛⎝⎜ ⎞⎠⎟ cos kya2⎛⎝⎜ ⎞⎠⎟ cos kza2⎛⎝⎜ ⎞⎠⎟ ,	  and	  εd = E3z2 − r2 k( ) 	  
The	  dispersion	  relationship	  obtained	  from	  these	  is	  
	   E = 12 ε s k( ) + εd k( ) ± ε s k( ) + εd k( )⎡⎣ ⎤⎦2 + 4 Wsd2 cos2 kza2⎛⎝⎜ ⎞⎠⎟ − ε s k( )εd k( )⎡⎣⎢ ⎤⎦⎥⎡⎣⎢⎢ ⎤⎦⎥⎥ .	   (6-­‐31)	  
These	  expressions	  are	  fitted	  to	  bands	  calculated	  from	  first-­‐principles	  [170],	  for	  both	  the	  spin-­‐up	  and	  the	  spin-­‐down	  case,	  along	  the	  kz	  direction	  as	  shown	  below.	  Note	  that	  the	  band	  structures	  have	  been	  ‘unfolded’	  from	  a	  cubic	  structure	  to	  a	  bcc	  structure	  as	  described	  in	  the	  paper,	  and	  two	  of	  the	  minority-­‐spin	  bands	  have	  been	  shifted	  to	  make	  them	  represent	  the	  bands	  due	  to	  a	  bcc	  structure.	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(a)	   (b)	  
Fig.	   6.5.	   Fits	   (lines)	   to	   the	   dispersion	   relationships	   calculated	   using	   first	   principles	  (symbols)[170]	  for	  majority	  spin	  bands	  (a),	  and	  minority	  spin	  bands(b).	  
The	  fitting	  parameters	  obtained	  due	  to	  this	  fitting	  are	  tabulated	  in	  Table	  6.2.	  	  
TABLE	  6.2.	  Fitting	  parameters	  used	  for	  fitting	  the	  dispersion	  relationships	  to	  bands	  calculated	  from	  first	  principles	  Parameter	   Majority	  Band	  Parameters	   Minority	  Band	  Parameters	  
εd 	   -­‐0.17252	   1.12603	  	   -­‐0.94836	   -­‐1.03598	  
	   2.548092	   3.178331	  
Vddσ(2) 	   -­‐1.03564	   -­‐1.2853	  
2Vddπ(2) 	   -­‐0.10317	   -­‐0.13774	  
2Vddδ(2) 	   -­‐0.11993	   -­‐0.15288	  
ε s 	   -­‐1.40234	   -­‐0.36334	  
Ws 	   1.997883	   2.815335	  
Wd 	   1.914069	   2.27365	  
Wsd 	   0.568429	   0.328715	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Using	  these,	  and	  the	  expressions	  for	  the	  dispersion	  relationships,	  energy	  iso-­‐spaces	  can	  actually	  be	  plotted	   in	  3D.	   In	  Fig.	  6.6,	   the	  Fermi	  surfaces	  of	  all	   the	  bands	   for	   the	  majority	  and	  the	  minority	  spins	   are	   shown.	   Significant	   differences	  between	   the	  Fermi	   surfaces	   are	   immediately	   observable.	  Unfortunately,	  the	  fitting	  procedure	  is	  not	  perfect,	  and	  as	  a	  result,	  the	  hybrid2	  Fermi	  surface	  for	  the	  minority	  band,	  which	  should	  be	  absent,	  is	  actually	  visible.	  This	  Fermi	  surface	  is	  deliberately	  made	  equal	   to	   zero	   for	   obtaining	   realistic	   electrical	   results.	   This	   technique	   has	   also	   been	   employed	   in	  significantly	  advanced	  calculations	  [160].	  	  
	  
	  
	  
	  
118 
 
	  
	   Fermi	  Surfaces	  of	  the	  different	  orbitals	  for	  minority	  spin	  orbitals	  
	   	   	  Eyz	   Exz	   Exy	  
	   	   	  rmz	   hyb2	   Hyb1	  (a)	  Fermi	  Surfaces	  of	  the	  different	  orbitals	  for	  majority	  spin	  orbitals	  
	   	   	  Eyz	   Exz	   Exy	  
	   	   	  rmz	   hyb2	   Hyb1	  (b)	  Fig.	  6.6.	  Fermi	  surfaces	  for	  the	  majority	  spin	  bands	  (a)	  and	  the	  minority-­‐spin	  bands	  (b)
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6.2.3. Calculation of Velocities and Final Positions of Particles Emanating a Band Note	  that	  within	  a	  crystal,	   the	  velocity	   is	  not	  given	  by	  the	  free-­‐electron	  velocity	   k / m .	  Given	  the	   dispersion	   relationshipεi k( ) ,	   where	   the	   subscript	   i	   is	   the	   band	   index,	   the	   band-­‐dependent	  velocities	  may	  be	  easily	  calculated	  as	  
	  
 
vi k( ) = vx k( ),vy k( ),vz k( )⎡⎣ ⎤⎦i =
1

∇k εi k( )⎡⎣ ⎤⎦ 	   (6-­‐32)	  
where	   the	   gradient	   is	   with	   respect	   to	   the	   wave-­‐vector	   k.	   During	   a	   tunneling	   process,	   the	  velocities	  determine	  the	  final	  position	  of	  the	  electrons	  after	  tunneling.	   	  Due	  to	  the	  fact	  that	  simple	  equations	   are	   present	   for	   the	   dispersion	   relationship,	   it	   is	   unnecessary	   to	   carry	   out	   numerical	  differentiation,	   and	   analytical	   expressions	   for	   the	   velocity	  may	   be	   obtained	   for	   the	  wave-­‐vector-­‐dependent	  velocity.	  However,	  since	  all	  calculations	  are	  performed	  in	  MATLAB,	  its	  efficient	  gradient	  function	  is	  used	  for	  determining	  the	  velocities,	  as	  a	  function	  of	  the	  wave	  vector,	  for	  every	  band4.	  The	  Fermi	  velocities	  of	   the	  majority	   spin	  d	  band	  with	  xz	   symmetry	  are	   superimposed	  over	   the	  Fermi	  surface5	  is	  plotted	  in	  Fig.	  6.7.	  
                                           
4 It will be soon apparent that the calculation of the exact velocities is unimportant. Only relative magnitudes of the velocities will suffice for 
calculations. 
5 Note that the plot is in k-space. In real space, each point will have all components of velocity plotted, and also velocities that have not been 
plotted. 
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Fig.	  6.7.	  Fermi	  velocities	  superimposed	  upon	  the	  Fermi	  surface,	  showing	  the	  distribution	  of	  the	  velocities	  about	  the	  Fermi	  surface.	  
Electrons	  starting	  from	  the	  same	  point	  in	  physical	  space	  with	  velocity	  components	  from	  each	  of	  the	  k	  points	  in	  one	  electrode	  shall	  end	  at	  different	  positions	  in	  the	  other	  electrode,	  after	  travelling	  through	  the	  tunneling	  oxide.	  In	  Fig.	  6.8,	  an	  electron	  starting	  at	  the	  origin,	  with	  velocity	  components	  
vx(k),	  vy(k),	  and	  vz(k)	  ends	  at	  point	  p1(x,	  y,	  t),	  where	  t	  is	  the	  thickness	  of	  the	  MgO	  barrier.	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   (a)	   	   (b)	  
Fig.	  6.8.	  In	  (a),	  an	  electron	  originating	  from	  one	  side	  of	  the	  rectangular	  barrier	  exits	  the	  barrier	  on	   the	   other	   side	   at	   point	  P1,	   and	   in	   (b),	   a	   distribution	   of	   these	   points	   for	   all	   electrons	   having	   a	  Fermi	  surface	  resembling	  one	  shown	  in	  Fig.	  6.7.	  	  
The	  x	  and	  the	  y	  positions	  may	  be	  obtained	  (normalized	  to	  t)	  as	  
	   x k( )t = vx k( )vz k( ) ,	  and y k( )t = vy k( )vz k( ) .	   (6-­‐33)	  
The	  values	  of	  the	  positions	  of	  the	  final	  locations	  of	  particles	  on	  the	  other	  electrode	  is	  shown	  in	  Fig.	  6.8(b),	  for	  the	  d	  band	  having	  xz	  symmetry.	  Note	  that	  in	  these	  calculations,	  one	  should	  include	  k	  vectors	  whose	   corresponding	   energies	   are	   less	   than	  or	   equal	   to	   the	  Fermi	   energy.	  Of	   course,	   the	  greater	  the	  contribution	  due	  to	  the	  x	  and	  the	  y	  components	  of	  the	  velocity,	  the	  greater	  the	  physical	  distance	  the	  electrons	  needs	  to	  travel	  through	  the	  insulator.	  Because	  of	  the	  exponential	  dependence	  
z 
y 
x 
P
1 
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of	  the	  decay	  function	  to	  the	  distance	  travelled	  within	  it,	  points	  sufficiently	  far	  away	  in	  x	  and	  y	  from	  the	  origin	  of	  the	  electron	  on	  one	  side	  of	  the	  barrier	  may	  be	  neglected.	  	  
6.2.4. Modified Jullieres Technique for Calculating TMRs  Assuming	   that	   the	   volume	   of	   the	   Brillouin	   zone	   is	   equal	   in	   all	   cases	   for	   the	   bcc	   CoFe6,	   the	  occupation	  of	  each	  of	  the	  bands	  may	  be	  found	  by	  integrating	  over	  the	  volume	  occupied	  by	  points	  in	  the	   Brillouin	   zone	   that	   have	   energies	   less	   than	   the	   Fermi	   energy.	   It	   is	   easier	   to	   work	   with	  dimensionless	   fractions,	   and	   thus	   these	   volumes	   are	   normalized	   to	   the	   total	   size	   of	   the	  Brillouin	  zones.	  This	  is	  done	  by	  dividing	  the	  Brillouin	  zone	  onto	  many	  evenly-­‐spaced	  points	  and	  counting	  the	  number	  of	  points	  which	  have	  energies	  that	  are	  less	  than	  or	  equal	  to	  the	  Fermi	  energy.	  	  
Such	  normalized	  occupational	  densities	  may	  be	  termed	  Φi, j ,	  where	  the	  subscript	  i	   is	  the	  band	  index,	  and	  the	  subscript	  j	  stands	  for	  either	  the	  majority	  of	  the	  minority	  band.	  These	  may	  be	  used	  for	  calculating	  the	  TMR	  according	  to	  Jullière’s	  formula	  as	  
	  	   TMR = Φi,MajΦi,Maj +Φi,MinΦi,Min⎡⎣ ⎤⎦i∑ − Φi,MajΦi,Min +Φi,MinΦi,Maj⎡⎣ ⎤⎦i∑
Φi,MajΦi,Min +Φi,MinΦi,Maj⎡⎣ ⎤⎦
i
∑
.	   (6-­‐34)	  
Note	  that	  since	  everything	  in	  the	  above	  formula	  is	  a	  ratio,	  it	  is	  unnecessary	  to	  calculate	  the	  exact	  resistances	  or	  conductances	  during	  the	  tunneling	  process.	  The	  TMR	  is	  directly	  calculated.	  	  
6.3.5. The Contribution Due to MgO As	  noted	  previously,	   the	   symmetry-­‐dependent	  decay	   rates	  of	   the	  electrons	   from	   the	  different	  bands	  are	  different	  within	  the	  MgO	  layer.	  Although	  it	  is	  necessary	  to	  calculate	  the	  band-­‐dependent	  decay	   rates	   explicitly	   from	   first	   principles,	   such	   calculations	   have	   been	   done	   already,	   and	   the	  
                                           
6 Note that this may or may not be the case, depending upon the composition, temperature and stress on the films. 
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exponential	  decay	  rates	  of	  all	  the	  bands	  are	  quite	  well	  known	  [139].	  These	  are	  summarized	  in	  the	  Table	  6-­‐3.	  
TABLE	  6-­‐3	  Exponential	  decay	  rates	  of	  the	  different	  CoFe	  bands	  in	  MgO	  State	   Decay	  rate	  (κ i, j )	  Majority	  Δ1 state	  ( s, pz ,d2z2 − x2 − y2 )	   	  Minority	  Δ2 state	  ( dx2 − y2 ),	  	  Majority&MinorityΔ2 state	  ( )	   	  Majority&MinorityΔ2 state	  ( dxy )	  
 2m / ( ) U − E( ) + 2 2π / a( )
2 	  Everything	  else	   Significantly	  greater	  	  
The	  band-­‐dependent	  decay-­‐rates	  are	  known	  as .	  Again,	  i	  is	  the	  band	  index,	  while	  j	  represents	  
the	  majority	  or	  minority	  bands.	  Note	  however,	  that	  these	  decay	  rates	  are	  only	  accurate	  under	  the	  condition	  that	  k||=0.	  However,	  it	  is	  evident	  from	  a	  survey	  of	  the	  densities	  of	  x(k),	  and	  y(k),	  that	  such	  an	  approximation	   is	   fairly	   suitable.	  More	  sophisticated	  calculations	  may	  always	  be	  performed	   for	  finding	  the	  exact	  nature	  of	  the	  decay[127].	  Unfortunately,	  there	  is	  not	  much	  consensus	  on	  the	  exact	  nature	  of	  U,	  and	  so	  the	  decay	  rates	  are	  difficult	  to	  calculate	  using	  the	  proposed	  formulae.	  However,	  the	   decay	   rate	   of	   the	   Δ1	   state	   is	   well	   known	   from	   first	   principles	   and	   is	   used	   in	   several	  calculations[160].	   This	   value	   is	   2.92	   nm-­‐1.	   Given	   this	   value,	   the	   other	   values	  might	   be	   calculated	  easily	   to	   22.56	   nm-­‐1	   and	   31.81	   nm-­‐1.	   Finally,	   all	   other	   decay	   constants	   not	   tabulated	   above	   are	  assumed	   to	   be	   100	   nm-­‐1.	   Given	   these	   band-­‐dependent	   decay	   parameters,	   the	   calculation	   of	   TMR	  may	  be	  augmented	  as	  
TMRCoFe,CoFe =
Φi,MajΦi,Maje−κ i ,Maj t +Φi,MinΦi,Mine−κ i ,Mint⎡⎣ ⎤⎦
i
∑ − Φi,MajΦi,Mine−κ i ,Maj t +Φi,MinΦi,Maje−κ i ,Mint⎡⎣ ⎤⎦
i
∑
Φi,MajΦi,Mine−κ i ,Maj t +Φi,MinΦi,Maje−κ i ,Mint⎡⎣ ⎤⎦
i
∑
	   (6-­‐35)	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6.3.6. Band Parameters, and Velocity Vectors of CoFeB Very	   little	   is	   known	   about	   the	   electrical	   parameters	   of	   CoFeB,	   especially	   because	   it	   is	  amorphous.	   However,	   since	   it	   is	   amorphous,	   one	   can	   immediately	   ascertain	   that	   transport	  parameters	  within	  it	  should	  be	  isotropic.	  Thus,	  a	  reasonable	  assumption	  would	  be	  to	  assume	  free-­‐electron	  parabolic	  bands	  like	  those	  found	  in	  vacuum.	  
	  For	  parabolic	  bands,	  the	  band	  occupancy	  may	  be	  calculated	  from	  the	  3D	  density	  of	  states	  of	  the	  free	  electron	  gas.	  The	  3D	  density	  of	  states	  for	  the	  dispersion	  relationship	  shown	  in	  Fig.	  6.9	  	  
	  
	  
	  
	  
	  
Fig.	   6.9.	   Schematic	   representation	   of	   a	   Fermi	   sphere	   representing	   an	   electron	   in	   an	   isotropic	  medium.	  
is	  given	  by	  
	   .	   (6-­‐36)	  
The	  total	  number	  of	  states	  between	  the	  d-­‐band	  edge,	  and	  the	  Fermi	  energy	  (taken	  to	  be	  zero)	  may	  be	  calculated	  as	  
k 
E 
EF = 0 
Occupied 
states 
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N3D g3D E( )dE−Ed
0
∫ =
1
2π 2
2m
2
⎛
⎝⎜
⎞
⎠⎟
3/2
E dE
0
Ed∫ =
1
3π 2
2m
2
⎛
⎝⎜
⎞
⎠⎟
3/2
Ed3/2 	   (6-­‐37)	  
The	  occupancy	  factor	  for	  majority-­‐spin	  CoFeB	  may	  then	  be	  calculated	  as	  	  
	   .	   (6-­‐38)	  
Note	   that	   the	   d-­‐band	   energy	   edge	   is	   assumed	   to	   be	   equal	   to	   -­‐1.75	   eV	   for	   the	   majority	   spin	  electrons,	  and	  1.13	  eV	  for	  the	  d-­‐band	  minority	  bands	  (in	  lieu	  of	  the	  CoFe	  d-­‐band	  energy).	  Thus,	  the	  minority-­‐bands	  are	  assumed	  to	  be	  unoccupied	  in	  CoFeB.	  	  
Finally,	   the	   final	   positions	   of	   the	   electrons	   after	   travelling	   through	   the	   MgO	   layer	   may	   be	  calculated	  as	  follows:	  
	  
 
v = 1

∇kE =
1

∇k

2m kx
2 + ky2 + kz2( ) + Ed⎡⎣⎢
⎤
⎦⎥
=
k
m .	   (6-­‐39)	  
Thus,	  
	   x k( )t = kxkz ,	  and	   y k( )t = kykz .	   (6-­‐40)	  
This,	  plotted	  in	  a	  fashion	  similar	  to	  Fig.	  6.8	  is	  shown	  in	  Fig.	  6.10.7	  
                                           
7 Note that this represents several projections outward from a Fermi sphere, and should resemble a circle! 
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Fig.	  6.10.	  The	  distribution	  of	  electrons	  originating	  at	  the	  origin	  on	  one	  side	  of	  the	  barrier	  from	  a	  Fermi	  sphere,	  on	  the	  other	  side	  of	  the	  barrier.	  
6.3.7. Incorporating CoFeB along with CoFe for obtaining the final TMR For	   an	   electron	   originating	   from	   a	   CoFe	   grain,	   directly	   across	   from	   another	   CoFe	   grain,	   the	  conductance	  in	  the	  parallel	  orientation	  would	  be	  proportional	  to	  	  
σCoFe
↑↑ ∝ Φi,MajΦi,Maje−κ i ,Maj t +Φi,MinΦi,Mine−κ i ,Mint⎡⎣ ⎤⎦P{ }
i
∑ + Φi,MajΦi,MajCoFeBe−κ i ,Maj t⎡⎣ ⎤⎦ 1− P( ){ }
i
∑ ,(6-­‐41)	  
and	  in	  the	  antiparallel	  orientation	  would	  be	  
σCoFe
↑↓ ∝ Φi,MajΦi,Mine−κ i ,Maj t +Φi,MinΦi,Maje−κ i ,Mint⎡⎣ ⎤⎦P{ }
i
∑ + Φi,MajΦi,MajCoFeBe−κ i ,Maj t⎡⎣ ⎤⎦ 1− P( ){ }
i
∑ .(6-­‐42)	  
The	  same	  calculations	  due	  to	  an	  electron	  starting	  from	  CoFeB	  directly	  across	  from	  a	  CoFe	  grain	  are	  given	  by	  
	   σCoFeB↑↑ ∝ Φi,MajCoFeBΦi,Maje−κ i ,Maj t⎡⎣ ⎤⎦P{ }
i
∑ + Φi,MajCoFeBΦi,MajCoFeBe−κ i ,Maj t⎡⎣ ⎤⎦ 1− P( ){ }
i
∑ ,	  and	   (6-­‐43)	  
	   σCoFeB↑↓ ∝ Φi,MajCoFeBΦi,Mine−κ i ,Maj t⎡⎣ ⎤⎦P{ }
i
∑ .	   (6-­‐44)	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If	  P(x,	  y)	  is	  the	  probability	  of	  encountering	  a	  CoFe	  grain	  at	  position	  (x,	  y),	  the	  question	  that	  now	  needs	  to	  be	  answered	  is:	  given	  a	  random	  point	  (xr,	  yr),	  what	  is	  the	  probability	  of	  obtaining	  a	  CoFe	  grain	  at	  that	  position,	  if	  the	  restriction	  of	  having	  grain	  at	  the	  origin	  is	  removed?	  This	  is	  going	  to	  be	  independent	  of	  the	  position	  (xr,	  yr),	  and	  can	  be	  calculated	  by	  
	   PCoFer 1A P x, y( )dxdyA∫ ,	   (6-­‐45)	  
where	   the	   integral	   is	   performed	   over	   a	   sufficiently	   large	   area	   A.	   The	   probability	   of	   finding	  CoFeB	  then	  would	  be	  
	   .	   (6-­‐46)	  
Given	   the	   above	   expressions,	   the	   total	   conductivity	   in	   the	   parallel	   and	   antiparallel	   directions	  can	  be	  calculated	  as	  
	   σ↑↑ = σCoFe↑↑ PCoFer +σCoFeB↑↑ PCoFeBr ,	  and	   (6-­‐47)	  
	   σ↑↓ = σCoFeB↑↓ PCoFeBr +σCoFeB↑↓ PCoFeBr 	   (6-­‐48)	  
Finally,	  the	  TMR	  can	  then	  be	  calculated	  as	  	  
	   .	   (6-­‐49)	  
6.3.8. Results The	  calculated	  TMR	  as	  a	  function	  of	  the	  tunneling	  barrier	  thickness	  is	  plotted	  in	  Fig.	  6.12,	  with	  the	  grain-­‐size	  tGrain	  as	  a	  parameter.	  The	  values	  used	  for	  determining	  the	  probability	  functions	  are:	  
• The average distance between grains (R0)=25t, 	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• The standard deviation of the center of the grain (σ)=3t, 	  
• And the thickness of the grains (tGrain) is varied, with values of 1×10-20t, 6t, 
12t, and 18t, respectively.	  
  
(a) (b) 
  
(c) (d) 	  	  Fig.	  6.	  11.	  The	  probability	  of	  finding	  a	  CoFe	  grain	  with	  tGrain	  =	  1×10-20t (a), 6t (b), 12t (c), and 
18t (d).	  
Here,	  t	  is	  the	  thickness	  of	  the	  MgO	  barrier.	  The	  probability	  distribution	  functions	  are	  shown	  in	  Fig.	   6.11.	   For	   very	   small	   grain	   sizes,	   the	  probability	   is	  practically	   zero,	  while	   for	   very	   large	  grain	  sizes,	  the	  probability	  is	  one.	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Fig.	  6.12.	  The	  TMR’s	  as	  a	  function	  of	  barrier	  thickness,	  with	  tGrain	  as	  a	  parameter.	  The	  values	  of	  the	  probability	  function	  used	  are	  shown	  in	  the	  previous	  figure.	  
Note	  the	  following:	  
• TMR	  increases	  with	  increase	  in	  increase	  in	  CoFe%	  
• TMR	   does	   not	   increase	  with	   barrier	   thickness,	   unless	   the	  whole	   of	   the	   layer	   is	   CoFe.	  Then,	   the	   increase	   is	   exponential,	   as	   expected	   from	   other	   first-­‐principles	   theoretical	  studies.	  
The	  increase	  in	  the	  TMR	  with	  barrier	  thickness	  is	  a	  direct	  result	  of	  the	  band-­‐dependent	  decay	  with	  tunneling.	  The	  band	  that	  decays	  the	  least	  in	  CoFeB	  is	  one	  that	  has	  no	  minority-­‐spin	  density-­‐of-­‐states.	  This	  is	  the	  principle	  used	  fundamentally	  in	  tuning	  the	  barrier	  and	  the	  electrode	  materials	  to	  obtain	   the	  high	  values	  of	  TMR.	  However,	   after	  a	   certain	  barrier	   thickness,	   a	   significant	   scattering	  results	   and	   this	   advantage	   is	   no	   longer	   available.	   This	   results	   in	   a	   general	   saturation	   of	   the	  MTJ	  devices	  as	  a	  function	  of	  barrier	  thickness.	  In	  the	  case	  of	  CoFeB,	  which	  is	  amorphous,	  and	  all	  bands	  have	  s-­‐type	  symmetry,	  band-­‐dependent	  decay	  cannot	  occur,	  and	  as	  a	  result,	  such	  materials	  will	  not	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show	   any	   dependence	   upon	   barrier	   thickness.	   However,	   in	   the	   situation	   were	   CoFe	   grains	   are	  present	  in	  an	  amorphous	  matrix	  of	  CoFeB,	  one	  would	  expect	  (and	  is	  experimentally	  observed)	  that	  the	  TMR	  does	  increase	  with	  barrier	  thickness.	  This	  is	  not	  observed	  in	  calculations.	  This	  is	  because,	  in	  the	  model	  that	  has	  been	  used,	   isotropic	  free	  electron-­‐like	  bands	  have	  been	  assumed	  for	  CoFeB.	  This	   is	   due	   to	   the	  unavailability	   of	   any	   transport	  measurements	   from	  which	   electronic	   transport	  parameters	  may	  be	  obtained.	  This	  may	  not	  be	  correct.	  As,	   these	  bands	  couple	  effectively	  to	  the	  s-­‐like	   bands	   of	   the	   CoFe	   crystals	   (at	   least	   in	   calculations),	   a	   significant	   leakage	   current	   is	   present,	  which	  severely	  undermines	  the	  band-­‐dependent	  decay	  in	  conductance	  in	  the	  antiparallel	  direction.	  The	  variation	  of	  TMR	  as	  a	  function	  of	  the	  grain	  size	  is	  shown	  in	  Fig.	  6.13.	  	  
	  
Fig.	  6.13.	  The	  variation	  of	  TMR	  as	  a	  function	  of	  the	  grain	  size.	  	  
The	  parameters	  for	  the	  probability	  function	  are	  the	  same	  as	  those	  of	  the	  previous	  calculations,	  with	  a	  1nm	  thick	  barrier	  is	  assumed.	  The	  TMR	  is	  seen	  to	  increase	  monotonically,	  until	  it	  saturates,	  when	  all	  of	  the	  CoFeB	  has	  been	  converted	  to	  CoFe.	  	  
6.3.9. Future Work Significant	  improvements	  can	  be	  made	  to	  the	  model,	  assuming	  that	  there	  is	  significantly	  greater	  knowledge	  about	  the	  transport	  properties	  of	  CoFeB.	  A	  full-­‐band	  simulation	  from	  first-­‐principles	  can	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be	  used	  to	  make	  the	  calculations	  of	  the	  CoFe	  layer	  better.	  However,	  notice	  that	  a	  combination	  of	  all	  the	  methodologies	  must	  be	  employed	  to	  really	  be	  able	  to	  solve	  this	  intractable	  problem.	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7. THE DEVELOPMENT OF A ROBUST MTJ CIRCUIT MODEL	  A	  proper	  integration	  is	  always	  advanced	  by	  the	  use	  of	  effectual	  simulation	  efforts.	  However,	  for	  most	   emergent	   technologies,	   most	   existing	   simulation	   tools	   are	   generally	   lacking	   of	   convenient	  vehicles	  for	  effectively	  carrying	  out	  reliable	  and	  realistic	  simulations	  of	  the	  system	  in	  question.	  To	  this	  end,	  specialized	  methods	  need	  to	  be	  developed	  to	  supplement	  the	  capabilities	  of	  the	  prevalent	  tools.	   For	   the	   integration	   of	   the	   MTJs	   with	   other	   electrical	   components	   within	   a	   larger	   system,	  circuit	  simulations	  are	  particularly	  important.	  However,	  the	  most	  popular	  circuit	  simulators	  SPICE	  and	  HSPICETM,	  do	  not	  have	  an	  element	  which	  might	  be	  used	  for	  representing	  an	  MTJ.	  In	  this	  chapter,	  a	  generalized	  SPICE	  sub-­‐circuit	  is	  presented,	  which	  may	  be	  used	  as	  an	  MTJ	  element.	  	  
In	  Section	  7.1,	  the	  requirements	  of	  a	  typical	  macro-­‐model	  are	  described	  in	  detail.	  The	  electrical	  characteristics	  of	  the	  MTJ	  that	  are	  of	  paramount	  importance	  to	  a	  circuit	  designer	  are	  described	  in	  Section	  7.2.	  An	  overview	  of	  the	  different	  components	  which	  make	  up	  the	  circuit	  model	  is	  described	  in	  Section	  7.3.	  Secction	  7.4	  describes	  a	  SPICE	  Level	  2G	   implementation	  of	   the	  circuit	  described	   in	  Section	  7.3.	  
7.1. Requirements of the Model In	   this	   section,	   the	   requirements	   of	   an	   electrical	   model	   are	   clearly	   spelled	   out.	   The	   first	  implementation	  of	  a	  macro-­‐model	  for	  the	  MTJ	  was	  proposed	  by	  Das	  et	  al.	  [171],	  using	  the	  HSPICETM	  simulator.	  However,	   the	   particular	  macro-­‐model	   happened	   to	   be	   rather	   unstable.	   In	   the	   authors’	  own	  words	   [172],	   “minor	  modifications	   of	   the	   sub-­‐circuit	   had	   to	   be	  made	  many	   times	   to	   have	   a	  better	   convergence.”	   Subsequently	   improvements	   to	   the	   macro-­‐model	   were	   made	   by	   Lee	   et	   al.	  [173],	  which	  included	  the	  voltage-­‐dependence	  of	  the	  resistance	  of	  the	  MTJ	  in	  both	  the	  parallel	  and	  the	  anti-­‐parallel	   configurations	  and	   the	  dependency	  of	   the	   resistances	  and	  switching	   criterion	  on	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the	  temperature.	  The	  model	  developed	  by	  Lee	  et	  al.	  also	  does	  not	  address	  convergence.	  In	  addition,	  HSPICETM	  has	   a	   number	   of	   elements	   such	   as	   the	   voltage-­‐dependent	   resistor,	  which	   the	   original	  Berkeley	  SPICE	  simulator	   lacks.	  Thus,	  use	  of	  such	  circuit-­‐models	  may	  be	  difficult	   to	   implement	   in	  simulation	  environments	  which	  do	  not	  incorporate	  a	  native	  HSPICETM	  simulator.	  The	  model	  which	  is	   developed	   clearly	   needs	   to	   address	   all	   issues	   which	   have	   been	   previously	   mentioned.	  Requirements	  for	  a	  macro-­‐model	  may	  thus	  be	  summarized	  as	  follows:	  	  
• Stability	  –	  A	  macro-­‐model	  needs	  to	  be	  stable	  so	  that	  the	  model	  may	  be	  used	  for	  simulating	  a	  variety	  of	  complex	  circuits,	  without	  the	  need	  for	  constant	  modifications	  to	  the	  model	  itself,	  for	  the	  sake	  of	  convergence.	  	  
• Simplicity	  –	  The	  best	  models	  are	  always	  the	  simplest.	  The	  model	  needs	  to	  be	  simple	  so	  that	  the	   model	   may	   be	   easily	   implemented.	   It	   may	   be	   noted	   that	   a	   simple	   model	   is	   not	  necessarily	  one	  that	  uses	  the	  least	  number	  of	  circuit	  components.	  It	  is	  one	  that	  can	  be	  most	  easily	  understood	  and	  modified	  without	  encountering	  problems	  related	  to	  stability.	  
• Generality	  –	  A	  model	  should	  be	  general	  in	  terms	  of	  both	  software	  implementation	  as	  well	  as	  process	   technology.	  The	  model	  needs	   to	  be	   general	   in	   terms	  of	   simulation	   software	   so	  that	   it	   may	   be	   implemented	   using	   a	   plethora	   of	   (preferably	   free)	   circuit-­‐simulation	  software,	  and	   is	  not	   tied	  down	  to	  any	  particular	  proprietary	  simulation	  software.	  Further,	  the	  model	  should	  be	  independent	  of	  device	  technology	  relevant	  to	  IC	  fabrication,	  and	  hence	  should	   use	   ideal	   components	   consistently	   while	   avoiding	   the	   use	   of	   process-­‐dependent	  transistors.	  	  	  
• Speed	  –	  A	  model	  needs	  to	  be	  fast	  so	  that	  a	  system	  may	  be	  implemented	  in	  the	  least	  possible	  time.	   It	   is	   important	   to	  note,	  however,	   that	   the	   time	  simulating	  a	  system	  is	  comprised	  not	  only	  of	  the	  time	  required	  for	  an	  actual	  computer	  simulation	  but	  also	  the	  time	  required	  for	  modifying	  a	  model	  to	  achieve	  convergence,	  if	  such	  problems	  of	  convergence	  were	  to	  occur.	  With	   the	   advent	   of	   cheap	   and	   fast	   computing	   resources,	   the	   simulation	   of	   moderately	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complex	  circuits	  generally	  takes	  less	  than	  a	  second.	  However,	  the	  time	  required	  for	  setting	  up	   a	   simulation	   system	   is	   generally	   significant.	   Thus,	   stability	   and	   simplicity	   of	   models	  naturally	  leads	  to	  a	  speedy	  implementation	  of	  a	  circuit.	  	  	  
The	  previous	  models	   proposed	  by	  both	  Das	   et	  al.	   and	  Lee	  et	  al.	   concentrate	   on	  modeling	   the	  switching	   behavior	   of	   the	  MTJ,	  with	   little	   regard	   to	   stability,	   simplicity	   or	   generality.	   As	   a	   result,	  using	   the	   model	   for	   general-­‐purpose	   circuits	   happens	   to	   be	   quite	   cumbersome.	   In	   the	   model	  proposed	  here,	  a	  significant	  amount	  of	  attention	  given	  to	  the	  stability,	  simplicity	  and	  generality	  of	  the	  macro-­‐model.	  	  
7.2. The Important Electrical Characteristics of the Model	  Although	  it	  would	  be	  preferable	  to	  have	  a	  model	  which	  would	  be	  representative	  of	  all	  electrical	  characteristics	   of	   the	   device	   perfectly,	   such	   an	   endeavor,	   if	   at	   all	   possible,	   generally	   leads	   to	   an	  overly	   complicated	   circuit	   implementation.	   It	   should	   not	   however	   be	   so	   simple	   as	   to	   be	  impracticable.	  In	  the	  words	  of	  Einstein,	  “make	  everything	  as	  simple	  as	  possible,	  but	  not	  simpler.”	  	  
In	   the	   case	   of	   the	   MTJ,	   the	   most	   important	   electrical	   characteristics	   are	   the	   values	   of	   the	  resistances	   in	   the	   parallel	   and	   the	   anti-­‐parallel	   orientations.	   Das	   et	   al.	   [171,	   172]	   have	   focused	  primarily	   on	   the	   modeling	   of	   switching	   characteristics	   of	   the	   MTJ.	   When	   the	   MTJ	   is	   used,	   the	  magnetic	   layers	  are	  either	   in	   the	  parallel	   state	  or	   the	  anti-­‐parallel	   state.	  The	  MTJ	   is	  generally	  not	  used	  in	  circuit	  operation	  while	  it	  is	  being	  switched	  from	  one	  state	  to	  another.	  However,	  the	  voltage	  dependences	  of	  the	  resistances	  are	  of	  paramount	  importance	  to	  circuit	  designers,	  since	  the	  value	  of	  the	   resistance	   determines	   the	   behavior	   of	   the	   circuit	   at	   any	   point	   in	   time.	   Thus,	   in	   this	   macro-­‐model,	   greater	   care	  has	  been	   taken	   to	  ensure	   that	   the	  actual	  values	  of	   the	   resistances	  of	   the	  MTJ	  during	  its	  operation	  are	  correctly	  modeled	  in	  the	  circuit.	  Further,	  as	  shall	  be	  clear	  a	  little	  later,	  the	  nature	   of	   the	   switching	   is	  what	   is	   responsible	   for	   the	   instability,	   and	   it	   is	   this	   instability	   during	  
135 
 
switching	  which	  has	  been	   the	  primary	   focus	  of	   the	  present	  modeling	  effort.	  The	  resulting	  macro-­‐model,	  as	  shall	  be	  demonstrated,	  displays	  admirable	  stability	  during	  transient	  simulations.	  
7.3. An Overview of the Circuit Model	  The	  macro-­‐model	   is	  schematically	  represented	   in	  Fig.	  7.1.	   	  The	  macro-­‐model	   is	  very	  modular,	  and	  has	  been	  intentionally	  designed	  as	  such,	  since	  it	  is	  then	  possible	  to	  change	  one	  part	  of	  a	  circuit	  without	   affecting	   another	   part	   of	   the	   circuit.	   The	   macro-­‐model	   is	   divided	   into	   three	   main	  subsections.	  The	  first	  sub-­‐section	  is	  known	  as	  the	  MTJ	  Magnetic	  Sub-­circuit,	  and	  is	  responsible	  for	  converting	  the	  write	  current	  into	  a	  voltage	  Vinp	  which	  is	  an	  input	  to	  the	  next	  sub-­‐circuit	  known	  as	  the	  Bi-­stable	  Memory	  Element.	  The	  Bi-­stable	  Memory	  Element,	  is	  essentially	  a	  Schmitt	  trigger,	  and	  is	  represented	  in	  Fig.	  7.1	  as	  such.	  Symmetric	  inputs	  of	  ±2.5V	  result	  in	  the	  switching	  of	  the	  trigger	  from	  one	  state	  to	  another.	  The	  output-­‐voltage	  of	  the	  Schmitt	  trigger	  Vsc	  represents	  rail-­‐to-­‐rail	  voltages	  of	  ±5V.	  This	  is	  a	  sub-­‐circuit	  that	  is	  insulated	  from	  all	  outside	  node	  voltages.	  Hence,	  it	  can	  be	  seen	  that	  the	   MTJ	   Magnetic	   Sub-­circuit	   essentially	   represents	   a	   current-­‐to-­‐voltage	   converter,	   such	   that	   it	  properly	  converts	  the	  switching	  currents	  Iw1,	  Iw2,	  etc.	  which	  are	  fed	  as	  an	  input	  to	  the	  circuit,	  to	  the	  proper	  voltage	  that	  can	  be	  handled	  by	  the	  bi-­‐stable	  memory	  element.	  The	  MTJ	  Eelctrical	  Sub-­circuit	  forms	  the	  heart	  of	   the	  electrical	  characteristics	  of	   the	  MTJ.	  This	   is	  comprised	  of	   two	  resistances	  –	  the	  parallel	  and	  the	  anti-­‐parallel	  resistances,	  connected	  via	  voltage-­‐dependent	  switches	  to	  external	  circuitry.	  The	  voltage-­‐controlled	  switches	  switch	  between	  the	  parallel	  and	  anti-­‐parallel	  resistance,	  such	  that	  at	  any	  given	  time,	  either	  the	  parallel	  resistance	  or	  the	  anti-­‐parallel	  resistance	  is	  directly	  connected	  to	  external	  circuitry.	  The	  voltage-­‐dependent	  sources	  are	  controlled	  by	  the	  output	  of	  the	  voltage-­‐controlled	  switch	  (VCS).	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Fig.	  7.1.	  The	  main	  components	  of	  the	  MTJ	  macro-­‐model	  are	  shown.	  It	  is	  broken	  down	  into	  three	  major	   sub-­‐circuits	   –	   the	   MTJ	   magnetic	   sub-­‐circuit	   which	   implements	   specifics	   of	   the	   input	  hysteresis	  or	  the	  asteroid	  curve	  (as	  the	  case	  may	  be)	  the	  bi-­‐stable	  memory	  element	  which	  is	  useful	  for	  saving	  the	  relative	  orientation	  of	  the	  free-­‐layer,	  and	  finally	  the	  MTJ	  electrical	  sub-­‐circuit	  which	  models	  the	  voltage	  dependence	  of	  the	  resistances	  in	  the	  parallel	  and	  anti-­‐parallel	  states.	  
Since	  the	  goal	  was	  to	  provide	  a	  model	  which	  may	  be	  implemented	  using	  a	  free	  simulator,	  SPICE	  version	  2G	  has	  been	  chosen	  as	  the	  language-­‐of-­‐choice	  for	  the	  macromodel.	  HSPICETM	  being	  licensed	  to	  Synopsys®	  [174],	  poses	  some	  limitations	  to	  the	  number	  of	  people	  who	  are	  able	  to	  use	  the	  model.	  However,	   it	   is	   important	   to	   note	   that	   HSPICETM	   is	   significantly	   superior	   to	   SPICE	   Version	   2G,	   in	  stability,	  and	  speed	  as	  well	  as	  sophistication	  in	  the	  variety	  of	  components	  present.	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7.4. The SPICE Level 2G Implementation The	  SPICE	  Level	  2G	  implementation	  of	  the	  circuit	  shown	  in	  Fig.	  7.1,	  along	  with	  an	  example	  of	  its	  use,	  is	  developed	  in	  this	  section.	  As	  shall	  be	  shown,	  the	  resulting	  macro-­‐model	  is	  quite	  stable,	  even	  during	  transient	  simulations.	  	  
A	   fundamental	   building	   block	   of	   the	   MTJ’s	   macro	  model	   –	   the	   non-­‐linear	   voltage-­‐dependent	  resistance,	   is	   described	   in	   Section	   7.4.1.	   An	   implementation	   of	   the	   voltage-­‐controlled	   switch	   is	  described	  in	  Section	  7.4.2.	  The	  Schmitt	  trigger	  (working	  as	  a	  bistable	  memory	  element)	  is	  described	  in	   Section	   7.4.3.	   The	   sub-­‐circuit	   used	   for	   mapping	   write-­‐currents	   to	   relevant	   voltages	   used	   for	  switching	   the	   Schmitt	   trigger	   is	   described	   in	   Section	   7.4.4.	   And,	   finally	   the	   stability	   of	   the	   SPICE	  model,	  for	  transient	  simulations,	  is	  demonstrated	  by	  the	  simulation	  of	  a	  modified	  flash	  comparator,	  parts	  of	  which	  is	  made	  of	  the	  MTJ	  macro-­‐model,	  in	  Section	  7.4.5.	  
7.4.1. Nonlinear Voltage-Dependent Resistors	  Since	   SPICE	   version	   2G	   does	   not	   have	   a	   nonlinear	   voltage	   dependent	   resistor,	   it	   has	   to	   be	  created	  explicitly.	  Most	  implementations	  of	  nonlinear	  voltage-­‐dependent	  resistors	  are	  comprised	  of	  either	   a	   current	   controlled	   voltage	   source	   (CCVS)	   in	   series	   with	   a	   dummy	   voltage	   source,	   or	   a	  voltage	  controlled	  current	  source	  (VCCS)	  connected	  across	  itself.	  However,	  these	  do	  not	  effectively	  model	   a	   real	   resistor,	   since	   the	   first	   implementation	  must	  necessarily	  use	   a	   current	   source	   as	   an	  external	  excitation	  element,	  while	  the	  second	  implementation	  must	  necessarily	  use	  a	  voltage	  source	  as	  an	  external	  excitation	  element.	  Further,	   in	  either	   implementation,	  connecting	  such	  elements	   in	  series	  or	  in	  parallel	  to	  other	  electrical	  elements	  needs	  special	  care	  for	  individual	  situations.	  	  
This	  problem	  is	  solved	  by	  mapping	  the	  voltage-­‐dependent	  resistance	  function	  into	  the	  parallel	  combination	   of	   a	   linear	   resistance	   and	   another	   nonlinear	   voltage-­‐dependent	   resistance	   function.	  This	  is	  schematically	  shown	  in	  Fig.	  	  7.2(a).	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The	  transformation	  shown	  in	  Fig.	  	  7.2(a),	  may	  be	  described	  by	  
	   1g V( ) = 1f V( ) − 1R1 .	   (7-­‐1)	  
The	  current	  flowing	  through	  R2	  is	  given	  by	  
	   IR2 = Vg V( ) .	   (7-­‐2)	  
	  
(a)	  
	  
(b)	  
Fig.	   7.2.	   	   A	   schematic	   representation	   of	   the	   process	   of	   representing	   a	   voltage-­‐dependent	  nonlinear	   resistor	   using	   elements	   of	   SPICE	   Version	   2G	   is	   shown.	   First	   the	   nonlinear	   resistor	  function	   f(V)	   is	   mapped	   into	   a	   convenient	   representation	   comprising	   of	   a	   linear	   resistor	   and	   a	  nonlinear	   resistance	   function	   (a),	   and	   then	   the	   newly	   mapped	   non-­‐linear	   resistance	   function	   is	  represented	  by	  a	  dependent	  current	  source	  which	  draws	  the	  same	  amount	  of	  current	  which	  would	  have	  flowed	  through	  resistance	  R2	  (b).	  
This	   may	   be	   represented	   by	   a	   voltage	   controlled	   current	   source	   G1	   which	   draws	   the	   same	  amount	   of	   current	  which	  would	   otherwise	   have	   flown	   through	  R2.	   Electrically,	   this	   is	   exactly	   the	  same	   as	   the	   nonlinear	   voltage	   dependent	   resistor	   having	   the	   voltage	   dependence	   of	   f(V).	   Nodal-­‐
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analysis	  may	  be	  used	  to	  show	  that	  the	  simple	  circuit	  representation	  in	  Fig.	  	  7.2(b)	  is	  independent	  of	  the	  type	  of	  biasing	  scheme	  used.	  It	  may	  further	  be	  used	  as	  part	  of	  any	  electrical	  circuit	  without	  any	  concern.	  
Next,	  the	  convergence	  of	  the	  transformed	  resistor	  is	  shown	  to	  be	  guaranteed	  provided	  that	  the	  initial	  function	  f(V)	  may	  be	  used	  as	  a	  nonlinear	  source,	  without	  any	  problems	  of	  convergence,	  and	  if	  the	  value	  of	  the	  constant	  resistance	  R1	  is	  chosen	  to	  be	  greater	  than	  f(V)	  for	  all	  voltages	  of	  interest.	  Since	   most	   circuit	   simulators	   use	   some	   variation	   of	   Newton-­‐Raphson	   iterative	   convergence	  procedure,	   convergence	   relies	   on	   the	   absence	  of	  multiple	   values	  of	   voltage	   for	   the	   same	  value	  of	  current.	  An	   example	  of	   a	  nonlinear	   function	  which	   converges,	   as	   opposed	   to	  one	  which	  does	  not	  converge	  is	  shown	  in	  Fig.	  7.3.	  In	  Fig.	  7.3,	  Curve	  I	  has	  multiple	  values	  of	  voltage	  V1,	  V2	  and	  V3	  for	  the	  same	  value	  of	  current	  I1.	  Thus,	  there	  is	  great	  likelihood	  that	  an	  electrical	  element	  will	  not	  converge	  in	   a	   circuit	   simulator	   using	   a	   Newton-­‐Raphson	   convergence-­‐scheme	   alone.	   Such	   convergence	  problems	  occur	  when	  there	  are	  local	  maxima	  and	  minima	  in	  the	  curve	  of	  interest.	  In	  curves	  which	  do	  not	  posses	  such	   local	  maxima	  or	  minima,	  such	  as	  Curve	  II	   in	  Fig.	  7.3,	  convergence	  by	  Newton-­‐Raphson	  iterative	  techniques	  is	  guaranteed.	  Thus,	  the	  problem	  of	  convergence	  may	  be	  transformed	  to	  that	  of	  the	  elimination	  of	  local	  maxima	  and	  minima.	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Fig.	   7.3.	   Representitive	   I-­‐V	   curves,	   one	   of	   which	   does	   not	   converge	   (Curve	   I),	   and	   the	   other	  which	  does	  converge	  (Curve	  II)	  during	  a	  Newton-­‐Raphson	  iteration	  in	  a	  simulator.	  	  
Mathematically,	  the	  problem	  statement	  may	  be	  written	  as	  follows,	  with	  the	  voltage	  represented	  by	  the	  independent	  variable	   ,	  all	  other	  function	  names	  being	  defined	  by	  Fig.	  7.3.	  
Lemma	  I:	  Given	   f x( ) 	  which	  is	  continuously	  differentiable	  over	  the	  region	  of	  interest,	  and	  has	  
no	  maxima	   or	  minima	   over	   the	   range	   of	   interest	   (i.e.	   f ' x( ) = 0 ,	   over	   the	   region	   of	   interest)	   the	  function	   g x( ) = Rf x( ) R − f x( )⎡⎣ ⎤⎦−1 	  is	  also	  continuously	  differentiable	  over	  the	  specified	  range	  and	  has	  no	  maxima	  or	  minima	  over	  the	  range	  of	  interest	  if	  R ≠ 0 ,	  over	  the	  range	  of	  interest.	  	  
Proof:	  
Given	  that	   f ' x( ) 	  is	  continuously	  differentiable	  over	  the	  range	  of	  interest,	  
	   g ' x( ) = R
2 f ' x( )
R − f x( )⎡⎣ ⎤⎦
2 .	   (7-­‐3)	  
V 
I 
Curve I 
Curve II 
I
1 
a b c 
V
3 
V
2 
V
1 
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Thus,	   it	   can	   be	   seen	   that g ' x( ) is	   also	   continuously	   differentiable	   over	   the	   range	   of	   interest.	  
Furthermore,	  the	  only	  way	  for	   g ' x( ) = 0 ,	  is	  if	   R = 0 ,	  since	   over	  the	  range	  of	  interest.	  
It	   follows	   from	   Lemma	   I,	   that	   the	   necessary	   condition	   for	   convergence	   of	   a	   macro-­‐model	  describing	  a	  voltage-­‐dependent	  resistor	  shown	  in	  Fig.	  	  7.3.	  in	  a	  simulator	  is	  that	  R1	  be	  greater	  than	  zero.	   It	   must	   however	   be	   noted	   that	   for .	   Such	   values	   of	   the	   slope	   would	  
imply	   very	   abrupt	   changes	   in	   the	   values	   of g x( ) for	   changes	   in x .	   Thus,	   one	   should	   additionally	  
make	  sure	  that	   R f x( ) for	  proper	  convergence.	  Thus,	  the	  addition	  of	  more	  circuitry	  for	  creating	  a	  voltage-­‐dependent	  resistor	  clearly	  does	  not	  portend	  a	  problem	  with	  convergence,	  and	  more	  than	  what	  is	  innately	  added	  on	  by	  the	  dependent	  resistor	  itself,	  given	  that R f x( ) .	  	  
In	  this	  study,	  the	  voltage-­‐dependences	  of	  the	  resistances	  from	  Shu	  et	  al.	  [175]	  have	  been	  fitted	  with	  the	  function	  
	   .	   (7-­‐4)	  
Subscripts	  p	   and	  ap	   represent	   the	   respective	   coefficients	   in	   the	   parallel	   and	   the	   anti-­‐parallel	  directions,	  respectively.	  The	  values	  for	  the	  different	  coefficients	  for	  both	  the	  parallel	  and	  the	  anti-­‐parallel	  directions	  are	  tabulated	  in	  Table	  7.I.	  
TABLE I 
Values Used for Fitting (7-4) to the Data in [175] 
 a b c 
 MΩ V-1 MΩ 
Parallel 2.43461 5.567337 0.633625 
Anti-parallel 4.334744 5.792084 1.140817 	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Fig.	   7.4.	   	   A	   schematic	   representation	   of	   the	   sub-­‐circuit	   used	   for	   representing	   the	   nonlinear	  voltage	  dependence	  of	  the	  MTJ	  in	  [175].	  
Fig.	   7.4.	   depicts	   a	   schematic	   representation	   of	   the	   circuit	   used	   for	   the	   realization	   of	   the	  resistances.	  First,	   the	  voltage	  across	  Rc	   is	  copied	  across	   to	  a	  voltage	   limiter	   through	  a	  VCCS	  Glimiter	  and	   resistance	  Rlimiter.	   The	   series	   combination	  of	   the	  diodes	   and	   voltage	   sources	   form	   the	   voltage	  limiter	   and	   is	   used	   for	   preventing	   large	   voltage	   from	   being	   applied	   to	   the	   exponential	   function.	  Then	  the	  parallel	  combination	  of	  VCVS	  Eb	  and	  resistor	  Rb	  scales	  the	  voltage	  by	  b,	  the	  VCVS	  Eexp	  maps	  the	   resulting	  voltage	   into	  an	  exponential	   function	  and	   then	   the	  VCCS	   finally	   realizes	   the	   required	  function.	   Since	   the	   data	   from	   [175]	   measured	   voltage-­‐dependence	   of	   the	   resistance	   to	   1	   V,	   the	  current	   limiter	   associated	   with	   Glimiter	   limits	   the	   output	   of	   the	   stage	   to	   ±1V.	   The	   exponential	  dependence	  is	  realized	  by	  the	  POLY	  function	  provided	  by	  SPICE	  Version	  2G.	  It	  is	  worthwhile	  noting	  that,	  although	  the	  input	  voltage	  is	  restricted	  to	  ±1V,	  the	  scaled	  voltage	  bV	  may	  scale	  to	  ±6V.	  Thus,	  it	  is	  necessary	  to	  obtain	  a	  polynomial	  approximation	  to	  the	  exponential	  function	  to	  at	  least	  6	  V.	  In	  the	  simulation,	  the	  exponential	  function	  has	  been	  approximated	  by	  a	  polynomial	  correct	  to	  10	  V.	  
The	  circuit	  shown	  in	  Fig.	  	  7.4	  has	  been	  simulated	  using	  the	  eldo	  circuit	  simulator	  which	  is	  a	  part	  of	  the	  Mentor	  Graphics	  package.	  The	  results	  of	  the	  simulation	  are	  shown	  in	  Fig.	  	  7.5.	  As	  can	  be	  seen	  from	  Fig.	  7.5,	  the	  model	  follows	  the	  measured	  values	  quite	  accurately.	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Fig.	   7.5.	   	   Measured	  R-­‐V	   characteristics	   from	   [175]	   compared	   to	   SPICE	   simulations.	   The	   solid	  lines	   represent	   the	   measured	   high	   and	   low	   resistances	   in	   the	   anti-­‐parallel	   and	   parallel	  configurations	   separately.	  The	  open	  circles	   represent	   the	  SPICE	   simulation	   for	   the	  Rap	   sub-­‐circuit	  and	  the	  open	  squares	  represent	  the	  SPICE	  simulation	  results	  for	  the	  Rp	  sub-­‐circuit.	  
7.4.2. The Voltage Controlled Switch Since	  SPICE	  Version	  2G	  does	  not	  have	  a	  voltage-­‐controlled	  switch,	  a	  voltage-­‐controlled	  switch	  had	  to	  be	  developed	  from	  more	  fundamental	  components.	  The	  switch	  presents	  a	  high	  resistance	  in	  the	  ‘off’	  state	  and	  a	  low	  resistance	  in	  the	  ‘on’	  state.	  It	  is	  schematically	  represented	  in	  Fig.	  	  7.6.	  	  
Since	   the	   MTJ	   resistance	   ranges	   from	   approximately	   1	   MΩ	   to	   about	   200	   Ω,	   the	   off-­‐state	  resistance	   is	   taken	   to	   be	   approximately	   1	   GΩ	   and	   the	   on-­‐state	   resistance	   is	   taken	   to	   be	  approximately	   10	  Ω.	   Since	   the	   control	   voltage	  Vsc	   changes	   between	   ±5V	   in	   the	   Schmitt	   trigger,	   a	  current	  source	  with	  a	  transfer	  function 
 
G12 = 10−10 + 0.05 + 0.01VSC⎡⎣ ⎤⎦ ×VS , (7-­‐5) 
may	  be	  used	  for	  modeling	  the	  switch.	  In	  this	  case,	  the	  value	  of	  R12	  used	  is	  5	  GΩ.	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Fig.	  7.6.	  	  The	  implementation	  of	  the	  voltage-­‐controlled	  switch	  is	  shown.	  The	  control	  voltage	  Vsc	  is	   used	   to	   switch	   between	   a	   high	   or	   a	   low	   voltage,	   which	   in	   turn	   is	   converted	   by	   a	   VCCS	   to	   a	  conductance	  proportional	  to	  the	  input	  voltage.	  
7.4.3. The Bi-stable Memory Element The	  bi-­‐stable	  memory	  element	   is	   the	  most	  critical	  sub-­‐circuit	   in	   terms	  of	   the	  convergence.	   Its	  convergence	   is	   dictated	   by	   the	   nature	   of	   the	   input	   and	   the	   load	   applied	   to	   the	   circuit.	   For	   this	  reason,	   the	  bi-­‐stable	  element	   is	  completely	   isolated	  from	  input	  and	  output	  variations.	  The	   load	  to	  the	  Schmitt	  trigger	  is	  fixed	  and	  invariant	  to	  changes	  in	  the	  resistive	  characteristics	  of	  the	  associated	  MTJ	   or	   the	   VCS.	   Also,	   the	  magnetic	   sub-­‐circuit	   is	   used	   to	   signal-­‐shape	   the	   input	   to	   the	   bi-­‐stable	  element	   so	   that	   the	   input	   pulses	   to	   the	   bi-­‐stable	   element	   are	   independent	   of	   applied	   switching	  currents.	   Thus,	   when	   the	   whole	   circuit	   is	   implemented,	   the	   convergence	   of	   the	   bi-­‐stable	   circuit	  element	  is	  no	  longer	  dependent	  upon	  external	  circuit	  elements.	  A	  schematic	  representation	  of	  the	  sub-­‐circuit	   is	   shown	   in	   Fig.	   7.7.	   The	   circuit	   essentially	   is	   comprised	   of	   an	   operational	   amplifier	  (OPAMP)	  connected	  in	  regenerative	  feedback	  forming	  the	  Schmitt	  trigger.	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(a)	  
	  
(b)	  
Fig.	  7.7.	   	  Implementation	  of	  the	  bi-­‐stable	  memory	  element	  is	  represented	  schematically	  above.	  An	  ideal	  OPAMP	  with	  a	  differential	  gain	  of	  1000,	  a	  single	  pole	  having	  a	  time	  constant	  of	  1	  ns,	  a	  1	  mA	  current	  limiter	  and	  a	  ±5	  V	  voltage	  limiter	  (a)	  are	  used	  in	  a	  regenerative	  feedback	  loop	  (b)	  forming	  a	  Schmitt	  trigger.	  An	  input	  buffer	  with	  associated	  voltage	  limiters	  isolates	  the	  trigger	  from	  variations	  in	   impedances	  of	   the	   input	   circuitry,	  while	   a	   voltage-­‐shaping	   circuit	   and	  another	   isolation	   circuit	  isolates	  the	  trigger	  from	  variations	  in	  the	  output	  impedances.	  
A	   schematic	   representation	   of	   the	  OPAMP	   is	   shown	   in	   Fig.	   	   7.7(a).	   It	   is	   comprised	   of	   a	   1	  MΩ	  input	   resistance	   Rinp	   connected	   across	   the	   input	   terminals	   of	   the	   device.	   The	   voltage	   across	   the	  input	  stage	  is	  amplified	  by	  the	  VCCS	  Go	  and	  the	  1	  kΩ	  resistor	  by	  a	  thousand.	  The	  1	  pF	  capacitor	  Co	  in	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combination	  with	  the	  1	  kΩ	  resistive	  load	  creates	  a	  pole	  having	  a	  time	  constant	  of	  1	  ns,	  resulting	  in	  a	  response	  time	  of	   the	  OPAMP	  of	   less	  than	  10	  ns.	  This	   is	  modeled	  after	  the	  time	  delay	  described	   in	  [35].	  The	  current-­‐limiter	  (comprised	  of	  the	  current	  source	  and	  four	  diodes)	  limit	  the	  output	  current	  to	   1	   mA,	   while	   the	   voltage	   limiter	   comprised	   of	   two	   diodes	   and	   two	   voltage-­‐sources	   limits	   the	  output	  voltage	  to	  ±5	  V.	  	  
The schematic representation of the sub-circuits of the Schmitt trigger is shown in 
Fig. 7.7(b). It is comprised of a 1 Ω input resistance Rin connected across the input 
terminals. A buffer layer formed by Gin1, Rin1 and the voltage limiters prevent the input 
voltage from exceeding ±5 V. The OPAMP with regenerative feedback via the resistors 
Rb and R1 results in a Schmitt trigger with triggering at approximately ±2.5 V. Since 
the shape of the Schmitt trigger output waveform is not ideal, an output voltage 
shaping circuit is used. This voltage shaping relies on the fact that the voltage V6 at 
the input terminal of the OPAMP always leads the voltage V5 at the output terminal of 
the OPAMP. A comparison between the transfer characteristics with and without such 
an output-shaping circuit is shown in Fig.  7.8(a). In 7.8(b) various node voltages are 
plotted for a transient simulation for explaining the resultant voltage shaping. Voltage 
V6 essentially follows the input voltage Vinp. The voltage V5 is the characteristic output 
of the Schmitt trigger. These voltages may be combined to form the output Eout1, as 
shown in Fig. 7.8(b). Finally, a gain stage and voltage limiters are used for obtaining 
±5 V at the output terminal. The final output stage of the Schmitt trigger is an 
insulating buffer layer, used for insulating the output of the OPAMP from any 
variations on the load. This comprises of a VCVS and a resistance in parallel, which 
copies the output of the previous section Elimit and presents that as an output. Notice 
that the voltage applied across an output resistor is independent of the characteristics 
of the load. Further, it does not affect the internal operations of the Schmitt trigger. 
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(a) (b) 
Fig.	  7.8.	  	  Simulations	  of	  the	  transfer	  characteristics	  of	  the	  Schmitt	  trigger	  of	  Fig.	  	  7.7	  without	  the	  use	  of	  a	  voltage	  shaping	  circuit	   in	  comparison	  to	  the	  output	  characteristics	   in	  the	  presence	  of	   the	  voltage	   shaping	   circuit	   are	   shown	   in	   (a).	   Notice	   the	   constant	   bi-­‐stable	   output	   voltages	   with	   the	  proper	  pulse	  shaping	  circuit.	  A	   transient	  simulation	  of	   the	   internal	  node	  voltages	   is	  shown	  in	  (b).	  The	  y-­‐axis	  in	  (b)	  have	  units	  of	  volts.	  	  
7.4.4 The Magnetic Sub-circuit The	   magnetic	   sub-­‐circuit	   essentially	   maps	   the	   write-­‐current	   function	   into	   an	   input-­‐voltage	  function	  compatible	  with	  the	  operation	  of	  the	  Schmitt	  trigger.	  A	  simple	  one-­‐input	  example	  of	  such	  a	  mapping	  is	  shown	  in	  Fig.	  7.9.	  Sub-­‐circuits	  which	  model	  the	  asteroid	  curve	  for	  memory	  arrays	  have	  been	  adequately	  described	  by	  both	  Das	  et	  al.,	  and	  Lee	  et	  al.	  in	  their	  own	  implementations,	  and	  the	  extension	  of	  this	  sub-­‐circuit	  to	  incorporate	  the	  asteroid	  curve	  is	  trivial.	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Fig.	  7.9.	  An	  implementation	  of	  the	  Magnetic	  Sub-­circuit	  comprised	  of	  only	  one	  input	  current.	  The	  write	   current	   is	   applied	   via	   the	   external	   terminals	   marked	   1	   and	   2,	   while	   the	   output	   voltage	   is	  obtainable	  through	  the	  external	  node	  marked	  3.	  
The	  externally	  applied	  write	  current	  passes	  through	  the	  Magnetic	  Sub-­circuit	  via	  the	  terminals	  marked	  1	  and	  2.	  This	  current	  is	  sampled	  by	  the	  dummy	  voltage	  source	  VSrc.	  This	  current	  is	  sensed	  and	  significantly	  amplified	  by	  the	  CCCS	  Fmag	  and	  converted	  to	  a	  large	  voltage,	  by	  dropping	  it	  across	  
Rmag.	   The	   voltage-­‐limiters	   parallel	   to	  Rmag	   limit	   the	   voltage	   across	  Rmag	   to	   ±1	  V.	   Thus,	   the	   voltage	  across	  Rmag	   represents	   the	  direction	  of	   the	  current	   flow	  through	   the	   terminals	  1	  and	  2.	  The	  VCCS	  
Gmag1	  and	  Rmag1	  convert	  this	  direction-­‐dependent	  voltage	  into	  a	  direction-­‐dependent	  current,	  which	  is	  sensed	  by	  the	  dummy	  voltage	  source	  Vmag1.	  CCCS	  Fc	  uses	  Vsrc	  and	  Vmag1	  to	  create	  a	  uni-­‐directional	  current	  source	  which	  will	  be	  used	  as	  a	  shift	  in	  the	  write-­‐current	  hysteresis	  curve,	  as	  shown	  in	  Fig.	  7.9.	  This	   is	   the	   current	   ic	   described	  below.	  Thus,	   the	   current	  passing	   through	   the	  dummy	  voltage	  source	  VSense	   is	   shifted	  by	   ic.	   Finally,	   the	  CCVS	  Hout	   and	  Rout	   scale	   the	   current	   through	  VSense	   by	   the	  amount	  necessary	  to	  affect	  the	  Schmitt	  trigger.	  This	  is	  the	  voltage	  vWrite	  described	  below.	  	  
For	  the	  hysteresis	  loop	  shown	  in	  Fig.	  	  1(a)	  of	  Lee	  et	  al.	  [173],	  the	  threshold	  of	  the	  write-­‐current	  for	   switching	   from	   the	   anti-­‐parallel	   state	   to	   the	  parallel	   state	   (iHi)	   is	   approximately	  14.1	  mA,	   and	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that	  for	  the	  parallel	  to	  anti-­‐parallel	  transition	  (iLo)	  is	  approximately	  -­‐8.19	  mA.	  The	  center	  and	  width	  (iC	  and	  iW	  respectively)	  of	  the	  hysteresis	  loop	  may	  be	  calculated	  to	  be	  
 
	   (7-­‐6)	  
Similar	   threshold	   voltages	   for	   the	   transition	   from	   parallel	   to	   anti-­‐parallel	   configuration	   and	  back	  for	  the	  hysteresis	  loop	  shown	  in	  Fig.	  	  7.8	  may	  be	  termed	  vHi,	  vLo,	  vC	  and	  vW,	  respectively.	  For	  the	  case	  of	  Fig.	  	  7.10,	  vHi	  =	  2.4	  V,	  vLo=-­‐2.4	  V	  and	  vC=0V.	  The	  mapping	  from	  the	  sense	  current	  to	  the	  input	  voltage	  of	  the	  Schmitt	  trigger	  may	  be	  written	  as	  
	   vWrite = iWrite − iC( ) × vW / iW .	   (7-­‐7)	  	  
The	   simulated	   result	   of	   such	   an	   implementation	   is	   shown	   in	   Fig.	   	   7.10	   along	  with	  measured	  hysteresis	  data	  from	  [173].	  For	  the	  current	  simulation,	  write	  currents	  greater	  than	  14.1	  mA	  and	  less	  than	  -­‐8.19	  mA	  would	  result	  in	  setting	  the	  Schmitt	  trigger	  in	  the	  high	  and	  the	  low	  state,	  respectively,	  effectively	  orienting	   the	  magnetic	   free	   layer	   either	  parallel	   or	   anti-­‐parallel	   to	   the	  direction	  of	   the	  pinned	  layer.	  For	  consistency	  with	  Fig.	  	  7.9,	  the	  output	  of	  the	  magnetic	  circuit	  Vinp	  shown	  in	  Fig.	  	  7.1	  is	  represented	  in	  this	  specific	  example	  by	  vWrite.	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Fig.	  7.10.	  	  The	  simulations	  of	  the	  transfer	  characteristics	  of	  the	  magnetic	  sub-­‐circuit	  connected	  to	  the	  Schmitt	  trigger	  is	  shown	  above.	  It	  is	  overlaid	  with	  the	  hysteresis	  measured	  due	  to	  the	  device.	  	  
7.4.5. The Simulation of a Flash-Comparator Using the Magnetic Tunnel Junctions In	  this	  section,	  a	  simple	  exemplary	  use	  of	  the	  macro-­‐model	  is	  presented.	  The	  macro-­‐model	  has	  been	   put	   together	   using	   the	   same	   electric	   sub-­‐circuit,	   magnetic	   sub-­‐circuit	   and	   the	   bi-­‐stable	  element	  discussed	  in	  the	  previous	  section.	  Thus,	   the	  sub-­‐circuit	  has	  two	  terminals	  across	  which	  a	  sensing	   excitation	   may	   be	   applied	   for	   sensing	   the	   resistance	   of	   the	   MTJ	   and	   has	   two	   terminals	  across	  which	  a	   control	   current	  may	  be	  applied	   for	   setting	   the	  orientation	  of	   the	   free	   layer	  of	   the	  MTJ.	   As	   is	   clear	   from	   Fig.	   	   7.10,	   a	   ±20	  mA	   pulse	   is	   sufficient	   to	   orient	   the	   free	   layer	   of	   the	  MTJ.	  Further,	   from	   Fig.	   	   7.10,	   it	   is	   evident	   that	   a	   0.1	   V	   input	   voltage	   across	   the	   terminals	   of	   the	  MTJ	  results	  in	  a	  difference	  in	  resistance	  of	  approximately	  100%.	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Fig.	   7.11.	   	   A	   sub-­‐circuit	   comprising	   of	   three	   MTJs	   forming	   a	   very	   basic	   flash	   converter.	   Set	  currents	   may	   be	   used	   at	   any	   time	   to	   change	   the	   resistances,	   thus	   changing	   the	   behavior	   of	   the	  comparator	  dynamically.	  
The	  magnetic	  circuit	  represented	  by	  the	  transfer	  curve	  in	  Fig.	  7.10	  and	  the	  R-­‐V	  characteristics	  in	  Fig.	  7.5	  are	  used	  for	  creating	  the	  simple	  circuit	  shown	  in	  Fig.	  	  7.11.	  Although	  this	  circuit	  is	  purely	  academic	  in	  nature,	  it	  is	  useful	  for	  demonstrating	  the	  robustness	  of	  the	  macro-­‐model	  for	  large-­‐scale	  simulations.	  In	  the	  circuit,	  three	  MTJs	  are	  connected	  in	  series	  across	  a	  reference	  voltage	  Vref	  creating	  a	   voltage	   divider.	  However,	   using	   the	   currents	   Iset1,	   Iset2	   and	   Iset3,	   the	   individual	   resistances	   of	   the	  MTJs	  may	  be	   changed	  at	   any	  point	  during	   the	   simulation.	   Important	  nodes	  within	   the	   circuit	   are	  marked	  by	  numbers	  within	  square	  brackets.	  For	  example,	  the	  reference	  voltage	  Vref	  is	  connected	  to	  node	  4.	  The	  voltage	  to	  be	  measured	  Vm	  is	  compared	  to	  the	  voltages	  across	  nodes	  5	  and	  6.	  This	  forms	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a	  very	  simple	  flash	  comparator	  with	  the	  added	  advantage	  of	  using	  a	  dynamically	  changeable	  voltage	  divider.	  The	  output	  voltages	  across	  nodes	  8	  and	  9	  are	  combined	  into	  a	  single	  voltage	  across	  node	  10	  by	  a	  VCVS,	  so	  that	  at	  any	  time,	  only	  one	  voltage	  needs	  to	  be	  monitored	  for	  output.	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(a) 
 
(b) 
Fig.	  7.12.	  	  Transient	  simulation	  results	  of	  the	  circuit	  shown	  in	  Fig.	  	  7.11	  is	  shown	  above.	  The	  set-­‐currents	  (a)	  are	  used	  to	  set	  an	  initial	  state	  of	  the	  MTJs	  during	  the	  first	  part	  of	  the	  simulation,	  and	  then	  they	  are	  used	  again,	  in	  the	  second	  half	  of	  the	  simulation	  to	  set	  the	  MTJs	  to	  a	  different	  state.	  The	  resulting	   electrical	   simulations	   (b)	   show	   output	   characteristics	   which	   are	   similar	   in	   form	   but	  numerically	  different	  during	  the	  two	  measurement	  intervals.	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Results	  of	  a	  transient	  simulation	  are	  shown	  in	  Fig.	  	  7.12.	  In	  the	  first	  20	  ns	  of	  the	  simulation,	  set	  currents	  are	  used	  to	  set	  MTJ1	  and	  MTJ2	  in	  the	  parallel	  configuration	  while	  MTJ3	  in	  the	  anti-­‐parallel	  configuration.	  The	  applied	  voltage	   (Vref)	  of	  0.3	  V,	   applied	  at	  node	  4,	   gets	  divided	  across	   the	  MTJs.	  However,	  as	  seen	  from	  V5	  and	  V6	  in	  Fig.	  	  7.12(b),	  a	  significant	  voltage	  drops	  across	  MTJ3	  at	  around	  40ns	  into	  the	  simulation,	  since	  at	  this	  time,	  the	  resistance	  of	  MTJ3	  is	  about	  twice	  that	  of	  MTJ1	  and	  MTJ2.	  The	  triangular	  input	  voltage	  Vm	  is	  compared	  to	  V5	  and	  V6.	  When	  Vm	  is	  less	  than	  both	  V5	  and	  V6,	  the	  output	  voltage	  Vo	  is	  -­‐7.5	  V.	  When	  Vm	  is	  greater	  than	  V6	  but	  less	  than	  V5,	  the	  output	  voltage	  is	  -­‐2.5	  V.	  When	  Vm	  is	  greater	  than	  both	  V5	  and	  V6,	  the	  output	  is	  7.5	  V.	  At	  approximately	  90	  ns	  into	  the	  simulation,	   the	  orientations	  of	   the	  MTJs	  are	  switched	  such	  that	  MTJ1	  and	  MTJ2	  are	  oriented	  anti-­‐parallel	  while	  MTJ3	  is	  parallel	  to	  the	  fixed	  layer.	  Between	  100	  ns	  and	  150	  ns,	  the	  triangular	  input	  Vm	  is	  again	  compared	  to	  voltages	  at	  nodes	  5	  and	  6.	  However,	  since	  the	  voltages	  at	  nodes	  5	  and	  6	  are	  now	  different,	  Vo	  switches	  from	  one	  state	  to	  another	  at	  different	  values	  of	  the	  input	  voltage	  Vm.	  
It	  is	  worth	  noting	  that	  the	  MTJ	  circuits	  converged	  quite	  well,	  without	  the	  need	  for	  any	  internal	  adjustment	   of	   the	   sub-­‐circuit,	   even	   though	   three	   nonlinear	   MTJ	   elements	   were	   used	   in	   the	  simulation	  and	  a	  significant	  amount	  of	  regenerative	  switching	  took	  place	  during	  the	  simulations.	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8. CONCLUSIONS AND FUTURE WORK 	  The	   fabrication	   of	  MTJ	   and	   relevant	   devices	   at	   RIT	   has	   been	   attempted	   via	   a	  multi-­‐pronged	  approach.	  Detailed	  characterization	  of	  each	  step	  of	   the	  process	  has	  been	  done	   to	  make	  sure	   that,	  during	  each	  step	  of	   the	  process,	  structural	   integrity	  of	   the	  MTJ	   layers	   is	  maintained.	  The	   intrinsic	  device	   is	   show	   to	   be	   working,	   both	  magnetically,	   and	   electrically.	   However,	   the	   extrinsic	   device	  coule	  not	   be	   tested,	   because	  of	   problems	   associated	  with	  metal-­‐to-­‐metal	   contact.	   Further	   studies	  are	  needed	  to	  be	  	  performed	  to	  ascertain	  the	  origin	  of	  this	  open	  circuit.	  	  	  
A	   detailed	  materials	   analysis	   has	   been	   performed	   to	   determine	   the	   effect	   of	   annealing	   of	   the	  structural,	   crystallographic	   nature	   of	   the	  materials	   constituting	   the	  MTJ.	   Detailed	   analysis	   of	   the	  nature,	  and	  process	  of	  the	  diffusion	  of	  B	  into	  MgO	  has	  been	  performed,	  and	  quantified.	  The	  diffusion	  of	  Ru	  has	   also	  been	  observed.	  A	  maximum	   temperature	   for	  processing	  has	  been	   identified	   and	   a	  process	   sequence	   generated,	   that	   remains	   within	   the	   specifications	   of	   the	   maximum	   identified	  specifications.	  	  
An	   improved	  device	  model	  has	  been	  proposed,	  which	   extends	   the	  model	   to	   allow	   for	   the	   the	  modeling	  of	  devices	  fabricated	  by	  physical	  vapor	  deposition.	  Several	  improvements	  can	  be	  made	  in	  this	   model.	   First,	   rather	   than	   using	   a	   tight-­‐binding	   model,	   an	   ab	   initio	   model	   may	   be	   used	   to	  calculate	   the	   band	   structure	   of	   CoFe.	   This	   would	   result	   in	   a	   significantly	   improved	   model.	  Furthermore,	   the	   band	   structure	   of	   CoFeB,	   its	   electronic	   properties,	   and	   its	   electronic	   transition	  rules	  need	  to	  be	  determined	  experimentally.	  It	  is	  quite	  clear	  that	  a	  simple	  model	  based	  on	  the	  free-­‐electron	  model	  is	  insufficient	  to	  describe	  the	  electronic	  structure	  of	  CoFeB.	  
A	  SPICE	  circuit	  model	  has	  also	  been	  created,	   so	  as	   to	  be	  able	   to	  simulate	   larger	  circuits	  using	  this	  model.	  The	  SPICE	  model	   is	   created	  using	  SPICE	  Level	  2.	  Hence,	   although	   the	  circuit	  model	   is	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robust,	  it	  can	  be	  made	  much	  smaller,	  if	  commercially	  available	  simulators	  such	  as	  HSPICE,	  Verilog	  A,	   or	   Mentor	   Graphic’s	   implementation	   of	   SPICE	   Level	   3.	   Note	   however,	   that	   once	   a	   specific	  language	   has	   been	   used	   to	   make	   a	   more	   light-­‐weight	   version	   of	   the	   circuit	   model,	   it	   would	   be	  relatively	  more	  difficult	  (but	  not	  impossible)	  to	  port	  the	  model	  between	  simulators.	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Appendix I: Detailed processing steps 
Note: Cells that are shaded are done at Veeco. 
 Process Description Tool Parameters 
 Scribe   Diamond-tipped pen 
 Clean Standard RCA 
clean 
RCA wet-
bench 
 
Thermal-oxide 
growth 
Thickness~500nm Bruce Tube 
1 
1000°C, 100 min 
Recipe: 350, wet oxide  
Litho Level 0 Putting the  
alignment markers 
on the wafers 
GCA 
Stepper 
Job: MTJ 
Mask: ALIGNMENT 
A
li
gn
m
en
t 
S
et
u
p
 
Oxide Etch Etching alignment 
into the oxide  
BOE Etch 
Tank 
10 min, 10:1 BOE 
HMDS Prime Priming the surface SVG Track HMDS Prime Station, and 
subsequent cool step 
LOR5A deposition Spinning ~600 nm 
LOR resist on oxide 
CEE100 Spin-up: 500 r/s 
Coat: 2000 rpm, 45 s 
Spin-down: 300 r/s 
Solvent bake Post coat bake Heat chuck 150°C, 1 min 
Photoresist coat  SVG Track 400 rpm, 45 s 
Post-coat bake: 125°C, 
1min 
Exposure Bottom electrode 
litho 
GCA 
Stepper 
Job: MTJ 
Mask: BOTTOM 
ELECTRODE 
Develop Required 
undercutting 
CEE 100 CD26 developer, 130 s 
Bottom electrode 
deposition 
Sputtering Ta CVC-601 250 W,  5.5 mTorr, 1680 s 
[Dep. Rate: 85.7 Å/s] B
ot
to
m
 E
le
ct
ro
d
e 
D
ep
os
it
io
n
 
a
n
d
 P
a
tt
er
n
in
g 
Metal lift-off Lift-off of the 
bottom electrode 
Ultrasonic 
bench 
Nano Remover PG 
MTJ Stack 
Deposition  
Veeco Instruments, 
Fremont, CA 
Nexus PVD 
Tool 
 
Field Annealing 
(Some of the 
wafers) 
Pinning the MTJ 
Reference Layers 
 355°C, 2 hrs, 
Magnetic Field: 5000 Oe 
Vacuum: ~1×10-6 Torr.  
HMDS Prime Priming the surface SVG Track HMDS Prime Station, and 
subsequent cool step 
LOR5A deposition Spinning ~600nm 
LOR resist on oxide 
CEE100 Spin-up: 500 r/s 
Coat: 2000rpm, 45 s 
Spin-down: 300 r/s 
Solvent bake Post coat bake Heat chuck 150°C, 1 min 
Photoresist coat  SVG Track 400rpm, 45 s 
Post-coat bake: 125°C, 
1min 
Exposure Bottom electrode 
litho 
GCA 
Stepper 
Job: MTJ 
Mask: BOTTOM 
ELECTRODE 
Develop Required 
undercutting 
CEE 100 CD26 developer, 130 s 
Hard mask 
deposition 
Sputtering Ta CVC-601 250 W,  5.5 mTorr, 830 s 
[Dep. Rate: 85.7 Å/s] 
M
T
J
 D
ep
os
it
io
n
 a
n
d
 P
a
tt
er
n
in
g 
Metal lift-off Lift-off of the hard 
mask 
Ultrasonic 
bench 
Nano Remover PG 
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MTJ Patterning MTJ MESA etching, 
Veeco Instruments, 
Plainsview, NY 
Nexus IBE 
Tool 
-10°/ 50° dual-angle 
scheme 
End-point: Ta bottom 
electrode 
ILD Deposition T11  (311) SOG is 
used as an ILD 
SCS P6700 
Spinner 
3000 rpm, 1 min 
ILD Baking Removing Solvents 
from SOG 
Hot plates 80°C, 5 min; 
150°C, 5 min; 
250°C, 5 min. 
IL
D
  
d
ep
os
it
io
n
 
ILD Curing Densifying/ 
Reflowing  SOG so 
that it can 
withstand the field-
annealing later. 
Bruce 
Furnace, 
Tube 2 
350°C, 1 hr, N2 ambient 
HMDS Prime Priming the 
Surface 
SVG Track HMDS Prime Station, and 
subsequent cool step 
Photoresist Coat  SVG Track 400 rpm, 45 s 
Post-coat bake: 125°C, 
1min 
Contact Cut Dry 
Etch 
Partial Anisotropic 
Etch 
Drytec 
Quad 
Power: 140 W 
CHF3: 65 sccms 
Ar: 65 sccms 
O2: 5 sccms 
Pressure: 70 mTorr 
Contact Cut Wet 
Etch 
Etching remnant 
SOG 
HF Etch 
bench 
100:1 HF treatment for 30 
s, 
5min DI water rinse 
C
on
ta
ct
 c
u
t 
p
a
tt
er
n
in
g 
a
n
d
 e
tc
h
 
Resist stripping  PRS 2000 
bath 
PRS2000 dirty bath, 5min; 
PRS2000 clean bath, 
5min; 
DI rinse, 5 min; 
SRD. 
Top electrode 
Deposition  
Top electrode Dep. CVC 601 Power: 1000 W, 
Pressure: 5 mTorr, 
16 min 
HMDS Prime Priming the 
Surface 
SVG Track HMDS Prime Station, and 
subsequent cool step 
Photoresist Coat  SVG Track 400 rpm, 45 s 
Post-coat bake: 125°C, 
1 min 
Exposure  GCA 
Stepper 
Job: MTJ 
Mask: TOP ELECTRODE 
Develop  SVG Track  
Top electrode 
patterning 
Al Etching Al etch tank Al etch rate to be verified 
during etch 
T
op
 E
le
ct
ro
d
e 
D
ep
os
it
io
n
 a
n
d
 
P
a
tt
er
n
in
g 
Resist Stripping  PRS 2000 PRS2000 dirty bath, 
5 min; 
PRS2000 clean bath, 
5 min; 
DI rinse, 5 min; 
SRD. 
F
ie
ld
 
A
n
n
ea
l Field Annealing Pinning the MTJ 
reference layer, 
(done only if field 
annealing hasn’t 
been done before) 
 350°C, 2 hrs, 
Magnetic field: 5000 Oe 
Pressire: ~1×10-6 Torr.  
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Appendix II: Study of nichrome as a bottom electrode 
The CVC-601 DC magnetron sputtering tool is used for all metal deposition 
processes. For studying the surface roughness characteristics, AFM and XRD studies 
have been performed on sputter-deposited NiCr. Sputtered Ta was seen to have a grain 
structure too small for AFM analysis. Surface-roughness and grain boundaries of 
sputtered films are generally dependent upon the sputtering pressure and sputtering 
power. The CVC-601 sputter deposition system at RIT, being capable only of room-
temperature DC magnetron sputtering, precludes the chance for the inclusion of other 
sputter conditions such as RF frequency and sputter pressure. Base pressures during 
all of the sputter runs were below 10-6 Torr, and the flow during sputtering was kept 
constant at 5 sccm. The sputtering pressure was varied by controlling position of the 
baffle leading to the cryo-pump. Three different sputtering pressure-power 
combinations have been used for the study. The range for the sputtering power was a 
compromise between the maximum applicable power to a 4’’ target and an optimum 
deposition time. The deposition pressure was chosen such that reliable plasma could 
be obtained. Thus, nine treatment combinations were obtained, and all of them were 
investigated. The lowest power studied for the purpose is 200 W which gives a 
reasonable sputter rate, while the highest power chosen was 300 W which is the 
limiting value which might be safely applied to the target. The lower limit of sputtering 
pressure of 3mTorr is determined by the lowest pressure which will allow a stable 
plasma for the system under consideration, while the upper limit of 13 mTorr is 
limited by the sputter system design.  
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Fig. II-1. The design space of the experiment, with the variable parameters of the 
deposition conditions shown as circles within the design space. 
An extra level is used for evenly dividing the system into three equally-spaced 
levels, forming a two-factorial three-level design, as shown in Fig. II-1. Each of the 
circles on the graph represents a pressure-power combination used for a particular 
deposition. The deposition conditions were selected randomly. The surface roughness 
was analyzed by using a Digital Instruments Division 3000 atomic force microscope. 
Measurements were also done in random order, and not in the order in which the 
samples have been deposited. The AFM is used in the tapping mode with a 10 nm tip, 
over a 1 µm×1 µm area, and was subsequently analyzed using the WSxM2.2 software. 
All images were initially flattened for eliminating contributions to measurement due to 
sample tilt over the length of the trace. An example of an un-flattened image and its 
corresponding flattened image are shown in Fig. II-2(a) and (b) respectively.  
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The surface roughness is extracted using the roughness parameter extraction 
routine of the software. It distributes the height of each of the pixels in the measured 
figure uniformly into a number of intervals of the user’s choosing. For the purpose of 
this study, the number of levels has been chosen to be 100. An example of such a 
distribution is shown in Fig. II-2(c). Once a distribution is created, the root mean 
square (RMS) roughness, average height, maximum, and minimum heights are 
automatically calculated using standard statistical formulae. Surface roughness is 
only reported using the RMS value. 
 
   
(a) (b) (c)  
Fig. II-2. The process of flattening a raw image (a) to remove contributions due 
to the tilting of the sample during the measurement process to obtain a 
normalized image (b) on which proper measurements may be performed. The 
process of obtaining statistical measurements from the sample shown in (b) is 
comprized of dividing up the heights of each of the pixels in the images into a 
hundred separate levels and then obtaining statistical measurements of the 
heights from them, shown in (c).   
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Initial XRD experiments could not distinguish between the Ni and the Cr phases in 
the NiCr layer. Thus, RBS was performed on a Si/SiO2/NiCr stack using a 1.7 MeV 
Tandetron Rutherford Backscattering system, as shown in Fig. II-3. 
The measurement of the grain size is estimated in the following way. A cross-
section is taken, which reveals numerous peaks and valleys, as shown in Fig. II-4(a) 
and II-4(b). Each of the peaks in the cross section represents a single grain of metal. 
The distance between two neighboring valleys is representative of the size of the grains 
of the metal and is defined as such for the purposes of the study. For obtaining 
statistically accurate measurements, independent of the direction in which the cross-
section was made, six different cross sections have been used for all samples, oriented 
along 0°, 30°, 60°, 90°, 120° and 150°, as shown in Fig. II-4(c). From each of these 
cross sections, five different grain sizes were measured at random. The grain size 
reported for a sample is the average of all the grain sizes, for all orientations (i.e. the 
reported grain size of a sample is the average of thirty grain sizes). 
The sheet resistance was measured using a standard four-point probe method. The 
reported value of the sheet resistance is the average of twenty measurements made at 
random locations over the samples. Film thickness was measured using a stylus 
profilometer. 
From these images, calculations of the RMS roughness, the grain size and the 
standard deviation are tabulated in Table II-I. 
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(a) (b) 
Fig. II-3 The RBS result for the formation of NiCr after sputtering from an 
Ni:Cr::80:20 target. As can be seen, the Ni:Cr::77:23 ratio is consistent with the 
target concentration. 
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(a) (b) (c) 
Fig. II-4. The process of finding the size of the grains from a raw image 
(a). A cross-section taken along a particular direction (a) reveals a number 
of peaks and valleys (b) representative of the grains. For avoiding 
measurement errors resulting from the directionality of the 
measurements, five separate directions are chosen as shown in (c) and 
their results are averaged to obtain a final value of the grain size. 
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Fig. II-5. The raw AFM images for different sputtering conditions are shown. The 
variation of the surface properties on the sputtering conditions is immediately 
apparent. 
TABLE II-I 
The surface characteristics of NiCr films with deposition parameters 
Sputter 
Power 
(W) 
Sputter 
Pressure 
(mTorr) 
RMS 
Roughness 
(nm) 
Grain 
Size 
(nm) 
Standard 
Deviation 
(nm) 
200 3 0.90 22.974 6.71 
200 8 1.02 30.374 7.516 
200 13 1.70 38.809 9.862 
250 3 0.72 30.162 7.115 
250 8 1.19 35.073 6.952 
250 13 2.14 41.994 12.757 
300 3 0.90 35.677 6.839 
300 8 1.45 43.35 12.584 
300 13 2.22 46.694 13.201 
 Given	   the	  values	  of	   the	  grain	   size	  and	   the	  RMS	   roughness	  of	   all	   the	  parameters,	   analysis	  was	  performed	   using	   JMP®	  Statistical	   Discovery	   Software	   for	   obtaining	   a	   predictive	   behavior	   for	   the	  surface	  roughness.	  The	  RMS	  roughness	  shows	  an	  almost	  linear	  increase	  with	  deposition	  power,	  but	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shows	   a	   significant	   non-­‐linear	   increase	   with	   increases	   in	   sputter	   pressure.	   The	   grain	   size	   also	  increases	  with	  both	   sputter	  pressure	   and	  power.	  However,	   in	   this	   case,	   the	   increase	   is	   linear	   for	  both	   cases.	   The	   predicted	   behavior	   due	   to	   the	   sputtering	   conditions	   on	   the	   surface	   roughness	   is	  shown	  in	  Fig.	  II-­‐6(a).	  Further,	  as	  seen	  in	  Fig.	  II-­‐6(b),	  there	  is	  a	  strong	  correlation	  between	  the	  RMS	  roughness	   and	   the	   grain	   size. As can be seen from Fig. II-6(b), there appears to be an 
almost linear relationship between the surface roughness and both sputter pressure 
and sputter power. Further, since the grain size is linearly and strongly correlated to 
the RMS roughness, it may be inferred that the dependence of grain size as a function 
of the sputtering pressure and the sputtering power will be rather similar.  
 
  
(a) (b) 
Fig. II-6. The dependence of the RMS surface roughness on the sputtering 
conditions showing an almost linear dependence of the roughness over the 
input parameter space (a), and the relationship between the grain size and the 
RMS roughness is shown in (b).  
 
In general, the samples are seen to be smoother when the sputtering pressure and 
sputtering power is least. From Fig. II-7(b), it is clear that the correct deposition 
conditions are able to provide very smooth surfaces. In fact, most of the depositions 
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result in surface roughnesses lower than 2 nm RMS and some samples exhibit better 
than 1 nm RMS roughness profiles. Since the RMS roughness measurements are 
made using a 100 interval distribution, they are deemed to be significantly more 
accurate than the grain size measurements. The most striking realization of the 
improvement in surface roughness resulting due to lower sputter pressures and lower 
sputter powers is presented in Fig. II-5. 
  
(a) (b) 
Fig II-7. 3D AFM images of the surface properties of the sample with the best 
surface properties (a) and the worst surface properties (b) is shown. 
 
In Fig. II-7, comparative three-dimensional monographs of the AFM raw-images are 
presented for samples deposited using different sputtering conditions. The 
improvement in the surface roughness characteristics for lower power and lower 
sputtering pressures is immediately obvious.  
The variation of the sheet resistance and bulk resistivity has also been measured, 
and is tabulated in Table II-II. As can be seen, as the sputtering power increases, the 
thickness of the film increases and this is expected. This consequently results in a 
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lower value of sheet resistance with increasing power. There is also a significant 
dependence of the sheet resistance on the sputter pressure, and this is also expected. 
TABLE II-II 
The sheet resistance and resistivity for different sputtering conditions 
Sputter 
Power 
(W) 
Sputter 
Pressure 
(mTorr) 
Sheet 
Resistance 
(Ω/sq.) 
Thickness 
(nm) 
Bulk 
Resistivity 
(Ω.cm) 
200 3 7.89391 108.3 8.55×10-5 
200 8 8.76465 NA -- 
200 13 10.1009 103.6 1.05×10-4 
250 3 6.42289 170.3 1.09×10-4 
250 8 6.98364 152.5 1.06×10-4 
250 13 8.1663 150.4 1.23×10-4 
300 3 5.4445 159.6 8.69×10-5 
300 8 5.94153 165.3 9.82×10-5 
300 13 6.25081 185.7 1.16×10-4 	  
	  
Fig. II-8. The dependence of the sheet resistance, the thickness and the bulk 
resistivity of NiCr films on the RMS roughness to investigate the correlation between 
the surface roughness and the resistive nature of the material at room temperature. 
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As can be immediately seen from the plot, neither the resistivities, nor the 
thickness bears any discernable semblance to a correlation to the surface roughness – 
even an indirect one. Thus, we may safely conclude that the difference in the bulk 
resistivity is purely due to the crystalline nature of the deposited metal. It is possible 
that the deposition conditions may have had a significant effect on the grain structure 
of the material (the grain size dependence of which is plainly visible in Table II-I) and 
upon also possibly upon the crystallinity of the deposited material. 
The surface roughness varies strongly with the sputter pressure and weakly with 
the sputter power. The Cr and the Ni atoms have a mass close to the mass of the Ar 
atoms used during the sputtering process. Assuming that the collision process for the 
Ni and Cr is identical to the collision process of the Ar atoms, the mean free path of 
the Ni and Cr atoms will be close to that of the Ar ions given in mm by [176]. 
	  
For a sputter pressure of 3 mTorr, the mean free path is approximately 16.67 mm 
and the corresponding mean number of collisions would be approximately 3.3 (since 
the distance between the target and the sample during deposition is 5.5 cm) before the 
Ni or Cr atoms are adsorbed on the sample. This presents significantly less scattering 
than Ar atoms at 13 mTorr, where the mean free path is approximately 3.84 mm and 
the subsequent number of collisions before being adsorbed on the sample surface is 
14.3. The much greater scattering of the Ni and Cr atoms results in much greater 
randomness of the incident atoms on the surface, which in turn results in greater 
roughness. Smaller grains would result in lesser roughness. Since the films are 
sufficiently thick (i.e., over 100 nm) surface roughnesses that are less than 2 nm RMS 
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have little effect on the resistivity. This is the reason for the bulk resistivity to be so 
independent of the deposition conditions. 
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Appendix III: Annealing of SOG	  
The ILD curing process was investigated further to determine a good curing 
process. A recipe was developed in Bruce 2 furnace for the curing process. The 
chamber is warmed up at 400°C and then the wafers are heated consistently at 350°C 
for an hour. The temperature throughout the tube is shown in Fig. III-1 and may be 
seen to be quite stable throughout the run. 
	  
Fig. III-1. The Bruce 2 furnace recipe developed for annealing the wafers. 
The wafers are heated in an N2 ambient, so that they may be as well insulated from 
moisture and other extraneous oxidation processes as possible. The formation of Si-O 
bonds is the ultimate test of the curing process. The recommended curing temperature 
for the T-11 glass happens to be 425°C and the FTIR spectroscopy characteristics of a 
properly cured sample had been provided by Honeywell, on request. This was 
compared with the FTIR studies done on non-cured and cured samples at the RIT (in 
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collaboration with Dr. T. Woods at the College of Science,) and show clear signs of the 
formation of Si-O bonds. This is shown in Fig. III-2. 
The red line shown in Fig. III-2(a), is the uncured sample, while the blue line 
represents a cured sample. The 1000 cm-1 peak in the cured sample is clearly visible, 
and so is the Si-CH3 peak. There are also a couple of peaks in the sample that are not 
visible in the characteristics provided by Honeywell. It is probable that there is some 
underlying layer deep down which is not totally cured. However, this curing process is 
sufficiently good for the present purpose. 
 
 
(a) (b) 
Fig. III-2. The Si-O absorption characteristics for FTIR measurements obtained after 
curing the ILD at 250°C (a) compares favorably with sample characteristics obtained 
from Honeywell (b). 
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Appendix IV: Energy Integrals in Terms of Two-Center Integrals  
Es,s  Vssσ  
Es,x  lVspσ  
Ex,x  l2Vppσ + 1− l2( )Vppπ  
Ex,y  lmVppσ − lmVppπ  
Ex,z  nlVppσ − lmVppπ  
Es,xy  3lmVsdσ  
Es,x2 − y2  3 / 2( ) l2 − m2( )Vsdσ  
Es,3z2 − r2  n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vsdσ  
Ex,xy  3l2mVpdσ + m 1− 2l2( )Vpdπ  
Ex,yz  3lmnVpdσ − 2lmnVpdπ  
Ex,zx  3l2nVpdσ + m 1− 2l2( )Vpdπ  
Ex,x2 − y2  3 / 2( )l l2 − m2( )Vpdσ + l 1− l2 + m2( )Vpdπ  
Ey,x2 − y2  3 / 2( )m l2 − m2( )Vpdσ − m 1+ l2 − m2( )Vpdπ  
Ez,x2 − y2  3 / 2( )n l2 − m2( )Vpdσ − n l2 − m2( )Vpdπ  
Ex,3z2 − r2  l n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vpdσ − 3ln2Vpdπ  
Ey,3z2 − r2  m n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vpdσ − 3mn2Vpdπ  
Ez,3z2 − r2  n n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vpdσ + 3n l2 + m2( )Vpdπ  
Exy,xy  3l2m2Vddδ + l2 + m2 − 4l2m2( )Vddπ + n2 + l2m2( )Vddδ  
Exy,yz  3lm2nVddδ + ln 1− 4m2( )Vddπ + ln m2 −1( )Vddδ  
Exy,zx  3l2mnVddδ + mn 1− 4l2( )Vddπ + mn l2 −1( )Vddδ  
Exy,x2 − y2  3lm l2 − m2( ) / 2⎡⎣ ⎤⎦Vddσ + 2ml m2 − l2( )Vddπ + lm l2 − m2( ) / 2⎡⎣ ⎤⎦Vddδ  
Eyz,x2 − y2  3mn l2 − m2( ) / 2⎡⎣ ⎤⎦Vddσ + 1+ 2 l2 − m2( )⎡⎣ ⎤⎦Vddπ + 1+ l2 − m2( ) / 2⎡⎣ ⎤⎦Vddδ  
Ezx,x2 − y2  3ln l2 − m2( ) / 2⎡⎣ ⎤⎦Vddσ + 1− 2 l2 − m2( )⎡⎣ ⎤⎦Vddπ − ln 1− l2 − m2( ) / 2⎡⎣ ⎤⎦Vddδ  
Exy,3z2 − r2  3lm n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vddσ − 2 3lmn2Vddπ + 3lm l2 + m2( ) / 2⎡⎣ ⎤⎦Vddδ  
Eyz,3z2 − r2  3mn n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vddσ + 3mn l2 + m2 − n2( )Vddπ − 3lm l2 + m2( ) / 2⎡⎣ ⎤⎦Vddδ  
Ezx,3z2 − r2  3ln n2 − l2 + m2( ) / 2⎡⎣ ⎤⎦Vddσ + 3ln l2 + m2 − n2( )Vddπ − 3ln l2 + m2( ) / 2⎡⎣ ⎤⎦Vddδ  
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Ex2 − y2 ,x2 − y2  3 l2 − m2( )2 / 4⎡⎣ ⎤⎦Vddσ + l2 + m2 − l2 − m2( )
2⎡
⎣
⎤
⎦Vddπ + n
2 + l2 − m2( )2 / 4⎡⎣ ⎤⎦Vddδ  
Ex2 − y2 ,3z2 − r2  3
2 l
2 − m2( ) n2 − l
2 + m2( )
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
Vddσ + 3n2 m2 − l2( )Vddπ 34 1+ n
2( ) l2 − m2( )Vddδ  
E3z2 − r2 ,3z2 − r2  
n2 −
l2 + m2( )
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
2
Vddσ + 3n2 l2 + m2( )Vddπ + 34 l
2 + m2( )2Vddδ  
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Appendix V: SPICE Level 2 Model for the simulation of the MTJ circuit 
The MTJ Subcircuit 
 
**************************** 
* The MTJ Subcircuit 
* File: MTJ1.cir 
**************************** 
.SUBCKT MTJ1  1 2 3 4 
*------------------------------------------------- 
*   This is the MTJ subcircuit - implementation 1 
*  1, 2 are the connections to the resistance 
*  3, 4 are the connections for the write currents 
*------------------------------------------------- 
 
***** The magnetic subcircuit ... 
Xmag  3    4    100  magInp1 
 
****** The Schmitt Trigger 
Xschmitt 100  0    101  schmittTrigger 
 
****** The Electric subcircuit ... 
Einp  200  201  101 0  1 
 
XRp  202  2   Rparallel 
XSwitchP 1    202  200 201 controlledSwitch 
 
XAp  203  2   RaParallel 
XswitchAp 1    203  201 200 controlledSwitch 
 
******* All the includes ... 
.INCLUDE magInp1.cir 
.INCLUDE controlledSwitch.cir 
.INCLUDE schmittTrigger.cir 
.INCLUDE Rparallel.cir 
.INCLUDE RaParallel.cir 
.ENDS 
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The  Magnetic Input Subcircuit 
 
**************************** 
* The Magnetic Input Subcircuit 
* File: magInp1.cir 
**************************** 
.SUBCKT  magInp1 1  2  3 
Vsrc     100  1    DC  0 
Rdummy   100  101  1mOhm 
 
 
*  Fmag and Gmag circuits find  sgn(I_inp) 
Fmag     0    200   POLY(1) Vsrc    0 1 
Rmag     200  0     1K 
Xmag     200        vLimiter1V 
 
Gmag1    0    300   POLY(1) 200 0   0 1 
Vmag1    301  300                   DC 0 
Rmag1    301  0                     1 
 
*********  Sensens the current to be scaled 
Vsense   2    101  DC 0V 
 
*********  Alignment shift 
Fc     100  2    POLY(2) Vsrc Vmag1   0 0 0 0 0.25 
 
********** Output Stage ... 
Hout     3    0   Vsense    185 
Rout     3    0   1 
 
.INCLUDE vLimiter1V.cir 
 
.ENDS 
 
The Controlled Switch 
 
 
**************************** 
* The Controlled Switch 
* File: controlledSwitch.cir 
**************************** 
.SUBCKT controlledSwitch 1 2 3 4 
 
R12        1  2  5G 
Gsource    1  2  POLY(2) 1 2 101 0 0 0 0 0 1  
 
Rdummy     3  4  1 
 
E101      101 0   3  4   0.0500000001   0.01 
Rdummy1   101 0          1 
 
.ENDS 
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The Nonlinear Resistance 
 
**************************** 
* The Nonlinear resistance (parallel) 
* RaParallel.cir is essentially the same  
* file with different numerical values 
* for the constants 
* File: Rparallel.cir 
**************************** 
.SUBCKT Rparallel 1 2 
 
Rc        1   2   0.633625MEG 
 
* Voltage Limiter for the diode (1V) 
Glimiter  0   101 1   2   1 
Rlimiter  0   101         1Ohm 
Xlimiter  101             vLimiter1V 
 
* .... bV 
Eb        102 0   101 0   5.56734 
Rb        102 0           1 
 
Eexp 103 0 102 0 1.34 -2.098 7.091 -5.453 2.321 -0.439 0.037 
Rexp        103 0            
Gsource 1 2  POLY(2) 103 0 1 2     0 0 0 0 0.4174U  
 
* Model Definitions...  
.INCLUDE vLimiter1V.cir 
 
.ENDS 
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The Schmitt Trigger 
 
**************************** 
* The Schmitt Trigger ... 
* File: schmittTrigger.cir 
**************************** 
.SUBCKT schmittTrigger 1 2 8 
 
* This is the Input Stage ... 
XinpStage  1 2 3 inputStage 
 
* Schmitt Trigger Main ... 
Einp   6 0 3 0 1 
Rb     4 5     1KOhm 
R1     4 6     2KOhm 
Xopamp 4 0 5   Opamp 
.NODESET V(5)= -5V 
.OPTION EPS=1u 
 
* And the Output Signal ... 
* Implements: 21V(5) - 19V(6) 
EOut    7 0 POLY(2) 5 0 6 0 0 21 -19 
Rout    7 0 1Ohm 
 
*Output Stage - Simple 
XoutputStage 7 0 8 outputStage 
 
 
* All the Includes go here 
.INCLUDE vLimiter.cir 
.INCLUDE inputStage.cir 
.INCLUDE outputStage.cir 
.INCLUDE Opamp.cir  
 
.ENDS 
 
 
The Voltage Limiter 
 
 
**************************** 
* The Voltage Limiter ... 
* File: vLimiter.cir 
**************************** 
.SUBCKT vLimiter 1 
 
Dlow   5    1    IDEALD 
Vlow   0    5    4.9990612548V 
Dhigh  1    4    IDEALD 
Vhigh  4    0    4.9990612548V 
 
* The diode Model 
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.MODEL IDEALD D N = 0.001  
 
.ENDS 
 
The Schmitt Trigger Input Stage 
 
**************************** 
* The Schmitt trigger Inp. Stage 
* File: inputStage.cir 
**************************** 
.SUBCKT inputStage 1 2 3 
 
* Input Stage 
Rinp 1 2     1 
 
* Output Stage ... 
GAvd  0 3  1 2   1 
Rout  3 0        1Ohm 
*Cout  3 0        434.3pF 
 
* The Voltage Limiter (+-%V Limit) 
XvLimiter 3 vLimiter 
 
.INCLUDE vLimiter.cir 
 
.ENDS 
 
 
The Schmitt Trigger Output Stage 
 
 
**************************** 
* The Schmitt trigger O/P Stage  
* File: outputStage.cir 
**************************** 
.SUBCKT outputStage 1 2 3 
 
* Copy Voltage 
GAvd  0 4  1 2   1 
Rout  4 0        1Ohm 
 
* The Voltage Limiter (+-%V Limit) 
XvLimiter 4 vLimiter 
 
* Insulating the limiter 
* Well have a voltage-source  
* with a 1Ohm resistance ... 
Einsulate  3 0 4 0 1 
Rins       3 0     1GOhm  
 
.INCLUDE vLimiter.cir 
 
.ENDS 
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The Schmitt Trigger OPAMP 
 
 
**************************** 
* The Schmitt trigger Opamp  
* File: outputStage.cir 
**************************** 
.SUBCKT Opamp 1 2 3  
*------------------------------------- 
* Input Stage 
*------------------------------------- 
Rinp  1  2 1MEG 
 
*------------------------------------- 
* Gain Stage 
*   dependent i source = Avd*(V4-V5)/RO 
*------------------------------------- 
GAvd   200  202  1 2 1 
Ro     202  201  1K 
Co     202  0    1pF 
 
* Dummys for the Input dependent source circuits 
Vdummy1 200 0   DC 0V 
Vdummy2 0   201 DC 0V 
Vdummy3 101 202 DC 0V 
 
* Dummys for the diode voltage saturation circuits 
Vdummy4 300 0    DC 0V 
Vdummy5 301 0    DC 0V 
 
* These are for the current limiter ... 
Vdummy6 103 401 DC 0V 
Vdummy7 103 402 DC 0V 
Vdummy8 403 102 DC 0V 
Vdummy9 404 102 DC 0V 
 
* Putting in a current Limiter here 
D1     401 101 IDEALD 
D2     402   3 IDEALD 
D3     101 403 IDEALD 
D4       3 404 IDEALD 
ILimit 102 103 1M 
 
* This is the voltage Limiter 
Dlow   5    3    IDEALD 
Vlow   300  5    5V 
Dhigh  3    4    IDEALD 
Vhigh  4    301  5V 
 
* Diode Model used in the Opamp 
.MODEL IDEALD D N = 0.001  
 
.ENDS 
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