Generalized Mean Estimation in Monte-Carlo Tree Search by Dam, Tuan et al.
Generalized Mean Estimation in Monte-Carlo Tree Search∗
Tuan Dam1 , Pascal Klink1 , Carlo D’Eramo1 , Jan Peters1,2 and Joni Pajarinen1,3
1Department of Computer Science, Technische Universita¨t Darmstadt, Germany
2Robot Learning Group, Max Planck Institute for Intelligent Systems,Tu¨bingen, Germany
3Computing Sciences, Tampere University, Finland
{dam, klink, deramo, peters}@ias.tu-darmstadt.de, joni.pajarinen@tuni.fi
Abstract
We consider Monte-Carlo Tree Search (MCTS) ap-
plied to Markov Decision Processes (MDPs) and
Partially Observable MDPs (POMDPs), and the
well-known Upper Confidence bound for Trees
(UCT) algorithm. In UCT, a tree with nodes (states)
and edges (actions) is incrementally built by the ex-
pansion of nodes, and the values of nodes are up-
dated through a backup strategy based on the av-
erage value of child nodes. However, it has been
shown that with enough samples the maximum op-
erator yields more accurate node value estimates
than averaging. Instead of settling for one of these
value estimates, we go a step further proposing a
novel backup strategy which uses the power mean
operator, which computes a value between the av-
erage and maximum value. We call our new ap-
proach Power-UCT, and argue how the use of the
power mean operator helps to speed up the learn-
ing in MCTS. We theoretically analyze our method
providing guarantees of convergence to the opti-
mum. Finally, we empirically demonstrate the
effectiveness of our method in well-known MDP
and POMDP benchmarks, showing significant im-
provement in performance and convergence speed
w.r.t. state of the art algorithms.
1 Introduction
Monte-Carlo Tree Search (MCTS) [Coulom, 2006] is an ef-
fective strategy for combining Monte-Carlo search with an
incremental tree structure. MCTS is becoming increasingly
popular in the community, especially after the outstanding re-
sults recently achieved in the game of Go [Silver et al., 2016].
In the last years, the MCTS research has mainly focused on
effective ways of expanding the tree, performing rollouts, and
backing up the average reward computed from rollouts to the
parent nodes. We consider the Upper Confidence bound ap-
plied to Trees (UCT) algorithm [Kocsis et al., 2006], which
combines tree search with the well-known UCB1 sampling
policy [Auer et al., 2002], as an effective way of dealing
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with the action selection to expand the tree. In UCT, the
estimate of the value of each node is computed performing
multiple rollouts starting from the node, and updating the
node’s value as the average of the collected rewards; then, the
node’s value is backed up to the parent nodes that are updated
with the average of the value of the children nodes. Since
the action selection policy tends to favor the best actions in
the long run, UCT has theoretical convergence guarantees to
the optimal value. However, it has been shown that using
the average reward for backup leads to an underestimation of
the optimal value, slowing down the learning; on the other
hand, using the maximum reward leads to an overestimation
causing the same learning problems, especially in stochas-
tic settings [Coulom, 2006]. This problem is also evinced
in the well-known Q-Learning algorithm [Watkins, 1989],
where the maximum operator leads to overestimation of the
optimal value [Smith and Winkler, 2006]. Some variants of
Q-Learning based on (weighted) mean operators have been
successfully proposed to address this issue [Hasselt, 2010;
D’Eramo et al., 2016].
In this paper, we introduce a novel backup operator based
on a power mean [Bullen, 2013] that, through the tuning of
a single coefficient, computes a value between the average
reward and the maximum one. This allows to balance be-
tween the negatively biased estimate of the average reward,
and the positively biased estimate of the maximum reward; in
practice, this translates in balancing between a safe but slow
update, and a greedy but misleading one. In the following, we
propose a variant of UCT based on the power mean operator,
which we call Power-UCT. We theoretically prove the con-
vergence of Power-UCT, based on the consideration that the
algorithm converges for all values between the range com-
puted by the power mean. We empirically evaluate Power-
UCT w.r.t. UCT and the recent MENTS algorithm [Xiao et
al., 2019] in classic MDP and POMDP benchmarks. Re-
markably, we show how Power-UCT outperforms the base-
lines both in terms of quality and speed of learning. Thus,
our contribution is twofold:
1. We propose a new backup operator for UCT based on a
power mean, and prove the convergence to the optimal
values;
2. We empirically evaluate the effectiveness of our ap-
proach comparing it with UCT in well-known MDPs and
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POMDPs, showing significantly better performance.
The rest of this paper is organized as follows. First we de-
scribe related work. Next, we discuss background knowledge
of MCTS, UCB and UCT. Then, we describe the power mean
operator and introduce our Power-UCT algorithm. We de-
rive theoretical results and prove convergence to the optimum
for Power-UCT. Finally, we present empirical results in both
MDP and POMDP problems, showing that Power-UCT out-
performs baselines in MCTS.
2 Related Work
Several works focus on adapting how UCB1 [Auer et al.,
2002] is applied to MCTS. For this purpose UCB1-tuned
[Auer et al., 2002] modifies the upper confidence bound
of UCB1 to account for variance in order to improve ex-
ploration. Tesauro et al. [2012] propose a Bayesian ver-
sion of UCT, which obtains better estimates of node val-
ues and uncertainties given limited experience. However,
the Bayesian version of UCT is more computation-intensive.
While most work on bandits in MCTS focuses on discrete ac-
tions, work on continuous action MCTS also exists [Mansley
et al., 2011]. Since our MCTS algorithm is based on the UCT
algorithm, which is an extension of UCB1, our method could
be applied to all of these MCTS algorithms.
Many heuristic approaches based on specific domain
knowledge have been proposed, such as adding a bonus term
to value estimates based on domain knowledge [Gelly and
Wang, 2006; Teytaud and Teytaud, 2010; Childs et al., 2008;
Kozelek, 2009; Chaslot et al., 2008] or prior knowledge col-
lected during policy search [Gelly and Silver, 2007; Helm-
bold and Parker-Wood, 2009; Lorentz, 2010; Tom, 2010;
Hoock et al., 2010]. We point out that we provide a novel
node value backup approach that could be applied in combi-
nation with all of these methods.
To improve upon UCT algorithm in MCTS, Khandelwal
et al. [2016] formalizes and analyzes different on-policy and
off-policy complex backup approaches for MCTS planning
based on techniques in the Reinforcement Learning litera-
ture. Khandelwal et al. [2016] propose four complex backup
strategies: MCTS(λ), MaxMCTS(λ), MCTSγ , MaxMCTSγ .
Khandelwal et al. [2016] report that MaxMCTS(λ) and
MaxMCTSγ perform better than UCT for certain setup of
parameter. Vodopivec et al. [2017] proposed an approach
called SARSA-UCT, which performs the dynamic program-
ming backups using SARSA [Rummery, 1995]. Both Khan-
delwal et al. [2016] and Vodopivec et al. [2017] directly
borrow value backup ideas from Reinforcement Learning in
order to estimate the value at each tree node. However, they
do not provide any proof of convergence.
Instead, our method provides a completely novel way of
backing up values in each MCTS node using a power mean
operator, for which we prove the convergence to the optimal
policy in the limit. The recently introduced MENTS algo-
rithm [Xiao et al., 2019], uses softmax backup operator at
each node in combination with E2W policy, and shows bet-
ter convergence rate w.r.t. UCT. Given its similarity to our
approach, we empirically compare to it in the experimental
section.
3 Background
In this section, we first discuss an overview of Monte Carlo
Tree Search method. Next, we discuss UCB algorithm and
subsequently an extension of UCB to UCT algorithm. Fi-
nally, we discuss the definition of Power Mean operator and
its properties.
3.1 Monte-Carlo Tree Search
MCTS combines tree search with Monte-Carlo sampling in
order to build a tree, where states and actions are respectively
modeled as nodes and edges, to compute optimal decisions.
MCTS requires a generative black box simulator for generat-
ing a new state based on the current state and chosen action.
The MCTS algorithm consists of a loop of four steps:
– Selection: start from the root node, interleave action se-
lection and sampling the next state (tree node) until a
leaf node is reached
– Expansion: expand the tree by adding a new edge (ac-
tion) to the leaf node and sample a next state (new leaf
node)
– Simulation: rollout from the reached state to the end of
the episode using random actions or a heuristic
– Backup: update the nodes backwards along the trajec-
tory starting from the end of the episode until the root
node according to the rewards collected
In the next subsection, we discuss UCB algorithm and its ex-
tension to UCT.
3.2 Upper Confidence Bound for Trees
In this work, we consider the MCTS algorithm UCT (Upper
Confidence bounds for Trees) [Kocsis et al., 2006], an exten-
sion of the well-known UCB1 [Auer et al., 2002] multi-armed
bandit algorithm. UCB1 chooses the arm (action a) using
a = argmax
i∈{1...K}
Xi,Ti(n−1) + C
√
log n
Ti(n− 1) . (1)
where Ti(n) =
∑n
t=1 1{t = i} is the number of times arm i
is played up to time n. Xi,Ti(n−1) denotes the average reward
of arm i up to time n − 1 and C = √2 is an exploration
constant. In UCT, each node is a separate bandit, where the
arms correspond to the actions, and the payoff is the reward of
the episodes starting from them. In the backup phase, value
is backed up recursively from the leaf node to the root as
Xn =
K∑
i=1
(Ti(n)
n
)
Xi,Ti(n). (2)
Kocsis et al. [2006] proved that UCT converges in the limit
to the optimal policy.
3.3 Power Mean
In this paper, we introduce a novel way of estimating the ex-
pected value of a bandit arm (Xi,Ti(n−1) in (1)) in MCTS.
For this purpose, we will use the power mean [Mitrinovic and
Vasic, 1970], an operator belonging to the family of functions
for aggregating sets of numbers, that includes as special cases
the Pythagorean means (arithmetic, geometric, and harmonic
means):
Definition 1. For a sequence of positive numbers X =
(X1, ..., Xn) and positive weights w = (w1, ..., wn), the
power mean of order p (p is an extended real number) is de-
fined as
M[p]n (X,w) =
(∑n
i=1 wiX
p
i∑n
i=1 wi
) 1
p
. (3)
With p = 1 we obtain the weighted arithmetic mean. With
p → 0 we have the geometric mean, and with p = −1 we
have the harmonic mean [Mitrinovic and Vasic, 1970] Fur-
thermore, we get [Mitrinovic and Vasic, 1970]
M[−∞]n (X,w) = lim
p→−∞M
[p]
n (X,w) = Min(X1, ..., Xn),
(4)
M[+∞]n (X,w) = lim
p→+∞M
[p]
n (X,w) = Max(X1, ..., Xn),
(5)
The weighted arithmetic mean lies between
Min(X1, ..., Xn) and Max(X1, ..., Xn). Moreover, the
following lemma shows that M[p]n (X,w) is an increasing
function.
Lemma 1. M[p]n (X,w) is an increasing function meaning
that
M[1]n (X,w) ≤ M[q]n (X,w) ≤ M[p]n (X,w),∀p ≥ q ≥ 1 (6)
Proof. For the proof, see [Mitrinovic and Vasic, 1970].
The following lemma shows that Power Mean can be upper
bound by Average Mean plus with a constant.
Lemma 2. Let 0 < l ≤ Xi ≤ U,C = Ul ,∀i ∈ (1, ..., n) and
p > q. We define:
Q(X,w, p, q) =
M[p]n (X,w)
M[q]n (X,w)
(7)
D(X,w, p, q) = M[p]n (X,w)−M[q]n (X,w). (8)
Then we have:
Q(X,w, p, q) ≤ Lp,qD(X,w, p, q) ≤ Hp,q
Lp,q =
(
q(Cp − Cq)
(p− q)(Cq − 1)
) 1
p
(
p(Cq − Cp)
(q − p)(Cp − 1)
)− 1q
Hp,q = (θUp + (1− θ)lp) 1p − (θUq + (1− θ)lq)1/q,
where θ is defined in the following way. Let
h(x) = x
1
p − (ax+ b)1/q
where:
a =
Uq − lq
Up − lp ; b =
Uplq − Uqlp
Up − lp (9)
x
′
= argmax{h(x), x ∈ (lp, Up)} (10)
then:
θ =
x′ − lp
Up − lp .
Proof. Refer to Mitrinovic and Vasic [1970].
4 Power Mean Backup
As previously described, it is well known that performing
backups using the average of the rewards results in an un-
derestimate of the true value of the node, while using the
maximum results in an overestimate of it [Coulom, 2006].
Usually, the average backup is used when the number of sim-
ulations is low, for a conservative update of the nodes due to
the lack of samples; on the other hand, the maximum opera-
tor is favoured when the number of simulations is high. We
address this problem proposing a novel backup operator for
UCT based on the power mean (Equation 3):
Xn(p) =
(
K∑
i=1
(
Ti(n)
n
)
X
p
i,Ti(n)
) 1
p
. (11)
This way, we bridge the gap between the average and max-
imum estimators with the purpose of getting the advantages
of both. We call our approach Power-UCT and describe it in
more detail in the following.
4.1 Power-UCT
The introduction of our novel backup operator in UCT does
not require major changes to the algorithm. Indeed, the
Power-UCT pseudocode shown in Algorithm 1 is almost
identical to the UCT one, with the only differences in lines
36 and 49. MCTS has two type of nodes: V Nodes corre-
sponding to the state-value, and Q Nodes corresponding to
state-action values. An action is taken from the V Node of the
current state leading to the respective Q Node, then it leads to
the V Node of the reached state. We skip the description of
all the procedures since they are well-known components of
MCTS, and we focus only on the ones involved in the use of
the power mean backup operator. In SIMULATE V, Power-
UCT updates the value of each V Node using the power mean
of its children Q Nodes, that are computed in SIMULATE Q.
Note that our algorithm could be applied to several bandit
based enhancements of UCT, but for simplicity we only fo-
cus on UCT.
5 Theoretical Analysis
In this section, we show that Power-UCT can smoothly adapt
to all theorems of UCT [Kocsis et al., 2006]. The following
results can be seen as a generalization of the results for UCT,
as we consider a generalized mean instead of a standard mean
as the backup operator. Our main results are Theorem 6 and
Theorem 7, which respectively prove the convergence of fail-
ure probability at the root node, and derive the bias of power
mean estimated payoff. In order to prove them, we start with
Theorem 1 to show the concentration of power mean with re-
spect to i.i.d random variables X . Subsequently, Theorem 2
shows the upper bound of the expected number of times when
a suboptimal arm is played. Theorem 3 bounds the expected
error of the power mean estimation. Theorem 4 shows the
lower bound of the number of times any arm is played. Theo-
rem 5 shows the concentration of power mean backup around
its mean value at each node in the tree1.
1Refer to [Dam et al., 2019] for proofs of lemmas and theorems.
Algorithm 1 Power-UCT
1: Input
2: s: state
3: a: action
4: p: Power Mean constant
5: C: Exploration constant
6: N(s): number of simulations of V Node of state s
7: n(s, a): number of simulations of Q Node of state s and
action a
8: V (s): Value of V Node at state s. Default is 0
9: Q(s, a): Value of Q Node at state s, action a. Default is
0
10: τ(s, a): transition function
11: γ: discount factor
12:
13:
14: procedure SELECT ACTION(s)
15: return argmaxaQ(s, a) + C
√
logN(s)
n(s,a)
16: end procedure
17:
18: procedure SEARCH(s)
19: repeat
20: SIMULATE V(s, 0)
21: until TIMEOUT()
22: return argmaxaQ(s, a)
23: end procedure
24:
25: procedure ROLLOUT(s, depth)
26: if γdepth <  then
27: return 0
28: end if
29: a ∼ pirollout(.)
30: (s′, r) ∼ τ(s, a)
31: return r + γROLLOUT (s′, depth+ 1)
32: end procedure
33:
34: procedure SIMULATE V(s, depth)
35: a←SELECT ACTION(s)
36: SIMULATE Q (s, a, depth)
37: N(s)← N(s) + 1
38: V (s)←
(∑
a
n(s,a)
N(s) Q(s, a)
p
) 1
p
39: end procedure
40:
41: procedure SIMULATE Q(s, a, depth)
42: (s′, r)∼ τ(s, a)
43: if s′ /∈ Terminal then
44: if V (s′) not expanded then
45: ROLLOUT(s′, depth)
46: else
47: SIMULATE V(s′, depth + 1)
48: end if
49: end if
50: n(s, a)← n(s, a) + 1
51: Q(s, a)← (
∑
rs,a)+γ.
∑
s′ N(s
′).V (s′)
n(s,a)
52: end procedure
Theorem 1. If X1, X2, ..., Xn are independent with Pr(a ≤
Xi ≤ b) = 1 and common mean µ, w1, w2, ..., wn are posi-
tive and W =
∑n
i=1 wi then for any  > 0, p ≥ 1
Pr
(∣∣∣(∑ni=1 wiXpi∑n
i=1 wi
) 1
p − µ
∣∣∣ > )
≤ 2 exp(Hp,1) exp(−22W 2/
n∑
i=1
w2i (b− a)2))
Theorem 1 is derived using the upper bound of the power
mean operator, which corresponds to the average mean in-
cremented by a constant [Mitrinovic and Vasic, 1970] and
Chernoff’s inequality. Note that this result can be consid-
ered a generalization of the well-known Hoeffding inequal-
ity to power mean. Next, given i.i.d. random variables Xit
(t=1,2,...) as the payoff sequence at any internal leaf node of
the tree, we assume the expectation of the payoff exists and
let µin = E[Xin]. We assume the power mean reward drifts
as a function of time and converges only in the limit, which
means that
µi = lim
n→∞µin.
Let δin = µi − µin which also means that
lim
n→∞ δin = 0.
From now on, let ∗ be the upper index for all quantities related
to the optimal arm. By assumption, the rewards lie between 0
and 1. Let’s start with an assumption:
Assumption 1. Fix 1 ≤ i ≤ K. Let {Fit}t be a filtra-
tion such that {Xit}t is {Fit}-adapted and Xi,t is condi-
tionally independent of Fi,t+1, Fi,t+2, ... given Fi,t−1. Then
0 ≤ Xit ≤ 1 and the limit of µin = E[Xin(p)] exists.
Further, we assume that there exists a constant C > 0
and an integer Nc such that for n > Nc, for any δ > 0,
4n(δ) = C
√
n log(1/δ), the following bounds hold:
Pr(Xin(p) ≥ E[Xin(p)] +4n(δ)/n) ≤ δ, (12)
Pr(Xin(p) ≤ E[Xin(p)]−4n(δ)/n) ≤ δ. (13)
Under Assumption 1, a suitable choice for the bias sequence
ct,s is given by
ct,s = 2C
√
log t
s
. (14)
where C is an exploration constant.
Next, we derive Theorems 2, 3, and 4 following the deriva-
tions in [Kocsis et al., 2006]. First, from Assumption 1, we
derive an upper bound on the error for the expected number
of times suboptimal arms are played.
Theorem 2. Consider UCB1 (using power mean estimator)
applied to a non-stationary problem where the pay-off se-
quence satisfies Assumption 1 and where the bias sequence,
ct,s defined in (14). Fix  ≥ 0. Let Tk(n) denote the number
of plays of arm k. Then if k is the index of a suboptimal arm
then each sub-optimal arm k is played in expectation at most
E[Tk(n)] ≤ 16C
2 lnn
(1− )242k
+A() +Nc +
pi2
3
+ 1. (15)
Next, we derive our version of Theorem 3 in [Kocsis et al.,
2006], which computes the upper bound of the difference be-
tween the value backup of an arm with µ∗ up to time n.
Theorem 3. Under the assumptions of Theorem 2,
∣∣E [Xn(p)]− µ∗∣∣ ≤ |δ∗n|+O
(
K(C2 log n+N0)
n
) 1
p
.
A lower bound for the times choosing any arm follows:
Theorem 4. (Lower Bound) Under the assumptions of The-
orem 2, there exists some positive constant ρ such that for all
arms k and n, Tk(n) ≥ dρ log(n)e.
For deriving the concentration of estimated payoff around
its mean, we modify Lemma 14 in [Kocsis et al., 2006] for
power mean: in the proof, we first replace the partial sums
term with a partial mean term and modify the following equa-
tions accordingly. The partial mean term can then be easily
replaced by a partial power mean term and we get
Lemma 7. Let Zi, ai be as in Lemma 13 in [Kocsis et al.,
2006]. Let Fi denotes a filtration over some probability
space. Yi be an Fi-adapted real valued martingale-difference
sequence. Let Xi be an i.i.d. sequence with mean µ. We
assume that bothXi and Yi lie in the [0,1] interval. Consider
the partial sums
Sn =
(∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p
. (16)
Fix an arbitrary δ > 0, and fix p ≥ 1, and M =
exp(Hp,1) where Hp,1 is defined as in Lemma 2. Let 4n =
9
√
2n log(2M/δ), and4 = (9/4)p−14n let
Rn = E
[(∑n
i=1X
p
i
n
) 1
p
]
− E[Sn]. (17)
Then for n such that an ≤ (1/9)4n and |Rn| ≤
(4/9)(4/n) 1p
Pr(Sn ≥ E[Sn] + (4/n) 1p ) ≤ δ (18)
Pr(Sn ≤ E[Sn]− (4/n) 1p ) ≤ δ (19)
Based on the results from Lemma 7, we derive the concen-
tration of estimated payoff around its mean.
Theorem 5. Fix an arbitrary δ > 0 and fix p ≥ 1, M =
exp(Hp,1)whereHp,1 is defined as in Lemma 2 and let4n =
( 94 )
p−1(9
√
2n log(2M/δ)). Let n0 be such that
√
n0 ≤ O(K(C2 log n0 +N0(1/2))). (20)
Then for any n ≥ n0, under the assumptions of Theorem 2,
the following bounds hold true:
Pr(Xn(p) ≥ E[Xn(p)] + (4n/n) 1p ) ≤ δ (21)
Pr(Xn(p) ≤ E[Xn(p)]− (4n/n) 1p ) ≤ δ (22)
Using The Hoeffding-Azuma inequality for Stopped Martin-
gales Inequality (Lemma 10 in Kocsis et al. [2006]), under
Assumption 1 and the result from Theorem 4 we get
Theorem 6. (Convergence of Failure Probability) Under the
assumptions of Theorem 2, it holds that
lim
t→∞Pr(It 6= i
∗) = 0. (23)
And finally, the following is our main result showing the ex-
pected payoff of our Power-UCT.
Theorem 7. Consider algorithm Power-UCT running on a
game tree of depth D, branching factor K with stochastic pay-
off at the leaves. Assume that the payoffs lie in the interval
[0,1]. Then the bias of the estimated expected payoff, Xn,
is O(KD(log(n)/n) 1p + KD(1/n) 1p ). Further, the failure
probability at the root convergences to zero as the number of
samples grows to infinity.
Proof. (Sketch) As for UCT [Kocsis et al., 2006], the proof
is done by induction on D. When D = 1, Power-UCT corre-
sponds to UCB1 with power mean backup, and our assump-
tions on the payoffs hold, thanks to Theorem 1, the proof of
convergence follows the results as Theorem 3 and Theorem
6.
Now we assume that the result holds up to depth D − 1
and consider the tree of depth D. Running Power-UCT on
root node is equivalent to UCB1 on non-stationary bandit set-
tings, but with power mean backup. Theorem 3 shows that
the expected average payoff converges. The conditions on
the exponential concentration of the payoffs (Assumption 1)
are satisfied follows from Theorem 5. The error bound of
running Power-UCT for the whole tree is the sum of payoff
at root node with payoff starting from any node i after the
first action chosen from root node until the end. This payoff
by induction at depth D − 1 in addition to the bound from
Theorem 3 when the the drift-conditions are satisfied, and
with straightforward algebra, we can compute the payoff at
the depth D, in combination with Theorem 6. Since by our
induction hypothesis this holds for all nodes at a distance of
one node from the root, the proof is finished by observing
that Theorem 3 and Theorem 5 do indeed ensure that the drift
conditions are satisfied. This completes our proof of the con-
vergence of Power-UCT. Interestingly, the proof guarantees
the convergence for any finite value of p.
6 Experiments
In this section, we aim to answer the following questions em-
pirically: Does the Power Mean offer higher performance
in MDP and POMDP MCTS tasks than the regular Mean?
How does the value of p influence the overall performance?
How does Power-UCT, our MCTS algorithm based on the
Power Mean, compare to state-of-the-art methods in tree-
search? We choose the recent MENTS algorithm [Xiao et al.,
2019], that introduces a maximum entropy policy optimiza-
tion framework for MCTS, and shows better convergence rate
w.r.t. UCT.
For MENTS we find the best combination of the two hyper-
parameters by grid search. In MDP tasks, we find the UCT
Algorithm 4096 16384 65536 262144
UCT 0.08± 0.02 0.23± 0.04 0.54± 0.05 0.69± 0.04
p=2.2 0.12± 0.03 0.32± 0.04 0.62± 0.04 0.81± 0.03
p=max 0.10± 0.03 0.36± 0.04 0.55± 0.04 0.69± 0.04
MENTS 0.28± 0.04 0.46± 0.04 0.62± 0.04 0.74± 0.04
Table 1: Mean and two times standard deviation of the success
rate, over 500 evaluation runs, of UCT, Power-UCT and MENTS
in FrozenLake from OpenAI Gym. The top row of each table shows
the number of simulations used for tree-search at each time step.
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Figure 1: Evaluating Power-UCT w.r.t. different p-values: The mean
discounted total reward at 65536 simulations (shaded area denotes
standard error) over 100 evaluation runs.
exploration constant using grid search. For Power-UCT, we
find the p-value by increasing it until performance starts to
decrease.
6.1 FrozenLake
For MDPs, we consider the well-known FrozenLake problem
as implemented in OpenAI Gym [Brockman et al., 2016].
In this problem, the agent needs to reach a goal position in
an 8x8 ice grid-world while avoiding falling into the water
by stepping onto unstable spots. The challenge of this task
arises from the high-level of stochasticity, which makes the
agent only move towards the intended direction one-third of
the time, and into one of the two tangential directions the
rest of it. Reaching the goal position yields a reward of 1,
while all other outcomes (reaching the time limit or falling
into the water) yield a reward of zero. As can be seen in
Table 1, Power-UCT improves the performance compared to
UCT. Power-UCT outperforms MENTS when the number of
simulations increases.
6.2 Copy Environment
Now, we aim to answer the question of how Power-UCT
scales to domains with a large number of actions (high
branching factor). We use the OpenAI gym Copy environ-
ment where the agent needs to copy the characters on an in-
put band to an output band. The agent can move and read the
input band at every time-step and decide to write a character
from an alphabet to the output band. Hence, the number of
actions scales with the size of the alphabet.
Contrary to the previous experiments, there is only one ini-
tial run of tree-search and afterwards, no re-planning between
two actions occurs. Hence, all actions are selected according
Algorithm 512 2048 8192 32768
UCT 2.6± 0.98 9.± 1.17 34.66± 1.68 40.± 0.
p = 3 3.24± 1.17 12.35± 1.14 40.± 0. 40.± 0.
p = max 2.56± 1.48 9.55± 3.06 37.52± 5.11 39.77± 0.84
MENTS 3.26± 1.32 11.96± 2.94 39.37± 1.15 39.35± 0.95
(a) 144 Actions
Algorithm 512 2048 8192 32768
UCT 1.98± 0.63 6.43± 1.36 24.5± 1.56 40.± 0.
p = 3 2.55± 0.99 9.11± 1.41 36.02± 1.72 40.± 0.
p = max 2.03± 1.37 6.99± 2.51 27.89± 4.12 39.93± 0.51
MENTS 2.44± 1.34 8.86± 2.65 34.63± 5.6 39.42± 0.99
(b) 200 Actions
Table 2: Mean and two times standard deviation of discounted total
reward, over 100 evaluation runs, of UCT, Power-UCT and MENTS
in the copy environment with 144 actions (top) and 200 actions (bot-
tom). Top row: number of simulations at each time step.
to the value estimates from the initial search. The results in
Tables 2a and 2b show that Power-UCT allows to solve the
task much quicker than regular UCT. Furthermore, we ob-
serve that MENTS and Power-UCT for p =∞ exhibit larger
variance compared to Power-UCT with a finite value of p and
are not able to reliably solve the task, as they do not reach the
maximum reward of 40 with 0 standard deviation.
6.3 Rocksample and PocMan
In POMDP problems, we compare Power-UCT against the
POMCP algorithm [Silver and Veness, 2010] which is a stan-
dard UCT algorithm for POMDPs. Since the state is not fully
observable in POMDPs, POMCP assigns a unique action-
observation history, which is a sufficient statistic for opti-
mal decision making in POMDPs, instead of the state, to
each tree node. Similarly to fully observable UCT, POMCP
chooses actions using the UCB1 bandit. Therefore, we mod-
ify POMCP to use the power mean identically to how we
modified fully observable UCT and get a POMDP version
of Power-UCT. We also modify POMCP similarly for the
MENTS approach. Next, we discuss the evaluation of the
POMDP based Power-UCT, MENTS, and POMCP, in the
rocksample and pocman environments [Silver and Veness,
2010]. In both problems, we scale the rewards into [0,1] for
MCTS planning and show the plot with real reward scale.
Rocksample. The rocksample (n,k) (Smith and Simmons
[2004]) simulates a Mars explorer robot in an n x n grid con-
taining k rocks. The task is to determine which rocks are valu-
able using a long range sensor, take samples of valuable rocks
and to finally leave the map to the east. There are k+5 actions
where the agent can move in four directions (North, South,
East, West), sample a rock, or sense one of the k rocks. Rock-
sample requires strong exploration to find informative actions
which do not yield immediate reward but may yield high long
term reward. We use three variants with a different number
of actions: rocksample (11,11), rocksample (15,15), rocksam-
ple (15,35) and set the exploration constant as in [Silver and
Veness, 2010] to the difference of the maximum and mini-
mum immediate reward. In Fig. 2, Power-UCT outperforms
POMCP for almost all values of p. For sensitivity analysis,
Fig. 1 shows the performance of Power-UCT in rocksample
(11x11) for different p-values at 65536 simulations. Fig. 1
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Figure 2: Performance of Power-UCT compared to UCT in rocksample. The mean of total discounted reward over 1000 evaluation runs is
shown by thick lines while the shaded area shows standard error.
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Figure 3: Performance of Power-UCT compared to UCT and
MENTS in rocksample 11x11. The mean of discounted total reward
over 1000 evaluation runs is shown by thick lines while the shaded
area shows standard error.
suggests that at least in rocksample finding a good p-value is
straightforward. Fig. 3 shows that Power-UCT significantly
outperforms MENTS in rocksample (11,11). A possible ex-
planation for the strong difference in performance between
MENTS and Power-UCT is that MENTS may not explore
sufficiently in this task. However, this would require more in
depth analysis of MENTS.
Pocman. We further evaluate our algorithm in the pocman
problem [Silver and Veness, 2010]. In pocman, an agent
called PocMan must travel in a maze of size (17x19) by only
observing the local neighborhood in the maze. PocMan tries
to eat as many food pellets as possible. Four ghosts try to
kill PocMan. After moving initially randomly the ghosts
start to follow directions with a high number of food pel-
lets more likely. If PocMan eats a power pill, he is able to
eat ghosts for 15 time steps. PocMan receives a reward of
−1 at each step he travels, +10 for eating each food pellet,
+25 for eating a ghost and −100 for dying. The pocman
1024 4096 16384 65536
POMCP 30.89± 1.4 33.47± 1.4 33.44± 1.39 32.36± 1.6
p = max 14.82± 1.52 14.91± 1.52 14.34± 1.52 14.98± 1.76
p = 10 29.14± 1.61 35.26± 1.56 44.14± 1.60 53.30± 1.46
p = 30 28.78± 1.44 33.92± 1.56 42.45± 1.54 49.66± 1.70
MENTS 54.08± 3.20 55.37± 3.0 53.90± 2.86 51.03± 3.36
Table 3: Discounted total reward in pocman for the comparison
methods. Mean ± standard error are computed from 1000 simu-
lations except in MENTS where we ran 100 simulations.
problem has 4 actions, 1024 observations, and approximately
1056 states. Table 3 shows that Power-UCT and MENTS out-
perform POMCP.
7 Conclusion
We proposed to use power mean as a novel backup operator
in MCTS, and derived a variant of UCT based on this oper-
ator, which we call Power-UCT. We theoretically prove the
convergence of Power-UCT to the optimal value, given that
the value computed by the power mean lies between the aver-
age and the maximum. The empirical evaluation on stochas-
tic MDPs and POMDPs, shows the advantages of Power-
UCT w.r.t. other baselines.
Possible future work includes the proposal of a theoreti-
cally justified or heuristic approach to adapt the greediness
of power mean. Moreover, we are interested in analysing the
bias and variance of the power mean estimator, or analyse the
regret bound of Power-UCT in MCTS. Furthermore, we plan
to test our methodology in more challenging Reinforcement
Learning problems through the use of parametric function ap-
proximators, e.g. neural networks.
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A Appendix
We derive here the proof of convergence for Power-UCT. The proof is based on the proof of the UCT [Kocsis et al., 2006]
method but differs in several key places. In this section, we show that Power-UCT can smoothly adapt to all theorems of
UCT [Kocsis et al., 2006]. The following results can be seen as a generalization of the results for UCT, as we consider a
generalized mean instead of a standard mean as the backup operator. Our main results are Theorem 6 and Theorem 7, which
respectively prove the convergence of failure probability at the root node, and derive the bias of power mean estimated payoff.
In order to prove them, we start with Theorem 1 to show the concentration of power mean with respect to i.i.d random variable
X . Subsequently, Theorem 2 shows the upper bound of the expected number of times when a suboptimal arm is played.
Theorem 3 bounds the expected error of the power mean estimation. Theorem 4 shows the lower bound of the number of times
any arm is played. Theorem 5 shows the concentration of power mean backup around its mean value at each node in the tree.
We start with well-known lemmas and respective proofs: The following lemma shows that Power Mean can be upper bound by
Average Mean plus with a constant
Lemma 2. Let 0 < l ≤ Xi ≤ U,C = Ul ,∀i ∈ (1, ..., n) and p > q. We define:
Q(X,w, p, q) =
M[p]n (X,w)
M[q]n (X,w)
D(X,w, p, q) = M[p]n (X,w)−M[q]n (X,w).
Then we have:
Q(X,w, p, q) ≤ Lp,q
D(X,w, p, q) ≤ Hp,q
Lp,q =
(
q(Cp − Cq)
(p− q)(Cq − 1)
) 1
p
(
p(Cq − Cp)
(q − p)(Cp − 1)
)− 1q
Hp,q = (θUp + (1− θ)lp) 1p − (θUq + (1− θ)lq)1/q,
where θ is defined in the following way. Let
h(x) = x
1
p − (ax+ b)1/q
where:
a =
Uq − lq
Up − lp
b =
Uplq − Uqlp
Up − lp
x
′
= argmax{h(x), x ∈ (lp, Up)}
then:
θ =
x′ − lp
Up − lp .
Proof. Refer to Mitrinovic and Vasic [1970].
Lemma 3. Let X be an independent random variable with common mean µ and a ≤ X ≤ b. Then for any t
E[exp(tX)] ≤ exp
(
tµ+ t2
(b− a)2
8
)
(24)
Proof. Refer to Wasserman [2004] page 67.
Lemma 4. Chernoff’s inequality t > 0,
Pr(X > ) ≤ exp(−t)E[exp(tX)] (25)
Proof. This is a well-known result.
The next result show the generalization of Hoeffding Inequality for Power Mean estimation
Theorem 1. If X1, X2, ..., Xn are independent with Pr(a < Xi ≤ b) = 1 and common mean µ, w1, w2, ..., wn are positive
and W =
∑n
i=1 wi then for any  > 0, p ≥ 1
Pr
(∣∣∣∣∣
(∑n
i=1 wiX
p
i∑n
i=1 wi
) 1
p
− µ
∣∣∣∣∣ > 
)
≤ 2 exp (Hp,1) exp
(
− 2
2W 2
(b− a)2∑ni=1 w2i
)
Proof. We have
Pr
((∑n
i=1 wiX
p
i
W
) 1
p
− µ > 
)
≤ exp(−t)E
[
exp
((
t
∑n
i=1 wiX
p
i
W
) 1
p
− tµ
)]
( see Lemma 4)
≤ exp(−t)E
[
exp
((
t
∑n
i=1 wiXi
W
)
− tµ+ Hp,1
)]
( see Lemma 2)
= exp(Hp,1) exp(−t)E
[
exp
(
t
∑n
i=1 wi(Xi − µ)
W
)]
= exp(Hp,1) exp(−t)
n∏
i=1
E
[
exp
(
t
wi
W
(Xi − µ)
)]
≤ exp(Hp,1) exp(−t)
n∏
i=1
exp
((
t
wi
W
)2 (b− a)2
8
)
( see Lemma 3)
= exp(Hp,1) exp
(
t2
(b− a)2∑ni=1 w2i
W 28
− t
)
and setting t = 4W
2
(b−a)2∑ni=1 w2i yields
Pr
((∑n
i=1 wiX
p
i∑n
i=1 wi
) 1
p
− µ > 
)
≤ exp(Hp,1) exp
(
− 2
2W 2
(b− a)2∑ni=1 w2i
)
.
Similarly, for p ≥ 1, Power Mean is always greater than Mean. Hence, the inequality holds for exp(H1,1) which is 1
Pr
((∑n
i=1 wiX
p
i∑n
i=1 wi
) 1
p
− µ < −
)
≤ exp
(
− 2
2W 2
(b− a)2∑ni=1 w2i
)
which completes the proof.
For the following proofs, we will define a special case of this inequality. Setting a = 0, b = 1, wi = 1 (∀i = 1, 2...n) yields
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ > 
)
≤ exp(Hp,1) exp
(−2n2)
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ < −
)
≤ exp (−2n2)
With4n = 9
√
2n log( 2Mδ ), (M > 0 and δ > 0 are constant) we get
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ > 4n
9n
)
≤ exp(Hp,1) exp
(
−2n
(4n
9n
)2)
.
Therefore,
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ > 4n
9n
)
≤ exp(Hp,1) exp
(
−4 log
(
2M
δ
))
= exp(Hp,1)
(
δ
2M
)4
. (26)
Due to the definition of4n, we only need to consider the case δ2M <= 1, since for the case δ2M > 1 it follows that 2Mδ < 1 and
hence the log-term in4n would become negative. With this additional information, we can further bound above probability
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ > 4n
9n
)
≤ exp(Hp,1)
(
δ
2M
)4
≤ exp(Hp,1) δ
2M
. (27)
If M = exp(Hp,1) where Hp,1 is defined in Lemma 2, we have
Pr
((∑n
i=1X
p
i
n
) 1
p
− µ > 4n
9n
)
≤ δ
2
. (28)
Let’s start with an assumption:
Assumption 1. Fix 1 ≤ i ≤ K. Let {Fit}t be a filtration such that{Xit}t is {Fit}-adapted and Xi,t is conditionally
independent of Fi,t+1, Fi,t+2, ... given Fi,t−1. Then 0 ≤ Xit ≤ 1 and the limit of µin = E[Xin(p)] exists, Further, we
assume that there exists a constant C > 0 and an integer Nc such that for n > Nc, for any δ > 0, 4n(δ) = C
√
n log(1/δ),
the following bounds hold:
Pr(Xin(p) ≥ E[Xin(p)] +4n(δ)/n) ≤ δ, (29)
Pr(Xin(p) ≤ E[Xin(p)]−4n(δ)/n) ≤ δ. (30)
Under Assumption 1, For any internal node arm k, at time step t, let define µkt = E[Xkt(p)], a suitable choice for bias sequence
is that ct,s = 2C
√
log t
s (C is an exploration constant) used in UCB1 (using power mean estimator), we get
Pr
((∑s
i=1X
p
ki
s
) 1
p − µkt > 2C
√
log t
s
)
≤ t−4 (31)
Pr
((∑s
i=1X
p
ki
s
) 1
p − µkt < −2C
√
log t
s
)
≤ t−4. (32)
From Assumption 1, we derive the upper bound for the expectation of the number of plays a sub-optimal arm:
Theorem 2. Consider UCB1 (using power mean estimator) applied to a non-stationary problem where the pay-off sequence
satisfies Assumption 1 and where the bias sequence, ct,s = 2C
√
log t/s (C is an exploration constant). Fix  ≥ 0. Let Tk(n)
denote the number of plays of arm k. Then if k is the index of a suboptimal arm then Each sub-optimal arm k is played in
expectation at most
E[Tk(n)] ≤ 16C
2 lnn
(1− )242k
+A() +Nc +
pi2
3
+ 1. (33)
Proof. When a sub-optimal arm k is pulled at time t we get(∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p
+ 2C
√
ln t
Tk(t− 1) ≥
(∑Tk∗ (t−1)
i=1 X
p
k∗,i
Tk∗(t− 1)
) 1
p
+ 2C
√
ln t
Tk∗(t− 1) (34)
Now, consider the following two inequalities:
• The empirical mean of the optimal arm is not within its confidence interval:(∑Tk∗ (t−1)
i=1 X
p
k∗,i
Tk∗(t− 1)
) 1
p
+ 2C
√
ln t
Tk∗(t− 1) ≤ µ
∗
t (35)
• The empirical mean of the arm k is not within its confidence interval:(∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p
≥ µkt + 2C
√
ln t
Tk(t− 1) (36)
If both previous inequalities (35), (36) do not hold, and if a sub-optimal arm k is pulled, then we deduce that
µkt + 2C
√
ln t
Tk(t− 1) ≥
(∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p
see (36) (37)
and (∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p
≥
(∑Tk∗ (t−1)
i=1 X
p
k∗,i
Tk∗(t− 1)
) 1
p
+ 2C
√
ln t
Tk∗(t− 1) − 2C
√
ln t
Tk(t− 1) see (34) (38)
and (∑Tk∗ (t−1)
i=1 X
p
k∗,i
Tk∗(t− 1)
) 1
p
+ 2C
√
ln t
Tk∗(t− 1) ≥ µ
∗
t see (35). (39)
So that
µkt + 4C
√
ln t
Tk(t− 1) ≥ µ
∗
t . (40)
µkt = µk+δkt, µ∗t = µ
∗+δ∗t and we have an assumption that limt→∞ µkt = µk for any k ∈ [1, 2, ...K] yields limt→∞ δkt = 0
Therefore, for any  > 0, we can find an index A() such that for any t > A(): δkt ≤ 4k with4k = µ∗−µk. Which means
that
4C
√
ln t
Tk(t− 1) ≥ 4k − δkt + δ
∗
t ≥ (1− )4k (41)
which implies Tk(t− 1) ≤ 16C2 ln t(1−)242k .
This says that whenever Tk(t − 1) ≥ 16C2 ln t(1−)242k + A() + Nc, either arm k is not pulled at time t or one of the two following
events (35), (36) holds. Thus if we define u = 16C
2 ln t
(1−)242k
+A() +Nc, we have:
Tk(n) ≤ u+
n∑
t=u+1
1{It = k;Tk(t) ≥ u}
≤ u+
n∑
t=u+1
1{(35), or (36) holds }
We have from (31),(32):
Pr
((∑Tk∗ (t−1)
i=1 X
p
k∗,i
Tk∗(t− 1)
) 1
p
+ 2C
√
ln t
Tk∗(t− 1) ≤ µ
∗
t
)
≤
t∑
s=1
1
t4
=
1
t3
(42)
and:
Pr
((∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p ≥ µkt + 2C
√
ln t
Tk(t− 1)
)
≤
t∑
s=1
1
t4
=
1
t3
(43)
so that from (42), we have
E[Tk(n)] ≤ 16C
2 ln t
(1− )242k
+A() +Nc +
n∑
t=u+1
2
t8C2−1
=
16C2 ln t
(1− )242k
+A() +Nc ++
n∑
t=u+1
2
t3
≤ 16C
2 ln t
(1− )242k
+A() +Nc +
pi2
3
Based on this result we derive an upper bound for the expectation of power mean in the next theorem as follows.
Theorem 3. Under the assumptions of Theorem 2,
∣∣E [Xn(p)]− µ∗∣∣ ≤ |δ∗n|+O
(
K(C2 log n+N0)
n
) 1
p
.
Proof. In UCT, the value of each node is used for backup as Xn =
∑K
i=1
(
Ti(n)
n
)
Xi,Ti(n), and the authors show that∣∣E [Xn]− µ∗∣∣ ≤ ∣∣E [Xn]− µ∗n∣∣+ ∣∣µ∗n − µ∗∣∣
=
∣∣δ∗n∣∣+ ∣∣E [Xn]− µ∗n∣∣
≤ ∣∣δ∗n∣∣+O
(
K(C2 log n+N0)
n
)
(44)
We derive the same results replacing the average with the power mean. First, we have
E
[
Xn(p)
]− µ∗n = E
( K∑
i=1
Ti(n)
n
X
p
i,Ti(n)
) 1
p
− µ∗n. (45)
In the proof, we will make use of the following inequalities:
0 ≤ Xi ≤ 1, (46)
x
1
p ≤ y 1p when 0 ≤ x ≤ y, (47)
(x+ y)m ≤ xm + ym(0 ≤ m ≤ 1), (48)
E[f(X)] ≤ f(E[X]) (f(X) is concave). (49)
With i∗ being the index of the optimal arm, we can derive an upper bound on the difference between the value backup and the
true average reward:
E
( K∑
i=1
Ti(n)
n
X
p
i,Ti(n)
) 1
p
− µ∗n
≤ E

 K∑
i=1;i 6=i∗
Ti(n)
n
+Xpi∗,Ti∗(n)
 1p
− µ∗n(see (46))
≤ E

 K∑
i=1;i 6=i∗
Ti(n)
n
 1p +Xi∗,Ti∗(n)
− µ∗n(see (48))
= E

 K∑
i=1;i 6=i∗
Ti(n)
n
 1p
+ E [Xi∗,Ti∗(n)]− µ∗n
= E

 K∑
i=1;i 6=i∗
Ti(n)
n
 1p

≤
 K∑
i=1;i 6=i∗
E
[
Ti(n)
n
] 1p (see (49))
≤ ((K − 1)O
(
K(C2 log n+N0)
n
)
)
1
p (Theorem 2 & (47)) (50)
According to Lemma 1, it holds that
E
[
Xn(p)
] ≥ E [Xn]
for p ≥ 1. Because of this, we can reuse the lower bound given by (44):
−O
(
K(C2 log n+N0)
n
)
≤ E[Xn]− µ∗n,
so that:
−O
(
K(C2 log n+N0)
n
)
≤ E [Xn]− µ∗n
≤ E [Xn(p)]− µ∗n. (51)
Combining (50) and (51) concludes our prove:
∣∣E [Xn(p)]− µ∗∣∣ ≤ |δ∗n|+O
(
K(C2 log n+N0)
n
) 1
p
.
The following theorem shows lower bound of choosing all the arms:
Theorem 4. (Lower Bound) Under the assumptions of Theorem 2, there exists some positive constant ρ such that for all arms
k and n, Tk(n) ≥ dρ log(n)e
Proof. There should exist a constant S that(∑Tk(t−1)
i=1 X
p
k,i
Tk(t− 1)
) 1
p
+ 2C
√
ln t
Tk(t− 1) ≤ S
for all arm k so
µk + δkt + 2C
√
log t
Tk(t− 1) ≤ S
because
lim
t→∞ δkt = 0
so there exists a positive constant ρ that Tk(t− 1) ≥ dρ log(t)e
The next result shows the estimated optimal payoff concentration around its mean (Theorem 5). In order to prove that, we now
reproduce here Lemma 5, 6 [Kocsis et al., 2006] that we use for our proof:
Lemma 5. Hoeffding-Azuma inequality for Stopped Martingales (Lemma 10 in [Kocsis et al., 2006]). Assume that St is a
centered martingale such that the corresponding martingale difference process is uniformly bounded by C. Then, for any fixed
 ≥ 0, integers 0 ≤ a ≤ b, the following inequalities hold:
Pr(SN ≥ N) ≤ (b− a+ 1) exp
(−2a22
C2
)
+Pr(N /∈ [a, b]), (52)
Pr(SN ≤ N) ≤ (b− a+ 1) exp
(−2a22
C2
)
+Pr(N /∈ [a, b]), (53)
Lemma 6. (Lemma 13 in [Kocsis et al., 2006]) Let (Zi), i=1,...,n be a sequence of random variables such that Zi is condition-
ally independent of Zi+1, ..., Zn given Z1, ..., Zi−1. Let define Nn =
∑n
i=1 Zi, and let an is an upper bound on E[Nn]. Then
for all4 ≥ 0, if n is such that an ≤ 4/2 then
Pr(Nn ≥ 4) ≤ exp(−42/(8n)). (54)
The next lemma is our core result for propagating confidence bounds upward in the tree, and it is used for the prove of Theorem
5 about the concentration of power mean estimator.
Lemma 7. let Zi, ai be as in Lemma 6. Let Fi denotes a filtration over some probability space. Yi be an Fi-adapted real
valued martingale-difference sequence. Let Xi be an i.i.d. sequence with mean µ. We assume that both Xi and Yi lie in the
[0,1] interval. Consider the partial sums
Sn =
(∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p
. (55)
Fix an arbitrary δ > 0, and fix p ≥ 1, andM = exp(Hp,1) whereHp,1 is defined as in Lemma 2. Let4n = 9
√
2n log(2M/δ),
and4 = (9/4)p−14n let
Rn = E
[(∑n
i=1X
p
i
n
) 1
p
]
− E[Sn]. (56)
Then for n such that an ≤ (1/9)4n and |Rn| ≤ (4/9)(4/n) 1p
Pr(Sn ≥ E[Sn] + (4/n) 1p ) ≤ δ (57)
Pr(Sn ≤ E[Sn]− (4/n) 1p ) ≤ δ (58)
Proof. We have a very fundamental probability inequality:
Consider two events: A,B. If A ∈ B, then Pr(A) ≤ Pr(B).
Therefore, if we have three random variables X,Y, Z and if we are sure that
Y ≥ Z, then Pr(X ≥ Y ) ≤ Pr(X ≥ Z) (59)
We have (∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p
=
(∑n
i=1X
p
i
n
+
Zi(Y
p
i −Xpi )
n
) 1
p
≤
(∑n
i=1X
p
i
n
+
2
∑n
i=1 Zi
n
) 1
p
(Xi, Yi ∈ [0, 1])
≤
(∑n
i=1X
p
i
n
) 1
p
+
(
2
∑n
i=1 Zi
n
) 1
p
(see (47)) (60)
Therefore,
T = Pr
(
Sn ≥ E[Sn] + (4/n) 1p
)
(61)
= Pr
((∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p ≥ E[
∑n
i=1X
p
i
n
) 1
p
]−Rn + (4/n) 1p
)
(see (56)) (62)
≤ Pr
((∑n
i=1X
p
i
n
) 1
p
+
(2∑ni=1 Zi
n
) 1
p ≥ E
[(∑n
i=1X
p
i
n
) 1
p
]
−Rn + (4/n) 1p
)
(see (59), (60)))
Using the elementary inequality I(A+B ≥ 4/n) ≤ I(A ≥ α4/n) + I(B ≥ (1−α)4/n) that holds for any A,B ≥ 0; 0 ≤
α ≤ 1, we get
T ≤ Pr
((∑n
i=1X
p
i
n
) 1
p ≥ E
[(∑n
i=1X
p
i
n
) 1
p
]
+ 1/9(4/n) 1p
)
+Pr
((2∑ni=1 Zi
n
) 1
p ≥ 8/9(4/n) 1p −Rn
)
≤ Pr
((∑n
i=1X
p
i
n
) 1
p ≥ E
[(∑n
i=1Xi
n
)]
+ 1/9(4/n) 1p
)
+Pr
((2∑ni=1 Zi
n
) 1
p ≥ 8/9(4/n) 1p −Rn
)
≤ Pr
((∑n
i=1X
p
i
n
) 1
p ≥ µ+ 1/9(4/n) 1p
)
+Pr
((2∑ni=1 Zi
n
) 1
p ≥ 4/9(4/n) 1p
)
( see Rn ≤ (4/9)(4/n) 1p )
= Pr
((∑n
i=1X
p
i
n
) 1
p ≥ µ+ 1
9
9
4
(
4
9
4n/n) 1p
)
+Pr
((2∑ni=1 Zi
n
) 1
p ≥ ( (4/9)
p4
n
)
1
p
)
( definition of4)
≤ Pr
((∑n
i=1X
p
i
n
) 1
p ≥ µ+4n/9n
)
+Pr
((∑n
i=1 Zi
n
)
≥ 24n/9n
)
(see (47) and f(x) = ax is decrease when a < 1)
The first term is bounded by δ/2 according to (28) and the second term is bounded by δ/2M according to Lemma 6 (the
condition of Lemma 6 is satisfied because an ≤ (1/9)4n). This finishes the proof of the first part (57). The second part (58)
can be proved in an analogous manner.
Theorem 5. Fix an arbitrary δ ≤ 0 and fix p ≥ 1, M = exp(Hp,1) where Hp,1 is defined as in Lemma 2 and let 4n =
( 94 )
p−1(9
√
2n log(2M/δ)). Let n0 be such that
√
n0 ≤ O(K(C2 log n0 +N0(1/2))). (63)
Then for any n ≥ n0, under the assumptions of Theorem 2, the following bounds hold true:
Pr(Xn(p) ≥ E[Xn(p)] + (4n/n) 1p ) ≤ δ (64)
Pr(Xn(p) ≤ E[Xn(p)]− (4n/n) 1p ) ≤ δ (65)
Proof. Let Xt is the payoff sequence of the best arm. Yt is the payoff at time t. Both Xt, Yt lies in [0,1] interval, and
Xn(p) =
(∑n
i=1(1−Zi)Xpi +ZiY pi
n
) 1
p
Apply Lemma 6 and remember that X
1
p − Y 1p ≤ (X − Y ) 1p we have:
Rn = E
[(∑n
i=1X
p
i
n
) 1
p
]
− E
[(∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p
]
.
= E
[(∑n
i=1X
p
i
n
) 1
p −
(∑n
i=1(1− Zi)Xpi + ZiY pi
n
) 1
p
]
.
≤ E
[(∑n
i=1X
p
i −
∑n
i=1(1− Zi)Xpi − ZiY pi
n
) 1
p
]
.
= E
[(∑n
i=1 Zi(X
p
i − Y pi )
n
) 1
p
]
.
≤ E
[( K∑
i=1
Ti(n)
n
) 1
p
]
.
≤
(∑K
i=1 E[Ti(n)]
n
) 1
p
. see Jensen inequality
=
(
(K − 1)O
(
K(C2 log n+N0(1/2))
n
)) 1
p
.
So that let n0 be an index such that if n ≥ n0 then an ≤ 4n/9 and Rn ≤ 4/9(4n/n) 1p . Such an index exists since
4n = O(
√
n) and an, Rn = O((log n/n) 1p ). Hence, for n ≥ n0, the conditions of lemma 6 are satisfied and the desired
tail-inequalities hold for Xn(p).
In the next theorem, we show that Power-UCT can ensure the convergence of choosing the best arm at the root node.
Theorem 6. (Convergence of Failure Probability) Under the assumptions of Theorem 2, it holds that
lim
t→∞Pr(It 6= i
∗) = 0 (66)
Proof. We show that Power-UCT can smoothly adapt to UCT’s prove. Let i be the index of a suboptimal arm and let
pit = Pr(Xi,Ti(t)(p) ≥ X
∗
T∗(t)(p)) from above. Clearly, Pr(It 6= i∗) ≤
∑
i 6=i∗ pit. Hence, it suffices to show that pit ≤ /K
holds for all suboptimal arms for t sufficiently large.
Clearly, if Xi,Ti(t)(p) ≤ µi +4i/2 and X
∗
T∗(t)(p) ≥ µ∗ −4i/2 then Xi,Ti(t)(p) < X
∗
T∗(t)(p). Hence,
pt ≤ Pr(Xi,Ti(t)(p) ≤ µi +4i/2) +Pr(X
∗
T∗(t)(p) ≥ µ∗ −4i/2)
The first probability can be expected to be converging much slower since Ti(t) converges slowly. Hence, we bound it first.
In fact,
Pr(Xi,Ti(t)(p) ≤ µi +4i/2) ≤ Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) − |δi,Ti(t)|+4i/2).
Without the loss of generality, we may assume that |δi,Ti(t)| ≤ 4i/4. Therefore
Pr(Xi,Ti(t)(p) ≤ µi +4i/2) ≤ Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) +4i/4).
Now let a be an index such that if t ≥ a then (t+ 1)Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) +4i/4) ≤ /(2K). Such an index exist by our
assumptions on the concentration properties of the average payoffs. Then, for t ≥ a
Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) +4i/4) ≤ Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) +4i/4, Ti(t) ≥ a) +Pr(Ti(t) ≤ a)
Since the lower-bound on Ti(t) grows to infinity as t→∞, the second term becomes zero when t is sufficiently large. The first
term is bounded using the method of Lemma 5. By choosing b = 2a, we get
Pr(Xi,Ti(t)(p) ≤ µi,Ti(t) +4i/4, Ti(t) ≥ a) ≤ (a+ 1)Pr(Xi,a(p) ≤ µi,a +4i/4, Ti(t) ≥ a) +Pr(Ti(t) ≥ 2b) ≤ /(2K),
where we have assumed that t is large enough so that P (Ti(t) ≥ 2b) = 0.
Bounding Pr(X
∗
T∗(t)(p) ≥ µ∗ − 4i/2) by /(2K) can be done in an analogous manner. Collecting the bound yields that
pit ≤ /K for t sufficiently large which complete the prove.
Now is our result to show the bias of expected payoff Xn(p)
Theorem 7. Consider algorithm Power-UCT running on a game tree of depth D, branching factor K with stochastic pay-
off at the leaves. Assume that the payoffs lie in the interval [0,1]. Then the bias of the estimated expected payoff, Xn, is
O(KD(log(n)/n) 1p +KD(1/n) 1p ). Further, the failure probability at the root convergences to zero as the number of samples
grows to infinity.
Proof. The proof is done by induction on D. When D = 1, Power-UCT becomes UCB1 problem but using Power Mean
backup instead of average mean and the convergence is guaranteed directly from Theorem 1, Theorem 3 and Theorem 6.
Now we assume that the result holds up to depth D− 1 and consider the tree of Depth D. Running Power-UCT on root node
is equivalence as UCB1 on non-stationary bandit settings. The error bound of running Power-UCT for the whole tree is the
sum of payoff at root node with payoff starting from any node i after the first action chosen from root node until the end. This
payoff by induction at depth (D − 1) is
O(K(D − 1)(log(n)/n) 1p +KD−1(1/n) 1p ).
According to the Theorem 3, the payoff at the root node is
|δ∗n|+O
(
K(log n+N0)
n
) 1
p
.
The payoff of the whole tree with depth D:
|δ∗n|+O
(
K(log n+N0)
n
) 1
p
= O(K(D − 1)(log(n)/n) 1p +KD−1(1/n) 1p )
+O
(
K(log n+N0)
n
) 1
p
≤ O(K(D − 1)(log(n)/n) 1p +KD−1(1/n) 1p )
+O
(
K
(
log n
n
) 1
p
+KN0
(
1
n
) 1
p
)
= O(KD(log(n)/n) 1p +KD(1/n) 1p )
withN0 = O((K−1)KD−1), which completes our proof of the convergence of Power-UCT. Since by our induction hypothesis
this holds for all nodes at a distance of one node from the root, the proof is finished by observing that Theorem 3 and Theorem
5 do indeed ensure that the drift conditions are satisfied. Interestingly, the proof guarantees the convergence for any finite value
of p.
