We numerically study a particle in a box with moving walls. In the case where the walls are oscillating sinusoidally with small amplitude, we show that states up to the fourth state can be populated with more than 80 percent population, while higher-lying states can also be selectively excited. This work introduces a way of controlling quantum systems which does not rely on (dipole) selection rules.
Introduction -Reliably steering a quantum system from the ground state into a specific state is a well-known goal in quantum technology.
1 Techniques based on laser irradiation such as Rabi oscillations or stimulated Raman adiabatic passage (STIRAP) 2 are examples that have been designed for two-or three-level systems. In these methods, light directly interacts with one or multiple transitions in the quantum system. Transitions between the ground state and the desired state can be driven directly, or, intermediate states can be used. In the context of Floquet theory for periodically driven systems, dipolar external forces have also been considered. 3, 4 These techniques require either resonances with (dipole) allowed transitions or high-intensity external fields to be able to transfer a large amount of population.
Here, we introduce an alternative way of populating arbitrary states in a multi-level quantum system, which operates by varying the boundary conditions in time. Related to this idea, in the context of optical lattices, ac modulation of the lattice depth, 5, 6 and a harmonic trap with large-amplitude fluctuations in the frequency 7 have been considered. In this letter, in which we focus on transferring population, we look at the well-known particle in a box system as an example. The boundary condition to be varied in this case is the length of the box, which is changed by moving one of the walls.
The particle in a box is a well-understood quantum system, and is largely used as a heuristic system in standard introductory textbooks. 8, 9 But extending to the case of time-dependent boundaries, the literature is largely mathematically driven. For any motion that is slow, the adiabatic approximation will suffice, 10 in which the expansion coefficients (C n defined later) of the system can be assumed to be time-independent. Because this assumption does not hold generally, exact solutions are limited to select cases. Analytical solutions of the time-dependent Schrödinger equation are known for constant wall velocity 11 and for certain cases of the quantum harmonic oscillator, in which the angular frequency of the potential is parametrised as a specific function of the well width, L.
12-14 Cooney has also proposed a means of deriving solutions for accelerating walls using extended transformation methods, 15 although these only hold in the limit that the acceleration is slow. Employing a numerical approach, 16 we are able to study arbitrary wall motion. Model -The usual particle in a one-dimensional box, as it is introduced in standard textbooks, has infinitely high walls on both sides of a box with length L, in which a particle with mass m resides. Elementary solutions to the time-independent Schrödinger equation give the energy levels (eigenstates) for each integer quantum number n as E n =h 2 π 2 n 2 /2mL 2 . The corresponding eigenfunctions are u n = 2/L sin nπx/L, where 0 < x < L is the coordinate. Any wave function ψ can be expanded on the complete basis of these eigenfunctions, and evolves in time according to the time-dependent Schrödinger equation as
where C n are the expansion coefficients determined from the initial condition. The numerical solution for a system with a moving wall, described with a time-dependent box length L(t), is obtained by allowing the expansion coefficients C n to be time-dependent. 16 The details of the derivation are presented in Ref. 16 . Briefly, the ansatz wave function with time-dependent expansion coefficients is plugged into the time-dependent Schrödinger equation. Simplifying using the orthogonality of the eigenstates as well as their explicit form, one arrives at the final result as a set of coupled linear differential equations for the expansion coefficientṡ
.
In this equation, dots denote time derivatives, and the energies acquire a time dependence through the varying box length. The set of coupled equations is solved numerically using the Dormand-Prince algorithm as implemented in Matlab.
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As the initial condition of our simulations, we will assume that the system is prepared in the ground state. This choice could be easily generalized to superpositions of eigenstates, which would allow, for example, the study of quantum carpets.
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In all our calculations, we will be working in natural units, taking the mass of the particle to be m = 1, and h = 1. As a consequence, our time domain will be in units of L 2 0 m/h, where L 0 is the initial or average length of the box. For a proton in a 1 nm box, this time unit would correspond to 16 ns.
Constant velocity -We validated our numerical approach by comparing time-dependent populations of states with those obtained form known analytical solutions 11, 14, 21 for a wall moving with a constant velocity v, that is, L(t) = L 0 + vt. We briefly mention the results for a contracting box (negative v). When the box length becomes small, all state populations tend to a constant and the amplitude of oscillations decreases. The amount of population transferred from the ground state to other states increases with increasing speed of the wall motion. If the motion of the wall is sufficiently slow, little population is transferred, i.e. the system behaves adiabatically. For high enough speeds of the wall, it is possible to transfer most of the population out of the ground state, and higher lying states can be populated more than lower lying states. In this process, the particle gains momentum. The increase of the particle's momentum without a force acting on it can be explained by the 'Greenberger effect' 14, 21 and is a result of the delocalized nature of the wave function. Essentially, this is the spreading out of the wave packet as it would for a free particle.
The states in a box with moving walls do not cross, nor do they exhibit avoided crossings. For a slowly varying system the adiabatic approximation is expected to be valid, and the particle mostly stays in the same timedependent eigenstate. But, a uniformly expanding box is never eternally adiabatic. However slow the expansion, eventually the states will be so close together in energy that non-adiabatic effects become important. For a uniformly contracting box, the inverse principle is also true, which is to say that however fast the contraction, the states will eventually be sufficiently far from one another for the system to behave adiabatically.
There are several ways to visualize the particle in a box dynamics, which include plotting the eigenstate populations |C n | 2 , the expectations values of position ψ|x|ψ , momentum ψ|p|ψ , and kinetic energy ψ|p 2 /2m|ψ , or the probability distribution |ψ(x, t)| 2 . The probability distribution for a particle in a linearly expanding box is shown in figure 1 for a speed of v = 2. From the increasing number of dark lines in this picture, it is clear that higher-lying states are populated. Such effects are even more striking when the expansion speed is increased and are also reflected in expectation values of position and momentum.
Acceleration -While uniform motion has allowed us to investigate the limits of adiabaticity, an exponentially moving wall may be a better model for contraction. We will use as the equation for the wall length L(t) = L 0 exp vt/L 0 . For appropriately chosen (negative) v, we can initialise the system into a certain state FIG. 1: Probability distribution for a uniformly expanding well with speed v = 2 and L0 = 1. The probability increases from black to red to yellow. using non-adiabatic transitions and then force it into an adiabatic regime. In this way, it becomes possible to prepare certain superpositions in a stable way. Results for the population dynamics are shown in figure 2 . This process could be used to accelerate a particle. Oscillating wall -Our main results are for a sinusoidally moving wall. We set the length of the box as
with angular frequency ω and amplitude v, as well as average box size L 0 .
In figure 3 we show the time dependence of the second and fourth state for a box driven with a frequency chosen in such a way that these states acquire the maximal possible population for the chosen driving amplitude. The figure shows that the excitation is selectively populating the desired state, with only small populations of other states. By doing this the system absorbs energy by increasing the kinetic energy of the particle. To prevent the population from going back to the ground state, as is the case for periodic driving, one could imagine more complex driving patterns to stabilize a desired state, for example, following periodic motion with exponential wall motion. To investigate which driving frequency must be chosen to excite each state, we plot figure 4. This figure shows the highest population of the first five particle in a box eigenstates across a time domain of t = 0 to t = 10 as a function of the driving frequency ω. In this figure, we observe many sharp resonances, which indicate optimal driving frequencies. Remarkably, there are peaks for each of the states, showing that each state can be driven to large population. The first four states all have maximum populations above 80 percent, confirming that they can be selectively excited. Although not shown here, we have also plotted a similar figure for even higher-lying states, and we have confirmed that they can also be populated significantly through similar resonances (population larger than 0.3 for all states up to n = 10). We find that the resonance frequency needed to populate the second eigenstate is ω = 14.7605, close to the expected value of E 2 − E 1 = 3π 2 /2 = 14.8044. We attribute the small difference to the non-infinitesimal amplitude of the wall motion. Resonances to higher-lying peaks cannot be explained with this simple argument. For completeness, we have also explored other values of the amplitude v such as v = 0.04 and v = 0.06. As expected, we find similar resonances as in the case of v = 0.05, but the maximum populations can be tuned by changing v.
At this point, we note that populating higher-lying particle in a box states with a dipolar force requires high intensities. 4 In contrast, our method produces large populations with small amplitude driving of the wall. Indeed, we can populate the lowest 6 states with more than 60 percent population, and the lowest four states with more than 80 percent. This could lead to more efficient ways of populating such states. It is, of course, not clear how to move an infinitely high wall, and our mechanism should be investigated in other potentials as well.
To complete our investigation of sinusoidal motion, we have also considered motion with low frequency 15 but large amplitude. In this case, we find a similar interplay between adiabatic evolution and non-adiabatic mixing as expected from the exponentially moving wall.
Experimental systems -State selective excitation techniques such as STIRAP have many applications.
2 Implementation of our proposal could be attempted in optical lattices, optomechanical resonators 22, 23 or in nanoelectro-mechanical systems. 24 Furthermore, acceleration by a moving wall could be used to inject kinetic energy into particles. Recently, the particle in the box has also been used as a model system for excess protons in water, 25 which is known to be a highly dynamic system, 26 and could therefore be modelled with our approach.
Conclusion -In conclusion, we have been able to use numerical techniques in order to investigate the nature of the particle in a box with moving walls in terms of the adiabatic and the non-adiabatic regimes. Through this we have demonstrated a mechanism by which the particle can be prepared in a stable state of tuneable energy, controlled by the speed of contraction. We have also described a method to selectively populate quantum states by driving the system's boundaries periodically with small amplitude by tuning the frequency. In future work, it will be important to investigate decay processes that lead to losses from the desired state. Techniques such as STIRAP employ coherences with an intermediate state without significantly populating it, therefore making the technique insensitive to losses from this state. However, in our technique, no intermediate state is necessary because the model does not rely on dipole allowed transitions. Also, the particle in an infinitely deep potential well is an artificial model, and more realistic models potentials such as a finite well should be investigated. Extending this analysis to a stochastic regime of motion, such as Brownian motion, 27 would be useful in describing the dynamics of excess proton in water systems. Finally, preparing the system in superposition states to simulate quantum carpets, [18] [19] [20] it could be worth investigating how these patterns respond to the types of motion demonstrated in this work.
