A new field of computation is emerging which integrates quantum and classical computation. This is applied to solve the financial engineering problem of portfolio selection. Hopfield neural network is used for portfolio selection. A quantum inspired hybrid model of quantum neurons and classical neurons is proposed for the prediction of stock prices. An effort is made, probably the first time to develop and use a hybrid quantum neural network for the prediction of stock prices. The suggested multilayer hybrid quantum neural network contains hidden layer of quantum neurons while the visible layer is of classical neurons. The asset distribution is done by a modified greedy algorithm. It is assumed that quantum computers when come into existence shall provide huge potential in the form of computational power and memory. Classical Neural networks(CNN) have shown tremendous acceptability in solving problems with non-linear formulations that requires huge processing power and large memory which a quantum computer can provide, when they will come into existence.
INTRODUCTION
The allocation of asset, in an investment decision, is a task on which a lot of work is being done. The Markowitz [1] mean variance approach has found a wide spread acceptability in various forms. The expected return of a portfolio is described using the mean returns of the assets and the portfolio risk is represented by the covariance matrix of the asset returns. The objective of the investor is to select a portfolio which maximizes his returns with minimum risk involved. The mean variance model is required to satisfy two conflicting optimization criterion, one which minimizes risk and the other with predetermined minimum return. Moreover, it is desirable that the selected portfolio shall have a restricted number of assets, invest a minimum portion of available resources in each selected asset, and invest a maximum portion in a single asset. With such restriction the efficient frontier search becomes difficult and complex. Chang et al. [2] further extended the mean variance model by including cardinality constraints that limit a portfolio to have a specified number of assets, and to impose limits on the proportion of the portfolio held in a given asset.
Alberto Fernandez [3] have used Hopfield Neural Network for finding the efficient frontier. He further used heuristic method to allocate fund to various assets of the portfolio.
Benioff and Feynman [4, 5] has proposed the concept of quantum computation. Quantum algorithms by P. W. Shor and L.K. Grover [6, 7] has received a lot of attraction. The idea of quantum neural network(QNN) can take leverage from quantum computation in the field of artificial intelligence,. Many prototypes for QNN similar to classical neural networks have been proposed. Kak [8] was first to present concept of QNN. Gupta and Gia [9] has shown that QNN has almost the same computational power as CNN. Menneer and Narayan [10, 11] has laid some foundation of basic concepts inspired by quantum theory for use in neural networks design, development and implementation. It has been further argued that, a fully QNN has no advantage over a hybrid QNN and may produce worst results. Quantum hidden units are plausible as they are not in direct contact with the real world [10, 11] .
Ezonov and Ventura [12] have introduced the possibilities of combining the unique computational capabilities of CNN and quantum computation. This combination can produce a computational paradigm of incredible potential. Xiao and Cao [13] have proposed a QNN model based on quantum and classical neurons. Miszczak [14] has proposed ways for preparing initial quantum state based on probabilities and Nielsen et. al [15] has given concepts of quantum computation.
Many Worlds approach proposed by Everett [16] to quantum mechanics has caught the attention of physicist. Based on many worlds, ensemble computers are being researched. Long et al [17] has proposed parallel quantum computing mode for ensemble quantum computer. Further, Vizzotto et al [18] has proposed that the parallel ensemble quantum computer possesses, besides quantum parallelism, a kind of classical single-instruction-multiple-data parallelism. It explores additional speedup by making quantum computers working in parallel.
Thus, quantum computers may be produced with inbuilt parallelism and large memories. Visualizing these potential for quantum computers, it is considered that the QNN shall be the next natural step in the evolution of neuro-computing system.
Since last two decades, a great attention is visualized in the efforts of researcher on the idea of time series prediction. They have studied these fluctuations through the use of CNN. Various prediction strategies can be applied for improving accuracy of prediction. A classical feed forward back propagation neural network has been successively applied and tested in this paper to the time series of one previous prediction using multiple stocks data using sliding window [19] . This paper has proposed and applied, a hybrid three layer feed forward back propagation quantum inspired neural network for stock price prediction. The input layer is classical, the hidden layer is quantum neuron, and the output layer is classical. The output calculation is based on classical computation. Input and output to the hybrid QNN are classical as they have to interact with the real world.
The suggested model for the portfolio selection problem generates efficient frontier using classical Hopfield neural network based on modified Markowitz model. The predicted stock values using the quantum neural network are generated. These are used to distribute the fund in various assets of the portfolio using a modified heuristic approach. The return and risk are compared for greedy and modified greedy heuristic approach.
The section 2 deals with the hybrid quantum inspired neural network, section 3 deals with learning in quantum neural network, section 4deals with algorithm for hybrid quantum inspired back propagation, section 5 describes the Markowitz model, section 6 deals with Hopfield neural network, section 7 discusses the Hopfield portfolio selection problem, section 8 deals with stock price prediction, section 9 deals with fund distribution among the assets, while section 10 presents results and discussion followed by conclusion in section 11.
HYBRID QUANTUM INSPIRED NEURAL NETWORK
The QNN is based on the techniques of quantum computation. Qubit is defined as the smallest unit of information in quantum computation which is a probabilistic representation. A qubit may either be in the "1" or "0" or in any superposition of the two [9] . The state of the qubit can be represented as:
…………………..(i)
Where α and are the numbers that indicate the amplitude of the corresponding states such that:
A qubit is defined as smallest unit of information in quantum computation. It is defined as a pair of numbers .
Angle a more geometrical aspects is defined such that Quantum gates may be applied for modifying the probabilities as a result of weight updating,. One such rotation gate can be :
The following hybrid quantum inspired neural network is proposed for the stock's price prediction.
Initialize a. Quantum hidden neuron: Start from state , prepare the superposition :
|0〉 + with 0≤|p|≤1;
Where p represents random probability of initializing the system in the state |0〉 .
The desired state can be reached by using rotation gate R: 
HOPFILED NEURAL NETWORK:
Hopfield net is a form of recurrent artificial neural network and it serves as auto-associator and optimizer. w i,j is the strength of the connection weight from unit j to unit i(the weight of the connection) the state of unit i
The induced local field v j is defined by:
………………….………….(ii)
Neuron j is modified according to the deterministic rule:
Or w i,i =0, for all i(no unit has connection to itself) w i,j = w j,i (connection are symmetric )
Thus Hopfield neural network are a class of densely connected non-linear network of perceptrons. Because of its non-linearity, a number of undesirable local minima also occur. If the neuron update rule is probabilistic and of a particular form, the problem of local minima can be diminished.
For solving optimization problem, the Hopfield neural networks belong to the penalty method due to their recurrent single layer architecture without any hidden units. Now, if the equilibrium points were preselected (for instance by hard coding the weights), then the system can work as an autoassociator and optimizer.
Hopfieled neural network is hardware implementable. It is massively parallel, special purpose and can be used to solve linear programming problems, quadratic programming problem and other hard problem.
HOPFIELD PORTFOLIO SELECTION PROBLEM
The objective function for the selection of the portfolio is:
Passing the multiplicative coefficients inside the additions: The constraint x i (x i belogs to lower and upper limit) shall be satisfied using a sigmoid threshold function since its output already lie inside the desired interval.
The cardinality constraint , the neural network has been used that has N neurons that will follow Hopfield dynamics and the selected K neurons shall be having 1 as output and rest shall be having 0 outputs. Shall the user require still less stocks in his portfolio, the same can be obtained by pruning the network.
PORTFOLIO STOCK PRICE PREDICTION
The efficient frontier generated from Hopfield neural network shall effectively contribute for desired return. The individual stocks selected are the elements that constitute the target portfolio.
The succession of values in a time series is usually influenced by a number of external information. When this information is not available only past value of the series itself can be used to build a prediction model. Efficient market hypothesis (EMH) emphasizes that if statistically significant serial dependencies exist within time series of stock prices, the community of business analyst will immediately exploit it. Stock price changes can therefore be only be explained by arrival of new information, which by definition cannot be forecasted. EMH is only true when linear models are applied. It has been generally established that by use of non-linear models like neural networks, the results challenge the EMH hypothesis.
The data used for stock price prediction are daily closing prices of 10 stocks. A total of 7 years (2003-2010) daily data were considered [20] . The figure 3(3.1 to 3.4) illustrates the price behavior of these stocks and illustrates the prediction performance of each stock while comparing classical neural network stock price prediction with that of quantum neural network.
FUND DISTRIBUTION AMONG ASSETS
The constraint = 1; can be satisfied through a heuristic algorithm in [2] . The feasibility of the portfolio is evaluated using a greedy algorithm. The existing algorithm is modified to enhance the performance of the portfolio. The algorithm allocates the minimum percentage to each asset followed by allocation of maximum allowable ratio to the entire asset with high return. This ensures that all the constraint relating to lower and upper bounds are satisfied. In the next iterations the algorithm allocates free proportions from the assets having returns more than the allocable proportion to all other assets. The allocation to a particular asset depends on the return of that asset. In a case where fund remains un-allotted after allocation following the lower and upper bound constraints rule, either the upper bounds are revised or the asset with higher return may be used for further allotment.
RESULTS AND DISCUSSIONS
The Hopfield neural network model is used to generate the efficient frontier. The efficient frontier so generated from the past data is input to the hybrid quantum back propagation model.
The hybrid quantum back propagation model uses 30 quantum hidden neurons and 30 classical output neurons. The performance of the hybrid quantum model has been compared with classical back propagation neural network model having the same number of hidden and output neurons, parameters and data. The ability of neural networks to discover nonlinear relationships in input data makes them ideal for modeling nonlinear dynamic systems of the stock market has been established. It has been found that the average error using lots of data is smaller than that using less amount of data. That is, the more data for training the neural network, the better prediction it gives. If the training error is low, predicted predictive stock prices are close to the real values.
The back propagation network has performed and predicted stock price trends and thus further strengthens the challenges to the EMH. Since, if a neural network can outperform the market consistently or predict its direction with reasonable accuracy, the validity of the EMH is questionable.
The objective of this study was to establish the fact that quantum neural network can perform with almost the same accuracy as the classical ones. Even though, our hybrid quantum model uses quantum hidden neurons containing single qubit registers and interfaces with its classical component. All the results, in the figure 3 for four stocks show that there is a close matching of results in both the cases with slight improvements (around 4 %) using QNN.
It can be further concluded that the processing time in quantum neural networks shall be very small due to the inbuilt capacity of the quantum computers to process the data in parallel. It is evident from the structure of the neural network that the calculations in all the neurons of the hidden layer can be performed concurrently. In this hidden layer the forward and back propagation calculation shall be faster. With the concept of copies of quantum processors, the calculations for the inner layer output can be performed in a single iterations as compared to n 2 iterations in case of CNN . Quantum computers can have huge memories associated with them and thus the future quantum neural network shall be able to handle large neural networks, thus ensuring the coverage of a wide range of stocks across all corners of stock markets globally.
The modified heuristic greedy algorithm is presented for maximizing the return of the portfolio by efficient allocation of the fund. The algorithm has reduced the risk by 3.61% and improved the return by around 1.38%. Fig. 4 presents the return and variance of the portfolio and compares the output of the modified algorithm. Finally it is observed that:
The prices move in a -close range with an improvement of about 4% using QNN over CNN.
Processing time will reduce due to quantum parallelism [18] .
Availability of huge quantum memory will ensure coverage for a wide range of stocks.
The heuristic greedy algorithm has increased the return by 1.38% and reduced the risk (variance) by 3.61 % for the selected portfolio.
The comparison of results between classical and quantum neural networks has revealed that the results match closely and QNN results are better.
CONCLUSION
The portfolio slection problem has been dealt by generating the efficient portfolio using the Hopfiled neural network. The returns from the stock are predicted using the hybrid quantum neural network. The asset distribution has been done by using a modified heuristic algorithm resulting in reduced risk by 3.61% and increased return by 1.38%.
The QNN result has established that classical algorithms can be successfully replaced by hybrid QNN when quantum computers become a reality with improved performance(4% prediction) and enhanced speed. It can be further concluded that the processing time in quantum neural networks shall be very small due to the inbuilt capacity of the quantum computers to process the data in parallel. It is evident from the structure of the neural network that the calculations in all the neurons of the layer can be performed concurrently. The advantage of quantum computing can be exploited by extending the quantum computation concepts to recurrent Hopfield nets and stochastic Boltzmann neural networks. The extension so achieved can be applied to the solution of combinatorial problems in financial engineering.
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