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1. INTRODUCTION 
Some problems of thermical control may be stated as follows. Find a 
function u(t) such that 
(u’(t) + Au(t) -f(t), w - u’(t)) > 0, 
where u(0) is given. 
VW E K, u’(t) E K, (A) 
u(t) is a space distribution of temperatures, A is a partial derivative operator 
andf(t) is the space density of injected heat. K is a convex set in a Hilbert 
space and the condition u’(t) E K means, for instance, that the temperature 
should not fluctuate too fast. 
In order to build a physical system ruled by Eq. (A), the function u’(t) 
must be subjected to constraints. I f  that is impossible but if linear combina- 
tions of functions u(t) taken for different values of t can be subjected to 
constraints, then one can try to build a physical system ruled by the following 
inequation. 
u’(t) + Au(t) -f(t), ‘7.J - m - :‘” - “) > 0, 
(AR) 
VVEK, ‘@) - ‘tt - d E K , 7 
where u(t) is given on [0, T] (7: > 0 parameter). 
The change of (A) into (AR) will be justified provided it can be proved 
that (AR) has a unique solution which converges towards the solution of (A), 
as Q- becomes 0. (The nature of the convergence should be of course specified 
more clearly.) 
In the first part, the existence and uniqueness of a solution for (AR) is 
proved. A compatibility condition between the operator A and the convex 
set K is used. In the second part T-independent, a priori inequalities are 
proved. They are used in the third part to prove the convergence when 7 
becomes 0. 
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Problems (A) and (AR) were first studied by Duvaut and Lions (see [3]). 
The compability condition was found by Brezis (see [l] and [2]). Finally, 
another kind of control with time lag is studied in [7] and [8]. 
2. RESOLUTION OF THE INEQUATION, 
d(t) + Au(t) -f(t), v  - @) - y’” - “) 3 0, 
QvEK, ‘@> - ‘ct - d E K - 7 
A. Functional Setting and notations 
V, H: Hilbert spaces on R . V C H with continuous injection and density. 
By identifying H and H’, we have 
VC HC V’, 
with continuous injection, every space being dense in the following one. 
Let ((., a)) (resp. (*, -)) b e t e h scalar product on V (resp. H) and 
II . II (resp. I . 1) the corresponding norm, (*, .) is also the duality product 
between V and V’. 
Let a(u, v) be a continuous, coercive and symmetrical bilinear form on 
V x V. There exist constants M and a > 0 such that 
I a(u, 41 < M II * II II v II , var, v E v, 
44 4 3 01 II u 112, QUE V, 
and a(u, v) defines an operator A E S?( V; V’) by 
44 v) = (Au, v), Vu, v E V. 
I f  
D(A)={uEVIAUEH}, 
for the scalar product, 
k, VI = 04 v) + (A% Av). 
D(A) is a Hilbert space included in V with continuous injection and density 
(see [5]). Finally, let T be a strictly positive real number and K a closed convex 
subset of V satisfying the compatibility condition 
(I + 4-l KC K, Q(E > 0. (2-l) 
(a(u, v) being coercive, (I + EA) E 8(V; V’) has an inverse for any E > 0.) 
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33. A Regularity Result 
With the preceding hypothesis and the methods used in [2] and [4], the 
following result can be proved. 
THEOREM 2.1. Let f(t) and u, verfr 
f(t) EL~(O, T; H), UOEH. 
Then, there exists a unique function u(t) such that 
u EL~(O, T, D(A)), u’ EL~(O, T, H), 
40) = 110 9 
u(t) E K a.e.for t E [0, T], 
s o= (u’(t) + Au(t) - f(t), v - u(t)) dt > 0, 
VW d2(0, T; H) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
with u(t) E K a.e. for t E [0, T]. 
Remark 2.1. It is shown in [6] that any function verifying (2.3) is a.e. 
equal to a V([O, T]; I’) function. Therefore, condition (2.4) makes sense. 
Remark 2.2. In order to prove the theorem, it is necessary that (2.1) be 
verified and that a(u, w) be symmetrical. 
C. Control Problem with a Time Lag term 
T > 0 is given with T = NT, NE N. The following theorem (Control 
with time-lag problem) will be proved. 
THEOREM 2.2. Let f(t) and u. veryy 
feL2(0, T; H), uo eL2(0, 7, W)), uo’ E L2(0, 7; H), 
UOH - uo(O) E K 
(2.7) 
7 
Then, there exists a unique function u(t) such that 
u sL2(0, T; D(A)), u’ EL~(O, T; H), 
44 = uo(t> a.e. for t E [0, T], 
44 - 4t - 4 E K 
7 
a.e. for t E [T ,  T], 
(2.8) 
(2.9) 
(2.10) 
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T S( u’(t) + Au(t) -f(t), 0 - u(t) - yt - “) dt b 0, vv EL‘yO, T; V) 7 
with 
v(t) E K a.e.for t E [T, T]. (2.11) 
Remark 2.3. It is classical to show that (2.11) is equivalent to 
( u’(t) + Au(t) -f(t), 2, - @) - y” - T)‘) 3 0, 
a.e. for t E [T, T], VW E K. 
Proof of Existence. u(t) is defined recursively in the intervals 
[mu, (m + 1) T] where 0 < m < N. 
Interwal [0, T]. u(t) is defined by 
44 = u,(t), a.e. for t E [o, T] .  
Interval [mT,  (m + 1) T]. u(t) being already defined on [0, mT] ,  a 
function y(t) can be defined on [m-r, (m + 1) T ]  by 
Y EL2(mTy (m $- 1) 7; D(A)), y’ EL2(mT, (m f 1) 7; H), 
y(mT) = u(m4 - u((m - 1) 4 
> 
7 
r(t) E K a.e. for t E [?W, (?fZ + 1) T] ,  
I 
bn+1 t 
) (T(y’(t> + &(t)) + u’(t - 7) + Au@ - T> -f(t), v(t) - Y(t)> >, 0, ms 
with 
VW EL2(mT, (m + 1) 7; v) 
v(t) E K a.e. for t E [mT,  (m + 1) T] .  
Then, u(t) is defined on [mT,  (m + 1) T ]  by 
u(t) = V(t) + u(t - T), a.e. for t E [mT,  (m + 1) T] .  
By Theorem 2.1 and Remark 2.1, y(t) exists and is unique. It is easy to see 
that the function u(t) verifies (2.8),..., (2.11). Moreover, 
r(t) = 
U(t) - U(t - T) 
, 
7 
a.e. for t e [T ,  T]. 
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Proof of Uniqueness. Let u, and us be two solutions of the problem and, 
Y.(t) = %W - u& - 4 
z , 
7 
a.e.fortE[T, T], i= 1,2. 
Then, if 0 < m -=c N, 
s (m+1h (zl,‘(t) + h(t) - f  (0, ~20) - Y&N dt Z 0, mr 
I 
(m+lbr 
@2’(t) + Au,(t) - f  (09 YlW - Y2@)) dt 2 0. ~~ 
By adding these two inequalities and by setting 
a.e. for t E [0, T], 
s 
(m+l)T 
(x’(t) + Ax(t), x(t) - x(t - T)) dt < 0. mT 
Suppose uI(t) = U,(t), a.e. for t E [0, mT]. Then 
s 
(w&+1)7 
(x’(t) + Ax(t), x(t)) dt < 0. 
n&T 
Consequently, 
and 
1 x((m -I- 1) T>I” + 201/‘““” 11 x(t)l12 dt < 1 x(rnT)l” = 0 
??a7 
%(4 = u2@>, a.e. for t E [0, (m + 1) T]. 
Uniqueness is thus proved recursively on the intervals [0, m T ]  remembering 
that 
u&> = u2(t) = u,(t), a.e. for t E [o, T] .  
3. T-INDEPENDENT A-PRIORI ESTIMATES 
A. Statement of the Problem 
The following theorem is proved in [3] (Control problem). 
THEOREM 3.1. Let f(t) and u, ererifr 
f,f’ EL2(0, T; H), z&E Y 
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with 3v, E K such that 
(v, + Au, -f(O), v - vo), Vv E K. (3.1) 
Xhen there exists a unique function u(t) such that 
24, 24’ ELyO, x; V), (3.2) 
40) = uo , (3.3) 
u’(t) E K a.e.for t E [0, T], (3.4) 
s oT (u’(t) + Au(t) - f(t), v  - u’(t)) dt >, 0, Vv eL2(0, T; V) 
with 
v(t) E K a.e. for t E [O, T]. (3.5) 
Remark 3.1. Function u(t) also verifies 
u” EL~(O, T: H) and u’(0) = vo , 
s;iy a(W), u’(t)> < a(wo , vo> + j’ I I’W2 at. 
0 
(3.6) 
Remark 3.2. If hypothesis (2.1) is verified and if u. E D(A), it can be 
shown by using methods of [2] and [4] that 
u E L”(0, T; D(A)). (3.7) 
Our aim is to show that when 7 becomes 0, the solution of the problem 
corresponding to Theorem 2.2, converges to the solution of the problem 
corresponding to Theorem 3.1. It is therefore natural to suppose that the 
hypothesis (3.1) is “more or less” verified when time-lag terms are introduced. 
The hypothesis of Theorem 2.2 will be stated as follows. 
Let f  (t) and u. verify (3.1) and u. E D(A). Function u,(t) is then defined 
on [O, 71 by 
u,(t) = u(t), a.e. for t 6 [0, T], (3.8) 
where u(t) is given by Theorem 3.1. As u. E D(A), Remark 3.2 can be applied. 
Then by using Theorem 2.2, we can define for 0 < 7 < T, u7(t) as the solu- 
tion of the control with a time-lag problem corresponding to f(t) and uo(t). 
We require the convex set K to verify (2.1) and, 
K is bounded in V. (3.9) 
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Notation. For any function defined on [0, T], 
@(Q = w - h(t - 4 
, 7 
a.e. for t E [T, T]. 
B. -r-Independent a-priori Estimates. 
PROPOSITION 3.1. For any T E IO, T[, 
II b4t)ll < cs a.e.for t E [T, T], (3.10) 
s ot I IL,I(s) + &(W ds < C, Vt E [O, Tl, (3.11) 
T s t 1 &u,‘(s) + AS,u,(s)12 ds < C, Vt E [T, Tl, 0 
(3.12) 
1 t - 
7 I t--r I u,‘(s) + A+)12 ds < C, 
vt E [T ,  T]. (3.13) 
C denotes constants independent of 7 and t. 
Proof. 
(a) (3.10) is trivial by (2.10) and (3.9). 
(b) Define for z > 0, ye(t) by 
Then, 
%‘@) + YE@> = f%%(t), a.e. for t E [T ,  T], 
Ye(T) = h%(T)* 
YXO E K a.e. for t E [T ,  T], 
lj*y yc’ = S,u, in ,??(T, T; H) Weak. 
(3.14) 
(3.15) 
By (2.11) and (3.15), 
s 
7t (11,’ + Au, -f, yc - 8,~~) ds > 0, tit E [T ,  T]. 
Thus by (3.14), 
1” (u; + Au, -f, y.‘) ds < 0, Vt E [T ,  T]. 
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But as u7’ + Au, - f  E L~(G-, T; H), we can let E become 0 in the last inequal- 
ity. By using (3.15), we get, 
I : (u,’ + Au, - f, h’) ds < 0, vt E [T, T]. (3.16) 
(c) Define for E > 0, ye(t) by 
y,(t) + 4dt) = b4t)> a.e. for t E [T, T]. (3.17) 
Then (with Hypothesis (2.1)), 
r,(t) E KY 
lj+s- Ay, = A&u, 
a.e. for t E [7, T], 
in L2(7, T; H) weak. 
(3.18) 
By (2.11) and (3.18) 
f t @,I + Au, - f, YE - b,) ds >, 0, Vt E [T, T]. T 
Thus by (3.17) 
s t (11,’ + Au, - f, Aye) ds ,< 0, VtE [r, T]. I 
But as u,’ + Au, - f  EL~(O, T; H), we can let e become 0 in the last 
inequality. By using (3.18), we get, 
I Tf (~7’ -+- Au, - f ,  44 & Vt E [T, T]. (3.19) 
(d) By adding (3.16) and (3.19), 
s 
: (u,’ + Au, -f, 8,u,’ + A6,u,) ds < 0, Vt E [T, t]. 
Thus, by using the definition of S,u, , 
+ It {I u,‘(s) + Au,(s)12 - 1 q’(s - T) + Au,(s - T)\“} ds 
7 
+ 7 f-t I &u,‘(s) + &&)I2 ds 
< 2 7t (f(s)> k’(4 + Ah@)) ds. I 
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But the right-hand integral is 
1 t - 
s 7 - 
t 7 (f(s), ILL’ + Au&)) ds - ; 1‘ (f(s), u,l(s) + Au&)) ds 
0 
- /t-‘(W~ + 4, z1,Ib) + &(s))h. 
0 
Therefore, with (2.9) 
1 t - j- 
T 0 
1 q’(s) + Au,(s)(~ ds - ; Jot-’ ( q’(s) + Au&)\~ ds 
+ 7 [’ I h’(s) + AM( ds 
G 4 h, U(S)> u,l(s> + AM) ds - 2 it-’ @,.f(s + ~1, il,l(s) + A+))ds 
+ 4 6 (~o’(s> + Atl,(s) -f(s), s’(s)) ds. 
But, f(t), f’(t) ~La(0, T; H) and zl,(t), Au,(t) eLm(O, r; D(A)). Consequently 
the last inequality yields, 
1 t - T s, I u,‘(s) + Au,(s)12 ds - + j-at-’ I u,‘(s) + AW12 ds 
+ 7 lt I h’(s) + 4u,(s)12 ds (3.20) 
< c + I”-’ ( u,‘(s) + Au,(s)(~ ds vt E [T, T] 
0 
with c, 7 and t independent constant. Then, by multiplying by r, 
IO’ I u;(s) + &Ml2 ds - iot-’ I w’(s) + AU12 ds 
s 
t-7 
<CT+7 I u,‘(s) + AG412 & vt E [T, Tl, o 
which proves (3.11) by using the discrte Gonwall lemma. Equation (3.20) 
thus becomes 
1 +, - 
7 s,, I q’(s) + Au&)12 ds + 7 It I h’(s) + &&)I2 ds ,< c, Vt E k, TI, 7 
where c is a t and Q- independent constant, 
which yields (3.12) and (3.13). 
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COROLLARY 3.1. For 7 ~10, T[, 
% is bounded in L2(0, T; D(A))nP(O, T; V), 
UT’ is bounded in L2(0, T; H), 
(3.21) 
%U, is bounded in Lm(O, T; V, 
-\/T S,u,’ is bounded in L2(0, T; fq, 
(3.22) 
(By setting: S&t) = 6y,(~) if t E [0, i-1.) 
1 t - 
7 s t-7 Cl u,lW12 + I &WI21 ds < c, Vt E CT, Tl, (3.23) 
c, 7 and t independent constant. 
Proof. By integration by parts, (3.11) yields, 
.r ot [I u+‘(sY + I AuT(s)121 ds + 4u&>, 44) < c + a(u, ,d, Vt E [0, T]. 
(3.21) is then a consequence of the coercivity of a(u, v). In the same way, 
(3.12) yields 
T s t [I %uTW12 + I &u,Wl ds + @TW, Q4tN < c + 4%u,(t), %u,W), 7 
Vt E [T, Tl, 
which by using (3.10) proves (3.22). 
Finally (3.13) yields, 
+ [a(u,(t>, u,(t)> - atu,tt - 7>, u,tt - ~))l + + b: [I uT’(s)12 + I AuT(s)121ds T 
< c, Vt E [T, Tl, 
which proves (3.23) for, a(u, w) being symmetrical, 
+- l?(u7W9 W) - 44 - 4, UT@ - 41 = +$I + UT@ - 4, Q,(t)), 
bounded quantity by (3.21) and (3.22). 
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4. CONVERGENCE FOR 7 BECOMING 0 
A. Convergence Result 
The following theorem will be proved. 
THEOREM 4.1. Iffor themme f(t) anduO andfor ~~10, T[,u(t) andu,(t) 
are the respective solutions of the control problem and of the control with time&g 
problem, then 
iii-g u, = u, in L2(0, T; D(A)) weak and 
in L”(0, T; V) strong; 
hi 21,’ = u’, in L2(0, T; H) weak; 
iii-g 6,u, = u’, in L*(O, T, V) weak* and 
in L2(0, T, H) strong. 
With 
S+,(t) = &u,(7) for t E [0, T]. 
Remark 4.1. Remember that u,(t) is defined by Theorem 2.2 with, 
u,(t) = %l(t) = u(t), a.e. for t E [0,7]. 
Proof. (a) Let 
44 = u,(t) - u(t), a.e. for t E [0, T], 
c will denote several constants independent of -r E IO, T[ and of s E [r, T]. 
The three following lemmas will be proved later. 
LEMMA 4.1. 
I ’ I u’(t) - S,u(t)lzdt < m2. T 
LEMMA 4.2. 
s * @,.x7(t) - x,‘(t), &x,(t)) dt < c 6, Vs E [T, Tl. 7 
LEMMA 4.3. 
s ’ (Ax,(t), x,‘(t) - G&)) dt <~7, VsE [T, T]. I 
CONTROL PROBLEMS WITH TIME LAG. 1 251 
(b) Let s E ]T, T[ be constant. We take for o, in (2.1 l), 
m = I 
u’(t) if r<t<s, 
S7u7(t) otherwise, 
in (3..5), 
w(t) = 
I 
b,(t) if r<t<s, 
u’(t) otherwise. 
Such a choice is justified by (2.10) and (3.4). It yields, 
s ’ (u; + Au, -1, u’ - 8pT) dt 2 0, 
7 
I 
3(~~+Au-f,6p7-u’)dt>,0. 
7 
By adding up these two inequalities, 
I ‘(x,’ + Ax, ,6,u, - u’) dt < 0. T 
Consequently, 
= 
s 
’ (x,I + Ax, , &u, - u’) dt + j.’ (x; + Ax, , u’ - 6,~) dt < CT, 
7 + 
by Lemma 4.1. 
Then, 
by Lemma 4.2. 
Finally, 
= 
s 
* (6,x, + Ax, ,6,x,) dt + j-’ (Ax, , x,) - 87x,) dt < c 6, 
7 T 
by Lemma (4.3). 
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But u(u, V) is symmetrical and x,(t) = 0, a.e. for t E [0, T]. Therefore, the 
last inequality yields 
from which, by using the coerciveness of the form a(~, w), the strong con- 
vergence results of Theorem 4.1 can be inferred. The weak convergence 
results are then trivial by using Corollary 3.1. Moreover, by (4.1) we have 
the following. 
COROLLARY 4.1. Under the hypothesis of Theorem 4.1. 
yTy II u(t) - Wl12 + j-T= I u’(t) - b4t)12 dt < c 6. 
Proof of Lemma 4.1. By using 
28 EL2(0, T; H), for any t E [T, T], 
Thus, 
1 t =- 
7 i 
(6’ + T - t) u”(6) de. 
t-7 
s’ 1 u’(t) - %@)I” dt < f j-’ (s,:, 1 0 + T - t 1 I u”(S)1 68)’ dt 
7 T 
< 4 j-’ (1’ 
7 t-7 
1 u”(e)l” de) dt 
= 5 J’ (inf(T, e + T> - e) I 24fl(e)]s de 
0 
G f J’ 1 d(e)12 de = ~~2. 
0 
Proof of Lemma 4.2. x,’ is extended to R by taking 0 as its value outside of 
[T, s]. Thus, we can define P)~ * x,’ when 
9J$) = 1;” 
if O<t<T, 
otherwise. 
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Then, 
0 if t<T andif t>s+r, 
9)7 * x,‘(t) = b%(t) if r<t<.s, 
L%(s) - 4t - w if s<t<s+r. 
Therefore, 
I -r (9% * XT’ - x,‘, qJ, * x,‘) dt 
= J ‘S (8+x7 - T x,‘, 6,x,) dt + j-“+’ 1 y7 * x,) 1” ds, s 
and so, 
j ;  (b+(t) - x,)(t), %.Q)) dt < j- (R * x,‘(t) - X,l(t), ~7 * x,lW) dt. 
-co 
(4.2) 
By using the Fourier transform, 
v-+Fv, Fv(E) = (&,2 _F exp(---it5) v(t) dt s 
which is a unitary isomorphism of L2(R; H) and with Parseval’s formula, 
But as, 
F(,, * x,‘) = (27y FgJ, - 9x,‘, 
we get, 
s 
+m 
--m (‘p T * XT’ - x,‘, y7 t x,‘) dt 
= s +-x (241’2 ((274”‘” Fq’T - 1) G 1 9x; 12dt -al 
= 
s +m Re[(2+2 ((27~)l/~ 979, - 1) FF7] 19=x, 12 d& --a) 
the left-hand side being real. 
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It is easy to check that 
Therefore, 
1 
%(SY = (241,2 
sin75 + i(cos T[ - 1) 
75 
. 
Re[(2+/2 ((2~)lP 9~~ - 1) G] = !!$ (!! - 1) + (,,, :‘6- l)2. 
Equation (4.2) then yields, 
But, 
Thus, 
Equation (4.3) then yields, 
+ & 1: [(Sin Tf)2 + (COS T f  - 1)7 1 FX;(f)1” df. 
co 
It can be easily verified that (ql * xi)’ EL*(R; H) with 
I 
0 if t<T  Or t>sfT, 
h * x7’)’ 0) = b%‘(t) if T<t<S, 
-x,‘(t - T) /T  if S<t<(S+T. 
(4.4) 
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Thus by using (3.2) and (3.6) (regularity of u), (3.22) and (3.23) (regularity 
of UT), 
Therefore, by applying F, 
But, 
7 5 +m I SF[(% * x7’)’ I2 de < c. -co 
But, as 
I ~%(4Pl” = 
sin2 T[ + (cos 7 - l)2 
r2.p , 
we obtain 
I +O” [(sin ~8)~ $ (cos 75 - l)“] I 9x,‘(f)12 dt < cT. --m (4.5) 
On the other hand, by using (3.21), 
j’ 1 x,’ I2 dt < 2 J; [I u,) I2 + I u’ I”] dt < c. 
7 
By using the Fourier transform, 
Then, with (4.4), (4.5) and (4.6), 
s ’ &z,(t) - x,‘(t), &xx,(t)) d  < c 6 7 
(4.6) 
which is the conclusion of the lemma. 
40914911-17 
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Proof of Lemma 4.3. a(u, V) is symmetrical and x7(t) = 0 a.e. for t E [0, r]. 
Therefore, 
1 s =- 
7 s S--T (0 + T - 4 G%(u), x,‘(4) da 
s ’ < I k(u)1 I ~,)b>l da s-7 
by using (3.2) (3.7) and (3.23). 
B. The Case when K is not Bounded in V. 
u (resp. u,) still denotes the solution of the control problem (resp. of the 
control with a time-lag problem). The Hypothesis (2.1) is still verified. If  K 
is unbounded in V, u, still exists and is unique but does not converge towards 
u when 7 becomes 0. However the following remark gives a way of approx- 
imating the control problem by a control with a time-lag problem. For 
R > 0, let 
and 
K, = {TJ E K 1 u(v, v) < R} 
R, = 4q, , q,) + JOT If ‘@)I2 dt, 
u(u, v) being coercive, KR is a closed, convex and bounded subset of V and 
by (3.6), the solution of the control problem is unchanged if K is replaced by 
KR with R > R,, . Moreover (2.1) holds for KR . Indeed, let u E KR and E > 0. 
Define u, by 
u, + EAU, = u. 
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By (2.1), u, E K and therefore Au, E I/. Thus, 
+, , % + E4) = a(4 , 4. 
Consequently, 
a(u, ) 24 - u,) = EU(U, ) Au,) = E / Au, 12 3 0, 
and since a(u, TJ) is symmetrical, 
0 < 2a(u, , u - 24,) = u(u, u) - u(u, , 24,) - a(u - 24, , u - 24,). 
Therefore, 
a(~, ,uJ < a(~, u) < R and U,EI&. 
Thus, when K is unbounded, the solution of the control problem can still 
be approximated by the solution of the control with time-lag problem by 
replacing K by KR where R > R, . The constant R, can be estimated from 
the data of the problem by using (4.7). 
Remark 4.2. All the results obtained still hold by supposing that u(u, w) 
is not coercive but verifies Jar and X > 0 such that: 
a@, u) + h I u I2 3 a II u /12, VUE v. 
Remark 4.3. A complete study of Condition (2.1) will be found in [2]. 
Several examples will also be found there. In particular, if D is a “regular” 
open set of R” with boundary I’ and if: 
by taking 
v  = H,1(!2), H = L2(Q), 
A = -A 
and one of the two following convex sets 
K={~EH~(Q)/v(x)>O~~.~EQ}, 
K = {V E H,,l(Q) j 1 grad w(z)1 < 1 pp. x E 52). 
(2.1) then holds. 
In the first case, the control problem is equivalent to 
a24 
--Au>f, at 
$($--Au-f)=0 in Q x [O, Tl, 
u(0) = u. in 52, uii-X[O,Tl = 07 
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while the control with time-lag problem is equivalent to 
Au,-f) =0 in Q x P, Tl, 
u(t) = u. in 52 X [0, T], “Irx[o.rl - - 0. 
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