Abstract. We prove that there are not algebraic hypersurfaces of degree 3 in R n with non zero constant mean curvature.
Introduction
Understanding algebraic constant mean curvature -cmc-surfaces in the Euclidean spaces is a basic question that has very little progress. For the three dimensional space R 3 , Perdomo showed in [5] that there are not degree three algebraic cmc surfaces. Also, for surfaces in the Euclidean space R 3 , Do Carmo and Barbosa showed [1] that if M = f −1 (0) with f a polynomial and, ∇f never vanishes on M , then M cannot have cmc unless M is a plane, a cylinder or a sphere. Very little is known on the classification of all immersed algebraic surfaces in R 3 or the classification of all algebraic cmc hypersurfaces in R n .
In [5] it was proven that if φ : M → R n is an immersion with constant mean curvature H = 0 and φ(M ) = f −1 (0) where f is an irreducible polynomial, and, for at least one point x 0 ∈ φ(M ), ∇f (x 0 ) does not vanishes, then
with p a polynomial. In this paper, we will say that an irreducible polynomial f defines an algebraic cmc hypersurface if f satisfies condition (1) with some H = 0. Notice that f −1 (0) may have singular points. If x 0 is a regular point of f then (1) implies that f −1 (0) is a cmc hypersurface in a neighbourhood of x 0 . With this definition in mind we show that there are not algebraic cmc hypersurfaces in the Euclidean n-dimensional space of degree 3.
Theorem 1. If f : R n → R is an irreducible polynomial of degree three, then, the zero level set of f cannot be an algebraic cmc hypersurface. That is, f cannot satisfy equation (1) with H = 0.
Some further remarks are worth making at this point. Recall that
is called the p-Laplace equation. Then for H = 0, the cmc equation (1) is closely related to the 1-Laplace equation, which appears very naturally in the context of minimal cones, see section 6 in [4] . The assumption H = 0 is crucial, because otherwise, when n > 3, there exists irreducible algebraic minimal (H = 0) hypersurfaces of any arbitrarily higher degree, see for instance [6] .
On the other hand, it is interesting to compare Theorem 1 with a similar situation for polynomial solutions of the general p-Laplacian equation, p = 2. It follows from [2] and the recent results in [7] , [3] that there are no homogeneous polynomial solutions to (2) in R n of degree d = 2, 3, 4 for any n ≥ 2, of degree 5 in R 3 and also of any degree in R 2 .
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Proof of the main result
Before proving the Theorem 1, let us prove some lemmas. Lemma 1. If g : R n → R is a polynomial of degree 3 and |∇g| vanishes anytime g vanishes, then g = l 3 where l is a linear function.
Proof. Lemma 2.5 in [6] states that if g is a cubic irreducible polynomial then g −1 (0) contains at least one regular point. Therefore, we conclude that our g cannot be irreducible and then, for some polynomial u of degree 2, we have that g = uv where v is linear. Since ∇v never vanishes and ∇g = u∇v + v∇u we conclude that u(x) = 0 whenever v(x) = 0. From the real nullstellensatz theorem we conclude that u = wv for some polynomial w. Thus g = wv 2 . Applying the same argument that we did above, using the polynomial w instead of the polynomial v, we conclude that v 2 must be a multiple of w. Therefore the lemma follows.
Proof of Theorem 1. Without loss of generality we can assume that the origin is in an element in the hypersurface, in other words, we assume that f (0, . . . , 0) = 0. Let us write f = f 3 + f 2 + f 1 and p = p 9 + · · · + p 1 + p 0 where f i = f i (x) and p i = p i (x) are homogeneous polynomials of degree i. Comparing the degree 12 homogeneous part in both sides of equation (1), we conclude that
where H = 2(n − 1)H = 0.
Using Lemma 1, we conclude that f 3 = l 3 where l is linear. Since f (0) = 0, then l(0) = 0. By doing a rotation and a dilation of the coordinates, if necessary, we can assume that l = x 1 . For notation sake, let us denote the coordinates in R n as x = x 1 and y = (y 1 , . . . , y n−1 ) t = (x 2 , . . . , x n ) t . With this notation we have the for the homogenous parts in f = f 3 + f 2 + f 1 :
where A is a symmetric (n − 1) × (n − 1) matrix, r = (r 1 , . . . , r n−1 ) t and s = (s 1 , . . . , s n−1 ) t .
At this moment we would like to point out that to finish the theorem it is enough to show that the matrix A is zero. The reason for this is that if A is the zero matrix and we relabel the axis so that the vectors r and s are in the plane spanned by the vectors (1, 0, . . . , 0) t and (0, 1, 0, . . . , 0) t , them, the function f would be a function that depends only on the three variables x, y 1 and y 2 and, by [5] we already know that there are not algebraic cmc surfaces in R 3 .
Let us continue the proof by showing that the matrix A must be the zero matrix. A direct computation yields the following decomposition into homogeneous parts:
where h k is a homogeneous polynomial of degree k given explicitly by
Using this representation, we obtain
which implies that
where we follow an agreement to write
It also follows from (5) that
Thus, using the made observations, equation (1) becomes
Our next goal is by using the decomposition for |∇f | 2 in terms of the h i 's and and the expression for (∆ 1 f ) 2 − 4(n − 1) 2 H 2 |∇f | 6 in terms of the |∇f | 2 up to order 8, deduce that the matrix A should be the zero matrix. To this end, we consider (6) as a polynomial identity with respect to a variable x over the ring R[y].
A key observation is that since h 4 = Q 0 x 4 and h 3 = Q 2 x 2 , where Q i is a homogeneous polynomial of degree i, one immediately obtains from (5) the following homogenous decomposition:
Here L i are homogeneous polynomials of degree i. In particular,
Next, identifying the homogeneous parts of degrees k, 8 ≤ k ≤ 12, in both sides of (6) one obtains respectively
The first two equations yield
where
Arguing similarly, one easily finds that
where S 4 = L 2 x 2 − L 0 f 1 Sx 3 − S 2 f 2 . Thus, evaluating the last identity of (9) for x = 0 and taking into account that f 3 (0) = p 7 (0) = 0 we obtain p 6 (0)f 2 (0) = 0.
Since p 6 (0) = −S 4 (0)f 2 (0) = S 2 (0)f 2 2 (0) = −L 0 f 3 2 (0), it follows by (8) that f 2 (0) = 0, therefore using (4) we obtain f 2 (0) = y t Ay = 0 for any y ∈ R n−1 . Since A is symmetric, we have A = 0. As explained before, after sowing that A vanishes we have that f essentially depends on three variable and therefore it cannot define an algebraic hypersurface with constant mean curvature. The theorem is proved.
