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Abstract—Text-to-image synthesis is the task of generating
images from text descriptions. Image generation, by itself, is a
challenging task. When we combine image generation and text,
we bring complexity to a new level: we need to combine data
from two different modalities. Most of recent works in text-
to-image synthesis follow a similar approach when it comes to
neural architectures. Due to aforementioned difficulties, plus the
inherent difficulty of training GANs at high resolutions, most
methods have adopted a multi-stage training strategy. In this
paper we shift the architectural paradigm currently used in text-
to-image methods and show that an effective neural architecture
can achieve state-of-the-art performance using a single stage
training with a single generator and a single discriminator. We
do so by applying deep residual networks along with a novel
sentence interpolation strategy that enables learning a smooth
conditional space. Finally, our work points a new direction for
text-to-image research, which has not experimented with novel
neural architectures recently.
Index Terms—text-to-image synthesis, generative models, mul-
timodal learning.
I. INTRODUCTION
Text-to-image synthesis is the task of generating images
from text descriptions. Image generation, by itself, is a chal-
lenging task. When we combine image generation and text,
we bring complexity to a new level: we need to combine data
from two different modalities. In the most common setting,
text-to-image methods are based on generative models that
learn a text-conditioned distribution over images. Given a text
description and some random variable, the algorithm produces
a random image (controlled by the random variable) that cor-
relates with the information present in the text. Text-to-image
synthesis is a very recent research area and it has the potential
to aid several real-world applications, from automated content
generation to assisted drawing.
Most recent advances in text-to-image generation are driven
by Generative Adversarial Networks (GANs) [1]. GANs
brought a leap of improvement in learning generative models
over complex data distributions such as images. GANs have
been successful in several tasks, such as image-to-image
translation [2]–[5], image inpainting [6], image editing [7],
and image super resolution [8]. In the context of text-to-
image synthesis, a conditional GAN [9] is conditioned to a
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Fig. 1. Images generated by our method.
vector representation of the text description. In order to encode
text to a vector representation, most methods rely on another
algorithm, such as a Recurrent Neural Network (RNN) [10],
[11]. There are two main levels in which a text description
can be encoded to be used by GANs: sentence level and word
level. At the sentence level, the entire description is encoded
as global sentence vector. At the word level, on the other hand,
there is a vector representation for each individual word in the
description.
First approaches to text-to-image synthesis [12], [12]–[15]
have simply extended GANs to be conditioned to sentence vec-
tors. Naturally, results were not optimal. Most recent methods
[16]–[19] have proposed different strategies to circumvent the
complex relationship between image and text. Most of those
works, however, follow a similar pattern when it comes to
neural architectures. Due to previously mentioned difficulties,
plus the inherent difficulty of training GANs at high resolu-
tions, most recent works have adopted a multi-stage training
strategy. In a multi-stage setting, training is performed first at
low resolutions (i.e. 32×32 and 64×64 pixels) and then refined
to higher resolutions (128×128 and 256×256 pixels). Usually,
multi-stage training is implemented using several generators
and several discriminators, which makes training complex and
slow. This architectural choice has been followed by most pre-
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vious work, which have been adding small improvements, such
as word-level features through Attention Mechanisms [16],
Memory Networks [19], Siamese Networks [17] and a Mirror
strategy [17].
In this paper, we shift the architectural paradigm currently
used in text-to-image methods and show that an effective
neural architecture can achieve state-of-the-art performance
using a single stage training directly at the target resolution.
By doing so, we not only introduce a simpler method for text-
to-image synthesis but also point a new direction in text-to-
image research, which has not experimented with novel neural
architecture recently.
Specifically, we introduce an adversarial training-based ar-
chitecture that leverages full capacity of modern deep convolu-
tional networks, alongside to an improved sentence embedding
approach for generating photorealistic text-conditioned im-
ages. Both discriminator and generator networks draw inspira-
tion from [20], though we provide important improvements on
that architecture, allowing for the use of sentence embeddings
rather than class labels as conditioning vectors. Results show
that our models single-handedly outperform multi-stage state-
of-the-art methods without heavy hyper-parameter optimiza-
tion in two widely used benchmarks, namely CUB [21]
and Oxford-102 [22] datasets, in terms of both Inception
Score [23] and Fre´chet Inception Distance [24]. Fig. 1 shows
samples generated by our method. Moreover, we provide
an extensive set of experiments, in which we explore key
components and abilities of our models.
Formally, in this work we make the following contributions:
• We introduce a novel sentence interpolation strategy that
allows the generator to learn a smooth conditional space,
and also work as a data augmentation procedure.
• We show how the use of a modern residual neural
architecture enables single-stage training at the target
image size, and generates state-of-the-art text-to-image
models.
• We perform an extensive analysis of the properties of
text-to-image models, both in quantitative and qualitative
fashion.
• We demonstrate that our models enable image editing
using natural language via arithmetic operations in the
conditional space, being able to modify aspects of the
image while keeping its overall structure.
II. RELATED WORK
In this section we discuss the most important topics re-
lated to our work, namely, Generative Adversarial Networks
(GANs), and specific methods designed to perform text-to-
image synthesis.
A. Generative Adversarial Networks
Generative Adversarial Networks (GANs) [1] is a class
of generative method that learns generative models via an
adversarial training procedure. In its traditional form, GANs
are composed of two differentiable functions (e.g., neural
networks), namely a Generator G and a Discriminator D. D is
trained to correctly classify real and generated images while
G is trained simultaneously to make D mistakenly classify
generated images as real.
Since its debut in 2014, there has been remarkable advances
in GAN research. Important methods were proposed to address
training stability and quality of results [20], [25]–[31] and
several tasks were improved by adversarial training, such
as image-to-image translation [2]–[5], image inpainting [6],
image editing [7], and image super resolution [8].
B. GANs for Text-to-image Synthesis
Conditioning image generation of GANs on text descrip-
tions was first proposed by Reed et al. [12] where the task was
defined as two subtasks: encoding text descriptions to a vector
representation and using this representation as a condition to
train a Conditional GAN [9]. In [32], Reed et al.extends text-
to-image to support location in which elements should be
drawn.
Zhang et al. [13] proposed StackGAN, which introduced
important concepts that are still used by recent works. Stack-
GAN used stacked GANs to train text-to-image models in
a two stage fashion: the first stage generates low resolution
64 × 64 pixel images then a second stage refines to a higher
resolution of 256×256 pixels. StackGAN also introduced the
Conditioning Augmentation (CA) module. CA maps text em-
beddings to a smooth known distribution that makes it easier
to learn the text-to-image generator. Stackgan++ [14] extends
StackGAN by adding multiples generators and discriminators,
a pair is used at each of the following stages: 64×64, 128×128
and 256×256 pixels. HDGAN [15] follows similar multi-stage
strategy but applies a patchwise adversarial loss.
Since previous works had only used the global sentence em-
bedding as condition to train text-to-image models, AttnGAN
[16] introduced Attention [33] modules to add word-level cues
so that generated images are closely related to the description.
MirrorGAN [17] learns text-to-image models by redescription,
i.e. regenerating a text description for a generated image. DM-
GAN [19] uses a dynamic memory module to select important
aspects of first-stage images and refine to higher resolutions
that are closely related to text descriptions. Finally, SD-GAN
[18] proposes a siamese multi-stage networks structure that is
intended to make generated images consistent across a variety
of descriptions.
Our proposed method departs from most of the previously
established strategies. We dramatically simplify the text-to-
image framework. First, we shift the architectural paradigm
from a multi-stage architecture to a single stage modern deep
residual network, which makes training simpler and faster.
Second, we introduce a sentence interpolation strategy that al-
lows the generator to learn a smooth conditional space, which
not only improve results but also allow us to perform image
editing by performing arithmetic operations in conditional
space. Finally, we demonstrate that our method outperforms
previous works that are also conditioned only on the sentence
vector.
III. METHOD
In this section we present in details our proposed approach.
Text-to-image synthesis methods have followed a similar de-
sign pattern regarding neural architectures: they make use
of multi-stage training using several networks. This choice,
however, increases training complexity and computational
costs required to train such models. Our approach departs
from this design altogether. We present evidence that the use
of an adequate neural architecture plus a simple sentence
interpolation strategy can produce state-of-the-art results. In
addition, our method peforms a single-stage training with a
single generator and a single discriminator. Next, we detail
every component of our proposed method: the text encoder,
the sentence interpolation strategy and the neural architecture.
A. Text Encoder
We encode text descriptions into a vector representations
by using a pre-trained Deep Attentional Multimodal Similar-
ity Model (DAMSM) [16]. The DAMSM module, similarly
to [34]–[38], learns image and text encoding functions, namely
ϕ(I) and φ(S), that map images I and textual descriptions
S into the same semantic multimodal space. Such a space
is trained so that correlated image-caption pairs lie close to
each other, while non-correlated pairs must present larger
distance than the correlated ones. By optimizing that space,
the learned text representation is forced to closely resemble
the content from images, and therefore can be as a condition
vector s ∈ R256 in our architecture.
Original image captions S are tokenized, and each token is
represented by a specific vector R300. Those vectors feed a
Bidirectional GRU network, which provides per-token hidden
representations, as well as a final global vector. Hidden repre-
sentations are used for learning fine-grained correlations with
the spatial information of the images, while the global vector
contains holistic high-level information of the caption. In this
study, we use the global vector alone as textual condition
vector s, hence φ(S) = s.
B. Sentence Interpolation
In this section we detail a novel strategy for improving the
smoothness of the conditional space, which we hereby call
Sentence Interpolation (SI). This technique consists in using
all the available captions for computing the general sentence
embedding regarding an image during training. By doing so,
we make the textual representation vector to be continuous in
the projected space, rather than being discrete points in the
manifold, as a traditional approach would generate.
Formally, let Ii be the ith image from the training dataset,
and Sij = {s1, s2, ..., sn} be the set of n correlated sentence
embeddings that describe that particular image. We sample an
n-sized vector of weights m ∼ U(0, 1), and further normalize
it with a softmax function. Those normalized values are used to
weight each one of the sentence vectors, so their sum consists
in an interpolated representation of the original sentences.
Therefore, the vector s˙ that represents the interpolated textual
embedding of a given image is calculated as follows:
s˙ =
n∑
j=1
[
Sj ×
(
em∑n
k=1 e
mk
)
j
]
(1)
Such an approach makes a limited set of sentences to be
represented by countless continuous points during the training
process. The main implications of this technique are two-
fold: (i) it makes the sentence embedding space to be more
smooth; (ii) and also works as a data augmentation strategy,
given that the same textual descriptions can assume different
forms depending on the sampling of m. In comparison to
the Conditioning Augmentation (CA) module introduced by
StackGAN [13], the sentence interpolation has the advantage
of being deterministic. This is due to the fact that it is not
used during the test phase. CA, on the other hand, introduces
randomness when encoding sentence vectors during training
and testing.
C. Architecture
We follow the steps of Brock et al. [20], which introduced
the state-of-the-art architecture for GANs, namely BigGAN-
Deep. This architecture is based on residual blocks with bottle-
neck structure of He et al. [39], which makes deeper networks
more computationally efficient and easier to train. Also, like
SAGAN [30], BigGAN-Deep applies Spectral Normalization
[29] and Non-local Blocks [40] in both generator and discrim-
inator. Finally, BigGAN-Deep introduces conditioning infor-
mation in the generator using Conditional Batch Normalization
[41] and in the discriminator using the projection approach of
Miyato et al. [42].
BigGAN-Deep presented a new state-of-the-art result in the
ImageNet [43] dataset in the supervised setting. Therefore, it
was designed to be conditioned on class labels. Since in this
architecture class labels are represented by dense embeddings,
we extended it to handle the sentence vector. Specifically, we
replaced the trainable class embeddings by the fixed sentence
vectors s. In the discriminator, sentence vectors are linearly
projected to be used in the projection conditioning. In the
generator, sentence vectors are concatenated with the noise
vector z and then linearly projected to form BatchNorm gains
and biases, gains are one-centered while biases are zero-
centered. By using the fixed sentence vectors, the generator
and discriminator are forced to adapt to the conditional space
learned by the DAMSM encoder, which yields interesting
properties, such as the generator’s ability to handle arithmetic
operations in conditional space, which is presented in Section
VI.
The BigGAN-Deep architecture was originally designed to
be used in large scale training. Large scale training is done
by using a big batch size (e.g. 2048) and training the models
across several devices. In order to apply this architecture in
a small scale, we need to make additional adaptations. First,
we switch relu activation to leaky relu. This helps avoiding
sparse gradients, which is helpful due to the second adaptation.
Second, we reduce the number of parameters of both networks.
We reduce the number of parameters in the generator and
discriminator by reducing the channel multiplier ch to 96
instead of 128 in default BigGAN-Deep architecture. This
reduction represents 43% less parameters in the discriminator
and 36% less parameters in the generator. Finally, training is
performed directly at the target resolution of 256×256 pixels.
As far as we know, no previous text-to-image method was able
to train directly at this resolution without relying on multiples
generators and discriminators.
D. Objective Function
We adopt the so-called hinge adversarial loss. The hinge loss
works similar to WGAN loss [25] but is more stable thanks
to the margins introduced in the discriminator loss function.
For the discriminator, the hinge loss is given by:
VD(Gˆ,D) = E
x,s∼qdata
[min (0,−1 +D(x, s))] + (2)
E
z∼pz,s∼qdata
[
min
(
0,−1−D
(
Gˆ(z, s), s
))]
,
where x and s are real images and their corresponding
sentence vectors, respectively. Gˆ(z, s) is a fake image from
the generator for a given random vector z and a sentence
vector s, respectively. Note that the hat in G means that, in
this case, the generator’s weights are not being updated.
Similarly, the loss function for the generator is given by:
VG(G, Dˆ) = − E
z∼pz,s∼qdata
[
Dˆ (G(z, s), s)
]
, (3)
in this case, the hat in D means the discriminator’s weights
are not being updated.
IV. EXPERIMENTS
In this section we present our experimental setup. We con-
duct extensive experiments in the most used datasets for text-
to-image generation. We also present an extensive quantitative
and qualitative analysis of our findings.
A. Datasets
We have used two widely used datasets for training and
evaluating our models, as follows.
Caltech-UCSD Birds (CUB) [21]: The CUB dataset is
composed of 11,788 images of birds distributed among 200
class categories. The dataset is split in 8,855 images of 150
categories for training and 2,933 images of 50 categories for
testing. Each image contains 10 text descriptions.
Oxford-102 [22]: The Oxford-102 dataset is composed of
8189 images of flowers of 102 categories. The dataset is split
in 7034 images for training and 1154 images for testing. Each
image contains 10 text descriptions.
φ(“This is a
red bird”) − φ(“It is red”) + φ(“It is blue”)
φ(“Blue bird has
long beak”)
− φ(“Long beak”) + φ(“Small beak”)
φ(“White bird
long beak”)
− φ(“Red crown”) + φ(“Black crown”)
Fig. 2. Image generation based on condition space arithmetic of embedded
textual descriptions.
B. Evaluation
In order to evaluate our method, we employ the two most
widely used metrics to evaluate generative models: the Incep-
tion Score (IS) and the Fre´chet Inception Distance (FID). The
IS uses a pretrained Inception Network [44] to compute class
probabilities over generated samples. IS is both a measure
of objectness and variety, therefore, the higher the score the
better. In order to compute IS, and also be able to compare
results, we use the same Inception Networks used to evaluate
previous work. The networks are provided by StackGAN [13]
and are finetuned for the CUB and Oxford-102 datasets.
A downside of the IS is that it does not consider the statistics
present in the real data. A generative model that generates a
few high quality examples for each class would have a very
high IS score, despite its variety being low. To circumvent
this issue, Heusel et al. [24] introduced the Fre´chet Inception
Distance (FID). FID considers the statistics present in the
training data, so it possibile to evaluate if the generative model
learned a distribution that have similar statistics. Specifically,
FID uses an Inception Network to compute activation features
of both training set images and generated images. The Fre´chet
Distance is then computed over the features of real and fake
images. FID gives a measure of how close the statistics of
generated images are from those in the training set, hence, the
lower the score the better.
C. Implementation Details
We use Adam optimizer [46] with a learning rate of 4×10−4
for D and 10−4 for G. We set β1 = 0 and β2 = 0.999 for
both G and D. We train one D step per G step. We use
synchronized implementation of BatchNorm, where statistics
TABLE I
QUANTITATIVE COMPARISON OF TEXT-TO-IMAGE METHODS.
Method # Networks Multi-Stage IS↑ FID↓Discriminators Generators CUB Oxford-102 CUB Oxford-102
GAN-INT-CLS [12] 1 1 No 2.88 ± 0.04 2.66 ± 0.03 - -
GAWWN [32] 1 1 No 3.60 ± 0.07 - - -
StackGAN [13] 2 2 Yes 3.70 ± 0.04 3.20 ± 0.01 55.28 51.89
StackGAN++ [14] 3 3 Yes 4.04 ± 0.05 3.26 ± 0.01 15.30 48.68
TAC-GAN [45] 1 1 No - 3.45 ± 0.05 - -
HDGAN [15] 3 3 Yes 4.15 ± 0.05 3.45 ± 0.07 - -
Ours 1 1 No 4.23 ± 0.05 3.71± 0.06 11.17 16.47
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Fig. 3. Inception Score during training epochs for our model with and without
Sentence Interpolation in the CUB dataset.
are aggregated across all devices. We keep an exponential
moving average of the generator weights with a decay of 0.999
for sampling. Since BatchNorm statistics are not computed for
averaged weights of the generator, we employ the “standing
statistics” strategy of Brock et al. [20]. In other words, we first
run 100 forward passes through G to update its BatchNorm
statistics, making the generator invariant to batch sizes. Finally,
we perform training using 3 GPUs with a batch size of 8 per
GPU, making up for a batch of size 24. Most models take up
to 3 days to train.
V. COMPARISON TO STATE-OF-THE-ART METHODS
In order to provide reassurance on the generative perfor-
mance of our models, we compare their quantitative and qual-
itative results against current state-of-the-art methods [12]–
[15], [45]. Note that some of them have not reported FID
results. Hence, we compare to the results publicly available.
A. Quantitative Analysis
Table I depicts quantitative results, alongside to the number
of discriminator and generator networks used in each work.
It arguably shows that our approach is the preferred method,
once it achieves top performance in all metrics while employ-
ing just a single discriminator and a single generator in the
entire architecture. Notably, it outperforms all the baseline
approaches by a margin across all datasets and metrics.
The largest improvement provided by our approach is on
Oxford-102 dataset. It provides a relative improvement of
≈ 7% IS and ≈ 300% FID when compared to the strongest
baseline with public results available. Clearly our approach
also leads to a significantly better results on CUB dataset,
allowing for a ≈ 24% FID reduction.
B. Qualitative Analysis
Fig. 4 depicts qualitative results of models trained on CUB
dataset. In that Fig., we compare our model to the baseline
ones. One can observe that our model brings improvement on
several aspects regarding the generated images. For instance,
our images look more photorealistic, present better semantic
correspondence of the generated images to the provided de-
scription, and also generate more fine-grained details in both
foreground and background elements.
Results shown in Fig. 5 were generated using a model
trained on Oxford-102 dataset. Once again, our model gen-
erates images with much richer detail level and photorealis-
tic aesthetic. Such experiment supports our claims that our
proposed single-stage architecture can be used for generating
concepts across distinct datasets. It is worth noticing that de-
spite Oxford-102 being a somewhat small dataset, our models
were able to learn a proper distribution without suffering from
mode collapse or additional training instabilities.
VI. CONDITION SPACE ARITHMETIC
In this section we explore the inherent capability of our
approach to handle condition space arithmetic. This is a very
interesting property and finds applications in many real world
tasks, such as image manipulation via natural descriptions.
This capability emerges from the fact that the employed
sentence embedding vector s concatenated to the z vector lie in
a smooth embedding space that present structural regularity. In
that particular kind of space we can find semantic regularities
regarding concepts learned by the model, i.e., they respect a
semantic organization of concepts. We observed that the use
of our novel sentence interpolation strategy during training
is quite helpful to improve the learned condition space. It
increases the model capacity of learning a smooth condition
space, in which embedding regularities are more easily found.
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Fig. 4. Qualitative results in the CUB Dataset.
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Fig. 5. Qualitative results in the Oxford-102 Dataset.
Fig. 2 showcases examples regarding regularities found in
our trained models. For generating those images we hold
z fixed, and embed captions into the multimodal space,
which are used in simple vector operations, as follows.
The uppermost example depicts an image generated by
G(z, φ(“This is a red bird”)). We then subtract φ(“It is red”)
from φ(“This is a red bird”), and generate a novel image
(in the center). One can see that such operation completely
removed the red color from the generated bird. Finally, we
add φ(“It is blue”) to the resulting embedding, and use it to
generate the rightmost image. That image shows the same bird,
though with its color changed from red to blue, using only
simple vector-level operations.
Note that our models are able to edit images while pre-
serving the main image structural content without even being
explicitly trained to learn disentangled representations. Fig. 2
(a) Sentence embeddings sampled
without Sentence Interpolation.
(b) Sentence embeddings sampled with
Sentence Interpolation.
Fig. 6. Manifold visualization of the sampled sentence embeddings during
training. We visualize sentence embeddings by applying t-SNE [47] to project
sentence embeddings from the original R256 space to a R2 space. We show 10
sentence embeddings of a randomly chosen image during the entire training
(i.e., resulting in 600 embeddings). In (a) is shown the regular sampling
of a random sentence. In (b) is shown the sampling using the Sentence
Interpolation.
also demonstrates that one can edit several aspects of the
generated images, such as shape of the beak, and presence
of colored crown.
VII. IMPACT OF SENTENCE INTERPOLATION
One of the contributions of this paper regards the introduc-
tion of a novel Sentence Interpolation procedure. In order to
understand its effects, we have trained two models: (i) a default
complete model that performs Sentence Interpolation; and (ii)
a model with the same overall architecture, though without
applying any interpolation between sentences. Fig. 3 shows
per-epoch Inception Score values computed during the entirety
of the training process. It arguably proves the importance of
the proposed technique. During the early stages of training,
results are indeed quite similar, the difference being more
relevant after the 100th epoch. Notably, after the 400th epoch,
IS results with Sentence Interpolation were consistently higher
than 4.00, while the model without it surpassed that mark only
twice throughout the training.
Effects of the SI approach also can be seen in Fig. 6. In
this analysis, we plot ten sentence embeddings of a randomly
chosen image during the entire training (i.e., resulting in
600 embeddings). We plot the very same embeddings for
the model trained with and without SI. We apply the t-
SNE [47] technique on those embeddings so as to project
R256 vectors onto a R2 space. Such a plot clearly shows that
the proposed interpolation provides a much larger exploration
Fig. 7. Image generation with sentence embeddings linearly interpolated
across all directions. There are four original embeddings, each one used to
generate an image (those from the four corners), while all the remaining
ones were generated using interpolated description embeddings. The upper-
left position depicts an image generated with the description “It is a blue bird”,
the bottom-left image was generated with “It is a white bird”, the upper-right
image with “It is a red bird”, and the bottom-right image with “It is a yellow
bird”.
of the sentence embedding manifold, allowing for sampling
continuous points from that space. That sampling region is
obviously constrained by the ten points regarding the image
descriptions chosen. We intend to further extend this technique
for future work, so as to allow sampling points from outside
of those boundaries, without loosing semantic context. When
training without it, one can only sample fixed discrete points,
which poses a considerable constraint on the information
carried on the condition vector. This analysis corroborates
with our hypothesis that SI works also as a data-augmentation
scheme, providing better generation results for points present
in a larger region of the manifold.
VIII. CONCLUSION AND FUTURE WORK
In this work, we propose a novel approach that shifts the ar-
chitectural paradigm currently used in text-to-image methods.
We show that an effective neural architecture can achieve state-
of-the-art performance using a single stage training directly at
the target resolution. By doing so, we not only introduce a
simpler method for text-to-image synthesis but also point a
new direction in text-to-image research.
In a future work we intend to explore different ways of
introducing the sentence vector as condition in the discrimi-
nator. Since the projection conditioning introduced by Miyato
et al. [42] was designed to work in conjunction with trainable
class embeddings, we believe that there is space to be explored
when the condition is a fixed sentence vector. Additionally, we
would like to investigate the impact of adding components of
recent works, such as Attention Modules [16] and Memory
networks [19].
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