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Abstract-Based on a class of generalized iterative algorithms, approximation-solvability of a class 
of nonlinear implicit variational inequalities involving partially relaxed pseudomonotone mappings-a 
mild generalization of the general notion of partial relaxed monotonicity-is discussed. The partial 
relaxed monotonicity itself is a widely studied and computation-oriented class and is more general 
than the notions of cocoercivity and strong monotonicity. @ 2003 Elsevier Ltd. All rights reserved 
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1. INTRODUCTION 
Motivated by the contributions [l-9], the author [lo-171 introduced and studied the general 
class of partially relaxed monotone mappings-a computation-oriented class-in the context of 
the approximation-solvability of nonlinear variational inequalities as well as complementarity 
problems based on a suitable generalized class of iterative algorithms characterized as nonlinear 
variational inequalities in a Hilbert or a Banach space setting. It has been established in recent 
years that the general class of partially relaxed monotone mappings is more general than the 
existing notions of cocoercivity (also known as the Dunn property) and strong monotonicity. 
The results thus obtained complement the earlier investigations of Cohen [1,2] and Marcotte and 
Wu [9] in the context of the solvability of nonlinear variational inequalities. For more details on 
the approximation solvability of nonlinear variational inequalities and related iterative algorithms, 
we recommend [l-18]. 
As far as numerical computations are concerned, it has been an open question as how to come 
up with some sort of adaptive linesearch rule which would work under the general partial relaxed 
monotonicity condition. The main obstacle is the way this condition comes up in the analysis 
that is, it always involves, unlike in the cases of strong monotonicity and Lipschitz continuity 
conditions applied to projection methods, an unknown solution point. 
We intend in this paper to present the approximation-solvability, based on a general class 
of iterative algorithms, of a class of nonlinear implicit variational inequalities involving partially 
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relaxed pseudomonotone mappings-a mild generalization of the general class of partially relaxed 
monotone mappings in different space settings. An application to Rn space setting is also given. 
Let H be a real Hilbert space with the inner product (., .) and norm ]] . I]. Let T : K x K -+ H 
be any mapping and K a closed convex subset of H. We consider a class of nonlinear implicit 
variational inequality (abbreviated as NIVI) problems: determine an element z* E K such that 
(T(z*, z*), CC - z*) > 0, for all z E K, (1.1) 
which is equivalent to a projection formula 
x* = PK[x* - pTb*,x*)l, 
where PK is the projection of H onto K, and p > 0 is a constant. 
Now, we need to recall the following auxiliary results, which are crucial to the development of 
the work on hand. 
LEMMA 1.1. An element u E K is a solution of the NIV1 problem (1.1) if and only if 
u = PK [u - pT(u, u)], for p > 0, 
where T : K x K -+ H is a mapping and PK is the projection of H onto K. 
LEMMA 1.2. An element u E K is a solution of the NIV1 problem (1.1) if 
for all x E K. 
A mapping T : H -+ H is said to be a-cocoerciwe [15] if for all x,y E H, we have 
11x - ~11~ 2 a211W) - T(Y)II~ + IbPYx> - T(Y)) - (x - Y)II~> 
where Q > 0 is a constant. 
Alternatively, a mapping T : H --+ H is called the a-cocoercive [3,9] if there exists a constant 
(Y > 0 such that 
(T(x) - T(Y),x - Y) 2 4lTb) - T(Y)II~, for all x,y E H. 
T is called r-strongly monotone if for each x, y E H, we have 
(T(x) - T(Y), x - Y) 2 dlx - yl12, for a constant r > 0. 
This implies that 
llUx> - T(Y)II 2 41~ - YII, 
that is, T is r-expanding, and when r = 1, it is expanding. The mapping T is called &Lipschitz 
continuous (or ,&Lipschitzian) if there exists a constant ,B 2 0 such that 
P’(x) - T(y)11 L P/lx - ~11, for all x, y E H. 
We note that if T is a-cocoercive and expanding, then T is o-strongly monotone. On the other 
hand, if T is o-strongly monotone and ,B-Lipschitz continuous, then T is (cr/p2)-cocoercive for 
,B > 0. Clearly, every cr-cocoercive mapping T is (l/a)-Lipschitz continuous. 
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LEMMA 1.3. For any two elements u, v E H, we have 
Next, we recall the notion of the partially relared monotone mappings [15], which seems to 
be computation-oriented in the sense that these are tailored to the approximation-solvability of 
nonlinear variational inequalities and related fields. 
A mapping T : H -+ H is called y-r-partially relaxed monotone if there exist constants y. T > 0 
such that 
(T(x) - T(Y), 2 - Y) L -rllz - 412 + 4111: - ~11~7 for all z, y, 5 E H. 
The mapping T is referred to y-partially relaxed monotone if there exists a constant y > 0 such 
that 
P’(x) - T(Y)> 2 - Y) 2 (-Y)II~ - 412> for all X, y, .z E H. 
For the general class of relaxed monotone mappings introduced by Verma [15-171, we have the 
following implications: 
the y-r-partial relaxed monotonicity 
L 
the y-partial relaxed monotonicity. 
EXAMPLE 1.1. Let T : Rn x Rn be a mapping defined by 
T(x) = aI + v, 
where cr > 0, x, v E Rn with v fixed, and I is the n x n matrix. Then, T is an o-partially relaxed 
monotone mapping. 
Next, we introduce the notions of partial pseudomonotonicity and partial relaxed pseudomono- 
tonicity. 
A mapping T : H --+ H is said to be partially pseudomonotone if for all x, y, z E H, we have 
(T(Y), 2 - Y) 2 0 implies (T(x), z - Y) 2 0. 
A mapping T : H --f H is said to be partially relaxed pseudomonotone if for all x, y, z E H: WP 
have 
(T(Y),~ - Y) 2 0 implies (T(x), .z - Y) 2 (-~)lb - 412, 
where y > 0 is a constant. 
Clearly, we have the following implication: 
the partial pseudomonotonicity 
the partial relaxed pseudomonotonicity. 
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2. ALGORITHMS AND SOLVABILITY OF (1.1) 
We now turn our attention to the approximation-solvability of the NIVI problem (1.1). We 
need to r&all an iterative algorithm [9,15], which is represented by a class of implicit variational 
inequalities, while it does preserve an equivalence to a class of projection formulae. 
ALGORITHM 2.1. For an arbitrarily chosen initial point z” E K, we consider an iterative algo- 
rithm generated as follows (for lc 2 0): 
(pT (xk, x”) + xk+l - xk, x - xk+l) 2 0, for all x E K and for p > 0. 
Algorithm 2.1 is equivalent to the projection formula 
xk+’ = PK [i” - pT (xk,xk)] , 
where PK is the projection of H onto K. 
Before we present our main result on the approximation-solvability of the NIVI problem (l.l), 
we need to recall the following auxiliary result. 
LEMMA 2.1. For IJ, w E H, we have 
bJ94 = ; [lb + 412 - 11412 - 11412] . 
Now, we present, based on Algorithm 2.1, the approximation-solvability of the NIV1 prob- 
lem (1.1) involving r-partially relaxed pseudomonotone mappings in a Hilbert space setting. 
THEOREM 2.1. Let H be a real finite-dimensional Hilbert space and K a nonempty closed 
convex subset of H. Let T : K x K --+ H be y-partially relaxed pseudomonotone and s-Lipschitz 
continuous in the second variable. Suppose that x* E K is a solution of the NIV1 problem (1.1) 
and the sequence {xk} is generated by Algorithm 2.1. Then, we have the following. 
(a) The estimate 
IIXk+l - x*l12 < llxk - x*l12 - [l - 2py] llxk - xk+ll12. 
(b) The sequence {xk} converges to x* for 0 < p < l/27. 
PROOF. First, we compute the estimates and then show the convergence of the sequence {xk} 
to x*, a solution of the NM problem (1.1). Since xk satisfies Algorithm 2.1, we have 
(pT (xk,xk) + xk+’ - xk, x - x”“) 2 0, for all x E K. (2.1) 
On the top of that, x* is a solution of the NIVI problem (l.l), that is, we can have, for a constant 
p > 0, that 
(pT(x*, x*), x - x*) 2 0, for all x E K. (2.2) 
Replacing x by x* in (2.1) and x by xk+’ in (2.2), we obtain, respectively, 
(pT (xk,xk) + z k+l - &x* - .k+l) 10, (2.3) 
(pT (x*,x*) , xk+’ - z*) 10, for all x E K. (2.4) 
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Since T is y-partially relaxed pseudomonotone in the second variable, it implies that 
(-YP) //xk+l - xkj12 5 (pT (&z’) , cck+’ - x*) (2.5r 
Combining (2.3) and (2.5), we get 
(-yp) lIxk+l - xy2 5 (xk+l- xk,x* - xk+l). (2.61 
Applying Lemma 2.1 to (2.6), we have 
(-YP) )lxk+l - xq2 5 ; [[Ix” - x*j/2 - lIxk+l - xkl12 - ljxk+l - x*11”] (2.71 
It follows that 
lIXk+l - x*/l2 5 ((xk - x*l12 - (1 - 2py) llxk+l - Zk/12, for 1 - 2py > 0. (2.8) 
It follows from (2.8) that whenever 
;$& llxk -x*(12 =o, 
we find 
pir IIxk+l - xkj12 = 0, 
as well. On the other hand, if 
pir IIxk+l - xkl12 = O! 
then {xk} turns out to be a bounded sequence, and as a result, it has a cluster point, say 2’. 
Since T is s-Lipschitz continuous and the projection is continuous, that is, 
Xk+’ = PK [X” - pT (X’, X”)] 
is continuous, it ensures that x’ is a fixed point of the projection, and hence, x’ is a solution of 
the NIV1 (1.1). This completes the proof. I 
3. AN APPLICATION 
In this section, we consider the convergence of a symmetric projection method-similar to that 
of[9]. LetF:XxX + Rn be a mapping from X x X into Rn, where X is a closed convex 
subset of R”. 
We consider an implicit variational inequality problem: find an element u E X such that 
[F(u, g]“(x - u) 2 0, for all x E X, (3.1:: 
where [F(u, u)]” denotes the transpose of the vector F(u, u). Based on Algorithm 2.1, rn~ have 
the following. 
ALGORITHM 3.1. For an arbitrarily chosen initial point x0 E X, a sequence (x”} is generated 
by an iterative scheme 
[pF (x”, x”) + D, (xk+l - x”)]” (x - xk+l) >_ 0, for all z E X, (3.2) 
where D, is a fixed positive-definite matrix. 
In what follows, D, shall denote a symmetric matrix in (3.2) for the convergence of the pro- 
jection method. The symbol Xmin(S) shall denote the minimum eigenvalue of a symmetric 
matrix S. 
Since D, is symmetric, it implies that (3.2) is equivalent to 
xk+’ = PO, [x” - D;l (pF (xk,zk))] , (3.3) 
where PO, is the projection on the set X with respect to the norm (1 (ID, induced by the 
positive-definite symmetric matrix D,. 
Before we present our main result on the approximation-solvability of the NIV1 problem (3.1). 
we need to recall the following auxiliary result. 
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LEMMA 3.1. For any two vectors u and u and for any positive-definite symmetric matrix D, we 
have 
utDv = f [lb + 4: - ll4l”o - ll4l”o] .
THEOREM 3.1. Let F be y-partially relaxed pseudomonotone and s-Lips&its continuous in the 
second variable, and let Dp = D, where D is a symmetric positive-definite matrix. Suppose that 
sequence {xk} is generated by Algorithm 3.1 for a constant p > 0, and that x* is a solution of 
’ the implicit variational inequality (3.1). Then, we have the following. 
(9 
11x k+l -x*112, < ((xk -x*/i; - [1- x;;D)] l(xk+l - x”II;. 
(ii) The sequence {x”} generated by Algorithm 3.1 converges to x*, a solution of the implicit 
variational inequality (3.1) for 0 < ,o < X min(D)/2y. 
PROOF. Since xk+r satisfies (3.2), we have (for x = x*) 
[pF (xk,xk) + D, (xk+’ - x”)]” (x* - x’+l) > 0. (3.4) 
Since x* is a solution to (3.1), we have (for x = xk+r) 
[F(x*, x*)]~ (xk+’ - x*) > 0. (3.5) 
The y-partial relaxed pseudomonotonicity of F in the second variable, with xk+’ as one of the 
second variables, ensures in light of (3.5) that 
l-w) IJxk+l - ~“11; 5 p [F (xk,xk)lt (xk+’ - x*) , (3.6) 
where (1 . 112 denotes the Euclidean norm on Rn. 
Combining (3.4) and (3.6), we obtain 
(-7~) IIx~+~ - ~“11; 5 (xk+’ - x”)” D (x* - xk+‘) . (3.7) 
It follows from an application of Lemma 3.1 to (3.7) that 
C-w) llxk+l - xy; 5 ; [[lx’ - x”ll:, - llxk+l - x”ll:, - llxk+l - x*11”,] , (3.8) 
or 
llxk+l - x*11; 5 llxk - x*/1; - IIxk+l - x”ll”D + 2yp IIxk+l - x”ll; 
5 llxk -x*11; - Ilxk+l - x”ll”D + Ani;,, II . xk+l - x”ll:, 
I llxk - x$) - 
[ 
1 - x;i;D)] IIxk+l - x”lj”D. 
The rest of the proof is similar to that of Theorem 2.1. 
(3.9) 
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