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Abstract 
Suppose that (X(n)) is a finite adapted sequence of d-dimensional random variables defined 
on some filtered probability space (L&p;, (Fn), P). We obtain conditions which are necessary 
and sufficient for the existence of a probability measure Q equivalent to P (which we call an 
equivalent r-measure) such that each of the d component sequences of (X(n)) has a prescribed 
martingale property w.r.t. Q (i.e., it is either a Q-martingale, a Q-sub- or a Q-supermartingale). 
This extends a version of the Fundamental Theorem of Asset Pricing due to Dalang et al. (1990). 
Key words: Equivalent martingale measure; No-arbitrage, Security market 
1. Introduction 
In the sequel X(n) = (X,(n), . . . ,X,(n)), n=O,l,...,T (T>l) will denote Rd- 
valued random variables defined on a common probability space (52, Y, P). Let 
5, C B1 C ... c PT c P be any filtration such that the process (X(n)) is adapted to 
(S,,), i.e. X(n) is P-“-measurable for all n. Let Q be any probability measure on 
S which is equivalent to P (Q - P), i.e. Q and P have the same null sets. One says that 
Q is an equivalent martingale measure for (X(n)) if (X(n)) is a Q-martingale w.r.t. (.9”), 
i.e. EQ[ I( X(n) 111 < a, n = 0, , T (// 11 denoting the Euclidean norm) and 
E,[X(n) - X(n - 1) 1 B,_ 1] = 0 a.s., n = 1, . . . , T. It is easy to verify that in this case 
(X(n)) satisfies the following “no-arbitrage” condition: For n = 1, . . . , T and each 
bounded Rd-valued random variable h which is Yn_ ,-measurable, 
(h, X(n) - X(n - 1)) > 0 a.s. implies (h, X(n) - X(n - 1)) = 0 as. (here, (x, y) denotes 
the scalar product of x, YE Rd). 
The no-arbitrage condition has the following economic interpretation: Let Xi(n) 
denote the price of a certain security i at time n and let h represent the investor’s 
portfolio during the period ]n - 1, n], where hi is the quantity of security i (here, 
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hi may assume negative as well as positive values). The gn_ r-measurability of h means 
that the selection of the portfolio only uses the information available to the investor at 
time n - 1. The no-arbitrage condition then says that the total net gain 
(h, X(n) - X(n - 1)) at time II is either almost surely equal to zero or negative with 
probability 0 < p < 1. 
It is remarkable that the no-arbitrage condition is also sufficient for the existence of 
an equivalent martingale measure. More precisely we have the following beautiful 
version of the Fundamental Theorem of Asset Pricing. 
Theorem 1.1 (Dalang et al. 1990). There exists an equivalent martingale measure Q 
fir the process (X(n)) @(X(n)) satisfies th e no-arbitrage condition. In this case Q may 
be chosen such that the Radon-Nikodym derivative dQ/dP is Fr-measurable and 
bounded. 
Note that in Theorem 1.1 (X(n)) is not assumed to be integrable, and there are no 
additional assumptions on the filtration (pn). (In Theorem 2.6 of Dalang et al. (1990) 
the probability space (a, 9, P) and the a-algebras gn are assumed to be complete. 
It is, however, easy to see that these additional hypotheses are unnecessary.) 
Special cases of Theorem 1.1 were derived, e.g., by Harrison and Pliska (1981), 
Taqqu and Willinger (1987) and Back and Pliska (1991). The original proof of 
Theorem 1.1 given in Dalang et al. (1990) is based on measurable selection and 
measure-decomposition theorems. Alternative proofs are due to Schachermayer 
(1992) (using certain Hilbert space techniques), Kabanov and Kramkov (1994) and 
Rogers (1994). 
Note that Theorem 1.1 holds if we allow for positive and negative amounts of any 
security in the portfolio. One might ask whether Theorem 1.1 remains true for 
markets in which trading of some securities is restricted to either positive or negative 
amounts. To be more specific, let us consider a market not allowing short sales of the 
d securities involved (i.e., trading of these securities is restricted to positive amounts). 
It follows from our main result (see Theorem 2.4) that in this case the absence of 
arbitrage opportunities is equivalent to the existence of an equivalent supermartingale 
measure Q for X = (X(n)), i.e. we have Q m P and, for any 1 d i d d, the sequence 
(Xi(n)) is a Q-supermartingale w.r.t. (Fn). 
It turns out that there is an interesting connection between the set J&Z of all 
equivalent supermartingale measures for X and the existence of some self-financing 
hedging strategy for a given contingent claim f (i.e., f is a nonnegative real-valued 
random variable which is .FT-measurable). One could think for instance of an investor 
who sells at time zero a certain option which obliges him to pay at time T the cash 
amount f to the oplion buyer. In order to hedge himself against this situation, the 
investor might apply a self-financing hedging strategy H = (H(n)), 0 < n < T, for J 
Here H(n) is a d-dimensional random vector which represents the investor’s portfolio 
during the period ]n - 1, n] where Hi(n) is the amount of security i in the portfolio. 
Let us assume for the moment that .FO = (0, C?>. Then H is called a selfjnancing 
hedging strategy for the contingent claim f with (constant) initial value x > 0, 
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provided H is predictable w.r.t. (P,,) and has the following properties: 
H(n) > 0 (componentwise), 0 d Iz < T, 
W(O), X(0)) = x9 
(H(n), X(n)) >, 0 a.s., 1 < n < T - 1, 
(HI) 
(H2) 
(H3) 
(H(T), X(T)) 3 f as. (H4) 
and 
(H(n + 1) - H(n), X(n)) = 0 a.s., 0 < n < T - 1. (H5) 
(The predictability of H means that, for any 1 < n < T, H(n) is Fn_ i-measurable, and 
H(0) is gO-measurable (hence constant).) Note that (Hl) means that the investor 
avoids short sales. On the other hand, (H5) expresses the self-financing property of 
H since the scalar product in (H5) equals the change of the value of the portfolio 
immediately after time n due to the investor’s rearrangement of his portfolio. (H2) 
expresses the fact that the initial value of the portfolio equals x. According to (H4) the 
value of the portfolio at time T is at least equal to f, and (H3) guarantees that the 
investor is never put into a position of debt. The set of all hedging strategies satisfying 
(Hl)-(H5) will be denoted by x(.x, f). For any HE.?=?(x, ,f) let Vf = (H(n), X(n)), 
0 < n d T, denote the value of the resulting portfolio at time n. By (H5) and (H2). 
V” = (Vf) is a discrete stochastic integral of the form 
= ?c + i (H(m), X(m) - X(yn - l)), 0 6 n 6 T (1.1) 
WI=1 
(note that (H(m), X(m) - X(m - 1)) equals the change of the value of the portfolio due 
to the change of the prices of securities at time m). Let us put x(f) = U,, o x(x, f) 
(note that .P?(x, f) # 8 implies 3y(y, f) # 8 for any y > x). 
Lemma 1.2. For any Q E .& and NE R(f), VH is a Q-supermartingale. 
In order to see this, it suffices to note that, by (HI)-(H3), the Q-integrability of 
(H(n), X(n) - X(n - 1)) follows from the fact that if 
(H(n), X(n) - X(n - 1)) 2 [, Q - a.s. 
for some Q-integrable random variable <, then 
EQ[i(Hb)> X(n) - X(n - 1))1] d 2EQ[5-1, 
where a- = max { - a, O), a E R. In order to obtain the last inequality, note that the 
first inequality implies that 
-&C(N(n), X(n) - X(n - 1)))1 < -&CC-I. 
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Hence it suffices to prove that 
-&lI(Wfl), X(n) - X(n - l))+l d &jC5-1 
(putting a, = max{a, O>, UER). Since (X(n)) is a Q-supermartingale, we get, for any 
m3 1, 
EQ[(H(n)l{llH,n,ll <HI}> X(n) - X(n - l))] < 0 
(1s denoting the indicator function of a set B) which, in turn, entails (using again the 
first inequality) 
EQ [(H(n) 11 II HM <m], X(4 - X(n - l))+l 
d E,[(H(fi)l{,,~(n),, <rn:, X(n) - X(n - I))-] 
6 EQ[t-l{llHbll Grn}l -S EQCLI, m 2 1. 
Letting m -+ co, we obtain the desired inequality. 
In the case ,5?’ # 0 our next result gives a necessary condition for Z’(j) to be 
nonvoid. (Note that, according to Theorem 2.4 below, ,& # 8 holds iff (X(n)) satisfies 
a no-arbitrage condition in the case when short sales are excluded.) Provided J&’ # 8 
we put, for any contingent claim f; 
P; = eSSSUpEQ[fl gn], 0 < ?I d T. (1.2) 
QS.// 
According to Theorem 1.3(i), 17: provides a uniform lower bound for the values V,“, 
HE%(~). In particular, this implies that (since F0 = {S, sZ>) 
Pi = sup EQ[f] d inf{x > OJfl(x,f) # 8). (1.3) 
QE u 
Note that the right-hand side of (1.3) provides an upper bound for the fair price (at 
time zero) of an option consisting of a payment f to the option buyer at time T. In 
fact, let &‘(x,f) # 8. An investor who contemplates buying the option at time zero 
can instead apply some strategy HE &?(x,f) to a certain portfolio of initial value 
x which guarantees him the wealth VF 3 f at time T. 
According to Theorem 1.3(ii) Ps has nice martingale properties which were recently 
used to obtain a condition which is sz@cient for S(f) to be nonvoid (see Remark 1.4). 
Theorem 1.3. Let P0 = (8, a} and assume JZY # 8. 
(i) For any contingent claim f such that Z(f) # 0 we have 
sup EQ[~] < 0~ 
QE.U 
and, for any HE 2( f ), 
(1.4) 
ai < V,” a.s., 0 < n < T. (1.5) 
(ii) Let (X(n)) be (componentwise) nonnegative. Then, for any contingent claim f such 
that (1.4) holds, we have that 
(Pi) is a Q-supermartingale for any Q E A%‘. (1.6) 
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Remark 1.4. Recently, H. FGllmer and D.O. Kramkov (oral communication) have 
shown by using a Hahn-Banach-type argument that (1.6) implies Z’(f) # 8. There- 
fore, under the nonnegativity assumption in Theorem, 1.3(ii), (1.4) is equivalent to 
.X(f) # 8. 
Note that Theorem 1.3(i) is an easy consequence of Lemma 1.2 and (H4). Let us 
now outline the proof of part (ii). In the sequel let Q, E .1’1 and 0 < m < y1 d T be fixed. 
Expectations w.r.t. Q, will be denoted by E,. We put 
z(Q) = E, [dQ/dQ, 1 R,J, Q E St@‘. 
We will need the following properties of _g. For any PI, P2 E .M and A E .F,, we have 
1 dP1 1 dP2 
----11,+----- 
z(P1 )dQ, z(P,)dQ, “’ A = dQ, 
d!? for some PoEcdl (1.7) 
(note that z(Po) = 1 as.) which implies that, for any nonnegative random variable 5, 
EP,C~I~~J = ~AJ%, Ctl~J + la~AE~,C41~n1 a.s. (1.8) 
and 
&,,[i”l = E*CIAEP, C5l~nl + 10% /,&,[tI~nll. 
Furthermore, for any Q E A’, we have that 
E,[dQ,/dQ(p,,] = dQ”/dQ for some Q”EA@, 
(1.9) 
(1.10) 
which implies that, for any a-algebra C!?? c pn and any nonnegative random variable 5, 
E, [E, C4 I~,,lI~l = EaC5 I31 a.s. (1.11) 
(We omit the proof that PO (given by (1.7)) and Q (given by (1.10)) belong to AM, which, 
in particular, uses the Bayes’ rule for conditional expectations (see for instance Dalang 
et al., 1990, p. 188).) Now let P, . P, E .& and put A = { E,\ [ f 1 F,J > EP2 [ ,f I pm] ). 
Then (1.8) implies that, for some PO E .,&‘, 
&,CSI~J = maxCEpI Cfl~J &,Cfl~J 1. (1.12) 
It follows from (1.12) that there exists a sequence (Qk) c A! such that the sequence 
(EQI [ fl$,,]), k 3 1, is a.s. increasing and 
Ph = lim E,& [ fl F,,] a.s. (1.13) 
k - cc 
In fact, by well-known properties of the essential supremum, it follows from (1.2) that 
there exists a sequence (ok) c .A’ such that 
P{ = sup Eg [ f\F,,] a.s. 
k21 
By (1.12), there exists a sequence (Qk) c A? such that 
Eo, CflTJ = max {&, Cfl~FJ, -&,CflFJ} 
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and 
J%C~I~A = max (Jh , Cfl~,J, &k+l Cfl~J>, k 3 2. 
Clearly, (QJ has the desired properties. Hence, by (1.9) (1.4) and the monotone 
convergence theorem, P,f is Q,-integrable. It remains to show that 
E*[PfIF ] < Vf n m m a.s. (1.14) 
In order to see this, note that, by (1.13), 
E,[PLIFJ = esssupE,[E,[fJ9,,] l.F,J a.s. 
QE K 
which, by (1.1 l), entails (1.17). This completes the proof of Theorem 1.3. 
The nonnegativity assumption in Theorem 1.3(ii) is clearly satisfied if we assume 
that the random vectors X(n) represent prices of certain securities. The following 
example shows however that, in general, (1.7) does not hold if (X(n)) is not assumed to 
be nonnegative. This suggests that Theorem 1.3(ii) might not hold if (X(n)) is not 
(componentwise) nonnegative. Unfortunately, we have not been able to obtain 
a counterexample in that case. 
Example 1.5. Let Sz = { 1,2, . . }, let F0 be the o-algebra generated by the sets (3n - 2, 
3n - 1, 3n), n 3 1, and let k c1 = B be the power set of Sz. Let the real-valued random 
variables Y,, Y1 be defined on 52 by Y, = 0 and 
Y, (3n - 2) = 0, Y, (3n - 1) = 2”, Yi (3n) = - 2”, Iz B 1. 
Define probability measures P and Q on 9 by 
P(3n - 2) = A, P(3n - 1) = P(3n) = &; 
Q(3n - 2) = Q(3n - 1) = Q(3n) = ;, n 2 1. 
Then Y = (Y,), n = 0, 1, is a martingale w.r.t. P and Q. Let PO - P be given by 
dP, dQldP -= 
dP &CdQIdP I FcJ. 
An easy calculation gives 
2 = $, s l{3n-Zi + ng, 2(2”3+ l) 1:3n-1,3n), 
which implies that 
EPoC(Y1)+l = ~PC~QC(Yl).I~_,II = 02 
and 
EP,C(Yl)-1 = ~PC~QC(Yl)-l~Oll= 00. 
Hence Y is not a PO-supermartingale. 
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It is clear that Q is an equivalent submartingale measure for (X(n)) (in the obvious 
sense) iff Q is an equivalent supermartingale measure for (- X(n)). Therefore, 
Theorem 2.4 can be interpreted in this case as saying: “if one cannot lose betting on 
a process (playing at nonnegative stakes) then it must be a submartingale under an 
equivalent change of measure”. 
Let us now introduce the notion of an equivalent z-measure which generalizes the 
notion of an equivalent martingale measure and that of an equivalent super-(sub-) 
martingale measure (in the sequel (FE) denotes any filtration to which (X(n)) is 
adapted). 
Definition 1.6. Let ZE { - l,O, lJd. Let Q _ P be a probability measure such that each 
X(rz) is Q-integrable. Then Q is called an equioalent z-measure for (X(n)) if, for all 
1 < i < d, we have that, w.r.t. (F,,), (Xi(n)) is a Q- martingale if Zi = 0, a Q-submartin- 
gale if Ti = - 1, and a Q-supermartingale if T, = 1. Clearly, by an equicalent sub- 
(super-) martingale measure we mean an equivalent ( - 1. . , - 1) - (( 1, . . . , 1) - ) 
measure. 
The main result of the present paper (see Theorem 2.4 in Section 2), extending 
Theorem 1.1, gives a condition which is necessary and sufficient for the existence of an 
equivalent T-measure for (X(n)). We will also deal with the question how equivalent 
r-measures for various z’s are related to each other (see Corollary 2.5). In the 
one-dimensional case it turns out that there exists an equivalent martingale measure 
iff there exists an equivalent sub- and supermartingale measure. 
Let us outline some ideas used in the proof of Theorem 2.4 which is given in 
Section 3. Using induction on T, one only needs to prove the desired result for 
processes (X(n)), II = O,l, such that X(0) = 0 and X(1) = Y, Y being integrable. 
Now, the basic strategy is to decompose n into suitable sets belonging to .PO, 
and to prove the desired result for the restrictions of X to these sets (the filtra- 
tions being the “traces” of (cF,,) on these sets). “Putting together” the equivalent 
r-measures thus obtained yields the desired r-measure for X (see the proof of 
Lemma 3.3 which is based on a result due to Yan (1980) (see Theorem 3.2)). In order to 
obtain a decomposition of n being suitable for our purposes, we apply, in a first step, 
an elementary result due to Kabanov and Kramkov (1994) (see Lemma 3.4) which 
provides a decomposition of _0 into sets no ,Bo. i = I, 2, with the following 
properties: 
(Dl) The components of Y are on a(l) “So-linearly independent” in the following 
sense: If h is any bounded 90-measurable Rd-valued random variable, then 
(hl <?(,,, Y) = 0 a.s. implies hl,,,, = 0 a.s. 
(D2) The components of Y are on n(2) “.FO-linearly dependent” in the following 
sense: There exists some bounded .F,-measurable Rd-valued random variable 
g such that 
g # 0 on 52(2), y = 0 on a( 1) and (g, Y) = 0 as. 
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Now suppose that, for some z E { - LO, l}“, X ( or, for short, Y) satisfies the “no+ 
arbitrage” condition occurring in Lemma 2.1 (here, Zi = + 1( - 1) means that trading 
of security i is restricted to positive (negative) amounts, whereas in the case zi = 0 
trading of security i is not subject to any restrictions). Then (Dl) implies that, on Q(l), 
Y satisfies the following stronger form of no-z-arbitrage: If, on 52, a portfolio has 
a nonnegative value, then, on Q(l), it does not contain any securities. This stronger 
form of no-z-arbitrage enables us to derive the existence of an equivalent z-measure 
for the restriction of X to Q(1) in a straightforward manner by using a deep result due 
to Komlos (1967) (see Theorem 3.7). It thus remains to prove the desired result for the 
restriction of X to Q(2). A simple conditioning argument (which again involves 
Lemma 3.3) shows that we may additionally assume that the random variable g in 
(D2) has the property that, for any 1 < i < d, one of the sets {gi > l}, {gi = 0) and 
{gi 6 - l} equals Q(2). Finally, we may replace Y and r by Y* and z*, respectively, 
where, for any 1 d i < d, 
y’ = gi Yi if gi # 0, 
yi otherwise, 
and 
7’ = zi if gi 2 1 or gi = 0, 
- ri otherwise. 
Applying the same permutation to the components of Y * and z* carries Y * and z* 
over into (say) P and 5, respectively. Obviously, Y has an equivalent z-measure iff 
p has an equivalent ?-measure. This shows that in order to finish the proof of 
Theorem 2.4 it suffices to derive the desired result for all Y which are of type z for 
some z E { - JO, 1)” and, additionally, satisfy the condition 
Y1+ ... +Y,=O onQ forsomeldn<d. (1.15) 
Now, (1.18) enables us to use induction on d. Assume that Theorem 2.4 holds for all 
k-dimensional Y’s (1 d k d d - 1) satisfying (1.18). If one tries to prove Theorem 2.4 
for all d-dimensional Y’s subject to the constraint (1.18) then the only difficult case is 
where the type of Y equals some z which, for some 1 < m d 7~12, satisfies the condition 
ri = 1, Z,+i = -1, l<i<m and zi<O, 2m+l<idn. (1.16) 
Assume that, at time 1, Yi is the price of security i and let Z be the value (at time 1) of 
some portfolio such that the amounts of securities 1 , . . . , d in the portfolio are subject 
to the constraints given by z. Then (1.18) and (1.19) imply (see relation (3.15)) that 
there exist m portfolios having total value Z at time 1 such that, for any 1 <<j < m, the 
jth portfolio does not contain security j, satisfies the constraints given by zi, . . . , zj_ 1, 
zj+l,..., zd and, furthermore, has (at time 1) value ‘?jZ where 0 6 gj < 1 is To- 
measurable. According to this observation the induction hypothesis applies, and using 
Komlos’s theorem once more proves the desired result for d-dimensional Y’s satisfy- 
ing (1.18). This finishes the proof of Theorem 2.4. Let us note that the proof of 
Theorem 2.4 in the case d = 1 is much shorter than in the case d 3 2 (see the proof of 
Lemma 3.8 in Section 3). 
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2. On the existence of equivalent z-measures 
If 9 c B is any a-algebra, we denote by S!:(g) (9: (9)) the family of all Rd-valued 
random variables defined on (C&S, P) which are g-measurable and bounded (integr- 
able); we write 3 “(9) (9 ’ (9)) instead of P’?(3) (9’ : (9)). If A! is any family of 
real-valued functions, we put A0 = A! and let A _ 1(Af,) denote the family of all 
~EJ%’ which are nonpositive (nonnegative). For any TV {- l,O, l}d let YF(9)r 
(.YP:(9?)r) consist of all h in Y?(3) (Y:(9)) such that hi belongs to Y a (CC?)~, (9 ’ (3)),,), 
1 <i<d. 
Lemma 2.1. If there exists an equivalent z-measure for (X(n)), then, for all 1 < n < T 
and hE2?:(F,,_l)r, 
(h, X(n) - X(n - 1)) > 0 as. implies (h, X(n) - X(n - 1)) = 0 U.S. 
Proof. Let Q be an equivalent z-measure for (X(n)). Then, for each 1 < n 6 T, 
(9, &LX(n) - X(n - l)lFn-,l) 6 0, Q-a.s., gEY?(F-n-l)r, 
and hence 
EQ[(% X(n) - X(n - l))] d 0, gEy?(Fn- i)r. 
If, for some 1 <n < T and hE6p~(~-n-1)r, 
(h, X(n) - X(n - 1)) 2 0 P-a.s. and therefore Q-a.s., 
then, by (2.1) 
(h, X(n) - X(n - 1)) = 0, Q-a.s. and therefore P-a.s. 
(2.1) 
Remark 2.2. Using backward induction it is easy to show that the condition of 
Lemma 2.1 is equivalent to the following condition: 
For each random variable Z of the form 
Z = i (h(n), X(n) - X(n - 1)) where h(n)E.9~(P,_l)r, ldn<T, 
we have that Z > 0 as. implies Z = 0 a.s. 
(Note the Z is a discrete stochastic integral.) In fact, let us prove this claim using 
backward induction on 
N = mini1 < n d T (P(h(n) # 0) > 0) 
(we put min 8 = 7’). The claim clearly holds in the case N = T. Suppose it holds for all 
Z for which 2 d m f N d T. Let Z be a random variable of the above form for which 
N = m - 1 and let Z > 0 as. Then 
5 (h(n), X(4 - X(n - 1)) > 0 
n=fll 
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as. on the set A = { (h(m - l), X(m - 1) - X(m - 2)) ,< 0} (note that A E Fm- i). The 
induction hypothesis implies that 
i (h(n)l,, X(n) - X(n - 1)) = 0 a.s. 
Since 2 3 0 a.s., this yields l,(h(m - l), X(m - 1) - X(m - 2)) 3 0 a.s. Therefore, 
(h(m - l), X(m - 1) - X(m - 2)) B 0 as. which, by the condition of Lemma 2.1, 
implies (h(m - l), X(m - 1) - X(m - 2)) = 0 a.s. Applying the induction hypothesis 
once more gives Z = 0 a.s. 
Definition 2.3. Let z E { - l,O, 11”. We say that the process (X(n)) is of type r if (X(n)) 
satisfies the condition of Lemma 2.1 (or, equivalently, the condition in Remark 2.2). 
The following theorem generalizing Theorem 1.1 is our main result (its proof will be 
given in Section 3). 
Theorem 2.4. There exists an equivalent z-measure Q for the process (X(n)) ifS(X(n)) is 
of type z. In this case Q may be chosen such that dQ/dP is 9r-measurable and bounded. 
The following easy consequence of Theorem 2.4 shows how equivalent z-measures 
for various t’s are related to each other (note that part (ii) is an easy consequence of 
Lemma 2.1 and Theorem 1.1). 
Corollary 2.5. (i) Let ZE { - l,O, 1)” be such that Zi = 0 for at least one 1 d i < d. 
Suppose that (X(n)) has an equivalent p-measure for all p such that pj = Zj whenever 
Zj # 0, and aj # 0 whenever Zj = 0. Then (X(n)) has an equivalent z-measure. 
(ii) In particular, (X(n)) has an equivalent martingale measure if (X(n)) has an 
equivalent z-measure for all z E { - 1, l}“. 
Remark 2.6. The following example shows that the condition in Corollary 2S(ii) 
cannot be relaxed. In fact, fix any r* E { - 1, l}“. Then there exists a process (X(n)) 
such that (X(n)) is of type z for all r E { - 1, l}d\ {r*) but does not have an equivalent 
martingale measure. 
Example 2.7. Let 52 = [0, l[ be equipped with the o-algebra 9 of Bore1 sets and 
Lebesgue measure. Let d 3 2, T = 1, Fi = 9 and let F0 be trivial. Let X(0) = 0, 
X(1) = Y, where 
Since Y1 + ... + Yd-i - dY, 2 1, (X(n)) is not of type r*, where r* = (1, . . . ,l, - 1). 
On the other hand, (X(n)) is easily shown to be of type z for all z E { - 1,l >“\{r* >. In 
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fact, let sgn a, a E R, denote the sign of a which equals 1 if a > 0, - 1 if a < 0,O if u = 0. 
Fixanyz~{-l,l}d\{~*}.ThenP(sgnXi=-~i,1~i6d)>O.Let(a,,...,ad)~Rd 
be such that, for all 1 < i < d, sgn ai 2 0 if zi = 1, sgnui < 0 if ri = - 1, and let 
a,Xi + ... + $Xd 3 0 a.s. Then ulXl + ... + udXd 6 0 as. on {sgnXi = - zi, 
1 di < d) which shows that P(alX1 + ... +a,X,<O) >0 if Ui #O for some 
1 < i < d. Therefore, a, = ... = ud = 0, and (X(n)) is of type 5. Replacing Y by 
(S,Y1,...,SdYd) where &E(- 1, l$, 1 6 i d d, we obtain a process (X(n)) which is of 
type r for all tE{-1, ljd\((slzY,.. . , s,frf)} but does not have an equivalent martin- 
gale measure. 
Example 2.8. Let Y (0), . . , Y(T) be i.i.d. real-valued random variables defined on 
(Q,p,P). For n = 0, . . . , T put S(n) = Y(0) + ... + Y(n), X(n) = CL ‘S(n) and 
9,, = r~{ Y(O), . . . , Y(n)}. Here cO, . . . , cT are denoting strictly positive real numbers. 
Put a = ess sup Y(O), b = - ess inf Y(0). We shall assume u > 0 and b > 0. It turns 
out that the conditions on the constants c, under which (X(n)) has an equivalent r- 
measure only depend on a and b and (possibly) on whether the distribution of Y (0) has 
positive mass at a or b. 
Cusel: O<a<m undO<b<m. 
Let 
P(Y(0) = - b) > 0, P(Y(0) = a) > 0. 
Then an equivalent submartingale measure exists iff 
I-;<” 1 <1+-, ldn<T. 
G-1 n 
(Note that this excludes the choice c, = n + 1,0 d n < T !) Furthermore, an equiva- 
lent martingale measure exists iff 
tl+i 
n’ 
l<n<T. 
Applying this to the process (- X(n)) gives conditions under which an equivalent 
supermartingale measure exists. Now assume 
P(Y(0) = - b) = 0, &Y(O) = a) > 0. 
Then an equivalent submartingale measure exists iff 
I-;<.<l+l, l<n<TT. 
G-1 n 
An equivalent supermartingale measure exists iff 
l_k<25 <t+’ t<ngT. 
na G-1 n’ 
120 K. SchiirgerlStochastic Processes and their Applications 61 (I 996) 109-128 
This implies (using Corollary 2.5(ii)) that an equivalent martingale measure exists in 
the case a Z b iff 
1 
b -- l<n<T; 
na c,_~ 
it exists in the case a < b iff 
Finally, assume 
P(Y(0) = - b) = P(Y(0) = a) = 0. 
Then an equivalent submartingale measure exists iff 
1 a 4 <1+1 --<-, 
nb 
1dndT. 
G-1 n’ 
An equivalent martingale measure exists iff 
Case 2: a = 00 and 0 < b < CO. 
Then for any choice of the constants c,, an equivalent submartingale measure exists. 
On the other hand, an equivalent supermartingale measure exists in the case 
P(Y(0) = -b) > 0 iff 
l<A 1 <1+--, 1dndT; 
G-1 n 
it exists in the case P( Y (0) = - b) = 0 iff 
I<& 
1 
<1+-, l<n<T. 
G-1 n 
Note that, in view of Corollary 2.5(ii), the last two claims remain true if “supermartin- 
gale” is replaced by “martingale”. 
Case 3: a = CO and b = CO. 
Then, for any choice of the constants c,, an equivalent martingale measure exists! 
We shall verify the above claims only in two typical cases. Assume 0 < a < co, 
0 < b -c co and let 
l-+b=” for some 1 d m < T. (2.2) 
cm-1 
If P( Y(0) = - b) > 0, then no equivalent submartingale measure exists. In fact, 
consideration of 
W4 = - lptm- I)= -b+ 
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shows that (X(n)) is not of type (- 1). Now assume P(Y(0) = -b) = 0 and (2.2). Let 
h(m) be any nonpositive F,,_ i-measurable random variable for which 
/@)(X(m) - X(m - 1)) >, 0 a.s., i.e. 
h(m) 
( 
Y(m) + f S(m - 1) 
1 
3 0 a.s. 
Let us verify that this implies h(m) = 0 a.s. In fact, since Y(m) is independent of 
.q,,_ , we obtain 
P 
( 
h(m)<O)=P h(m)<O, 
( 
-;s(??i-l)aq Y(m)>; 
I ) 
+$lP(h(m)<O,a(l -+ ---++I) 
+&$m+iilTi)> 
+ P 
( 
h(m) < 0, - 5 S(m - 1) = a 
) 
. 
This implies h(m) = 0 a.s. since, by (2.3), 
Y(m) d - 5 S(m - 1) a.s. on {h(m) < 0). 
3. Proof of Theorem 2.4 
Using an induction argument (see Dalang et al., 1990) it is not difficult to verify that 
it suffices to prove Theorem 2.4 in the case T = 1. For the rest of the proof we will 
therefore assume T = 1. Suppose that the desired result holds for all processes (Y(n)), 
n = 0, 1, of type z such that Y(0) = 0 and E[ 11 Y(1) II] < cc. Then, if (X(n)), n = 0, 1, is 
any process of type z, the process (Y(n)) given by Y(0) = 0 and Y(1) = (max 
(1, ilX(O)(l, \IX(l)I\))-‘(X(1) -X(O)) is of type r. By assumption, (Y(n)) has an 
equivalent z-measure Q such that 5 = dQ/dP is F1-measurable and bounded. Then 
the probability measure Q* on 9, given by 
dQ*ldP = c*(max(L lIX(Wl, llXUN))-15 
(c* > 0 denoting a normalizing constant) is easily checked to be an equivalent T- 
measure for (X(n)) with the desired properties. 
In the sequel we shall therefore consider only processes (X(n)), n = 0, 1, such that 
X(0) E 0 and X(1) = YE _CZ:(9,). Following the usual notation, we denote, e.g., by 
LT (~9)~ the family of equivalence classes of random variables in .57: (??)r (in order to 
simplify notation, a random variable and the equivalence class it represents will be 
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denoted by the same symbol). For any W E _5?: and z E { - 1, 0, l}” put 
&V(r) = {Vi, W) I h E m~o)r) 
(note that K,(r) c L’(pi ) if W E _f8i(p1 )). Then (X(n)) (or, for short, Y) is of type 
z iff 
K,(r)nL:(p,) = (0). 
The desired result is a consequence of 
Theorem 3.1. For any z and any YE Zi(9=I), the following properties are equivalent: 
(i) Ky(~)nL$(9,) = (0); 
(ii) Kr(r) - L:(9-,)nL:(91) = {0} 
(the bar denoting closure w.r.t. the L’(91)-norm); 
(iii) The process (X(n)) given by X(0) = 0, X(1) = Y has an equivalent z-measure 
Q such that dQ/dP is 9,-measurable and bounded. 
(Here, K,(r) - L: (F1) means (9 - 5 ) y E KY(r), 5 EL\ (FI).) 
The proof of Theorem 3.1 uses the following result which is due to Yan (1980) (see 
also Ansel and Stricker, 1990). 
Theorem 3.2. For any convex set K c L’ (FI ) such that 0 E K, the following conditions 
are equivalent: 
(a) For each no L:(91), n # 0, there exists a constant c > 0 such that 
cu]$K - Ly(9,) (the bar denoting closure w.r.t. the L’(B1)-norm); 
(b) There exists a random variable <E -4pa,(FI) such that < > 0 as. and 
supE[.Z5] < co. 
ZEX 
(Note that the sets K - Ly(9,) and K - L:(F-,) have the same closure w.r.t. the 
L’(F;,)-norm.) 
Proof of Theorem 3.1. It follows from Lemma 2.1 that (iii) implies (i). On the other 
hand, (ii) implies that Condition (a) in Theorem 3.2 holds for K = K,(z). Therefore, by 
Condition (b) in Theorem 3.2, there exists a random variable t~_%‘~(Fi) such that 
5 > 0 a.s., E[t] = 1 and (since ZE KY(~) implies CZE K&) for any c > 0) 
E[Zc] d 0 for all Z E K,(z). (3.1) 
Let Q be the probability measure on F with density dQ/dP = i;. Using (3.1) one easily 
verifies that Q is an equivalent z-measure of (X(n)) having the desired properties. This 
shows that (ii) implies (iii). 
In the sequel we shall show that (i) implies (ii) (this will also complete the proof of 
Theorem 2.4). Since we might replace P by its restriction to F1, we may (and will) 
from now on assume Fi = 9, and we shall denote p0 by 3. 
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Let a(i)~!g be disjoint sets such that 
P@(i)) > 0, i = 1,2, . ..) and P(a(1)) + P(s2(2)) + ... = 1. 
Put 
OF = (/If%(i) ) A E F), 
9(i) = (AnSZ(i)IAE9), 
Y(i) = Y 1 G)(i) (Y restricted to G!(i)), 
Pi = I’(. 1 Q(i)) (Pi defined on 3(i)). 
Lemma 3.3. Fix any z E { - l,O, l}” and let YE 9:. Zf the desired implication (i) *(ii) 
holds for each Y(i) (the probability space being (Q(i), S(i), Pi) equipped with the 
,jltration (Y(i), F(i))), then it also holds for Y. 
Proof. Assume that (i) holds for Y. Then (i) holds for each Y(i) which, by assumption, 
implies that 
Ky(i)(Z) - L:(S(i))nL\(d(i)) = (0} for each i. 
Therefore, each process (X”)(n)) given by X”)(O) = 0, X”‘(1) = Y(i), has an equivalent 
-c-measure Qi defined on 9(i) such that its density ti:= dQi/dPi satisfies 5i < ci for 
some constant ci > 0 because (ii) implies (iii) in Theorem 3.1. Put 
EQ,CII Y(i)/Il 
and let /zi > 0 be real numbers such that A1 + ,I2 + ... = 1 and 
1,ar + iL2a2 + ... < a. Then the probability measure Q given by 
Q(A) = 1 ibiQi(AnQ(i)), A E 9, 
has a density 
dQ -= 
dP 
such that 
dQ - < C Aiai < CC. 
dP i 
It is easily verified that Q is an equivalent r-measure for (X(n)). Combining (2.1) and 
Theorem 3.2 (with 5 = dQ/dP) shows that (ii) holds for Y. 
The following simple (but crucial) result provides, for any Y E ZLpdl, a decomposition 
of s2 into sets G’(i) E 69, i = 1, 2, to which Lemma 3.3 will be applied. 
Lemma 3.4 (Kabanov and Kramkov, 1994). For any Rd-valued random variable 
W there exists a decomposition of Sz into sets Q(i)E $9, i = 1, 2, with the following 
properties: 
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(a) for each ~E.P?T(C!S) we have that (hl,,,,, W) = 0 a.~. implies hl,,,, = 0 as.; 
(b) there exists some gE9:(9) such that g # 0 on Q(2), g = 0 on Q(1) and 
(g, W) = 0 U.S. 
A decomposition with these properties is unique up to null sets. 
The following result suggests that Property (a) should become efficient when 
combining the Lemmas 3.3 and 3.4. 
Lemma 3.5. Let Y E 9: and z E { - LO, l}“. Assume that, for all h E P’pd”(%),, we have 
that 
(h, Y) > 0 U.S. implies h = 0 U.S. (3.2) 
Then 
KY(r) - L:nL: = (0). (3.3) 
Remark 3.6. In the case where r = (0, . . , 0), Lemma 3.5 was proved by Kabanov and 
Kramkov (1994) by using the fact that the closed unit ball in L?(9) is weak* 
sequentially compact. Our proof uses instead the following deep result due to Komlos 
(1967) which makes the proof shorter. 
Theorem 3.7. Let (Z,) c 9’ be any sequence such that, for some constant c, 
E[IZ,,j] 6 c, n > 1. Then there exists a random variable Z, E _!?I and a subsequence 
(nk) of indices such that, for any further subsequence (mk) c (nk), 
lim 1 i Z,, = 2, as. 
n-a, nkzl 
Proof of Lemma 3.5. If (3.3) does not hold, then there exist 5 E Y!+ such that 
I’(< > 0) > 0, and sequences (h(n)) c 97(%),, (f(n)) c 9: such that, as n + co, 
(h(n), Y) -f(n) - i” -+ 0 a.s. and in mean (3.4) 
and 
(h(n), E[Y IS]) - E[f(n)ls] - E[<199] -+ 0 a.s. and in mean. (3.5) 
Then, by (3.5), 
,lili% inf 11 h(n)/1 > 0 as. on A:= {E[<la] > O}. (3.6) 
Since 5 is nonnegative and P(< > 0) > 0, we have P(A) > 0. For r E R put rQ = + if 
r#O,andr@ =Oifr=O.Let 
f;(n)= lAIIIAh(n)Il@h(n), na 1. 
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Note that R(n) is g-measurable and, as n + cc, 
II 64 II = lAn(hcnj + oi + 1 a.s. on A. 
By (3.4) and (3.6) 
125 
(3.7) 
(E(n), Y) - lA 1) l,h(n) )( @ (f(n) + <) -+ 0 as. as n --f cc. (3.8) 
ForanyoE{ - l,l}d put I, = zgl x .‘. x I,, whereZ,:= [0, co[andZ_r:=]-a,O[. 
Let 
g(0, n) = lIJi(n))R(n), (7 E { - 1, l}“, n 3 1. 
An application of Komlos’s theorem shows that we may additionally assume that, for 
all 0, 
g(o):= lim A i g(a,k) exists a.s., 
n-m nkel (3.9) 
where g(a) E Ye,. By (3.8) this gives (g(a), Y) > 0 a.s. and hence, by (3.2) 
g(a) = 0 as. for all (T. (3.10) 
Since 
we obtain from (3.9) and (3.7) 
C(a,g(a)) b 1 a.s. on A 
which contradicts (3.10) since P(A) > 0. This proves Lemma 3.5. 
Combining the Lemmas 3.3-3.5 shows that in order to finish the proof of Theorem 
3.1 it suffices to prove that if Y E _?Zj is of type z and if there exists some g E TT(%) 
such that 
gkJ4 z 0, kl(4, Y(4) = 02 wEO, (3.11) 
then 
K,(z) - L:nL: = (0). 
Let Y E 2: be of type z and assume (3.11) for some g E Z’T (9). Another application of 
Lemma 3.3 shows that we may additionally assume that, for each 1 < i < d, one of the 
events { gi k l}, { gi = 0} and (gi d - l} equals Q. Applying the same permutation to 
the components of Y and z and multiplying the same components of Y and z by minus 
one leaves Kr(r) unchanged and shows that we may additionally assume that there 
exists a number 1 < rc < d such that 
gi(W) > 1, 1 d i < 7T, gi(O) = 0, 71 + 1 < i d d, w E s-2. (3.12) 
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Now consider y:= (glY1, . . . . gnY,, Yn+i, . . . . Y,). Clearly, P E 9: and, by (3.12), 
K,(p) = Kp(p) for all p E ( - LO, l}“. In order to finish the proof of Theorem 3.1 it 
therefore suffices to derive 
Lemma 3.8. Fix z E { - LO, l}” and let Y E 3’: be such that, for some number 
l<rc<d, 
Y1 + ... +Y,=O 0nQ. 
If Y is of type z, then 
(3.13) 
Ky(T) - L:nL: = (0). (3.14) 
We shall prove Lemma 3.8 by induction on d. In the case d = 1 Lemma 3.8 is trivial 
since (3.13) implies Y = 0. Now let d B 2 and assume that Lemma 3.8 holds in the 
k-dimensional case for any 1 < k 6 d - 1. For any x E Rd let a(i) E Rd- I, 1 d i d d, be 
defined by a(i) = (xl, ... ,xi- 1, xi+ 1, . . . , xd). Consider any Y E 9: which is of type 
r and satisfies (3.13) for some 1 < rc < d. 
Case 1: ri<O, 1 <i-S<. 
It follows from (3.13) that Y is of type p where pi = 0, 1 < i < TC, and pi = ri, 
rc + 1 < i < d. By (3.13), 
K,(P) = KP@J(p*(Z)). 
Since Y(n) is of type P(X), the induction hypothesis implies that 
and hence (3.14). 
The case where Zi > 0, 1 < i < rc, can be reduced to Case 1 by noting that 
Ky(Z) = K_y( -r). 
In the sequel we will assume n 3 2 since otherwise Yr 3 0 and therefore 
KY(r) = Kp,,,(z*(l)). Noting again that KY(r) is left unchanged if the same permutation 
is applied to the components of Y and r, and if the same components of Y and r are 
multiplied by minus one, it is clear that all remaining cases can be reduced to 
Case 2: For some 1 < m < f, we have Ti = 1, r,+i = - 1, 1 < i ,< m, and Zi Q 0, 
2m+l<i<d. 
Then for each 2 E K,(r) there exists a partition of 52 into sets Aj E 9, 1 < j d m, 
such that 
zlA, E KF,jj(z*( j)), 1 d j < m. (3.15) 
This can be interpreted as follows. Assume (for the moment) that K is the price of 
security i at time 1. Then 2 is the value (at time 1) of some portfolio such that the 
amounts of securities 1 , . . . , d in the portfolio are subject to the constraints given by z. 
Now, (3.15) says that there exist m portfolios having total value 2 such that, for any 
1 d j d m, the jth portfolio does not contain securityj, satisfies the constraints given 
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by ?(j) and, finally, has value ZIAj (lA, being 8-measurable). In order to prove (3.15) 
note that there exists some h E _%‘~(2+ such that, by (3.13) 
Z = ~ (hi - hj)Yi + ~ hiYi, l<j<m. 
i=l i=n+l 
If we put 
and 
Aj={~t=j), 1 Bjdm, 
then (3.15) follows. Since Y is of type z, the induction hypothesis implies 
Kp,j,(?( j)) - L:nL!+ = {0}, 1 d j < m. (3.16) 
Combining (3.15) and (3.16) yields (3.14). In fact, let t E KY(r) - L:nL\. Then there 
exist sequences (h(n)) c 9:(2Q and (g(n)) c 9: such that 
lim E[J(h(n), Y) -g(n) - 511 = 0. (3.17) fl’cc 
According to (3.15) it follows that, for each n 3 1, there exists a partition of 0 into sets 
Aj(n) E 9, 1 <j < m, such that 
(h(n), Y)IA~(.)E Kpcj)(t( j)), 1 <j d m, n > 1. 
Put 
S(j, a) = k ,$r lA,(kb l<j<m, n>l. 
An application of Komlos’s theorem shows that we may additionally assume that 
S(j) := lim S( j,n) exists a.s., 1 <j < m. fI+cc 
Putting 
H(Ln) =~kym4,,kb G(.L4 = t k$, dk)l..i,(k), 
we have 
(H(j,n), Y)EKp(j)(t(j)), 1 <j < m, n 3 I, 
and, by (3.17) 
lim E[I(H(j,n), Y) - G(j,n) - @(j,n)l] = 0, 1 <j < m. n+oc 
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Hence, by the dominated convergence theorem, 
lim~Cl(~(j,~),Y)-G(j,n)-5S(j)ll =O, 1 Gjdm, 
n-m 
which, by (3.16), implies @(j) = 0 as., 1 < j < m. Since S(1) + ... + S(m) = 1 as., we 
obtain c = 0 a.s. This yields (3.14) and finishes the proof of Lemma 3.8. 
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