A number of statistical tests are proposed for the purpose of change-point detection in a general nonparametric regression model under mild conditions. New proofs are given to prove the weak convergence of the underlying processes which assume remove the stringent condition of bounded total variation of the regression function and need only second moments. Since many quantities, such as the regression function, the distribution of the covariates and the distribution of the errors, are unspecified, the results are not distribution-free. A weighted bootstrap approach is proposed to approximate the limiting distributions. Results of a simulation study for this paper show good performance for moderate samples sizes.
Introduction
Model building is a very important task. When considering observations taken over time we may wish to consider the relationship between the X i and the Y i by some regression model, either parametric or semiparametric, linear or nonlinear. However, if, after some point i = k, there is a change in the relationship between X i and Y i , then a single regression model will be inappropriate and would fit the data poorly. For example, in Figure 1 below, the scatterplot on the left is that of a combined sample of 150 points. The middle scatterplot is that of the first 60 points while the right plot is that of the remaining 90 points. Without realizing that there was a change-point, one might wrongly propose a single regression model, perhaps linear, with heteroscedastic errors. Thus, it is important to determine whether such a change has occurred before the particular form of the model is postulated. If such a change has occurred, then two regression models should be used, one for the first k pairs and another for the remaining pairs. We will propose a number of tests designed to detect whether a change has occurred in a general nonparametric model. Change-point problems arise in many areas when observations (X i For example, the height of (or discharge from) a river as a function of upstream precipitation, or concentrations of heavy metals in storm-water runoff as a function of suspended sediment size. We refer to the book by Csörgő and Horváth [1] for more applications and important references and to the papers [2-4] for other change-point problems.
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X i } and {ε i }, are inde {X i } are independent and identically distribut (4) where
Note that
We are considering the partial sums of the response variables Y i aligned according to the X i -observations. The ory which has much better convergence properties, rather than trying to estimate the function ϕ directly with kernel or other curve estimation methods which require a large sample size. As will be demonstrated in the simulation study, our approach works well for moderate sample sizes.
In th e weak convergence of the above process as well as convergence of various related statistics. These results do not assume the stringent condition of bounded variation for the regression function ϕ and the variance function ψ and strong moment conditions on the error distribution, which were assumed in an earlier paper [5] . Section 3 states the asymptotic results for the weighted bootstrap version of our statistics. This is needed since the asymptotic distributions of our statistics depend on unspecified functions. A new simulation study is conducted in Section 4. Proofs of the results (different from those in [5, 6] ) are sketched in Section 5. 
Conditions (A1)-(A5) are much weaker than those in [5] and [6] where ϕ and ψ needed to be of bounded total variation and ε i required much higher moment conditions ( E p i    ). While the conclusions in [5] and [6] 
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Un is the supremum of the squared-integral distance. der the alternative Hypothesis (2), when s < θ, the first part of Expression (4) 
Weighted Bootstrap Approximations
ll as , independent sequences of independ nt and identiSince the distribution functions of the X i and ε i , as we the functional forms of ϕ and ψ, are not specified, the limiting distributions of all our test statistics will not be known. A weighted bootstrap is proposed here which will approximate these asymptotic distributions. Let
be m e cally distributed random variables, independent of the {ε i } and {X i } sequences. We will consider the processes
herwise, where 
Simulations
are omnibus tests in that we do not The proposed tests specify the form of the regression function ϕ. In order to examine how these tests perform, we conducted simulations for two quite different functions, ϕ(x) = 1 + x + βx 2 and ϕ(x) = 2 sin(βx). The X i were generated from the uniform U(−3, 3) distribution and the errors ε i were standard normals. In each case, 1000 simulations were carried out, each with m = 1000 weighted bootstrap samples. The level of the tests was α = 0.05 throughout. Theorem 3 allows us to choose any mean-zero, variance-one distribution for the bootstrap weights ) ( j i V . We chose standard normal weights for the simulat since the limiting processes are Gaussian and normal bootstrap weights have been found to work well in simulations for goodness-of-fit types of statistics [7, 8] . We use the percentile method. If h(β n ) is one of the statistics in Corol- As can be seen in Table 1 , the power increases as β ge the second simulation (see Table 2 ), we consider ϕ to ts farther from 0.4 (the null Hypothesis). Understandably the power increases in n and decreases in ψ gets larger.
In be a sine function. We conduct our simulations for sample sizes n = 50, 100, 150. The first row of Table 2 is the empirical level of the test (β = 1, no change-point). Again the empirical level is good when n > 50.
We take ψ = 1, but vary the location of the changepo us in nature, the po
Proofs of the Main Results
int θn. The power increases as β gets farther from 1 (the null hypothesis). The power increases with the sample size n. Except in a few instances, the power is greatest when the change-point occurs in the middle (θ = 0.5) and decreases as θ is farther from 0.5. The exceptional cases are likely due to simulation error.
Considering that our tests are omnib wer results can be seen to be quite good.
Proof of Theorem 1:
,
;
, .
is a Vapnik-Cervonenkis class of sets. Conse the collection of indicator functions
is a Donsker class of functions. For (fixed) ϕ and ψ,
are Donsker classes (Pollard [9] ). By Giné and Zinn [10, 11] (see also Corollary 2.9.3 of [12] ),
converges in distribution to a vector of tight independent ean and covariance (j = 1, 2):
Gaussian processes, η 1 and η 2 , each with zero m 
Concluding Remark
In this paper, we have constructed test statistics using [5, 6] , or [16] , p. 462).
The simulations show that our tests have good power considering the omnibus nature of the procedure. By avoiding curve estimation (e.g. using kernel methods to estimate ), we are able to provide practical tests for moderate sample sizes.
