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ABSTRACT
Aims. We produce a clean and well-characterised catalogue of objects within 100 pc of the Sun from the Gaia Early Data Release 3.
We characterise the catalogue through comparisons to the full data release, external catalogues, and simulations. We carry out a first
analysis of the science that is possible with this sample to demonstrate its potential and best practices for its use.
Methods. The selection of objects within 100 pc from the full catalogue used selected training sets, machine-learning procedures,
astrometric quantities, and solution quality indicators to determine a probability that the astrometric solution is reliable. The training set
construction exploited the astrometric data, quality flags, and external photometry. For all candidates we calculated distance posterior
probability densities using Bayesian procedures and mock catalogues to define priors. Any object with reliable astrometry and a non-
zero probability of being within 100 pc is included in the catalogue.
Results. We have produced a catalogue of 331 312 objects that we estimate contains at least 92% of stars of stellar type M9 within
100 pc of the Sun. We estimate that 9% of the stars in this catalogue probably lie outside 100 pc, but when the distance probability
function is used, a correct treatment of this contamination is possible. We produced luminosity functions with a high signal-to-noise
ratio for the main-sequence stars, giants, and white dwarfs. We examined in detail the Hyades cluster, the white dwarf population,
and wide-binary systems and produced candidate lists for all three samples. We detected local manifestations of several streams,
superclusters, and halo objects, in which we identified 12 members of Gaia Enceladus. We present the first direct parallaxes of five
objects in multiple systems within 10 pc of the Sun.
Conclusions. We provide the community with a large, well-characterised catalogue of objects in the solar neighbourhood. This is a
primary benchmark for measuring and understanding fundamental parameters and descriptive functions in astronomy.
Key words. catalogs – astrometry – stars: luminosity function, mass function – Hertzsprung-Russell and C-M diagrams –
stars: low-mass – solar neighborhood
1. Introduction
The history of astronomical research is rich with instances in
which improvements in our observational knowledge have led to
breakthroughs in our theoretical understanding. The protracted
astronomical timescales have required astronomers to employ
significant ingenuity to extrapolate today’s snapshot in time to
understanding the history and evolution of even the local part of
our Galaxy. This is hampered by the fact that our knowledge and
census of the Galaxy, including the local region, is incomplete.
The difficulty has primarily been in the resources required to
determine distances and the lack of a sufficiently deep and com-
plete census of nearby objects, both of which will be resolved by
the ESA Gaia mission. Gaia will determine distances, motions,
and colours of all the stars, except for the very brightest, in the
solar neighbourhood.
The solar neighbourhood has been considerably studied
since the beginning of the past century when astronomers began
† Deceased.
to routinely measure stellar parallaxes. In 1957 this effort was
formalised with the publication of 915 known stars within 20 pc
(Gliese 1957). Various updates and extensions to larger distances
produced what became the Catalogue of Nearby Stars, including
all known stars, 3803, within 25 pc released in 1991 (CNS, Gliese
& Jahreiß 1991). The HIPPARCOS mission increased the quan-
tity and quality of the CNS content; however, the magnitude limit
of HIPPARCOS resulted in an incompleteness for faint objects. In
1998 the CNS dataset was moved online1 and currently has 5835
entries, but it is no longer updated. The most recent update of
the CNS by Stauffer et al. (2010) was to provide accurate coordi-
nates and near-infrared magnitudes taken from the Two Micron
Sky Survey (2MASS, Skrutskie et al. 2006).
The CNS has been used in various investigations, gather-
ing over 300 citations from the studies of wide-binary systems
(Caballero 2010; Lowrance et al. 2002; Poveda et al. 1994;
1 https://wwwadd.zah.uni-heidelberg.de/datenbanken/
aricns/
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Latham et al. 1991), searches for solar twins (Friel et al. 1993),
statistics for extra-solar planet hosts (Biller et al. 2007; Johnson
et al. 2007; Pravdo et al. 2006), the local luminosity function
(Reid et al. 2002; Gizis & Reid 1999; Martini & Osmer 1998;
Wielen et al. 1983; Reid & Gizis 1997), the mass-luminosity
relation (Henry et al. 1999), to galactic and local kinematics
(Bienayme & Sechaud 1997; Wielen 1974). The utility of the
CNS has been limited by its incompleteness and the lack of
high-precision parallaxes. Other compilations of nearby objects
have either limited the type of objects to, for example, ultra-
cool dwarfs and 25 pc (Bardalez Gagliuffi et al. 2019), cooler
T/Y dwarfs and 20 pc (Kirkpatrick et al. 2019), complete spectral
coverage but limited volume, such as the REsearch Consortium
On Nearby Stars 10 pc sample (Henry et al. 2018), or, with the
inclusion of substellar objects and an 8 pc volume (Kirkpatrick
et al. 2012). However, these catalogues have by necessity all
been based on multiple observational sources and astrometry
of limited precision. The high astrometric precision and faint
magnitude survey mode of Gaia will provide a census that will
be more complete, in a larger volume, and homogeneous. It is
therefore easier to characterise.
In this contribution we present the Gaia Catalogue of Nearby
Stars (GCNS), a first attempt to make a census of all stars in the
solar neighbourhood using the Gaia results. In the GCNS we
define the solar neighbourhood to be a sphere of radius 100 pc
centred on the Sun. This will be volume-complete for all objects
earlier than M8 at the nominal G = 20.7 magnitude limit of Gaia.
Later type objects will be too faint for Gaia at 100 pc, resulting in
progressively smaller complete volumes with increasing spectral
type. In Sect. 2 we discuss the generation of the GCNS, in Sect. 3
we present an overview of the catalogue contents and availabil-
ity, in Sect. 4 we carry out some quality assurance tests, and in
Sect. 5 we report an example for a scientific exploitation of the
GCNS.
2. GCNS generation
In this section we describe the process by which we have gen-
erated the GCNS starting from a selection of all sources in the
Gaia EDR3 archive with measured parallaxes $̂ > 8 mas (we
use $ for true parallaxes and $̂ for measured parallaxes). The
process is composed of two phases: in the first phase (Sect. 2.1),
we attempt to remove sources with spurious astrometric solu-
tions using a random forest classifier (Breiman 2001); and in the
second phase (Sect. 2.2), we infer posterior probability densities
for the true distance of each source. The GCNS is then defined
based on the classifier probabilities and the properties of the dis-
tance posterior distribution according to criteria specified below.
These procedures are critical for the catalogue generation, and
the details pertain to the area of machine-learning.
2.1. Removal of spurious sources
In order to generate the first selection of sources inside 100 pc,
we constructed a classifier to identify poor astrometric solutions
that result in observed parallaxes greater than 10 mas from true
sources within the 100 pc radius. For objects with Gaia, G = 20,
the median uncertainty of Gaia EDR3 parallaxes is 0.5 mas
(Seabroke et al. 2021) and the global zero-point is between
−20 and −40 µas (Lindegren et al. 2021a), therefore the 10 mas
boundary is extremely well defined. We started by selecting a
sample with $̂ ≥ 8 mas to minimise the sample size and avoid
introducing a large loss of sources due to the parallax measure-
ment uncertainty. Using the GeDR3mock catalogue (Rybizki
et al. 2020, cf. Sect. 2.2), we estimate that about 55 sources lie
truly within 100 pc but are lost in the primary selection at 8 mas.
We find a total of 121 1740 sources with measured parallaxes
$̂ ≥ 8 mas.
Spurious astrometric solutions can be due to a number of
reasons, but the causes that produce such large parallaxes are
mostly related to the inclusion of outliers in the measured posi-
tions because close pairs are only resolved for certain transits
and scan directions (see Sect. 7.9 of Gaia Collaboration 2018b).
This is more likely to occur in regions of high surface density
of sources or for close binary systems (either real or due to per-
spective effects). Parallax errors of smaller magnitude are more
likely due to the presence of more than one object in the astro-
metric window or to binary orbital motion that is not accounted
for.
We aim at classifying sources into two categories based
solely on astrometric quantity and quality indicators. We explic-
itly leave photometric measurements out of the selection in order
to avoid biases from preconceptions relative to the loci in the
colour-absolute magnitude diagram (CAMD) where sources are
expected. A classifier that uses the position of sources in the
CAMD, and is therefore trained with examples from certain
regions in this diagram, such as the main sequence, red clump,
or white dwarf (hereafter WD) sequences, might yield an incom-
plete biased catalogue in the sense that sources out of these
classical loci would be taken for poor astrometric solutions. In
contrast, we aim at separating the two categories (loosely speak-
ing, good and poor astrometric solutions) based on predictive
variables other than those arising from the photometric measure-
ments, and use the resulting CAMD as external checks of the
selection procedure. This will allow us to identify true nearby
objects with problematic photometry, as we show in subsequent
sections.
In order to construct the classification model, we created a
training set with examples in both categories as follows. For the
set of poor astrometric solutions, we queried the Gaia EDR3
archive for sources with parallaxes $̂ < −8 mas. The query
returned 512 288 sources. We assumed that the mechanism by
which large (in absolute value) spurious parallaxes are produced
is the same regardless of the sign and that the distribution of
astrometric quantities that the model infers from this set of large
negative parallaxes is therefore equivalent (i.e. unbiased with
respect) to that of the set of large spurious parallaxes. We include
in Appendix A.2 a series of histograms with the distributions of
the predictive variables in both the training set and the resulting
classification. The latter is inevitably a consequence of the for-
mer (the training set), but the good match of the distributions for
the $̂ < −8 mas (training set) and $̂ > 8 mas (sources classified
as poor astrometric solutions) is reassuring.
Sources with poor astrometric solutions are expected to have
small true parallaxes (we estimate their mean true parallax to be
0.25 mas, as justified below) and are scattered towards high abso-
lute values due to data reduction problems, as those described
above. By using the large negative parallax sample as training set
for the class of poor astrometric solutions, we avoided potential
contamination by sources that lie truly within the 125 pc radius
or the incompleteness (and therefore bias) associated with the
selection of only very clear cases of poor astrometry.
The set of examples of good astrometric solutions within
the 8 mas limit was constructed as follows. We first selected
sources in low-density regions of the sky (those with absolute
values of the Galactic latitudes greater than 25◦ and at angu-
lar distances from the centres of the Large and Small Magellanic
Clouds greater than 12 and 9 degrees, respectively) and kept only
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sources with a positive cross-match in the 2MASS catalogue. As
a result, we assembled a set of 291 030 sources with photometry
in five bands: G, GRP, J,H, and K. We avoided the use of GBP
magnitudes because they have known limits for faint red objects
(see Sect. 8 of Riello et al. 2021).
From these we constructed a representation space with
one colour index (G − J) and four absolute magnitudes
(MG,MRP,MH , and MK). We fit models of the source distribu-
tion in the loci of WDs, the red clump and giant branch, and
the main sequence. The models for the WDs, giant branch, and
red clump stars are Gaussian mixture models, while the main-
sequence model is based on the 5D principal curve (Hastie &
Stuetzle 1989). We used these models to reject sources with posi-
tions in representation space far from these high-density loci
(presumably due to incorrect cross-matches or poor astrometry).
As a result, we obtained a set of 274 108 sources with consis-
tent photometry in the Gaia and 2MASS bands. This is less than
half the number of sources with parallaxes more negative than -
8 mas. We recall that the selection of this set of examples of good
astrometric solutions is based on photometric measurements and
parallaxes, but we only required that the photometry in the five
bands is consistent. The photometric information is not used later
on, and the subsequent classification of all sources into the two
categories of good and spurious astrometric measurements is
based only on the astrometric quantities described below. This
selection would therefore only bias the resulting catalogue if it
excluded sources with good astrometric solutions whose astro-
metric properties were significantly different from those of the
training examples.
The classification model consists of a random forest
(Breiman 2001) trained on predictor variables selected from a set
of 41 astrometric features listed in Table A.1. Table A.1 includes
the feature names as found in the Gaia archive and its impor-
tance measured with the mean decrease in accuracy (Breiman
2002, two leftmost columns) or Gini index (Gini 1912, two right-
most columns). We selected features (based on the Gini index)
even though random forests inherently down-weight the effect of
unimportant features. We did this for the sake of efficiency. The
selected features are shaded in grey in Table A.1, and we shade
in red one particular variable (astrometric_params_solved)
that can only take two values and was not selected despite the
nominal relevance. The set of 2× 274 108 examples (we selected
exactly the same number of examples in the two categories and
verify the validity of this balanced training set choice below) was
divided into a training set (67%) and a test set (33%) in order to
assess the accuracy of the classifier and determine the proba-
bility threshold that optimises completeness and contamination.
We find the optimum probability in the corresponding receiver
operating curve (ROC), which is p = 0.38, yielding a sensitivity
of 0.9986 (the fraction of correctly classified good examples in
the test set) and a specificity of 0.9991 (the same fraction, but for
the poor category). The random forest consists of 5000 decision
trees built by selecting amongst three randomly selected predic-
tors at each split. Variations in the number of trees or candidate
predictors did not produce better results, as evaluated on the test
set. These can be summarised by the confusion matrix shown in
Table 1.
Figure 1 shows the distribution in the sky of selected (top)
and rejected (bottom) sources. The distribution of selected
sources looks uniform, as expected, with the exception of the
slight over-density at l, b ≈ (300, 10) that is probably part of
the Lower Centaurus Crux subgroup of the Sco OB2 associa-
tion at 115 pc (Zari et al. 2018). The bottom panel highlights
problematic sky areas related to high surface density regions




Notes. Class 1 represents good astrometric solutions (positives), and
class 2 represents poor solutions (negatives). The first row shows the
number of class 1 examples classified as good astrometric solutions
(true positives, first column) and as poor solutions (false negatives, sec-
ond column). The second row shows the number of class 2 examples
classified as class 1 (false positives, first column) and class 2 (true neg-
atives; second columns). The total number of misclassifications for the
set of test examples is 0.1%.
Fig. 1. Distribution of selected (top panel) and rejected (bottom panel)
sources according to the random forest classifier in Galactic coordinates
in an Aitoff projection.
and/or specificities of the scanning law. In order to detect signs
of incompleteness and/or contamination, we inspected the distri-
bution of absolute G magnitudes for both sets of sources (Fig. 2
left panel). The distribution of spurious sources shows a main
component centred at MG ∼ 15; this coincides with a local bump
in the distribution function of selected sources, which may be
indicative of contamination.
Figure 3 shows a (logarithmic) histogram with the derived
membership probabilities. Neither the number of sources with
$̂ < −8 mas or the comparison of the numbers of sources
classified as good and poor provide evidence for a significant
imbalance in the true proportions of the classes. We therefore
discarded the revision of the training set proportions or the
inclusion of additional actions to recalibrate the classification
probabilities due to a class imbalance. Finally, the right panel
of Fig. 2 shows a colour-absolute magnitude diagram (CAMD)
for the full sample colour-coded by probability p. The rejected
sources are predominantly in areas of the CAMD that are usu-
ally empty, consistent with our hypothesis that the parallaxes are
unreliable.
As final confirmation for the assumptions underlying the
training set definition we attempted to estimate the mean true
parallax of the poor astrometric solution by determining the neg-
ative value of the observed parallax that results in approximately
the same number of sources as those classified as poor astro-
metric solutions by our random forest classifier. We find 638 796
sources classified as poor astrometric solutions, which is similar
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Fig. 2. Left panel: distribution of absolute G
magnitudes for the full Gaia EDR3 $̂ ≥ 8 mas
sample. The blue distribution is for selected
sources and the red one for rejected sources
using a bin size of σMG = 0.1 mag. The slight
bump in the distribution of selected sources at
MG = 15 mag that coincides with the maximum
of the rejected sources is probably indicative
of contamination. Right panel: CAMD diagram
for the full sample. The blue points are good
solutions and the red poor ones. The strip of
source with nominally good solutions connecting
the main and white dwarf sequence at MG ∼ 15
is unexpected and due to contamination of the
GCNS by faint objects at distances of 80–120 pc,
as discussed in Sect. 4.5.
Fig. 3. Histogram of the classification probabilities (in the category of
good astrometric solutions) produced by the random forest. The vertical
axis is in logarithmic scale.
to the number of sources with $̂ ≤ −7.5 mas (639 058). If the
distribution of true parallaxes of sources with poor astrometric
solutions were symmetric (which is not necessarily true), then
its mode could be estimated as (8 − 7.5)/2 = 0.25 mas or 4 kpc.
The random forest classifier described above is a solution for
the particular problem of separating good and poor astrometric
solutions in the solar neighbourhood, but it is not applicable at
larger distances. Good and poor astrometric solutions are well
separated in the space of input variables because the former are
of exquisite quality. As the measured parallax decreases, the pro-
portions of both classes change in the input parameter space
and the degree of overlap between the two increases. We there-
fore expect misclassifications to increase for smaller observed
parallaxes, also because the fraction of sources in each cate-
gory varies and increases more steeply for the poor astrometric
solutions. Finally, we would like to emphasise that a probability
below the selection threshold does not necessarily mean that the
source does not lie within 100 pc. The astrometric solution of a
source can be problematic (and the source therefore rejected by
the random forest) even if it is located within 100 pc.
2.2. Simple bayesian distance estimation
In order to infer distances from the observed parallaxes, we
need an expected distance distribution (prior) for the sources
in our sample selection ($̂ ≥ 8 mas). We assumed that we
have removed all poor solutions. The simplest prior is a sin-
gle distribution that does not depend on sky position or type
of star (e.g. colour). We defined an empirical prior based on
synthetic samples using the GeDR3mock, which includes all
the stars down to G = 20.7 mag. The parallax uncertainty for
GeDR3mock was empirically trained on Gaia DR2 data and
was lowered according to the longer time baseline of Gaia EDR3.
The mock parallax_error distribution is narrower than that of
the empirical Gaia EDR3, therefore we artificially increased the
spread in log(parallax_error), see the query below. Because
the catalogue only contains the true parallaxes, we selected
observed parallaxes through the following query, which can be





-- This adds observational noise to the true
parallaxes
FROM gedr3mock.main) AS sample
WHERE parallax_obs > 8
This retrieves a catalogue with 762 230 stars3. Their underly-
ing true distance distribution is shown in Fig. 4. The distribution
of mock stars was inspected by comparing an in-plane, |b| < 5◦,
and an out-of-plane, |b| > 65◦. We found a 15% deficiency of
stars at 100 pc distance for the out-of-plane sample, as expected
due to the stratification in the z direction. When selecting for
specific stellar types, the directional dependence can increase
further, for instance for dynamically cold stellar populations.
Here we ignored these possibilities and used a distance prior
2 http://dc.g-vo.org/tap
3 The number of stars retrieved will slightly change each time the query
is run because the random number generator does not accept seeds.
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Fig. 4. Distance distribution of stars in GeDR3mock selected on
observed parallax >8 mas. We use this distribution as a prior for our
simple Bayesian distance estimation.
independent of colour or direction in the sky to let the exquisite
data speak for themselves.
We sampled the posterior probability density function (PDF)
using Markov chain Monte Carlo methods (Foreman-Mackey
et al. 2013). The reported values, included in a table available at
the CDS, are the percentiles (from 1 to 99) of the stabilised chain,
that is, dist_50 represents the median of the posterior dis-
tance estimation and dist_16, dist_84 the lower and upper 1σ
uncertainties. We also report mean_acceptance_fractions
and mean_autocorrelation_time as quality indicators (but
not all sources have the latter).
3. The Gaia catalogue of nearby stars
We now discuss the selection from the 1 211 740 objects with
$̂ > 8 mas for inclusion in the GCNS. As indicated in Sect. 2.1,
the optimal probability threshold indicated by the ROC is
p = 0.38. To enable a correct use of the distance PDF produced
in Sect. 2.2, we retain all entries with a non-zero probability of
being inside 100 pc, for which we used the distance with 1%
probability, dist_1.
Therefore the selection for inclusion in the GCNS is:
p > = 0.38 && dist_1 < = 0.1 Kpc. (1)
This selection resulted in 331 312 objects that are listed in the
table available at the CDS, an example of which is reported in
Table 2. The 880 428 objects from the full $̂ > 8 mas that did
not meet these criteria are provided in an identical table should
they be needed for characterisation4.
Our goal is to provide a stand-alone catalogue that will be
useful when observing or for simple exploratory studies. Follow-
ing this goal, we have retained minimal Gaia EDR3 information,
source ID, basic astrometry, photometry, and a few of the quality
flags used in this paper. In keeping with the Gaia data release
policy, we do not provide uncertainties on the magnitudes but
the mean_flux_over_error for each passband. There are 3016
objects in the full $̂ > 8 mas sample that do not have Gaia G
magnitudes, 431 of which meet our selection criteria. These 431
objects have on-board estimates of the G magnitude in the 11–13
4 Both tables available at the CDS.
range, and we refer to the Gaia EDR3 release page5 for their
values.
To the Gaia EDR3 data we added the probability of reli-
able astrometry, p, calculated by the random forest classifier,
as detailed in Sect. 2, which has a range of 0–1. We include
four of the values from the posterior distance PDF determined in
Sect. 2.2: the median distance dist_50, its 1-σ upper and lower
bounds (dist_16, dist_84) and the dist_1 value, which is the
1% distance probability and used in the selection of the GCNS.
We include radial velocities included in Gaia EDR3
(Lindgren et al. 2021b), which are 125 354 entries; from the
radial velocity experiment (Kunder et al. 2017), which con-
tributes 2520 entries; and from a 5′′cone search for each entry
on the SIMBAD database6: 12 852 entries. From the RAVE and
SIMBAD entries we removed 130 radial velocities that were
>800 km s−1 and 4937 objects without positive uncertainties or
without reference. The total number of entries with a radial
velocity is 135 790 in the full sample, 82 358 of which are in
the GCNS.
We also provide magnitudes from external optical, near-
infrared, and mid-infrared catalogues. The optical magnitudes
are GUNN g, r, z, i from, in preference order, the Panoramic
Survey Telescope and Rapid Response System first release (here-
after PS1, Chambers et al. 2016), the Sloan Digital Sky Survey
13th data release (Albareti et al. 2017), and the SkyMapper
Southern Survey (Wolf et al. 2018). The near-infrared magni-
tudes J,H,K are from the Two Micron All Sky Survey (Skrutskie
et al. 2006), the mid-infrared magnitudes W1 and W2 from the
CATWISE2020 release (Eisenhardt et al. 2020), and W3 and W4
from the ALLWISE data release (Cutri et al. 2013). All exter-
nal matches came from the Gaia cross-match tables (Marrese
et al. 2019), except for the CATWISE2020 catalogue as it is not
included for Gaia EDR3. For this catalogue we used a simple
nearest-neighbour cone search with a 5′′limit. We emphasise that
these magnitudes are provided to have a record of the value we
used in this paper and to enable a simple direct use of the GCNS.
If a sophisticated analysis is required that wishes to exploit the
external photometry, we recommend to work directly with the
external catalogues that also have quality flags that should be
consulted.
For analysis of the GCNS in a galactic framework, we
require coordinates (X,Y,Z) the coordinates in a barycentric rest
frame positive towards the Galactic centre, positive in the direc-
tion of rotation, and positive towards the north Galactic pole,
respectively. When we ignore the low correlation between the
equatorial coordinates, the (X,Y,Z) and their one-sigma bounds
can be calculated using the distance estimates from Sect. 2 and
their Galactic coordinates.
We inferred space velocities in the Galactic reference frame
U,V,W using a Bayesian formalism. Our model contains a top
layer with the parameters that we aim to infer (distances and
space velocities), a middle layer with their deterministic transfor-
mations into observables (parallaxes, proper motions, and radial
velocities), and a bottom layer with the actual observations that
are assumed to be samples from multivariate (3D) Gaussian dis-
tributions with full covariance matrices between parallaxes and
proper motions, and an independent univariate Gaussian for the
radial velocity. We assumed the classical deterministic relations
that define space velocities in terms of the observables (Gaia
5 https://www.cosmos.esa.int/web/gaia/
early-data-release-3
6 Set of Identifications, Measurements and Bibliography for Astronom-
ical Data, http://SIMBAD.u-strasbg.fr
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Table 2. Content of the GCNS and rejected dataset with the first selected object as example.
Parameter Unit Comment Example
source_id ... Gaia EDR3 source ID 2875125810310195712
ra deg Right ascension (ICRS, epoch 2016.0) 0.0157909
ra_error mas Uncertainty 0.16
dec deg Declination (ICRS, epoch 2016.0) 34.1883005
dec_error mas Uncertainty 0.13
parallax mas Gaia EDR3 parallax 20.194
parallax_error mas Gaia EDR3 parallax uncertainty 0.225
pmra* mas yr−1 Gaia EDR3 Proper motion in RA −227.366
pmra*_error mas yr−1 Gaia EDR3 RA proper motion uncertainty 0.206
pmdec mas yr−1 Gaia EDR3 Proper motion in Dec −56.934
pmdec_error mas yr−1 Gaia EDR3 Dec proper motion uncertainty 0.159
phot_g_mean_mag mag Gaia G Band magnitude 8.3483
phot_g_mean_flux_over_error mag Gaia G flux to flux uncertainty ratio 6895.11
phot_bp_mean_mag mag Gaia BP Band magnitude 8.6769
phot_bp_mean_flux_over_error mag Gaia BP flux to flux uncertainty ratio 3384.69
phot_rp_mean_mag mag Gaia RP Band magnitude 7.8431
phot_rp_mean_flux_over_error mag Gaia RP flux to flux uncertainty ratio 3544.43
phot_robust_bp_rp_excess Ratio of the sum of the BP and RP flux to the G flux 1.2100
ruwe Renormalised unit weight error 14.26
ipd_frac_multi_peak Fraction of windows with multiple peaks 0
adoptedRV km s−1 Adopted Radial Velocity from EDR3 or literature −29.94
adoptedRV_error km s−1 Uncertainty in adopted RV 0.89
adoptedRV_refname ADS Bibcode for RV 2018A&A...616A...1G
radial_velocity_is_valid T/F Flag to indicate if RV is in eDR3 T
GCNS_prob Probability 0 to 1 of having reliable astrometry 1.00
WD_prob Probability 0 to 1 of being a white dwarf 1.00
dist_1 kpc 1st percentile of the distance PDF, used in GCNS selection 0.04833
dist_16 kpc 16th percentile of the distance PDF, 1σ lower bound 0.04901
dist_50 kpc 50th percentile of the distance PDF, the median distance 0.04952
dist_84 kpc 84th percentile of the distance PDF, 1σ upper bound 0.05007
xcoord_50 pc x coordinate in the Galactic frame using dist_50, median coordinate –15.72239
xcoord_16 pc x coordinate 1σ lower bound –15.55850
xcoord_84 pc x coordinate 1σ upper bound –15.89664
ycoord_50 pc y coordinate in the Galactic frame using dist_50, median coordinate 41.02444
ycoord_16 pc y coordinate 1σ lower bound 40.59680
ycoord_84 pc y coordinate 1σ upper bound 41.47911
zcoord_50 pc z coordinate in the Galactic frame using dist_50, median coordinate –22.85814
zcoord_16 pc z coordinate 1σ lower bound –22.61987
zcoord_84 pc z coordinate 1σ upper bound –23.11148
uvel_50 km s−1 Velocity in the Galactic frame, direction positive x –61.07
uvel_16 km s−1 Velocity 1σ lower bound –61.69
uvel_84 km s−1 Velocity 1σ upper bound –60.43
vvel_50 km s−1 Velocity in the Galactic frame, direction positive y –5.58
vvel_16 km s−1 Velocity 1σ lower bound –6.39
vvel_84 km s−1 Velocity 1σ upper bound –4.88
wvel_50 km s−1 Velocity in the Galactic frame, direction positive z 12.81
wvel_16 km s−1 Velocity 1σ lower bound 12.43
wvel_84 km s−1 Velocity 1σ upper bound 13.24
NAME_GUNN Name from the PanSTARRS/SDSS/SkyMapper survey 1237663235523739680
REFNAME_GUNN ADS Bibcode Gunn bands 2017ApJS..233...25A
gmag_GUNN mag GUNN G Band magnitude ( SDSS:g, Skymapper: g_psf) 12.388
e_gmag_GUNN mag Uncertainty GUNN G Band magnitude (SDSS:err_g, Skymapper:e_g_psf) 0.007
rmag_GUNN mag GUNN R Band magnitude ( SDSS:r, Skymapper: r_psf) 12.293
e_rmag_GUNN mag Uncertainty GUNN R Band magnitude (SDSS:err_r, Skymapper:e_r_psf) 0.008
imag_GUNN mag GUNN I Band magnitude ( SDSS:i, Skymapper: i_psf) 12.445
e_imag_GUNN mag Uncertainty GUNN I Band magnitude (SDSS:err_i, Skymapper:e_i_psf) 0.008
zmag_GUNN mag GUNN Z Band magnitude ( SDSS:z, Skymapper: z_psf) 9.007
e_zmag_GUNN mag Uncertainty GUNN Z Band magnitude (SDSS:err_z, Skymapper:e_z_psf) 0.001
NAME_2MASS 2mass name 00000410+3411189
j_m_2MASS mag 2MASS J band magnitude 7.249
j_msig_2MASS mag Uncertainty 2MASS J band magnitude 0.017
h_m_2MASS mag 2MASS H band magnitude 6.940
h_msig_2MASS mag Uncertainty 2MASS H band magnitude 0.016
k_m_2MASS mag 2MASS K band magnitude 6.885
k_msig_2MASS mag Uncertainty 2MASS K band magnitude 0.017
NAME_WISE WISE Name J000003.81+341117.9
w1mpro_pm_WISE mag CATWISE W1 Band magnitude 7.249
w1sigmpro_pm_WISE mag Uncertainty CATWISE W1 Band magnitude 0.020
w2mpro_pm_WISE mag CATWISE W2 Band magnitude 6.922
w2sigmpro_pm_WISE mag Uncertainty CATWISE W2 Band magnitude 0.008
w3mpro_WISE mag ALLWISE W3 Band magnitude 6.883
w3sigmpro_WISE mag Uncertainty ALLWISE W3 Band magnitude 0.016
w4mpro_WISE mag ALLWISE W4 Band magnitude 6.824
w4sigmpro_WISE mag Uncertainty ALLWISE W4 Band magnitude 0.085
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coordinates, parallaxes and proper motions, and radial veloci-
ties), which we explicitly develop in Appendix B. We neglect
here for the sake of simplicity and speed the uncertainties in the
celestial coordinates and their correlations with parallaxes and
proper motions. The full covariance matrices are given by the
catalogue uncertainties and correlations.
We used the same empirical prior for the distance as
described in Sect. 2.2 and defined three independent priors for
the space velocities U, V, and W (see Appendix B for details).
In all three cases we use a modified Gaussian mixture model
(GMM) fit to the space velocities found in a local (140 pc) simu-
lation from the Besançon Galaxy model (Robin et al. 2003). The
number of GMM components is defined by the optimal Bayesian
information criterion. The modification consists of decreasing
the proportion of the dominant Gaussian component in each fit
by 3% and adding a new wide component of equal size centred
at 0 km s−1 and with a standard deviation of 120 km s−1 to allow
for potential solutions with high speeds typical of halo stars that
are not sufficiently represented in the Besançon sample to jus-
tify a separate GMM component. We then used Stan (Carpenter
et al. 2017) to produce 2000 samples from the posterior distribu-
tion and provide the median U,V,W, and their one-sigma upper
and lower bounds in the output catalogue with suffixes vel_50,
vel_16, and vel_84, respectively.
4. Catalogue quality assurance
4.1. Sky variation
In this section we discuss the completeness of the GCNS in the
context of the full Gaia EDR3. In particular, we examine the
changes in completeness limit with the direction on the sky as a
result of our distance cut and as a result of separation of sources.
4.1.1. G magnitude limits over the sky
One of the main drivers of the completeness is the apparent
brightness of a source on the sky. It can be either too bright, such
that the CCDs are overexposed, or it can be too faint, such that it
can hardly be picked up from background noise. For Gaia EDR3
the G magnitude distribution is depicted in Fig. 5 for the sources
that have both a G and a parallax measurement. At the bright
end, we have a limit at about 3 mag, and at the faint end, the
magnitude distribution peaks at 20.41 mag (the mode), which
indicates that not all sources at this magnitude are recovered by
Gaia because otherwise the source count would still rise.
First- and second-order effects arise from the underlying
source density, for example, if there are too many sources for
Gaia to process, ∼106 per deg2 (de Bruijne 2012), then sources
with brighter on-board G magnitude estimate are prioritised; and
the scanning law, for instance, expected scans per source, vary
over the sky, which can improve coverage for fainter sources.
Because the latter effect is complex to simulate (Boubert &
Everall 2020), we employed an empirical approach using the
gdr2_completeness7 python package (Rybizki & Drimmel
2018). We essentially focused on the G magnitude distribution
per HEALpix (Górski et al. 2005), but used percentiles instead
of the mode as an estimator of the limiting magnitude because
the mode is noisy in low-density fields and prone to biases.
Red clump stars towards the bulge or the Magellanic clouds can
produce a mode in the distribution at brighter magnitudes, for
example (cf. discussion in Sect. 3.2 of Rybizki et al. 2020).
7 https://github.com/jan-rybizki/gdr2_completeness
Fig. 5. G magnitude distribution for all sources in Gaia EDR3 that have
a G magnitude and a parallax measurement (the bin size is 0.01 mag).
The mode is indicated as a grey dashed line at 20.41 mag.
Fig. 6. 80th percentile of the G magnitude distribution per level
7 HEALpix over the sky as a Mollweide projection in Galactic coordi-
nates. The Galactic centre is in the middle, and the longitude increases
to the left.
We decided which percentile of the magnitude distribution
was used. Limits of G = 20.28 and G = 20.54 encompass 80%
and 90% of the sources, respectively. These limits are approxi-
mately at the left and right edge of the grey line in Fig. 5 denoting
the mode at G = 20.41, which includes 85% of the sources. We
expect a reasonable cut for most lines of sight to be between these
values. We show the resulting empirical magnitude limit map in
HEALpix level 7 for sources with G and parallax measurement
in Gaia EDR3 for the 80th percentile in Fig. 6. Scanning law
patterns as well as the high-density areas of the bulge and the
Large Magellanic Cloud can be seen. Sources with even fainter
magnitudes still enter the catalogue, but they do not represent
the complete underlying population of sources at these magni-
tudes. These sources instead enter the Gaia EDR3 catalogue in
a non-deterministic fashion as a consequence of the imprecise
on-board G magnitude estimate. We provide the empirical G
magnitude limit map including all percentiles at the HEALpix
fifth level as a table available at the CDS because this is used
in Sect. 5.
An external validation of our usage of percentiles as a
proxy for completeness limits can be achieved by comparing
Gaia EDR3 results cross-matched with PS1 sources classified
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Fig. 7. Each point is the ratio of objects classified as stellar in PanStarrs
with Gaia EDR3 parallaxes to all objects classified as stellar per level
6 HEALpixel binned in r magnitudes, as discussed in Sect. 4.1.1 The
orange diamonds represent the median value for all HEALpixels.
as stars. A PS1 star is defined as an object with a probability
from Tachibana & Miller (2018) greater than 0.5. We compare
the full PS1 footprint and make two assumptions: that the PS1
is complete in the relevant magnitude range, and that r∼G. This
assumption means that the limit of the PS1 is significantly fainter
than the Gaia limit, and for all but the reddest objects, the median
r − G is zero. When we assume this a simple cut at G = (19.9,
20.2, 20.5) mag, which is the mean magnitude limit of the 70th,
80th, and 90th percentile map, this results in a source-count aver-
aged completeness of 97, 95, and 91%. Using our map at 70th,
80th, and 90th percentiles, we find an 98, 97, and 95% com-
pleteness. Figure 7 shows the ratio of PS1 stellar sources with
Gaia EDR3 parallaxes to all PS1 stellar sources in bins of mag-
nitudes in level 6 HEALpixels. The median ratio is 99% until
19.5, drops to 95% at 20.5 (slightly different to the above G
because it is averaged across the sky), and quickly sinks to 50%
at 21.0.
4.1.2. Volume completeness with MG
With regard to volume completeness per absolute magnitude,
which needs to be corrected for when a luminosity function
is constructed, as we do in Sects. 5.2 and 5.8.2, we take into
account (a) the apparent magnitude limits and (b) the distance
probability distribution. For (a) we conservatively employed the
80th percentile apparent magnitude limit map from Sect. 4.1.1
per level 5 HEALpix. All stars that are not within these lim-
its were excluded from the analysis. For (b) we used all of the
99 PDF samples with a distance estimate ≤100 pc instead of a
single distance estimate per source, for example by the median
distance.
On the selected samples, we performed our analysis (e.g.
used the respective distance and G magnitude to derive MG
and counted the sources per absolute magnitude bin), finally
dividing our resulting numbers by 99 to recover the true stel-
lar numbers. Objects that are close to the 100 pc border only
contribute partially to our analysis, down-weighted by the prob-
ability mass, which resides within 100 pc. Similarly, owing to
the distance PDF samples, individual sources can contribute to
different absolute magnitude bins.
Fig. 8. Magnitude difference, ∆G, vs. angular separation, s, of all
objects in Gaia EDR3 colour-coded by density in [0.02, 0.02] bins. The
blue points represent the 99.5 percentiles of the separations, and the red
line is a fit to these values and is reported in Eq. (2).
4.1.3. Contrast sensitivity
The resolving power of the Gaia instrument of two sources that
lie close together in the sky mainly depends on the angular
separation and the magnitude difference (de Bruijne et al. 2015)
and is called contrast sensitivity, see Brandeker & Cataldi (2019)
for a Gaia DR2 determination. In dense regions we especially
lose faint sources due to this effect (Rybizki et al. 2020), which
directly affects our ability to resolve binaries. We empirically
estimated this function using the distribution of close pairs from
the full Gaia EDR3.
In Fig. 8 we plot the angular separation of entries in the
Gaia EDR3 as a function of the magnitude difference. The
blue points are the 99.5 percentiles of the separations binned
in overlapping magnitude bins of 0.2 mag in the magnitude
range 0–11 mag. We adopted these percentiles as the minimum
resolvable separation, smin, and therefore the dependence on the
magnitude difference, ∆G, is approximated by the red line,
smin = 0.532728 + 0.075526 · ∆G + 0.014981 · (∆G)2. (2)
The structure and over-densities in Fig. 8 after the 12th mag-
nitude are due to the gating and windowing effects for bright
objects observed by Gaia.
4.2. Comparison to previous compilations
The Set of Identifications, Measurements and Bibliography for
Astronomical Data (SIMBAD) database provides information on
astronomical objects of interest that have been studied in sci-
entific articles. All objects in this database have therefore been
individually vetted by a professional in some way, and while the
census is not complete because not all objects have been stud-
ied, the contamination is low. From this database we retrieved
all stars with a parallax larger than 8 mas through the following
query performed with the TAP service8:
SELECT main_id, plx_value, plx_bibcode,
string_agg(bibcode||’;’||plx,’;’)
FROM basic LEFT JOIN mesPlx on oid\,{=}\,oidref
WHERE plx_value>8
GROUP BY main_id, plx_value, plx_bibcode
8 https://simbad.u-strasbg.fr/simbad/sim-tap
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Fig. 9. Content of the 8 mas sample from the SIMBAD query. The num-
ber of stars is given in different samples depending on the origin of their
parallax. The ratio of the area for the three main primary circles is pro-
portional to the ratio of the square root of the total number of objects
per sample.
The 8 mas limit, or 125 pc, was chosen at this stage because
we will further cross-match with the GCNS and expect some of
the sources to have a new Gaia parallax above 10 mas, which
means that they enter the 100 pc sample, or vice versa. This
query returned 189 096 objects. Eight hundred and thirty-nine
objects in binary systems are duplicates: they have one entry as
a multiple system, plus one or two (or even three) entries for the
individual components (e.g. α Cen is listed three times, first as
a system, but then α Cen A and α Cen B are also listed individ-
ually). Moreover, obvious errors are, for example, HIP 114176,
2MASS J01365444-3509524, and 2MASS J06154370-6531528,
which last case is a galaxy.
This leaves a sample of 188 248 objects. Most of
them, ∼98%, have parallaxes from Gaia DR1 (566 objects;
Gaia Collaboration 2016) and Gaia DR2 (184 584 objects;
Gaia Collaboration 2018b), and ∼2% have parallaxes from
HIPPARCOS (2534 objects; Perryman et al. 1997; van Leeuwen
2007). The few remaining objects (564) are from other trigono-
metric parallax programs (e.g. van Altena et al. 1995; Smart et al.
2013; Dittmann et al. 2014; Martin et al. 2018).
SIMBAD does not systematically replace plx_value by the
most recent determination, but prefers the value with the low-
est measurement uncertainty. In particular, for 693 very bright
stars from this query, the astrometric solution of HIPPARCOS is
chosen over that of Gaia DR2.
Our SIMBAD query also gives all existing trigonometric
parallax measurements (from the table mesPlx) for each star.
Figure 9 shows the content of the SIMBAD query in terms of
the number of stars and the origin of their parallax. It shows that
the SIMBAD 8 mas sample has mostly been fed by Gaia. For this
reason, we first compared GCNS with the compilation, exclud-
ing the objects for which only a Gaia parallax is available (blue
sample in Fig. 9).
Next we compared GCNS with the full Gaia DR2 data (and
not only with the stars listed in SIMBAD, which are about half
of the full Gaia DR2 catalogue). Within the 100 pc sphere, the
total number of objects having an astrometric parallax determi-
nation consequently increases from 26 536 stars prior to Gaia
to 300 526 stars in GCNS with dist_50< 0.1, or 301 797 stars
when each source with dist_1< 0.1 is counted and weighted by
its probability mass (see Sect. 4.1.2).
Figure 10 shows the distribution in distance of the GCNS cat-
alogue, of the HIPPARCOS catalogue, and of all objects having a












Fig. 10. Distance distributions of the GCNS compared to previous com-
pilations. The distance is computed as the inverse of the parallax, taken
from the respective catalogue. The y-axis is a log scale.
parallax from other programmes (mainly ground-based), prior to
Gaia. The Catalogue of Nearby Stars (Gliese & Jahreiß 1991) is
also shown. Although CNS is based on ground-based programs,
CNS contains more stars in some bins than are listed in SIM-
BAD. The main reason is that CNS lists all the components in
multiple systems, whereas SIMBAD has only one entry for the
systems with one parallax measurement.
In what follows, we compare Gaia EDR3 objects with a
parallax $̂ > 8 mas and a probability p> 0.38 (see Sect. 2)
with previous compilations. We first cross-matched Gaia EDR3
with the SIMBAD sample (excluding exoplanets and stars with
only a Gaia parallax), and we retrieved 94% of the objects. The
Gaia EDR3 adds 402 stars to the 100 pc sphere and removes 318
stars. Some stars have very different parallax determinations. For
instance, HD 215415 has a parallax of 79.78± 21.65 mas from
HIPPARCOS and 10.32± 0.05 mas from Gaia EDR3. This is a
double star, which may question the validity of the measure-
ments.
SIMBAD contains 1 245 objects with plx-value>10 mas
that are not in Gaia EDR3. They are shown in Fig. 11. Some of
them are too faint or bright or are binaries, but for some there
is no clear consistent reason why they are missing. In particu-
lar, half of them are in Gaia DR2. We provide a table9 of these
missing objects, in which we also included 4 stars within 10 pc
and 9 confirmed ultra-cool dwarfs with a parallax measurement
from Gaia DR2 that were not individually in SIMBAD, but were
confirmed independently.
We next compared our sample with Gaia DR2, to which
the same process of training set construction and random forest
classifier creation was applied for quality assurance (maintain-
ing the same overall choices, but adapting the feature space
to those available in Gaia DR2). We selected the stars with
parallax $̂ > 8 mas and a probability p > 0.43, which is the opti-
mum threshold given by the ROC for Gaia DR2. With this, we
retrieved 95% of the Gaia DR2 stars in Gaia EDR3. Figure 12
shows the comparison in the parallax distributions. It is clear
that Gaia DR2 has significantly more false entries and spurious
large parallaxes. One reason that a GCNS was not attempted with
Gaia DR2 was that the amount of false objects in the original
data was excessive; the selection procedure would have found
9 Available at the CDS.
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Fig. 11. J vs. J − K of the SIMBAD 100 pc sample before Gaia. Grey
dots: stars found in Gaia EDR3. Red dots: stars not found in Gaia EDR3.
Fig. 12. Parallax distribution in Gaia DR2 with $̂ > 8 mas (empty,
orange), Gaia DR2 with dist_1< 0.1 and p > 0.43 (filled, orange),
Gaia EDR3 with $̂ > 8 mas (empty, black), and GCNS (filled, black).
15 objects with $̂ > 500 mas if we had made a GCNS with
Gaia DR2.
Within 100 pc (i.e. dist_50 <0.1 kpc), 7079 stars published
in Gaia DR2 are not found in Gaia EDR3, and 8760 stars in
Gaia EDR3 are not in Gaia DR2. Their position in the CAMD,
in a G versus distance diagram, and on the sky in Galactic coor-
dinates is shown in Fig. 13. The left panels show the stars in
Gaia DR2 that are not Gaia EDR3. Some of them are very faint
(MG > 21), very close ($̂ > 100 mas), and as already noted,
they are false entries in Gaia DR2. Stars in the left part of
the main sequence are also suspicious because it appears that
they are also located along scanning law patterns, as revealed by
the lower left panel of Fig. 13. In particular, the clump around
MG = 8 corresponds to the over-density of stars around G = 12 in
the G versus distance diagram (see the middle left panel). We
suspect that the pile-up and gap at G ∼ 13 are related to the
effects in Gaia DR2 of changing window class across this mag-
nitude range, see Evans et al. (2018), Riello et al. (2018), and
Carrasco et al. (2016). Even given these known artefacts in the
Gaia datasets, we are still left with ∼3400 Gaia DR2 stars that
are located along the main sequence for which there is no evident
reason why they are not in Gaia EDR3.
In contrast, the G versus distance diagram is smoother for the
stars that are found in Gaia EDR3 but not in Gaia DR2 (mid-
dle right panel). The faint stars (at G > 20) correspond to the
WDs and low-mass stars. Thousands of new candidates are thus
expected for these faint objects (see Sects. 5.8 and 5.4). The
CAMD in the top right panel is coloured as a function of the
parameter ipd_frac_multi_peak. It provides the fraction of
windows as percentage from 0 to 100 for which the algorithm
has identified a double peak, that is, a high value indicating
that the object is probably a resolved double star. Many stars
lie at the right side of the main sequence, where we expect over-
luminous binary systems to lie, and a significant fraction have a
consistently high probability to be binaries.
Many objects with low ipd_frac_multi_peak values
remain as outliers with red colours, probably due to inconsistent
photometry (see also Sect. 5.5). The sky map (lower right panel)
shows regions (in particular, l ' 240◦ and b ' 45◦) in which stars
are found in Gaia EDR3 , but not Gaia DR2.
4.3. 10 pc sample
As an illustration, we detail the 10 pc sample. The SIMBAD
query returns 393 objects (excluding exoplanets) From this list
we removed 14 duplicates, one error (HIP 114176), and Gaia DR2
4733794485572154752, which we suspect to be an artefact that
lies in front of a globular cluster. We added the multiple brown
dwarf Luhman 16 AB at 2 pc (Luhman 2013) and 2MASS
J19284155+2356016, a T6 at 6 pc (Kirkpatrick et al. 2019). The
resulting 10 pc sample contains 378 objects, 307 of which are
in the GCNS. The new Gaia EDR3 parallax places LP 388-55
outside the 10 pc sphere, and HD 260655 enters this sphere.
The GCNS lists the first individual parallax measurements
for five stars in systems within the 10 pc sample: HD 32450B,
CD-37 10765B, the WD o 2 Eri B, Wolf 424 B, and one star in
the µ Her system, separated by 0.6 ′′from µ.02 Her. This means
that 312 stars are located within 10 pc in the GCNS.
We removed all giants, WDs, and peculiar or uncertain types
from the full set of SIMBAD spectral types, and we find a cal-
ibration between the median absolute magnitude, MG, and each
spectral class. With this calibration for the SIMBAD entries with
spectral types, we predicted their apparent G magnitudes. Ten of
the objects missing in GCNS are stars that are too bright (Sir-
ius, Fomalhaut, α Cen A and B, Vega, Procyon, Altair, Mizar,
χ Dra, and HD 156384), 33 objects are T and Y brown dwarfs
and are too faint, as are probably 2 late-L dwarfs. However, of
the remaining 26 objects, 15 have Gaia DR2 parallaxes. We
note that 21 of these 26 objects are either spectroscopic bina-
ries or in close binary systems that will give high residuals with
a single-star solution, and for this reason, they may not have
passed the Gaia five-parameter solution quality assurance tests.
Five objects remain (HD 152751, G 24-16, IRAS 21500+5903,
SCR J1546-5534, and BPS CS 22879-0089) for which we do
not have an obvious reason to explain the lack of a Gaia EDR3
five-parameter solution.
The resulting 10 pc sample contains 383 objects with a par-
allax determination: 376 stars from SIMBAD minus LP 388-55,
plus Luhman 16 AB, 2MASS J19284155+2356016, HD 260655,
and the five companion stars with a first parallax determi-
nation from Gaia EDR3 . There are also known unresolved
binary systems (Procyon, η Cas, ξUMa, etc.), and as there will
undoubtedly be new systems (e.g. see Vrijmoet et al. 2020),
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Fig. 13. Comparison between Gaia DR2 and Gaia EDR3, from top to bottom, in the CAMD, in a G vs. distance diagram, and on the sky in galactic
coordinates. Left: stars in Gaia DR2 not found in Gaia EDR3 . Right: stars in Gaia EDR3 not in Gaia DR2 . Upper and middle right panels:
coloured with the ipd_frac_multi_peak. This parameter, available in Gaia EDR3, provides the fraction of windows as percentage from 0 to 100
for which the detection algorithm has identified a “double peak”, meaning that it was probably a visually resolved double star (either just a visual
double or a real binary).
we counted unresolved systems as one entry. The T/Y types
will not be complete in this list, for instance, the 16 T6 to Y2
brown dwarfs that are not included in this list have a parallax
larger than 100 mas from Kirkpatrick et al. (2019), and more
ultra-cool Y-dwarfs are expected to be discovered. These 383
objects can be retrieved by selecting entries from the GCNS with
parallax>= 100 mas (312 objects) and that in the file with
missing objects that we provide have plx_value>= 100 mas
(71 objects). To provide a starting point for estimating the num-
ber of objects expected within 100 pc in the next section, we
estimate that the number of objects with MG < 15.5 within 10 pc
is 316.
4.4. Consistency check with the 10 pc sample
In order to check for the plausibility of the total number of
sources that are classified as good by the random forest described
in Sect. 2, we used the Einasto law with the maximum a poste-
riori values of the parameters inferred in Sect. 5.1 to produce
synthetic samples of sources with uniform densities in planes
parallel to the Galactic plane. We produced an arbitrary number
of samples and then scaled the numbers to match the observed
number of sources within 10 pc. As the Gaia 10 pc sample will be
missing bright sources and to avoid a possible circular reasoning,
we used a census of known sources inside 10 pc with an absolute
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magnitude brighter than 15.5 mag regardless of whether the
sources are detected by Gaia.
In our simulations we assumed for the sake of simplicity
that the binary population properties are dominated by the M
spectral type regime. We set a binarity fraction of 25% and a
distribution of binary separations (a) that is Gaussian in loga-
rithmic scale, with the mean and standard deviation equal to 1:
log10(a)∼N(µ= 1, σ= 1) (see Robin et al. 2012; Arenou 2010,
and references therein). We assumed that the orientation of the
orbital planes are random and uniform in space, giving rise to
the usual law for the inclinations i with respect to the line of
sight given by p(i)∼ sin(i). Furthermore, we assigned a magni-
tude difference between the two components (we did not include
higher order systems) based on the relative frequencies encoun-
tered in the GCNS and discussed in Sect. 5.6. Based on the
separations and inclinations, we computed the fraction f of
the orbit where the apparent angular separation of the binary
components is larger than the angular separation in Eq. (2).
The probability of detecting the binary system as two separate
sources was then approximated with the binomial distribution for
a number of trials equal to 22 (which is the mode of the distri-
bution of the number of astrometric transits in our dataset) and
success probability f . This is an optimistic estimate because it
assumes that one single separate detection suffices to resolve the
binary system.
Using the procedure described above, we generated ten sim-
ulations with 40 million sources each, distributed in a cube
of 110× 110× 110 pc. From each simulation we extracted the
number of sources within 10 and 100 pc (N10 and N100, respec-
tively) and the ratio between the two (N100/N10). The average
value of this ratio from our simulations is 878.2± 28.2. When
we apply this scale to the observed number of sources within
10 pc (316 sources), the expected number of sources in the GCNS
selection is 277 511± 8911. This prediction has to be compared
with the number of sources in the GCNS catalogue with an abso-
lute magnitude brighter than 15.5 and within 100 pc. In order
to obtain this number, we proceeded as described in Sect. 4.1.2
and obtained a total number of sources of 282 652, which agrees
well with the prediction given the relatively large uncertainties
and the fact that the number of sources within 10 pc (316) is
itself a sample from a Poisson distribution. It has to be borne
in mind, however, that the expected number (277 511) does not
take incompleteness due to variations across the sky of the G
magnitude level or due to the contrast sensitivity into account.
GeDR3mock simulations show that 1.8k sources are fainter than
the Gaia EDR3 85th percentile magnitude limits (cf. Sect. 4.1.1).
Additional 0.3k sources are lost due to the contrast sensitiv-
ity, which will be a lower limit because GeDR3mock does not
include binaries, so that this is only the contribution of chance
alignments in crowded regions.
4.5. Contamination and completeness
As described in Lindegren et al. (2018), every solution in Gaia
is the result of iteratively solving with different versions of
the input data and varying the calibration models. The final
solutions do not use all the observations and not all solutions
are published, many quality assurance tests are applied to
publish only high-confidence solutions. Internal parameter
tests that were applied to publish the five-parameter solution in
Gaia EDR3 were G <= 21.0; astrometric_sigma5d_max<
1.2× 100.2max(6−G,0,G−18) mas; visibility_periods_used> 8;
longestsemiMajorAxis of the position uncertainty ellipse<=
100 mas; and duplicateSourceID= 0. The tests were
calibrated to provide a balance between including poor solu-
tions and rejecting good solutions for the majority of objects,
that is, distant, slow-moving objects whose characteristics
are different from those of the nearby sample. In the current
pipeline, the astrometric solution considers targets as single
stars, and for nearby unresolved or close binary systems the
residuals of the observed motion to the predicted motion can be
quite large, so that this causes some nearby objects to fail the
astrometric_sigma5d_max test.
For example, as we saw in Sect. 4.2, we expect 383 objects
within the 10 pc sample. When the 35 L/T objects that we con-
sider too faint are removed, 348 objects remain that Gaia should
see (we include the bright objects for the purpose of this exer-
cise). Twenty-six of these 348 objects do not have five-parameter
solutions in Gaia EDR3 because they fail the solution quality
checks. The fact that many of the lost objects were in spectro-
scopic or close binary systems is also an indication that the use of
a single-star solution biases the solutions for the nearby sample.
If we take these numbers directly, this loss is still relatively small:
26 of 348, or 7.4%. While this loss is biased towards binary sys-
tems, it probably does not depend on direction and the loss will
diminish as the distance increases because the effect of binary
motion on the solutions decreases. The excess of objects found in
the GCNS compared to the prediction in Sect. 4.4 supports this
conclusion, and the comparison of objects found in SIMBAD to
those in the GCNS shows that only 6% are missing, therefore we
consider the 7.4% as a worst-case estimate of the GCNS stellar
incompleteness.
Section 4.1.1 showed that the mode, or peak, of the appar-
ent G distribution is at G = 20.41 mag, which includes 85%
of the sources. The median absolute magnitude of an M9 is
MG = 15.48 mag, which would translate into G = 20.48 mag at
100 pc; therefore we should see at least 50% of the M9-type
stars at our catalogue limit. Our comparison to the PS1 catalogue
indicates that Gaia EDR3 is 98% complete at this magnitude.
As discussed further in Sect. 5.4, the complete volume for later
spectral types becomes progressively smaller, but for spectral
types up to M8, they are volume limited and not magnitude
limited.
We lose small numbers of objects because we started with
a sample that was selected with $ > 8 mas, which from the
GDR3Mock is estimated to be 55. We will lose objects that
are separated by less than 0.6′′ due to contrast sensitivity
(Sect. 4.1.3), which for chance alignments from the GDR3Mock
we have estimated to be 300 sources, but it will be much
higher for close binary systems and will bias our sample to not
include these objects. Finally, we lose objects that are incor-
rectly removed because they have p < 0.38. Based on Table 1
and Sect. 2, we estimate this to be approximately 0.1% of the
good objects.
The incompleteness for non-binary objects to spectral type
M8 is therefore dominated by the 7.4% of objects for which
Gaia does not provide a parallax. For objects later than M8,
the complete volume decreases, as shown in Sect. 5.4. We did
not consider unresolved binary systems, which are considered in
Sects. 5.7 and 5.6.
We also considered the contamination of the GCNS. There
are two types of contamination: objects that pass our probabil-
ity cut but have poor astrometric solutions, and objects that are
beyond our 100 pc limit. The contamination of the good solutions
is evident in the blue points that populate the horizontal fea-
ture at MG = 15–16 mag and between the main and WD sequence
(Fig. 2, right panel). These are faint objects (G > 20. mag) that
lie at the limit of our distance selection (dist_50= 80–120 pc),
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for example with a distance modulus of ∼5 mag), and that there-
fore populate the MG >15 mag region. These faint objects have
the lowest signal-to-noise ratio, and their parameters, used in
the random forest procedure, therefore have the largest uncer-
tainties. Because objects with poor astrometric solutions were
accepted, we estimate this contamination based on Table 1 to be
∼0.1%, the false positives. This means about 3000 objects for
the GCNS.
The contamination by objects beyond the 100 pc sphere can
be estimated by summing the number of distance probability
quantiles inside and outside 100 pc. We find that 91.2% of the
probability mass lies within 100 pc and the rest outside. This
means 29k sources, or 9%. The use of the full distance PDF
will allow addressing this possible source of bias in any analysis.
These known shortcomings should be considered when the
GCNS is used. If the science case requires a clean 100 pc sample,
where no contamination is a priority and completeness is of sec-
ondary importance, objects with a dist_50< 0.1 kpc should be
selected from the GCNS. If the science case requires a complete
sample, all objects with dist_1 < 0.1 kpc should be selected
and then weighted by the distance PDF. When a clean photomet-
ric sample is required, the photometric flags should be applied,
which we did not exploit to produce this catalogue. In the next
section we investigate a number of science questions, for which
we apply different selection procedures to the catalogue and use




In this section we study the vertical stratification as inferred from
the GCNS volume-limited sample. We did this using a relatively
simple Bayesian hierarchical model that we describe in the fol-
lowing paragraphs. First we describe the data we used to infer
the vertical stratification parameters, however. The data consist
of the latitudes, observed parallaxes, and associated uncertain-
ties of the sources in the GCNS with observed parallaxes greater
than 10 mas. In order to include the effect of the truncation
in the observed parallax, we also used the number of sources
with observed parallaxes between 8 and 10 mas and their lati-
tudes (but not their parallaxes). The reasons for this (and the
approximations underlying this choice) will become clear after
the inference model specification. The assumptions underlying
the model listed below.
1. The data used for inference represent a sample of sources
with true parallaxes larger than 8 mas. This is only an
approximation, and we know that the observed sample is
incomplete and contaminated. It is incomplete for several
reasons, but in the context of this model, the reason is that
sources with true parallaxes greater than 8 mas may have
observed parallaxes smaller than this limit due to obser-
vational uncertainties. It is also contaminated because the
opposite is also true: true parallaxes smaller than 8 mas may
be scattered in as a result of observational uncertainties as
well. Because this effect is stronger than the first reason and
more sources lie at larger distances, we expect fewer true
sources with true parallaxes greater than 8 mas (at distances
closer than 125 pc) than were found in the GCNS.
2. The source distribution in planes parallel to the Galactic
plane is isotropic. That is, the values of the true Galactic
Cartesian coordinates x and y are distributed uniformly in
any such plane.
3. The measurement uncertainties associated with the observed
Galactic latitude values are sufficiently small that their effect
on the distance inference is negligible. Uncertainties in the
measurement of the Galactic latitude have an effect on the
inference of distances because we expect different distance
probability distributions for different Galactic latitudes. For
example, for observing directions in the plane that contains
the Sun, the true distance distribution is only dictated by the
increase in the volume of rings at increasing true distances
(all rings are at the same height above the Galactic plane and
therefore have the same volume density of sources), while in
other directions the effect of increasing or decreasing volume
densities due to the stratification modifies the true distance
distribution.
4. Galactic latitudes are angles measured with respect to a
plane that contains the Sun. This plane is parallel to the
Galactic plane but offset with respect to it by an unknown
amount.
5. Parallax measurements of different sources are independent.
This is known to be untrue but the covariances amongst Gaia
measurements are not available and their effect is assumed to
cancel out over the entire celestial sphere.
For a constant volume density ρ and solid angle dΩ along a given
line of sight, the probability density for the distance r is propor-
tional to r2. In a scenario with vertical stratification, however, the
volume density is not constant along the line of sight but depends
on r through z, the Cartesian Galactic coordinate. For the case of
the Einasto stratification law (Einasto 1979) that is used in the
Besançon Galaxy model (Robin et al. 2003), the distribution of
sources around the Sun is determined by the ε parameter (the
axis ratio) and the vertical offset of the Sun , Z, with respect to
the fundamental plane that defines the highest density. The ana-
lytical expression of the Einasto law for ages older than 0.15 Gyr
is
ρ ∝ ρ0 · exp








where a2 = R2 + z
2
ε2
, R is the solar galactocentric distance, z is
the Cartesian Galactic coordinate (which depends on the Galac-
tic latitude b and the offset as z = r · sin(b) + Z), ε is the
axis ratio, and we used the same values as in the Besançon
model, R+ = 2530 pc and R− = 1320 pc. The value of ε in general
depends on age. We assumed a single value for all GCNS sources
independent of the age or the physical parameters of the source
such as mass, effective temperatures, and evolutionary state.
In our inference model we have the vertical stratification law
parameters (ε and Z) at the top. We defined a prior for the ε
parameter given by a Gaussian distribution centred at 0.05 and
with a standard deviation equal to 0.1, and a Gaussian prior cen-
tred at 0 and with a standard deviation of 10 pc for the offset
of the Sun with respect to the Galactic plane. Then, for a given
source with Galactic latitude b, the probability density for the
true distance r is given by
p(r | ε,Z) ∝ ρ(z(r) | ε,Z) · r2. (4)
Equation (4) is the natural extension of the constant volume
density distribution of the distances. Finally, for N observa-
tions of the parallax $̂i with associated uncertainties σ$i , the




p($̂i | ri, ε,Z) =
N∏
1
N($̂i | ri, σ$i ), (5)
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where N(· | µ, σ) represents the Gaussian (or normal) distribu-
tion centred at µ and with standard deviation σ, and we have
introduced the assumption that all parallax measurement are
independent. The model is defined by the stratification param-
eter ε, the (also) global parameter Z, and the N true distances to
individual sources ri. With this, the posterior distribution for the
full forward model can be expressed as
p(ε,Z, r | $̂) ∝
N∏
1
p($̂i | ri, ε,Z) · p(ri | ε,Z) · p(ε) · p(Z),
(6)
where bold symbols represent vectors. For the sake of computa-
tional efficiency, we marginalised over the N individual distance
parameters ri and inferred only the two global parameters ε and
Z,
p(ε,Z | $̂) ∝
∫






p($̂i | ri, ε,Z) · p(ri | ε,Z) · dri · p(ε) · p(Z),
(7)
where rmax represents the assumed maximum true distance in the
sample of sources that defines the dataset.
The model described so far relies on the assumption that the
dataset used for the evaluation of the likelihood is a complete and
uncontaminated set of the sources with true distances between 0
and rmax. The selection of this dataset from the observations is
impossible, however. On the one hand, the posterior distances
derived in Sect. 2.2 assume an isotropic prior, and a selection
based on it would therefore be (mildly) inconsistent. The incon-
sistency is minor because the directional dependence of the prior
is a second-order effect with respect to the dominant r2 factor.
It is also problematic because a source with a posterior median
slightly greater than 100 pc would be left out of the sample even
though it has a relatively high probability to be inside, and vice
versa for sources with posterior medians slightly smaller than
100 pc. On the other hand, a selection based on the observed par-
allax (e.g. defined by $̂ > 10 mas) is different from the sample
assumed by the model (which is defined by all true distances
being within the 100 pc boundary). We decided to modify the
model to account for a truncation in the space of observations for
illustration purposes. It exemplifies an imperfect yet reasonable
way to deal with such truncations.
We inferred the model parameters from the set of sources
with observed parallaxes $̂ > 10 mas, but we modified the
likelihood term in order to include the truncation of observed
parallaxes. The dataset upon which our model infers the stratifi-
cation parameters was defined by all sources classified as good
astrometric solutions with the random forest described in Sect. 2,
for example with p > = 0.38. We assumed that the total number
of sources with true distances smaller than 125 pc is the same
as that with observed parallaxes greater than or equal to 8 mas.
This is an approximation because we know that in general, the
true number will be smaller due to the effect of the measurement
uncertainties scattering more external sources in than internal
sources out. However, the true number cannot be estimated with-
out knowing the stratification parameters. It is possible to infer
the total number as another model parameter, but that is beyond
the scope of this demonstration paper. We modified the like-
lihood term to include the effect of the truncation as follows.
Fig. 14. Posterior probability density for the Einasto law ε parameter
and the solar z coordinate for the entire GCNS (black) and for three
segments along the main-sequence distributions from left to right: early
spectral types before the turn-off point (blue), spectral types G and early
K (orange), and M-type stars (red).
The likelihood term was divided into two contributions that
distinguish sources with $̂ > 10 mas and sources with smaller
parallaxes (8 < $̂ < 10 mas). For the former, the likelihood
term was exactly as described by Eq. (5). For the latter we only
retained their Galactic latitudes, the fact that their observed
parallaxes are smaller than 10 mas, and the total number of
sources, but not the parallax measurements themselves. The new
likelihood term is









p($̂i | ri, ε,Z) · d$̂i,
(8)
where Nobs is the number of sources with observed paral-
laxes $̂ ≥ 10 mas, and Nmiss is the number of sources with
observed parallaxes in the range from 8 to 10 mas. With this
new likelihood expression, we can proceed to calculate posterior
probability densities for a given choice of priors.
Figure 14 shows the posterior density contours for the ε
parameter and the solar coordinate z = Z under the Einasto
model described above for the entire sample, small contours in
the middle, and for three separate subsamples along the main
sequence. The maximum a posteriori values of the model param-
eters for the full GCNS sample are ε = 0.032 and Z = 4 pc.
Figure 14 shows that the hot population (defined as the main-
sequence segment brighter than MG = 4) seems characterised by
a smaller ε parameter (with a maximum a posteriori value of
0.028) and a vertical coordinate Z =−3.5, whereas the mid-
dle (4 < MG < 7) and cool (12 < MG < 15) segments of the
main sequence are characterised by higher values of ε (0.036 and
0.044, respectively) and Z coordinates larger than the inferred
value for the full sample (11.5 and 15, respectively). For com-
parison, the values used in the Besançon Galaxy model (Robin
et al. 2003) range between 0.0268 for stars younger than 1 Gyr
and 0.0791 for those with ages between 7 and 10 Gyr. The param-
eters inferred in this section are fully consistent with these values
given that the data samples are not characterised by a single age
but contain sources with a continuum of ages (younger on aver-
age for the hot segment, and increasingly older for the middle
or cool segments) determined by the local star formation history
and kinematical mixing.
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Fig. 15. Posterior probability density for the scale height H and solar
z coordinate with respect to to the Galactic plane inferred from the
hierarchical Bayesian model.
The values discussed in the previous paragraph did not take
into account that the objects used to infer the stratification
parameters include sources that do not belong to the thin disc.
In order to assess the effect of the presence of thick disc stars
in our dataset on the inferred parameter values, we applied the
same method to an augmented dataset with an additional 6.6%
of sources (see Sect. 5.3.2 for a justification of this value) dis-
tributed uniformly in the three Galactic Cartesian coordinates.
This was an upper limit to the effect because thick-disc stars
are also vertically stratified. It results in a small shift of the
inferred parameters characterised by a maximum a posteriori
value of ε and of the vertical coordinate Z of 0.034 and 3.5 pc,
respectively.
We also applied the formalism described above to the alter-
native stratification model defined by the exponential decay with
scale height H (see Dobbie & Warren 2020, for a recent appli-
cation of Bayesian techniques to a set of analytical stratification
laws that includes the exponential model). The prior probability
for the scale height is defined as an exponential distribution with
scale 1000 pc, and that for the offset is defined as a Gaussian
distribution centred at 0 and with a standard deviation of 10 pc
(the same as in the case of the Einasto law). Figure 15 shows
the un-normalised posterior for the model described above and
parameters H and Z. The maximum a posteriori value of the
vertical scale height is 365 pc, above the value of 300 pc com-
monly accepted in the literature (see Rix & Bovy 2013, and
references therein), and certainly greater than more recent esti-
mates such as those of Dobbie & Warren (2020). We interpret
this difference as due to the discontinuity of the derivative of
the exponential distribution at Z = 0 and the limited range of dis-
tances of the sample used here. If the true density distribution is
smooth at that point (i.e. if the likelihood term that includes the
exponential decay is not a good model of the data), then it is to
be expected that the inference model favours values of H that are
higher than would be inferred over larger volumes. The value of
Z is less constrained by the data and the marginal distribution
is multi-modal, with a maximum at −6 and several local minima
at positive coordinates. Given the sharp peak of the exponen-
tial distribution, we interpret the various maxima as the result of
local over-densities. The negative maximum a posteriori value of
Z is surprising because the values found in the literature range
between 5 and 60 pc, with most of the recent measurements con-
centrated between 5 and 30 pc (see Table 3 of Karim & Mamajek
2017, and references therein). A direct comparison of the val-
ues is difficult, however, because each measurement defines the
Galactic plane in a different way. In our case, we measured the
vertical position of the Sun with respect to the z coordinate of
the local (within 100 pc of the Sun) maximum volume density.
This does not need to coincide with the Galactic plane defined
by the distribution of star counts of different stellar populations
(e.g. Cepheids, Wolf-Rayet stars, or OB-type), the distribution
of clusters, or the distribution of molecular gas, especially if
these distributions are not local but averaged over much larger
fractions of the Galactic disc.
5.2. Luminosity function
The GCNS is an exquisite dataset from which to derive the
local luminosity function. This is possible for the first time
using volume-limited samples with parallaxes not derived from
photometric measurements that are affected by related biases
(Eddington or Malmquist), and homogeneously throughout the
HR diagram, from bright stars down to white dwarfs and the sub-
stellar regime. In this section, we present the luminosity function
of main-sequence and giant stars.
We first removed all objects with a probability higher than
50% to be a WD as defined in Sect. 5.8. The giant branch is well
separated from the main sequence in the MG versus GBP −GRP
diagram. Our giant star selection follows the two conditions
MG < 3.85 and GBP −GRP > 0.91 and gives 1573 stars, which is
a significant sample even given the small volume. The remaining
stars are considered to belong to the main sequence. At this stage,
we did not attempt to correct the luminosity function for binarity
effects. We thus defined a subsample of the main sequence keep-
ing only stars with ipd_frac_multi_peak = 0 corresponding
to 81% of the main-sequence stars. As already mentioned, this
parameter reflects the probably of being a visually resolved
binary star. This filter decreases the binarity contribution and
at the same time removes some of the outliers with G − GRP
colour excess whose photometry is suspected to be incorrect (see
Sect. 5.5).
We determined the luminosity function using the gener-
alised form of the Vmax classical technique (Schmidt 1968). We
computed the maximum volume probed at a given absolute mag-
nitude, and corrected it to take the decrease in stellar density
with increasing distance above the Galactic plane (Felten 1976;
Tinney et al. 1993) into account,
Vmax = Ω
H3
sin3 |b| [2 − (ξ






where H is the thin-disc scale height and dmax is the maximum
distance of the detection. b and Ω are the Galactic latitude and
the area of the HEALpix to which the star belongs. We assumed
H = 365 pc as derived in Sect. 5.1.
Usually, dmax was estimated for each object. Thus the object
was counted as the inverse of the maximum volume Vmax in
which it is observed. The luminosity function is the sum over
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Fig. 16. Upper panel: luminosity function of
the GCNS, with a 0.25 bin, in log scale. The
upper full curve plotted in grey shows main-
sequence stars. The lower full curve plotted in
blue points represents main-sequence stars with
ipd_frac_multi_peak = 0, that is, probably sin-
gle stars. The small lower partially orange curve
shows giants stars. The confidence intervals reflect
the Poisson uncertainties. Lower panel: 〈V/Vmax〉
vs. MG. The expectation value for the statistic is 0.5
for a uniform sample within the survey volume.
We followed this scheme, but as explained in Sect. 4.1.2, instead
of using a single distance for each star, we considered its whole
distance probability distribution, adding a contribution of 1/99th
of the sum of those probabilities within 100 pc. The use of the
Bayesian framework allowed us to avoid the Lutz-Kelker bias
for a volume-limited sample (Lutz & Kelker 1973).
Finally, we took the 80th percentile G magnitude sky distri-
bution at HEALpix level 5 (corresponding to an angular resolu-
tion of three square degrees per HEALpix) to apply sensitivity
cuts and reach the highest completeness limit depending on the
sky position. These limits have a minimum, mean, and maximum
G limit of 18.7, 20.2, and 20.7 respectively.
We also computed the mean value of V/Vmax in the bins
of absolute magnitude, where V is the (generalised) volume
in which each object is discovered, that is, the volume within
the distance d to each object. This statistic 〈V/Vmax〉 should
approach 0.5 for a uniformly distributed sample with equal
counts in each volume. As shown in the lower panel of Fig. 16,
this is the case of our sample from MG = 2 to ∼20.5.
The luminosity function is shown in the upper panel of
Fig. 16. The luminosity function of the giant sample is shown in
red. The red clump is clearly visible by the peak at MG = 0.4 with
Φ = 1.9± 0.1× 10−4 stars pc−3 mag−1. However, this is underesti-
mated here because objects brighter than G ' 3 are not included
in Gaia. The local luminosity function of fainter giants, on the
red giant branch, is reliable, however. We compared our result
with those obtained by Just et al. (2015) using a sample of
2660 giants from HIPPARCOS and the CNS up to 200 pc. They
found a value of Φ = 8.3× 10−5 stars pc−3 mag−1 at MK = 1,
which roughly corresponds to MG = 3,where we find a consistent
11.0± 1.1× 10−5 stars pc−3 mag−1.
The luminosity function of the main-sequence sample illus-
trates the very high precision offered by the unprecedented
quality of the GCNS. The confidence intervals reflecting
Poisson uncertainties are very small even at the low-mass
end down to MG ' 18 mag, corresponding to L3-L4 based
on the spectral type versus MG relation derived for SIM-
BAD entries as described in Sect. 4.2. The overall density is
0.081± 0.003 stars pc−3.
This can be compared with the previous efforts made
to determine the luminosity function within 25 pc based on
HIPPARCOS CNS (e.g. Just et al. 2015), and ground-based
observations (e.g. Reid et al. 2002, and references therein). By
using a combination of HIPPARCOS and astrometric and spec-
troscopic observations, Reid et al. (2002) were able to derive
the solar neighbourhood (25 pc) luminosity function from bright
to low-mass stars, including the contribution from companions.
There is an overall agreement with our determination, in partic-
ular within their confidence intervals, that can be 20 times larger
than in the GCNS luminosity function (see their Fig. 8). One
main difference is the double-peaked shape in their luminosity
function, with one maximum at MV = 12.5 mag (correspond-
ing to our maximum at MG = 10.5 mag) and a higher one at
MV = 15.5 mag that should stand at MG = 14−14.5 mag and does
not appear in the GCNS luminosity function. This second peak
is poorly defined: it has a large confidence interval, for instance,
and does not appear in the 8 pc luminosity function determined
by Reid et al. (2003).
The high precision of the luminosity function enables search-
ing for signatures of structures in the CAMD, such as the Jao gap.
Using Gaia DR2, Jao et al. (2018) discovered this narrow gap
(∼0.05 mag) in the lower main sequence, which is hypothesised
to be the result of a dip in the luminosity function associated
with complex evolutionary features of stars with mass ∼0.35 M
(MacDonald & Gizis 2018; Baraffe & Chabrier 2018). There-
fore, we first inspected the lower main sequence of the complete
GCNS catalogue to verify the presence of this feature, and find
that the gap stands out distinctly, as depicted in the left panel
of Fig. 17. By breaking down the GCNS sample into GBP −GRP
colour and magnitude bins according to Jao et al. (2018), their
Table 1, we also confirm the largest decrement of counts around
MG = 10.14, or MRP = 9.04. The effects of this gap are reflected
in the luminosity function, as shown in the right panel of Fig. 17
by the red line. The main sequence also shows an inflection close
to the gap that is very likely the effect noted by Clemens et al.
(1998). Other structure is apparent in the luminosity function that
may be connected to the main-sequence structure found in Jao &
Feiden (2020) as well as the more classical variations (Wielen
et al. 1983; Kroupa et al. 1990), but this is beyond the scope of
this contribution.
Recent works have been made to derive the luminosity func-
tion at the stellar to substellar boundary (Bardalez Gagliuffi
et al. 2019) and for L to Y brown dwarfs (Kirkpatrick et al.
2019). Although the statistical noise increases in the brown
dwarf regime, the luminosity function can be derived down to
MG = 20.5 (translating into ∼L9 spectral type). Several features
A6, page 17 of 44
A&A 649, A6 (2021)



































Fig. 17. Left panel: so-called Jao gap in the MG vs. GRP −GBP diagram. Right panel: zoom of the luminosity function from Fig. 16 computed in 0.1
magnitude bins, in linear scale. The red line indicates the position of the Jao gap.
can still be seen: a dip at MG = 16.4 mag or L0; a dip at
MG = 18.9 mag or L5; a peak at MG = 20.1 mag or L8, but with a
large confidence interval. A better investigation of the possible
contamination by red objects with potentially inaccurate pho-
tometry, in particular in the late-L regime, should be made before
any conclusions are drawn as to the reality of these features.
However, the clear dip at MG = 17.6 in Fig. 16, which is
also seen at MRP = 16.11 in the MRP luminosity function, cor-
responding to the L3 spectral type, probably is a real feature.
This can be seen in Fig. 26 from Bardalez Gagliuffi et al. (2019),
for instance, where a plateau appears at MJ ' 13 to 14 (corre-
sponding to MG ' 16 to 18, M9 to L4), followed by an increase
in luminosity function. This absolute magnitude region lies at
the edge of other studies (Cruz et al. 2007; Bardalez Gagliuffi
et al. 2019 for M7 to L5 and Reylé et al. 2010 for L5 to T0) using
different samples. In contrast, the GCNS offers a homogeneous
sample that gives confidence to the physical significance of that
dip. This minimum probably is a signature of the stellar to sub-
stellar boundary because brown dwarfs are rapidly cooling down
with time. Models predict that they pass through several spec-
tral types within 1 Gyr (see e.g. Baraffe et al. 2015). Thus they
depopulate earlier spectral types to go to later ones. The homoge-
neous dataset offered by GCNS will allow us to refine the locus
of this boundary.
5.3. Kinematics
We explored the kinematics of the GCNS catalogue by restrict-
ing the sample to 74 281 stars with a valid radial velocity in
Gaia EDR3. We used the vel_50 Cartesian velocities (U,V,W)
as determined in Sect. 3.
5.3.1. Structures in the (U, V) plane
The sample in the (U,V) plane shows several substructures,
as already pointed out in early studies by Eggen, who identi-
fied numerous groups or superclusters (Eggen 1958, 1971), then
from HIPPARCOS data in Skuljan et al. (1999) and Chereul
et al. (1997). See Antoja et al. (2010) for a detailed historical
review. These substructures were confirmed in Gaia DR2 (Gaia
Collaboration 2018d).
In this local sample, the (U,V) plane also appears to be
highly structured, as shown in Fig. 18, where we show the
approximate structuralisation of the velocity space by straight
Fig. 18. GCNS stars in the (U,V) plane. We identify substructures,
labelled strip 1 to 6, from top to bottom, separated by indicative straight
lines: V = 0.22 ∗U − 3, V = 0.22 ∗U − 17, V = 0.22 ∗U − 39, V = − 43,
and V = − 58.
line divisions. The three top strips have been largely studied
from HIPPARCOS data, particularly by Skuljan et al. (1999) from
wavelet transform, who labelled them as (1) the Sirius branch
at the top (where the Sirius supercluster identified by Eggen is
located), (2) the middle branch, which is less populated, and
(3) the Pleiades branch, which is most populated, where the
Hyades and the Pleiades groups are located. A significant gap
lies just below this strip 3; it has been presented in previous stud-
ies and is nicely visible in Gaia DR2 data. The strips below
the gap are nearly parallel to the U axis. Strips 4 and 5, seen
at V ≈ −35 km s−1 and ≈ −45 km s−1, are most probably asso-
ciated with the Hercules stream that was identified by Eggen
(1958), where the high-velocity star ζ Hercules is located. The
Hercules stream was identified at V ≈ −50 km s−1 by Skuljan
et al. (1999), but appears itself to be substructured (Dehnen 1998)
when the sample is sufficiently populated and has accurate veloc-
ities. The Gaia Collaboration (2018d) suggested that the strip at
V ≈ −70 km s−1 (strip 6) might also be linked to the Hercules
stream.
The strips are not related to cluster disruptions, as pointed out
by different studies (e.g. Dehnen 1998; Antoja et al. 2010), they
cover wide age ranges (Famaey et al. 2008). Some studies argued
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Fig. 19. KDE distribution of GBP −GRP colour for different strips of the
(U,V) plane of Fig. 18. Turn-off colours are similar for the three strips
above the gap (strips 1 to 3), but older and older in strips below it (strips
4 to 6).
that they are due to resonances from either the bar, the spiral
arms, or both. As a verification test, we investigated whether
there is evidence of an age difference between different strips
by examining their turn-off colour.
We show in Fig. 19 the KDE distribution of colours for the
different strips. There is a clear colour shift of the turn-off of the
different strips for those that are below the main gap (strips 4,
5 and 6 in Fig. 18), indicating that they are increasingly older
when the asymmetric drift is stronger and extends farther, as
expected from secular evolution. However, this global trend is
superimposed on a structure that is probably due to resonances
that several studies attributed to the outer Lindblad resonance of
the bar (Antoja et al. 2012, 2014; Monari et al. 2017) , while oth-
ers linked it to the spiral structure (Hunt et al. 2018; Michtchenko
et al. 2018). There is no indication of an age dependence in our
study for the three strips above the gap. They all appear to have
the same turn-off colour. Therefore the structure of the velocities
can be due solely to dynamical effects, such as resonances of the
bar and/or the spiral (Antoja et al. 2009).
5.3.2. Stellar populations and orbits
The left panel in Fig. 20 shows the Toomre diagram of the sam-
ple. The circles with 100 and 200 km s−1 radii delineate thin-disc,
thick-disc, and halo stars. Using these limits, we estimate that
95% of the stars belongs to the thin disc, 6.6% to the thick disc,
and 0.4% to the halo. However, we show in what follows that the
GCNS also contains tens of stars that visit from the central part
of the Milky Way.
As discussed before, the disc kinematics is not smooth, even
in the 100 pc sphere. The Toomre diagram shows many struc-
tures, but not only in the disc. The nearby halo is clumpy as
well.
The diamond, with the highest retrograde velocity, shows
the twin pair HD 134439 and HD 134440. They are known to
be chemically anomalous stars. Their chemical compositions are
close to those observed in dwarf galaxies such as Draco and For-
nax, indicating an extragalactic origin (Reggiani & Meléndez
2018), and are consistent with the kinematics study of Carney
et al. (1996).
The orbital parameters were computed using the online
tool Gravpot1610. The Galactic potential we used is a
10 https://gravpot.utinam.cnrs.fr/
non-axisymmetric potential including the bar, developed by
Fernandez-Trincado (2017) and used in Gaia Collaboration
(2018c) to derive orbital parameters of globular clusters and
dwarf galaxies from Gaia DR2 data. We assumed a bar mass
of 1010 M, with a pattern speed of 43 km s−1 kpc−1 and a bar
angle of 20◦.
The orbits integrated forward over 1 Gyr are shown in
Fig. 21 in the (X,Y,Z) referential system of the Galaxy. The
most numerous disc stars populate the circular orbits in the
Galactic plane (Z = 0). Halo stars have higher eccentricities and
inclinations. The central part of the (X,Y) plane is populated
by the orbits of stars coming from the central regions of the
Galaxy.
The 12 circled dots in Fig. 20 are the stars that we identi-
fied as related to Gaia–Enceladus (they are out of the panel of
Fig. 18, but their velocities are centred on U = 267± 10 km s−1
and V =−221± 11 km s−1.) We selected them based on their
orbital parameters, in particular, in the total energy versus angu-
lar momentum (Fig. 20, right panel), where they are concentrated
at E =−156 000 km2s−2 with a dispersion of 2660 km2s−2
and Lz =−273 kpc km s−1 with a dispersion of 94 kpc km s−1.
These values can be compared with the last large merger
event experienced by the Milky Way discovered by Helmi
et al. (2018), who identified the so-called Gaia-Enceladus
substructure with a selection of −1500 kpc km s−1 < Lz <
150 kpc km s−1 and E > −180 000 km2 s−2. In our local sam-
ple, the number of stars that can be attributed to Enceladus is
much smaller than in the discovery paper. However, thanks to
the exquisite accuracy of the parallaxes and proper motions,
the structure is concentrated in orbital elements as well as
velocity space. The pericentres are close to the Galactic centre
(<2 kpc) and apocentres between 16 and 20 kpc (see Fig. 21, blue
orbit).
The solar neighbourhood is also visited by stars from the cen-
tral region of the Galaxy. The apocentres of about 40 stars in our
sample lie close to the Sun, and the pericentre distance of the
stars is smaller than 1 kpc (see Fig. 21, magenta orbit). They have
high eccentricities, a minimum energy E ≈ −200 000 km2 s−2,
and small angular momentum |Lz|< 400 kpc km s−1), some are
slightly retrograde.
5.3.3. Solar motion
The GCNS is well suited for measuring the solar motion rela-
tive to the local standard of rest (LSR). U and W velocities
are easy to measure, while V is subject to controversies, with
values varying from 1 to 21 km s−1(e.g. Dehnen & Binney 1998;
Schönrich et al. 2010; Bovy et al. 2012; Robin et al. 2017). The
traditional way of computing the V solar motion is to extrapo-
late the distribution of V as a function of U2 to U = 0 for a given
sample. It is expected that at U = 0 the mean V corresponds to
the solar velocity because as a function of age the rotation of
stars experiences a lag induced by the secular evolution (stars
become more eccentric and the motion is less circular). The
youngest stars have a lowest U velocity also because of secu-
lar evolution. Depending on the mean age of the sample, on
its location (close to or farther away from the solar neighbour-
hood), the literature values of V have been disputed. In this
sense, the younger the stars are in the sample, the better the
sample is for measuring V. However, the youngest stars are
also those that experience clumping because their kinematics
are far from relaxed, so they do not represent the LSR well in
a general manner. Therefore we considered the whole GCNS
sample as representative of the LSR, and compared the median
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Fig. 20. Left panel: Toomre diagram for all the GCNS entries. The diamond symbols are the binary HD 134439/HD 134440, the circles are the
Gaia-Enceladus group members. Right panel: energy vs. angular momentum for the GCNS. The symbols are the same same as the left panel.
Fig. 21. Orbits of the GCNS sample. The orbits are computed over 1 Gyr
and plotted in the referential system of the Galaxy. Orbits are high-
lighted for a few stars: the halo pair HD 134439 and HD 134440 (black),
a star from the Enceladus group (blue), and a star with minimum energy
(orange) coming from the central regions of the Galaxy.
V velocity of the sample with a simulation of the Besançon
Galaxy model. The simulation is the same as we used for unre-
solved stellar multiplicity (see Sect. 5.7). The kinematics was
computed from a self-consistent dynamical solution using an
approximate Staeckel potential (Bienaymé et al. 2015, 2018),
while the kinematic parameters of the disc populations (mainly
the age-velocity dispersion relation) were fitted to Gaia DR1 and
RAVE data as described in Robin et al. (2017). We used of the
latest determination of the rotation curve from Eilers et al. (2019)
based on Gaia DR2 . In contrast to the Gaia object generator
(GOG; Luri et al. 2014), we added observational noise from a
simplified model of the parallax and photometric uncertainties to
these simulations using the equations given on the ESA website11
as a function of magnitude and position on the sky.
To study the solar motion, we considered the GCNS sample,
selecting only stars having G < 13 as a clear cut for stars with
good radial velocities that can then be applied simply to the sim-
ulation. We first plot histograms of the distribution in U, V, and
W for the sample in Fig. 22. We over-plot the simulation where
the solar velocities are assumed to be (11.3, 6 ,7) km s−1. While
the U and W velocities are well represented by the simulation,
this is not the case for the V velocity distribution, which shows
significant non-Gaussianity. The clusters were not removed from
the observed sample. For comparison we also over-plot a sim-
ulation assuming alternative V of 12 km s−1 (Schönrich et al.
2010).
The non-Gaussianity of the V distribution was already
known and is partly due to secular evolution and asymmetric
drift, as expected even in an axisymmetric galaxy, and partly due
to substructures in the (U,V) plane that are probably associated
with resonances due to the bar and the spiral arms. It is beyond
the scope of this paper to analyse and interpret the detailed fea-
tures. However, we explored the V velocity distribution slightly
more and plot the median V as a function of GBP −GRP. The blue
stars are expected to be younger in the mean, while redder stars
cover all disc ages. Figure 23 shows that at GBP −GRP > 0.8, the
median V velocity is constant at about V = − 20 km s−1, while at
GBP −GRP < 0.7 there is a shift of the median V . We over-plot a
simulation with V = 6 and 12 km s−1. The data agree well with
the simulation when a solar V of 6 km s−1 is assumed, especially
for GBP −GRP < 1.5 mag, which dominate the sample. For red-
der stars the mean V varies more with colour, it is therefore less
secure to define the mean solar motion in the region. However,
the median V velocity even for a local sample is a complex mix
of substructures with different mean motions and of the expected
asymmetric drift. With these solar velocities, the solar apex is
towards l = 31.5◦, b = 27.2◦.
11 https://www.cosmos.esa.int/web/gaia/
science-performance
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Fig. 22. Histograms of U, V, and W velocity in GCNS catalogue with G < 13 mag (black lines) compared with simulations with distance <100 pc
and G < 13 (dashed lines). The simulations assume solar velocities: U = 11.3, V = 6 km s−1 (dashed orange line), and 12 km s−1 (dashed blue line),
W = 7 km s−1. The cluster members have not been removed from the data.
Fig. 23. Upper panel: median velocity as a function of GBP −GRP colour
for the GCNS sample with G < 13. The data with quantiles 0.45 and
0.55 are plotted in grey and the median is shown in black. The simula-
tion was made with V of 6 km s−1 (orange) and 12 km s−1 (blue). Lower
panel: histogram of the colour distribution in Gaia EDR3.
We also considered the vertex deviation concept defined as
the apex of the velocity ellipsoid when it is slightly rotated and
does not point towards the Galactic centre, as would be expected
in an axisymmetric disc. It has long been seen that young pop-
ulations experience a vertex deviation, at least locally, which
has been interpreted as an effect of the spiral perturbation, for
instance, some theoretical analysis can be found in Mayor (1970)
and Creze & Mennessier (1973). The distribution in the (U,V)
plane clearly shows that strip 1 shows an inclination of the
ellipsoid in the mean. However, this might also be due to the sub-
structures in the (U,V) plane rather than a true deviation of the
vertex because this strip appears to be made of the superposition
of at least three superclusters or groups.
5.4. Stellar to substellar boundary
The nearby sample is particularly important for the ultra-cool
dwarfs (UCDs), which are the lowest-mass, coldest, and faintest
products of star formation, making them difficult to detect at
large distances. They were defined by Kirkpatrick et al. (1997)
as objects with spectral types M7 and later, through L, T, and
Y types, have masses M < 0.1M, and effective temperatures
<2700 K. UCDs are of particular interest because they include
both very low-mass stars that slowly fuse hydrogen, and brown
dwarfs, which have insufficient mass (below about 0.075 M)
to sustain hydrogen fusion in their cores, and slowly cool down
with time.
The full sky coverage and high-precision observations of
Gaia offer the means of uncovering nearby UCDs through astro-
metric rather than purely photometric selection (Reylé 2018;
Smart et al. 2019; Scholz 2020). Gaia provides a large homo-
geneous sample. The capability of Gaia to study the stellar to
substellar boundary is illustrated in Sect. 5.2, where the luminos-
ity function can be computed for the first time with one unique
dataset throughout the main sequence down to the brown dwarf
regime. It nicely shows a dip in the space density at spectral type
L3, defining the locus of the stellar to substellar boundary.
5.4.1. New UCD candidates in Gaia EDR3
As mentioned in Sect. 4.2, GCNS contains thousands of faint
stars (WDs and low-mass stars) that have no parallax from
Gaia DR2. We investigate the potential new UCD candidates
in GCNS in more detail. Following the selection procedure from
Reylé (2018), we selected UCD candidates from the MG versus
G − J diagram (Fig. 24, left panel). GCNS contains 2879 addi-
tional candidates compared to Gaia DR2, 1016 of which have
a median distance inside 100 pc. This is a valuable contribu-
tion to complete the solar neighbourhood census in the region
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Fig. 24. Left: MG vs. G−J diagram of stars in GCNS that are not found in Gaia DR2. The red dots are new UCD candidates, the blue points are
known UCDs (spectral types between M7 and T8), and the grey points are the full GCNS sample. The new candidates are selected following the
condition MG > −3× (G − J) + 25, after removing stars whose probability of being a WD is higher than 20%. Right: distance distribution of the
new candidates in the GCNS (red) and the known UCDs (blue).
Fig. 25. CAMD of GBP–GRP [mag] against MJ [mag]. The full sample
is from the GUCDS, and known binaries are over plotted as squares.
Points are coloured by their published spectral types.
of the stellar to substellar boundary, as shown in the right panel
of Fig. 24.
In Fig. 25 we examine GBP–GRP versus MJ for known UCDs
taken from the Gaia Ultra-cool Dwarf Sample (Smart et al. 2017,
2019). The non-monotonic decrease of MJ with GBP–GRP indi-
cates that GBP is unreliable in the UCD regime, in agreement
with the conclusions in Smart et al. (2019). For a full discussion
and explanation of the limits on GBP, see Riello et al. (2021).
5.4.2. GCNS completeness in the UCD regime
We show the simulated completeness for M7-L8 in Fig. 26. This
was calculated using median absolute magnitudes MG and stan-
dard deviations for each spectral type derived from the GCNS
sample (in Sect. 4.2) and assuming a sky-isotropic G apparent
magnitude limit of 20.4 mag with Monte Carlo sampling. Fig-
ure 26 indicates that an incompleteness begins at spectral type
M7 and increases until L8, where the catalogue is only complete
























Fig. 26. Simulated completeness per parsec for each spectral type. Each
spectral type from M7-L8 (right to left) is labelled next to its respective
simulated completeness level. We skip L5 and L7 for better readability.
for the first 10 pc. The standard deviations of absolute magni-
tudes per spectral type bin are large (0.5–1 mag) and often have
small sample sizes; therefore the noise in these simulations was
quite large, which explains the crossing of the mean relation for
some sequential spectral types.
5.4.3. UCD empirical completeness exceptions
We considered the simulated completeness from Fig. 26 with
respect to a known sample, objects in the GUCDS identified in
one of the Gaia releases, and spectral type from M7 to T6. This
corresponds to 2925 sources. We find that 98 objects were not
included in the GCNS that are in Gaia EDR3, but they either do
not have parallaxes (34) or failed our probability selection (25),
and 39 had parallaxes <8 mas. Of the 34 objects that did not
have parallaxes, 21 did have parallaxes in Gaia DR2 but the five-
parameter solutions in Gaia EDR3 were not published because
their astrometric_sigma5d_max > 1.2 mas. This could be
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Fig. 27. Sky projection, in equatorial coordinates,
of candidate Hyades members. The cloudy light
blue structure in the background denotes the dens-
est part of the Galactic plane in the direction of the
Galactic centre. Grey dots denote all 3055 candi-
dates, and filled red circles indicate the 920 sources
that survived our ad hoc density filter aimed at
suppressing contamination and bringing out the
classical cluster and its tidal tails. Small blue dots
denote 510 of the 515 Gaia Collaboration (2018a)
members that are confirmed by Gaia EDR3 , and
the green diamonds denote the five deprecated
Gaia DR2 members.
because these objects are non-single or simply because they are
very faint and at the limit of our precision.
An example of a system that we would expect to be in the
GCNS is the nearby L/T binary Luhman 16 AB; Gaia DR2
5353626573555863424 and 5353626573562355584 for A and
B, respectively, with π= 496± 37 mas (Luhman 2013) and
G = 16.93 & G = 16.96 mag. The primary is in Gaia DR2 and
Gaia EDR3 (without complete astrometric solution in either),
whilst the secondary is only in Gaia DR2 . This is a very close
binary system with a short period, so that the use of a single-star
astrometric solution may result in significant residuals that may
have resulted in its exclusion in the current release.
5.5. Clusters within 100 pc
The 100 pc sample contains two well-known open clusters, the
Hyades (Melotte 25, at ∼47 pc) and Coma Berenices (Melotte
111, at ∼86 pc). Both clusters stand out as density concentrations
in 3D configuration as well as in 3D velocity space.
5.5.1. Membership
In order to identify candidate members, we largely followed the
approach of Reino et al. (2018). Their method uses astrome-
try (positions, parallaxes, and proper motions), combined with
radial velocity data when present, to compute 3D space motions
and select stars as candidate members of each cluster. We slightly
adopted the original approach and added an iterative loop in
order to remove the dependence on the assumed initial condi-
tions of the cluster. After convergence, the method attributes a
membership probability to each star, expressing the statistical
compatibility of the computed space motion of the star with
the mean cluster motion, taking the full covariance matrix of
the measurements as well as the cluster velocity dispersion into
account (for details, see Reino et al. 2018). In contrast to Reino
et al. (2018), who used the method on a limited-size field on the
sky centred on the Hyades, we used the full all-sky GCNS cata-
logue. It is worth noting that the method only uses observables
such as proper motions and radial velocities and does not depend
on other parameters, in particular, on the GCNS probability (p)
or the renormalised astrometric unit weight error (ruwe).
5.5.2. Hyades
For the Hyades, using the approach outlined above but limit-
ing the radial velocities to those present in Gaia EDR3 (i.e.
excluding ground-based values in GCNS), we identify 3055 can-
didate members. Their distribution on the sky (Fig. 27) shows
three main features: (i) a dense concentration at the location
of the cluster core, (ii) clear signs of two tidal tails, and (iii) a
uniform spread of interlopers throughout the sky.
The tidal tails were discovered independently, based on
Gaia DR2 data, by Meingast & Alves (2019) and Röser et al.
(2019). These studies have noted the need to remove contami-
nation, and both adopted a spatial density filter with subjective
limits to highlight spatial over-densities: Meingast & Alves elim-
inated all sources with fewer than three neighbours within 20 pc,
while Röser et al. first drew a sphere with a 10 pc radius around
each star, then counted the number of stars that fell into this
sphere, subsequently selected all spheres that were filled by six
stars or more, and finally selected all stars that belonged to at
least one of these spheres. In our sample, 920 candidate members
remain after a density filter was adopted that somewhat arbitrar-
ily accepted all stars with eight or more neighbours in a 10 pc
sphere. By construction, the resulting set is strongly concentrated
towards the classical cluster (630 stars are within two tidal radii,
i.e. 20 pc of the centre) and the two tidal tails. The interpreta-
tion of the filtered sample clearly requires care, if only because
edge effects are expected to be present close to the GCNS sample
border at 100 pc.
The cluster was studied with Gaia DR2 data by Gaia
Collaboration (2018a). We confirm 510 objects and refuse 5
of their 515 members. When the GCNS sample is extended
to include the rejected stars with low probabilities (p < 0.38;
Sect. 2.1) no members within 20 pc from the cluster centre are
added. The closest “new” candidate member is found at 20.6 pc
distance from the cluster centre and has p = 0.01. It also has an
excessive ruwe = 2.73. This 19th magnitude object is most likely
a partially resolved binary with suspect astrometry because a
nearby polluting secondary star was detected but not accounted
for in the Gaia DR3 data processing in about one-third of the
transits of this object. We conclude that our membership, at least
within two tidal radii, is not affected by the astrometric cleaning
that underlies the GCNS sample definition.
Beyond the cluster core and surrounding corona, the can-
didate members show clear signs of tidal tails (Fig. 28). In
the Gaia DR2 data, these tails were found to extend out to at
least 170 pc from the cluster centre for the leading tail (which
extends towards positive y into the northern hemisphere). Oh &
Evans (2020) suggested that tail lengths of ∼400-800 pc can be
expected. The two Gaia DR2 discovery studies used a sample
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Fig. 28. Projections of the Hyades and its tidal tails
in Galactic Cartesian coordinates (X,Y,Z) with
the Sun at the origin. The grey lines (courtesy of
Stefan Meingast) denote the approximate contours
of the Hyades tidal tails as simulated by Chumak
et al. (2005). The trailing tail shows a peculiar
bend (triangles) where stars deviate from the sim-
ple N-body model prediction. These stars are well
compatible with the cluster’s space motion and
agree well with the remaining cluster population
based on their location in the CAMD (Fig. 29). We
have no reason to assume that they do not belong
to the cluster.
out to 200 pc from the Sun. Because the GCNS sample is by
construction limited to a distance of 100 pc from the Sun, we
cannot use GCNS to study the full extent of the tails. The GCNS
does confirm, however, the Gaia DR2 -based observation that the
trailing tail (at southern latitudes and negative y values) is less
pronounced, deviates (triangles in Fig. 28) from the expected S-
shape predicted by N-body simulations (e.g. Chumak et al. 2005;
Kharchenko et al. 2009), and is currently dissolving (see also
Oh & Evans 2020).
The classical GBP–GRP CAMD that is displayed in the left
panel of Fig. 29 shows a narrow main sequence that extends
the Gaia Collaboration (2018a) sequence based on Gaia DR2
by ∼2 magnitudes towards fainter objects, a well-defined white
dwarf sequence, and a clear sign of an equal-mass binary
sequence that extends to the faintest objects (MG ∼ 15 mag). Fur-
ther noticeable features in the CAMD include the broadening
of the main sequence for M dwarfs, caused by radius inflation
(e.g. Jaehnig et al. 2019), and a hook at the faint end comprising
∼50 low-mass objects. The latter feature has been present as an
artefact in Gaia DR2 (e.g. Lodieu et al. 2019) and is caused by
spurious mean GBP magnitudes exhibited by faint red targets for
which negative GBP transit fluxes that remain after background
subtraction were not accounted for while forming the mean pub-
lished GBP magnitudes. This hook entirely consists of objects
GBP < 20.3, which would therefore be cut had we applied the
photometric quality filter suggested in Riello et al. (2021).
As expected, the G-GRP CAMD in the right panel of Fig. 29
shows a continuous, smooth main sequence all the way down
to MG ∼ 17 mag. This CAMD shows another cloud of ∼20 out-
liers to the right above the main sequence. These objects have
problematic GBP and GRP magnitudes, as indicated by their
non-nominal BP/RP flux excess values. These sources can be
identified using the blended fraction β as described in Riello
et al. (2021). Because GBP and GRP are biased in the same way
for these sources (because more than one source lies within
the BP/RP windows, which has not been accounted for in the
Gaia EDR3 processing), the difference GBP–GRP is fairly accu-
rate. The CAMD outliers in both the GBP–GRP version (hook)
and the G–GRP version are fully explained by known features of
the Gaia EDR3 photometry and are not correlated to the position
of the stars in the cluster or tidal tails. All in all, both CAMDs
demonstrate the overall exquisite (and improved) quality of the
Gaia EDR3 astrometry and photometry.
5.5.3. Coma Berenices
The 100 pc sample contains a second open cluster, Coma
Berenices. It has similar age (∼800 Myr) and tidal radius (∼7 pc)
as the Hyades, but is twice as distant, close to the GCNS sample
limit. The cluster has been studied with Gaia DR2 data by Gaia
Collaboration (2018a), who found 153 members in a limited-size
field of view. We used the Gaia EDR3 astrometry and repeated
the same procedures as outlined above. Within the central 14 pc
we confirm 146 of the Gaia DR2 members and add 15 new
candidate members. Tang et al. (2018) noted that the cluster is
elongated along its orbit towards the Galactic plane, and subse-
quently reported tidal tails (Tang et al. 2019). Our Gaia EDR3
candidate members show very clear signs of tidal tails beyond
two tidal radii from the cluster centre, but their precise shape
and membership depends sensitively on the spatial density filter
that is needed to remove contamination from the all-sky GCNS
sample. Moreover, a study of the cluster and its tidal tails based
on the GCNS sample is complicated because it lies close to the
sample border.
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Fig. 29. CAMDs for the 920 Hyades candidate members using GBP–GRP (left) and G–GRP (right). Extinction and reddening are not included but
are generally negligible for the Hyades. Absolute magnitudes have been computed using dist_50 as distance estimate. The hook at the faint end
of the GBP -GRP main sequence (left panel) is a known artificial feature of Gaia EDR3 caused by spurious GBP magnitude estimates for very faint
intrinsically red sources. The outliers to the right above the G-GRP main sequence (right panel) have biased GRP and GBP magnitudes, as indicated
by the high BP/RP flux excess values. Because their GBP and GRP magnitudes are biased by the same amount, the GBP–GRP value (left panel) is fairly
accurate. The colour of the symbols encodes our membership probability, with low c values (yellow) indicating highly probable members. The grey
curves in the left panel denote a 800-Myr PARSEC isochrone and its associated equal-mass binary sequence (both based on Gaia DR2 passbands);
they are not a best fit, but are only meant to guide the eye. Fourteen stars are marked with triangles; they are nearly indistinguishable from the
remaining stars in the two CAMDs. These correspond to a group of stars that deviates from a simple N-body prediction for the development of the
tidal tails, see the (x, y)-diagram in Fig. 28.
5.6. Stellar multiplicity: resolved systems
Statistical studies of stellar multiplicity are key to a proper under-
standing of many topics in modern-day astrophysics, including
star formation processes, the dynamics of dense stellar envi-
ronments, the various stages of stellar evolution, the formation
and evolution of planetary systems, the genesis of extreme
high-energy phenomena (supernovae, gamma ray bursts, and
gravitational waves), and the formation of the large-scale struc-
ture of the Universe (e.g. Belokurov et al. 2020, and references
therein). Early investigations of the statistical properties of stellar
systems in the solar neighbourhood based on small sample sizes
(hundreds of stars, e.g. see Duquennoy & Mayor 1991; Raghavan
et al. 2010, and reference therein) have revealed not only a high
binary (and higher multiplicity) fraction, but also trends in stel-
lar multiplicity with spectral type, age, and metallicity. With
the improvements in the host of techniques used to search for
stellar binaries, which include photometry, spectroscopy, astrom-
etry, high-contrast imaging, and interferometry (e.g. Moe & Di
Stefano 2017), such trends are now being placed on solid statis-
tical grounds based on typical sample sizes of tens of thousands
of systems (e.g. El-Badry & Rix 2018; Tokovinin 2018; Moe
et al. 2019; Merle et al. 2020; Price-Whelan et al. 2020). A
new revolution is in the making, however, with the Gaia mission
bound to provide a further order-of-magnitude increase in known
stellar systems across all mass ratios and orbital separations
(Söderhjelm 2004, 2005), detected based on the astrometric,
spectroscopic, photometric, and spatial resolution information of
Gaia.
The first two Gaia data releases (DR1 and DR2) have per-
mitted detailed investigations with unprecedented precision of
the regime of spatially resolved intermediate- to wide-separation
binaries (e.g. Andrews et al. 2017; Oh et al. 2017; Oelkers et al.
2017; El-Badry & Rix 2018; Moe et al. 2019; Jiménez-Esteban
et al. 2019; Hartman & Lépine 2020, and references therein).
Such systems are of particular interest because of their low
binding energies, they can be used as probes of the dynamical
evolution history of the Galaxy and of the mass distribution and
number density of dark objects in the Milky Way (e.g. El-Badry
& Rix 2018, and references therein; Hartman & Lépine 2020,
and references therein). They were born at the same time and
in the same environment but evolved in an entirely independent
way, therefore they are very useful tools for testing stellar evo-
lutionary models, they can be used as calibrators for age and
metallicity relations (e.g., Jiménez-Esteban et al. 2019, and refer-
ences therein). Because they are common in the field (Raghavan
et al. 2010), they are natural laboratories in which to study the
effect of stellar companions on the formation, architecture, and
evolution of planetary systems (e.g. Desidera & Barbieri 2007;
Deacon et al. 2016; Kraus et al. 2016; Kane et al. 2019).
Using the updated astrometric information in the GCNS cat-
alogue, we performed a new search for wide binaries within
100 pc of the Sun. We first identified neighbouring objects with
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Table 3. Summary data on binary pairs in the GCNS catalogue of wide binaries.
SourceId 1 SourceId 2 Separation ∆G Proj. Sep. Bound Hyades Coma Binary
(Primary) (Secondary) (arcsec) (au)
83154862613888 83154861954304 3.8353 3.2631 244.7406 true false false true
554329954689280 554329954689152 3.7164 0.4823 358.7470 true false false true
1611029348657664 1611029348487680 6.1252 0.8744 513.6358 true false false true
1950331764866304 1962117155125760 9.3117 6.8372 810.1125 false false false true
. . . . . . . . . . . . . . . . . . . . . . . . . . .
Notes. The full table is available at the CDS.
an angular separation in the sky <1 deg (which implies a non-
constant projected separation in au), similarly to Hartman &
Lépine (2020). We did not impose a lower limit on the projected
separation in order to characterise the loss in efficiency in detect-
ing pairs when the resolution limit of Gaia EDR3 is approached.
We then followed Smart et al. (2019) and adopted standard crite-
ria to select a sample of likely bound stellar systems: (1) scalar
proper motion difference within 10% of the total proper motion
(∆µ < 0.1µ), and (2) parallax difference within either 3σ or
1 mas, whichever is greater (∆$̂ < max[1.0, 3σ]). We further
refined the selection with a second pass based on the require-
ment of boundedness of the orbits, following El-Badry & Rix
(2018), but placing the more stringent constraint ∆µ < ∆µorbit,
with ∆µorbit defined as in Eq. (4) of El-Badry & Rix (2018).
The application of our selection criteria to the GCNS cat-
alogue allowed us to identify a total of 16 556 resolved binary
candidates (this number increases to 19 176 when we do not
impose the bound orbit criterion). The relevant information is
reported in Table 3. The selection by construction contains
objects that are co-moving because they are members of rich
open clusters (Hyades and Coma Berenices), more sparsely pop-
ulated young moving groups (e.g. Faherty et al. 2018), as well
as higher-order resolved multiples in which more than one com-
panion is identified to either member of a pair. In Table 3 we
flag both higher-order multiples and cluster members (1758 and
286, respectively) based on the updated cluster membership list
in Sect. 5.5.
The upper left panel of Fig. 30 shows the colour-magnitude
diagram for the primaries in the 100 pc wide-binary candidate
sample. The plot is colour-coded by magnitude difference with
the secondary. A small number of objects are removed as they
do not have full colour information in Gaia EDR3. The diagram
is almost free of spurious objects located in between the main
sequence and the WD cooling sequence, which amount to no
more than 0.2% of the sample. These objects are likely misclas-
sified due a variety of reasons that are summarised in Hartman &
Lépine (2020). Similarly to El-Badry & Rix (2018) and Hartman
& Lépine (2020), for instance, the diagram also displays an indi-
cation of a secondary main sequence, offset upward by ∼0.5 mag
particularly in the 1.0 . (GBP−GRP) .2.0 mag range. This is the
unresolved binary sequence composed of hierarchical systems in
which one or both of the resolved components is itself a spa-
tially unresolved binary with a typical mass ratio q & 0.5 (e.g.
Widmark et al. 2018, and references therein).
Further evidence of the presence of the photometric binary
main-sequence is found by colour-coding the plot in the upper
left panel of Fig. 30 using the value of the ruwe, which exhibits
a notable excess in this region (plot not shown, but see e.g.
Belokurov et al. 2020). Overall, ∼24% of the objects in our cat-
alogue have ruwe &1.4 (indicative of an ill-behaved astrometric
solution), and in ∼2% of the cases, both components of a binary
have a high ruwe value. These numbers might be explained
based on the combined effects from higher-order multiples with
short-period components (this number is difficult to derive as
it entails understanding the selection function of short-period
binaries with wide-separation stellar companions) and larger
samples of intermediate-separation binaries that become unre-
solved or partially resolved as a function of increasing distance
(preliminary estimates indicate that this percentage is about
15−20%).
The upper right panel of Fig. 30 shows the G mag difference
∆G of our wide-binary candidates as a function of angular sep-
aration. The sample of objects flagged as Hyades and Coma Ber
cluster members, as determined in Sect. 5.5, is also reported.
The slope of increasingly lower ∆G at separations <10′′ is the
footprint of the Gaia sensitivity loss, which nicely follows the
behaviour in contrast sensitivity shown in Fig. 9 At separations
&10′′, the interval of ∆G is essentially independent of separation.
Interestingly, all Coma Ber bona fide cluster members flagged
as candidate binaries reside at very wide separations (at the dis-
tance of Coma Ber, the typical projected separation &4× 104 au).
Even when the requirement of formally bound orbits is enforced,
a significant fraction of the very wide binaries could still be a
result of chance alignment. We estimated the contamination rate
of our sample of wide binaries using the GeDR3 mock catalogue
(Rybizki et al. 2020). The catalogue does not contain any true
binaries: an adoption of our selection criteria for pair identifi-
cation in the mock catalogue provides a direct measurement of
the number of false positives (pairs due to chance alignment)
in our sample, particularly in the regime of very wide separa-
tions. When we applied our two-pass search criteria, the mock
catalogue returned five pairs, all at a separation &1000 au. This
means that the contamination level in our sample probably is
0.05−0.1%.
A comparison with the recent DR2-based catalogue of wide
binaries produced by El-Badry & Rix (2018) shows good agree-
ment with our selection in the overlapping regime of separations
when cluster members and higher-order multiples are excluded
(see Fig. 30, bottom left panel). When we restrict ourselves to the
regime of projected physical separations defined by El-Badry &
Rix (2018), our candidates match those found by El-Badry &
Rix (2018) within 100 pc to 78.1%. The discrepancy is likely due
to significantly revised values of parallax and proper motion in
Gaia EDR3 with respect to the DR2 values. We also note an
overall increase of ∼20% in detected pairs with respect to the
El-Badry & Rix (2018) 100 pc sample. The larger number of
close pairs identified in the GCNS samples of candidates is a
possible indication of a moderate improvement in sensitivity in
the ≈1′′–3′′ regime with respect to DR2-based estimates (e.g.
Brandeker & Cataldi 2019).
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Fig. 30. Top left: CAMD for the GCNS systems colour-coded by the magnitude differences of the binary components. Top right: separation vs.
G mag difference for the resolved stellar systems in GCNS (orange points). Known members of the Hyades (black triangles) and Coma Ber (blue
squares) clusters are highlighted. Bottom left: histogram (solid orange) of separations for wide binaries in the GCNS sample compared to the
DR2-based catalogue (dashed black) from El-Badry & Rix (2018). The dotted red histogram corresponds to the separation distribution of GCNS
wide-binary candidates adopting the exact boundaries in El-Badry & Rix (2018). Bottom right: physical projected separation distribution for the
wide-binary candidates identified in this work (solid orange) compared to those from El-Badry & Rix (2018) (dashed black) and Hartman & Lépine
(2020) (dotted blue), restricted to systems within 100 pc.
The bottom right panel of Fig. 30 shows the projected phys-
ical separation of our wide-binary candidates, compared to the
distributions of the same quantity in the El-Badry & Rix (2018)
and Hartman & Lépine (2020) catalogues, both restricted to
d < 100 pc (and the latter with Bayesian binary probability
>99%). All distributions peak around 102.5 au, and they all
exhibit the same exponential decay at wider separations. Finally,
we retrieve 25 of the 63 very wide binaries within 100 pc in the
Jiménez-Esteban et al. (2019) catalogue (this number increases
to 41 if we lift the requirement on formally bound orbits). Sim-
ilarly to the searches performed by El-Badry & Rix (2018) and
Hartman & Lépine (2020), we find no evidence of bi-modality
in the distribution of projected physical separations due to a sec-
ond population of binaries with companions at >100 000 au, as
had been previously suggested. As a matter of fact, such a fea-
ture is instead clearly seen (plot not shown) in our first-pass
sample selected without imposing that the orbits be physically
bound.
Using the spectral type and median MG calibration found in
Sect. 4.2 and the list of binary candidates cleaned for cluster
members and higher-order multiples, we briefly comment on the
wide-binary fraction fWB in the 100 pc sample. For instance,
we obtain fWB = 4.8+0.4−0.3% (with 1 − σ errors derived using the
binomial distribution, e.g. see Burgasser et al. 2003; Sozzetti
et al. 2009) for M dwarfs within 25 pc in the regime of separa-
tions >2 ′′ (171 wide systems in a sample of 3555 M-type stars).
This differs at the ∼3.5σ level from the 7.9± 0.8 multiplicity
rate reported by Winters et al. (2019), although subtracting the
approximately 25% of higher-order multiples from their sample
the results become compatible within 1.6σ. As highlighted by
the histogram in Fig. 31, in the volume-limited 100 pc sample the
wide-binary fraction appears constant for F- and G-type dwarfs,
with a measured rate entirely in line with previous estimates
( fWB ' 10−15%) in the literature (e.g., Moe et al. 2019, and ref-
erences therein). The hint of a decline in wide-binary fraction
for K-dwarfs is likely real, as based on the spectral type versus
MG relation provided in Sect. 4.2 we are complete for all K types.
The clear decline in fWB for the M dwarf sample is real, and only
mildly affected by incompleteness at the latest sub-spectral types
(>M7).
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Fig. 31. Histogram of the wide-binary fraction within 100 pc as recov-
ered from the GCNS catalogue. Error bars, representing 1σ confidence
intervals, are derived from a binomial distribution.
5.7. Stellar multiplicity: unresolved systems
The advent of precise photoelectric photometry in the latter
half of the last century contributed to the discovery of a sig-
nificant level of close binarity amongst the stellar populations.
Photometric observations in coeval populations with very low
dispersion in chemical composition (e.g. rich clusters) reveal a
faint sequence parallel to the locus of the main sequence in the
CAMD – e.g. Stauffer (1984) and references therein. Given suf-
ficient precision in the photometric measurements a single star
sequence is often accompanied by a second sequence at brighter
magnitudes and redder colours. The reason is that in a significant
fraction of spatially unresolved binaries, twins (i.e. equal-mass
binaries) show a vertical elevation of 0.75 mag in the CAMD,
while extreme mass ratio binaries exhibit a significantly redder
colour close to the same brightness as a single star (see previ-
ously in Sect. 5.6 and Fig. 30), and an elevated locus of unre-
solved binaries is populated by all mass ratios between these two
extremes. The high-precision photometry of Gaia leads to par-
ticularly fine examples of this phenomenon in clean astrometric
samples of cluster stars (e.g. Gaia Collaboration 2018a).
Two large coeval populations of stars overlap in the GCNS
sample: the Hyades and Coma Berenices clusters (Sect. 5.5).
The Hyades in particular present a rich sequence of photomet-
rically unresolved binaries that is evident in Fig. 29. Using the
cluster members derived in Sect. 5.5, and limiting our selec-
tion to within two tidal radii of the respective cluster centres, we
made subsamples of the GCNS catalogue for the Hyades and
Coma Ber. The only additional filtering on photometric quality
applied in this case was as defined in Gaia Collaboration (2018a),
namely σG < 0.022 and σBP,RP < 0.054, along with their pho-
tometric quality cut (via phot_bp_rp_excess_factor; see
Appendix B in Gaia Collaboration 2018a). We traced the locus
of the single-star sequence using a low-order polynomial fit that
allowed us to subtract the slope in the CAMD. This yielded a
set of ∆G versus colour. Marginalising over the whole range
in colour and employing a two-component Gaussian mixture
resulted in the models for the star counts versus ∆G shown in
Fig. 32.
The difference in ∆G between these two components is
∼0.7 mag, as expected for a dominantly single-star population
along with a subordinate population of near equal–mass but
unresolved binaries. According to this simple model the binary
Fig. 32. Two-component Gaussian mixture model of the distributions
of star counts per 0.15 mag ∆G bin for the Hyades cluster in the upper
panel and Coma Ber in the lower panel, as described in the text.
fraction, measured as the ratio of weights of the subordinate to
dominant component and counting one star in the latter and two
stars in the former, is 34% for the Hyades and 31% in Coma Ber.
This is for the range 0.5 < GBP − G < 2.5, which corresponds
roughly to main-sequence masses in the range 1.4 M down
to 0.2 M (according to simulations – see below).
The general field population sampled by the GCNS is neither
coeval nor chemically homogeneous. However, an analogous
procedure can be applied in its CAMD, noting that the ghostly
signature of unresolved binarity is easily visible at intermediate
colours (e.g. the top right panel in Fig. 13). Furthermore, it is
instructive to apply the same procedure to Gaia CAMD simula-
tions generated without binaries, a fiducial level of binarity, and
a few mid-fractions.
In GOG, in particular, those provided as part of Gaia EDR3
(Gaia Collaboration 2021), binary stars are generated but the
unresolved binaries do not have the fluxes of the combined
components. They have the flux of the primary. Therefore the
sequence of twin binaries is not present in GOG, and we used
another set of simulations to analyse unresolved binaries. For this
we used the last version of the Besançon Galaxy model, where
the initial mass function and star formation history were fitted to
Gaia DR2 data (see Mor et al. 2018, 2019, and references therein)
where the star formation history of the thin disc is assumed to
decrease exponentially. The stellar evolutionary tracks we used
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Fig. 33. Gaussian mixture models of the distribution of star counts per 0.1 mag ∆G bin in the range 0.5 < GBP −G < 1.0 after the slope of the main
sequence is subtracted in the CAMD. From top to bottom, first panel: GCNS, next three panels: simulations employing no binarity, half–fiducial,
and fiducial binarity according to the prescription of Arenou (2011).
Table 4. Component weights contributing to the Gaussian mixture models for ∆G indicating photometrically unresolved binarity.
Observations Arenou (2011) × 0.8 × 0.5 × 0.0
Component weights −0.716 : 0.0180 −1.440 : 0.0044 −1.331 : 0.0054 −2.157 : 0.0008 −2.000 : 0.0019
above main sequence −0.580 : 0.0579 −0.730 : 0.0527 −0.713 : 0.0476 −1.393 : 0.0028 −0.557 : 0.0105
0.5 < GBP −G < 1.0 −0.214 : 0.1301 −0.454 : 0.0823 −0.424 : 0.0871 −0.763 : 0.0322
(∆G : weight) −0.235 : 0.0660 −0.436 : 0.0573
TOTAL WEIGHT: 0.2060 0.2054 0.1401 0.0931 0.0124
Notes. Columns 3 to 6 are from simulations using the prescription of Arenou (2011) in full and at fractional reductions of 0.8, 0.5, and 0.0.
are the new set from the STAREVOL library (see Lagarde et al.
2017, and references therein). The complete scheme of the model
is described in Robin et al. (2003), while the binarity treatment
is explained in Czekaj et al. (2014). The generation of binaries,
probability, separation, and mass ratio is the same as in the GOG
simulations. However, in contrast to the GOG simulations, unre-
solved binaries are treated such that the magnitude and colours
reflect the total flux and energy distribution of the combined
components.
This allows a comparison with the cluster results above
and also provides a confirmation of the level of realism in
the simulations. The binary angular separation s in arcseconds
at which simulated pairs become unresolved was assumed to
follow Eq. (2) in Sect. 4.1.3. The fiducial level of binarity fol-
lows Arenou (2011) (see also Arenou 2010), which is near 60%
for solar mass stars and decreases to about 10% for stars of
mass 0.1 M. Figure 33 shows Gaussian mixture models for
histograms of ∆G for the stellar main sequence in the colour
range 0.5 < GBP −G < 1.0 after subtracting the sloping locus in
the CAMD, this time tracing the latter using the dominant com-
ponent in a Gaussian mixture model in colour bins of 0.05 mag;
a final mixture model was again employed for the resulting
marginal distributions of star counts versus ∆G. Table 4 quan-
tifies the measured level of photometrically unresolved binarity
by summing the weights of all components that significantly
contribute to the counts for the range in ∆G that is affected by
unresolved binarity according to the simulations. The observa-
tions appear to match the fiducial binarity level simulation by
this metric very well.
Given the approximations and assumptions made in this
simple analysis, the agreement between simulations and obser-
vations is gratifying. A significant source of uncertainty on the
observational side is the assumed angular resolution. In real-
ity, the extant processing pipeline (at Data Reduction Cycle 3
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corresponding to Gaia EDR3 ) does not deblend close pairs
observed in single transit windows (Gaia Collaboration 2021).
The effects on photometry and astrometry depend on the scan
angle with respect to the position angle of the binary in a given
transit, as well as on the angular separation. Another limita-
tion on the simulation side is the treatment of the distribution
in metallicity, as shown by the sharper features in the histogram
counts in Fig. 33. Because of these complications, we draw no
more quantitative conclusions as to the true level of binarity
in the GCNS sample. Further and more detailed studies of the
effects of binarity (e.g. Belokurov et al. 2020; Laithwaite &
Warren 2020) are clearly warranted but are beyond the scope of
this demonstration work.
5.8. White dwarfs
5.8.1. White dwarf selection
To recover the WD population in our catalogue, we started
analysing all 1 040 614 sources with $̂ > 8 mas for which the
three Gaia photometric passbands are available. We used the
29 341 sources from this larger sample that are in common with
three different catalogues of known WDs (Gentile Fusillo et al.
2019, Torres et al. 2019, and Jiménez-Esteban et al. 2018) to build
training and test datasets for our WD random forest classification
algorithm. We selected 20 000 of them to constitute the WD sam-
ple in the training dataset, and the other 9341 sources became the
test dataset.
After these known WDs were excluded from the whole set
of 1 040 614 sources with $̂ > 8 mas and Gaia photometry, we
randomly selected 40 000 and 37 364 sources to constitute the
training and test dataset of non-WD sources, respectively. We
chose these particular numbers of sources in order to use a train-
ing dataset with twice the number of non-WDs with respect to
the number of WDs, but four times for the test dataset. This is
useful to detect whether the ratio of WDs in the sample analysed
affects the classification. This random selection of non-WDs was
made with the aim of maintaining the colour distribution of the
whole sample and better populating our sample with non-WDs
with blue colours that might be confused with WDs. Thus, we
selected 9.6% of the sources having G−GRP < 0.75 mag and the
rest with larger G−GRP values. This selection resulted in a set of
60 000 training and 46 705 test sources. Their distribution in the
CAMD for the training dataset is shown in Fig. 34 (the CAMD
diagram for the test dataset looks very similar). These figures
show the concentration of WDs in G −GRP < 1 mag, increasing
the normalised colour distribution in this range. As explained,
this was the main reason to better populate blue colours in the
non-WD dataset to avoid confusion with the WD sample.
Using these datasets, we trained the random forest algorithm
with the purpose of classifying WDs. We used the Python ran-
dom forest classifier, performing a cross-validation to obtain the
most appropriate hyperparameters12. As information for the clas-
sification of WDs we considered the three photometric Gaia
magnitudes (G,GBP, and GRP), proper motions (µα and µδ), and
parallaxes ($̂), and also their uncertainties.
The most important features that help in the WD classifica-
tion are the red magnitude (24.7% of the total weight) and the
parallax uncertainty (14.5%). The parallax uncertainty is more
important than the parallax itself, which is, in fact, one of the
12 This cross-validation process returned the following best val-
ues for the hyperparameters: bootstrap = True, max_depth = 20,
max_features = ’sqrt’, min_samples_leaf = 4, min_samples_split = 10,
n_estimators = 30.
Fig. 34. CAMD for the training dataset based on which we classified
the WDs. Red data points represent the WD population. Grey points are
all sources in the whole $̂ > 8 mas sample from which these samples
were extracted. The appearance of the test dataset is quite similar to the
one plotted here.
least important parameters because WDs are well separated from
non-WDs in a CAMD inside 125 pc.
After the algorithm was trained, we evaluated how well
the test dataset was classified. It correctly classified 9160 WDs
(98.1% of the total) and 37 214 non-WDs (99.6% of the total)
in the test dataset. The resulting list of WD candidates is con-
taminated by 147 non-WDs (representing 1.6% of the list of WD
candidates derived from the test dataset). We then applied the
classification algorithm to the whole $̂ > 8 mas dataset with
three passband Gaia photometry. The random forest algorithm
outputs a value representing the probability of each source of
being a WD.
From the total of 1 040 614 sources we found 32 948 sources
with a probability of being a WD (PWD) higher than 0.513. After
the selection in Sect. 2, 21 848 of these sources were included in
GCNS dataset14. The CAMD of these WD candidates in GCNS
is shown in Fig. 35. We verified that the distribution in the sky
of the WD candidates is homogeneous, as it is expected to be in
the 100 pc bubble. Of the 11 106 sources with PWD > 0.5 having
$̂ > 8 mas that are not included in GCNS catalogue, only 815
with dist_1<0.1 fail the GCNS p criteria. They are at the red side
of the WD locus, where more contamination is expected, and it
is therefore possible that they are not real WDs.
When we compared our list of WD candidates with the
29 341 WDs used for training and testing the algorithm
(extracted from Gentile Fusillo et al. 2019, Torres et al. 2019,
and Jiménez-Esteban et al. 2018), we detected 2553 new WD
candidates that were not included in the referenced bibliography
(see Fig. 36 to see their position in the CAMD and their prob-
ability distribution of being a WD). These new candidates are
mostly located in the red region of the WD locus, where the con-
tamination is expected to be higher. In Fig. 37 we plot our WD
candidates, PWD, and those of Gentile Fusillo et al. (2019), PGF.
There are 250 sources assigned PWD > 0.5 in this work, but
which have a low probability in Gentile Fusillo et al. (2019).
13 Full table available at the CDS.
14 There are 7005 sources in GCNS that do not have all three Gaia
photometric passbands. These sources were not assigned any value for
the probability of being a WD.
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Fig. 35. CAMD of sources included in the GCNS (grey) and the WD
candidates obtained with the random forest classification algorithm hav-
ing PWD > 0.5 (with the value of PWD shown with the colour index).
Fig. 36. Top: CAMD with the new WDs found here that were not
included in Gentile Fusillo et al. (2019), Torres et al. (2019), or Jiménez-
Esteban et al. (2018). Bottom: probability distribution of the new WD
candidates.
Fig. 37. Position in the CAMD of the WD candidates in Gentile Fusillo
et al. (2019), PGF, and our candidate PWD. Coloured points indicate
contradictory conclusions between the two studies.
Based on their position in the CAMD (blue points in Fig. 37),
we suggest that this is probably due to very restrictive filtering
in Gentile Fusillo et al. (2019) because these sources are mostly
concentrated in the upper red part of the WD locus. On the other
hand, 45 sources with PWD < 0.5 are in our work, but are present
in Gentile Fusillo et al. (2019) with PGF > 0.5 (red points in
Fig. 37). These red points include some sources that are located
in the upper blue region of the WD locus, where our algorithm
appears to fail to recognise these extreme sources as WDs. Some
of these sources that are not recognised as WDs have very bright
magnitudes compared with the training dataset we used (Sirius
B and LAWD 37 are two examples of this). Because they are
very few and are already contained in previous catalogues, they
are easily recognisable. For completeness, we decided to include
these 45 sources in a table available at the CDS including PGF
values.
5.8.2. White dwarf luminosity function
The white dwarf luminosity function (WDLF) tracks the collec-
tive evolution of all WDs since they were formed. Stars with
masses up to ∼8 M will become WDs, and their individual
luminosity is determined by a relatively simple cooling law
because all energy-generation processes have ceased, unless they
are part of a binary system where later mass transfer can heat
the envelope. In simple terms, the stored energy in the isother-
mal degenerate core of a WD is radiated into space through its
surface. Therefore the rate of energy loss is determined to first
order by the core temperature and the surface area. Higher mass
WDs cool more slowly at a given temperature because their radii
are smaller. In reality, cooling rates are modified by the core
composition, which determines the core heat capacity, and by
the composition and structure of the envelope. Several research
groups have published detailed evolutionary models that pro-
vide cooling curves for a range of remnant masses (arising from
the progenitor evolution) and core and envelope compositions
(see e.g. Bergeron et al. 2019 and references therein). In prin-
ciple, the shape of the WDLF reflects historical star formation
rates moderated by the distribution of main-sequence lifetimes
and subsequent WD cooling times. Furthermore, as the age of
the galaxy exceeds the combined main-sequence and cooling
lifetimes of the oldest white dwarfs, the cutoff at the highest
absolute magnitude (lowest luminosity) can provide a low limit
to the age of the disc for comparison with determinations from
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Fig. 38. Volume density of WDs as a function of distance. Values are
computed for a 5 pc wide spherical shell.
other methods. The WDLF also provides insight into physical
processes in WD interiors. For example, phase changes such as
crystallisation release latent heat, which delays the cooling for
a time. Conversely, energy loss through postulated dark matter
particles (e.g. axions) might produce a detectable enhancement
in cooling, if they exist.
The GCNS WD catalogue presents an opportunity to derive
an WDLF without recourse to the considerably complex cor-
rections (Lam et al. 2019) required when treating kinematically
biased samples, especially those derived from reduced proper
motion (Harris et al. 2006; Rowell & Hambly 2011). The GCNS
sample is highly reliable and complete within a well–defined
survey volume. In principle, it thus enables a straightforward
derivation of the WDLF. However, the relatively low luminos-
ity of white dwarfs compared to the apparent magnitude limit of
the Gaia catalogue leads to some incompleteness within 100 pc.
We calculated the WD volume density as a function of distance
(Fig. 38). The values shown were calculated based on the num-
ber of WDs in a spherical shell with a width of 5 pc for each
distance point. Within a distance of 40 pc, the WD volume den-
sity measurements show scatter from statistical number count
fluctuations, but then show a clear decline by approximately 15%
of the value between 40 and 100 pc, likely a consequence of
the combined effect of the Gaia magnitude limit and a vertical
decline in density in the disk.
We again employed the 1/VMax technique as detailed in
Sect. 5.2 in bins of bolometric magnitude. An advantage in
deriving the WDLF from Gaia data lies in measuring bolomet-
ric magnitudes for the fainter WDs. The white-light G passband
measures a large fraction of the flux of the cooler WDs where
bolometric corrections are only a weak function of effective tem-
perature. We made the simplifying assumption that bolometric
corrections (Mbol−MG) can be taken from pure hydrogen mod-
els (we employed those of the Montreal group: Bergeron et al.
2019 and references therein) for all WDs, ignoring the effects
of varying the H/He atmospheric composition and surface grav-
ity. We interpolated amongst the model tabulated values to look
up G-band bolometric corrections as a function of (G −GRP) to
correct MG to Mbol. For effective temperatures Teff < 4500 K,
we assumed the bolometric correction in G = 0 because the
pure–DA model bolometric–correction–colour relationship is
non–monotonic due to the effects of collisionally induced opac-
ities in the high-pressure atmospheres. The model grids indicate
that inaccuracies introduced by these simplifying assumptions
are never more than a few tenths of a magnitude and are limited
to the intermediately hot and very cool effective temperature
ranges of the scale. Our resulting WDLF is displayed in Fig. 39,
where we also show the mean V/VMax statistic as a function of
bolometric magnitude for the sample. As described in Rowell
& Hambly (2011), for a sample uniformly distributed within the
(generalised) survey volume, the expectation value of this statis-
tic is 0.5± 1/√12N for N stars. For the WDLF sample we find
overall V/VMax = 0.5050± 0.0023, with no obvious indications
of systematic effects as a function of luminosity or position.
The statistical power of the GCNS sample is evident in
Fig. 39. At the peak of the WDLF, nearly 1900 WDs con-
tribute in the bin range 14.75 < Mbol < 15.00. There appears
to be evidence of a series of features in the WDLF at high
confidence: the feature around Mbol = 10.5 has been noted previ-
ously (Limoges et al. 2015; Harris et al. 2006) but those at fainter
levels (e.g. around Mbol = 14.25) have not been so apparent. The
segments between these features are linear and consistent in
gradient, resulting in an apparent series of steps. The high signal-
to-noise ratio and detail in this WDLF will facilitate derivation of
star formation histories with inversion techniques (Rowell 2013).
The peak itself appears broader than some recent determinations,
and especially so with respect to simulations, although this may
be the result of simplifying assumptions in such population syn-
thesis codes as noted by Limoges et al. (2015). Furthermore, the
peak appears to be slightly brighter than Mbol = 15, whereas sev-
eral recent determinations have reported the peak to be slightly
fainter than this level. This may be an age effect, where the
greater volumes studied in deep proper-motion-selected samples
will net larger fractions of older thick-disc and spheroid WDs.
6. Conclusions
We have provided a well-characterised catalogue of objects
within 100 pc of the Sun. In this catalogue we inferred a distance
probability density function for all sources using the parallaxes
and a single distance prior that takes the observational paral-
lax cut at 8 mas and the distribution of parallax uncertainties in
Gaia EDR3 into account. We provide all-sky maps at HEALpix
level 5 of empirical magnitude limits, which we generated using
all Gaia EDR3 entries with a G magnitude and parallax measure-
ment. We base our magnitude limit estimator on the G magnitude
distribution per HEALpix and advocate a limit between the 80th
(conservative) and 90th (optimistic) percentile.
The GCNS catalogue has an estimated 331 312 entries within
100 pc. This is an increase of an order of magnitude with respect
to the most complete nearby star census prior to the Gaia mis-
sion. A comparison with Gaia DR2 shows that the last release
contained more contamination than Gaia EDR3 , but also that a
few percent of real objects are still not included in Gaia EDR3.
The overall completeness of the GCNS to M8 at 100 pc is prob-
ably better than 95%. An examination of the 10 pc sample finds
that we provide the first direct parallax of five stars in multiple
systems.
The GCNS was used to undertake a number of investigations
into local populations, structures, and distributions. We list this
below.
– We computed the luminosity function from the brightest
main-sequence stars (MG = 2), including part of giant stars,
to the late-L brown dwarfs (MG = 20.5). We found an over-
all density of 0.081± 0.003 (main sequence) stars pc−3.
The high signal-to-noise ratio of the luminosity function
indicates features such as the Jao gap (Jao et al. 2018) and
the drop in object counts at the stellar to substellar boundary
(Bardalez Gagliuffi et al. 2019).
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Fig. 39. Upper panel: WDLF for the 100 pc sam-
ple. The bin width is 0.25 Mbol and the confidence
intervals are Poisson uncertainties (Gehrels 1986).
The structure and features in the WDLF are statis-
tically significant for all but the first and last few
bins. Lower panel: V/VMax statistic for the WDLF
sample plotted in the upper panel. The expectation
value for the statistic is 0.5 for a uniform sample
within the survey volume (see the main text for
further details).
– We explored the kinematical plane for the GCNS stars that
have a Gaia radial velocity (74 431 stars). We show that even
in the local sample, the kinematical plane shows substruc-
tures in the disc that are associated with several streams and
superclusters, such as Sirius and Hercules, and in the halo,
where we identified 12 stars from the Gaia Enceladus.
– We provide orbits for the sample. As expected, most of
the stars have circular in-plane orbits similar to the Sun.
However, the solar neighbourhood is also visited by sev-
eral tens of stars with eccentric orbits that come from
the Galactic central regions, as well as stars coming from
external regions, for example the Enceladus objects.
– We briefly investigated the value for the solar motion, pro-
posed a revision of the V value to 7 km s−1, and discussed
the vertex deviation.
– We find 2879 new UCD candidates compared to the
Gaia DR2, but we also note that the very nearby binary
brown dwarf Luhman 16 AB does not have a five-parameter
solution in the Gaia EDR3.
– We provided a revised catalogue of 16 556 high-probability
resolved binary candidates. We confirmed the absence of
bimodality in the physical projected separations distribution,
placing previous DR2-based results on more solid ground.
We refined the wide-binary fraction statistics as a function
of spectral type, quantifying the decline in fWB for later (K
and M) spectral types.
– We re-examined the Hyades cluster and produced a list of
candidate members using a procedure that did not use the
GCNS selection criteria. We found only one candidate that
would not have have made the GCNS.
– Using a random forest algorithm, we identified 21 848
sources with a high probability of being a WD, 2553 of
which are new WD candidates.
– We derived a white dwarf luminosity function of unprece-
dented statistical power. Several features are clearly present
that appear as a series of steps in the function. These may be
indicative of variations in the historical star formation rate
in the 100 pc volume and can be examined further by direc-
tion inversion techniques or comparison with population
synthesis calculations.
In these investigations we have illustrated different ways of
using the GCNS: the direct use of the astrometric parameters
(Sects. 5.1 and 5.5), the use of derived distance PDFs (Sect. 5.2),
and derived quantities (Sect. 5.3). We indicated other quality
cuts that can be made to clean the catalogue using photometric
flags (Sect. 5.8) and indicators of binarity (Sect. 5.2). Finally, we
have shown that even though we know that the catalogue volume
is incomplete, useful conclusions and constraints can be drawn
(Sect. 5.4).
We expect the next releases of the Gaia mission to improve
the GCNS in particular with the inclusion of unresolved compan-
ions and with the application of non-single star solutions in the
Gaia processing chain where the current single-star solution will
often result in erroneous astrometric parameters. In addition, the
Gaia DR3, due to be released in 2021, will provide astrophysical
parameters for nearly all the stellar sources in the Gaia Catalogue
of Nearby Stars.
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Project Office, the Max-Planck Society and its participating institutes, the Max
Planck Institute for Astronomy, Heidelberg and the Max Planck Institute for
Extraterrestrial Physics, Garching, The Johns Hopkins University, Durham Uni-
versity, the University of Edinburgh, the Queen’s University Belfast, the Harvard-
Smithsonian Center for Astrophysics, the Las Cumbres Observatory Global
Telescope Network Incorporated, the National Central University of Taiwan, the
Space Telescope Science Institute, the National Aeronautics and Space Admin-
istration (NASA) through grant NNX08AR22G issued through the Planetary
Science Division of the NASA Science Mission Directorate, the National Science
Foundation through grant AST-1238877, the University of Maryland, Eotvos
Lorand University (ELTE), the Los Alamos National Laboratory, and the Gordon
and Betty Moore Foundation; data products from the Wide-field Infrared Survey
Explorer (WISE), which is a joint project of the University of California, Los
Angeles, and the Jet Propulsion Laboratory/California Institute of Technology,
and NEOWISE, which is a project of the Jet Propulsion Laboratory/Califor-
nia Institute of Technology. WISE and NEOWISE are funded by the National
Aeronautics and Space Administration (NASA); the fifth data release of the
Radial Velocity Experiment (RAVE DR5, Kunder et al. 2017). Funding for RAVE
has been provided by the Australian Astronomical Observatory, the Leibniz-
Institut für Astrophysik Potsdam (AIP), the Australian National University, the
Australian Research Council, the French National Research Agency, the German
Research Foundation (SPP 1177 and SFB 881), the European Research Council
(ERC-StG 240271 Galactica), the Istituto Nazionale di Astrofisica at Padova, The
Johns Hopkins University, the National Science Foundation of the USA (AST-
0908326), the W. M. Keck foundation, the Macquarie University, the Netherlands
Research School for Astronomy, the Natural Sciences and Engineering Research
Council of Canada, the Slovenian Research Agency, the Swiss National Science
Foundation, the Science & Technology Facilities Council of the UK, Opticon,
Strasbourg Observatory, and the Universities of Groningen, Heidelberg, and
Sydney. The RAVE website is at https://www.rave-survey.org/; the thir-
teenth release of the Sloan Digital Sky Survey (SDSS DR13, Albareti et al.
2017). Funding for SDSS-IV has been provided by the Alfred P. Sloan Foun-
dation, the United States Department of Energy Office of Science, and the
A6, page 34 of 44
Gaia Collaboration (Smart, R. L., et al.): Gaia Early Data Release 3
Participating Institutions. SDSS-IV acknowledges support and resources from
the Center for High-Performance Computing at the University of Utah. The
SDSS web site is https://www.sdss.org/. SDSS-IV is managed by the
Astrophysical Research Consortium for the Participating Institutions of the SDSS
Collaboration including the Brazilian Participation Group, the Carnegie Institu-
tion for Science, Carnegie Mellon University, the Chilean Participation Group,
the French Participation Group, Harvard-Smithsonian Center for Astrophysics,
Instituto de Astrofísica de Canarias, The Johns Hopkins University, Kavli Insti-
tute for the Physics and Mathematics of the Universe (IPMU) / University
of Tokyo, the Korean Participation Group, Lawrence Berkeley National Lab-
oratory, Leibniz Institut für Astrophysik Potsdam (AIP), Max-Planck-Institut
für Astronomie (MPIA Heidelberg), Max-Planck-Institut für Astrophysik (MPA
Garching), Max-Planck-Institut für Extraterrestrische Physik (MPE), National
Astronomical Observatories of China, New Mexico State University, New York
University, University of Notre Dame, Observatário Nacional / MCTI, The Ohio
State University, Pennsylvania State University, Shanghai Astronomical Obser-
vatory, United Kingdom Participation Group, Universidad Nacional Autónoma
de México, University of Arizona, University of Colorado Boulder, University
of Oxford, University of Portsmouth, University of Utah, University of Virginia,
University of Washington, University of Wisconsin, Vanderbilt University, and
Yale University; the second release of the SkyMapper catalogue (SkyMapper
DR2, Onken et al. 2019, Digital Object Identifier 10.25914/5ce60d31ce759).
The national facility capability for SkyMapper has been funded through grant
LE130100104 from the Australian Research Council (ARC) Linkage Infrastruc-
ture, Equipment, and Facilities (LIEF) programme, awarded to the University
of Sydney, the Australian National University, Swinburne University of Tech-
nology, the University of Queensland, the University of Western Australia, the
University of Melbourne, Curtin University of Technology, Monash University,
and the Australian Astronomical Observatory. SkyMapper is owned and oper-
ated by The Australian National University’s Research School of Astronomy and
Astrophysics. The survey data were processed and provided by the SkyMapper
Team at the Australian National University. The SkyMapper node of the All-Sky
Virtual Observatory (ASVO) is hosted at the National Computational Infrastruc-
ture (NCI). Development and support the SkyMapper node of the ASVO has
been funded in part by Astronomy Australia Limited (AAL) and the Australian
Government through the Commonwealth’s Education Investment Fund (EIF) and
National Collaborative Research Infrastructure Strategy (NCRIS), particularly
the National eResearch Collaboration Tools and Resources (NeCTAR) and the
Australian National Data Service Projects (ANDS).
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Appendix A: Details of the random forest
classifier parameters and training set.
Fig. A.1. CAMD with colour G–GRP and absolute magnitude MG of the
set of sources with parallaxes greater than or equal to 8 mas (black) and
those used as examples of good astrometry (red points) in the random
forest training set.
Fig. A.2. As Fig. A.1 for MG and the 2MASS colour index J–H.
A.1. Colour-absolute magnitude diagrams
Figures A.1–A.3 show the position in several colour-absolute
magnitude diagrams of the sources selected as examples of good
astrometry in the training set (red) superimposed on the full
distribution of sources with observed parallaxes greater than or
equal to 8 mas. Figures A.3 and A.2 show that the requirement to
have a 2MASS counterpart to the Gaia source already removes
most of the sources with spurious observed parallaxes greater
than 8 mas.














Fig. A.4. Distribution of values of the parallax_error feature in the set
of training examples of the bad category (continuous line, white filling);
in the set of training examples of the good category (dotted line, white
filling); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good
astrometric solutions (dash-dotted line, red transparent filling).
A.2. Parameters tested for relevance
Table A.1 lists all catalogue columns tested for relevance in
the classification problem of separating good astrometric solu-
tions from spurious ones. We did not check for the rele-
vance of astrometric_primary_flag, astrometric_weight_ac", nu_
eff_used_in_astrometry, pseudocolour, and pseudocolour_error
due to the high fraction of missing values in the training set.
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A.3. Distributions of features
Table A.1. Importance of all features tested for classification by the Random Forest classifier ordered according to the mean decrease in accuracy
(two leftmost columns) and by the mean decrease in the Gini index (two rightmost columns).
Feature name Mean decrease Feature name Mean decrease
accuracy Gini index
parallax_error 0.125 parallax_error 33821
parallax_over_error 0.087 parallax_over_error 27713
pmra 0.056 astrometric_sigma5d_max 24035
astrometric_sigma5d_max 0.052 pmra_error 20226
pmdec 0.047 pmdec_error 14866
pmdec_error 0.027 astrometric_excess_noise 12737
pmra_error 0.025 astrometric_params_solved 7677
astrometric_excess_noise 0.013 ipd_gof_harmonic_amplitude 5628
visibility_periods_used 0.01 ruwe 3383
ruwe 0.008 visibility_periods_used 2371
astrometric_gof_al 0.005 pmdec 2263
astrometric_n_obs_ac 0.005 pmra 2039
ipd_gof_harmonic_amplitude 0.004 ipd_frac_odd_win 1566
astrometric_excess_noise_sig 0.003 ipd_frac_multi_peak 1006
ipd_frac_odd_win 0.002 astrometric_gof_al 801
astrometric_chi2_al 0.002 scan_direction_strength_k2 694
parallax_pmdec_corr 0.002 parallax_pmdec_corr 522
ipd_frac_multi_peak 0.002 astrometric_excess_noise_sig 413
scan_direction_strength_k2 0.001 astrometric_n_good_obs_al 394
astrometric_n_good_obs_al 0.001 astrometric_chi2_al 275
astrometric_params_solved 0.001 astrometric_n_obs_al 244
astrometric_n_obs_al 0.001 astrometric_n_obs_ac 224
astrometric_matched_transits 0.001 dec_parallax_corr 208
dec_parallax_corr 0.001 astrometric_matched_transits 165
dec_pmdec_corr 0.001 dec_pmdec_corr 157
scan_direction_mean_k2 0.001 ra_dec_corr 65
ra_parallax_corr 0 scan_direction_strength_k1 59
scan_direction_strength_k4 0 scan_direction_mean_k2 50
ra_dec_corr 0 scan_direction_strength_k4 50
scan_direction_strength_k1 0 parallax_pmra_corr 49
scan_direction_mean_k4 0 ra_parallax_corr 48
scan_direction_strength_k3 0 ra_pmdec_corr 44
parallax_pmra_corr 0 scan_direction_mean_k4 42
astrometric_n_bad_obs_al 0 scan_direction_strength_k3 41
ra_pmdec_corr 0 astrometric_n_bad_obs_al 38
scan_direction_mean_k3 0 scan_direction_mean_k3 30
ipd_gof_harmonic_phase 0 ipd_gof_harmonic_phase 29
pmra_pmdec_corr 0 ra_pmra_corr 28
scan_direction_mean_k1 0 pmra_pmdec_corr 27
ra_pmra_corr 0 scan_direction_mean_k1 24
dec_pmra_corr 0 dec_pmra_corr 22
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Fig. A.5. Distribution of values of the parallax_over_error feature in
the set of training examples of the bad category (continuous line, white
filling); in the set of training examples of the good category (dotted line,
white filling); the set of sources classified as bad astrometric solutions
(dashed line, blue transparent filling); and the set of sources classified












Fig. A.6. Distribution of values of the astrometric_sigma5d_max fea-
ture in the set of training examples of the bad category (continuous
line, white filling); in the set of training examples of the good category
(dotted line, white filling); the set of sources classified as bad astro-
metric solutions (dashed line, blue transparent filling); and the set of
















Fig. A.7. Distribution of values of the pmra_error feature in the set of
training examples of the bad category (continuous line, white filling);
in the set of training examples of the good category (dotted line, white
filling); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good











Fig. A.8. Distribution of values of the pmdec_error feature in the set of
training examples of the bad category (continuous line, white filling);
in the set of training examples of the good category (dotted line, white
filling); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good
astrometric solutions (dash-dotted line, red transparent filling).
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Fig. A.9. Distribution of values of the astrometric_excess_noise fea-
ture in the set of training examples of the bad category (continuous
line, white filling); in the set of training examples of the good category
(dotted line, white filling); the set of sources classified as bad astro-
metric solutions (dashed line, blue transparent filling); and the set of














Fig. A.10. Distribution of values of the ipd_gof_harmonic_amplitude
feature in the set of training examples of the bad category (continuous
line, white filling); in the set of training examples of the good category
(dotted line, white filling); the set of sources classified as bad astro-
metric solutions (dashed line, blue transparent filling); and the set of


















Fig. A.11. Distribution of values of the ruwe feature in the set of train-
ing examples of the bad category (continuous line, white filling); in the
set of training examples of the good category (dotted line, white fill-
ing); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good



















Fig. A.12. Distribution of values of the visibility_periods_used fea-
ture in the set of training examples of the bad category (continuous
line, white filling); in the set of training examples of the good category
(dotted line, white filling); the set of sources classified as bad astro-
metric solutions (dashed line, blue transparent filling); and the set of
sources classified as good astrometric solutions (dash-dotted line, red
transparent filling).
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Fig. A.13. Distribution of values of the pmdec feature in the set of
training examples of the bad category (continuous line, white filling);
in the set of training examples of the good category (dotted line, white
filling); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good

















Fig. A.14. Distribution of values of the pmra feature in the set of train-
ing examples of the bad category (continuous line, white filling); in the
set of training examples of the good category (dotted line, white fill-
ing); the set of sources classified as bad astrometric solutions (dashed
line, blue transparent filling); and the set of sources classified as good

















Fig. A.15. Distribution of values of the ipd_frac_odd_win feature in
the set of training examples of the bad category (continuous line, white
filling); in the set of training examples of the good category (dotted line,
white filling); the set of sources classified as bad astrometric solutions
(dashed line, blue transparent filling); and the set of sources classified

















Fig. A.16. Distribution of values of the ipd_frac_multi_peak feature in
the set of training examples of the bad category (continuous line, white
filling); in the set of training examples of the good category (dotted line,
white filling); the set of sources classified as bad astrometric solutions
(dashed line, blue transparent filling); and the set of sources classified
as good astrometric solutions (dash-dotted line, red transparent filling).
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Fig. A.17. Distribution of values of the astrometric_gof_al feature in
the set of training examples of the bad category (continuous line, white
filling); in the set of training examples of the good category (dotted line,
white filling); the set of sources classified as bad astrometric solutions
(dashed line, blue transparent filling); and the set of sources classified














Fig. A.18. Distribution of values of the scan_direction_strength_k2
feature in the set of training examples of the bad category (continuous
line, white filling); in the set of training examples of the good category
(dotted line, white filling); the set of sources classified as bad astro-
metric solutions (dashed line, blue transparent filling); and the set of
sources classified as good astrometric solutions (dash-dotted line, red
transparent filling).
Appendix B: The relations and Gaussian Mixture
Model priors used for the determination of space
velocities in Galactic coordinates
The relations that define space velocities in terms of the observ-
ables, Gaia coordinates, parallaxes and proper motions, and
radial velocities are:uv
w




where AG is the transformation matrix to Galactic coordinates
from the introduction to the HIPPARCOS catalogue (ESA 1997)
and matrix A is obtained from the components of the normal
triad at the star as:
A =
− sinα − sin δ cosα cos δ cosαcosα − sin δ sinα cos δ sinα
0 cos δ sin δ
 (B.2)
The Bayesian model used to infer posterior probabilities for
the space velocities requires the definition of priors for the model
parameters. As described in Sect. 3, we fit Gaussian Mixture
Models to a local (140 pc) simulation from the Besançon Galaxy
model (Robin et al. 2003) and modify the result by adding a
wide non-informative component. The resulting priors used in
the inference process are defined in Eqs. (B.3)–(B.5) using the
notation N(· | µ, σ) to denote the Gaussian distribution centred
at µ and with standard deviation σ.
π(U) = 0.52 · N(U | −11.3, 23.2)
+ 0.45 · N(U | −11, 44)
+ 0.03 · N(U | 0, 120)
(B.3)
π(V) = 0.588 · N(V | −26.1, 23.7)
+ 0.375 · N(V | −13, 11.3)
+ 0.03 · N(V | 0, 120)
+ 0.007 · N(V | −115.8, 114.3)
(B.4)
π(W) = 0.53 · N(W | −7.3, 19.4)
+ 0.2 · N(W | −10, 9.2)
+ 0.21 · N(W | −4.1, 10.1)
+ 0.03 · N(W | −7, 43.3)
+ 0.03 · N(W | 0, 120)
(B.5)
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