We introduce a new Stata command for the Maximum Likelihood estimation of models with unobserved heterogeneity including a Roy Model. Our command estimates models with up to four latent factors. It allows the unobeserved heterogeneity to follow general distributions. In that regard, it differs from the SEM module in Stata as our command does not rely on the linearity of the structural equations and distributional assumptions for identification of the unobserved heterogeneity. It uses the estimated distributions to numerically integrate over the unobserved factors in the outcome equations using a mixture of normals in a Gauss-Hermite quadrature procedure. Our command delivers consistent estimates including the unobserved factor loadings in a wide array of model structures.
Introduction
Unobserved heterogeneity has become a particularly relevant topic in modern applied microeconomics (Keane and Wolpin, 1997; Heckman, 1998, 2001; Carneiro et al., 2003; Heckman et al., 2006; Urzua, 2008; Sarzosa and Urzua, 2014) . However, its adequate analysis requires the use of structural models that are often tailored to the needs of each particular research project. This reflects the fact that the research community lacks the tools needed for the systematic inclusion of unobserved heterogeneity in practical analyses. At the same time, the advances in computational capability has facilitated the estimation of structural models to a point where is now conceivable to run some of these models in standard available computers.
In this article, we discuss the implementation of factor models for the estimation of structural equations in the presence of unobserved heterogeneity, and a new Stata command that estimates them. The routines we introduce allow the calculation of consistent estimates including the loadings of the unobserved factors in a number of structures. The family of structural models we address is related the structures used in Carneiro et al. (2003) ; Heckman et al. (2006) and first introduced by Jöreskog and Goldberger (1972) , Cameron and Heckman (1998) and Cameron and Heckman (2001) .
The most salient feature of these models is the presence of a factor structure that provides a parsimonious specification to identify unobserved heterogeneity and its effects on the outcomes of interest. Unlike the SEM module in Stata, our command does not rely on the linearity of the structural equations and distributional assumptions for identification. Instead, the distributions of the unobserved factors are identified nonparametrically relying on the contributions of Kotlarski (1967) .
As it will be shown below, this type of structural models have a wide range of applications. Recently, the treatment effect literature has embraced this kind of models not only because they provide a way for estimating treatment effects depending on the level of unobservables, but also because controlling for unobserved heterogeneity allows the simulation of counterfactuals. This procedures can also be used to estimate the parameters of a measurement system that contains unobserved attributes. In particular, this setting could relate to the skills literature, where cognitive and non-cognitive skills are unobservable characteristics of individuals that influence their decisions and outcomes later in life (see Heckman et al., 2011; Prada and Urzua, 2013; Sarzosa and Urzua, 2014) .
The remainder of the article is organized as follows. In section 2, we review the factor model structure and discuss the mechanisms that allows us to identify key parameters.
The implementation of our estimation routines, including thy syntax of the command is discussed in section 3. Then, in section 4, we provide some examples using both simulated data and the NLSY79. Finally in section 5, we conclude.
Factor Model Estimation
The type of structural models that our command can handle can be described as a set of measurement systems that are linked by a factor structure. This is the type of models considered by Hansen et al. (2004) , Heckman et al. (2006) , Heckman and Navarro (2007) , Heckman et al. (2006) and Sarzosa and Urzua (2014) . In a general setup, suppose we face the following linear system:
where Y is a M ⇥ 1 vector of outcome variables, X Y is a matrix with all observable controls, and U Y is a vector that contains the unobservables for each one of the M outcome equations with a factor structure of the form U Y =⇤ Y ⇥ + e Y . Hence, we can expand the linear system to
where ⇥ is a q ⇥ 1 vector that contains the q dimensions of unobserved heterogeneity (i.e., q latent factors), ⇤ Y is a M ⇥q matrix that contain the factor loadings for each type of unobserved heterogeneity, and e Y is a vector of error terms with distributions f e ym (·) for every m = 1, . . . , M. We assume that e Y ? (⇥, X Y ), and also that e y i ? e y j for i, j = 1, . . . , M. Furthermore, we assume the the vector ⇥ has associated a distribution f ✓ (·). Hence, the econometrician does not observe the actual value of ⇥ for each observation. Instead, he knows/estimates the distributions they are drawn from.
The measurement system (2) can be used to identify vectors ↵ Y,A and ↵ Y,B , albeit under very stringent constraints and assumptions Aakvik et al. (2000) . As indicated by Carneiro et al. (2003) , the estimations that come from the factor structure will gain interpretability and will require less restrictions for its identification if a measurement system-also linked by the same factor structure-is adjoined to the system (1). This system can be used to identify the distributional parameters of the unobserved factors.
This adjoined measurement system would have the following form:
where T is a L ⇥ 1 vector of measurements (e.g., test scores), X T is a matrix with all observable controls for each measurement and ⇤ Y is a L ⇥ q matrix that holds the loadings of the q unobserved factors. Again, we assume that (⇥, X T ) ? e T , that all the elements of the L ⇥ 1 vector e T are mutually independent and have associated distributions f e h (·) for every h = 1, . . . , L. 
Identification of the Adjunct Measurement System
The command can handle up to four factors. However, for presentation purposes we will describe the estimation process using a two-factor model. 2 In the two-factor case equation (1) becomes
and equation (2) becomes
To explain how the parameters of the adjunct measurement system (4) are identified, let us focus on the matrix COV (T |X T ) whose elements in the diagonal are of the form:
and the off-diagonal elements are of the form:
As it is, the model is underidentified (Carneiro et al., 2003) . Therefore, identification requires some assumptions. First, we need ✓ A ? ✓ B , so ✓ A ✓ B = 0 in (5) and (6).
3 The 1 For the Maximum Likelihood procedure we describe below, we assume f e h (·) are normal distributions. This is a relatively mild assumption as these come from the idiosyncratic variation that remains after controlling for observed controls und unobserved heterogeneity.
2 The extension to three and four factors is straightforward.
3 Using higher moments of the distributions Heckman and Navarro (2007) show that identification second assumption relates to the minimum number of measurements we need to have per factor. Notice that the diagonal elements of COV (T |X T ) have the variances of the idiosyncratic errors, while the ones the off-diagonal do not. Hence, once we identify the rest of the model parameters, the diagonals will identify 2 e T h for h = 1, . . . , L. Then, following Carneiro et al. (2003) we can use the L(L 1) /2 off-diagonal elements to identify the variances of the factors and their associated factor loadings. If we let k be the number of factors we are using in the model-in the present example k = 2, then we have k ⇤ L loadings. We then need that
In our example where k = 2, this restriction tells us that L 6. That is, we need at least 6 test scores to identify the parameters of the measurement system with two factors.
The next step for identification is to acknowledge that latent factors have no metric or scale of their own. Hence, we need to normalize to unity one loading per factor, and the estimation of all the rest of the loadings should be interpreted as relative to those used as nummeraire.
4 To incorporate this into our notation, let us expand (4) into k blocks of size m  such that P  m  = L. That way, with out loss of generality, we set equal to one the first loading in the first equation in each block. Therefore, in our example we can be achieved even if the factor independence assumption is relaxed. Also, Sarzosa (2015) shows that models with correlated factors can be identified if additional restrictions are impossed on the factor loadings structure. 4 This normalizations reduce by k the number of parameters to estimate. Therefore, the number of measurements needed L is given by
Lk + k k, which simplifies to L 2k +1. Therefore, the presence of two factors in (3) implies that there should be at least five measures in (4). Throughout the routines we present in this paper, we will assume that we have at least 3k measurements.
Then,
and hence we identify
Identification of the loadings and variances associated with the subsequent factors require less restrictions. Note that under the assumption of ↵ T a 1 ,B = 0, (7) and (8) become
respectively. Given that we already know 2 ✓ A , we are able to identify all the loadings associated with the first factor in all the subsequent blocks. This allows us to use (9), (10) and (11) when  = b to identify 2 ✓ B and ↵ T b ,B as we already know the first part of the right hand side of those expressions.
Finally, having identified all the parameters from the off-diagonal elements of the COV (T |X T ) matrix, we are able to identify the parameters in the diagonal. From (5) and the restrictions we have imposed we get that the typical diagonal element of (Kotlarski, 1967) . 
Loadings Structures in the Measurement System
We have shown that identification requires some restrictions in the loadings structure.
The more general structure requires one normalization per factor and the first three measurements of the first block to be affected only by the first factor. In our example of two factors and using three measurements per block, the loadings structure can be represented as ⇤ T = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
This type of loadings structure will speed the estimation process as it requires the procedure to estimate less parameters.
Estimation
We estimate the model (4) using maximum likelihood estimation (MLE). The likelihood
where we integrate over the distributions of the factors due to their unobservable na-
All the integrals are calculated numerically using a Gauss-Hermite quadrature within a mixture of normals (Judd, 1998) .
This guarantees the flexibility required to appropriately recreate the unobserved distributions in the estimation. Our routine does not impose normality on F ✓ A (·) and F ✓ B (·). Instead, it assumes they are distributed according to mixtures of two normal distributions. Therefore, we estimate the distributional parameters of the normals and the mixing probability. This way, we are able to identify a very wide range of possible functional forms for F ✓ A (·) and F ✓ B (·).
Having identified the distributional parameters of F ✓ A (·) and F ✓ B (·) from (4), we are able to move on to estimate model (3). The likelihood function in this case is
Note that the two steps presented above can be joined and calculated in one likelihood of the form:
However, the two-step procedure is less computationally burdensome, especially if we are estimating a model with two factors. 
The Treatment Effect Setting, a Roy Model
In this subsection, we go over the especial case of model (3) where there is a binary treatment (e.g., to go to college) and a later outcome (e.g., wages earned at age 30). This is one of the settings where the factor structure has received more attention In this two-step procedure, we use a Limited Information Maximum Likelihood and correct the variance-covariance matrix of the second stage incorporating the estimated variance-covariance matrix and gradient of the first stage (Greene, 2000) .
7 For the one factor case, equations (3) and (4) 
respectively. And the likelihood function would be , 2006; Urzua, 2008; Heckman et al., 2011; Prada and Urzua, 2013) . The great advantage the factor structure has in this setting is that potential outcomes are separable in observables and unobservables. That is, conditional on ✓ and X Y , potential outcomes are independent because any selection on unobservables is already accounted for. 8 This allows researchers to simulate observationally identical counterfactuals permitting the calculation of treatment parameters like AT E, AT T and AT U T for every level of the unobserved heterogeneity.
Consider a model of potential outcomes inspired by the Roy model (Roy, 1951) . Individuals must choose between two sectors, for example, treated and not treated, or high school and college. The choice is based on the following decision model: Depending on the selected sector (i.e., D = 1 or D = 0), individuals will experience different outcomes. We denote these potential outcomes by Y 1 and Y 0 , respectively. Y 1 can represent, for instance, the wages earned at age 30 by a college graduate, while Y 0 represents the wage earned at age 30 by a person that did not go to college. Therefore, in a treatment effect setting, the system of equations (3) . In this case the system 8 Recall that e yi ? e yj for i, j = 1, . . . , M and i 6 = j would be:
The second step likelihood function is given by:
In consequence, we obtain different parameter values for each potential outcomes. That is, the measures of the effects of observable and unobservable features on the outcome differ depending on D.
Probit and Normal Regressions with Unobserved Heterogeneity
An especial case related to the one presented above is one in which the the vector of outcomes is comprised only by the choice or treatment decision. That is, vector Y = D, meaning that no potential outcome equations enter the second step. The outcome equation to be estimated is (17). The complete likelihood would be:
This structure should be interpreted as a probit of D on X D that allows for the presence of unobserved heterogeneity.
In a similar way, we can arrive to a particular case where there is no choice or treatment equation and there is only one outcome Y . Then, the outcomes vector Y = Y , and the outcome equation of interest will be:
In this case, the complete likelihood would be:
This structure should be interpreted like a normal regression of Y on X Y that allows for the unobserved heterogeneity.
Implementation

The syntax of heterofactor
The syntax of the command is as follows:
fdistonly scndstponly twostep nohats nochoice choiceonly
heterofactor is implemented for Stata 11 by using the d0 estimator of ml. All likelihood routines are coded in Mata. These commands share the same features of most of the Stata estimation commands that use maximum likelihood, including access to the last estimation results and the options for the maximization process (see [R] maximize). Weights are not allowed. A description of the options that are specific to heterofactor is provided below.
Options
Main scores(varlist_T ) specifies the variables that contains the scores of the measurement system. That is, vector T in (4). There needs to be at least three variables specified in varlist_T per factor. Users may specify more than three variables per factor for models with one and two factors. If the model has three or four factors the user needs to specify three variables for the third and fourth factors. The order of varlist_T matters. Users must list them in blocks, where each block should be affected by the same factor or factors. Identification requires one loading normalization per factor. In consequence, the loadings of the last test score in each block will be normalized.
For instance, if the model chosen has four factors, and varlist_T contains exactly three variables per factor, the loadings of the third, sixth, ninth and twelfth variable will be normalized to one. This arrangement is somewhat different if option triangular is specified. In that case, the factor structure is the one presented in (12). That is, if f is the number of factors, the first f 1 sets of three measures provided in varlist_T should only depend on one factor each, while last set of three measures will be affected by all factors.
indvarsc(varlist_Q) specify the observed variables that affect all test scores regressions. That is, X T in (4). Note that varlist_Q can be the same as varlist_X. However, the user needs to specify both. There is no limit for the number of variables that can be specified in varlist_Q. If the user wants to specify different controls for each set of three measures, options exp1(), exp2(), exp3() and exp4() should be used.
treatind(varname_D) specifies the choice variable when there is a choice equation in the model. varname_D represents variable D in (16). varname_D
indicates the assignment to treatment and it needs to be a binary variable.
instrum(varlist_Z ) specifies the observed variables that affect the binary choice
Model exp1(varlist), exp2(varlist), exp3(varlist) and exp4(varlist) includes more controls to each set of three test equations in addition to those specified in varlist_Q which are common to all. This way, the user can add regressors that are believed to affect only one set of three scores and not the other ones.
factors(#) specify the number of factors used in the model. # can be any integer between 1 and 4. The default is 1.
fdistonly indicates Stata to only estimate the first step. That is, to estimate only measurement system (4), and obtain the parameters that describe the factors' distribution F ✓ (·) and the factor loadings. No outcome equation will be estimated. However, depvar and varlist_X should be provided even if they are not going to be used in the calculation.
scndstponly indicates Stata to only estimate the outcome equations. That is, to estimate the system provided by (3). No factor distribution identification take place. If scndstponly is specified, all the parameters that describe the factors' distributions F ✓ (·), the residuals of varlist_T, their variances and loadings should be provided by the user through additional options. This option is useful if the user did the first step before and now she only needs to estimate a new set of outcome equations based on the same factors.
choiceonly specifies that the model to be estimated in the second-step only comprises a choice equation. The likelihood to be estimated is (17) . No other outcomes are estimated. Not even the potential outcomes equations (14) and (15). The estimation using this option should be interpreted as running a probit estimation allowing for the presence of unobserved heterogeneity.
nochoice specifies that the outcome equations in the model do not include the binary treatment one. It indicates Stata that the model is not of the treatment effect nature described in subsection 2.4. The likelihood is described in (18) and has a unique outcome equation
This should be interpreted as a linear regression allowing for the presence of unobserved heterogeneity.
triangular indicates Stata that the measurement system in the first step has a triangular loading structure like in (12). If triangular is specified, the structure assumed for the measurement system is one that has one block of scores that depend on all factors, and the rest of the block of scores depend only on one factor each. This option is only valid for the two-factor case. It should be noted that this option increases the computational time needed for calculation. If triangular is not specified the loading structure assumed is the one presented in (13).
numf1tests(#) and numf2tests(#) specifies the number of tests used in each block of varlist_T. Specify only if the number is different from three. For instance, if the user lists seven variables in varlist_T, numf1tests(4) and numf2tests(3) are specified to indicate that the first four variables are the first block and the last three variables are the second block.
Estimation nodes(#) defines the number of points used in the Gauss-Hermite quadrature for integration. The number defined can be either 4 or 10. While 10 nodes provides more accuracy, integrating using 4 nodes is faster.
twostep divides the estimation process in two parts. First the factor identification part (4) and then the outcome equations part (3). This option is only available for the one-factor case. If factor(1) option is specified, the default is no twostep.
initialreg makes the program calculate initial values using OLS regressions of each equation separately. These initial values are different to the ones provided by Stata in the absence of the initialreg option.
nohats estimated factor values✓ are not saved in data. This option speeds the command execution, especially in big data sets.
Sometimes, the user needs to estimate several models that are based on the same factor structure. In that case, the user needs to run the first step only once and save time by running all the required models using only the second step. For that, the user needs to specifying scndstponly and parameters that describe the distributions, the residuals, the var-cov matrix, and the gradient of the first stage. The distributions F ✓ (·) of the factors are obtained using a mixture of two normals. Therefore, to fully describe each factor's distribution we need the standard deviation and the mean of each of the normals, and the weight (probability) with which the two normals are combined.
If scondstponly is specified, the user needs to provide the parameters that describe the distributions. They should be provided using:
sigmamixt32(#), sigmamixt41(#) and sigmamixt42(# ) specify the standard deviations of the two distributions used in the mixture of normals that describe the distribution of the first, specify the standard deviations of the two distributions used in the mixture of the first, second, third and fourth factors respectively. Note that given the transformations done in the code to ensure the parameters remain in the valid range, the user needs to provide the natural logarithm of the actual standard deviations. That is, if the standard deviation of the first normal of the first mixture is 11 = 1, the option to be provided should be sigmamixt11(0). Note that the values displayed int he output in the first stage are untransformed, and are the ones that need to be provided as they are to these options.
mumixt1(#), mumixt2(#), mumixt3(#) and mumixt4(#) specifies the mean of the first part of the mixture of each factor. The factor is centered at zero, therefore the mean of the second part of the mixture can be obtained from the equation %µ 1 + (1 %) µ 2 = 0, where % is probability used to combine the mixtures, provided by exp(mixtprob1(#))/(1 + exp(mixtprob1(#))) in the case of factor 1, exp(mixtprob2(#))/(1 + exp(mixtprob2(#))), in the case of factor 2, and so on.
mixtprob1(#), mixtprob2(#), mixtprob3(#) and mixtprob4(#) specifies the probability used to combine the two normal distributions into the mixture of normals for the distribution each factor. As in the case of the standard deviations, the value in mixtprob1 is a transformed one: the logit transformation of the actual mixing probability.
When scndstponly is specified, the user also needs to specify some of the variables where the estimated residuals of varlist_T are stored and their variances. This is done using:
resvar2(varname), resvar3(varname), resvar4(varname), resvar5(varname), resvar6(varname), resvar9(varname) and resvar12(varname) are options that should be used only when the scndstponly option has been specified.
They contain the residuals of the second to last and last variable of the first block (resvar2(varname), resvar3(varname)), the third to last, the second to last and last variable of the second block (resvar4(varname), resvar5(varname), resvar6(varname)), the last variable of the third block (resvar9(varname)), and the last variable of the fourth block (resvar12(varname)).
These residuals are given by the first step procedure under the names of __res2, __res3, __res4, __res5, __res6, __res9 and __res12. The user can also provide them by constructing res = T X T T where X T are the observable controls used in the first stage and T is the vector of coefficients estimated in the first stage.
st2(#), st3(#), st4(#), st5(#), st6(#), st9(#) and st12(#) are options that should be used only when the scndstponly option has been specified. These options allow the user to provide the standard deviations of the residuals specified in resvar#. These variances are given by the first step procedure. They should also be provided using the logarithmic transformation (i.e., as the were reported in the first stage).
When scndstponly is specified, the user also needs to specify some of the matrices reported in the first stage in order to correct the standard errors of the second stage for the fact that there was a previous step in the estimation. This is done using:
firstloads(namelist) provides the name of the matrix where the loadings of the first stage are stored.
firstgrad(matname) provides the name of the matrix where the gradient of the first stage is stored.
firstvarmat(matname) provides the name under which the var-cov matrix of the first stage is stored.
Further Remarks
1. heterofactor typically requires relatively large samples, especially if it is used in more-than-one-factor setting. The user should note that the structural model is not only estimating several parameters (i.e.,ˆ
also the distributions of unobservable attributesF ✓ (·). interval. Therefore the standard deviations are transformed using the exponential function and the mixing probabilities are transformed using a logit function. In consequence, if s is the number provided by the estimation results for the standard deviations, then the actual standard deviation value is = exp (s). If the number provided by the estimation results for the mixing probability is p, then the actual mixing probability value is % = exp (p) / (1 + exp (p)).
Some practical recommendations for heterofactor users are the following:
(a) When doing the first exploratory analyses, the user should try with few integration nodes. This will decrease estimation time, but will give a very well informed indication on how the estimations will look like.
(b) Given that the likelihood function is complex, convergence can be difficult.
Remember, more control variables (sensible and informative) facilitate convergence. When convergence has been elusive, the user is encouraged to use all the available tools in ML estimation to improve the chances of convergence (see [R] maximize). For instance, Stata's ML option difficult can be very convenient. heterofactor, also provides the initialreg option, which provides a set of initial values different to the ones provided by Stata.
As in any complicated likelihood, convergence might depend on the initial values. Therefore trying with different sets of initial values in encouraged when convergence has proven difficult.
6. heterofactor requires the matdelrc command that can be downloaded from the web by typing -findit matdelrc-in the command window. (a) __res#. Those are the estimated residuals for each variable in varlist_T (i.e., res = T X T T ), where # is given according to the order in varlist_T.
(b) mixt#. A random draw of the estimated distributions of ✓. They provide a way to explore the shape of the distributions using. # represents the factor number.
Post Estimation Stored Results
heterofactor saves numerous results in ereturn. The ones produced during the first stage are crucial because they are the ones that are going to be used in a future second stage estimation if needed. For instance, in the case of a two-factor model the main stored results after the first stage are the following:
scalars:
e (sf11) e (sf12) e (mu11) e (p1) e (sf21) e (p2) e (mu21) e (sf22) matrices:
e (g11) e (V11) e (sT2) e (aT2) e (sT1) e (aT1) e (coeff_T6) e (coeff_T5) e (coeff_T4) e (coeff_T3) e (coeff_T2) e (coeff_T1) e (ilog) e(gradient)
functions:
Where e(sf11), e(sf12), e(mu11), e(p1), e(sf21), e(p2), e(mu21) and e(sf22)
provide the distributional parameters of the two factors. e(g11) and e(V11) provide the gradient and the var-cov of the parameters in the first stage. e(aT1) and e(aT2)
are matrices that collect the loadings associated to each block in varlist_T. e(sT1) and e(sT2) are matrices that collect the variances of the estimated residuals for each block in varlist_T. Finally, e(coeff_T#) are vectors that collect the coefficients of the observable controls for each variable in varlist_T (i.e., T ).
The main results stored after a second stage are the following:
e (av1) e (av2) e (sY0) e (a01) e (a02) e (a12) e (a11) e (sY1) matrices:
e (coeff_Y1) e (coeff_Y0) e (coeff_D) e (ilog) e (gradient) functions:
Where e(av1) and e(av2) are scalars that collect the loadings of each factor in the choice equation, e(a01), e(a02), e(a12) and e(a11) are the scalars that store the loadings of each factor for the outcome equations when D = 0 and D = 1 respectively.
In the same way, e(sY0) and e(sY1) are scalars storing the variance of the residual of the outcome equations. Finally, matrices e(coeff_Y1), e(coeff_Y0) and e(coeff_D) collect the coefficients of the observable controls for the outcome equations when D = 0 and D = 1 and the choice equation respectively (i.e..,
heterofactor estimates multiple equations and it is not compatible with the predict postestimation command. Instead, it provides the users with vectors stored in e(.) to create the predicted values of the desired equations (see [P] matrix score for details on how vectors can be used to create variables with predicted values).
Examples
In this section we present illustrations of the heterofactor command using both simulated and real data (i.e., the NLSY79). We use simulated data in order to have a benchmark for the precision of the estimates in different structures.
Examples with simulated data
We will present three examples using simulated data, all of them using the treatment effect structure. First, a one-factor model. Then, a two-factor model assuming a loadings structure as in (13). Finally, we present a two-factor model assuming a triangular loadings structure as in (12).
In order to show how to empirically recover the parameters from this model, consider the following parameterization: We create our data using the following Stata code:
. set seed 12345 . set obs 5000 obs was 0, now 5000 . gen u1=uniform() . gen u2=uniform() . gen f1 = rnormal()*sqrt (1) .
gen X=rnormal() . gen Q=rnormal() . gen Z=rnormal() . gen uv=rnormal() . gen u1=rnormal() . gen u0=rnormal() . forvalues i=1/12
2. gen e`i´=rnormal() 3.
. gen t1 =0.1 +0.1 *Q +1.1*f1+e1 . gen t2 =0.5 +0.1 *Q +1.4*f1+e2 . gen t3 =0.4 +0.3 *Q + f1+e3 . gen t4 =0.3 +0.11*Q +3 *f2 +e7 . gen t5 =0.4 +0.21*Q +1.6*f2 +e8 . gen t6 =0.1 +0.31*Q + f2 +e9 . gen t7 =0.3 +0.11*Q +3.1*f1 +3 *f2 +e7 . gen t8 =0.4 +0.21*Q +1.2*f1 +1.6*f2 +e8 . gen t9 =0.1 +0.31*Q +2 *f1 + f2 +e9
. gen D=(0.5*Z + f1 + uv>0) . gen Y1 = 2 +2*X + 2*f1 + u1 . gen Y0 = 1.5 + X + f1 + u0
. gen D2=(0.5*Z + f1 + f2 + uv>0) . gen Y21 = 2 +2*X + 2*f1 + 2*f2 + u1 . gen Y20 = 1.5 + X + f1 + f2 + u0 . gen Y2 = D2*Y21 + (1-D2)*Y20
One Factor
Here we present a simple case where the system is described by only one factor, as in footnote 7. The command used is:
Resulting in
. heterofactor Y1 X, treat(D1) instrum(Z) scores(t1 t2 t3) indvarsc(Q) factors (1) Prob > chi2 = 0.0000 . 5505049  -------------+--------------------------------------------------------------- . 4560217  -------------+--------------------------------------------------------------- 
-------------+----------------------------------------------------------------
In this output, /a1 and /a0 indicate the factor loadings for the equation of Y 1 and Y 0 respectively. In the same way, /av indicates the estimand of the factor loading in the choice equation, while /aT1 and /aT2 are the factor loadings for measures T 1 and T 2 . Note that the reported standard deviations (i.e., /sigf1 and /sigf2) and the mixture combining probability (i.e., /p1) are transformed. To retrieve the actual values we need to transform them back:
. di exp (_b[sigf1:_cons] The command provides a random draw from the estimated factor distribution under the name mixt. That is, the program creates a variable for the user to plot the distribution that results from the estimated mixture of normals. Here, we use this variable to show the accuracy of the estimation by comparing it with the true distribution of ✓ A .
kdensity mixt, addplot(kdensity f1) scheme(sj) /// legend(order(2 1) lab(1 "Estimated Factor") lab(2 "True Factor")) xtitle("")
Two Factors
Now we move on to the two-factor case assuming the loading structure presented in (13). Therefore, we will use measures T 1 to T 6 . The output will be divided in three parts: one for the estimation of each factor's distribution, and one for the estimation of the outcomes and choice equations. We estimate the model using the following command: Prob > chi2 = 0.0000 -------------------------------------------------------------------------- Prob > chi2 = 0.0008 Prob > chi2 = 0.0000 
When the model to estimate has 2 factors, the output includes an extra digit to identify the factor it is referring to. For instance, in the second-stage estimation, /a11 indicates the loading of the first factor in the equation for Y 1 and /a12 indicates the loading of the second factor in the same equation. That is ↵ Y 1 ,A and ↵ Y 1 ,B . In the same way,
In order to show the accuracy of our estimates of F ✓ B (⇣), we plot it together with the real one in Figure 2 .
kdensity mixt2, addplot(kdensity f2) scheme(sj) /// legend(lab(1 "Estimated Factor") lab(2 "True Factor")) xtitle("")
Two Factors -Triangular Loadings Structure
Now, we run a model that assumes that the measurement system (4) has a triangular loading structure as in (12). Note that the estimation of the system that is affected by the first factor is exactly the same as in subsection 4.1.2. Therefore, we omit that part of the output.
heterofactor Y2 X, treat(D2) instrum(Z) scores(t1 t2 t3 t7 t8 t9) indvarsc(Q)
factors (2) Prob > chi2 = 0.0000 Kernel density estimate 
kdensity mixt2, addplot(kdensity f2) scheme(sj) /// legend(lab(1 "Estimated Factor") lab(2 "True Factor")) xtitle ("") Again, in order to show the accuracy of our estimates of F ✓ B (⇣) in this more complicated setting, we plot it together with the real one in Figure 3. 
Example using the NLSY79
In this Section, we will present an example with real data. The data set used is the National Longitudinal Survey of Youth (NLSY79). It is dataset that is widely used by the research community (see for instance Heckman et al. (2006) ; Urzua (2008) ; Prada and Urzua (2013) ). In our example, we will estimate a Roy model where the endogenous choice is whether or not the person went to college by age 25, and the potential outcomes are the log of earnings by age 30. The adjunct measurement system is comprised by the Armed Services Vocational Aptitude Battery (ASVAB) tests recorded during their teenage years. The observable controls used in the test equations are race and mother's education. This last control is also used in the college enrollment decision. Finally, in the earning equations, we control for race and experience. Prob > chi2 = 0.0000 -------------+--------------------------------------------------------------- 
------------------------------------------------------------------------------
I n t e r v a l ] -------------+----------------------------------------------------------------
-------------+---------------------------------------------------------------
------------------------------------------------------------------------------Done Estimating Factor Model
The results of this example indicate that people with higher levels of latent ability are more likely to go to college and to earn more.
Conclusions
Models of unobserved heterogeneity are becoming increasingly popular. However, their implementation is difficult and often tailored to the needs of each particular project. In this paper, we presented a Stata code that is able to fit numerous models whose common feature is that they are systems of equations liked by latent factor structures. Our code is flexible enough to incorporate different features of the data while keeping the distributional assumptions to the minimum. Although these models are computationally demanding, most estimations can be done using personal computers.
