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I. INTRODUCTION 
Culik II and Cohen [I] introduced the class of LR-regular grammars, an extension of 
the LR(k) grammars. In [2] and [3] the same idea is applied to the class of LL(k) 
grammars and the LL-regular grammars were introduced. The idea is that the parsing 
is done with a two-scan parsing algorithm. The first scan of a sentence w to be 
parsed, called the pre-scan, is done by a Moore machine (reading w from right to 
left) and yields a string of symbols which is the input for a deterministic push- 
down transducer (dpdt). In the case of an LR-regular grammar G the result of  the 
pre-scan is a sentence of an LR(0) grammar G' which can be constructed from G, and 
the parsing can be done with regard to this LR(0) grammar. In the case of an LL- 
regular grammar it is possible to construct a strict deterministic grammar [8] and 
after the pre-scan has been performed the parsing can be done with regard to this 
grammar. However a more efficient method can be given since it can be shown that 
the parsing can be done with a l-predictive parsing algorithm or even with a simple 
LL(1) parsing method (see section 3 and [2]). 
The classes of LR-regular and LL-regular grammars have some similar properties as 
the classes of LR(k) and LL(k) grammars. Moreover, sometimes the proofs of these 
properties need only slight adaptions. In this paper the proofs are omitted. In [2] 
proofs, and some properties and examples not given here, can be found. In the re- 
mainder of this section we give some notations and definitions. In section 2 we 
list some properties and the main part of this paper is in section 3 where we con- 
sider the parsing of LL-regular grammars. 
A (reduced) context-free gra~mmar (cfg) is denoted by G = (N,T,P,S), V = N u T; we 
will denote elements of N by A,B,C,...; elements of T by a,b,c,...; elements of T* 
by ...w,x,y,z; elements of V* by ~,B,Y,~,...; c denotes the empty string. A regular 
R~t i t ion  of T* is a partition of T* of finite index and such that each block is a 
regular set. The states of a Moore machine (with input alphabet T) define a regular 
partition of T* [4]. 
The research reported in this paper has been carried out at the Department of 
Applied Mathematics of the Twente University of TeChnology, Enschede. 
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The following definition can be found in [6] and in a generalized form in [5]. 
DEFINITION I. (Left-cover) 
Let G and G' be cfgs~ G = (N,T,P,S), G' = (N',T,P',S') and L(G) = L(G'). G' left- 
covers G if there is a homomorphism h from P' to P* (extended to P'*) such that 
(I) if S' w, then S w, and 
p such that S =~> w, there exists p' such that S' --~> w and (2) for all 
h(p' ) = p. 
In this definition p and p' denote the concatenations of the productions used in the 
left-most derivations. 
2. LL-REGULAR GRAMMA~S~ AN EXTENSION OF LLIk) GRAMMARS 
DEFINITION 2. (LL-regular grammar) 
Let G = (N,T,P,S) be a cfg, w a regular partition of T . G is said to be an LL(~) 
grammar if, for any two left-most derivations of the forms 
(i) S~>wA~>wy~ * >wx, 
(ii) s=~==> wA~=T~> w~ ,, * > wy, 
where x E y (mod ~), then we may conclude y = 6. A cfg G is said to be LL-regular 
or LLR if there exists such a partition W of T*. 
The class of grammars introduced in [3] is in fact a subclass of our class of LLR 
grammars. We prefer to call those grammars strong LLR grammars to obtain a frame- 
work analogous to the LL(k) and strong LL(k) grammars. If we replace in definition 
2 each occurrence of w and ~ in (i) by w I and ~I and in (ii) by w 2 and ~2 respect- 
ively, then we obtain the definition of a strong LL(~) grammar. It will be clear 
that every strong LLR grammar is LLR and easily can be verified that every LL(k) 
grammar is LLR. 
Example A" Cfg G with only productions S ÷ aAaalbAbaalbAbab and A ÷ bAIb is neither 
LL nor strong LLR. However G is LLR. A regular partition for G is given in section 
3. 
THEOREM I. 
a. Every LLR grammar is unambiguous 
b. No LLR grammar is left-recursive 
c. It is decidable whether a cfg is LL(w) for a given regular partition ~. 
Since every left-recursive grammar can be covered by a non-left-recursive grammar 
[7] in some cases it may be useful to see if elimination of left recursion yields an 
LL(w) grammar for some regular partition w. Theorem Ic. can be proved in a way such 
that it amounts to the construction of the parsing algorithm. This algorithm will be 
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discussed in the following section. 
The following two theorems have proofs which differ only in details of proofs for 
LL(k) and LE(k) grammars as given in [6]. 
THEOREM 2. 
Every LL(w) grammar, where W is a left congruence, is an LR(w) grammar. 
Since a left congruence can always be found by refining of the partition we may say 
that every LLR grammar is also an LRR grammar. This inclusion is proper. 
Example 2. Cfg G with only production S ÷ Cc, C ÷ Cblb is LR(0) and hence LEE, but 
G is not LLR. 
THEOREM 3. 
Every LLR grammar G, such that ~ ~ L(G), has an equivalent LLR grammar G' in Grei- 
bach normal form (GNF). Moreover G' left-covers G. 
Like the equivalent theorem for LL(k) grammars this theorem is useful in showing 
that a language may be non-deterministic, The LLR languages are properly contained 
in the LRR languages. For example, the language L = {cnd n, cn+ld n I n > I, 1 a I) 
is a deterministic language, and therefore LRR, but it has no LLE grammar in GNF. 
3, PARSING OF LL-REGUALR GRAMMARS 
An LL-regular grammar can be parsed, after a regular pre-scan from right to left 
has been performed, by using a strict deterministic parsing method [2]. This section 
however is devoted to a generalization of the LL(kl-parsing method. This generaliza- 
tion is such that any LL(z) grammar can be parsed, after a regular pre-scan from 
right to left has been performed, with a l-predictive parsing algorithm. 
First we need the following definition, in which ~ is a regular partition of T *, 
= (B0,BI,...,Bn) and ~ ~ V*. 
DEFINITION 3. 
BLOCK(a) = {B k e ~ I L(~) o B k # ~). If Bi,B j c ~, then 
B i ~ Bj = (B k e ~ I B k 0 (Bi.B j) # ~}, where Bi.B j denotes the usual concatenation 
of sets of strings. 
Let LI,L 2 & 7, then L I Q L 2 = {B k ~ ~ I B k e B i D Bj, B i e L 1 and Bj e L2}. 
Notice that L(a) is a context-free language (cfl), B k is a regular set and therefore 
L(a) n Bk is a cfl. Hence it is decidable whether L(~) n B k is non-empty [4]. 
This definition, together with lemma I we will give below, enables us to introduce 
the generalized parsing method. 
LEMMA I. 
a. BLOCK(aS) = BLOCK(a) ~ BLOCK(8). 
b. Let G = (N,T,P,S) be a cfg and suppose A + B and A + y are in P, 8 # y. G is not 
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LL(~) iff there is a derivation S ~> wA~ and 
(BLOCK(8) D BLOCK(~)) n (BLOCK(y) D BLOCK(~)) # ~. 
Analogous to the theory of LL(k) parsing we define functions TA, L on partition 
(these functions are called the LL(~)-tables), where A is a nonterminal and L is a 
set of blocks. These functions satisfy the following conditions. 
(I) TA,L(Bk) = error, if there is no production A + a in P such that BLOCK(~) 0 L 
contains B k. 
(2) TA,L(Bk) = (A + ~, [LI,L2,...,Lm]) , if A ÷ ~ is the unique production in P such 
= . ~ N and that BLOCK(G) D L contains B k. If ~ x0C1xiC2...CmXm , m ~ 0, C l
x i ~ T , then L i = BLOCK(xiCi+I...CmX m) D L, (0 ~ i ~ m). 
(3) TA,L(B k) = undefined if there are two or more productions A + GI and A ÷ G2' 
~I ~ a2' such that (BLOCK(~ I) D L) n (BLOCK(~ 2) D L) contains B k, 
Now it will be clear that if cfg G is LL(~) and there is a derivation 
S ~> wAG ... > wx, then TA,L(Bk) ~ where x ~ B k and L = BLOCK(G), will uniquely 
determine which production is to be used to expand A. 
Starting with LL(w)-table T O = TS,{B0} , where B 0 = {e}, it is possible to determine 
the set T(G) of all relevant LL(w)-tables of G. In ~the example at the end of this 
section T(G) is given for the cfg of example I. 
With the LL(~)-tables as input the following algorithm constructs a l-predictive 
parsing table. 
In this algorithm we use the partition z0 = {aT* I a ~ T} u {£} and we require that 
partition ~ for which the parsing table is constructed is a refinement of T 0. We let 
w = {B0,BI,,..,Bn}, where B 0 = {~}. It is always possible to obtain such a partition 
w if G is LLR. The condition T ~ T 0 is introduced to prevent the parsing algorithm 
(see algoritm 2) from giving left parses for sentences which do not belong to L(G). 
To each block in w we assign a unique number (0,1,2,...,n), and we let T also denote 
the set of these numbers. These numbers will be the output alphabet of the Moore 
machine in the parsing algorithm. 
To each production in P we also assign a unique number and we let P also denote the 
set of these numbers. 
ALGORITHM I. (construction of a l-predictive parsing table) 
~p~:  LL(~) grammar G = (N,T,P,$), T ~ T 0 and the set T(G). 
2~:  a parsing table Q for G, 
Q: (T(G) u T u {$}) × w ÷ ((T(G) u T)* × P) u {pop, accept, error) 
Method: 
(I) if A ~ x0C1xiC2x2...CmX m is the i-th production in P and TA, L is in T(G), then 
for every Bj such that TA,L(Bj) = (A + x0C1xiC2x2...CmXm, [LI,L2,...,Lm]) we 
have Q(TA,L,j) = (X0TcI,LIXITc2~L2x2...TCm,Ljm,i). 
(2) Q(a,j) = pop, if w ~ B. implies that the first symbol of w is a. 
J 
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(3) Q(@,0) = accept 
(4) otherwise Q(X,j) = error, for X in T(G) u T u {@} and block B.. 
J 
Now we are prepared to give the parsing algorithm. We let w R denote the string w in 
a reversed order, B~a = {wE I w e B,}j and R = {B~ I B.8 • ~}" For convenience we 
assume that G is LL(w), where ~ is a left congruence. We assume the reader is fami- 
liar with the construction of a Moore machine M which defines by its states the 
right congruence R .  M will perform the pre-scan from right to left. 
ALGORITHM 2. (l-predictive parsing algorithm) 
~np~:  LL(w) grammar G = (N,T,P,S), parsing table Q and Moore machine M.  The string 
w = a0al...aiai+1...a m • T* has to be parsed. 
2~:  The left parse for w if w • L(G), otherwise 'error'. 
Method: 
(I) Apply M to w R such that if aiai+1...a m is in block Bj then the to B~ cortes- ' O . 
ponding state of M w gives output j. The result is a string w = ~O~1...jm • w . 
(2) A configuration is a triple (x, Xa, @), where 
i. x represents the unused portion of the original input string w.  
ii. X~ represents the string on the pushdown list (with X on top), 
x~ • (~(o)  o ~)*$. 
iii. ~ is the string on the output tape. 
The initial configuration is (w , To$ , e), where T O = TS,{B }, the accept con- 
0 figuration is (¢, ~, p) where p is the left parse of w wzth respect to G. 
(3) A move ~ is defined on the configurations as follows: 
i .  (~x, Tk~ , ~) ~ (~x, B~, ¢ i ) ,  T k e T(G) and Q(Tk, ~) = (5, i ) .  
i i .  ( ix, aa, ~)~ (x, a, ~), a e T and Q(a,j) = pop. 
If none of these moves can be done, hence Q(X,~) = error, then the parsing 
ceases. 
Exs~.ple 3. Cfg G with only productions I. S ÷ aAaa, 2. S + bAbaa, 3. S ÷ bAbab, 
4. A ÷ bA and 5. A ÷ b. The table below gives a regular partition for G which satis- 
fies the conditions of the two algorithms. 
~o {s} 
B 1 aaaT* 
B 2 aabT* 
B 3 abaT* 
B 4 abbT* 
B 5 bbbT~a 
B 6 
By 
B 8 
S 9 
BI0 
B11 
bbhT*b 
bbaT*a 
bbaT*b 
baaT*a 
baaT*b 
babT*a 
B12 babT*b 
B13 {b} 
BI~ {bb} 
B15 {bib} 
s16 {bba} 
S17 {baa} 
BI8 
B19 
B20 
B21 
B22 
{tab} 
{ha} 
{a} 
{aa} 
{ab} 
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In the LL(Z)-tables we only display the non-error entries. 
T O 
B 3 
B 4 
B 5 
B 6 
= TS,{~ o} wl 
s ÷ aAaa, [{B21}] ~5 
S ÷ aAaa, [{B21}] B 7 
S + bAbaa, [{B17}] B17 
s ÷ bAbab, [{B18}] 
= TA,{B21 } 
A ~ hA, [{B21}] 
A + hA, [{B21}] 
A+b,  [¢] 
T 2 
B 5 
B 7 
= TA,{B17 } T3 
A ÷ hA, [{~17}] B 6 
A + b, [~] B 8 
= ~A,{B18 } 
A ÷ tA, [{B18}] 
A + b, [~] 
Parsin~ table Q. (only the entries of TO, TI, T 2 and T 3 are given) 
Q 
T o 
T I 
T 2 
T 3 
3 
aTlaa ~ 1 
4 
aT1aa, I 
5 
bT2aa , 2 
bT1, 4 
bT2, 4 
6 
bT3bab, 3 
bT 3 , 4 
7 
bT1, 4 
b, 5 
8 
b, 5 
17 
b, 5 
Let us apply algorithm 2 on w = abbaa. 
(I) applying M yields 4.7.17.21.20 
(2) (4.7.17.21.20, T0¢, E) ~ (4.7.17.21.20, aTlaa$, 1) ~ (7.17.21.20, Tlaa$, 1) 
~-(7.17.21.20, bTlaa~, 14)~- (17.21.20, Tlaa~ , 14)~ (17.21.20, baa¢, 145) 
(C, $, 145), and hence 145 is the left parse for abbaa. 
Note. It is possible to show that if G is in GNF then we can construct from parsing 
table Q a simple LL(1) grammar GZ with properties: 
(i) {[M~(wR) ]R I w E L(G)} ~ L(G ), 
(ii) if w ~ L(G) then [M (wR)] R ~ L(G ), and 
(iii) there exist homomorphisms h and g such that if D is a left parse for w e L(G z) 
then h(o) is a left parse for w = g(w ) c L(G). 
From these properties and from theorem 3 it follows that every LLR grammar can be 
parsed, after a regular pre-scan has been performed, with respect to a simple LL(1) 
gr azlTlar. 
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