Abstract-Simple and efficient numerical procedures using singularity cancellation methods are presented for evaluating singular and near-singular potential integrals. Four different transformations are compared and the advantages of the radial-angular transform are demonstrated. A method is then described for optimizing this integration scheme.
I. INTRODUCTION

U
NTIL recently, the method of singularity subtraction was used almost exclusively to evaluate singular and near-singular terms that appear in integral equation formulations. However, the method becomes difficult to apply for bases of higher order and in object-oriented codes. Therefore in many generalpurpose codes, the subtraction method is largely being replaced in favor of purely numerical quadrature schemes. Recently, a new singularity cancellation scheme, the arcsinh transformation, was presented for handling singularities [1] on planar elements. The method was shown to have advantages over singularity subtraction methods and even over existing singularity cancellation methods such as the polar [2] and Duffy [3] transformations. A drawback of the scheme, however, is its inability to efficiently calculate near-singular integrals when the observation point is only slightly out of the source plane. To this end, we summarize and compare the near-singularity handling performance of four transformations: the arcsinh transform, Duffy and polar transformations extended to treat near-singularities, and a new scheme referred to as the radial-angular transformation. Of these, only the radial-angular transformation is found to have comparable performance in both the near-singular out-of-plane and singular cases. Given its essentially universal applicability for near-field potential computation, we then proceed to optimize the radial-angular transform's computation for a specified accuracy. 
II. GREEN'S FUNCTIONS WITH 1/R SINGULARITIES
A. Theory
In this section, the , extended Duffy, extended polar (or radial), and radial-angular transformations are compared. We consider potential integrals of the form (1) where is a linear scalar or vector basis and is the distance between a nearby observation point and source point on a planar element . To evaluate the integral, the observation point is first projected onto the element plane, as illustrated in Fig. 1 for a triangular element. As in [1] , the projection need not lie within the element. The parent triangle is then split into subtriangles about the projected observation point. Fig. 2 shows a typical subtriangle with a local origin inserted at the projected observation point.
The general form of the resulting transformed integral over one of the subtriangles is (2) 1536-1225/$25.00 © 2008 IEEE TABLE I  SUMMARY OF TRANSFORMATIONS   where represents the product of basis function and Green's potential. Ideally, the transform should be chosen such that its Jacobian exactly cancels the (near-)singular (static) part of the kernel, and maps the subtriangle into a rectangular domain so that repeated Gauss-Legendre integration of low order may be used. The actual properties of the four transformations of Table I considered here are as follows.
Arcsinh:
• Exact singularity cancellation.
• Rectangular integration domain results only for and is very sensitive to variations in . Extended Duffy:
• Inexact singularity cancellation for any .
• A rectangular integration domain results only for and is very sensitive to variations in .
Radial (Extended Polar):
• Nonrectangular integration domain, but is insensitive to variations in . Radial-Angular:
• Rectangular integration domain for ; insensitive to variations in .
For
, the arcsinh and radial-angular approaches perform identically (see Fig. 3 ). However, only the radial-angular transformation performs almost as well for both and (see Fig. 4 ); hence we concentrate on that approach.
From (1) not only transforms the inner integral into (5) on a unit interval appropriate for Gaussian quadrature, but also places in evidence the angularly dependent factor that must be handled by the outer integral in the radial method of Table I . Noting that for we approximately cancel this factor in the outer integrand by introducing the angular transformation (6) leading to the radial-angular transform. Thus, (3) is approximated as (7) where (8) and are Gauss-Legendre weights and sample points on the unit interval, respectively. The effective weights corresponding to the doubly indexed sample points (mapped to a single index ) are (11) is the Jacobian (twice the area) of the parent triangle relative to its local (area or simplex) coordinates. For convenience, the sample points may be mapped back to simplex coordinates as in [1] .
For the integral (7) is calculated using repeated GaussLegendre quadrature. However, the basis functions in the extended radial and radial-angular methods contain both constant and linear terms, of which the latter are proportional to and , where
Hence, for , the term produces a branch point in the integrand at . To handle the branch point, we developed a new Gauss-like quadrature scheme that exactly integrates the set of functions on the interval using weights and nodes obtained by solving the following nonlinear system in unknowns:
The new polynomial-root quadrature rule replaces the radial ( -indexed) Gauss-Legendre quadrature scheme above whenever . A partial tabulation of the scheme is given in Table II . Alternatively, the transformation could be used to eliminate polynomial-root quadrature, but results in a slight increase in the number of sample points.
B. Convergence Results
The convergence of both singular and near-singular potential integrals on a subtriangle to the reference values (corresponding to a maximum edge length of ), and the assumed linear source density has a unit value at node 1 and vanishes along the opposite edge. Note that for singular terms, the arcsinh and radial-angular transformations have nearly identical convergence behavior. Figs. 3 and 4 also clearly show that the radial-angular transformation with a Gauss-Legendre radial integration scheme for and the new quadrature scheme for have the best overall convergence of the four transformations studied.
C. Optimization
We next detail an approach for optimizing the radial-angular transformation on a subtriangle using the parameterized geometry shown in Fig. 5. As Fig. 5 illustrates, we orient the subtriangle so that the endpoints of its longest edge define local vertices 1 and 2; the third vertex may then appear anywhere within or on the boundary of the region bounded by the circular arcs at vertices 1 and 2 and with radii equal to the maximum edge length. The arcs bound the locus of vertex 3 such that edges 1 and 2 are no longer than the longest edge. To characterize the subtriangle geometry, we define the inverse aspect ratio ( )
where is the height of vertex 3 and is the maximum edge length. The IAR satisfies , with when vertex 3 is at the intersection of the two circles (resulting in an equilateral triangle), and as vertex 3 approaches a point on the longest edge.
in Figs. 3 and 4 . It is expected (and confirmed by numerical experiments) that the largest integration error for a given IAR occurs when the singularity is at vertex 3 and lies on one of the bounding circular arcs, since in this case the factor in the kernel has the largest variation as measured from vertex 3 to points along the opposite edge. Hence, if convergence with respect to quadrature is achieved under this condition, then convergence is guaranteed for all points having the same IAR, i.e., whenever vertex 3 is on the line parallel to the largest side and passing through the point with the specified IAR on the circular arc.
We define as optimized schemes that use the fewest number of sample points to achieve convergence given the following: 1) The IAR, 2) the location of the observation point, and 3) the user-selected accuracy. This study considers IAR values in the range [ ]. We chose a maximum edge length for the parent triangle. Based on experience, we define a near-singular region to occur when an observation point lies within the region defined by ratio , where and is the distance from the observation point to the centroid of the parent triangle. The longest possible subtriangle edge length then occurs when a) the observation point lies along an extension of , b) the parent triangle approaches a degenerate isosceles triangle, as shown in Fig. 6 , such that its centroid falls 1/3 the distance from one end of , and c) the observation point is a distance from the centroid. Hence, the largest occurring subtriangle edge length for a nearsingular term is given by (15) Thus, with and , the largest subtriangle edge is ; Table IV assumes this length. Table IV shows the optimized sampling schemes for near-singular potential integrals with a specified accuracy of four significant digits. For the intervals listed, a square bracket indicates the end point is included in the interval, whereas for curved brackets it is not. Note that for large , it becomes more efficient to use standard triangle Gaussian quadrature, as indicated in the last two rows of the table. In addition, it was found that even though the radial-angular quadrature schemes for singular and near-singular terms are different, the number of quadrature points were sufficiently similar that the slightly larger number of sample points for near-singular schemes could be used for both cases without a significant penalty in efficiency.
Finally, note that for a given observation point, the associated sampling scheme guarantees the specified accuracy with a 
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minimum number of sample points for all three scalar, linear vertex-interpolating functions (area coordinates) whose linear combinations are used to represent both scalar and vector bases in a moment method solution. Higher order bases would require correspondingly more sample points.
III. CONCLUSION
Accurate methods for directly evaluating singular and nearsingular potential integrals with singularities are presented. Of the four transformations studied, the radial-angular transformation has the best overall convergence when the Gauss-Legendre scheme is chosen for and the root-polynomial scheme is used when . An optimization scheme is developed that guarantees at least the desired number of significant digits with a minimum number of sample points for a triangle with a given aspect ratio and maximum electrical size.
