Preprint submitted to Int. J. of Human-Computer Studies October 4, 2017 rithm in terms of navigation accuracy, intuitiveness and pleasantness of the delivered sounds compared to the vOICe algorithm, supporting its usability for the visually impaired community.
explores a novel sensory substitution algorithm that extracts information from raw depth maps and continuously converts it into parameters of a naturally sounding, physically based liquid sound model describing a population of bubbles. The proposed approach is tested in a simplified wayfinding experiment with 14 blindfolded sighted participants and compared against the most popular sensory substitution algorithm available in the literature -the vOICe (Meijer, 1992 
57
The main drawback of most existing sensory substitution devices (SSDs), 58 including the vOICe, is that even though in some cases the conveyed audi-59 tory information can be successfully interpreted by naïve users, they demand 60 extremely high commitment on the user's side. A lengthy and strenuous 61 training of up to one year is required in order to enable users to perform 62 most tasks, thus undermining the use of SSDs in everyday life [35] . As 63 Fontana et al. point out [18] , the prolonged use of SSDs "leads to the strain and causes a progressive fatigue." Therefore, the choice of the type of sound 67 as well as the way it is generated should be regarded as a key issue in the 68 design of any sensory substitution algorithm. The remainder of the paper is organized as follows. In Section 2 we 86 describe the generation mechanism of liquid sounds and its use in the design 87 of our fluid flow sensory substitution algorithm. In Section 3 we introduce 88 an experiment designed in order to assess the performance and individual 89 preference of the sensory substitution algorithm in a blind wayfinding task.
90
Results are reported in Section 4 and finally discussed in Section 5. 
Sensory substitution with liquid sounds

92
The fluid flow sensory substitution algorithm that we propose in this sound is generated through a stochastic process modeling the temporal evo- pulsation, as it would happen in a spring-mass system.
113
Every single bubble k, whose impulse response is
is fully defined by means of its radius r k and depth factor D k , that uniquely plitude a k as follows:
Here the depth factor D k models the lumped effect of the depth of a bubble,
118
and the effect of different excitation strengths of the bubbles. Bubbles that
119
are submerged more will be attenuated more. Factor D k is a dimensionless 120 number between 0 and 1, where 1 corresponds to a bubble created at the 121 surface and 0 to a fully submerged bubble.
122
The creation of bubbles is then modeled as a Bernoulli process occurring 123 at audio rate with success probability p = 1/Λ, where Λ is the average bubble 124 rate (bubbles per second). The radius of each successfully produced bubble 125 k is set to
where x k ∈ [0, 1] is a number drawn from a uniform distribution function,
127
r M IN and r M AX are the minimum and maximum bubble radius values, and 128 γ r is the radius gamma factor, which allows to increase the ratio of bigger 129 bubbles relative to smaller bubbles (0 < γ r < 1) or vice versa (γ r > 1).
130
Similarly, the depth factor D k is set to
where 
where σ k is the slope of the frequency rise related to the vertical velocity of 148 the bubble, modeled as 
so that the denser the sector, the more the generated bubbles. 
In this way, closer obstacles are transformed in a larger amount of bubbles
186
close to the surface of the water, thus increasing their average loudness and 187 sharpness. As an analogy, it might help to think of the scene as a big aquar-188 ium seen from above, with the water surface just in front of the observer and 189 all objects producing bubbles.
190
In order to provide a spatial dimension of the depth map, the sound 
208
Other parameters that define the liquid sound generator are kept con-209 stant. These include the radius gamma factor (γ r = 1), the minimum bub- 
Experimental setup
267
The experiment took place in an empty classroom sized 8m (length) × 
275
The ventilation system of the classroom produced the only significant, yet 276 constant, environmental sound.
277
During the tests, white cardboard boxes were placed in predefined loca- ing steps as follows.
368
Step A (3 minutes). Participants listened interactively to the soni-
369
fication of an empty testing area while being allowed to freely explore the 370 empty room (only being stopped when going too close to an obstacle, e.g. and other fixed objects in the room.
374
Step B (7 minutes). One object (made of two or three boxes on top of participants were invited to temporarily remove the blindfold in order to 396 check the scene they just accomplished.
397
Step D (20 minutes). Participants trained scenes with two objects trying not to touch or collide with them.
406
Step E (20 minutes). Participants trained a number of scenes with two 
420
In order to reduce fatigue, a mandatory 10-minute break was introduced 421 between
Step D and Step E. Participants were invited to take off the system 422 and relax. for. Yet, the training effect might lead to substantial additional variance in 468 the data, which is why it was statistically controlled for by being factored in 469 as random effect into all analyses. 
Analysis of time data
In the performance analysis described above, the time that participants 500 needed to complete a scene was only indirectly taken into account as pos- 
Results
527
The complete individual results from the experiment are reported in Ta 
540
In order to assess whether the higher proportion of passed scenes with
541
FF was statistically significant (on alpha level of .05), the influence of the 542 algorithm on the probability of passing a scene was determined as described meaning that the probability that participants performed a scene without 556 errors was significantly higher when they followed FF compared to VC.
557
In Model 2, time was included as additional fixed predictor to test if it 558 had a significant influence on the performance. We expected that a short The Wald statistics for each fixed predictor of Model 1, reported in Table 2,   569 confirm the significant effect of the sensory substitution algorithm (improving 570 our expectations as stated in hypothesis no.2) and the non-significant effect 571 of time on the probability of passing a scene. while all other participants gave a higher score to FF sounds. 
Discussion
603
The fluid flow sensory substitution algorithm proved to be a usable and participants, meaning that the scenes were too easy for them to accomplish 648 and therefore they were not able to differentiate between the two algorithms.
649
The ceiling effects covers potential differences between the algorithms; how- and therefore devoted more attention to complete the scene without errors.
658
participants were clearly informed that their task was to minimize navigation 660 errors and not race against time.
661
The proposed algorithm directly receives as input reliable low-level infor- quired for assessing the usability of the system outside the laboratory.
712
In the final questionnaire, participants reported a clear preference for the ity of the congenitally blind using visual-to-auditory sensory substitu- 
