De Haan and Pereira [1] provided models for spatial extremes in the case of stationarity, which depend on just one parameter β > 0 measuring tail dependence, and they proposed different estimators for this parameter. This framework was supplemented in [2] by establishing local asymptotic normality (LAN) of a corresponding point process of exceedances above a high multivariate threshold, yielding in particular asymptotic efficient estimators.
Abstract
There is no natural ordering of a multidimensional space and the extension of the definition of univariate quantiles to multivariate distributions is, therefore, not straightforward. We use a definition based on the ordering of a multivariate sample according to an increasing family of curves, we have called isobars. For a given level u, an u-level isobar is defined as a level curve of the conditional distribution function of the radius given the angle (that is, as a conditional quantile ), the sample points being defined by their polar coodinates. In this way, the maximum value of the sample is defined as the point which belongs to the upper level isobar and it is really a sample point. Moreover, the so-defined order statistics may be characterized by an unidimensional approach ( [1] , [2] ). For the applications the distribution function is, in general, unknown and we have to estimate the isobars.
For an unknown distribution and for a given level, here we investigate the behaviour of an histogram-type estimator of this conditional quantile based on a partition of the unit circle. Under additional regularity and mild Lipschitz conditions on the underlying distribution, we establish the uniform asymptotic normality and the uniform almost sure consistency of this estimator.
Whenever interested in extreme large events, the most common models in statistics of extremes are semi-parametric or even non-parametric in nature, with the imposition of a few "regularity conditions" in the right-tail, F (x) := 1−F (x), as x → +∞, of an unknown model F underlying the available data. The primordial parameter is the extreme value index (EVI). For large values, the EVI is the shape parameter γ in the distribution function (d.f.) EV γ (x) = exp −(1 + γx) −1/γ , 1 + γx > 0, the (unified) extreme value (EV) distribution. The EVI needs to be estimated in a precise way, because such an estimation is one of the basis for the estimation of other parameters of extreme and large events, like a high quantile of probability 1 − p, with p small, the right endpoint of the model F underlying the data, x F := sup{x : F (x) < 1}, whenever finite, and the return period of a high level, among others.
For the EVI-estimation, we first refer one estimator, valid for all γ ∈ R, the moment (M) estimator (Dekkers et al., 1989) , with the functional formγ 
k,n , is the well-known Hill estimator , often denotedγ
k,n := k i=1 {ln X n−i+1:n − ln X n−k:n } /k, the average of the log-excesses and valid only for γ ≥ 0. We can thus write the moment estimator asγ 
2 with N M standing for negative moment estimator. Indeed, whereas the H-estimator,γ H k,n , is consistent for the estimation of γ + := max(0, γ), the NM-estimator, in (1) , is consistent for the estimation of γ − := min(0, γ), provided that k = k n is an intermediate sequence, i.e., a sequence of integers such that k = k n → ∞ and k n = o(n), as n → ∞. Under these same conditions, the M-estimator is consistent for the estimation of any real γ, which can be written as γ = γ + + γ − . Most of the classical EVI-estimators have usually a high variance for small k and a high bias when k is large. This problem affects both the moment and the Hill estimator, and leads to a difficult choice of the "optimal" k, in the sense of the value k that minimizes the asymptotic mean squared error (MSE).
On the basis of a comment in Fraga Alves (1998) , where it is noticed that when γ < 0,γ N M k,n andγ M k,n have the same asymptotic variance, Caeiro and Gomes (2010) were led to the introduction of a semi-parametric class of consistent estimators for γ < 0, which generalizes both the M and the NM-estimators. Such a class, denoted NM(θ), is given bŷ
Apart from the usual integer parameter k, related with the number of top order statistics involved in the estimation, these estimators depend on an extra real parameter θ, which makes them highly flexible and possibly second-order unbiased for a large variety of models in D M (EV γ ) γ<0 . In this paper, we are interested not only on the adaptive choice of the tuning parameters k and θ, but also on an application of these semi-parametric estimators to the analysis of sets of environmental and simulated data. Note that we get the negative moment estimator in (1) for θ = 0 and the moment estimator, for θ = 1. With the appropriate choice of θ,γ
(k) enables us to have access to an estimator of a negative EVI with a smaller asymptotic bias and the same asymptotic variance as the M-estimator. We shall further provide an Algorithm for the adaptive choice of the tuning parameters under play in the semi-parametric estimation of the EVI through such an estimator. Finally, we apply the Algorithm to the analysis of a set of environmental data, the daily average wind speeds in knots (one nautical mile per hour), collected in Dublin airport, in the period 1961-1978, as well as to a set of simulated data. Due to the seasonality of wind data, we restrict ourselves to the Spring and Summer months, and analyze the whole data-set, merely as a curiosity. 
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Abstract
The major difficulty in applying extreme value statistics is to produce accurate estimates of the extreme value index. Most of existing estimators of the extreme value index exhibit convenient statistical properties such as the asymptotic normality under a speed of convergence k −1/2 , with k denoting the number of high order statistics used in estimation. Although a higher choice of k is desired for better estimation accuracy, it may leads to a higher asymptotic bias. Thus, employing a bias correction procedure allows a higher choice of k. Bias correction for estimators of the extreme value index has been studied extensively in literature, however, either for positive (see, e.g. [4] ) or negative (see, e.g [5] ) extreme value index. In other words, prior knowledge on the sign of the extreme value index is required to perform existing bias correction procedures.
In meteorology and environmental science, empirical literature has documented that most random variables exhibit extreme value indices around zero (see, e.g. [2] ). The probability weighted moment (PWM) estimator proposed by [3] is popular in such a situation (see, e.g. [1] ). In this paper, we provide a bias correction procedure for the PWM estimator by estimating the asymptotic bias and subsequently subtracting the bias from the original estimator. We also produce a bias corrected quantile estimator connected to the PWM estimator, when the extreme value index is around zero. Lastly, we provide a bias corrected estimator of the endpoint of a distribution when the extreme value index is negative.
The main advantage of the bias corrected estimators explored in this paper is that one gets more flexibility in choosing the number of high order statistics used in estimation. Compared to the original estimators without bias correction, with choosing a higher choice of k in the bias corrected estimators, the mean squared errors are subsequently of a lower order. This advantage becomes apparent in simulations and an environmental application.
3
In the contribution we deal with estimation of extremal properties of heavy-tailed linear models. We use quantile sensitive linear regression estimators such as regression quantiles. The idea is to plug their residuals or intercepts into the robust tail index estimators proposed in [1] . Derived estimators of extreme value index are consistent and asymptotically normal which can be proven using the theory of smooth functionals of tail quantile function [2] and an improved version of the law of iterated logarithm for regression quantiles similar to the one derived in [3] . We show that described location and scale invariant estimators work for simulated datasets with a reasonable reliability. A practical adaptation of the method is also demonstrated on Condroz dataset of calcium levels in Belgium Condroz region.
In the talk we will present the asymptotics of a process of empirical extremograms indexed by sets. As the limiting Gaussian process usually has a quite complex covariance structure, we indicate how to use a multiplier bootstrap to construct uniform confidence bands. The main technical tools are limit theorems for a general class of empirical cluster functionals established by Drees and Rootzén [2] and a recent result which proves consistency of bootstrap versions of these processes. 
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Mountain communities are exposed to snow avalanche risk in winter. Hence, evaluating extreme avalanches is a crucial question for hazard zoning and the design of defense structures, i.e. long term forecasting. Different damageable quantities (traveled distance, impact pressure, flow depth, deposit volumes) have to be considered, but multivariate extreme value theory is for now not used is this field. Even the use of univariate EVT remains difficult because the most critical variable, the traveled distance, strongly depends on topography [1] . The recently developed alternative is the combination of a mechanical model for flow propagation with a stochastic model describing the variability of the different inputs/outputs, leading to a multivariate Peak Over Threshold (POT) model where the correlation between the different magnitude variables is constrained by physical rules [2] . Crucial technical problems are model identifiability and finding a reasonable compromise between precision of the description of the flow and computation times. These points can be addressed with a depth-averaged set of equation describing the propagation of snow avalanches within a hierarchical Bayesian framework [3] . First, the joint posterior distribution of model unknowns is estimated using a sequential Metropolis-Hastings algorithm. Second, the point estimates are used to predict the joint distribution of different variables of interest for hazard mapping. With regards to a purely statistical approach, this has the advantage of introducing reliable physics into the modeling. Moreover, we analyze properties of these processes and show that they have a mixed moving maxima representation under certain conditions. For the special case when the Lévy process is a Brownian motion, i.e. the original Brown-Resnick process, we explicitly derive the distribution of the processes used in its mixed moving maxima representation. It turns out that it equals the distribution of the Brownian motion conditioned to stay negative. This fact naturally entails a fast and efficient simulation method of the Brown-Resnick process [2] . Furthermore, we replace the Lévy-process by a d-dimensional Lévy-Mori field [3] and obtain a new class of max-stable, stationary random fields in d dimensions.
We investigate the sojourn time above a high threshold of a continuous stochastic process Y = (Y t ) t∈[0,1] on [0, 1] with continuous identical margins. It turns out that the limit, as the threshold increases, of the expected sojourn time given that it is positive, exists if the copula process corresponding to Y is in the functional domain of attraction of an extreme value process η as defined in [1] . This limit coincides with the limit of the fragility index ( [2] ) corresponding to (Y i/n ) 1≤i≤n as n and the threshold increase. It turns out that this limit is the reciprocal of the mass of the (finite) spectral measure corresponding to η ( [3] ) or, equivalently, of the functional D-norm of the constant function one ( [1] ).
If the process is in a certain neighborhood of a generalized Pareto process, then we can replace the constant threshold by a general threshold function and we can compute the asymptotic sojourn time distribution. An extreme value process is a prominent example.
Poisson process approximation for point processes of exceedances using Stein's method Anne Feidt -University of Zurich, Switzerland Email: anne.feidt@math.uzh.ch
A fundamental result of extreme value theory is that a point process of exceedances can be shown to asymptotically behave like a Poisson process. Stein's method for point process approximation, developed by Barbour and Brown in [1] , additionally provides bounds on the errors involved in approximating a point process by a Poisson process with the same mean measure. These bounds depend on the sample size n and thus give a more precise idea on the accuracy of the approximation for finite sample sizes.
With a generalization to higher dimensions in mind, we study the behaviour of the point process of occurrences of iid bivariate random variables in sets in which they can be considered extreme. We aim to use Stein's method to approximate by a Poisson process with an intensity measure that reflects the copula structure of the distribution of the random variables. 9
We show this on the example of a point process of simultaneous exceedances over some thresholds of both components of iid bivariate geometric random pairs whose survival copula belongs to the Marshall-Olkin family of copulas.
More precisely, we first determine the accuracy in total variation of the approximation by a Poisson process having the same intensity as the original point process, defined on the lattice Z 2 + . For more flexibility, we would prefer a Poisson process with a continuous intensity defined on R 2 + . To approximate further by such a process, the total variation metric proves too strong and we need to use a weaker Wasserstein metric to obtain sharp error bounds as well as rely on the distributional parameters to vary with the sample size at an appropriate rate. The latter condition however implies that the continuous intensity of the approximating Poisson process also depends on n. By imposing conditions on the parameters we are able to show that the approximation by a further Poisson process with a continuous intensity no longer varying with n will not add errors of a bigger order to the final error bound.
The well established fat tail issue of financial returns is routinely supported by high values of the conventional kurtosis statistic [2] . Based on fourth powers of the observations, the measure is however unable to discriminate between heavy tailed distributions as d.g.p. or simply the presence of a few extremes in the sample ( [3] ).
For this reason, we suggest alternative measures of right and left kurtosis which are less sensitive to outlying observations and are consistent with common risk perceptions of investors and risk managers. Based on a recent interpretation of kurtosis as inequality at either side of the median ( [4] ), the new measures R(D) and R(S) presume a partial ordering of distributions induced by nested kurtosis curves and are easily computed by Gini indices in both symmetric and asymmetric contexts ( [1] ).
Using the theory of L-statistics, we construct consistent estimators of the new measures in the i.i.d. case and prove their asymptotic normality under minimal assumptions on the underlying distribution. While the sampling variance of the conventional kurtosis coefficient is related to the population moment of order eight, the new measures can be appropriately estimated under the milder requirement that second moments are finite. In addition to an explicit formula for the asymptotic variance, we estimate the latter by nonparametric and bootstrap techniques. Extensive Monte Carlo simulations are designed to compare the traditional kurtosis measure with its right and left counterparts in finite samples.
For purposes of financial applications, the interplay of kurtosis and clustering in the volatility dynamics needs to be considered. Consequently, we first fit ARMA-GARCH models to several series of daily stock market returns by QML techniques. The kurtosis curves and related measures R(D) and R(S) are then estimated on standardized residuals. While the stylized facts about excess kurtosis in financial series may have been accepted too readily, the new approach provides a deeper insight into the interplay of peakedness, tail events and right/left excess kurtosis.
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On double exceedances of stationary Gaussian processes
Jasmin Furrer -University of Bern, Switzerland Email: jasmin.furrer@stat.unibe.ch Co-author: Jürg Hüsler
Abstract
We investigate the clustering of double exceedances of stationary Gaussian processes X(t), t ∈ [0, T ]. Exceedances over identical levels have been analyzed thoroughly in [1] . Based on these results, we consider the case with two different thresholds. Applications of such a setup will be particularly interesting in climate sciences, e.g. earth quakes which are of different strength. Exceedances over different thresholds which are separated by at least a time lag ε are considered. We assume that the correlation function has the following properties:
with α ∈ (0, 2). Additionally, we assume that in the interval [ε, T ] there exists only one point of maximal correlation t m , being an interior point of the interval, and that r is twice continuously differentiable in a neighborhood of t m . Furthermore, the relationship between the two thresholds u and v is the following: v = c · u with c ∈ (r(t m ), 1). With these assumptions, the following probability of a cluster of ε-separated exceedances can be derived exactly where the levels to be exceeded by the extreme events tend to ∞:
The shape of the excursion sets depends on the behavior of the conditional mean E(X(t) | X(0) = u, X(t m ) = v), a function defined by u, c and the correlation function r. We will discuss some examples to indicate the pattern of exceedances depending on the given correlation function.
In the last decade spatial extreme problems have received more and more attention [4, 2, 1, 7] . Max-stable processes [3] are processes which naturally extend the multivariate extreme value properties to spatial data [10, 9, 5] . A natural and effective framework for the parametric inference for these models could be the likelihood, but the joint distribution of the observation is generally unavailable. Recently, composite likelihood methods have been proposed in order to circumvent this problem [7] . In that paper the spatial max-stable model is estimated using a composition of bivariate distributions of block maxima over a given period of time.
However it is well known that modelling only block maxima wastes a lot of information if other data on extremes are available. In this regard a statistical inference based on exceedances over a high threshold could be more effective.
In the talk we introduce composite likelihoods (CLs) based on two distinct models of the bivariate threshold exceedances. The first model [6] is an approximation of the bivariate distribution over the region where both exceedances are positive. The second model [8] uses the conditional distribution of the exceedances given that at least one is positive.
We compare the relative merits of both CLs through a simulation study where strong, moderate and weak extremal spatial dependencies are taken into accounts. 11
We are interested in the asymptotic comparison, at optimal levels, of a set of semi-parametric reduced-bias extreme value index (EVI) estimators, valid for a wide class of heavy-tailed models, underlying the available data. For heavy-tailed models in the domain attraction for maxima of an extreme value distribution EV γ (x) = exp(−(1 + γx) −1/γ ), x > −1/γ, γ > 0, with γ the EVI, the classical EVI-estimators are the Hill estimators , which are the average of the scaled logspacings as well as of the log-excesses, given by U i := i {ln X n−i+1:n − ln X n−i:n } and V ik := ln X n−i+1:n − ln X n−k:n , 1 ≤ i ≤ k < n, respectively. But the Hill EVI-estimators have often a strong asymptotic bias for moderate up to large values of k. Consequently, the adequate accommodation of the bias of Hill's estimators has been extensively addressed in recent years by several authors. We mention the pioneering papers by Beirlant et al. (1999) and Feuerverger and Hall (1999) , among others. In all these papers, authors are led to second-order reduced-bias EVI-estimators, with asymptotic variances larger than or equal to (γ (1 − ρ)/ρ) 2 , the minimal asymptotic variance of an "asymptotically unbiased" estimator in Drees' class of functionals, where ρ < 0 is a "shape" second-order parameter ruling the rate of convergence of the normalized sequence of maximum values towards the limiting extreme value random variable (r.v.). Recently, Caeiro et al. (2005) and Gomes et al. (2008) , among others, considered, in different ways, the problem of corrected-bias EVI-estimation, being able to reduce the bias without increasing the asymptotic variance, which was shown to be kept at the value γ 2 , the asymptotic variance of Hill's estimator, the maximum likelihood estimator of γ for an underlying Pareto distribution. Those estimators, called minimum-variance reduced-bias (MVRB) EVI-estimators, are all based on an adequate external estimation of a pair of second-order parameters, (β, ρ) ∈ (R, R − ), done through estimators denoted (β,ρ), and outperform the classical estimators for all k. We shall here consider a set of MVRB statistics, denoted generally U Hβ ,ρ (k), with U H standing for unbiased Hill. We shall also consider, similarly to what has been done in Beirlant et al. (1999) , among others, the statistics
with an asymptotic variance that is no longer
and U H * ρ (k) classes, (β,ρ) orρ, respectively, need to be adequate consistent estimators of the second-order parameters, if we want to keep the same properties of U H β,ρ (k) or U H * ρ (k), the associated r.v.'s. A third possibility is to estimate both the scale and shape second-order parameters at the same leke k, used for the estimation of γ, like in Feuerverger and Hall (1999) , also among others. We could then work with statistics of the type,
with an asymptotic variance surely larger than γ 2 (1 − ρ) 2 /ρ 2 , for every ρ. We shall here consider the estimator in Feuerverger and Hall (1999), denoted F H * * (k), as an illustration of estimators of the type of the ones in (4). We shall compare asymptotically, at optimal levels, the above mentioned set of MVRB statistics, denoted generically U H(k), the reduced-bias statistics U H * (k), in (3) (assuming thus that β and ρ are known or adequately estimated) and the F H * * (k)-statistics, as illustrative of reduced-bias EVI-estimators associated with an "internal" estimation of second-order parameters, like the ones in (4) . Again, as in the classical case, there is not any estimator that can always dominate the alternatives, but interesting clear-cut patterns are found. Consequently, and in practice, a suitable choice of a set of EVI-estimators will jointly enable us to better estimate the EVI, the primary parameter of extreme events.
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Ledford and Tawn [3] introduced a flexible bivariate tail model based on the coefficient of tail dependence and on the dependence of the extreme values of the random variables. In this paper, we extend the concept by specifying the slowly varying part of the model as done by Hall [2] with the univariate case. Based on Beirlant et al. [1] , we propose a bias-reduced estimator for the coefficient of tail dependence and for the estimation of small tail probabilities. We discuss the properties of these estimators via simulations and a real-life example. Furthermore, we discuss some theoretical asymptotic aspects of this approach. 
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Lifting wind storms
Laurens de Haan -Erasmus University, Netherlands Email: ldhaan@ese.eur.nl
Abstract
In view of establishing a novel method for determining hydraulic boundary conditions Deltares is planning to use wind data not only from a single source but over a wide area as input. These (artificial) wind field data should be used to gain insight on how a severe storm behaves (over time and space), one that is so severe that it is not expected to show up in the data. The idea is that extreme value theory can help to perform this task. The above is a simplification of the problem as stated in Deltares report 1202120-001-HYE-0002 but it may capture the essence of the problem.
A method is proposed to produce these extreme storms not by estimating the structure of the limiting max-stable process but by "lifting" less extreme storms.
On the shape of excursions of Gaussian processes
Jürg Hüsler -University of Bern, Switzerland Email: juerg.huesler@stat.unibe.ch Co-author: Vladimir Piterbarg
Abstract
We investigate the shape of excursions above a high level u by a stationary Gaussian process X(t). Typically the excursions of the process X(t) above a large value u are rather short and tend to 0 as u tends to ∞. We call such a case a cluster of excursions since the path may cross the level u many times. The probability of such excursion events can be accurately approximated for large u, as is well-known.
However, the length of excursions can be much larger if one conditions on two clusters of excursions which are separated in time by a positive time lag, not depending on u. Under certain assumptions on the correlation function of the process, the asymptotic behavior of the probability of such a pattern of clusters of exceedances is derived exactly where the level u tends to ∞ (see [1] ). The shape of such excursions is quite interesting and does depend on the conditioned mean and covariances of the underlying process.
We focus on the shape of paths in-between the two clusters or after one such cluster. The paths vary slightly around a deterministic trend. In addition, the probability of such events can be determined asymptotically exact for u → ∞. 
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We analyze multivariate random difference equations (RDEs), which are of the form
for Y t ∈ R d , where A t are random R d×d -matrices and B t are random R d -vectors. We assume that (A t , B t ) t∈N are i.i.d. and independent of Y 0 .
In a seminal paper [3] , Kesten derived conditions for (A 1 , B 1 ) (mainly for the case of non-negative entries of A 1 and B 1 ) which guarantee the existence of a stationary solution (Y t ) t∈N0 to (5). Furthermore, he derived a property of the stationary distribution which could later be shown to imply multivariate regular variation, cf. [1] . Now, an important characteristic for the extremal behavior of the process (Y t ) t∈N0 is given by the index of regular variation κ > 0, which satisfies
for all x > 0 and an arbitrary norm · on R d . However, for most cases and especially for higher-dimensional matrices, the formula for the derivation of κ which is stated in [3] , namely that κ > 0 is the unique solution to
where · op denotes the operator norm, is not analytically solvable. This instance is especially problematic since κ is not only of interest in itself but needed for many further derivations and simulations of the extremal behavior of a stationary solution to (5) . We will make use of a characteristic of κ that is introduced quite implicitly in [3] and which does not involve a limit but a certain spectral measure ν κ on S
for all continuous functions f on S d−1
+ . We propose a numerical algorithm which allows us to approximate ν κ and thereby evaluate κ.
The talk is based on [2] . 15
A sequence of independent random variables X i , . . . , X n is observed. We test the null hypothesis H 0 claiming that all observations are identically distributed with the same mean value µ:
against the alternative that there exists at least one and at most d breaks in the mean (at unknown positions):
satisfying E e i = 0, E e 2 i = 1 and E |e i | 2+∆ < ∞. Under H 0 the test statistic that is based on the standardized differences of least squares esimates of {µ j } converges in distribution to a maximum of a χ 2 − process (see [1] ):
where
The approximate critical values may be obtained from the approximation of the exceedance probability (see [2] and [3] ):
An explicit expression for the constant I d may be applied to obtain values of I d for d small.
Padoan, Ribatet and Sisson [1] proposed the maximum composite likelihood approach for fitting max-stable processes to avoid the complexity and unavailability of the multivariate density function. We propose the threshold version of max-stable process estimation and we apply the pairwise composite likelihood method to it. We assume a strict form of condition, so called the second-order regular variation condition, for the distribution satisfying the domain of attraction. It is well known that the condition was used to prove the asymptotic properties of estimators in univariate threshold approach (see Smith [2] ) and the second-order condition was studied for bivariate extremes by de Haan and Ferreira [3] . To obtain the limit behavior, we also consider the increasing domain structure with stochastic sampling design based on the setting and conditions in Lahiri [4] and we then establish consistency and asymptotic normality of the estimator for dependence parameter in the threshold method of max-stable processes. The method is studied by simulation and illustrated by the application of temperature data in North Carolina, United States.
Assume that the observed data X 1 , ..., X N are allocated to the discrete times t 1 , ..., t N . In general, these data may be strongly dependent. Our goal is to accurately determine the distribution function of the extreme value M N = max{X j ; j = 1, ..., N }. Specifically, we want to estimate P (η) = Prob(M N ≤ η) = Prob(X 1 ≤ η, . . . , X n ≤ η) accurately for large values of η. The joint distribution function on the right hand side of this equation cannot in general be estimated directly from the data. However, this problem can be solved in practice by introducing a cascade of conditioning approximations P k (η) of P (η), where P k (η) → P (η) as k increases, and P k (η) ≈ exp − N j=k α kj (η) , for N >> 1 and k = 1, 2, ..., where α kj (η) = Prob(X j > η|X j−1 ≤ η, ..., X j−k+1 ≤ η).
For the empirical estimation of the quantities in the P k (η), average conditional exceedance rates (ACER) are introduced as follows, ε k (η) = N j=k α kj (η)/(N − k + 1). Estimation of the ACER function ε k (η) proceeds by counting the total number of favorable incidents, that is, exceedances conditioned on the requisite number of preceding non-exceedances, for the total data time series.
For the prediction problem, it is argued in [1] that the ACER functions can be represented in the tail as
, where a k , b k , c k and q k are suitable constants, that in general will be dependent on k. The optimal values of the parameters are obtained by optimizing the fit on the log level by minimizing a mean square error function. Note that the values c k = q k = 1 correspond to the Gumbel asymptotic form.
Wind speed data, measured at Sula and Torsvåg Fyr weather stations in Norway, were analyzed to obtain numerical results. Hourly maximum wind gust speeds were recorded during 12 years 1998-2010 at the first station and 13 years 1997-2010 at the second.
For the analysis of the data with the ACER method, ε k (η) for k = 1, . . . , 5 were chosen for both stations. As expected, it was revealed that there is significant dependence between the data. However, this dependence is largely accounted for by k = 2; and for k ≥ 5 full convergence has been achieved for all practical purposes.
Optimal curve fitting and estimation of 100-year return period values were achieved for both stations. In the The new ACER method offers a unique approach to the prediction of extreme wind speeds. The converged empirical ACER functions provide an estimate of the exact extreme value distribution inherent in the data. It has been observed that the ACER method seems to give consistent and accurate results compared with e.g. the POT method. The ACER method appears to be quite robust with respect to the choice of parameter values. Even if the parameter values may deviate somewhat from the optimal values, the obtained predictions are still good. Under the premise that the estimated ACER function can be used to make extreme value predictions, another advantage of the proposed ACER method over the POT method is also the lack of sensitivity to outliers.
Multi-element generalized Polynomial Chaos for Extreme Quantile Estimation
Jordan Ko -Laboratoire de Probabilités et Modèles Aléatoires, Université de Paris 7, France Email: jordan.ko@mac.com Co-author: Josselin Garnier
Abstract
The estimation of extreme quantile is a challenging numerical topic and has received a considerable amount of attention in many research disciplines. In the context of this paper, we wish to evaluate the α-quantile, Y α , of the solution of a numerical function, f (ξ), whose input, ξ, is a multi-dimensional random vector. Monte Carlo (MC) method and its variants are the traditional approach for quantile approximation but large number of MC samples are needed to accurately determine extreme quantiles. Therefore, it may not be practical in cases where the numerical function is computational costly to evaluate. Importance sampling (IS) reduces the numerical cost by concentrating MC samples near design points, i.e. input values associated with the quantiles; however, determining the new IS distribution can be costly. Within the context of structural reliability, First-Order Reliability Method (FORM) and Second-Order Reliability Method (SORM) have been developed to estimate quantiles but the methods are accurate only for moderate quantiles and the error is difficult to estimate [1] .
In the current study, we investigate the quantile estimation by multi-element generalized Polynomial Chaos (gPC) metamodels. gPC is a generalization of the original Homogeneous Chaos introduced by Wiener [2] and it is an expansion of the function solution with multivariate orthogonal polynomials, i.e.
where r denotes that the function is a metamodel and φ m (ξ) is an orthogonal polynomial whose weight function is similar to the pdf of ξ. The original Wiener polynomial chaos used the Hermite polynomials in terms of the Gaussian random variables [2] . The coefficients of expansion f m are determined through a collocation method where the Galerkin projection of f r (ξ) with respect to φ m (ξ) is approximated with numerical quadrature. The gPC has recently been applied to many uncertainty quantification studies [3, 4] . From the spectral gPC metamodel, different statistical measures such as mean, variance and sensitivity indices can be readily computed [5] . Function evaluation on the gPC metamodel can be considered as essentially free; thus, large number of MC samples from the metamodel can be used to estimate the Y α , for moderate α.
As the gPC metamodels are expansions about the means of the inputs, their accuracy may worsen away from these mean values where the extreme events may occur. By increasing the quadrature accuracy, we may eventually improve accuracy of the quantile but it can be very expensive. Thus, a multi-element approach is used by combining the global metamodel with supplementary local metamodels centered at the design points. The design point can be sought by solving a minimum constraint problem where the limit-state function is the feasibility surface, f (ξ) = Y α , and the objective function is the Euclidean norm of ξ. It is solved with the Lagrange multiplier algorithm where the gPC metamodel is used in the limit-state function.
Supplemental local refinement metamodels are constructed in a bounded domain centered on the design point. To improve the accuracy and to minimize the sampling cost, sparse-tensor and anisotropic quadratres are tested in addition to the fulltensor Gauss quadrature in the computation of local metamodel. The global and local metamodels are combined in the multi-element gPC (MEgPC) approach for extreme quantile estimation. After the MEgPC quantile estimation approach is validated with some test functions, it is applied to estimation extreme quantiles in the context of a flooding model, a General Circulation Model for precipitation prediction and a turbulence model. It is shown that MEgPC can be more accurate than MC or IS for extreme quantile estimations for input dimensions less than N = 5 to N = 7.
[5] J. Ko, D. Lucor, P. Sagaut, Sensitivity of two-dimensional spatially developing mixing layers with respect to uncertain inflow conditions, Physics of Fluids 20 (2008) 077102.
Estimation of High Conditional Quantiles
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Abstract
Estimation of conditional quantiles at very high or low tails is of interest in numerous applications such as climate studies, finance and economics, medical cost studies, studies of infant birthweights. Quantile regression provides a convenient and direct tool to assess the impact of covariates at different tails of the response distribution. However, due to lack of information in the tail areas, estimations from quantile regression are often not precise at tails especially for heavy-tailed distributions.
In this paper, we develop two new estimation methods for high conditional quantiles based on the extreme value theory. The new methods operate by first estimating the intermediate conditional quantiles using quantile regression, and then extrapolating these estimates to the high tails using different assumptions on the tail behavior. We rigorously establish the asymptotic properties of the proposed conditional quantile estimators and the associated tail index estimators. Compared to the conventional quantile regression, the proposed extrapolation methods demonstrate higher accuracy in a simulation study, and they lead to more insightful estimation of high conditional quantiles of precipitation in a downscaling analysis of daily precipitation in Chicago urban area.
This talk comprises a series of results on the extremal behaviour of portfolio losses in multivariate regularly varying models. Asymptotic distributions of extreme portfolio losses are characterized by a functional of the portfolio weights and the intrinsic parameters of the multivariate regular variation, given by the tail index and the spectral measure. Existence, uniqueness, and location of the optimal portfolio are analysed and applied to risk minimization. The analysis of the optimization problem shows that the asymptotic portfolio risk is a convex function of the portfolio vector if the tail index is higher than or equal to 1. On the other hand, if the components of the multivariate regularly varying vector are non-negative and the tail index is lower than 1, the asymptotic portfolio risk is concave.
Estimation of the asymptotic portfolio risk factor in the i.i.d. setting is approached by a semiparametric method. Strong consistency and asymptotic normality are established as a functional law of large numbers and a functional central limit theorem. The estimated portfolio risk factor converges uniformly on compact portfolio sets.
To compare the diversificatio effecst across different models, the notion of asymptotic portfolio loss ordering is introduced. The initial definiton is stated in terms of uniform ordering of asymptotic portfolio losses for all portfolios with non-negative weights. Under the assumption of multivariate regular variation this ordering has equivalent criteria in terms of marginal distributions and spectral measures. These results are applied to copula models and to the characterization of the worst and the best dependence structures for the diversification of multivariate regularly varying risks.
POT methods: a new insight into the estimation of extreme value distributions
Franck Mazas -Sogreah Maritime, ARTELIA Group, France. Email: Franck.Mazas@arteliagroup.com Co-authors: Philippe Garat and Luc Hamm
Abstract
For a decade, a broad consensus has emerged in favor of a general methodology for determining extreme values of environmental data. Roughly speaking, this methodology consists in the five following steps. First, an independent and identically distributed (i.i.d.) sample is extracted from the raw time series. For this purpose, the time series is homogenized in order to identify the different populations it may contain, then declustering is applied with a Peaks-Over-Threshold (POT) approach to extract the independent extreme data from these homogeneous sub-samples. Second, a statistically meaningful threshold is set, usually by theoretical properties of the Generalized Pareto Distribution (GPD). Third, a two-parameter GPD is fit to the threshold excesses using the Maximum Likelihood Estimator (MLE). Fourth, quantiles (return values) are calculated for the return periods of interest (assuming the number of events per year is a Poisson process). Fifth, confidence intervals are computed.
This methodology, often referred to as the GPD-Poisson model, has sound theoretical justifications (see for instance [1] ). The GPD is the asymptotic law for the threshold excesses. As for the MLE, it is particularly valued by statisticians for its asymptotic properties: consistency, efficiency, asymptotic normality, and hence is widely used among analysts.
However, we wish to discuss in this communication two questionable points of this methodology: one concerning the general form of the GPD-Poisson model itself, the other one concerning the estimation techniques.
First, one should keep in mind that the GPD is an asymptotic law, meaning that it is an approximation of the true law of excesses over a threshold valid only when this threshold is high enough. Consequently, if the asymptotic domain is not reached, other distributions may fit the data better. As presented in [2] , we extend the univariate and stationary GPD-Poisson model by fitting two additional distributions (namely the Weibull and Gamma distributions), though others could of course be tested. Objective criteria are then used to select the best-fitting law.
Such a multi-distribution approach is useful for analysts and/or engineers who wish to cover a wide range of situations and is justified since the GPD is outperformed in several practical cases.
Second, MLE exhibits strange behavior when the threshold is allowed to vary between two consecutive data values [3] : the estimated parameters of the distribution (scale and shape) and consequently the estimated quantiles do not remain constant. Thus, a slight translation of the sample leads to a significant change in the estimation, although the sample size remains identical. This phenomenon is particularly noteworthy for the Weibull and Gamma distributions, but also exists for the GPD. For the former distributions, the likelihood tends to infinity in many cases when the threshold tends to the open upper bound of its interval of validity, i.e. the first data. For the latter, the maximum of the likelihood is reached at this open upper bound, but with a non-nil derivate. Still, it must be kept in mind that the asymptotic properties of the MLE are valid only when the maximum is reached on an interior point of an open set [4] .
Furthermore, resampling techniques from real extreme data show that when MLE is applied to 2-parameter GPD, the empirical density (histogram) of estimated parameters exhibits 2 or 3 peaks, resulting in many peaks in the density of quantiles.
Actually, the widely spread 2-parameter GPD-Poisson model makes a confusion between the threshold, whose role should be limited to data selection/censorship, and the location parameter, whose role is to accurately set the origin of the distributions. Hence it is necessary to fit 3-parameter distributions and MLE must be rejected since it is not valid in many practical cases. We use the L-moments estimator [5] which allows a proper estimation of the three parameters for the studied distributions. This estimator is unbiased, although its variance is still significant.
In conclusion: i) a multi-distribution approach to POT methods is recommended since in practical applications it is unsure whether the asymptotic domain for the GPD is reached; ii) we strongly favor including a location parameter, clearly distinct from the threshold, in the distributions for extreme values, and iii) MLE should not be used without a close examination of its validity conditions. Our tests with real environmental data (extreme wave heights for the design of coastal structures) show that in this case, MLE should be rejected whereas the 3-parameter L-moments estimator behaves well.
Limit theorems for coupon collector's problem and generalized Pareto distributions
Pavle Mladenović -University of Belgrade, Serbia Email: paja@matf.bg.ac.rs Co-author: Jelena Jocković
Abstract
Limit theorems for waiting times that arise in coupon collector's problem will be presented. New results that give connection with generalized Pareto distributions are also included.
Modelling extreme values of processes observed at irregular time step
Nicolas Raillard -University Brest, France Email: nicolas.raillard@univ-brest.fr Co-authors: Pierre Ailliot and Jian-Feng Yao
Abstract
When modelling the extremal properties of a given phenomenon is needed, two main approaches are under statistical interest: modelling the maxima over a large block of consecutive observations or modelling the excesses over a high threshold.
The first approach, denoted as the 'block maxima' method relies on results that describe the acceptable distributions for the maximum of a random variable. The main drawback of this approach is the waste of data induced by taking the maximum over a large block (e.g. a year). Hence another approach, denoted POT for Peaks Over Threshold, consists in taking into account any value that is high enough to lie in the tail of the distribution, i.e that exceeds a sufficiently high threshold.
A specific problem related to the POT approach is that consecutive data are dependent. Indeed, every data that exceeds a threshold has to be taken into account, but it is very likely that clusters of consecutive excess are being observed, even more if the time-lag between observations is smaller than the characteristic duration of an extremal event. This is a real problem since the theory only deals with independent observations and forgetting this dependence leads to under-of over-estimation of the extremes and despite its importance, this fact is often forgotten in applications. To deal with this dependence, two main approaches are now well-developed: declustering and markov-chains models. The first scheme is based on a probabilistic result stated by Leadbetter and well explained by Coles [1] , Chapter 5: the extremes of a dependant stationary sequence show clusters of consecutive large values, and there exists a parameter, named the extremal index which summarize this dependence and is found to be, under some assumptions, the reciprocal of the mean cluster size. This result induces a filtering of the dependent observations to obtain nearly independent excesses: once the clusters are identified, the parameters can be estimated thanks to the maxima over the clusters and the clusters length.
As seen above, two specific problems arise: first, a definition of a cluster of consecutive exeedances is needed, and this scheme leads to a waste of data, since only maxima within each clusters are used to estimate the parameters. Hence another approach is to keep all excess but with the introduction of an appropriate dependence structure. This has been used with a first-order Markov-chain by Smith [4, 5] with tools to compute several features of the fitted model. More recently, Ribatet [3] applied this approach to several flood characteristic along with diagnostic tools.
The present study takes place within the latter framework. The idea guiding this work was the modelling of extremes of the significant wave height along satellite tracks: indeed, those data exhibits a complex structure, both in space and time, in addition to the presence of missing values along a track. It may thus be quite difficult to apply the usual declustering since identifying clusters when there is missing values might be a hard task. The need for extension come from the irregular time sampling on the data: the complex repartition of the satellite induce a complex recurrence time of passage at a given location, hence there is no natural time-lag between consecutive points, and a markovian structure is quite inadequate. So extensions of the aforementioned method to this irregular sampling in time will be under study in this talk. The main idea is to approximate the data above a threshold by a censored max-stable process, whereas previous works used a bivariate extreme value distribution. Based on work of Padoan [2] , an estimation procedure is provided thanks to a composite likelihood method. Performance of this new estimator will be assessed both on synthetic data and on significant wave height data that comes from buoy and from numerical models.
This talk concerns the statistical inference for the upper tail of the conditional distribution of a response variable Y given a covariate X = x based on n random vectors within the parametric extreme value framework. Pioneering work in this field was done by Smith [2] and Smith and Shively [3] . We propose to base the inference on a conditional distribution of the point process of exceedances given the point process of covariates. It is of importance that the conditional distribution merely depends on the conditional distribution of the response variable given the covariates. In the special case of Poisson processes such a result may be found in a book by Reiss [1] . Our results are valid within the broader model where the response variables are conditionally independent given the covariates.
• Reliability indices are derived in order to compare the performances of competing methods on an objective basis.
In a second step, this framework is used to perform a thorough comparison between approaches currently used in France for extreme prediction. The comparison is based on an extensive dataset of long series of rainfall and runoff (about 40-50 years of daily data), available for hundreds of sites over France. Results demonstrate the ability of the comparison framework to distinguish between "good" and "bad" approaches, and yield valuable insights into the optimal ambit of each approach.
Even if a lot of analyses, often based on last solar cycle data have been done to preserve the integrity of navigation systems such as Satellite Based Augmentation System (SBAS) or Ground Based Augmentation System (GBAS) in case of ionosphere severe storm threat, the in place integrity preservation means have often a drawback in the continuity availability domain. In order to be able to assess the continuity (and availability) risk that can be caused by such ionosphere severe storm, CNES has on one hand, contracted a study led by TASF and supported by IMT (Institute of Mathematics in Toulouse) to assess the occurrence risk of severe/extreme ionosphere storms taking into account the solar cycle profile and based on innovative statistical methods and has on an other hand, established a classical risk by using a min, max, average approach along a solar cycle based on several solar cycle information. In addition to that and in order to support different other activities, CNES has already analysed different historical data sets of solar activity indices and the resulting earth geomagnetism/ionosphere activities over a period covering several solar cycles. This includes the SSN, 10.7cm flux, Dst, Kp and Ap indexes, going back to as far as 1932 for those available, and an assessment of the relationships between these different indexes. Looking into the future, several predictions of the new solar cycle activity are also available, for example from the Marshall Space Flight Centre. Among all the analyses indices, the Ap index (daily or 3 hours), measuring the earth geomagnetism/ionosphere activities and the monthly SSN measuring the solar activity have been used in this ionosphere storm risk occurrence assessment work. More in details, the innovative statistical methods were based on rare event theory, firstly by a global and simple approach over the 80 years, considering a stationary system and resulting in an average risk. This approach is de facto not satisfactory due the evident dependence between geomagnetic/ionosphere activity and solar one that is a cyclic system. So, secondly a different approach, the Cox Model (Proportional Hazard Model with Time-Dependent Covariates), better known in the epidemiology and medical treatment domain has been experienced. Basically, the Cox model provides an estimate of the treatment effect on survival after adjustment for other explanatory variables. It allows to estimate the hazard (or risk) of death, or other event of interest, for individuals, given their prognostic variables. Our interest was driven by the proportional hazards assumption. this assumption is that covariates multiply hazard. In other terms, the hazard function for an observation depends on the values of the covariates and the value of the baseline hazard. Given two observations with particular values for the covariates, the ratio of the estimated hazards over time will be constant -hence the name of the method: the proportional hazard model as in the Cox model [1] . This gives an example on non-stationary extreme model 29 that is different from that of [2] . The validity of this assumption may often be questionable. Nevertheless, the covariate influence create a relative risk that is constant in regards to the reference and this risk can be expressed exponentially as a function of a linear covariates combination. In our approach one of these covariates is a solar activity index. The baseline hazard is estimated by a kernel-smoothing estimator and the coefficients of the covariate by maximum likelihood. After having determine the different parameters of our Cox model and having at disposal some predictions for the new solar cycle, it is then possible to extrapolate the ionosphere severe storm occurrence risk over the new solar cycle and to introduce it in a system continuity risk assessment. The classical method was just based for each solar cycle on a counting year per year of the number of days in regards to a daily Ap ionosphere activity ranking and then to determine the min, max, average values year per year having at our disposal seven complete solar cycles in the analysed dataset. The paper will present a brief overview of relations between solar events, earth geomagnetism and ionosphere status the data sets that were used in our analyses the different approach to determine an ionosphere severe storm risk of occurrence a focus on our Cox model with its current description, the estimation process and questions that are still open for future work and the already achieved results and comparison between them.
for some α ∈ (0, 2], where t * is a point in which variance function of X(·) attains its maximum.
In the talk we focus on the exact asymptotics of supremum distribution of Gaussian processes such that
Var(X(t) − X(s)) = Const · Var (Y (t) − Y (s)) (1 + o(1)) as t, s → t * ,
where Y (·) is a self-similar Gaussian process (with not necessarily stationary increments).
We will point out difficulties of the application of the double-sum method to our problem and we present a new approach, that allows us to determine the exact asymptotics of P sup t∈[0,T ] X(t) > u as u → ∞. In the obtained asymptotics there appear new analogous of Pickands' constants with interesting properties. The theory will be illustrated by some examples.
