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Abstract
Sparse Bayesian learning models are typically used for prediction in datasets with
significantly greater number of covariates than observations. Among the class of sparse
Bayesian learning models, relevance vector machines (RVM) is very popular. Its pop-
ularity is demonstrated by a large number of citations of the original RVM paper of
Tipping (2001)[JMLR, 1, 211 - 244]. In this article we show that RVM and some other
sparse Bayesian learning models with hyperparameter values currently used in the liter-
ature are based on improper posteriors. Further, we also provide necessary and sufficient
conditions for posterior propriety of RVM.
Keywords: improper prior, Jeffreys’s prior, posterior propriety, relevance vector machine,
reproducing kernel Hilbert spaces, sparsity.
1 Introduction
Modern datasets often have significantly greater number of covariates (p) than observations
(n). For such datasets, often the objective is to predict the response variable for previously
unobserved values of the covariates. If p < n, then one can fit a suitable linear model using a
traditional statistical technique like ordinary least squares (OLS). But if p > n, then OLS is no
longer applicable and hence one can rely on penalized methods such as least absolute shrinkage
and selection operator (LASSO) (Tibshirani, 1996) or ridge regression (Hoerl and Kennard,
1970) to find a suitable model. But, both LASSO and ridge regression are penalized regression
techniques that perform variable selection among the class of linear models. Hence, in case of
p > n, if we wish to explore non linear class of models, we can estimate a function (f) from a
functional space (H) using the following Tikhonov regularization,
min
f∈H
[
n∑
i=1
L(yi, f(xi)) + λ||f ||
2
H
]
, (1.1)
where {yi, xi}
n
i=1 is the training data such that yi ∈ R ∀i and xi ∈ R
p ∀i, L(·, ·) is the loss
function, λ is the penalty parameter, H is the functional space and || · ||H is the norm defined
on H.
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Since a functional space is infinite dimensional, the solution of (1.1) can also be infinite
dimensional. Hence there is a possibility that we cannot use it for practical purposes. Wahba
(1990) proved that, if the functional space is a reproducing kernel Hilbert space (RKHS), then
the solution is finite dimensional and is given by,
f(x) =
n∑
j=1
k(x, xj)βj , (1.2)
where k(·, ·) is a reproducing kernel and {βj}
n
j=1 are some unknown coefficients. The for-
mal definition of RKHS and reproducing kernel can be found in Berlinet and Thomas-Agnan
(2011).
Tipping (2001) used the finite dimensional solution (1.2) in a hierarchical Bayesian model to
introduce the relevance vector machine (RVM) (see also Tipping, 2000 and Bishop and Tipping,
2000). The prior structure of RVM has been chosen in such a manner that it will produce
a sparse solution and hence will lead to better predictions. RVM is a very popular sparse
Bayesian learning model that is typically used for prediction (The paper Tipping, 2001 has
been cited more than 6000 times till date.).
In Bayesian analysis, in the absence of prior knowledge on the parameters, it is a common
practice to use the so called ‘non-informative’ or ‘objective’ priors. A popular example of
an objective prior is the Jeffreys’s prior, which is considered to be non informative in na-
ture (Jeffreys, 1961). It is a function that is directly proportional to the square root of the
determinant of the Fisher information matrix and hence can be computed easily in several
cases. Often the objective priors turn out to be improper distributions i.e., functions that do
not integrate to a finite number. For Bayesian models involving improper priors, the poste-
rior distribution of the parameters given the data is not guaranteed to be proper. Hence, in
such cases, it is necessary to show that the normalizing constant associated with the posterior
distribution is bounded above by a finite constant otherwise there is a possibility that the pos-
terior distribution is improper and drawing inference from an improper posterior distribution
is equivalent to drawing inference from a function that integrates to infinity.
The priors imposed in RVM involve an improper prior on the hyperparameters. This im-
proper prior leads to an improper posterior distribution and we provide a theoretical proof for
it. Additionally, we also derive necessary and sufficient conditions for the posterior propriety
of RVM. The necessary conditions will help past researchers of RVM to check if the improper
prior used by them leads to an improper posterior and the sufficient conditions will provide
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guidelines for future researchers to choose prior distributions that will guarantee posterior
propriety. Figueiredo (2002) proposed to apply RVM using the popular Jeffreys’s prior on the
hyperparameters. The necessary conditions that we derive show that the choice of Jeffreys’s
prior also leads to an improper posterior.
Sparse Bayesian learning models also involve classification models. Mallick et al. (2005)
proposed a RKHS based Bayesian classification model which makes use of the finite dimen-
sional solution in (1.2) to build models corresponding to both logistic likelihoods as well as
support vector machine related likelihoods. They propose to implement their model by using
either proper priors or Jeffreys’s prior. Proper priors will ofcourse lead to a proper poste-
rior, but the improper prior i.e., the Jeffreys’s prior implemented in their models lead to an
improper posterior and we provide a theoretical proof for it.
The article is structured as follows. In section 2, we explain RVM and a related model
proposed by Figueiredo (2002) along with their inference method in detail. Further in section
2, we provide necessary and sufficient conditions for the posterior propriety of RVM and show
that sparse Bayesian learning model proposed by Tipping (2001) and Figueiredo (2002) lead to
improper posteriors. In section 3, we provide details about the Bayesian classification models
proposed by Mallick et al. (2005) and show that the models are improper under the choice of
Jeffreys’s prior. Some concluding remarks are given in section 4.
2 Relevance Vector Machine and its Impropriety
Let {(yi, xi), i = 1, 2, · · ·, n} be the training data, where yi ∈ R is the i
th observation for the
response variable and xi ∈ R
p is the p dimensional covariate vector associated with yi. Let
y = (y1, y2, · · ·, yn)
T . Let β = (β0, β1, · · ·, βn)
T and K be the n× (n+1) matrix whose ith row
is given by KTi =
(
1, kθ(xi, x1), kθ(xi, x2), · · ·, kθ(xi, xn)
)
where {kθ(xi, xj) : i = 1, 2, · · ·, n; j =
1, 2, · · ·, n} are the values of the reproducing kernel and θ is a kernel parameter. The relevance
vector machine (RVM) proposed by Tipping (2001) is as follows,
y|β, σ2 ∼ N(Kβ, σ2I), (2.1a)
β|λ ∼ N(0, D−1) with D = diag(λ0, λ1, · · ·, λn), (2.1b)
pi(λi) ∝ λ
a−1
i exp{−bλi} ∀i = 0, 1, 2, · · ·, n, (2.1c)
pi
(
1
σ2
)
∝
(
1
σ2
)c−1
exp
{
−
d
σ2
}
, (2.1d)
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where (a, b, c, d) are user defined hyperparameters. Here {σ2, λi : i = 0, 1, 2, ···, n} are assumed
apriori independent. Also, β and σ2 are assumed apriori independent. The kernel parameter
θ is typically estimated by cross validation in RVM. Let λ = (λ0, λ1, · · ·, λn)
T . For a > 0 and
b > 0, pi(λi) is a proper Gamma density with parameters a and b for all i = 0, 1, 2, · · ·, n.
Similarly, for c > 0 and d > 0, pi(1/σ2) is a proper Gamma density with parameters c and d.
The posterior distribution of (β, 1/σ2, λ) corresponding to (2.1) is given by,
pi(β, 1/σ2, λ|y) =
f(y|β, σ2)pi(β, 1/σ2, λ)
m(y)
, (2.2)
where f(y|β, σ2) is the normal density in (2.1a), pi(β, 1/σ2, λ) is the joint prior density of
(β, 1/σ2, λ) derived from (2.1b)-(2.1d) and m(y) is the marginal density defined as,
m(y) =
∫
R
n+1
+
∫
R+
∫
Rn+1
f(y|β, σ2)pi(β, 1/σ2, λ)dβd
1
σ2
dλ,
where R+ = (0,∞). The posterior density given in (2.2) is proper if and only if m(y) <∞.
The user defined hyperparameters can be chosen in such a way that the prior distribution
imposed on the parameters turn out to be improper and in such cases the posterior propriety
of the model is no longer guaranteed. The following theorems will provide necessary and
sufficient conditions for the posterior propriety of RVM, that is m(y) <∞.
Theorem 2.1 If b = 0 i.e., if pi(λi) ∝ λ
a−1
i ∀i = 0, 1, · · ·, n, then a ∈ (−1/2, 0), is a necessary
condition for the posterior propriety of RVM defined in (2.1).
Proof: See the Appendix.
Theorem 2.2 Suppose PK = K(K
TK)−KT where (KTK)− is a generalized inverse of KTK.
Then (i) and (ii) given below are the sufficient conditions for the posterior propriety of RVM
defined in (2.1):
(i) The prior on λi is a proper distribution for all i = 0, 1, · · ·, n.
(ii) yT (I − PK)y + 2d > 0 and c > −n/2.
Proof: See the Appendix.
The sufficient conditions for posterior propriety of RVM given in Theorem 2.2 allow the
prior on the penalty parameters {λi}
n
i=0 to be any proper probability density function, not
4
necessarily of the form given in (2.1c). Also one can use any improper prior on 1/σ2 from
the large class of improper priors allowed by condition (ii) of Theorem 2.2. Thus, posterior
propriety is assured even if we choose the weakly informative half Cauchy prior on {λ
−1/2
i }
n
i=0
as suggested by Gelman (2006) or the type 2 Gumbel distribution (derived as the penal-
ized complexity prior in Simpson et al. (2017)) on {λi}
n
i=0, along with an improper prior like
pi(1/σ2) ∝ σ2 or pi(1/σ2) ∝ 1 for 1/σ2. Thus, Theorem 2.2 now provides researchers several
other prior options for RVM that assures posterior propriety.
In RVM, for given new values of the p covariates say xnew, the objective is to predict
the corresponding response variable say ynew. For predicting ynew, one can use the posterior
predictive density given by,
f(ynew|y) =
∫
R
n+1
+
∫
R+
∫
Rn+1
f(ynew|β, σ
2) pi(β, 1/σ2, λ|y)dβ d
1
σ2
dλ, (2.3)
where f(ynew|β, σ
2) is the density ofN(KTnewβ, σ
2) with KTnew =
(
1, kθ(xnew, x1), kθ(xnew, x2), ··
·, kθ(xnew, xn)
)
and pi(β, 1/σ2, λ|y) is the posterior density defined in (2.2). Tipping (2001)
approximated the posterior predictive density given in (2.3) by,
f(ynew|y) =
∫
Rn+1
f(ynew|β, σˆ
2) pi(β|λˆ, σˆ2, y)dβ,
where
(λˆ, σˆ2) = argmax
λ,σ2
pi(λ, 1/σ2|y) = argmax
λ,σ2
f(y|λ, σ2), (2.4)
where pi(λ, 1/σ2|y) is the marginal posterior density of 1/σ2 and λ, and,
f(y|λ, σ2) =
∫
Rn+1
f(y|β, σ2) pi(β|λ)dβ. (2.5)
Using (2.1), simple calculations show that,
β|λˆ, σˆ2, y ∼ N((KTK + Dˆσˆ2)−1KT y, (KTKσˆ−2 + Dˆ)−1)
=⇒ ynew|y ∼ N(K
T
new(K
TK + Dˆσˆ2)−1KTy,KTnew(K
TKσˆ−2 + Dˆ)−1Knew + σˆ
2).
The mean of the above posterior predictive distribution is reported by Tipping (2001) as the
predicted response when the observed covariates are xnew. In the above posterior predic-
tive distribution used by Tipping (2001), we also observe that the parameters λ and σ2 are
estimated by maximizing the marginal density f(y|λ, σ2) and the prior imposed on them is
pi(λ, σ−2) ∝ 1 (Indeed the second equality in Equation 2.4 follows due to the use of this uniform
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prior.). Thus, the prior chosen is improper and is equivalent to choosing the hyperparameters
(a, b, c, d) in RVM, given in (2.1) to be (1, 0, 1, 0). This choice of hyperparameters does not
satisfy the necessary condition derived in Theorem 2.1. Tipping (2001) also mentions that
optimizing f(y|λ, σ2) can be computationally challenging and hence he proposes to estimate
log λ and log σ−2 by optimizing log f(y| logλ, log σ−2) and assuming uniform prior on log λi’s
and log σ−2 i.e pi(log λ, log σ−2) ∝ 1, which is equivalent to pi(λ, σ−2) ∝ σ2
∏n
i=0 λ
−1
i . Such
a prior is also improper and can be formed by choosing the hyperparameters (a, b, c, d) to be
(0, 0, 0, 0). This choice of hyperparameters also violates the necessary conditions derived in
Theorem 2.1. Thus, the RVM proposed by Tipping (2001) is based on an improper posterior.
Figueiredo (2002) proposed to implement RVM by assuming the Jeffreys’s prior on the prior
variance parameters of β i.e., pi(1/λi) ∝ λi ∀ i which is equivalent to pi(λi) ∝ 1/λi ∀ i. As
mentioned before, this improper prior violates the necessary conditions derived in Theorem
2.1. Hence the model proposed by Figueiredo (2002) is also based on an improper posterior.
Thus, the necessary and sufficient conditions derived in Theorem 2.1 and Theorem 2.2 will
be useful for past researchers to check if their choice of hyperparameters in RVM leads to a
proper posterior.
3 Sparse Bayesian Classification Model and its Impro-
priety
Let y be an n dimensional vector containing the observed response variables {yi}
n
i=1 such that
yi ∈ {0, 1} ∀i and let z be an n dimensional vector of latent variables that connect the response
variables to the covariates. The Bayesian classification model based on reproducing kernels
proposed by Mallick et al. (2005) is as follows,
f(y|z) ∝ exp
{
−
n∑
i=1
l(yi, zi)
}
z|β, σ2, θ ∼ N(Kβ, σ2I)
β|λ, σ2 ∼ N(0, σ2D−1) with D = diag(λ0, λ1, · · ·, λn)
pi(λi) ∝ λ
a−1
i exp{−bλi} ∀i = 1, 2, · · ·, n
σ2 ∼ IG(c, d)
θ ∼ U(u1, u2) (3.1)
6
where y = (y1, y2, · · ·, yn)
T , z = (z1, z2, · · ·, zn)
T , l(·, ·) is a loss function, β = (β0, · · ·, βn)
T , K is
the n× (n+ 1) matrix whose ith row is given by KTi =
(
1, kθ(xi, x1), kθ(xi, x2), · · ·, kθ(xi, xn)
)
where {kθ(xi, xj) : i = 1, 2, · · ·, n; j = 1, 2, · · ·, n} are the values of the reproducing kernel,
θ is the parameter in the reproducing kernel, λ = (λ0, λ1, · · ·, λn)
T with λ0 fixed at a small
number and (a, b, c, d, u1, u2) are user defined hyperparameters. For X ∼ IG(c, d), the density
of the random variable X is taken to be, f(x) ∝ x−a−1e−b/x I(x > 0) and U(u1, u2) denotes
the uniform distribution on the interval (u1, u2). For a > 0 and b > 0, pi(λi) is a proper
Gamma density with parameters a and b. The parameters λi’s, σ
2 and θ are assumed apriori
independent. In the case of Jeffreys’s prior, the prior is assumed on λ0 as well i.e., pi(λ) ∝∏n
i=0 λ
−1
i .
The above model proposed by Mallick et al. (2005) is quite general in nature, since it
encompasses popular models like the logistic model and the support vector machine (SVM)
model. Mallick et al. (2005) recommend that the above model be implemented using proper
priors on λ and σ2 or by putting the Jeffreys’s prior on λ and a proper prior on σ2. The fol-
lowing proposition shows that putting the Jeffreys’s prior on λ leads to an improper posterior.
Proposition 3.1 If the Jeffreys’s prior is assumed on λ in the sparse Bayesian classification
model given in (3.1) i.e.,
pi(λ) ∝
n∏
i=0
λ−1i
then the posterior density of the parameters and latent variables of interest, pi(β, z, σ2, λ, θ|y)
is improper.
Proof: See the Appendix.
Given new values of the p covariates say xnew, sparse Bayesian classification model in (3.1) is
used to predict the class in which ynew belongs to. Since the response variable is binary i.e.,
ynew ∈ {0, 1}, the posterior predictive probability is given by,
P (ynew = 1|y) =
∫
Ω
P (ynew = 1|y, xnew, ω)pi(ω|y) dω
where Ω = Rn+1 × Rn × R+ × R
n
+ × (u1, u2), ω = (β, z, σ
2, λ, θ), pi(ω|y) is the posterior
density of the parameters and latent variables of interest. Since the posterior distribution of
the parameters and the latent variables of interest is not known in closed form, Mallick et al.
(2005) construct an MCMC sampler to draw observations from it and use those observations
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to produce a Monte Carlo estimate of P (ynew = 1|y). If the Monte Carlo estimate is greater
than 0.5, then ynew is predicted to be 1 else 0. On the other hand, in general, MCMC sam-
plers are incapable of providing a red flag when the posterior distribution is improper. In fact,
Hobert and Casella (1996) show that the MCMC draws from an improper posterior distribu-
tion may seem perfectly reasonable. Empirical diagnostic tools that are commonly employed
to check if the MCMC sampler has converged are also incapable of detecting posterior impro-
priety. Further, such empirical diagnostic tools are vulnerable even if the posterior distribution
exists (Dixit and Roy, 2017). Recently, Athreya and Roy (2014) provide a theoretical proof
that the usual sample average estimators of the posterior means of the parameters will con-
verge to zero with probability 1 if the MCMC chain corresponds to an improper posterior
distribution.
4 Conclusion
A probability density function is said to be valid only if the area under the curve is equal to
one. This basic requirement is not assured for the posterior density function of a Bayesian
model with an improper prior. Therefore for a Bayesian model with an improper prior, one
should move ahead with inference only after showing that the posterior density function is
valid. In this paper we have shown that some sparse Bayesian learning models based on
improper priors do not have valid posterior density functions and therefore the inference or
predictions drawn from them is not theoretically valid.
Corresponding Author
Anand Dixit (email: adixit@iastate.edu or adixitstat@gmail.com)
Appendix
Definition 1 Let r = (r1, r2, · · ·, rn)
T ∈ Rn and s = (s1, s2, · · ·, sn)
T ∈ Rn be any two n
dimensional vectors. A real valued function f defined on Rn is said to be non decreasing in
each of its arguments if r << s i.e., ri ≤ si ∀i =⇒ f(r) ≤ f(s).
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Lemma 1 Let PK = K(K
TK)−KT , where (KTK)− is a generalized inverse of KTK. Let
f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) = exp
{
− 1
2
yT
(
σ2I +KD−1KT
)−1
y
}
. Then,
exp
{
−
1
2σ2
yTy
}
≤ f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) ≤ exp
{
−
1
2σ2
yT (I − PK)y
}
.
Proof:
Differentiating f1 with respect to λ
−1
i we get,
∂f1
∂λ−1i
= exp
{
−
1
2
yT
(
σ2I+KD−1KT
)−1
y
}
1
2
yT
(
σ2I+KD−1KT
)−1(
KEiK
T
)(
σ2I+KD−1KT
)−1
y,
where Ei is a (n+ 1)× (n+1) matrix with 1 in the i
th diagonal and 0 everywhere else. Since
KEiK
T is positive semidefinite, we get,
∂f1
∂λ−1i
≥ 0 ∀ i =⇒ f1 is a non decreasing function of (λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ). Also,
lim
(λ−1
0
,λ−1
1
,···,λ−1n )→0
f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) = exp
{
−
1
2σ2
yTy
}
,
where (λ−10 , λ
−1
1 , · · ·, λ
−1
n )→ a means λ
−1
i → a for all i = 0, 1, · · ·, n.
Let λmin = min{λ0, λ1, · · ·, λn}. Then,
(KTK +Dσ2)−1 ≤ (KTK + λminσ
2 I)−1. (4.1)
Using Schur complement and (4.1), we have,
f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) ≤ exp
{
−
1
2σ2
(
yT (I −K(KTK + λminσ
2 In+1)
−1KT )y
)}
.
By Lemma 1 of Hobert and Casella (1996), we then have,
lim
(λ−1
0
,λ−1
1
,···,λ−1n )→∞
f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) ≤ exp
{
−
1
2σ2
yT (I − PK)y
}
.
Thus,
exp
{
−
1
2σ2
yTy
}
≤ f1(λ
−1
0 , λ
−1
1 , · · ·, λ
−1
n ) ≤ exp
{
−
1
2σ2
yT (I − PK)y
}
.
The first inequality given above also follows from the fact that σ2 + KD−1KT ≥ σ2I. A
similar argument could be used to prove the second inequality if KTK was non singular.
Lemma 2 Consider the following integral,∫
R+
t−(a+1)
(k + t)1/2
dt (4.2)
where k and a are constants. The above integral is finite iff a ∈ (−1/2, 0). In that case, the
value of the integral is ck−(a+1/2), where c is some other constant.
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Proof:
Considering the transformation t = k tan2 θ, the integral in (4.2) becomes,
2 k−(a+1/2)
∫ pi/2
0
(sec2 θ − 1)−(a+1) tan θ sec θ dθ.
Letting z = sec θ, the above integral becomes,
2 k−(a+1/2)
∫
∞
1
(z2 − 1)−(a+1) dz.
The above integral is finite iff a ∈ (−1/2, 0), thus proving the first part. Provided the above
integral is some finite constant say c/2, the value of the integral given in (4.2) becomes
ck−(a+1/2). Thus proving the second part of the lemma.
Proof of Theorem 2.1
For RVM defined in (2.1) with b = 0,
f(y|σ2) =
∫
R
n+1
+
f(y|λ, σ2)pi(λ)dλ
=
∫
R
n+1
+
σ
(2pi)n/2
|D|1/2 |KTK +Dσ2|−1/2 exp
{
−
1
2
yT
(
σ2I +KD−1KT
)−1
y
} n∏
i=0
λa−1i dλ,
where pi(λ) is the prior on λ, f(y|λ, σ2) is defined in (2.5) and the second equality follows
from some simple calculations. Let e1, e2, · · ·, en+1 be the n + 1 eigenvalues of K
TK where
emax = max{e1, e2, · · ·, en+1}. Then, K
TK +Dσ2 ≤ emax I +Dσ
2. Hence we get,
|KTK +Dσ2|−1/2 ≥
n∏
i=0
(
λiσ
2 + emax
)−1/2
. (4.3)
Using Lemma 1, (4.3) and letting t = 1/λi, we get,
f(y|σ2) ≥
σ
(2pi)n/2
exp
{
−
1
2σ2
yTy
}[
1
e
1/2
max
∫
R+
t−(a+1)(
σ2
emax
+ t
)1/2dt
]n+1
.
Using Lemma 2, the above integral is finite iff a ∈ (−1/2, 0). Thus proving the necessary
condition for the posterior propriety of RVM.
Proof of Theorem 2.2
For RVM defined in (2.1),
f(y|σ2) =
∫
R
n+1
+
f(y|λ, σ2)pi(λ)dλ
10
=∫
R
n+1
+
σ
(2pi)n/2
|D|1/2 |KTK +Dσ2|−1/2 exp
{
−
1
2
yT
(
σ2I +KD−1KT
)−1
y
}
pi(λ)dλ,
where pi(λ) is the prior on λ and f(y|λ, σ2) is given in (2.5). Since KTK +Dσ2 ≥ Dσ2, we
get,
|KTK +Dσ2|−1/2 ≤
n∏
i=0
(
λiσ
2
)−1/2
. (4.4)
Using Lemma 1 and (4.4), we get,
f(y|σ2) ≤
1
(2pi)n/2
(
1
σ2
)n/2
exp
{
−
1
2σ2
yT (I − PK)y
}∫
R
n+1
+
pi(λ) dλ. (4.5)
As mentioned before, as long as pi(λ) is a proper density, the integral in (4.5) will be 1.
Therefore,
m(y) ≤
1
(2pi)n/2
∫
R+
(
1
σ2
)n/2+c−1
exp
{
−
1
σ2
(
yT (I − PK)y
2
+ d
)}
d
1
σ2
.
The integral above will be finite if yT (I − PK)y + 2d > 0 and c > −n/2, thus proving the
sufficient conditions for posterior propriety of RVM.
Proof of Proposition 3.1
For Bayesian classification model given in (3.1),
f(z|σ2, θ) =
∫
R
n+1
+
f(z|λ, σ2, θ)pi(λ)dλ
=
∫
R
n+1
+
σ−n
(2pi)n/2
|D|1/2 |KTK +D|−1/2 exp
{
−
1
2σ2
zT
(
I +KD−1KT
)−1
z
}
pi(λ)dλ,
where f(z|λ, σ2, θ) is obtained by integrating out β from (3.1). Since, I +KD−1KT ≥ I, we
get,
exp
{
−
1
2σ2
zT
(
I +KD−1KT
)−1
z
}
≥ exp
{
−
1
2σ2
zT z
}
. (4.6)
Further, KTK +D ≤ emax I +D where emax is the largest eigenvalue of K
TK, hence we get,
|KTK +D|−1/2 ≥
n∏
i=0
(
λi + emax
)−1/2
. (4.7)
Using (4.6), (4.7) and letting t = 1/λi, we get,
f(z|σ2, θ) ≥
σ−n
(2pi)n/2
exp
{
−
1
2σ2
zT z
}[
1
e
1/2
max
∫
R+
t−1(
1
emax
+ t
)1/2dt
]n+1
.
From Lemma 2, the above integral is equal to ∞, thus proving Proposition 3.1.
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