Abstract. We consider several questions inspired by the direct-sum problem in (two-party) communication complexity. In all questions,
Introduction
A basic question in complexity theory is how the complexity of computing k independent instances relates to the complexity of 2 Beimel et al. cc 23 (2014) computing one instance. Such problems, called direct-sum problems, have been studied for a variety of computational models. Broadly, the direct-sum question asks (with respect to an arbitrary computational model and any complexity measure):
Question 1.1. Can "solving" k functions f 1 , . . . , f k on k independent inputs x 1 , . . ., x k (respectively) be done more "efficiently" than just "solving" each f i (x i )?
(Of particular interest is the special case where all functions are identical.) Since the inputs are independent, it is tempting to conjecture that in reasonable models the answer is negative. Indeed, it was proved that in several models no significant saving can be obtained, e.g., for decision trees (Beigel & Hirst 1998; Jain et al. 2010; Nisan et al. 1999; Shaltiel 2001) . However, for other models, some saving is possible despite the independence of the inputs, e.g., in non-deterministic communication complexity and randomized communication complexity (Feder et al. 1995; Karchmer et al. 1995a ), deterministic communication complexity of relations (Feder et al. 1995) , and distributional communication complexity (Shaltiel 2001) . For other models, the answer is still unknown, e.g., in circuit complexity (Galbiati & Fischer 1981; Paul 1974; Uhlig 1974) . Direct-sum results are important for understanding the power of a computational model. For example, it was shown in Karchmer et al. (1995b) that a negative answer for a variant of this question implies circuit lower bounds, in particular, N C 1 = N C 2 . Furthermore, direct-sum results on the so-called "information complexity" have been used to prove lower bounds on the communication complexity of functions (Bar-Yossef et al. 2002) .
To better understand direct-sum questions, a simpler task has been proposed-eliminating a vector of answers. More precisely, for k fixed Boolean functions f 1 , . . . , f k , given k inputs x 1 , . . . , x k , find a vector σ 1 , . . . , σ k such that f i (x i ) = σ i for at least one i. In other words, given x 1 , . . . , x k , a-priori there are 2 k possible vectors of outputs for the k instances. Solving the direct-sum problem is finding the correct vector of outputs; eliminating means returning one of the 2 k − 1 vectors that is not the vector of outputs. Clearly,
• We relate the deterministic communication complexity of choose f,g to the non-deterministic and deterministic complexity of solving f and g. In particular, we show that if the nondeterministic communication complexity of f and g are "high", then the deterministic communication complexity of choose f,g is also "high". This implies that, for most functions f, g (that is, for all but a double exponentially small fraction of the functions from {0, 1} n to {0, 1}), the communication complexity of choose f,g is Ω(n). We prove a similar, however weaker, lower bound for agree f,g .
• In one-way deterministic protocols, for all functions f, g no saving is possible for solving choose f,g compared to solving one of these functions.
To better understand whether saving is possible for eliminate in communication complexity, we explore a restriction of eliminate, called r-eliminate (where the 'r' stands for restricted). In this case, Alice has k inputs x 1 , . . . , x k ; however, Bob has only one input y. The goal of Alice and Bob is to find a vector σ 1 , . . . , σ k such that f i (x i , y) = σ i , for at least one i. In the rest of this section, we assume that f 1 = f 2 = · · · = f k = f . In this model, significant saving is possible even for k = 2. For example for r-eliminate of the equality function, if Alice holds two inputs x 1 = x 2 , she can eliminate, say, (0, 1) without any communication, and if x 1 = x 2 , she can eliminate (1, 1) without any communication. We show that, for some other functions, r-eliminate is hard, and we also give additional examples where some saving is possible: 6 Beimel et al. cc 23 (2014) • r-eliminate of the disjointness function on k instances can be done by a deterministic protocol sending (n log k)/k bits; this is better than the deterministic complexity of solving one instance of disjointness (which is n). By Ambainis et al. (2001) , eliminate of k instances of disjointness requires n − O(log n) bits deterministically. Using this result, we prove that solving r-eliminate of disjointness deterministically on k instances requires Ω(n/k) bits. That is, our protocol is optimal up to a factor of log k.
• r-eliminate of the inner-product function on k instances can be solved deterministically by exchanging n − k + 2 bits. Thus, some saving is possible for large k's. We show that our lower bound for eliminate IP k can be translated to a lower bound of Ω(n/k) for r-eliminate on k instances of IP for randomized protocols.
• For most functions, r-eliminate of two instances requires at least n − 5 bits. Thus, the naive protocol where Bob sends his input to Alice is nearly optimal.
We also consider decision trees and circuit complexity. We show that for decision trees, no saving can be obtained for any of the tasks. That is, we show that any decision tree solving eliminate f,g can be converted into a decision tree of the same size and depth that either computes f or computes g. This is related to the results that no saving can be achieved for decision trees in the direct-sum problem (Beigel & Hirst 1998; Jain et al. 2010; Nisan et al. 1999; Shaltiel 2001) . We also prove that the size of the smallest circuit solving agree f,g is equal to the deterministic communication complexity of choose R f ,Rg , where R f denotes the Karchmer-Wigderson relation related to f (Karchmer & Wigderson 1990) . This is a generalization of results of Karchmer & Wigderson (1990) on the relation between circuit size of a function f and the communication complexity of R f .
Organization.
In Section 2, we review notions from communication complexity and define choose, agree, and eliminate. In Section 3, we describe related work. In Section 4, we prove cc 23 (2014) Choosing, agreeing, and eliminating 7 several lower bounds for the three relations. In Section 5, we give upper and lower bounds for eliminate and r-eliminate for specific functions. Finally, in Section 6, we discuss these problems for decision trees and circuit complexity.
Preliminaries
We consider the two-party communication complexity model of Yao (1979) . In this model, there are three finite sets X, Y , and Z, and a relation R ⊆ X × Y × Z. Two players, Alice and Bob, get x ∈ X and y ∈ Y , respectively. Their goal is to compute z such that (x, y, z) ∈ R by exchanging bits according to some protocol (we assume that for every x, y there is some z such that (x, y, z) ∈ R). We next define deterministic, non-deterministic, randomized, and distributional communication complexity.
A protocol P (over X, Y , Z) is described by a binary tree in which every internal node is labeled either by A (i.e., Alice sends a bit) or by B (i.e., Bob sends a bit), and by a Boolean function f A : X → {0, 1} or f B : Y → {0, 1}, respectively. Every leaf is labeled by an element of Z. Every input (x, y) uniquely defines a leaf reached by the protocol in the following way: start at the root; at each internal node v, compute f A (x) or f B (y) according to the label of the node. If f A (x) = 0 (respectively, f B (y) = 0), continue the protocol with the left child of v (in this case, we say that a 0 bit was sent); otherwise, continue with the right child of v (and say that a 1 was sent). We repeat this process until we reach a leaf, and let P(x, y) denote the label of this leaf. The complexity of P is the depth of the tree. We say that P is a c-protocol if the depth of the tree describing the protocol is at most c. Definition 2.1. Let D(R) be the minimum c for which there is a c-protocol P solving R; that is, a protocol for which (x, y, P(x, y) Beimel et al. cc 23 (2014) A non-deterministic c-protocol P is defined similarly, except that the domain of each interior-node function f v is {0, 1, * } instead of {0, 1} and a leaf can also be labeled by ? (where ? / ∈ Z). At node v, if f v evaluates to * on input (x, y) then the computation moves non-deterministically to either child of v. That is, for every input (x, y) there can be many paths starting at the root. Let L(x, y) denote the set of the leaves that can be reached from the root on input (x, y). We say that a non-deterministic protocol solves a relation R if for every (x, y) there is some ∈ L(x, y) that is labeled by a z such that (x, y, z) ∈ R and no leaf ∈ L(x, y) is labeled by a z ∈ Z such that (x, y, z) / ∈ R (however, it is possible that is labeled by ?).
Definition 2.2. Let N (R) be the minimum c for which there exists a non-deterministic c-protocol solving R. In a randomized protocol, Alice and Bob, in addition to their inputs, have random inputs r A and r B , respectively. In Alice's nodes in the protocol tree, the decision to send 0 (i.e., to go to the left child), or to send 1 (i.e., to go to the right child) is a function of x and r A . Similarly, in Bob's nodes, the decision is a function of y and r B . For every x, y, there is a probability distribution on the leaves reached by the protocol, induced by randomly and uniformly choosing r A and r B . We say that a randomized protocol P computes a relation R with error if Pr[(x, y, P(x, y)) ∈ R] ≥ 1− , cc 23 (2014) Choosing, agreeing, and eliminating 9 for every (x, y) ∈ X × Y . In the above model, Alice and Bob each have an independent random input, r A and r B , respectively. We also consider the "public-coins" model, where both players have access to the same random string, i.e., r A = r B = r. Such common randomness may reduce the communication complexity of the problem.
Definition 2.5 (Randomized complexity). The -error randomized communication complexity, denoted by R (R), is defined as the minimum c, for which there is a randomized c-protocol P that computes R with error at most . Similarly, R pub (R) is the minimum c for which there exists a randomized c-protocol P with shared randomness which computes R with error at most . 
Definition 2.6 (Distributional complexity). Let μ be a probability distribution on
, where the maximum is taken over all distributions μ on X × Y . Theorem 2.8 (Newman 1991) .
be a function. Then, for every 0 < ≤ 1/2 and 0 < δ ≤ 1, 
If
k as a random k-bit output errs with probability 1/2 k . As we shall see, 
Related work
In this section, we describe previous works on direct-sum questions in communication complexity. Karchmer et al. (1995b) proved the key results originally motivating the study of this area; they showed that if the depth of a Boolean circuit for the composition of two functions is close to the sum of the individual depths, then N C 1 is different from N C 2 . As circuit depth is equal to the communication complexity of relations (Karchmer & Wigderson 1990) , this is a question in communication complexity. Specifically, Karchmer et al. (1995b) discussed the circuit depth complexity of n bits Boolean functions constructed by composing up cc 23 (2014) Choosing, agreeing, and eliminating 11 to d = log n/ log log n levels of k = log n bit Boolean functions and conjectured that circuit depth is additive under composition, which would imply that any (bounded fan-in) circuit for this problem requires dk = Ω(d 2 (k log k) 1 2 ) depth. This would separate AC 1 from N C 1 . Following this paper, Edmonds et al. (1991) gave an almost optimal lower bound of dk
2 ) for the universal composition relation, which is an abstraction of the above composition. This lower bound does not yield any separation results. Feder et al. (1995) considered amortized communication complexity, defined as the ratio between the communication complexity of f k divided by k, for large k (i.e., the average cost per instance in the direct-sum problem). They showed that the amortized communication complexity of a relation can be smaller than its communication complexity: they presented a partial function whose communication complexity is Θ(log n) and its amortized communication complexity is O(1). For randomized protocols, they described a function whose randomized communication complexity is Θ(log n) and its amortized randomized communication complexity is O(1). In other words, they showed that some saving is possible in the direct-sum problem for relations and in randomized protocols for functions. They also gave a general lower bound on the deterministic amortized communication complexity of any function f in terms of its communication complexity D(f ); for every function f , the amortized communication complexity of f is Ω D(f ) − log n . Karchmer et al. (1995a) defined an integer program related to protocols and considered its refinement into linear program. They showed that this program often has direct-sum properties. Using this property, they reproved and strengthened results of Feder et al. (1995) , stating that no significant saving can be obtained for non-deterministic amortized communication complexity. They also showed a similar result for two-round deterministic protocols. Chakrabarti et al. (2001) introduced the notion of information complexity, which measures the amount of information revealed by the transcript about the inputs. This measure is a lower bound on the communication complexity of a function. Using this cc 23 (2014) notion, they proved a lower bound of Ω(k √ n) for the randomized direct sum of k copies of the equality function in the simultaneous message model (compared to θ( √ n) for one copy in this model). Bar-Yossef et al. (2002) generalized the notion of Chakrabarti et al. (2001) to general communication models, and proved that it admits a direct-sum property. They used this notion to prove an Ω(n) lower bound on the randomized communication complexity of the disjointness function [originally proved by Kalyanasundaram & Schnitger (1992) and Razborov (1990) ]. Their proof reduces proving lower bounds for disjointness to proving lower bounds for the information complexity of the AND function. Jain et al. (2003) showed lower bounds for the direct-sum problem for two-party randomized protocols with r rounds. Their proofs also use the notion of information complexity of a protocol, as defined in Chakrabarti et al. (2001) .
The randomized communication complexity of solving k instances is still an open problem. Beame et al. (2005) showed that, for a certain class of functions, no saving can be obtained for randomized protocols solving the direct sum of functions.
1 Proving that the randomized communication complexity of solving f k grows as a function of k was a longstanding open problem. Barak et al. (2010) 
. Most relevant to our work is the paper by Ambainis et al. (2001) . They study the communication complexity of eliminate and two additional relations, enumeration and selection. They present several direct-sum conjectures for these relations and prove a lower bound of Ω(n), for deterministic protocols, for eliminate f k , for several natural functions, e.g., equality and disjointness. They also prove a lower bound of Ω(n) for the complexity of deterministic protocols for several graph properties. Furthermore, they prove some lower bounds on the randomized complexity of eliminate for disjointness and inner product.
cc 23 (2014) Choosing, agreeing, and eliminating 13 3.1. Direct product. Given a communication protocol for f , a natural method for solving k instances of f is to run the protocol independently on each instance. This method has complexity of k times the complexity of the protocol solving f on one instance. When using a randomized protocol with error for f , then the probability of simultaneously succeeding on all k instances is only (1 − ) k . The question is whether this method is optimal, i.e., does every protocol with cost at most kc, where c is the cost of solving f on one instance, err with probability at least (1 − ) k . The above question is an example of a direct-product question. In general, the direct-product question is: "Given that we can solve one instance with error and complexity c, what is the smallest error for solving k instances with complexity kc (or even when the complexity is significantly smaller than kc)?" A direct-product theorem states that the success probability in these cases is δ k , for some constant δ. Direct-product results and their variants appear in many different areas of complexity theory, ranging from hardness amplification in the theory of pseudo-randomness, to parallel repetition in interactive proof systems, and to time-space trade-offs in concrete models of computation.
We next concentrate on the setting of communication complexity. Although direct-product results seem highly plausible, it is well-known that strong direct-product results fail to hold for several models of communication and computation. For example, testing equality of two n-bits strings by a randomized protocol requires Θ(log n) bits, while testing of k = log n pairs of n-bit strings with a constant-error communication protocol has complexity O(k log k + log n) = O(log n log log n) (see, e.g., (Kushilevitz & Nisan 1997, Example 4.3, page 43) ). In contrast, the naive protocol has complexity of O(k log n) = O(log 2 n). Similarly, Shaltiel (2001) gives an example for which a strong direct-product result fails to hold for distributional communication complexity. Whether the strong direct-product theorem holds in general, for public-coins randomized protocols, remains an open question in communication complexity. Notwithstanding the above-mentioned counterexamples, various forms of direct-product results have been discovered in special cases. Early attempts at the question can be found in Impagliazzo et al. (1994) and Parnafes et al. (1997) . 
General bounds for choose, agree, and eliminate
In this section, we show that saving is possible in public-coins randomized protocols for eliminate of some functions. We then prove lower bounds on the complexity of choose f 1 ,f 2 , agree f 1 ,f 2 , and eliminate f k .
Upper bounds for eliminate.
Theorem 4.1. For every function f , there exists a randomized protocol in the public-coins model for eliminate f k with complexity
and error = 2 −k /e, in which at least one of the parties gets the output of the protocol.
Proof. We describe a protocol with the desired complexity. In the first step of the protocol, Bob checks whether he has at least √ k distinct inputs (among his k inputs). If so, both Alice and Bob treat the public random string r as a sequence of blocks r 1 , r 2 , . . . , each of length n. If there exists i and j such that y i = r j , among the first 2 n / √ k blocks of r, Bob sends j to Alice. In this case, Alice computes σ = 1 − f (x , r j ) for 1 ≤ ≤ k and outputs (σ 1 , . . . , σ k ). If Bob cannot find such index, he sends 0 to Alice, who outputs a random k-bit string. In this case, Alice is not trying to compute the right answer, but hopes to guess a correct answer (and with high probability she does). If Bob has fewer than √ k distinct inputs and Alice has at least √ k distinct inputs, they reverse roles. In this case, Bob gets the output. In both cases, the communication complexity 
To complete the analysis of the protocol, we bound the error probability for the cases that Bob (or Alice) has at least √ k distinct input values. The probability that y i = r j for all 1 ≤ i ≤ k and
In this case, the protocol errs with probability 1/2 k . If y i = r j then the protocol never errs. Thus, the error probability of the protocol is 2 −k /e.
Applying the above theorem to the inner-product function, we get a protocol for k = √ n instances whose complexity is n − 1/4 log n + O(1). In contrast, solving IP on a single instance requires n − O(1) bits. Thus, we show a saving of Ω(log n) bits.
Notice that in the above protocol, unlike the rest of the paper, only one party gets the output of the protocol. Furthermore, the identity of the party that gets the output depends on the inputs of the parties. That is, if Bob has at least √ k distinct inputs, Alice learns the output, and if only Alice has at least √ k distinct inputs Bob learns the output.
Lower bounds for choose and agree.
Next we prove lower bounds for choose f 1 ,f 2 and agree f 1 ,f 2 using the deterministic and non-deterministic communication complexity of f 1 and f 2 .
Theorem 4.2. For every two functions
Proof. Let P be a deterministic protocol solving choose f 1 ,f 2 with complexity D(choose f 1 ,f 2 ). If there is a pair of inputs x 1 , y 1 such that P(x 1 , x 2 , y 1 , y 2 ) = (2, f 2 (x 2 , y 2 )), for every x 2 , y 2 , then
Given x 2 and y 2 , the protocol for f 2 executes P on x 1 , x 2 , y 1 , y 2 and answers accordingly. Similarly, if there are inputs x 2 , y 2 such that P(
cc 23 (2014) Otherwise, the following is a non-deterministic protocol for f 1 : Given inputs x 1 and y 1 , Alice and Bob guess inputs x 2 and y 2 , respectively, and execute P on x 1 , x 2 , y 1 , y 2 . If the answer is an f 1 -answer, Alice and Bob output it, otherwise they output "FAIL-URE". It is guaranteed by the above that for every x 1 , y 1 , there must be at least one pair x 2 , y 2 , such that P answers on x 1 , x 2 , y 1 , y 2 according to f 1 . Hence,
In particular, it follows that
Next, we present a similar (but weaker) lower bound on the complexity of agree f 1 ,f 2 using the non-deterministic communication complexity of f 1 and f 2 .
Theorem 4.3. For every two functions
To prove this theorem, we fix a deterministic protocol P that solves agree f 1 ,f 2 with complexity D(agree f 1 ,f 2 ). Using this protocol, we construct a non-deterministic protocol with communication complexity D(agree f 1 ,f 2 ) + log(2n) either for proving f 1 (x, y) = 0 or for proving f 2 (x, y) = 1. For the construction we need the following definition and propositions. 
Intuitively, since f 2 (x 2 , y 2 ) = 1, the fact that P(x 1 , x 2 , y 1 , y 2 ) = 0 implies that f 1 (x 1 , y 1 ) = 0. The term "f 1 -loser" is given since when cc 23 (2014) Choosing, agreeing, and eliminating 17 the protocol for agree gets a 0-instance and a 1-instance and outputs 0, it can be viewed as if the 1-instance "lost". Define a pair (x 1 , y 1 ) ∈ S 1 to be an f 2 -loser similarly.
Proposition 4.5. For every two sets S 1 ⊆f −1 1 (0) and S 2 ⊆f −1 2 (1), either there is a pair (x 2 , y 2 ) ∈ S 2 that is an f 1 -loser or a pair (x 1 , y 1 ) ∈ S 1 that is an f 2 -loser (or both).
Proof. Consider a matrix whose rows are labeled by elements of S 1 and columns by elements of S 2 and the (x 1 , y 1 ), (x 2 , y 2 ) entry is the output of the protocol on x 1 , x 2 , y 1 , y 2 . If at least half of the entries of the matrix are zero, then there exists a column in which at least half of the entries are 0. Otherwise, at least half of the entries are one, and there is a row in which at least half of the entries are 1.
Proposition 4.6. At least one of the following conditions hold: (i) There is a sequence of 2n pairs
Proof. We apply Proposition 4.5 recursively, starting with
2 (1), and stop when one of the sets S 1 or S 2 has size smaller than 1 (i.e., size 0). In each step, either the size of S 1 or the size of S 2 is reduced by at least a factor of 2, so the process terminates after at most 4n steps (since |S 1 |, |S 2 | ≤ 2 2n ). Furthermore, if we end with |S 1 | = 0, we only take the f 1 -losers and get a sequence of size at most 2n. If we end with |S 2 | = 0, we get a sequence of at most 2n f 2 -losers.
We are ready to prove Theorem 4.3.
Proof (of Theorem 4.3). Assume that the first case of Proposition 4.6 holds. We construct a non-deterministic protocol for proving that f 1 (x, y) = 0 (if the second case holds, we 18 Beimel et al. cc 23 (2014) would construct a non-deterministic protocol for proving f 2 (x, y) = 1). Let (x 1 , y 1 ), . . . , (x 2n , y 2n ) be the sequence guaranteed by Proposition 4.6. The first idea is, given input (x, y) to f 1 , to execute P(x, x i , y, y i ) for i = 1, . . . , 2n. If in at least one of the executions, the output of P is 0, then clearly f 1 (x, y) = 0. Furthermore, if f 1 (x, y) = 0, then at least one of the executions will return 0. This protocol activates P for 2n times and is, thus, extremely inefficient. However, Alice can guess an index i such that P(x, x i , y, y i ) = 0, send it to Bob, and Alice and Bob execute P(x, x i , y, y i ), and output 0 iff P outputs 0. Therefore, D(agree
Theorem 4.3 does not rule out the possibility of an exponential gap between D(agree f 1 ,f 2 ) and min {D(f 1 ), D(f 2 )}. For the special case agree f,f , Theorem 4.3 implies that the gap is at most a quadratic, i.e.,
. This should be compared, on the one hand, to choose f,f , which is as hard as computing f and, on the other hand, to solving eliminate f,f , which is equal to solving eliminate f 2 . Furthermore, solving agree f,f is equivalent to solving f .
Lower bounds for randomized protocols for eliminate.
We next prove a lower bound for eliminate f k using the randomized communication complexity of f .
Theorem 4.7. For every function f , and every < 1/2 k ,
Proof. We prove the lower bound using Theorem 2.7-Yao's min-max Theorem. Let μ be a distribution on {0,
We start with a randomized protocol P for eliminate f k with error at most and complexity R (eliminate f k ). We construct a deterministic protocol P with the same complexity as P such that the probability over the inputs, according to μ, that P solves f (x, y) correctly is at least 1 − .
The construction of P is done in stages. We first define a protocol P and then use it to define P . The idea behind the construction is to convert the protocol P for eliminate to a protocol that, with high probability, outputs a vector that makes an error on the ith bit, for a fixed i.
For the construction of P , we use constants q 0 , . . . , q k such that 1 = q 0 ≥ q 1 ≥ · · · ≥ q k = . These constants will be specified later. We also use the random variables Z 1 , . . . , Z k , defined as follows. We pick inputs x 1 , y 1 , . . . , x k , y k according to the distribution μ k . We next execute P(x 1 , . . . , x k , y 1 , . . . , y k ); let (σ 1 , . . . , σ k ) be the output of P.
By the correctness of P,
where the probability is taken over the choice of the inputs according to the distribution μ k and over the randomness of P. Since
(otherwise, the above product will be larger than q k = ). Let i be the smallest such index. That is, Pr[
Using this index i, we construct a randomized protocol P computing f . Intuitively, P will use the fact that with a noticeable probability it can take the i-th output of P and negate it and obtain a correct output for the i-th pair of inputs (assuming they are distributed according to μ). Formally, on input (x, y), the protocol P samples x 1 , y 1 , . . . , x i−1 , y i−1 , x i+1 , y i+1 , . . . , x k , y k according to μ k−1 and gives these inputs to both Alice and Bob (we will see later how to implement this step without communication). Notice that both Alice and Bob receive the 2k − 2 strings (unlike the usual setting). Then Alice and Bob execute P( x, y), where x = (x 1 , . . . , Beimel et al. cc 23 (2014) i − 1, then Alice and Bob output σ i . Otherwise, Alice outputs a uniformly random bit b.
We next claim that if the input (x, y) is distributed according to μ, then the error of P is at most . Protocol P succeeds in two cases: (1) σ j = f (x j , y j ), for 1 ≤ j ≤ i − 1, and σ i = f (x, y); by our choice of i, this happens with probability at least p · (1 − q i /q i−1 ) and (2) σ j = f (x j , y j ), for some 1 ≤ j ≤ i − 1, and b = f (x, y); this happens with probability 0.5(1 − p). All together the success probability of P is p · (1 − q i /q i−1 ) + 0.5 (1 − p) , where the probability is taken over the choice of the input (x, y) according to the distribution μ, the choice of the other k − 1 pairs of inputs for P according to μ k−1 , the randomness of P, and the choice of b. Since p ≥ q i−1 and by choosing q i , q i−1 such that q i /q i−1 ≤ 0.5, the success probability is at least ≤ 0.5 for ≤ 0.5; thus, the success probability of P is at least 1 − .
Protocol P is randomized and we want a deterministic protocol P . Furthermore, we need to explain how we can assume that Alice and Bob know all the other k − 1 pairs of inputs. The derandomization of P is done using a simple averaging argument: there exists a random string for P such that the success probability of P with this random string is at least 1 − , where now the success probability is taken over the choice of x, y according to μ. We fix such random string to obtain P . As this random string contains x 1 , y 1 , . . . , x i−1 , y i−1 , x i+1 , y i+1 , . . . , x k , y k , and P executes P with the fixed random string, both Alice and Bob know these inputs. Thus, as the communication complexity of P is the same as the communication complexity of P, the theorem follows.
Together with a simple protocol for eliminate, which solves one instance and guesses the other coordinates, for < 1/2 k .
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In other words, R pub (f ) characterizes R pub (eliminate f k ) up to a factor of 2 O(k) . Using Newman's Theorem (Newman 1991) , see Theorem 2.8 in Section 2, we obtain the following for the private randomness model, Corollary 4.9. For every δ > 0,
Lower bounds for deterministic protocols for eliminate.
In this section, we prove a lower bound for deterministic protocols for eliminate of functions with high non-deterministic communication complexity.
Before we continue, we compare Theorem 4.11 to Theorem 4.7. Both theorems relate the communication complexity of solving eliminate of f to the communication complexity of solving f . On the one hand, Theorem 4.7 is stronger since it applies also to randomized protocols and applies to any number of instances, whereas Theorem 4.11 applies only to deterministic protocols and to two instances (i.e., f 2 ). On the other hand, Theorem 4.11 is stronger since for the lower bound it uses the complexity of computing f by a randomized protocol with a small error, whereas in 22 Beimel et al. cc 23 (2014) Theorem 4.7 the error is very close to 1/2. In Corollary 4.13 below, the small error of Theorem 4.11 is used. See the further discussion in Example 4.14. For the proof of Theorem 4.11, we need the following definition.
Definition 4.12. Let f be Boolean function and P be a deterministic protocol for eliminate f 2 . For a pair
Proof (of Theorem 4.11). Let P be deterministic protocol for eliminate f 2 with complexity D(eliminate f 2 ). In Algorithm 1, we construct a set Z of λ-candidates for f . We have two cases for
the set T at the end of Algorithm 1.
T is empty. In this case, we construct a non-deterministic protocol for f . Alice guesses some candidate (x 0 , y 0 ) from Z, and sends its index to Bob. Choosing, agreeing, and eliminating 23 of Algorithm 1, for every (x, y) there must be at least one pair (x 0 , y 0 ) ∈ Z such that b 0 = f (x 0 , y 0 ). Thus, this is a non-deterministic protocol for f according to Remark 2.4.
By the construction of Z, the size of T decreases by at least λ|T | in each step; thus, after at most 2n/λ steps
Since the size of T is an integer, after at most 2n/λ steps |T | = 0. Thus, |Z| ≤ 2n/λ and the communication complexity of the non-deterministic protocol is
T is non-empty. In this case, we construct a randomized protocol for f in the public-coins model. When Algorithm 1 terminates, for every (x 0 , y 0 ) ∈ {0, 1} n × {0, 1} n for at least |T |(1 − λ) of the pairs (x, y) ∈ T , protocol P on inputs (x 0 , x, y 0 , y) returns an output (b 0 , b) such that b 0 = f (x 0 , y 0 ), that is, f (x 0 , y 0 ) = 1 − b 0 and we can use such x, y to compute f (x 0 , y 0 ). Formally, we construct a protocol P which on input x 0 , y 0 picks with uniform distribution a pair (x, y) ∈ T as the public randomness, executes P(x 0 , x, y 0 , y), gets an answer (b 0 , b), and outputs 1 − b 0 . The error of this protocol is at most λ and the communication complexity is exactly D(eliminate f 2 ).
Thus, from a deterministic protocol for eliminate f 2 , we either construct a non-deterministic protocol with communication complexity D(eliminate f 2 )−log λ −1 −log n−1 or construct a randomized protocol with error probability at most λ and communication complexity D(eliminate f 2 ), and the theorem follows.
Proof. Take λ in Theorem 4.11 to be 2
. Let P be a randomized protocol with error 2 −O(n) and 24 Beimel et al. cc 23 (2014) communication complexity R pub λ (f ). By executing P a constant number of times and taking the majority answer, we get a protocol P with error smaller than 2 −2n and communication complexity O(R pub λ (f )). Since there are 2 2n pairs of inputs for P and its error is less than 2 −2n , there exists a (public) random string r such that P , with this string r, is correct for every input. Thus,
, and
Example 4.14. Consider the equality function, denoted EQ, where EQ(x, y) = 1 iff x = y for x, y ∈ {0, 1} n . It is known that N (EQ) ≥ n, thus D(eliminate EQ 2 ) = Ω(n). This reproves a result of Ambainis et al. (2001) . As R pub 1/4 (EQ) = O(1), the lower bound for D(eliminate EQ 2 ) cannot be proved via Theorem 4.7. Note that to get a lower bound on the deterministic complexity of eliminate for EQ, the proof needed to look at the randomized communication complexity of EQ.
Similarly, consider the greater-than function, denoted GT, where GT(x, y) = 1 iff x ≥ y for x, y ∈ {0, 1} n (where x and y are viewed as integers between 0 and 2 n − 1). It is known that N (GT) ≥ n, thus D(eliminate GT 2 ) = Ω(n). This lower bound was not known previously and, as R pub 1/4 (GT) = O(log n) (see (Kushilevitz & Nisan 1997 , Exercise 3.18)), the lower bound for D(eliminate GT 2 ) cannot be proved via Theorem 4.7. ♦ 4.5. Lower bounds for one-way communication complexity for solving choose. We end this section with a lower bound on the one-way deterministic communication complexity of choose. Proof. Let P be a 1-round protocol for choose f 1 ,f 2 with complexity c = D 1 (choose f 1 ,f 2 ). Let x 1 , x 2 and y 1 , y 2 be the inputs of Alice and Bob, respectively. By definition, P proceeds in the following way: (i) Alice computes the first message of the protocol P, i.e., m ← P 1 (x 1 , x 2 ) where |P 1 (x 1 , x 2 )| ≤ c, and sends it to Bob.
(ii) Bob computes the output of P, i.e., P 2 (m, y 1 , y 2 ), and outputs
We say that P is f 1 -friendly, if the following predicate is satisfied:
Informally, it asserts that for every input x 1 of Alice, there exists an input x 2 , that enables Bob, no matter what input he holds y 1 , to come up with an input y 2 that will make P answer according to f 1 (x 1 , y 1 ). Suppose P is f 1 -friendly. The following is a 1-round, c-bit protocol for f 1 : (i) On input x 1 , Alice finds x 2 as promised by (4.16), and sends m ← P 1 (x 1 , x 2 ) to Bob. (ii) Given his input y 1 , and m, Bob finds some y 2 such that P 2 (m, y 1 , y 2 ) = (1, b). Bob outputs f 1 (x 1 , y 1 ) = b.
We claim that f 1 (x 1 , y 1 ) = b, since (1, b) is the (correct) output that Bob returns when Alice holds x 1 , x 2 and Bob holds y 1 , y 2 .
We are left with the case where P is not f 1 -friendly. In this case it hold that (4.17) ∃x 1 ∀x 2 ∃y 1 ∀y 2 : P(x 1 , x 2 , y 1 , y 2 ) = (2, f 2 (x 2 , y 2 )).
This implies that (4.18) ∀x 2 ∃x 1 ∀y 2 ∃y 1 : P(x 1 , x 2 , y 1 , y 2 ) = (2, f 2 (x 2 , y 2 )), which in turn shows that P is f 2 -friendly, and thus, there is an appropriate protocol for f 2 .
cc 23 (2014) 
Eliminate and r-eliminate of specific functions
We consider the r-eliminate task, where Alice gets a sequence of inputs x 1 , . . . , x k and Bob gets a single input y, and their goal is to compute some impossible outcome for f (x 1 , y) 
for every i ≤ m − n, every x, y ∈ {0, 1} n , and every a ∈ {0, 1} i ,
The functions disjointness and inner-product (defined below) are paddable with respect to themselves (by taking b = 0). 
As f is paddable with respect to g (with some b), we can pad each input x i of Alice to get
(of length nk). We execute an optimal deterministic protocol for r-eliminate g k on inputs (x 1 , . . . x k , y ), and let τ be the answer of the eliminate protocol. Since f is paddable with respect to g, we have f (x i , y i ) = g(x i , y ) and the answer τ is a possible answer for
The same reduction applies for the randomized case.
R-eliminate for the disjointness function.
Let DISJ denote the disjointness function; namely, DISJ(S, T ) = 1 iff S∩T = ∅ for S, T ⊆ [n] (the input sets S, T are represented by their n-bit characteristic vectors). In Theorem 5.4, we describe an efficient protocol for r-eliminate DISJ k . We start with an example. Assume that k > n, the inputs of Alice are sets S 1 , . . . , S k , and the input of Bob is a set T . In this case, there must be a set S j such that S j ⊆ ∪ i =j S i (since at most n < k sets contain unique elements); hence, it is not possible that S j ∩ T = ∅ while S i ∩ T = ∅, for every i = j. Thus, Alice can eliminate, without any communication, the vector whose j-th coordinate is 0 and is 1 elsewhere. We generalize this idea for the case k ≤ n.
Proof. Let S 1 , . . . , S k be the inputs of Alice and T be the input of Bob.
To solve r-eliminate DISJ k , Alice sends the set A j to Bob. Bob computes DISJ(A j , T ) and sends the answer to Alice. Alice computes the output as follows: If DISJ(A j , T ) = 0, then A j intersects T , and, in particular, S j intersects T . Therefore, in this case, Alice may return any vector whose j-th coordinate is 1. If DISJ(A j , T ) = 1, then either S j and T are disjoint, or S j \ A j intersects T and, therefore, S i intersects T , for at least one i = j cc 23 (2014) (since any element in S j \ A j belongs to some S i ). Therefore, the vector whose j-th coordinate is 0 and all other coordinates are 1 is not possible and Alice outputs this vector.
The number of sets of size at most n/k is at most (ek) n/k . Therefore, communicating the set A j requires at most n/k log(ek) ≤ (n/k)(log k + 2) bits. Ambainis et al. (2001) showed that
Using the fact that DISJ with n/k-bit inputs is paddable with respect to DISJ with n-bit inputs and Lemma 5.3, we obtain a lower bound on the complexity of r-eliminate of disjointness; that is, D(r-eliminate DISJ k ) = Ω(n/k). In particular, we deduce that the protocol of Theorem 5.4 is optimal up to factor of log k for deterministic protocols. Theorem 4.7 and Lemma 5.3, together with the fact that R pub (DISJ) = Ω(n) (Bar-Yossef et al. 2002; Kalyanasundaram & Schnitger 1992; Razborov 1990) 
Eliminate and r-eliminate for the inner-product func
. In our protocol we use the following observation.
where the sum is over (F 2 ) n .
Proof. Let x 1 , . . . , x k be the inputs of Alice and y be the input of Bob. If n ≤ k − 1, the k inputs of Alice, considered as vectors in (F 2 ) n , are linearly dependent over F 2 . By Equation (5.6), there exist a set I ⊆ [k] such that i∈I IP(x i , y) = IP( i∈I x i , y) = 0. Thus, Alice may output a vector with 1 in one coordinate in I and 0 elsewhere. This is a correct answer for r-eliminate IP k , without any communication.
Next, we generalize this idea for the case n > k − 1. Now, Bob sends to Alice the n − k + 1 last bits of y, denoted as y [k,...,n] . Alice takes the k − 1 length prefixes of the vectors x 1 , . . . , x k , denoted x 1 , . . . , x k , respectively; by the same arguments as above, there exists a set I ⊆ [k] of indices such that i∈I x i = 0 k−1 . Alice computes IP( i∈I x i [k, . . . , n], y[k, . . . , n] 
Alice outputs a vector where for some i ∈ I, σ i = α and, σ j = 0 for every j = i. In this vector, i∈I IP(x i , y) = α, and thus, Alice's output is a correct answer for eliminate.
We next prove a lower bound on the randomized communication complexity of eliminate IP k . Specifically, we prove that (2014) Notice that, for k ≥ log n, their bound is Ω(1) while, even for k = o(n), our bound is Ω(n). The lower bound for IP can also be obtained from Theorem 4.7. We present a different proof below (using specific properties on IP), since we believe that its ideas might be of interest.
Theorem 5.8. For every δ < 1/(4k 3/2 2 k + 2),
Proof. We will show that if there is a δ-error protocol P for eliminate IP k , with complexity less than n − O(k), then, for some , there is a randomized protocol for IP on inputs of length nk with error less than 1/2 − and complexity less than nk − log O(1/ ), contradicting the known lower bound for IP. Given x, y ∈ {0, 1} nk , the protocol for IP(x, y), denoted P , proceeds as follows:
Alice and Bob execute the protocol P for eliminate IP k on (x 1 , . . . , x k , y 1 , . . . , y k ). Let (σ 1 , . . . , σ k ) be the output of P. Denote α i = σ i for 1 ≤ i ≤ k (with probability at least 1 − δ, we have IP(x i , y i ) = α i for at least one i).
2. Alice chooses uniformly at random an index 1 ≤ j ≤ k and sends j and x 1 , . . . , x j−1 , x j+1 , . . . , x k to Bob.
Bob computes
and computes the protocol's output as follows: . . . , k} \ {j}) , the output is a ⊕ α j (in this case, if P returns a correct output, then it must be that α j = β j and the output of P is correct).
• if c > 0, then with probability 1/2 + c the output is a ⊕ α j and with probability 1/2 − c it is a ⊕ α j , where c will be determined later.
We analyze the success probability of the protocol P . First, assume that P never errs. We will later remove this assumption. 
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The case m = 1: If Alice chooses the unique j such that α j = IP(x j , y j ), then c = 0 and P always succeeds. If Alice chooses any other j, then α j = IP(x j , y j ) and c = 1, and so the protocol P succeeds with probability 1/2 − 1 . All together, the success probability, in this case, is:
The case 2 ≤ m ≤ k: If Alice chooses an index j such that α j = IP(x j , y j ) (this happens with probability m/k), then c = m − 1 and Bob outputs the correct value (i.e., a ⊕ α j ) with probability 1/2 + m−1 . If Alice chooses j such that α j = IP(x j , y j ) (this happens with probability (1 − m/k)), then c = m and Bob outputs the correct value (i.e., a ⊕ α j ) with probability 1/2 − m . All together, the success probability, in this case, is m k
. Thus, for 2 ≤ m ≤ k, the success probability is:
For m = 1, the success probability is greater than 1/2+1/(4k). All together, P succeeds with probability greater than 1/2 +
≤ 2 k /k 1/2 . Next, assume that P errs with probability at most δ. In the worst case, P fails whenever P fails. The success probability of P is, therefore, at least (1 − δ) · (1/2 + 1/(4k 3/2 2 k )). Assuming that δ ≤ 1/(4k 3/2 2 k + 2), the success probability of P is at least 1/2 + 1/(8k2 2k ). The communication complexity of P is the communication complexity of P on inputs of length n, plus (1 − 1/k)nk + log k. By (Kushilevitz & Nisan 1997, Exercise 3.30), the communication cc 23 (2014) complexity of IP with error 1/2− on inputs of length nk is at least nk−O(log 1/ ). Thus, we get R δ (eliminate
As IP with n/k-bit inputs is padable with respect to IP with n-bit inputs (using b = 0 in Definition 5.2), we get by Lemma 5.3:
We know that R 1/2 k (eliminate IP k ) = O(1). Thus, the error that we allow in Theorem 5.8 (and Corollary 5.9) is nearly optimal.
R-eliminate of most functions.
We prove that, for most functions f , r-eliminate of two instances cannot be solved efficiently, i.e., we prove that, for most functions, D(r-eliminate f 2 ) ≥ n−3. In other words, for most functions, the trivial protocol where Bob sends y to Alice (or Alice sends one of its x i 's to Bob) is nearly optimal. 
For s = n − 4, we find
13 .
Decision trees and Karchmer-Wigderson games
In this section, we consider the decision tree size of eliminate f 1 ,f 2 and the circuit depth of agree f 1 ,f 2 . It is straightforward to define choose, agree, and eliminate in these computational models.
cc 23 (2014) 6.1. Decision trees. We now show that no saving can be obtained for deterministic decision trees in solving choose, agree, or eliminate compared to solving one of the original functions. We denote by T (R) the depth of the shallowest deterministic decision tree solving a relation R. The question of extending our results to randomized decision trees is open. The following lemma is stated for two functions; however, it can easily be generalized to k ≥ 2 instances.
Proof. It is enough to prove the lemma for eliminate. Let T be a decision tree for eliminate f 1 ,f 2 . Let v be a node in T , let X be the set of inputs x of f 1 such that, for some y (for f 2 ), the input (x, y) reaches v. Similarly, let Y be the set of inputs y such that, for some x, the input (x, y) reaches v. Note that all inputs in X × Y reach v (since each node either checks a bit in x or a bit in y). Finally, let d be the depth of the decision tree rooted at v. If there is a decision tree of depth d that computes f 1 correctly on X, then we say that v is an f 1 -node. If there is a decision tree of depth d that computes f 2 correctly on Y , then we say that v is an f 2 -node. We prove, by induction, that every node in T is an f 1 -node or an f 2 -node (or both). Thus, the induction hypothesis is true for the root of T and the results follows.
Base case. Let L be a leaf of T . If L is labeled by an output (σ 1 , σ 2 ), then at least one of the following must be true: (i) f 1 (x) = σ 1 for all x ∈ X, or (ii) f 2 (y) = σ 2 for all y ∈ Y . Otherwise, there are inputs x ∈ X and y ∈ Y such that f 1 (x) = σ 1 , f 2 (y) = σ 2 , but T answers (σ 1 , σ 2 ) on (x, y). Hence, in case (i) there is a depth 0 decision tree that computes f 1 on X (the trivial σ 1 tree) and in case (ii) for f 2 on Y . 
In the communication complexity game related to R f , defined by Karchmer and Wigderson, Alice gets x ∈ f −1 (1), Bob gets y ∈ f −1 (0), and their goal is to output i such that x, y, i ∈ R f , i.e., x i = y i . Karchmer & Wigderson (1990) proved that d(f ) = D(R f ). We next extend this result to circuits for agree. Recall that agree f 1 ,f 2 is not a function; we define d(agree f 1 ,f 2 ), as the depth of a shallowest circuit with fan-in 2 that on input (x, y) returns a possible output of agree f 1 ,f 2 (x, y). Karchmer & Wigderson (1990) . Given a protocol, described by a tree, for R X,Y , construct a circuit by replacing each of Alice nodes in the tree by an OR gate and each node of Bob by an AND gate. If a leaf L is labeled by output i, replace it by x i if all x ∈ X L have 1 in the i-th coordinate and replace it by x i if all x ∈ X L have 0 in the i-th coordinate (one of these cases must hold).
We prove, by induction, that C accepts all inputs in X and rejects all inputs in Y . The induction hypothesis is as follows: let v be a gate in the circuit and denote by C v the sub-circuit computed by the circuit rooted at v. We say that an input x reaches a node cc 23 (2014) Choosing, agreeing, and eliminating 37 v in the communication tree if there is some y ∈ Y such that (x, y) reach the node. A similar definition applies to y ∈ Y , i.e., there exist x ∈ X such that (x, y) reach the node. Let z be an input that reaches the node related to v in the communication tree of the protocol. We need to prove that, on the one hand, if z ∈ X, then C v accepts z, and on the other hand, if z ∈ Y then C v rejects z.
Base case. Let L be a leaf in the protocol. W.l.o.g., L is labeled by i and the corresponding leaf in the circuit is labeled by x i . Let z be an input that reaches L such that z ∈ X. Then z i = 1, as otherwise z would not have reached this leaf. Thus, C L accepts x. On the other hand, if z ∈ Y , then z i = 0 and, thus, C v rejects z. The proof for x i is similar.
Induction step. Let v be a gate, v 1 and v 2 its input gates, and C v 1 , C v 2 be the sub-circuits that satisfy the induction hypothesis.
Assume v is an OR gate. This is an Alice step and, thus, this step of the protocol only depends on her input x. Let x ∈ X be an input that reaches the protocol node related to v. Then, x reaches either v 1 or v 2 in the protocol. Suppose, w.l.o.g., that it reaches v 1 . By the induction hypothesis C v 1 accepts x and, thus, the OR gate C v accepts x. Suppose that y ∈ Y reaches v. Then, y reaches both v 1 and v 2 , as v does not depend on such inputs. Therefore, by the induction hypothesis, both C v 1 and C v 2 reject y and, thus, C v rejects y. Now, assume v is an AND gate. This is a Bob step and, thus, this step of the protocol only depends on inputs y such that y ∈ Y . Let y ∈ Y be an input that reaches the protocol node related to v. Then, y reaches either v 1 or v 2 in the protocol. Suppose, w.l.o.g., that it reaches v 1 . By the induction hypothesis C v 1 rejects y and, thus, C v rejects y. Suppose that x ∈ X reaches v. Then, x reaches both v 1 and v 2 , as v does not depend on such inputs. Therefore, by the induction hypothesis, both C v 1 and C v 2 accept x and thus the AND gate C v accepts x.
In order to prove Lemma 6.3 from Theorem 6.4, take the set X = {(x 1 , x 2 ) : f 1 (x 1 ) = f 2 (x 2 ) = 1} 38 Beimel et al. cc 23 (2014) and the set Y = {(y 1 , y 2 ) : f 1 (y 1 ) = f 2 (y 2 ) = 0} .
Note that X∩Y = ∅. Furthermore, agree f 1 ,f 2 (x 1 , x 2 ) = 1, for every (x 1 , x 2 ) ∈ X, and agree f 1 ,f 2 (y 1 , y 2 ) = 0, for every (y 1 , y 2 ) ∈ Y (and agree f 1 ,f 2 may return any value on any other pair of inputs). Thus, agree f 1 ,f 2 ≡ R X,Y .
