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The world of telecommunication is witnessing a swift transformation towards fifth
generation (5G) cellular networks. The future networks present requisite needs in
ubiquitous throughput, low latency, and high reliability. They are also envisioned
to provide diversified services such as enhanced Mobile BroadBand (eMBB) and
ultra-reliable low-latency communication (URLLC) as well as improved quality of
user experience. More interestingly, a novel mobile network architecture allowing
centralized processing and cloud computing has been proposed as one of the best
candidates for fifth generation. It is denoted as Cloud Radio Access Network (C-
RAN) and Heterogeneous Cloud Radio Access Network (H-CRAN). Furthermore,
the 5G architecture will be fog-like, namely fog radio access networks (F-RAN)
enabling a functional split of network functionalities between cloud and edge nodes
with caching and fog computing capabilities.
Meanwhile non-orthogonal multiple access (NOMA) has been proposed as an promis-
ing multiple access (MA) technology for future radio access networks (RANs) to
meet the heterogeneous demands for high throughput, low latency and massive con-
nectivity. One of the main challenges of NOMA is that how well it is to be compat-
ible with other emerging techniques for meeting the requirements of 5G. However,
comprehensive performance analysis on NOMA and practical resource allocation de-
signs in co-existence with other emerging networks have not been fully studied and
investigated in the literature. This thesis focuses on potential performance enhance-
ment brought by NOMA for the C-RAN, H-CRAN and F-RAN and is expected to
address some of the aforementioned key challenges of 5G. The research work of this
thesis can be divided into three parts.
vi
Chapter 0
In the first part of our research, we focus on investigating the performance analysis
of NOMA in a C-RAN. The problem of jointly optimizing user association, mut-
ing and power-bandwidth allocation is formulated for NOMA-enabled C-RANs. To
solve the mixed integer programming problem, the joint problem is decomposed into
two subproblems as 1) user association and muting 2) power-bandwidth allocation
optimization. To deal with the first subproblem, we propose a centralized and heuris-
tic algorithm to provide the optimal and suboptimal solutions to the remote radio
head (RRH) muting problem for given bandwidth and transmit power, respectively.
The second subproblem is then reformulated and we propose an optimal solution to
bandwidth and power allocation subject to users data rate constraints. Moreover,
for given user association and muting states, the optimal power allocation is de-
rived in a closed-form. Simulation results show that the proposed NOMA-enabled
C-RAN outperforms orthogonal multiple access (OMA)-based C-RANs in terms of
total achievable rate, interference mitigation and can achieve significant fairness
improvement.
Our second work investigates the performance of NOMA in H-CRAN, where coor-
dination of macro base station (MBS) and remote radio heads (RRHs) for H-CRAN
with NOMA is introduced to improve network performance. We formulate the prob-
lem of jointly optimizing user association, coordinated scheduling and power alloca-
tion for NOMA-enabled H-CRANs. To efficiently solve this problem, we decompose
the joint optimization problem into two subproblems as 1) user association and
scheduling 2) power allocation optimization. Firstly the users are divided based on
different interference they suffer. This interference-aware NOMA approach account
for the inter-tier interference. Proportional fairness (PF) scheduling for NOMA is
vii
utilized to schedule users with a two-loop optimization method to enhance through-
put and fairness. Based on the user scheduling scheme, optimal power allocation
optimization is performed by the hierarchical decomposition approach. It is then
followed by algorithm for joint scheduling and power allocation. Simulation re-
sults show that the proposed NOMA-enabled H-CRAN outperforms OMA-based
H-CRANs in terms of total achievable rate and can achieve significant fairness im-
provement.
In the third part of our research, we propose a NOMA-enabled fog-cloud struc-
ture in a novel density-aware F-RAN to tackle different aspects such as throughput
and latency requirements of high and low user-density regions, in order to meet
the heterogeneous requirements of eMBB and URLLC traffic. A framework of the
multi-objective problem is formulated to cater the high throughput and low-latency
requirements in a high and low user-density mode respectively. In the first prob-
lem, we study the joint caching placement and association strategy aiming at min-
imizing the average delay. To deal with the first problem, we apply McCormick
envelopes and Lagrange partial relaxation method to transform it into three convex
sub-problems, which is then solved by proposed distributed algorithm. The second
problem is to jointly optimize transmission mode selection, subchannel assignment
and power allocation to maximize the sum data rate of all fog user equipments
(F-UEs) while satisfying fronthaul capacity and fog-computing access point (F-AP)
power constraints. Moreover, for given transmission mode selection and subchannel
assignment, the optimal power allocation is derived in a closed-form. Simulation
results are provided for the proposed NOMA-enabled F-RAN framework and reveal
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The demands for high data rates and efficient use of limited radio-frequency spec-
trum resources and radio network infrastructure have been motivating the rapid
evolution in mobile networks. According to the Ericsson Mobility report, for the
near future, the total mobile data traffic will experience a 30 percent compound
annual growth rate (CAGR) between 2018 and 2024 to reach 131 exabytes (EB) per
month by the end of 2024 as shown in Figure 1.1 [1]. Meeting this growing amount of
data traffic is a critical issue for wireless systems. While the fourth generation (4G)
mobile systems have approached theoretical capacity, the fifth generation (5G) mo-
bile networks is to be launched in 2020 to deal with growing expectations of quality
of services (QoS) [2]. Another significant requirement that customers anticipate is
the availability of equally good services anywhere [3]. The demand for wireless data
connectivity is an additional challenge that will continue to increase in the near fu-
ture. The fully networked society will be a feature of the 5G mobile networks, where
all electronic devices are connected to the Internet as well as communications, such
1
1. Introduction
as machine-to-machine (M2M), Internet of things (IoT), etc, need to be supported
besides personal communications. Moreover, on the basis of the Ericsson Mobility
Report, the number of connected devices including the IoT, and other devices such
as mobile phones, is expected to reach 31.4 billion in 2024. Therefore, it is essential
to deal with all these intense demands through designing new revolutionary wireless
network technologies.
Figure 1.1: Global mobile data traffic (EB per month)
To deal with the above mentioned challenges in the forthcoming 5G wireless net-
works, compelling new technologies, such as massive multiple-input multiple-output
(MIMO) [4], non-orthogonal multiple access (NOMA) [5-7], millimeter wave (mmWave)
communications [8], cloud radio access networks (C-RAN) [9], heterogeneous cloud
radio access networks (H-CRAN) [10] and fog radio access networks (F-RAN) [11]
etc. have been proposed. In particular, wireless access technologies for 5G and
beyond 5G networks, will be more flexible, reliable, and efficient in terms of energy
and spectrum [12-16]. In fact, multiple access technology is the most fundamental
2
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aspect in physical layer and it significantly affects the whole system performance in
each generation of wireless networks. As such, this thesis focuses on the potential
performance enhancement brought by NOMA for the C-RAN, H-CRAN and F-RAN
that is expected to address some of the aforementioned key challenges of 5G.
The motivation behind considering C-RAN architecture is that the traditional dis-
tributed networks lacks in global network information while with only local network
information, scheduling can be performed sub-optimally. Therefore many tasks of
scheduling can benefit from a centralized global perspective. In the considered C-
RAN architecture, a central processor (cloud) is responsible for scheduling users.
The centralized scheduling approach offers the highest spectral efficiency (SE). The
SE with a decentralized approach is lower than what is achieved with a centralized
approach, due to the lack of global information.
In contrast to orthogonal multiple access (OMA), NOMA allows allocating one fre-
quency channel to multiple users at the same time within the same cell. NOMA
offers number of advantages, including improved SE, higher cell-edge user through-
put, massive connectivity, low latency, and higher user fairness [17].
Inspired by the aforementioned potential benefits of NOMA and C-RAN, we there-
fore explore the potential performance enhancement brought by NOMA for the C-
RANs. Although a substantial prior work in the available literature has investigated
C-RAN and NOMA, as discussed above, multiple access techniques and in partic-
ular NOMA, which are of great importance in C-RANs for interference mitigation
and SE improvement has not been fully explored.
Moreover, H-CRANs is considered as a promising solution to meet the huge traffic
demands of fifth generation (5G) networks. To further enhance the C-RAN concept,
3
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H-CRAN [10] has been proposed to decouple the control plane and the user plane,
in which functions of control plane are implemented in macro base stations (MBSs)
or high power nodes (HPNs) whereas remote radio heads (RRHs) are deployed to
provide high data rates for users with diverse quality of service (QoS) requirements.
The capacity and time delay constraints on the fronthaul is alleviated by shifting
the delivery of control and broadcast signalling from RRH to MBS.
Centralized baseband processing facilitate better coordination among MBS and
RRHs as the cell-site information like channel conditions, user requirements and
traffic loads are available across the network. Such information can be used for op-
timization of radio resource allocation, manage inter-cell interference and improve
coverage.
To meet high traffic requirements in dense user deployments, 5G will have to provide
enhanced Mobile BroadBand (eMBB) services that will share radio and computa-
tional resources with Ultra-Reliable Low-Latency Communication (URLLC). More-
over the network architecture will evolve from a traditional base station-centric
architecture to a F-RAN architecture, which enhances the C-RAN architecture by
allowing fog access points (F-APs) to be equipped with storage capacity and signal
processing functionalities [11,18]. F-RAN will enable network functionalities to be
distributed among F-APs and cloud depending on their latency and reliability re-
quirements. Compared with the pure C-RAN mode, the adaptive mode selection
in F-RANs can significantly improve SE and decrease latency. In order to achieve
high SE and low latency, a UE may be served by the local F-APs, which cache the
desired content, instead of being served through the fronthaul connection.
In a dense F-RAN, providing all users with higher throughput and lower power
4
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consumption is critical whereas in low user-density region, latency is an important
parameter to be considered as an objective function. In low user-density region
F-APs are deployed in a sparse manner, which leads to high transmission delay
between F-APs and cloud. Moreover, the accompanying inter-F-AP interference
becomes the fundamental challenge for an effective resource management scheme.
We assume that the users in low-density region to have URLLC transmissions only
from users with high average channel gain to the F-APs. This condition ensures
the high reliability requirement of URLLC traffic. It is assumed that in the high-
density region eMBB users do not guarantee this condition. The users are assumed
to have non-negligible channel gains to all F-APs. In this work we evaluate the
performance of both eMBB and URLLC traffic considering high user-density and
low user-density respectively in NOMA-enabled F-RAN system. Due to the limited
storage and computation capacity in the fog node, the implementation of NOMA
scheme will have great impact on high-throughput and low-latency requirements in
F-RAN. In contrast to orthogonal multiple access (OMA), NOMA not only improves
the reliability of content delivery by pushing multiple files to F-APs simultaneously
but also ensures more user file requests can be served concurrently by the F-APs.
While in OMA, only most popular file can be pushed during a single time slot, in
NOMA, multiple files can be pushed to F-APs and users simultaneously, which leads
to the efficient use of limited resources reserved for content pushing. We consider
that the request files are cooperatively processed in the fog and cloud before being
conveyed to the user terminals. If the request files are stored in both cloud and F-
AP, one part will be processed in the F-AP, and the remaining part will be processed
in the cloud. If the request files only existed in the cloud, the files will be processed
totally in the cloud resulting in increased latency. The NOMA principle enables the
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MBS to perform content delivery and content pushing simultaneously, i.e., it can
push new content to the F-APs while serving UEs directly in case the requested files
are not found at the F-APs.
1.2 Contribution of the Thesis
The key contributions of this thesis are summarized as follows:
(a) We propose a NOMA-enabled C-RAN model in which NOMA technology is
utilized for spectrum efficiency enhancement and user access improvement.
Based on the proposed model, we formulate a joint user association, muting
and bandwidth power allocation (BPA) with the aim of maximizing UE’s sum
rate and network utility while considering users’ fairness issues. The formu-
lation problem from (a) belongs to the mixed-integer non-linear programming
(MINLIP) class of optimisation problems with high complexity. We relax the
integer constraints and then decompose the joint optimization problem into
two subproblems. We first solve the user association and muting problem un-
der fixed BPA. We first study the user association (UA) strategy under given
number of active RRHs. A semi-distributed algorithm is proposed to find an
efficient user association solution based on the Lagrangian dual analysis. Based
on the given UA solution, we propose a centralized muting algorithm which up-
dates the RRHs muting states using the subgradient method. We also propose
a heuristic algorithm to find the muting states which improves the cell-edge
users’ performance and overall system performance using the Jain’s fairness
index. We propose an adaptive resource allocation strategy that minimizes
the total transmit power by following two strategies: a) reducing the num-
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ber of active RRHs by employing the key idea of coordinated silencing (RRH
muting). b) minimizing total transmit power of all RRHs while satisfying the
data rate requirements of all users. Under the proposed user association and
muting schemes, we propose a BPA problem which aims at assigning feasi-
ble bandwidth and minimizing the required power. Based on the hierarchical
decomposition method the BPA approach iteratively updates the bandwidth
allocation to maximize the network utilisation. For a given bandwidth al-
lowance, the optimal power allocation for RRH is formulated as a non-convex
problem which is solved by transforming it into a convex problem and apply-
ing the Karush-Kuhn-Tucker (KKT) conditions. Based on the transformed
Lagrangian function, the optimal power allocation is derived in closed form
subject to QoS constraints. Finally, we evaluate the performance of our pro-
posed framework for joint optimization problem for NOMA-enabled C-RAN
systems via simulation to validate that our proposed algorithms can obtain
the optimal solution of the joint optimization problem in a significantly re-
duced computational time and show that NOMA can greatly improve network
performance in both data rate and network utility with proportional fairness
consideration. Additionally, we present numerical results to show that our
proposed joint channel bandwidth and power allocations for NOMA-enabled
C-RAN transmission can significantly minimize the total RRH transmission
power considering the bandwidth constraint in comparison with the conven-
tional OMA-enabled C-RAN transmission scheme as well as the corresponding
fixed BPA scheme.
(b) We propose a NOMA-enabled H-CRAN model in which NOMA technology
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is utilized for spectrum efficiency enhancement and user access improvement.
Based on the proposed model, we formulate a joint user association, resource
allocation and scheduling, and power allocation with the aim of maximizing
UEs sum rate while considering users’ fairness issues. The problem belongs
to the mixed-integer non-linear programming (MINLIP) class of optimisation
problems with high complexity. We first propose a two loop optimization algo-
rithm to jointly solve the user association and scheduling problem under fixed
transmit powers. Based on the proposed joint user association and coordi-
nated scheduling scheme, iterative power allocation scheme is proposed for the
NOMA H-CRAN and the optimal power allocation for each user is derived by
hierarchical decomposition method. We demonstrate that the proposed iter-
ative algorithm to optimize the schedule and power iteratively increases the
average data rate and network utility with proportional fairness consideration
for NOMA-enabled H-CRAN as compared to OMA H-CRAN.
(c) We propose a NOMA-enabled fog-cloud structure in a F-RAN system to tackle
different aspects such as throughput and latency of high and low user-density
regions, in order to meet the heterogeneous requirements of eMBB and URLLC
traffic. A framework of the multi-objective problem is formulated to cater the
high throughput and low-latency requirements in a high and low user-density
mode respectively. In the first problem, we study the joint caching placement
and association strategy aiming at minimizing the average delay. The average
delay function is formulated for cooperative and non-cooperative transmission
modes, cache placement subject to F-AP storage capacity and maximum num-
ber of cooperating F-APs constraints. Since the formulated problem belongs to
8
1. Introduction
integer non-linear optimization problem, we apply McCormick envelopes and
the Lagrange partial relaxation method to transform it into three convex sub-
problems, which are then solved by the proposed distributed algorithm. The
second problem is to maximize the sum-rate of the macro-cell based transmis-
sion and F-AP based transmission. We consider that the request files of the
UEs are processed collaboratively in both cloud and F-APs. Moreover by us-
ing NOMA principle, additional files are pushed to the F-APs simultaneously
serving the users’ requests by making efficient use of the available resources.
We tackle the problem of jointly optimizing transmission mode selection, sub-
channel assignment and power allocation to maximize the sum data rate of all
F-UEs while satisfying fronthaul rate and F-AP power constraints. We evaluate
the performance of our proposed framework for multi-objective optimization
problem for NOMA-enabled F-RAN systems via simulation to validate that
our proposed algorithms has a low complexity and can obtain the near-optimal
solution and show that NOMA can greatly improve network performance in
both throughput and latency.
1.3 Thesis Outline
The structure of this thesis is based on six chapters and appendices as follows:
In Chapter 1, the motivation and the main contributions of this thesis are sum-
marised, and the thesis contents are outlined.
In Chapter 2, the background theory of the thesis is presented, including the fun-
damental concepts of NOMA, the current state of the art on NOMA research and
its coexistence with C-RAN, H-CRAN and F-RAN.
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In Chapter 3, we present the system description and channel model for NOMA-
enabled C-RAN. The optimization problem is formulated and decomposed into sub-
problems. Thereafter we discuss the proposed iterative user association and muting
problem. Following that, the optimal bandwidth and power allocation methods are
investigated. Simulation results to validate that our proposed algorithms can obtain
the optimal solution are presented.
In Chapter 4, the signal transmission model of NOMA enabled H-CRAN is pre-
sented. Following that we investigate the user association methods. Thereafter, we
describe the proportional fairness (PF) scheduling policy followed by investigation
into the power control problem. Simulation results to demonstrate that the pro-
posed algorithm to optimize the scheduling and power iteratively with proportional
fairness consideration are presented.
In Chapter 5, we present the system description and channel model for NOMA-
enabled F-RAN. The optimization problems are then formulated. Following that the
transmission modes and interference-aware NOMA-enabled F-RAN are discussed.
Thereafter we investigate the solution to sum-rate maximization problem. Finally,
simulation results are presented to assess the proposed algorithms and to show the
impact of various parameters on the performance of the proposed schemes.
In Chapter 6, the conclusions of this thesis are drawn, and future research directions
are discussed.
The Appendices provided at the end of the document include parameter definitions
and specific formula derivations.





In this chapter, the background theory relating to the technical content in this
Thesis is provided. The basic principles of non-orthogonal multiple access (NOMA)
are introduced, especially the coexistence of NOMA with other technologies, which
lays a solid foundation for the technical works in Chapters 3, 4 and 5. The basic
concept of NOMA, C-RAN, H-CRAN and F-RAN are introduced and literature
review of NOMA and its co-existence with other 5G key enabling technologies are
presented. Moreover, the technical challenges when applying NOMA to C-RAN,
H-CRAN and F-RAN are discussed. Finally, the present standardization status of
NOMA in 5G is discussed.
2.1 Fundamental Concepts of NOMA
In this section, we first introduce two key enabling technologies for NOMA [18,19],
superposition coding (SC) and successive interference cancellation (SIC). Then, the
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basic concept and system model for downlink NOMA are presented. Finally, the
multi-user capacity regions for downlink NOMA is discussed.
2.1.1 Superposition Coding
In this subsection, we introduce the concepts of SC in the context of downlink
communications. The SC was first proposed in [21] as a technique in which a
single source is responsible for simultaneous communicating information to several
receivers. SC allows the transmitter to transmit multiple users’ information at the
same time. SC is an effective technique to increase capacity in the NOMA system
[22]. SC is a coding technique in which multiplexing of symbols is performed in
power domain, where a symbol is an output from a multi-level symbol mapper
such as quadrature amplitude multiplexing (QAM). In order to illustrate how SC is
performed, a schematic diagram is given in Fig. 2.1, where QAM constellation of
user 1 and user 2 with low transmit power. [23] proposed a design technique for SC
by using single user coding and decoding blocks. During the superposition coding
Figure 2.1: SC of two 4-QAM signals [24]
phase, two point-to-point encoders, f1 : {0, 1}2
TRk1 → CT and f2 : {0, 1}2
TRk2 → CT
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first map the input bits to output bit sequences x1 and x2, respectively. R
k
1 and
Rk2 represents the transmission rates and T denotes the block length. C is the code






where βi represents the fraction of the total power P assigned to user i, subject to
the constraint β1 + β2 = 1. At the transmitter side the total power allocated to
all U users is limited to P , and the base station (BS) transmits the signal xu to
the uth user subjected to the power-scaling coefficient Pk where k is the resource
block (RB). In other words, the signals intended for different users are weighted by
different power-scaling coefficients and then they are superimposed at the BS with
different power levels. Without loss of generality, the channel gains of users are
assumed to be w.r.t. a particular ordering. The user with a better channel gain is
usually called a strong user, while the user with a worse channel gain is called a
weak user [25]. The transmit powers for the strong and weak users are allocated in
accordance with their channel gain order.
2.1.2 Successive Interference Cancellation
In order to provide fairness and to perform the SIC decoding, the transmitter usually
allocates more power to the weak user with a poor channel condition. At the receiver,
SIC decoding is employed to exploit the disparity in channel gains and transmit
powers. In SIC user signals are successively decoded. After one users’ signal is
decoded it is subtracted from the combined signal before the next user’s signal is
decoded. When SIC is applied, one of the user signals is decoded, treating the signal
of other user as interferer. Prior to SIC, users are ordered in accordance with their
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signal strenghts, so that the receiver can decode the user having the strongest signal
first, subtract it from the composite signal, and isolate the user with weak signal
from the residue. As a result, the interference can be successively removed and the
achievable data rate is improved. In order to mitigate the inter-user interference for
downlink communications, users with better channel conditions can perform SIC.
It has been demonstrated that SIC is capable of reaching the region boundaries
of Shannon capacity, both in terms of the broadcast channel and multiple access
networks.
Fig. 2.2 illustrates the SC-SIC detection where the constellation point of user 1 is
decoded first, removed from the received superposed signal and the constellation
point of user 2 is decoded. The concept of SC-SIC can be extended to more users
by multiplexing more symbols. SC-SIC can achieve data rate to multiple users
simultaneously without the need to expand the bandwidth which is favourable to
increase the channel capacity.
Figure 2.2: SC-SIC detection of two 4-QAM signals [24]
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In brief the particular process involved in decoding the superposed messages can be
mathematically expressed as follows [23]:
1) At user 1, a single user decoder g1 : C
T → {0, 1}2TR
k
1 decodes the message x1 by
treating x2 as noise.
2) User 2 performs the following steps to successively recover its message from its
received signal Y2(n):




P kβ1h2x1 from the received signal Y2(n)
Y
′
2 (n) = Y2(n)−
√
P kβ1h2x1 (2.2)
where h2 is the channel gain for user 2.







In this chapter, to facilitate the presentation for the basic concepts of NOMA, we
consider a simple single-carrier, two-user downlink NOMA system. The generaliza-
tion to the case of multi-carrier and multi-user communications will be presented
in the following chapters when necessary. The generic system model for downlink
NOMA is shown in Figure 2.1. with one BS and two users.
Since the system employs multiplexing of users through superposition coding by
using NOMA technique [20,25], a single RB can be assigned to multiple users. In
this thesis NOMA study assumes a group size of two. Grouping more than two
users provides better performance but increases processing complexity for successive
15
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Figure 2.3: The downlink NOMA system model with one BS and two users.
interference cancellation (SIC) receivers [26]. Intra-group interference is mitigated
by the NOMA principle [27].
In NOMA principle, higher power is allocated to far users. We assume that the base
station transmits the messages of both UE 1 and UE 2, i.e., x1 and x2 on the k-th
resource block with a total transmission power P bk . The powers allocated to users






2 = (1− ε)P bk respectively, where ε
is a power allocation variable. The corresponding transmitted signal is given by
x =
√
P k1 x1 +
√
P k2 x2 (2.3)
The received signal at user u is given by
yu = hux+ nu, u = {1, 2} (2.4)
where hu denotes the channel coefficient between user u and BS including joint
effects of small and large-scale fading. nu denotes the additive white Gaussian noise
(AWGN) at user u with a noise power of σ2u, i.e., nu ∼ CN (0, σ2n).
16
2. Theoretical Background and Literature Review
Then the signals transmitted for NOMA users on the k-th RB are ordered based







. According to this order for each RB, one user
can successfully decode the signal of the other user whose decoding order is lower.













P k1 |h2|2 + σ22
)
(2.6)
Thus, by tuning power allocation coefficients, the BS can adjust the data rate of
each user. The NOMA principle makes a full use of the channel gain differences
among the users, which implies that the near-far effect is effectively harnessed to
achieve higher SE. As a result, both the attainable sum capacity and the cell-edge
user data rate can be improved [25].
Note that SIC is unable to eliminate the interference caused by user u1 for user u2.
Fortunately, if larger power is allocated to user u2 as compared to user u1 in the
aggregate received signal y2, it does not introduce much performance degradation
compared to allocating user u2 on this RB exclusively. The achievable rate region
of downlink NOMA is shown in Fig. 2.2 in comparison with that of orthogonal
multiple access (OMA).
It can be observed from Fig. 2.2 that the achievable rate region of OMA is only
a subset of that of NOMA. Consequently, NOMA provides a higher flexibility in
resource allocation in order to improve the system SE, especially considering the
diverse quality of service (QoS) requirements of users.
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Table 2.1: Architecture and qualitative comparison between C-RAN, H-CRAN, and F-



















Complexity in Fronthaul Highest High Lowest
Burden on the Fronthaul Highest High Lowest
Decouple of Control/User Planes No Yes Yes
Complexity in BBU Pool Highest High Lowest
Burden on BBU Pool Highest High Lowest
Transmission Delay Long Long Low
Latency High High Low
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Figure 2.4: The multi-user achievable rate region for downlink NOMA with one BS and
two users.u1 is the strong user with
|h1|2
σ21




2.1.4 C-RAN, H-CRAN and F-RAN for 5G Systems
In C-RAN, the traditional BS functions are decoupled into two parts: distributed
low-power and low-complexity remote radio heads (RRHs) and the BBUs clustered
as BBU pool in a centralized cloud server [28]. RRHs are deployed to support seam-
less coverage and provide high data rates in hot spots, while BBUs performs central-
ized signal processing, provides collaborative transmission and real time cloud com-
puting provides network coordination and flexible spectrum management. RRHs
work as soft relays with the capability of compressing and forwarding the signals
received from UEs to the BBU pool as shown in Fig. 2.5. BBU pool and RRHs
are interconnected via a high bandwidth connectivity interface (i.e. wired/wireless
network). It is called fronthaul which ensures the transportation of both data and
control signalling. Fronthaul can be realized via optical fiber communications, mil-
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limeter wave communications and cellular communications. This type of C-RAN
Figure 2.5: CRAN Architecture
structure is denoted full centralized. Although there are various possibilities for
C-RAN structures, according to the constraints on fronthaul and the distribution of
functionalities between BBUs and RRHs, another prominent structure of C-RAN,
namely, partially centralized introduces some RF related baseband processing to
the functionalities of RRHs which alleviates the constraints on fronthaul as well as
reduces the RRH-BBU overhead.
H-CRAN has been proposed to decouple both control and user planes to enhance
the performance and functionalities of C-RAN. In H-CRAN full advantages of Het-
Nets and C-RAN have been taken for improving SE and energy efficiency (EE)
through suppressing inter-tier interference and enhancing the cooperative process-
20
2. Theoretical Background and Literature Review
ing capabilities [10] as shown in Fig. 2.6. BBU pool efficiently performs baseband
signal processing to take advantage of cloud computing capabilities and virtualiza-
tion techniques. RRHs remotely conduct radio transmission/reception processing
and are aimed to guarantee improved network capacity and fulfill the diverse QoS
requirements of users. High power nodes (HPNs) are deployed to improve network
coverage and control signalling.
Figure 2.6: HRAN Architecture
F-RAN takes full advantages of the cloud computing, heterogeneous networking and
fog computing. Fog computing [29] is a model for storing, managing, processing and
analyzing network data. The term ”Fog Computing” was initiated by Cisco [30],
used to extend the cloud computing to the edge of the network. Some distributed
and storage functions exist in the fog layer as shown in Fig. 2.7. Four different
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kinds of clouds [11] are defined: 1) global centralized communication and storage
cloud 2) centralized control cloud 3) distributed logical communication cloud and
4) distributed logical storage cloud. The global centralized communication and
storage cloud is same as the centralized cloud in C-RANs, and the centralized control
cloud is used to complete functions of control plane and it is located in HPNs.
The distributed logical communication cloud located in fog access points and F-
UEs are responsible for the local collaboration radio signal processing (CRSP) and
cooperative radio resource management (CRRM) functions, whereas the distributed
storage cloud represents the sharing and local caching in edge devices. The burden
on the fronthaul and BBU pool are alleviated because a large number of CRSP and
CRRM functions are shifted from F-APs and F-UEs.
Figure 2.7: FRAN Architecture
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2.1.5 Literature Review
As one promising technique in future 5G networks, one of the main challenges of
NOMA is whether it is be compatible with other emerging techniques for meeting
the requirements of 5G. In this section, we survey the existing research contributions
considering the co-existence of NOMA with other 5G key enabling technologies. In
this thesis, performance analysis of NOMA in the C-RAN and its two evolutions,
namely, H-CRAN and F-RAN is studied.While the first is adopted to support the
very dense heterogeneous networks, the second expands the cloud capabilities to the
edge through fog computing. The CRAN, H-CRAN, and F-RAN are considered as
emerging technical enablers that are capable to fulfill the challenging goals of 5G
system.
C-RAN is an emerging network architecture capable of supporting the high data
rate services for the fifth generation (5G) mobile networks. C-RAN has been pro-
posed as a novel mobile network architecture allowing centralized processing [31-33].
The pool of BBU and RRHs are connected through high bandwidth optical fron-
thaul links. BBU pool performs centralized signal processing, provides collaborative
transmission and real time cloud computing. In C-RAN, central processor provides
support to respective base station (BS) with various services such as inter-cell in-
terference management and increased network capacity [34]. Mobile operators can
benefit from various advantages of C-RAN such as reduced Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX), decreased power consumption,
low latency, improved efficiency in resource allocation, increased adaptability to
non uniform traffic, and more flexibility during network upgrading [108]. In C-RAN,
the conventional base stations (BSs) are replaced by low-power and low-complexity
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RRHs or remote antenna units that are coordinated by a central processor. There-
fore the investigation of the resource allocation and scheduling algorithms in C-RAN
networks has become the sole impetus of many researchers.
Centralizing baseband processing facilitates better coordination across the RRHs as
the cell site information like channel conditions, user requirements and traffic loads
are available across the network. Such information can be used for optimization
of radio resource allocation, manage inter-cell interference and improve coverage.
Therefore, based on the global perspective of the network condition and the infor-
mation available at the BBU pool, dynamic provisioning and radio resource alloca-
tion can improve network performance [35,36]. In [37], two optimization models has
been proposed for the 1) resource allocation and power minimization 2) BBU-RRH
assignment problem in C-RAN. In [38], the authors propose a QoS-aware radio re-
source optimization solution for maximizing downlink system utility in C-RAN. In
[39], a joint scheduling strategy for resource allocation in C-RAN has been pro-
posed where the time/frequency resources of multiple RRHs are jointly optimized
to schedule network users for network throughput improvement.
In cellular wireless networks, the multiple access (MA) technology is one of the im-
portant aspects in improving system capacity. In order to enhance SE in wireless
networks, NOMA has been proposed in recent work [19,20]. In NOMA, multiple
users are multiplexed by superposition coding in the power domain on the transmit-
ter side and employ SIC to separate multi-user signal on the receiver side. Compared
to orthogonal multiple access (OMA), NOMA allows multiple users to share time
and frequency resources in the same spatial layer via power domain or code domain
multiplexing and can enhance the spectral efficiency significantly. The system-level
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performance of downlink NOMA and potential issues (i.e. candidate user set se-
lection, power allocation, error propagation for SIC) are investigated in [40,41]. In
order to enhance user fairness in cellular downlink, the proportional fair (PF) based
scheduling is introduced in NOMA [42]. The problem of effective capacity of NOMA
systems subject to quality of service (QoS) is investigated in [43], in which a sub-
optimal power control approach is proposed to maximize the sum capacity. In [44],
the resource allocation problem in the NOMA system is divided into two cases and
an algorithm based on dynamic programming and Lagrangian dual optimization is
proposed. A joint power control and subcarrier allocation problem was studied in
[45] to minimize the overall transmit power. Although the authors in [46] stud-
ied user association and power control in single-cell NOMA networks, the effect of
inter-cell interference (ICI) in practical multi-cell scenerios is not considered.
Although some significant contributions have been made on C-RAN and NOMA,
these two areas are addressed in seperation. Most of the existing work on re-
source allocation in C-RAN considered orthogonal frequency division multiple access
(OFDMA) based multi-user transmission [47-49]. However NOMA is more appeal-
ing for the high throughput demanding wireless network such as 5G. To verify the
benefits of NOMA in more realistic setting, it is necessary to consider multi-cell
network [50]. Some recent work on NOMA is extended to multi-cell systems in
[51]. Applying NOMA technology into the C-RAN network may bring significant
benefits.
In dense wireless networks, ICI becomes the major obstacle, which degrades the
quality of service (QoS) of cell-edge users. In order to avoid this problem, some
recent work applies NOMA with other techniques such as coordinated multi-point
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(CoMP) [52,53] and cooperative communication [54]. Recent work in [55] proposes
a NOMA scheme for wireless downlink C-RAN to improve SE as well as to sup-
port a number of connections in C-RAN. In [56], the authors analyzed the outage
probability of the NOMA-enabled C-RAN. Similarly, the authors in [57] derived the
expressions in terms of outage probability for both cell-edge and cell-center users. A
lot of work have focused NOMA in different network scenerios such as heterogeneous,
C-RAN and ultra-dense [58-61] in order to improve resource utilization. The mo-
tivation behind considering C-RAN architecture is that the traditional distributed
networks lack in global network information and with local network information,
scheduling can be performed sub-optimally. Therefore many task of scheduling can
benefit from centralized global perspective. In the considered C-RAN architecture,
central processor (cloud) is responsible for scheduling users. Centralized scheduling
approach offers the highest SE. The spectral efficiency of decentralized approach is
lower than that of the centralized approach, due to the lack of global information.
Inspired by the aforementioned potential benefits of NOMA and C-RAN, we there-
fore explore the potential performance enhancement brought by NOMA for the
C-RANs. Although a lot work have exploited C-RAN and NOMA extensively as dis-
cussed above, investigation of multiple access techniques particularly NOMA which
are of great importance in C-RANs for interference mitigation and spectral efficiency
improvement has not been fully explored.
Regarding NOMA systems related to HetNets in [61], authors proposed a cooper-
ative NOMA scheme in HetNets and the inter-user interference is minimized with
the aid of dirty paper coding (DPC) precoding in order to intelligently cope with
the interference from multi-layers. The distinct power disparity between the MBS
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(macro BS) and PBS (pico BSs) was investigated.
H-CRAN is considered as a promising solution to meet the huge traffic demand in
future 5G systems. In the H-CRAN [10], various BS types, such as MBS, RRH
based BSs, PBS (pico BSs), FBS (femto BSs), are incorporated via a cloud to
cooperatively assist the mobile users. Such high density of BSs may cause severe
interferences.
To further enhance the C-RAN concept, H-CRAN [10] has been proposed to de-
couple the control plane and the user plane, in which functions of control plane are
implemented in macro base stations (MBSs) or high power nodes (HPNs) whereas
RRHs are deployed to provide high data rates for users with diverse quality of ser-
vice (QoS) requirements. The capacity and time delay constraints on the fronthaul
is alleviated by shifting the delivery of control and broadcast signalling from RRH
to MBS.
Centralized baseband processing facilitate better coordination among MBS and
RRHs as the cell-site information like channel conditions, user requirements and
traffic loads are available across the network. Such information can be used for op-
timization of radio resource allocation, manage inter-cell interference and improve
coverage.
In [62] the energy efficiency (EE) of the practical H-CRAN is analysed utilising
NOMA by taking into account practical channel modelling with power consumptions
at BSs of different cell types (e.g. macro-cell, micro-cell, etc.) and backhauling
power.
With the growing popularity of smart devices and various applications, our daily
life witnesses a significant increase in the demands for mobile data rate and compu-
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tational abilities for running sophisticated applications (social networking, business
etc.). However due to scarcity of network resources in the radio access networks
(RANs), nowadays mobile devices suffer from constrained computational capabil-
ity which degrades users’ quality of experience. To meet high traffic requirements
of crowded users, 5G is obliged to provide enhanced Mobile BroadBand (eMBB)
services that will share radio and computational resources with Ultra-Reliable Low-
Latency Communication (URLLC). Moreover the network architecture will evolve
from a traditional base station-centric architecture to a F-RAN architecture, which
enhances the C-RAN architecture by allowing F-APs to be equipped with storage
capacity and signal processing functionalities [11,18]. F-RAN will enable network
functionalities to be distributed among F-APs and cloud depending on their latency
and reliability requirements. Compared with the pure C-RAN mode, the adaptive
mode selection in F-RANs can significantly improve SE and decrease latency. In
order to achieve high SE and low latency, UE prefers to be served by accessing the
local F-APs which cache the desired content and not being served via fronthaul.
A promising approach to reduce the time latency is to relieve unnecessary traffic load
by jointly optimizing the transmission schemes (cooperative or non-cooperative) and
caching strategies in the F-RAN [63]. For the sake of achieving ultra-low latency,
authors in [64] proposed joint distributed computing to enhance the computational
capacity of the edge nodes (ENs). In [65], a cooperative communication model is
considered with the aim of choosing appropriate number of fog nodes, given the com-
putation and communication resource constraints. The authors in [66] proposed the
computing and communication tradeoff factors affecting the objective of minimizing
service latency in F-RAN network. Caching in the F-APs can alleviate backhaul
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load by pre-storing parts of files in the F-APs at off-peak periods, which greatly
improves the quality of servise (QoS) of users. During the peak traffic periods, the
cached files can be processed in the fog node and then conveyed to the user termi-
nals. In [67], the fronthaul-aware design of the pre-fetching policy was studied with
the aim of achieving ultra-low latency given the cache memory constraints.
On the other hand, the eMBB services aim to provide high data rate guarantee
with minimum transmission power consumption.The authors in [68] studied the
joint optimization of cloud and edge processing for the downlink of F-RANs, where
popular content caching strategies among F-APs were designed to maximize the
delivery rate under fronthaul capacity and per-FAP power constraints. In [69], the
authors propose a downlink sum-rate optimization scheme in F-RAN, which utilizes
the Hungarian method and greedy algorithm combination to balance the resource
allocation scheduling among RRHs in order to achieve an optimal downlink sum-
rate. In [70], authors proposed a two-level transmission scheme including a cache-
level and network-level transmission aiming at maximizing the delivery rate under
the constraints of fronthaul capacity, maximum transmit power and size of files.
The authors in [71] addressed the resource allocation for NOMA-enabled F-RAN
where each user maximizes the utility function, with power constraints and interference-
aware pricing function. The heterogeneous services such as eMBB and URLLC has
been studied by assuming orthogonal resource allocation. In [72], the authors pro-
posed a hierarchical radio resource allocation has been modeled as Stackelberg game
in order to help the global radio resource manager (GRRM) and local radio resource
manager (LRRM) slices achieve the spectral efficiency interactively. The coexistence
of heterogeneous services has been studied in [73], where the authors investigated
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the joint scheduling of eMBB and URLLC with the goal of maximizing the utility
of eMBB traffic while satisfying QoS requirements of URLLC traffic. The authors
in [74] propose different methods for optimizing joint scheduling and power adap-
tation in the downlink of a NOMA-based F-RAN which maximizes a network-wide
rate based utility function subject to fronthaul capacity constraints. In [75], the
cooperation between fog and cloud computing is investigated by jointly optimizing
the offloading decisions and the allocation of computation resource, transmit power,
and radio bandwidth while guaranteeing user fairness and maximum tolerable delay.
Although some significant contributions have been made on F-RAN and NOMA,
these two areas are addressed seperately. Most of the existing work on resource allo-
cation in F-RAN considered orthogonal frequency division multiple access (OFDMA)
based multi-user transmission. However NOMA is more appealing to improve the
performance of heterogeneous eMBB and URLLC services. In [76], the resource
allocation problem in the NOMA system is divided into two cases and an algorithm
based on dynamic programming and Lagrangian dual optimization is proposed. A
joint power control and subcarrier allocation problem was studied in [77] to minimize
the overall transmit power. Although the authors in [78] studied user association
and power control in single-cell NOMA networks, the effect of inter-cell interference
(ICI) in practical multi-cell scenerios is not considered.
2.1.6 Key Technologies and Challenges
NOMA is an important enabling technology for achieving the 5G key performance
requirements including high system throughput, low latency and massive connectiv-
ity. Aiming to achieve higher SE and to satisfy 5G requirements NOMA techniques
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has been considered for downlink [20] and the uplink [79]. NOMA is also helpful in
the multi-cell scenario to manage ICI [50].
In order to realize low-latency data exchange for multi-cell environment in NOMA,
a part of the physical layer processing of the cooperating cells, C-RAN architecture
is needed. Moreover C-RAN is also required to accomodate large bandwidth and to
enable to serve a higher number of users per cell.
NOMA is anticipated to be used as the key technology in the physical layer of down-
link C-RANs. In C-RANs, RRHs are used to provide high data-rate for the users
with basic signal coverage. However, such high density of RRHs may cause inef-
ficient usage of communication resources and a considerably degraded throughput
at distant cells at the cloud edge. Therefore, NOMA can be applied in C-RANs to
support the multiple users to achieve the better SE, high capacity and low latency.
An H-CRAN with NOMA poses great challenges for ICI management due to severe
ICI from both intra-tier and inter-tier BSs and intra-cell or inter-user interference
caused by NOMA. Although conventional ICIC and eICIC [80] are still applicable
and effective, but more sophisticated techniques are needed to further eliminate ICI
in H-CRANs with NOMA. In NOMA multiple users are scheduled on same RB
by power domain multiplexing. Therefore CoMP scheme should be investigated
in order to satisfy the multi-user scenario. Moreover, combining CoMP and ICI
management is also important to further improve the performance of H-CRANs
with NOMA.
Although some significant works has been done on fog computing and NOMA,
how to integrate these techniques and efficient performance of the computation
offloading are still open issues. F-APs usually do not have enough storage and
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computing resources and may not meet large-scale users’ requests. Fog and cloud
must be carefully managed in order to operate effectively to improve the overall
performance and give an efficient computation offloading. How to split the physical
layer network functionalities between edge and cloud so that the coexistence of
eMBB and URLLC traffic can be improved is a challenging problem. One more
important issue is that: Can NOMA improve the performance of the coexistence
between eMBB and URLLC services? Wireless caching is also an important enabling
technology for 5G communication networks [81]. How to apply NOMA principle to
wireless caching is a challenging problem.
2.1.7 Status of NOMA in 5G
There are some existing evidence of performance improvement when NOMA is in-
tegrated with various effective wireless communications techniques, such as coop-
erative communications [54], multiple-input multiple-output (MIMO), beamform-
ing [51], network coding, etc. With all advancements and experimental outcomes,
standardization of NOMA has been established for the next-generation American
digital TV standard (ATSC 3.0) [82] under the term layered-division multiplex-
ing (LDM), and was initiated for the third generation partnership project (3GPP)
under the name multi-user superposition transmission (MUST) [83]. Below is the
summary of the current status of ongoing standardization of NOMA. The 3rd Gen-
eration Partnership Project (3GPP) LTE Release 13 approved the study item (SI)
of downlink MUST. The primary objective of MUST was to identify the enhance-
ments of downlink multi-user transmission schemes within one cell. In order to
achieve this objective, the SI focused on the evaluation of system level gain and
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complexity-performance trade-off under practical deployment scenarios and traffic
models [84–[89]. The outcome of the study is that NOMA can increase system ca-
pacity and improve user experiences. A new work item (WI) of downlink MUST
for LTE has also been approved by 3GPP LTE Release 14 [90]. The core objective
of this WI was to identify necessary techniques to enable LTE to support downlink
intra-cell MUST for the physical downlink shared channel.
The Rel-16 SI [91] has not led to a dedicated NOMA WI. Instead, it is expected
that different aspects of NOMA will be continued in more specialized 3GPP stud-
ies, e.g. on random access, or URLLC/eMBB multiplexing, in Rel-17 and beyond.
Candidate features for future 3GPP NR Releases such as 17 and 18 [92] has devel-
oped enhanced NOMA techniques for increasing the number of supported devices
per cell, which is particularly important for mMTC. The approach includes regular
spreading matrices, spatial preamble reuse, and reinforcement learning for preamble
selection. Moreover, NOMA has been proposed for service coexistence, particularily
for sharing resources between different service types, e.g. eMBB and URLLC.
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Chapter 3
Performance Analysis of NOMA
in Cloud Radio Access Networks
(C-RAN)
3.1 Introduction
In this chapter, the performance analysis of non-orthogonal multiple access (NOMA)
in a cloud radio access networks (C-RAN) is carried out. The problem of jointly
optimizing user association, muting and power-bandwidth allocation is formulated
for NOMA-enabled C-RANs. To solve the mixed integer programming problem, the
joint problem is decomposed into two subproblems as 1) user association and muting
2) power-bandwidth allocation optimization. To deal with the first subproblem, we
propose a centralized and heuristic algorithm to provide the optimal and suboptimal
solutions to the remote radio head (RRH) muting problem for given bandwidth
and transmit power, respectively. The second subproblem is then reformulated
and we propose an optimal solution to bandwidth and power allocation subject to
users data rate constraints. Moreover, for given user association and muting states,
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the optimal power allocation is derived in a closed-form. Simulation results show
that the proposed NOMA-enabled C-RAN outperforms orthogonal multiple access
(OMA)-based C-RANs in terms of total achievable rate, interference mitigation and
can achieve significant fairness improvement.
3.2 System Description and Channel Model
In this section we present a system model of NOMA-enabled C-RAN.
3.2.1 System model of NOMA-enabled C-RAN
Consider downlink direction of a cloud based radio access network architecture. Fig.
3.1 shows a system model of multi-cell downlink of C-RAN architecture with central
cloud connected to R remote radio heads (RRHs) via transport networks such as
optical transport network and the signalling is assumed to be perfectly synchronized.
Let R = {r|1 ≤ b ≤ R} and N = {n|1 ≤ n ≤ N} denote the set of all RRHs and
users respectively in the network. Users are classified as cell-center users (CCUs)
and cell-edge users (CEUs). In a multi-cell network, cell-edge users suffer from
interference. In NOMA principle, higher power is allocated to far users which results
in more severe inter-cell interference of cell-edge users from the neighbouring cell.
We assume that CCUs do not suffer from any ICI. RRHs and users are equipped
with single transmit and receive antenna. The set of RRHs which are dominant
interfering RRHs that interfere with UEi is expressed as Ir = {r|bru = 0, ∀r ∈ R}
where bru is the user-RRH indicator and bru = 1 indicates the nth user is served by
the rth RRH, bru = 0 otherwise. αkn = 1 or 0 determines whether the rth RRH
exploits the k-th subchannel.
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Figure 3.1: System Model for NOMA-enabled C-RAN
Fig. 3.1 includes the table for dominant interfering RRHs shown for the scenerio
in which the CEUs UE12 and UE22 are within the range of RRH2 and RRH1
respectively. Here the central controller recognises that RRH1 is the dominant
interfering RRH for UE22 and RRH2 is the dominant interfereing RRH for UE12.
The maximum transmit power of RRH r is P rk and the total available bandwidth is
B Hz and the bandwidth allocation factor of the kth subchannel is Bij where Bij is
the portion of the entire downlink bandwidth allocated to the NOMA pair (i, j) and
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0 ≤ Bij ≤ 1,
∑k
k=1Bij ≤ 1. In NOMA, SIC is performed at the users with stronger
channel conditions. It is assumed that the user channel gains on subchannel k are
sorted as |hu1nk|2 ≥ |h
ul
nk|2 . . . |h
uk
nk|2 , where hink is the channel gain between UE u and
RRH r. ul is the number of UEs that RRH r can serve at the same time.



















where hrnk is the channel gain between RRH r and UE n on subchannel k. ζrk is
the additive white Gaussian noise with power spectral density N0 and I
r
nk is the









where P rmk and B
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We introduce the following auxillary variable furk given by:
furk =
brnαkn|hrnk|2(∑R
m=1,m 6=r |hmnk|2P rmk +N0Bmax
) (3.5)
The received signal-to-interference-plus-noise ratio (SINR) for the i-th decoded user
on subchannel k is given by:
γunk =
bruαkn|hrnk|2P rkl∑ul
j=l+1 brnαkn|hrnl|2P rkj +Bmax(Irnk +N0)
(3.6)
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where index l denotes that the corresponding user has the l-th highest channel gain
among the UEs served by RRH r. Therefore UE l first decode the messages in the
i-th order and then successively subtracts the messages of (l− 1) UEs to decode its
own information.
In practice the maximum number of UEs that can be multiplexed over a channel is
often restricted to two to reduce the receiver complexity. In this thesis, we assume
that nk = 2 for k = 1, 2, . . . K and n = 2K.
We consider a pair of users (i,j) served by RRH r in which UE i can successfully
decode and receive UE j’s signal by successive interference cancellation (SIC). In
each subchannel, the signals transmitted for NOMA users are ordered based on
their channel quality i.e.|hu1nk|2 ≥ |h
u2
nk|2. The condition of SIC decoding order is
given by:
brnαkn|hrink|2∑R












RRH r sends messages to RUEs u1 and u2 on subchannel k by superposition i.e. RRH












rk are the power sharing coefficients.
In terms of vector βrk which is equivalent to the k-th column of muting arrangement
matrix, the signal-to-interference-plus-noise ratio (SINR) of UEi and UEj served by









brnαkn|hrink|2P rik +Bmax(Irnk(βrk +N0)
(3.9)
where βrk is the muting arrangement matrix of dimensions R ×K. If βrk = 0, the
RRH r ∈ R is muted on RB k ∈ K. The muting arrangement is determined so
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as to minimize the interference among concurrent transmissions. It indicates the
dependence of acheivable rates of NOMA users on the muting decisions βk on RB
k of the dominant interfering RRHs Ir.











From (3.10) it is observed that as the number of muting RRHs increases, the SINR
of users on RB k increases which results in increased achievable data rate of users.
3.3 Problem Formulation
The main objective of the work is to optimize the service fairness and network
spectral efficiency. A transmission mechanism is proposed with the following re-
quirements
1) to decide the association for each UE
2) to dynamically mute the RRHs and minimize transmit power to mitigate inter-
RRH interference.
3) to adjust the bandwidth and power allocation in order to maximize the perfor-
mance gain
Our aim is to optimize the resource allocation based on designing user-RRH associ-
ation, user scheduling and bandwidth-power allocation. The joint problem of user
association, muting and power-bandwidth allocation for C-RAN is a combinatorial
problem. The joint problem is expressed as:
O(βrk, brn, Bij, P
r
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s.t. ∑
n∈N













brnαknRij(β̂rk, brn) ≥ rmin ∀n ∈ N (3.11d)
brn ≤ βrk ∀n ∈ N, ∀r ∈ R (3.11e)
βrk, brn ∈ {0, 1} (3.11f)∑
k∈K
nk ≤M (3.11g)
where RCS denotes the throughput that the user n can obtain with coordinated
scheduling when associated with RRH r, Rij(βrk, brn) denotes the achievable rate
on RB k and its dependence on muting indicator βrk and user-RRH association,
constraint 3.11(b) accounts for the bandwidth budget, constraint 3.11(c) means
that the RRHs total transmit power cannot exceed RRH maximum power capacity.
Constraint 3.11(d) guarantees the quality of service (QoS) requirement of UEs by
keeping the rate above or equal to the minimum rate requirements. Constraint
3.11(e) means that the user can connect to RRH only when it is active. Constraint
3.11(g) ensures that the maximum number of users assigned to a particular RB is
M. We assume M=2. The joint problem 3.11 is mixed combinatorial non-convex
NP-hard optimization problem due to binary constraints for user association as well
as the muting indicator and non-convex objective function RCS(β, p) . We provide
the NP-hardness analysis as below:
Theorem 1: (3.11) is NP-hard.
Proof: Firstly we conclude that if N=1 in 3.11(g), problem (3.11) is NP-hard ac-
cording to [93-94] where the problem reduces to OFDMA subchannel and power
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allocation. For multi-carrier NOMA, with M > 2, we consider an instance of 3.11
with N users, K RBs and M=2. The total power is given by NKP rk . The power
limit P rk = 1 is uniform for users n ∈ N . We select an arbitary user n ∈ N
and assign a dominating weight wn = e
KN and channel gain gkn = 1 on all RBs,
where other users’ dominant weight is wk = ε and channel gain is gkn ≤ 1e
KN
,






















KN log(1 + p
ε




power to user n̄ is preferable for maximizing 3.11(a). Consequently, a special case
of 3.11 with M > 1 is equivalent to the problem in [94] and the result follows.
Fig. 3.2 gives an overview of the proposed approach to solve the joint optimization
problem. The key problem transformations, algorithms and generated solutions are
shown in different boxes. The boxes with solid and dotted boundaries show the
problem reformulations and the proposed algorithms respectively. The optimal and
suboptimal solutions generated as a result are shown in rounded rectangular boxes.
In order to solve the combinatorial problem, we decompose the problem into sub-
problems. We first study the user-RRH association subproblem with given number
of active RRHs and fixed power. A semi-distributed Algorithm 1 is developed to
find an efficient user-RRH association based on Lagrangian dual method. Then
we update the RRH muting states based on user-RRH association strategy using
subgradient method as shown in Section 3.4.2. We develop Algorithm 2 determine
the actual number of muting states. We obtain the optimal solutions with problem
transformations and Lagrangian dual analysis. In addition, a low-complexity Algo-
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Figure 3.2: Overview of the proposed approach to solve the joint optimization problem
rithm 3 is also developed taking into account the effects of ICI. Then we estimate
the total bandwidth of k subchannels to support all users taking into account the
target data rate requirements. Then we determine the subchannel assignment based
on the bandwidth budget. We develop an iterative bandwidth allocation Algorithm
4 that minimizes the consumed bandwidth which is bounded by the data rate con-
straint. For a given bandwidth allowance, optimal power allocation is derived in
closed form subject to QoS constraints.
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3.4 Optimal User Association under fixed band-
width and Transmit Power
In this section we propose iterative method to solve the formulated problem which
is non-convex NP-hard optimization problem. To solve the joint optimization prob-
lem we propose two-stage iterative method that decomposes the problem into two
stages and solve them iteratively. We first assume fixed bandwidth and transmit
power and consider the muting and user association problem. We solve the muting
problem with subgradient approach and obtain the optimal user association with
given muting indicator. We relax the integer constraints βrk, brn from {0, 1} to [0, 1].
However the problem is still non-convex, since the objective function is not concave.
By utilising the new variable β̂rk = log2(βrk), we will have a convex optimization
problem with respect to β̂rk which can be expressed as:




























brnαknRij(β̂rk, brn) > rmin ∀n ∈ N (3.12d)
brn ≤ e
ˆβrk ∀n ∈ N, ∀r ∈ R (3.12e)
0 ≤ brn ≤ 1 ∀n ∈ N, ∀r ∈ R (3.12f)
β̂rk ≤ 0 ∀r ∈ R (3.12g)
Since log-sum-exp is convex [95], then problem (3.12) is a standard concave maximi-
sation problem. In the problem O(β̂rk, brn), due to coupled variables β̂rk and brn in
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the constraints, we utilise new variable Sr =
∑
n∈N brn. We decompose the problem
into two subproblems in order to decouple the variables. Firstly, given the values of
Sr and β̂rk, we find the optimal user association brn and consequently we find the
optimal values of Sr and β̂rk.
3.4.1 Optimal User Association subproblem



















Based on (3.13), the Lagrangian function can be written as:













































where λr ≥ 0 is the Lagrange multiplier for total transmit power constraint, µn  0 is
the Lagrange multiplier associated with the required minimum data rate constraint,
θrn  0 and ρ  0 are the Lagrange multipliers corresponding to the constraints
(3.12e) and (3.13b). The operator  0 indicates that all the elements of the vector
are nonnegative.
The dual problem is given by:
min
λ,µ,θ,ρ
g(λ, µ, θ, ρ) (3.15)
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s.t. λr ≥ 0, µn  0, θrn  0 and ρr  0 (3.16)
g(λ, µ, θ, ρ) =

maxbru L(b, λ, µ, θ, ρ)
s.t. (3.12c), (3.12d), (3.12e)
(3.17)
Given the dual variables λ, µ, θ, ρ, the optimal solution obtained by maximizing the
Lagrangian w.r.t. bru is:
brn∗ =

1, if r = r∗
0, otherwise
(3.18)
where r∗ = maxr(ζ) with
ζ = RCSbrn − λrP rk +Rij − θrn + ρr (3.19)














































where t is the iteration index. ξ1, ξ2, ξ3 and ξ4 are the positive step sizes. After
obtaining the optimal λ∗, µ∗, θ∗ and ρ∗ the corresponding bru is the solution to the
primal problem.
The proposed user association Algorithm 1 is described with initial values of µn,
∀r ∈ R calculated based on the initial user association. The C-RAN centre (BBU
pool) collects the channel conditions for RUEs. The RUEs receives pilot signal to
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Algorithm 1: Proposed User Association Algorithm
1. Initialize µn, ∀r ∈ R equals to some non-negative value, Set i=1
2. Each user measures its received inter-RRH interference according to the pilot
signal from BS and calculates average SINR by accounting pilot signal from
BS. They are reported to the CRAN centre.
3. If Avg SINR is greater than the threshold
4. UE selects its BS according to the Avg SINR value.
5. else
6. User receives ζ and Rcs values from the BSs.




11. Each user feedbacks the user association request to the chosen BS broadcast
the updated values.
calculate the RSRP (received signal received power) and reports back to the CRAN
centre via serving RRH. After collecting the measurements and averaging SINR for
each RUE, the centre compare it with the threshold values. If the SINR is greater
than threshold it is associated with the RRH else it means that the user can’t cope
with high interference and it is associated based on the the function r∗ = maxr(ζ).
3.4.2 Optimal Muting subproblem
We consider the muting problem and develop algorithm. As discussed in the pre-
vious section, we first determine the user association indicators given Sr and β̂rk.
Then under fixed user association brn the problem of optimizing (Sr, β̂rk) is written
as:
O(Sr, β̂rk) = max
Sr, ˆβrk
O(brn(Sr, β̂rk)) (3.24)
s.t. (3.12b), (3.12c), (3.12d), (3.12e)





optimal solution for given problem (3.13) and O∗(S
′
r) be the objective function and
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s.t. (3.12b), (3.12c), (3.12d), (3.12e)
We consider another solution brn for Sr. The following inequalities hold:
f ∗(S
′
r) = L(S∗(b∗rn), λ∗(b∗rn), µ∗(b∗rn), θ∗(b∗rn), ρ∗(b∗rn))










r − Sr)] + ρ∗r(brn)
(∑
n∈N







































the problem can be updated with the following subgradient method:
S(t+ 1) = S(t) +












To update β̂rk we denote h
∗(β̂rk) as the optimal value. We consider another solution





















ˆβrk − brn) +∇
(3.28)
where λr, µn are the Lagrangian multipliers corresponding to constraints (3.12c) and
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Thus the update for β̂rk is given by:
β̂rk(t+ 1) = β̂rk(t) +





















The update depicts the performance gain acheived in terms of data rate with the
increase in number of muting dominant interfering RRHs. Conducting the above
process iteratively, the convergence of the Algorithm 2 is achieved. Once the con-
vergence condition meets, the optimal solution is achieved.
Algorithm 2: Proposed RRH-muting Algorithm for NOMA based C-
RAN Systems
1. Inputs
2. Initialize Sr, β̂rk, θrn, ρr
3. (Repeat)
4. Solve the problem (3.14) by Lagrangian dual method.
5. Update θrn, ρr
6. Until θrn, ρr converge;
7. Update Sr, β̂rk from (3.27) and (3.30)
8. Until Sr, β̂rk converge;
We now propose a low complexity algorithm. We develop greedy heuristic search
algorithm to solve the problem for muting. The objective is to assign the radio re-
sources in such a way as to mitigate the inter-cell interference by using the concept
of coordinated silencing, whilst still improving the downlink user throughput. To
guarantee the required data rates of CEUs the RRH may decide not to transmit (co-
ordinated silencing) a superposed message to a set of NOMA users but a dedicated
message to CCU.
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Initially, the dominant neighbouring interfering RRHs Ib are identified. We derive
the average ICI power experienced by cell-edge user assuming no ICI is experienced
by cell-center users. The set of RRHs which are dominant interfering RRHs that
interfere with UEi is expressed as Ir = {r|bru = 0,∀r ∈ R}
















where power transmitted by RRH is P rk = E|x|2, x =
√
P kir x1 +
√
P kjr x2. At the
beginning of each scheduling instance, the instantaneous ICI is unknown. Therefore
the average power is computed by simple summation of the product of number of










, c] is a matrix with r
′
as the number of dominant interfering RRHs and
c is the per-user interference exerted by RRHs Ib on RRH r.
Considering the two-cell scenerio in which central processor determines that one
RRH is dominant interferer for the neighbouring RRH. The cell-edge users are iden-
tified based on normalized channel gains derived in Appendix B. If we assume that
a cell-edge user is selected that is liable to suffer from ICI from the neighbouring
cell, the following constraint will apply:
R(P r1jk )−R(P
r2j′
k ) ≤ η (3.34)
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where R(P r1jk ) is the power received from the user’s serving RRH r1 and R(P
r2j′
k )
is the power received from the neighbouring RRH r2 and η is the pre-defined ICI
threshold value and is set equal to noise power in simulations. The condition in
(3.34) is checked for both cells by considering only the CEUs. If the condition
is met then the RRH r2 is one of the dominant interfering RRH for CEU j. In
order to improve the cell-edge throughput RRH r2 will remain silent (coordinated
silencing) in that slot. RRH r1 will form a pair having highest PF metric. Fig. 3.3
shows the signalling sequences for the proposed approach. Rki∗j∗ is the highest user
utility which a CCU i or CEU j can achieve by assigning a RB k and is defined as
Rki∗j∗ = max(L
∗), where L∗ is the matrix generated for a list of values which defines
the utility of an CCU i or CEU j. The central processor is in charge of collecting
Figure 3.3: Signalling sequences for the proposed approach
and using channel state information (CSI) to make a coordinated scheduling decision
among the connected RRHs via the fronthaul links. For R RRHs a total of J = 2R−1
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muting combinations are possible per RB. Considering the dominant interfering
RRHs Ir, it is assumed that UEs generate a total of J = 2
Ir CSI reports per
RB. Initially the cell-edge users are identified based on the received signal power.
Then the dominant interferers to that user are identified. The UE and dominant
interfering RRHs report are collected at the central processor. RRHs calculate
the utility function which is the scheduling matrix that maximizes the sum-rate of
the NOMA users. Finally the coordinated scheduling alongwith muting operation is
performed at the central processor. Muting decisions are imposed by the centralized
processor to the dominant interfering RRHs. The inputs to the Algorithm 3 are UEs,
n ∈ N , RRHs, r ∈ R, RBs, k ∈ K. All RRHs are assumed to be activated, i.e.
βrk = 1. We initialize the scheduling matrix S, which is the scheduling set of all
UEs. Users are scheduled based on the categorization of cell-edge and cell-center
users. Two UEs of different channel conditions are paired on the same RB. UEs
with normalized channel gain above L1 are classified as CCUs and UEs with channel
gain below L2 are CEUs. L1 and L2 are the pre-defined threshold values defined in
Appendix B.








Each RRH performs scheduling by picking UE that has the maximum PF metric.
The PF metric is calculated using the instantaneous user data rate and long-term
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Algorithm 3: Heuristic Muting Algorithm for NOMA based C-RAN
Systems
1. Inputs βrk = 1,N ,R,K
2. Initialize S ← 0, where S is the scheduling set
3. Set flag = [flag1, ..., f lagK ]← 0;
4. for all S do
5. for i < 2K do
6. Classify the users into Uceu(cell edge users) and Uccu(cell center users) based on
channel gains.
If channel gain>L1 then user is Uccu
If channel gain<L2 then user is Uceu
7. Each BS performs scheduling by picking UE that has maximum PF metric.
Find the serving BS for CEU. Find the dominant interfering BS based on the
condition in (3.34). The set of dominant interference BSs Ib silences
(coordinated









8. Calculate the sum PF metric PF (i, j) for UEs
9. Compute the metric Ti,j, j ∈ K
10. Compute Ti = maxj∈KTi,j
11. If Ti > Ti−1 then schedule the user as:
j̄ = argmaxj∈KTi,j
12. Update S with j̄
13. Repeat till flagk=2.
14. i← i+ 1;
15. end while
16. Output S contains set of scheduled UEs












where αkn(t) is the scheduling index which is equal to one if user n is scheduled in


















where Ks and Kw are the RB indices in which the user is scheduled as the strong
user or the weak user respectively.
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At each iteration one RRH is muted b ∈ Ib by checking the condition in (3.34).When
RRH is muted, the maximum PF metrices is calculated among all UEs u on RBs
k. The muting is stopped when the additional muting os RRHs does not improve
the sum of PF metrices. The set of muting decisions are defined in (3.35). The
bionomial coefficients of set Ir are evaluated by taking rm BSs at a time so as to
reduce the complexity of muting decisions for each RB k.. Then we calculate the
metric in (3.36) that maximizes the weghted sum rate. The loop runs until all users
are scheduled. Flag is set to 2 for maximum number of multiplexed users on the
same RB. We get the scheduling set S with scheduled UEs.
3.5 Optimal Power and Bandwidth Allocation with
given RRH muting states and User-Association
This section solves the power and bandwidth problem for UE NOMA pair with
individual QoS constraints assuming f irk > f
j
rk. We formulate the feasibility problem
with the given bandwidth and power budgets to satisfy the QoS constraints for each
RRH r. The aim of the subproblem (3.39) is to assign the power and bandwidth
budgets of RRHs so that the rate requirements of all users are met. The following
minimization problem is formulated as:
O(Bij, P
r





















brnαknRij(β̂rk, brn) > rmin ∀n ∈ N (3.39d)
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The formulated problem is equivalent to the task of finding minimum bandwidth
and power of the RRH r while satisfying the rate requirements of users. We solve
the problem in two phases.
3.5.1 Bandwidth Allocation
First we estimate the total bandwidth of k allocated subchannels required to satisfy
the rate requirements of users. The power allocation is then determined. We fix
the transmission power to a feasible value P r
∗
k . The bandwidth which is sum of the
bandwidth resource allocated to the mth NOMA user pair (i,j) must be minimized.
In order to decompose the joint problem new variable which is the total bandwidth
of all subchannels is defined as:
M∑
m=1
Bij ≤ B ∀r ∈ R (3.40)













Bij ≤ B ∀r ∈ R (3.41b)∑
n∈N







k ) > rmin ∀n ∈ N (3.41d)
Firstly the Lagrange function of the problem is formulated. Sub-gradient approach
is then utilized to allocate bandwidth to subchannels. The Lagrange function of the
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problem is:
































































λ, µ, θ ≥ 0 (3.48)
From (3.43) and (3.44) it can be observed that the subchannel k with low cost can
be used to assign user pair (i,j). The cost associated with each subchannel is based
on the gain value observed by user pair at that subchannel. The minimum cost of
the subchannel assigned to user pair can be defined as Cij = minC
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where t is the iteration index. The split in bandwidth among different pairs can be
expressed as:
Bij(t+ 1) = [Bij − δ(C(t)− Cij(t))]+ (3.51)
Algorithm 4: Iterative Bandwidth Allocation
1. Inputs Kn, K, N
2. for K∗ ← Kn do
3. Compute the cost associated with each subchannel Cij by using µ






and Bij(t+ 1) = [Bij − δ(C(t)− Cij(t))]+
5. The bandwidth allocated with minimum cost is given by: B∗(t+ 1)−Bij(t+ 1)
6. end for
We define the total number of subchannels for all users as bandwidth budget Kn.
The assignment table is formed with K subchannels and |2N | users. We then
construct a cost matrix given by (3.43). After computing the cost matrix we obtain
the best subchannels for each user pair sorted according to the cost. The bandwidth
of the subchannel is converged as the cost converges in this algorithm.
3.5.2 Power Allocation
The problem given in (3.39) can be reformulated into an equivalent form. Given
UEs consume all bandwidth B, we aim to find the minimum power consumption
of RRHs while satisfying the rate requirements of users. Thus the optimization
problem can be represented as:
O(B∗ij, P
r
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s.t. ∑
n∈N













brnαknRij(β̂rk, brn) > rmin ∀n ∈ N (3.52d)
We propose centralized power control optimization for fixed brnαkn, i.e. fixed user-
RRH and subchannel-RRH indicator. Power allocated to users i and j on the same
subchannel is adjusted. For each subchannel the best user pair and its required
transmit power is selected in a way that the ICI can be minimized while maintaining
QoS. Suppose each user has a minimum SINR level as the QoS then the transmit
power needs to satisfy the following equation:
bruαkn|hrnk|2P rkl∑ul
j=l+1 brnαkn|hrnl|2P rkj +Bmax(Irnk +N0)
≥ γunk (3.53)











where γink = (2
Ri
Bij −1) and γjnk = (2
Rj
Bij −1) are the SINR of users i and j respectively.
We solve the optimization problem in the case where two different RRHs transmit
powers on the subcarrier and four user-RRH wireless links are involved. The channel








nk |2 and the














k . The following
optimization problem is equivalent to solving the problem in (3.52).
min
P rk
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f irk > f
j
rk (3.56c)
Ri∗ ≥ Rmin (3.56d)
Rj∗ ≥ Rmin (3.56e)
P rk  0 (3.56f)
where P rk
∆
= [P rik , P
rj
k ] is the transmit power vector and P
r is the maximum power






nk(βrk) +N0) + bruαkn|hrink|2P rik





































































nk represents the desired signal from for user j jointly
ttansmitted from both RRHs and λcP
T
c′ represents interference from other NOMA






and P Tc is the transpose of Pc







































































For proof please refer Appendix A.
3.6 Simulation Results
In this section performance of our proposed scheme for NOMA-based C-RAN sys-
tems is evaluated with system level simulations. We consider multi-cell NOMA
based C-RAN system consisting of RRHs and users are uniformly and indepen-
dently placed within the RRHs’ circular coverage area of radius 500m and whose
centre is located at a distance of 2 km from the cloud. Each RRH has a coverage
radius of DR. The active mode and the sleep mode power for each RRH is 84W and
56W of power. We assume that all fronthaul links are identical, therefore Rrfh = R
r,
where Rrfh is the maximum traffic load that can be carried by the fronthaul link
associated with RRH r. The maximum number of users that can be multiplexed
on the same RB is 2. Moreover we assume that the power sharing coefficients of
NOMA users are air = 1/4 and a
j
r = 3/4. The simulation parameters are listed in
Table 3.1.
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The performance of OMA based C-RAN is illustrated as benchmark to demonstrate
the effectiveness of our proposed NOMA-enabled C-RAN system. Fig. 3.4 compares
the average rates for coordinated scheduling scheme for NOMA C-RAN with OMA
C-RAN. We observe that when the number of RRHs increases, the sum rates for
NOMA C-RAN and OMA C-RAN first increases and then begin to decrease if
the number of RRHs exceeds certain threshold. This crossover effect is due to
the fact that overcoverage generates severe aggregated interference. Moreover the
performance of NOMA depends on the channel gain differences among users. When
the number of RRHs increases, the channel gain differences gradually disappear. To
utilize inter-RRH interference, coordinated multipoint joint transmission (CoMP-
JT) is considered, which enables multiple RRHs to transmit the same data on radio
resources. The CEUs can can combine multiple signals to enhance the performance.
We observe that RRH coordination contribute to increase in average achieveble rate
for both schemes when there are low to medium number of RRHs. However the
average rates of both schemes have an intersection at some specific threhold. This
indicates that NOMA CRAN outperforms OMA C-RAN only when the number
of RRHs are below some threshold. After certain threshold OMA C-RAN can be
better choice than NOMA C-RAN to improve average rate. This is due to the fact
that performance of NOMA depends on the channel gain difference between the
Table 3.1: Simulation parameters
Parameter Values
Distance dependent path-loss from RRH to UE 148.1 + 37.6log10(d), d in km
Number of antenna at RRH/UE 1
Scheduler Proportional Fairness
Maximum RRH Transmit Power P rk 24 dBm
Noise power spectral density -174 dBm/Hz
Noise Figure 9 dB
Throughput Calculation Based in Shannon’s Formula
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users which becomes less with increasing number of RRHs.
Figure 3.4: Average rates for NOMA and OMA C-RANs
Fig. 3.5 shows the relationship between the Jain’s fairness index and number of
RRHs for fixed number of RBs. To provide measurement for fairness, Jain’s fairness


























The value of Jain’s fairness index is between 0 and 1. The rate allocation is perfectly
fair if Jfi = 1.
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Figure 3.5: Jain’s fairness index vs number of RRHs
For a given number of RBs, we observe that the Jain’s fairness index decreases with
the increasing number of RRHs. This occurs because the aggregated interference
experienced by users due to overcoverage is more complicated. Moreover, the net-
work cannot be accessed by the users with poor channel conditions due to more
competitiveness for limited resources. We can observe that the fairness level is sig-
nificantly improved with the proposed NOMA-enabled C-RAN compared to OMA
C-RAN especially when the number of RRHs are in low to medium range.
Fig. 3.6 shows that the average data rate increases with the increase in bandwidth.
We observe that the proposed approach outperforms OMA scheme for fixed power.
The cell-edge users (CEUs) experience less interference due to optimal bandwidth
allocation. Although there is possibility for RRHs to mute, it is also possible to
serve users on all subchannels to increase network capacity. The NOMA technique
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enables the multiple users share a whole frequency band which is occupied by the
same RRH to transmit data by proper power allocation. This leads to the feasible
bandwidth allocation. Therefore the proposed approach can enhance the spectral
efficiency.
Figure 3.6: Average data rate versus bandwidth
We evaluate the effectiveness of the proposed technique in muting RRHs. We plot
the number of active RRHs remaining in each iteration for Algorithm 2 and Algo-
rithm 3 in Fig. 3.7. The convergence behaviour of the proposed algorithm is shown.
Fig.3.7 plots the number of active RRHs in each iteration for different number of
users/RRH. It can be observed that all the RRHs are initially active. However as
the number of iteration increases the number of active RRHs decreases. This implies
that when more users are served, more RRHs need to remain active.We observe that
Algorithm 2 has better convergence speed than Algorithm 3. Algorithm 2 converges
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Figure 3.7: Convergence behaviour of proposed algorithm
within 35 iterations while the Algorithm 3 requires 55 iterations to converge.
Fig. 3.8 illustrates the transmit power with target data rate for k=6 and n=12.
All users have an identical data rate requirements with rates varying from 1 to
14 bps/Hz. It can be seen that the transmit power increases with the target rate
requirement for both schemes. The RRH needs to transmit with a higher power
in order to support a more stringent data rate requirement. The proposed optimal
power allocation approach provides a significant power reduction as compared to
the conventional OMA scheme. Specifically, benchmark scheme requires a higher
transmit power (about 2 dB) compared to proposed scheme.
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Figure 3.8: Transmit power v.s. minimum transmission rate requirements
3.7 Conclusions
In this chapter we have studied joint user association, muting and power-bandwidth
optimization in multi-cell NOMA-enabled C-RAN system. The problem has been
formulated as a combinatorial non-convex optimization problem. By formulating
joint user association and muting problem, we have proposed a centralized algo-
rithm to provide the optimal solution to the RRH muting problem for fixed band-
width and transmit power. Besides, a suboptimal algorithm considering ICI has
also been proposed to achieve a trade-off between performance and computational
complexity. The bandwidth-power allocation problem has been reformulated and
an efficient algorithm has been proposed to solve the problem. Moreover the op-
timal power allocations have been given in closed-form expressions. Specifically,
our NOMA-enabled C-RAN framework can find the best RB allocation, number of
active RRHs and transmission BPA strategy, while satisfying users’ data rate con-
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straints and per-RRH bandwidth and power constraints. Simulation results have
revealed that our proposed algorithms can obtain the optimal solution of the joint
optimisation problem in a significantly reduced computational time and show that
NOMA-enabled C-RAN achieves improved network performance in both data rate
and network utilisation with proportional fairness consideration. Moreover, nu-
merical results have showed that our proposed joint channel bandwidth and power
allocations for NOMA-enabled C-RAN transmission can significantly minimize the
total RRHs transmission power considering the bandwidth constraint in compari-
son with the conventional OMA-enabled C-RAN transmission scheme as well as the
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In this chapter we investigate the performance of non-orthogonal multiple access
(NOMA) in heterogeneous cloud radio access networks (H-CRAN), where coordina-
tion of macro base station (MBS) and remote radio heads (RRHs) for H-CRAN with
NOMA is introduced to improve network performance. We formulate the problem
of jointly optimizing user association, coordinated scheduling and power allocation
for NOMA-enabled H-CRANs. To efficiently solve this problem, we decompose the
joint optimization problem into two subproblems as 1) user association and schedul-
ing 2) power allocation optimization. Firstly the users are divided based on different
interference they suffer. This interference-aware NOMA approach account for the
inter-tier interference. Proportional fairness (PF) scheduling for NOMA is utilized
to schedule users with a two-loop optimization method to enhance throughput and
fairness. Based on the user scheduling scheme, optimal power allocation optimiza-
tion is performed by the hierarchical decomposition approach. It is then followed
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by algorithm for joint scheduling and power allocation. Simulation results show
that the proposed NOMA-enabled H-CRAN outperforms OMA-based H-CRANs
in terms of total achievable rate and can achieve significant fairness improvement.
To the best of our knowledge none of the existing works on H-CRAN investigated
multiple access techniques particularly NOMA which are of great importance in
H-CRANs for interference mitigation and spectral efficiency improvement.
4.2 System Description and Channel Model
In this section we present a system model of NOMA enabled H-CRAN. We propose
a NOMA-enabled H-CRAN model and consider the downlink scenario where one
macro base station (MBS) and multiple remote radio heads (RRHs) communicates
with multiple UE’s via the NOMA protocol. Therefore we formulate the problem
where user association, resource allocation and scheduling, and power allocation are
jointly considered for downlink H-CRAN to optimize the network utility. To tackle
the joint optimization problem we decouple the main problem into two subproblems
as joint user association and scheduling, and power allocation.
The system categorizes users into three regions according to the access via MBS,
RRH or both. Under this NOMA-enabled H-CRAN model, we first consider MBS
and each RRH adopts NOMA scheme where no BSs in the network are coordinated
to jointly transmit the NOMA signals. To mitigate the effect of interference the
coordination scheme is invoked where the BSs are coordinated to do the joint trans-
mission to the farthest user and thus improve UEs signal-to-interference-plus-noise
(SINR) ratio especially around cell-edges. We categorise this region as CS-NOMA
region which not only helps near users to perform successive interference cancella-
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tion (SIC) but also helps farthest user decode its own signal. To further analyze the
performance we categorise users according to different interference they experience
from MBS, RRH or both i.e. macro users (MUEs), RRH users (RUEs) suffering
interference from MBS and RUEs suffering interference from both MBS and RRHs.
4.2.1 System model of NOMA-enabled H-CRAN
We consider a downlink of NOMA enabled Heterogeneous C-RAN shown in Fig.
4.1 under which multiple RRHs are underlaid within the coverage of one MBS. We
assume M macro UEs (MUEs) are uniformly distributed within the MBS. Similar
to MBS and RRHs, the MUEs and RRH UEs (RUEs) are each equipped with single
antenna. During the optimization process channel remains unchanged. This as-
sumption is justified for networks with very low degree of mobility and/or very high
throughput. A cloud center is employed to collect all the channel state information
and perform the network optimization.
We denote the set of RRHs in a macrocell as R = {1, 2, . . . , R}. Rm = R+ 1 is the
total number of MBS and RRHs denoted by set Rm = {0, 1, 2, . . . ,R} where 0 is the
index of the MBS. The total bandwidth B is divided into K resource blocks (RBs)
indexed as K = {1, 2, . . . , K} and each RB occupies a bandwidth of Bk = B/K.
In order to improve the spectrum efficiency we assume MUEs and RUEs reuse the
same set of RBs and we refer RRHs as the underlay tier.
4.2.2 Channel Model
According to the NOMA-based transmission, multiplexing of users through super-
position coding (SC) at the MBS and successive interference cancellation (SIC)
technique is implemented at the UEs. A single RB can be assigned to multiple
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Figure 4.1: System Model of NOMA-enabled H-CRAN
number of users. We denote pm and pr as transmit power from MBS and RRH





with f̃ b1r,k ∼ CN (0, 1),
where f b1r,k is the Rayleigh fading channel coefficient, α represents the path loss ex-













are the channel coefficients between MBS m and RUE b1 and b2,
dmb1 and dmb2 are the distances between MBS m and RUEs b1 and b2 respectively.
βrbk represents the RB indicator for RRHs i.e. if RB k is assigned to RRH r then
βrbk = 1 and 0 otherwise. β
m
nk represents the RB indicator for MUEs. We define
B = {b|1 ≤ b ≤ b} and N = {n|1 ≤ n ≤ N} as the index of RUEs and MUEs
respectively.











r,k are the power sharing coefficients. x
b1
r,k is the
symbols transmitted from rth RRH to its serving RUE b1. The received signal by
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The channel gains are sorted as |f rb,k| ≥ . . . ≥ |f r1,k|



























Th first term in the above equation is desired received signal, the second term is the
interference from the neighbouring RUEs, the third term is the cross-tier interference
and ξrb,k is the additive white gaussian noise (AWGN) at RUE b1 with variance σ
2.






















































Given the SINR values, the achievable data rate in terms of bit/s/Hz for RUEs b1
and b2 can be calculated using Shannon formula as:
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and
Rb2 = Bklog2(1 + γ
b2
r,k) (4.7)


























The data rate for MUEs n1 and n2 is given by:




Rn2 = Bklog2(1 + γ
n2
m,k) (4.11)















where grn1m,k is the channel gain beween RRH r to MUE n1 on RB k. SINR of UE u


























m,k represents the desired signal from joint trans-
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c′λc represents the inter-user interference due to other users in the
MBS+RRH range.
4.3 Problem Formulation for Joint User Associa-
tion, Scheduling and Power Control
We categorize overall service area into three regions: MBS NOMA region, RRH
NOMA region and MBS+RRH CS NOMA region based on the association schemes
and the received powers from MBS and RRH. The main objective of the work is
to optimize the service fairness and network spectral efficiency. A transmission
mechanism is proposed with the following requirements
1) to decide the association for each UE
2) to allocate RBs to user pairs at the end of each scheduling cycle.
3) to adjust the power allocation in order to maximize the performance gain
We define the variables to indicate the association status between UE and the MBS




i to identify the regions of MUEs,




i (t) represents whether
RB k is assigned to RUE, MUE or CS-CoMP UE. j = 1, 2 represents index for cell-
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Ccsi =

1, if UE is in the CS-CoMP NOMA range
0, otherwise
(4.17)
In each time slot each RB can be assigned to only one pair of UEs. Scheduling
variables are defined as:
βmi1 (t) =

1, if UE k1 is served by MBS on k-th RB as first UE forming a





1, if UE k1 is served by MBS on k-th RB as second UE forming a





1, if UE k1 is served by RRH on k-th RB as first UE forming a





1, if UE k2 is served by RRH on k-th RB as second UE forming a





1, if UE u is served by MBS and RRH on k-th RB at time t
0, otherwise
(4.22)
The network-wide optimization of joint scheduling and power control in NOMA-
enabled H-CRAN with a long-term proportional fair resource allocation can be
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ij (t) and β
cs
i (t) ∈ {0, 1} (4.23f)
where U(R(t), α) is the network-level system throughput defined in (4.37). Con-
straints (4.23b), (4.23c) and (4.23f) are imposed to ensure that at each time slot
RB can be occupied by only one pair of UEs. P rthr and P
m
thr are the maximum
MBS and RRH power respectively. Constraints (4.23d) and (4.23e) limit the peak
transmitted power of RRHs and MBS. The formulated problem is a mixed com-
binatorial non-convex problem due to binary variables β and real variable p(t) as
well as non-convex objective function. There is no systematic approach to solve this
problem optimally. But the problem becomes more tractable if we seperate it into
subproblems. To solve the joint optimization problem we propose two-stage iterative
method that decomposes the problem into two stages and solve them iteratively.
1) In each iteration of our joint algorithm we associate each user to MBS or RRH
based on the association schemes discussed in section 4.4.
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Ri(t−1) for fixed power.
3) Lastly we develop an algorithm for joint user scheduling and power control.
4.4 User Association and Interference Aware NOMA
We define MBS or RRH as the interfering BS for a UE if the average received signal








where δ > 1 is a user-defined constant for setting the level of interference.
Furthermore we divide the users as cell-edge users and cell-center users based on







where a is the portion of the BS transmit power allocated to strong NOMA user.
For derivation please refer Appendix B. We classify users into five types according
to the user access methods. CEU and CCU associated with the MBS or RRH and
the UE in the CS-CoMP NOMA range. For any cell-center MUE u the serving
BS is MBS and the received power from MBS and RRH satisfies the inequality
pmd−αmmu > p











For the UE u located in the cell-edge region of MBS prd−αrru < p









mu . Therefore this UE suffers main interference
from RRH r.
Similarly the cell-center RUE does not experience interference from MBS and its
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The cell-edge RUE suffers main interference from MBS i.e prd−αrru < p
md−αmmu δ.









For CS-CoMP UE in the cell-range extension region (MBS+RRH region) the dif-
ference in the measured signal strength is small (less distictive). Therefore this UE
is jointly served by MBS and RRH.











mu and dmu > D











mu ≤ dru < θd
αm
αr
mu and dru > D





mu and dru ≤ D
c, if pm ≈ pr and d > D
(4.25)
Obviously users n1 and n2 are associated with MBS and paired to form NOMA
group. Similarly users b1 and b2 are associated with RRH and paired to form
NOMA group. The payoff of MBS or RRH is defined as the sum utility for all users



























where a and b are the coefficients with 0 < a < 1 and b > 0, d−αrr and d
−αm
m is the
distance from UE to RRH and MBS respectively. Rmin is the minimum data rate
requirement.
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In order to ensure fairness among users, the utility function [99] is a logarithmic
function and is concave, which ensure fairness by allocating more resources to users
with lower rate.
The fundamental of NBS (Nash Bargaining Solution) has been widely used for fairly
distributing resources among competing players [99]. From eqs (4.26) and (4.27) the



























In (4.29) the optimization goal is to determine which user should be associated with
MBS or RRH, so as to maximize the NBS utility function, where UR(Ci)
min is the
minimal payoff of MBS or RRH. The main aim of the optimization is to determine Ci
which maximizes all UR(Ci) simultaneously with the constraints UR(Ci) ≥ UminR (Ci)
and Ci = {0, 1} ∀ R, b, n. Each MBS or RRH has UR(Ci) as payoff function and is
concave since its Hessian matrix is negative semidefinite.
The user association problem is integer programming problem. We adopt continuous
relaxation approach to solve the problem by relaxing the constraints Ci = {0, 1} to
0 ≤ Ci ≤ 1 where Ci is the user association probability.
For one MBS and one RRH the utility is defined as
U(Ci) = (U0(Ci)− U0(Ci)min)(U1(Ci)− U1(Ci)min)
















4. Coordinated Scheduling and Power Control for Non-Orthogonal Multiple Access
(NOMA) enabled Heterogeneous Cloud Radio Access Networks (H-CRAN)























where Cmi and C
r
i are the association indexes for user to be associated with MBS
or RRH.
We define a difference function f(ν0, ν1) which decides whether UE should be asso-
ciated with MBS or RRH as:
f(ν0, ν1) =
ν0 +X0 + Y0
U0(Ci)− U0(Ci)min



































, r ∈ {0, 1} (4.34)
If the function f(ν0, ν1) is greater than zero then the user is associated with MBS and
if its less than zero then user is associated with RRH. The users will be associated
with MBS and RRH simultaneously if the function is equal to zero.
We focus on the simple user association algorithm for one MBS and one RRH. The
proposed user association Algorithm 5 is described with initial values of Xr, Yr and
UR(0) calculated based on the initial user association. The H-CRAN centre (BBU
pool) collects the channel conditions for RUEs and MUEs. The RUEs receives pilot
signal from MBS and other RRH to calculate the RSRP (received signal received
power) and reports back to the H-CRAN centre via serving BS. After collecting the
measurements and averaging SINR for each RUE or MUE, the centre compare it
with the threshold values. If the SINR is greater than threshold it is associated
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Algorithm 5: Proposed User Association Algorithm
1. Initialize δ, λ, Xr, Yr UR(0) R ∈ {0, 1} Set i=1
2. Each user measures its received inter-tier interference according to the pilot
signal from BS and calculates average SINR by accounting pilot signal from BS.
They are reported to the H-CRAN centre via MBS.
3. If Avg SINR is greater than the threshold
4. UE selects its BS according to the Avg SINR value.
5. else
6. User receives UR(Ci) value from the BSs.
7. User determines the serving BS according to the maximum f(ν0, ν1)
8. Update λ, Xr, Yr, UR(Ci)
9. end if
9. Set i=i+1.
10. Each user feedbacks the user association request to the chosen BS broadcast
the updated values.
with the BS else it means that the user can’t cope with high interference and it is
associated based on the the function f(ν0, ν1).
4.5 Proportional Fairness Scheduling
The optimization problem in (4.23a) is solved by transforming into a more amenable






s.t (4.23b), (4.23c) and (4.23f)
(4.35)
Outer problem maximizing U(t) by varying β(t) for a given p(t) The achievable rate
at discrete time t on RB k can be written as:
R(t) = βmij (t)(1− βrij(t))Cmi Rnj + βrij(t)(1− βrij(t))CriRbj + βcsi (t)Ccsi Rcs (4.36)
Proportional fairness (PF) is used in order to maintain fairness among users. The
RB k is allocated to user pair having the highest PF metric. To quantify the
fairness among users we adopt the α-fairness utility function [100], where U(t) is
80
4. Coordinated Scheduling and Power Control for Non-Orthogonal Multiple Access
(NOMA) enabled Heterogeneous Cloud Radio Access Networks (H-CRAN)




1−α for α ≥ 0, α 6= 1
log R(t), for α = 1
(4.37)
where R(t) is the average throughput of user at discrete time t. α is a non-negative
parameter standing for the tradeoff between user fairness and spectrum efficiency.
The fairness among users will be enhanced at the cost of reduced spectrum efficiency
as α increases. The average throughput of user at time t is defined as:






βmij (t)(1− βrij(t))Cmi Rnj+
βrij(t)(1− βrij(t))CriRbj + βcsi (t)Ccsi Rcs −R(t− 1)
] (4.38)






where r(t) denotes the estimated instantaneous rate UE receives in scheduling in-
terval t, which is updated in each iteration and Rk(t − 1) is the long-term average













βmij (t)(1− βrij(t))Cmi Rnj+
βrij(t)(1− βrij(t))CriRb + βcsi (t)Ccsi Rcs
(4.40)
where suk(t) is the scheduling index which is equal to one if user u is scheduled in
k-th RB, otherwise 0. tc is the time-window length. ruk(t) is the instantaneous data
rate.
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βmij (t)(1− βrij(t))Cmi Rnj + βrij(t)(1− βrij(t))CriRbj + βcsi (t)Ccsi Rcs
Ru(t− 1)
(4.41)
The gradient problem above is the only way to exploit the multiuser diversity whilst
keeping full control of fairness among users through the flexible tuning knob α.
Algorithm 6: Proposed Two-Loop Optimization for User Association
and Scheduling
Outer Loop: For fixed δ from Algorithm 5 we categorize UEs based on their
access via MBS, RRH or both.
Inner Loop: Initialize Lagrangian multipliers ρmi , ρ
r
i





We propose two-loop optimization for user association and scheduling in Algorithm
6. In the outer loop, we initialize a fixed bias value δ from Algorithm 5 and determine
the association status for each user. The interference power from neighbouring BS
is calculated and users are categorized into three groups based on access via MBS,
RRH or both. In the inner loop Lagrange multipliers ρmi , ρ
r
i are initialized and
updated. Finally, the optimal indexes are obtained from (4,43), (4.44) and (4.45).
The Lagrangian function of the problem can be defined as follows:



























































For each RB k we need to find the optimal index for MUEs, RUEs and CS-UEs at
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time t. The optimal RRH-user index is derived as:





The optimal Macro-user index is:





and the optimal CS-UE index is:





For the derivations please refer to Appendix C
4.6 Power Control Problem










s.t. (4.23d) and (4.23e)
(4.46)
Due to inter-tier interference the above optimization problem is non-convex. In
order to obtain optimal solution to problem F2 we adopt heirarchical decomposition





s.t (4.23d) and (4.23e)
x < R(p) (4.48)
We define the Lagrange function of problem by relaxing the above constraint (4.48)
as:
L(p, x, λ) = max
p,x
x+ λ(R(p)− x) (4.49)
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where λ ≥ 0 is the Lagrangian multiplier corresponding to the constraint (4.48).
The dual function is given as:
G(λ) =

maxp,x L(p, x, λ),
s.t (4.23d) and (4.23e)
(4.50)











The subproblem G1 can be solved with Lagrangian dual decomposition method. By
relaxing the constraints the LDD function becomes:




































where λr and λm are the dual vectors corresponding to the constraints (4.23d) and
(4.23e).
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To obtain the optimal power allocation for the given RB assignment, we solve the
following:











































Consequently the function can be decoupled by dual decomposition method [101].






























= 0 and we can derive the optimal power allocation
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and Λm = Pmt g
c
mk, Λ






m are the power allocation coefficients. For
derivations please refer Appendix D.
































In the subproblem G2, Uα(x) is a concave function of x and hence f(x) is also a
concave function of x.Therefore the optimal solution x∗ can be obtained by taking
the derivative of f(x) with respect to x and equating it to zero.
x∗ =

1, ifλn > 1
maxx Uα(x) if λn ≤ 1
(4.70)
The proposed joint user association, scheduling and power allocation scheme is
summarized in Algorithm 7.
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Algorithm 7: Joint user association, scheduling and power control
1. Input Pm, P r where the vecor P = [Pm, P r1 , . . . , P
R]
2. While not converge iteratively optimize Pm and P r do
3. Determine the optimal user association and scheduling from Algorithm 5 and









ij update the transmit power P = [P
m, P r1 , . . . , P
R] with the
steps as follows:
a) Obtain P r and Pm according to equations(4.60, 4.61, 4.63, 4.64)
b) Update λn using subgradient method.
c) Until convergence
5. Obtain the optimal solution U(p∗, β∗)
i = i+ 1
end if
4.7 Simulation Results
In this section we present simulation results to evaluate the performance of the
proposed algorithm. We consider several RRHs located in the coverage of one MBS
with 1 km diameter. Obviously the UEs closer to MBS prefers to access the network
via MBS. It is assumed that the RRHs are uniformly distributed in a ring area
centered around the MBS with the radius of inner ring to be 250 m and the outer
radius of the ring is equal to the radius of the cell. The distance of MUEs and RUEs
are measured with respect to their serving MBS and RRHs respectively. Each RRH
has a coverage radius of DR. If the distance between UE and RRH is within DR,
the UE chooses to access the network via the RRH. The distance of UEs in the CS-
NOMA range are measured with respect to RRH. We assume that all fronthaul links
are identical, therefore Rrfh = R
r, where Rrfh is the maximum traffic load that can
be carried by the fronthaul link associated with RRH r. The simulation parameters
are listed in Table 4.1.
The maximum number of users that can be multiplexed on the same RB is 2.
Moreover we assume that the power sharing coefficients of NOMA for each tier are








4. Coordinated Scheduling and Power Control for Non-Orthogonal Multiple Access
(NOMA) enabled Heterogeneous Cloud Radio Access Networks (H-CRAN)
Figure 4.2: Average rates for NOMA and OMA H-CRANs ({ab1r , ab2r } = {an1m , an2m } =
{0.3, 0.7})
The performance of OMA based H-CRAN is illustrated as benchmark to demon-
strate the effectiveness of our proposed NOMA-enabled H-CRAN system. Fig. 4.2
compares the average rates for coordinated scheduling scheme for NOMA H-CRAN
with OMA H-CRAN. We observe that when the number of RRHs increases, the sum
rates for NOMA H-CRAN and OMA H-CRAN first increases and then begin to de-
crease if the number of RRHs exceeds certain threshold. We observe that MBS and
RRH coordination contribute to increase in average achieveble rate for both schemes
when there are low to medium number of RRHs. However the average rates of both
schemes have an intersection at some specific threhold. This indicates that NOMA
Table 4.1: Simulation parameters
Parameter Values
Distance dependent path-loss from MBS to RUE 140.7 + 36.7 ∗ log10db, d in km
Distance dependent path-loss from RRH to RUE 128.1 + 37.6 ∗ log10dn, d in km
Number of antenna at BS/UE 1
Scheduler Proportional Fairness
Scheduling Interval 1ms
Maximum Tx power of MBS 43 dBm
Maximum Tx power of RRH 29 dBm
Throughput Calculation Based in Shannon’s Formula
Fronthaul Capacity Cmax variable
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H-CRAN outperforms OMA H-CRAN only when the number of RRHs are below
some threshold. After certain threshold OMA HetNets can be better choice than
NOMA H-CRAN to improve average rate. This is due to the fact that performance
of NOMA depends on the channel gain difference between the users which becomes
less with increasing number of RRHs.
Figure 4.3: Average sum rate of RUEs vs δ ({ab1r , ab2r } = {an1m , an2m } = {0.3, 0.7})
Figure 4.4: Average sum rate of MUEs vs δ ({ab1r , ab2r } = {an1m , an2m } = {0.3, 0.7})
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Fig. 4.3 shows the average sum rate of RUEs with NOMA HCRAN and OMA H-
CRAN versus δ for different transmit powers where δ is the factor for interference as
discussed in section 4. We can observe that the average sum-rate of RUEs decreases
with the increase in factor δ. This degradation can be explained as follows: larger
value of δ means increase in main interference. The proportion of RRHs which use
CoMP with large size increases due to increase in main interference. This is because
the RRHs are more likely to cooperate. Moreover more users are associated with
RRHs with low SINR which in turn degrades the performance. It is shown that
the average sum-rate performance of NOMA enabled H-CRAN RUEs outperforms
OMA H-CRAN.
Figure 4.5: Average sum rate for RUEs vs D ({ab1r , ab2r } = {an1m , an2m } = {0.3, 0.7})
Fig. 4.4 shows the average sum-rate of MUEs with NOMA-enabled H-CRAN and
OMA H-CRAN versus δ for different transmit powers. It is observed that the average
sum-rate of MUEs improves with the factor δ. This is because when low SINR users
are associated to RRHs, the sum-rate of MUEs is enhanced.
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Fig. 4.5 demonstrates the sum-rate of RUEs as a function of radius of RRH cover-
age for different number of UEs. As the distance Dr increases, the SINR of RUEs
is reduced owing to severe interference in case of OMA H-CRAN. Since the pro-
posed coordinated scheduling cancels out interference from the coordinated MBS,
the RUEs receive least interference and exihibit performance improvement over the
OMA H-CRAN. However when the RRH radius is low the NOMA-enabled H-CRAN
do not show much improvement in performance due to inherently remaining inter-
user interference from NOMA transmission [102].
Figure 4.6: Jain’s fairness index vs number of RRHs, transmit power at MBS is 43 dBm
and the transmit power at RRHs is 29 dBm
Fig. 4.6 shows the relationship between the Jain’s fairness index and number of
RRHs for fixed number of RBs. To provide measurement for fairness, Jain’s fairness
index is used. The fairness index [98] considering heterogeneity in H-CRAN is
defined as:
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The value of Jain’s fairness index is between 0 and 1. The rate allocation is perfectly
fair if Jfi = 1. For a given number of RBs, we observe that the Jain’s fairness index
decreases with the increasing number of RRHs. This occurs because the aggregated
interference experienced by users due to overcoverage is more complicated. Moreover
the users with poor channel conditions may not be accessed by network due to more
competitiveness for limited resources. It is worth noting that as r increases, a higher
fairness level can be achieved. This is due to the fact that more small cell RRHs can
be multiplexed on each RB which increases the multi-user diversity gain. We can
observe that the fairness level is significantly improved with the proposed NOMA-
enabled H-CRAN compared to OMA H-CRAN especially when the number of RRHs
are in low to medium range.
4.8 Conclusions
In this chapter joint coordinated scheduling and power control for NOMA-enabled
H-CRAN is proposed. For the coordinated scheduling scheme, iterative power allo-
cation scheme is proposed for the NOMA H-CRAN and the optimal power allocation
for each user is derived by hierarchical decomposition method.The simulation results
demonstrate that the proposed iterative algorithm to optimize the scheduling and
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power iteratively increases the average data rate and network utilisation with pro-




Performance Analysis of NOMA
in Fog Radio Access Networks
(F-RAN)
5.1 Introduction
In the fifth generation (5G) era, mobile networks will provide diversified services
such as enhanced Mobile BroadBand (eMBB) and ultra-reliable low-latency com-
munication (URLLC). Furthermore, the 5G architecture will be fog-like, enabling
a functional split of network functionalities between cloud and edge nodes. In this
chapter, we propose a non-orthogonal multiple access (NOMA)-enabled fog-cloud
structure in a novel density-aware fog-based radio access networks (F-RAN) to tackle
different aspects such as high throughput and low-latency requirements of high and
low user-density regions, in order to meet the heterogeneous requirements of eMBB
and URLLC traffic. A framework of the multi-objective problem is formulated to
cater the high throughput and low-latency requirements in a high and low user-
density mode respectively. In the first problem, we study the joint caching place-
ment and association strategy aimed at minimizing the average delay. To deal with
the first problem, we apply the McCormick envelopes and Lagrange partial relax-
ation method to transform the problem into three convex sub-problems, which are
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then solved by proposed distributed algorithm. The second problem is to jointly
optimize transmission mode selection, subchannel assignment and power allocation
to maximize the sum data rate of all fog UEs (F-UEs) while satisfying fronthaul
capacity and fog-computing access point (F-AP) power constraints. Moreover, for
given transmission mode selection and subchannel assignment, the optimal power
allocation is derived in a closed-form. Simulation results are provided to validate
the effectiveness of the proposed NOMA-enabled F-RAN framework and reveal that
the ultra-low latency and high throughput can be achieved by properly utilizing the
available resources.
5.2 System model of NOMA-enabled F-RAN
Figure 5.1: System Model for NOMA-enabled F-RAN
We consider a downlink direction of NOMA-enabled F-RAN as shown in Fig. 5.1.
UEs, and the fog access points (F-APs) are connected to a macro base station
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(MBS), or a cloud server, through a shared wireless fronthaul link. We define
N = {1, 2, . . . , n} andM = {N + 1, N + 2, . . . , N +M} as the index of F-UEs and
UEs directly served by MBS respectively.
We denote the set of F-APs in a macrocell as F = {1, 2, . . . , F}. Fm = F +
1 is the total number of MBS and F-APs denoted by set Fm = {0, 1, 2, . . . ,F}
where 0 is the index of the MBS. In this work, we assume the wireless fronthaul
transmission between MBS and F-APs (to fetch missed cached contents directly)
operates concurrently with the wireless access transmission from MBS to all UEs.
This means the user will be served directly by MBS if the file requested cannot be
found directly at local F-AP. Using the NOMA principle, MBS sends a superposition
signal containing the file requested by UE and at the same time push the new
content to F-APs. If the file requested by user is cached at F-APs, multiple F-APs
can communicate with their associated users to boost the transmission cooperation
in the access link. In order to improve the spectrum efficiency we assume UEs
served directly by MBS and F-UEs reuse the same set of resource blocks (RBs).
The F-AP is equipped with a cache of finite memory storing (nBi > 0) some of the
popular contents which might be requested by the UEs. We denote the maximum
cache capacity Smaxi , 1 ≤ i ≤ F . Let J denote the number of content files and Lj
denote the size of the file j, 1 ≤ j ≤ J . Assume that all the files in the library
L = {1, 2, . . . , L} stored in the BBU are of same same size of nS bits. The F-AP
pre-stores Smaxi /S files in its cache. In case the UEs required content is stored in
the local cache at its associated F-AP, UE will retrieve the content directly from
the F-AP without interacting with the remote server. The total bandwidth B is
divided into K resource blocks (RBs) indexed as K = {1, 2, . . . , K} and each RB
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occupies a bandwidth of Bk = B/K.
A single RB can be assigned to multiple number of users. We denote pm and pf





f,k ∼ CN (0, 1), where h
n1
f,k is the Rayleigh fading channel
coefficient, α represents path loss exponent and dn1 is the distance between F-AP f
and F-UE n. gmn1f,k = |g̃
mn1




f,k |2d−αmn2 are the channel coefficients
between MBS m and F-UE n1 and n2, dmn1 and dmn2 are the distances between MBS
m and F-UEs n1 and n2 respectively. β
f
bk represents the RB indicator for F-APs i.e.
if RB k is assigned to F-AP f then βfbk = 1 and 0 otherwise. β
m
nk represents the RB
indicator for UEs served directly by MBS.
According to the NOMA-based transmission, multiplexing of users through super-
position coding (SC) at the MBS and successive interference cancellation (SIC)
technique is implemented at the UEs. Therefore the most popular files belonging
to the same library can be pushed. The MBS superimposes Si popular files. The
F-APs carry out SIC. The SIC decoding order is based on the priorty of the files.
The F-AP experiences the interference from other F-APs whose contents are more
popular. The F-APs decodes its signal from other F-APs whose channel gains after
that F-AP depending on the order of channel gain.
Suppose that the SIC decoding order is determined by the popularity of the files,
i.e a more popular file si is to be pushed at f1 F-AP before the less popular content
sj at F-AP f2, i < j. The f
th
2 F-AP decodes the f
th
1 F-APs message. Similarly at
f th3 F-AP, the signals of f1 ane f2 are decoded first.The achievable rate at the F-AP
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f,k are the power sharing coefficients. x
n1
f,k
is the symbols transmitted from fth F-AP to its serving FUE n1. The received

























The first term in the above equation is desired received signal, the second term
is the interference from the neighbouring F-UEs, the third term is the cross-tier
interference and ξfb,k is the additive white gaussian noise (AWGN) at F-UE n1 with
variance σ2.
The channel gains are sorted as |f rb,k| ≥ . . . ≥ |f r1,k|
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Given the SINR values, the achievable data rate in terms of bit/s/Hz for FUEs n1
and n2 can be calculated using Shannon formula as:




Rn2 = Bklog2(1 + γ
n2
f,k) (5.7)




























Their corresponding data rates are given by:




Rm2 = Bklog2(1 + γ
m2
m,k) (5.11)
In this thesis, we consider users will access to the F-RAN by three user-centric access
modes according to users’ communication distance, content caching strategy and
the QoS requirements. Three modes are the nearest F-AP mode, local distributed
coordinated mode, global C-RAN mode. We divide the user requests at each F-AP
into three modes according to their service routes 1, 2 and 3. To serve the request
for content f at F-AP f, the associated F-AP checks its own cache and delivers
the content directly to the user if this content is cached termed as nearest F-AP
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mode. Otherwise in local coordination mode F-AP fetches the file from the chosen
coordinated F-AP and send it to the user. In case all the F-APs have not cached
this content , then the F-AP receive it from the BBU via fronthaul link and delivers
it to the UE denoted as global C-RAN mode.
The serving F-APs jointly decide to transmit data to users, whose requested files
are stored in local cache. When the file j, which is the requested file index of user n
is cached in one or multiple F-APs, the F-APs transmit this file to the user based
on either cooperative or non-cooperative transmission schemes. The user’s delivery
rate performance depends not only on the cache placement from F-APs or central
processor (CP) but also on the transmission scheme adopted to deliver the files. If
the F-AP is unable to serve the users’ request with cooperative or non- cooperative
transmission then the F-AP forwards the requests to the CP.
5.2.1 Non-Cooperative Transmission Scheme
When a user is served by a single F-AP, a non-cooperative scheme is employed to
transmit the file to the UE n directly. When the controlling F-AP do not select the
coordinating F-AP via the indicator function cb
f ′
= 0, the scheme is employed by
the associated F-AP, if the requested file is cached in this F-AP. The delivery rate





















5.2.2 Cooperative Transmission Scheme
When the UE n is served by multiple F-APs and the computing tasks are sent to
the grouping F-APs by controlling F-AP, cooperative transmission scheme can be
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where C = {fm ∈ F |mnf = 1} denotes a set of serving F-APs that transmit file to
UE nm via cooperative transmission scheme.
5.3 Problem Formulations
In this work two problems making use of cache and signal processing capability of
each F-AP for low and high density modes with different objective functions are
proposed. First, we address the problem of minimizing the average latency of FUEs
whose requests at each F-AP are divided into three service routes. The second
aim of this work is to maximize the total sum rate achieved by considering both
macrocell and F-APs.
5.3.1 Low-Density Mode: Latency Problem
For each controlling or master F-AP, there are other F-APs defined as cooperated
F-APs, responsible for computing tasks, content fetching and data transmission for
users. The number of cooperated F-APs is dynamic according to the requirement
of users, network environment, computing and communication resources.
For coordinated task computing, we denote the binary indicator variable cn
f ′
which
decide whether F-AP f
′
is chosen as controlling F-AP, i.e., cn
f ′
= 1 if selected as
controlling F-AP of user b; and 0 otherwise. We denote the binary association
variable between UE and cache content c, where
αi =

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Let rdn denote the file delivery rate r
d
n < Sl of user n served by F-AP f. In a given
transmission interval total nrdn ≤ nSl bits are transmistted to the UE n. In order to
determine the set of F-APs to which the content is fetched from CP via fronthaul.
we define the binary variable dif as:
dif =

1, if content c is transferred to F-AP
0, otherwise
(5.15)







n ≤ Rf (5.16)
where Rf is the rate at F-AP f on subchannel k.
In case of NOMA-enabled F-RAN, the coordinated F-APs transmit signals in non-
orthogonal manner to the n-th user on the same subchannel. The signals received
from multiple F-APs having distinct channel gain can be ordered in descending
order according to their received signal strength. The connection matrix between
UEs and F-APs is represented by a N × F matrix M where each element mnf
denotes whether UE n is served by F-AP f i.e. mnf = 1 if UE nm is served by
F-AP f: mnf = 0, otherwise. The set of serving F-APs of UE nm is represented as
C = {fm ∈ F |mnf = 1}. Similarly the set of users served by F-AP f is represented
as Um = {fm ∈ F |mnf = 1}. We denote cnf ′f = mnf × b
k
n as coordinated F-APs
and subchannel assignment for UE. The chosen controlling F-AP decides whether





= 1, if selected as coordinated F-AP; and 0 otherwise. The complexity
of SIC receiver depends on the number of F-APs in the same group on the same
subchannel. In this work we assume each user can be served by F-APs formed with
102
5. Performance Analysis of NOMA in F-RAN






For each master F-AP f, the sum of allocated RBs for all the controlling F-APs to









Kf ≤ K ∀f ∈ F (5.18)
where Kf is the number of RBs allocated to F-AP by controlling F-AP.







S ≤ Smaxi ∀f ∈ F (5.19)
For F-AP computing, the device offloads its tasks to the F-AP via the wireless links.
The computation capacity for task execution in terms of CPU cycles per second is
defined as Gf which is the total number of computing tasks. If user n sends LjS
contents to edge device to offload network traffic, an additional transmission delay




We formulate a problem for achieving ultra low latency in NOMA-enabled F-RAN
system by satisfying limited fronthaul capacity, caching and power constraints. We







































S ≤ Smaxi ∀f ∈ F (5.20c)
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(S − τrdn) (5.20e)
where LjS denotes the amount of requested contents served by single F-AP to UE
n and Rkn is the achievable rate of user n. Rac is the achievable data rate between
controlling F-AP and the coordinated F-APs. Gf is the amount of processing data,
Rf is the computational rate of F-APs. Constraint (5.20e) states that the contents
requested by UE n can be served both by F-AP and CP. If the controlling F-APs
and coordinated F-APs are not able to serve the requests, one or more F-APs should
fetch the contents from the cloud processor and deliver the content to the user. Let
Df denote the additional transmission delay incurred at the CP, i.e. from the remote
server to the F-AP represented by:




where τ is the transmission delay during which cached files are transmitted to the
UEs . We propose a caching mechanism which reduces the latency τ and the burden
on the fronthaul as per the above constraint. The total latency at the F-APs and































s.t. 5.20(b), 5.20(c), 5.20(d)
rrf ≤ (1− αi)max(S − τrdn) (5.23)
















to be fixed value. In order to decouple the user association
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(1− αi) ∀n ∈ N, f ∈ F, b ∈ B (5.25)
where (5.25) is a non-convex constraint. By relaxing the constraint by using Mc-
Cormick envelopes [103], it can be represented as:
um ≥ 0 ∀n ∈ N, f ∈ F, b ∈ B (5.26)
um ≥ cnf ′f − αi ∀n ∈ N, f ∈ F, b ∈ B (5.27)
um ≤ cnf ′f ∀n ∈ N, f ∈ F, b ∈ B (5.28)
um ≤ 1− αi ∀n ∈ N, f ∈ F, b ∈ B (5.29)
We introduce the Lagrange partial selection method [74] to solve the optimization
problem in (5.22). Specifically, we relax the constraints (5.27),(5.28) and (5.29) and
define the set of dual Lagrange multipliers as:
µnbf ≥ 0 ∀n ∈ N, f ∈ F, b ∈ B (5.30)
λnbf ≥ 0 ∀n ∈ N, f ∈ F, b ∈ B (5.31)
ψnbf ≥ 0 ∀n ∈ N, f ∈ F, b ∈ B (5.32)

















− αi − um)
+λnbf (um − cnf ′f ) + ψ
nb
f (um + αi − 1)
(5.33)
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, αi, um) (5.34)
s.t. (5.26), (5.30), (5.31), (5.32) and 5.20(b), 5.20(c), 5.20(d)
Since there is no coupling between user association and caching variables, the op-




















− µnbf + λnbf + ψnbf )s.t.5.27 (5.37)
It can be shown that the three subproblems are constrained integer programming
optimization problems for a given set of Lagrange multipliers. SP1 is a user asso-
ciation problem which can be solved by Hungarian method [104] and SP2 and SP3
can be solved using CVX [105] . After solving the three subproblems, we obtain the
locally optimal solution of cn∗
f ′f
, α∗i and u
∗
m. Therefore the Lagrange multipliers can
be updated using subgradient method as follows:
µnbf (t+ 1) = [µ
nb
f (t) + ε1(c
n
f ′f
− αi − um)]+ (5.38)
λnbf (t+ 1) = [λ
nb
f (t) + ε2(um − cnf ′f )]
+ (5.39)
ψnbf (t+ 1) = [ψ
nb
f (t) + ε3(um + αi − 1)]+ (5.40)
where [x]+ = max{0, x} and ε1, ε2 and ε3 are the step sizes with regard to µnbf , λnbf
and ψnbf respectively. In order to reduce the complexity of the given problem, we
propose a distributed algorithm. The algorithm is guaranteed to converge to the
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optimal value by conducting the above process iteratively. Once the convergence
is met, we can obtain the global optimal user association and caching placement
strategy. The method is summarized as follows:
In order to reduce the complexity of the given problem, we propose a distributed
algorithm. The proposed method is summarized in Algorithm 8. To obtain the
optimal solution of the subproblems SP1, SP2 and SP3, the lagrange multipliers
are solved with the optimization variables. The algorithm is guaranteed to converge
to the optimal value by conducting the process iteratively. The first subproblem
SP1 involves the UE-F-AP association. The second subproblem SP2 involves the
caching variable and third subproblem SP3 only involves adding a new variable.
Algorithm 8: Proposed Decentralized Algorithm for solving the Opti-
mization Problem
1. Initialization: Set t = 0, σ(t) = 0 and initial subchannel assignment bkn(t)
2. Lagrange multipliers initialization: µnbf (t) = 0, λ
nb
f (t) = 0 and ψ
nb
f (t)
3. Repeat t = t+ 1
















and ψnbf using (5.38), (5.39) and (5.40)
6. if |σ(t)− σ(t− 1)| ≤ ε then





, α∗i = αi, u
∗
m = um
9. else t = t+ 1
10. end if
11.until Convergence = true
5.3.2 High-Density Mode: Delivery Rate Maximization Prob-
lem
When the contents stored in F-APs or F-UEs is requested, the use of edge caching
can alleviatie bandwidth requirements and reduce delay. By means of the coefficient
(cache revenue), which adds the reward function in (5.41) to the utilization of edge
caching, we can compute a certain degree of compensation from the finite edge
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caching in NOMA-based F-RANs [71]. As stated in the previous literature [71],









where rdn represents the request rate of F-UEs on subchannel k.. The request rate is
related to the content requested UEs. All UEs are assumed to have the same request
for contents. Therefore rdn can be expressed as a random number r
R
n . Therefore









Let P and bkn are the matrices of dimensions F ×K and F ×K ×N which denotes
the tansmit power and subchannel assignment. The access selection vector d = [dif ]
which indicates whether content is fetched from CP via fronthaul or not.
In access mode selection phase, a user which requires content can select a commu-
nication independently according to the local cache. The total sum data rate of all
FUEs can be expressed as:





















In NOMA, the power allocation should be configured properly for correct SIC. Be-
sides, the F-APs total transmit power cannot exceed RRH maximum power capacity.



















Pmk ) ≤ Pmax (5.45)
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k ≤ pmax (5.46)
where Pt is the detection threshold required to distinguish between the signal at the
SIC receiver. Constraint (5.45) limits the maximum MBS and F-AP power. xfn
denotes the binary association variable between UE and F-AP i.e. variable xfn = 1
indicates UE is associated with F-AP f; and 0 otherwise.
The problem is to maximize the sum-rate of the macro-cell based transmission
and F-AP based transmission. In this work, we consider that the request files
of the UEs are processed collaboratively in both cloud and fog. We tackle the
problem of jointly optimizing transmission mode selection, subchannel assignment
and power allocation to maximize the sum data rate of all F-UEs while satisfying


































n ≤ Rf (5.47e)
where the optimization is over the transmit power allocation P, subchannel assign-
ment and access selection matrices b and d. The formulated problem is a mixed
combinatorial non-convex problem due to binary variables β and real variable p(t)
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as well as non-convex objective function. But the problem becomes more tractable
if we seperate it into subproblems.
5.4 User Association and Interference Aware NOMA-
enabled F-RAN
If F-APs and MBS share the same frequency band, cross-tier interference is serious
in such co-channel deployment. Without effective management of cross-tier inter-
ference in the co-channel deployment of F-RAN, both the system throughput would
be largely limited. We consider a simple scenario where only one MBS and several
F-APs within the coverage area of the MBS are involved. The F-APs share the
same spectrum resources with the MBS.
Figure 5.2: Adaptive transmission mode selection in F-RAN
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We define MBS or F-AP as the interfering BS for a UE if the average received signal










where δ > 1 is a constant for deciding interference.
We classify users into three types according to the user access methods. Cell-edge
users (CEU) and cell-center users (CCU) served by F-AP and UE served directly
by MBS in case cached content is not available at F-APs. For any cell-center UE
M = {N + 1, N + 2, . . . , N + M}, the serving BS is MBS and the received power
from MBS and F-AP satisfies the inequality pmd−αmmu > p


























mu . Therefore this UE suffers main interference
from F-AP.
Similarly the cell-center FUE does not experience interference from MBS and its






The cell-edge RUE suffers main interference from MBS i.e pfd
−αf
ru < pmd−αmmu δ.


























mu ≤ dfu < θd
αm
αf
mu and dfu > D





mu and dfu ≤ D
(5.48)
D is the boundary distance where NOMA outperforms OMA defined in (4.24).
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5.5 Solution to Sum-Rate Maximization Problem
The problem in (5.47a) is MINP and its extremely difficult to find the global opti-
mal solution. For high-density F-RANs consisting of even hundreds of F-APs and
UEs, low complexity suboptimal solutions are required. We divide the problem by
categorising the variables into two groups. The first ones are the discrete variables,
including access (mode) section dif , coordinated F-APs and subchannel assignment.
The second group consists of continuous transmit power variables p. In the first
subproblem, the values dif and b
k
n are optimized given fixed power allocation.
To solve this problem, we propose two suboptimal algorithms. In order to provide
the efficient mode selection, we design the utility function as:





where Y ci represents the required number of computing resources (unit as per CPU




















∀k1 ≤ k2 ≤ k (5.51)
We define the number of computing and communication resources available at each
F-AP as cfi and k
f
i respectively.
5.5.1 Transmission Mode Selection and Subchannel Assign-
ment Problem
We propose an efficient mode selection algorithm for multiple F-APs and multiple
users to deal with the problem in terms of 1) coordinated task computation, 2) mode
selection and 3) resource allocation to maximize the sum-rate. It determines which
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mode should be selected based on the access priorty based on the distance between
UEs and F-AP, number of radio resources, computing resources and processing data.
Besides, due to the introduction of caching strategy in the NOMA-enabled F-RAN
system, we should add the reward function to the utility to represent the cache
revenue earned by the system. The goal is to choose the best mode such that the
utility is maximized with sum-rate of users do not exceed the available wireless
fronthaul rate. We consider the utility function as an important factor in order to
cater the communication and computation resource requirements in NOMA-enabled
F-RANs. Moreover, NOMA restricts the number of users served by F-AP.
We define the matching matrix M(n, f) with set of users and F-APs. Firstly, the
Algorithm 9 initializes the computation and communication resource requirements
of UEs and available resources of F-APs. The F-APs are then sorted by descending
order of the utility function defined in (5.49). For F-AP , UEs are sorted in de-
scending order of their distances. Thereafter a 3-dimensional table is created with
Algorithm 9: Proposed Mode Selection Algorithm for NOMA based
F-RAN
1. Input F-APs and UEs
2. Computation and communication resource requirements of UEs
UuX = {ku1 , ku2 , . . . , kun} UuY = {cu1 , cu2 , . . . , cun}
available resources of F-APs












2 , . . . , c
f
i }
3. Utility function of users Xu + Y u
Utility function of F-APs Xf + Y f
4. for f ← 0 to F do
5.for n← 0 to N do
6. Calculate the distance between UEs and F-APs
7. Sort the UEs by ascening order according to their distance from F-APs





U(N ×K ×C) and Multiple-Choice Knapsack Algorithm (MCKA) (Algorithm 10)
is adopted to resolve the mode selection problem. We consider that each F-AP is a
knapsack with rate which needs to be filled with pair of users. Each pair of users is
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characterized with a utility value (reward of caching added to the sum-rate utility
if the caching is chosen). For each F-AP, the steps are repeated until all the users
are served. As a result the output matching matrix Mnf and mode selection matrix
θ = αi × dif is obtained.
Each user makes a request to the preferred F-AP according to the utility function. If
the computation and communication resource requirements are met then the F-AP
is not dedicated for coordinated transmission strategy and the user will consume
G(f − 1, ku, cu) resources and Mnf = 1. For coordinated transmission strategy, the
selected F-APs are grouped if the number of F-APs are less than f̄ . Condition
D2 ≤ d ≤ D3 corresponds to the local distributed coordination mode. If d > D3,
then the CRAN mode is triggered.
The algorithm gets terminated after all the users are served.
Algorithm 10: Multiple-Choice Knapsack Algorithm
1. Input the order of UEs, computation and communication resource
requirements of
UEs, utility function of UEs derived in (5.49), resource status of F-APs.
2. for i = 1 to F ×K, j = 1 to Cf do
3. If Ku ≤ Kf & Cn ≤ Cf & d ≤ D1 then
Mnf = 1, α
i
c = 1 and d
i
f = 0, F-AP only mode and reward of caching
added to sum-rate utility function φ(P, b, θ) in (5.43).
4.elseif D2 ≤ d ≤ D3
5. Mnf = 1, α
i




7. Mnf = 0, α
i
c = 0 and d
i
f = 1






F ← F − 1
9.Output matching matrix Mnf and mode selection matrix θ
To perform subchannel assignment efficiently, we transform the problem (5.47a) into







auxillary variable depends on subchannel assignment bkn, therefore we introduce the
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following constraint:
bkn − zkn ≥ 0 (5.52)
Moreover the following constraint should also be met:
dif − zkn ≥ 0 (5.53)
5.5.2 Power Allocation Problem
The problem given in (5.47a) can be reformulated into an equivalent form. Given
transmission mode selection and subchannel assignment, we aim to find the power
























By considering the power allocation dependent constraints, the optimization prob-

















































































difRf ) ≥ Rmax (5.59)
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After approximation, the negative log terms with affine objective and constraint














































































































































































After transforming the power allocation problem to the convex problem with affine
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s.t. (5.62), (5.56), (5.57), (5.58)
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The Lagrange function is represented as:





































































































































































In order to solve the optimization problem, the primal and dual problems are al-
ternately optimized, until differences between variables in each iteration are smaller
than the threshold. The optimal power allocation can be derived by taking deriva-
tive dL(p, λ, µ, γ, η)/dpf for given access selection for subchannel bkn as:




−(hnf,k(1 + λ) + σ2 ±
√
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where






























− γ − η (5.68)













In this section we present simulation results to evaluate the performance of the
proposed algorithm. We consider several F-APs located in the coverage of one MBS
with 1 km diameter. It is assumed that the F-APs are uniformly distributed in a
ring area centered around the MBS with the radius of inner ring to be 250 m and the
outer radius of the ring is equal to the radius of the cell. The distance of FUEs are
measured with respect to their serving MBS or F-APs. Each F-AP has a covering
radius of DR. If the distance between UE and F-AP is within DR, the UE chooses
to access the network via the RRH. We assume that all fronthaul links are identical,
therefore Rrf = R
r, where Rrf is the maximum traffic load that can be carried by
the fronthaul link associated with F-AP r. The simulation parameters are listed in
Table 5.1.
The maximum number of users that can be multiplexed on the same RB is 2.
Moreover we assume that the power sharing coefficients of NOMA for each tier are
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Fig. 5.3 shows the sum of the utility of UE’s considering the heterogeneous resource
requirementss G(f, ku, cu) by employing different mode selection criterion: one cri-
terion is based on the minimum distance transmission mode selection employed in
OMA F-RAN and the other is the proposed adaptive transmission mode selection
in NOMA-enabled F-RAN systems. It is observed that the sum of the UEs utility
defined in (5.49) increases as the number of UEs increases and the utility in the
NOMA-enabled F-RAN is greater than its OMA F-RAN counterpart for different
transmission mode selection schemes. It can be seen from the figure that the sum
utility is the highest for proposed NOMA F-RAN mode selection scheme followed
by minimum distance mode selection scheme in OMA F-RANs.
Fig. 5.4 shows the average sum rate of RUEs with NOMA F-RAN and OMA
F-RAN versus δ for different transmit powers. δ is the factor for interference as
discussed in section 4. We can observe that the average sum-rate of FUEs decreases
with the increase in factor δ. This degradation can be explained as follows: larger
value of δ means increase in main interference. Due to increase in main interference
more F-APs use CoMP and the proportion of F-APs which use CoMP with large
size increases. This is because the F-APs are more likely to cooperate. Moreover
Table 5.1: Simulation parameters
Parameter Values
Path-loss from F-AP to UE 140.7 + 36.7 ∗ log10db, d in km
Path-loss from MBS to UE 128.1 + 37.6 ∗ log10dn, d in km
Number of antenna at BS/UE 1
The density of F-APs F λf 600, 1000 F-APs /Km
2
The density of users N λu 400 users/Km
2
Maximum Tx power of MBS 43 dBm
Maximum Tx power of RRH 29 dBm
Throughput Calculation Based in Shannon’s Formula
The detection threshold at SIC receiver Pth 10dBm
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Figure 5.3: The utility of UEs vs density of UEs
Figure 5.4: Average sum rate of FUEs vs δ ({ab1r , ab2r } = {an1m , an2m } = {0.3, 0.7})
more users are associated with F-APs with low SINR which in turn degrades the
performance. It is shown that the average sum-rate performance of NOMA enabled
F-RAN FUEs outperforms OMA F-RAN.
Fig. 5.5 shows the throughput of the proposed scheme versus the density of F-APs
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Figure 5.5: The system throughput vs density of the F-APs
for: NOMA-enabled F-RAN and OMA F-RAN with caching and without caching. It
is observed that the throughput gradually increases with the density of F-APs. The
proposed method has higher throughput than the OMA F-RAN system. The multi-
ple F-APs can simultaneously configure radio resources to a given UE, introducing
diversity gain. This diversity gain is achieved due to multiple F-APs coordinating
on the same subchannel to serve a UE.
Fig. 5.6 shows the average delay performance of our NOMA-enabled F-RAN scheme
compared with the OMA F-RAN scheme versus the computational capacity of the
F-APs for both offloading and no offloading tasks. It is observed that with in-
creasing computational capacity of the F-APs, the delay first decreases and then
becomes constant. The average delay of the offloading schemes is higher when the
computational capability of the F-APs is limited. By utilizing the NOMA prin-
ciple, multiple F-APs cooperate on the same subchannel. Therefore, it can bring
significant capacity gains as compared with OMA F-RAN scheme.
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Figure 5.6: Average delay vs the computation capacity of the F-APs
Fig. 5.7 shows the average delay versus the total number of computation tasks Gf ,
which is the processing data transformed into number of computation tasks. SC is
the number of subchannels. It is noted that the average delay for all the computation
tasks which are performed locally at the F-APs achieves a lower delay as compared
to the mode where the requested tasks are cooperatively processed at the F-APs and
cloud. Moreover, Fig. 5.7 shows the abudant subchannels (SC) are beneficial for
the average delay performance. With the increase in available subchannels, average
delay is decreased. This is because the computation time is reduced greatly when
the available spectrum resources are abudant. Moreover the offloading time for tasks
is greatly reduced with the increase in the number of resources.
5.7 Conclusions
In this chapter, we have studied the multi-objective resource allocation problem in
NOMA-enabled F-RAN system to tackle different aspects such as high throughput
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Figure 5.7: Average delay vs the number of computation tasks
and low-latency requirements of high and low user-density regions, in order to meet
the heterogeneous requirements of eMBB and URLLC traffic respectively. In low
user-density mode we studied the joint caching placement and association strat-
egy aiming at minimizing the average delay. The average delay function has been
formulated for both cooperative and non-cooperative transmission modes, cache
placement subject to F-AP storage capacity and maximum number of cooperating
F-APs constraints. In dense F-RAN mode, sum-rate of the macro-cell based trans-
mission and F-AP based transmission is considered as the objective function. We
have proposed sub-optimal algorithms to solve the joint problem of transmission
mode selection, subchannel assignment and power allocation to maximize the sum
data rate of all F-UEs while satisfying fronthaul rate and F-AP power constraints.
Moreover, for a given transmission mode selection and subchannel assignment, the
optimal power allocation has been derived in closed-form. Simulation results have
shown the effectiveness of the proposed NOMA-enabled F-RAN framework and have
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revealed that ultra-low latency and high throughput can be achieved by properly
utilizing the available computing and communication resources.
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Chapter 6
Conclusions and Future Work
6.1 Overall Conclusion
The main conclusions are drawn as follows:
(a) In the first part of this thesis, we have studied joint user association, mut-
ing and power-bandwidth optimization in multi-cell NOMA-enabled C-RAN
system. The problem has been formulated as a combinatorial non-convex opti-
mization problem. By formulating joint user association and muting problem,
we have proposed a centralized algorithm to provide the optimal solution to
the RRH muting problem for fixed bandwidth and transmit power. Besides,
a suboptimal algorithm considering ICI has also been proposed to achieve a
trade-off between performance and computational complexity. The bandwidth-
power allocation problem has been reformulated and an efficient algorithm has
been proposed to solve the problem. Moreover the optimal power allocations
have been given in closed-form expressions. Specifically, our NOMA-enabled C-
RAN framework can find the best RB allocation, number of active RRHs and
transmission BPA strategy, while satisfying users’ data rate constraints and
per-RRH bandwidth and power constraints. Simulation results have revealed
that our proposed algorithms can obtain the optimal solution of the joint opti-
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misation problem in a significantly reduced computational time and show that
NOMA-enabled C-RAN achieves improved network performance in both data
rate and network utility with proportional fairness consideration. Moreover,
numerical results have showed that our proposed joint channel bandwidth and
power allocations for NOMA-enabled C-RAN transmission can significantly
minimize the total RRHs transmission power considering the bandwidth con-
straint in comparison with the conventional OMA-enabled C-RAN transmis-
sion scheme as well as the corresponding fixed BPA scheme.
(b) In the second part, we have investigated the performance of NOMA in hetero-
geneous cloud radio access networks (H-CRAN), where coordination of macro
base station (MBS) and RRHs for H-CRAN with NOMA is introduced to im-
prove network performance. The problem of jointly optimizing user association,
coordinated scheduling and power allocation for NOMA-enabled H-CRANs has
been formulated. To efficiently solve this problem, we have decomposed the
joint optimization problem into two subproblems as 1) user association and
scheduling 2) power allocation optimization. Firstly the users are divided based
on different interference they suffer. This interference-aware NOMA approach
account for the inter-tier interference. Proportional fairness (PF) scheduling
for NOMA is utilized to schedule users with a two-loop optimization method
to enhance throughput and fairness. Based on the user scheduling scheme,
optimal power allocation optimization has been performed by the hierarchical
decomposition approach. It is then followed by algorithm for joint schedul-
ing and power allocation. Simulation results have showed that the proposed
NOMA-enabled H-CRAN outperforms OMA-based H-CRANs in terms of total
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achievable rate and can achieve significant fairness improvement.
(c) In the final part of this thesis, we have studied the multi-objective resource
allocation problem in NOMA-enabled F-RAN system to tackle different as-
pects such as high throughput and low-latency requirements of high and low
user-density regions, in order to meet the heterogeneous requirements of eMBB
and URLLC traffic respectively. In low user-density mode we studied the joint
caching placement and association strategy aiming at minimizing the average
delay. The average delay function has been formulated for both cooperative
and non-cooperative transmission modes, cache placement subject to F-AP
storage capacity and maximum number of cooperating F-APs constraints. In
dense F-RAN mode, sum-rate of the macro-cell based transmission and F-AP
based transmission is considered as the objective function. We have proposed
sub-optimal algorithms to solved the joint problem of transmission mode selec-
tion, subchannel assignment and power allocation to maximize the sum data
rate of all F-UEs while satisfying fronthaul rate and F-AP power constraints.
Moreover, for given transmission mode selection and subchannel assignment,
the optimal power allocation has been derived in a closed-form. Simulation
results have showed the effectiveness of the proposed NOMA-enabled F-RAN
framework and have revealed that the ultra-low latency and high throughput
can be achieved by properly utilizing the available resources.
6.2 Areas of Future Research
The explosive growth of traffic demand keeps imposing unprecedented challenges
for the development in future wireless communication systems, supporting massive
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connectivity as well as spectral efficiency improvement, ultra-reliable low-latency
communications (URLLC), enhanced mobile broad-band (eMBB) and so on. This
thesis has addressed some of these challenges by investigating the concept of NOMA
in C-RAN, H-CRAN and F-RAN and improving the system performance. However,
there are still many research issues remaining to be addressed to make it feasible to
apply these concepts in practice, as listed below:
6.2.1 Beamforming Design for NOMA enabled C-RAN and
H-CRAN Systems
The existing research contributions on NOMA enabled C-RAN are still in their
infancy. The C-RAN networks are capable of efficient interference management
and large-scale data control. This is particularly important for large-scale NOMA
enabled C-RAN networks, where sophisticated interference management, e.g., dis-
tributed beamforming design, dynamic user association, and efficient power alloca-
tion can be jointly considered.
6.2.2 Joint eMBB and URLLC Design for NOMA enabled
F-RAN Systems
The future wireless networks are expected to provide services for latency sensitive
devices for applications in factory automation, autonomous driving, and remote
surgery. Therefore, cross-layer designs and network architecture designs should be
taken into account for NOMA systems to support eMBB and URLLC simultane-
ously in future works. Moreover, optimizing a more generalized NOMA enabled
F-RAN architecture empowered by D2D communication, relaying, and caching at
the network edge would be the reaearch direction so as to meet the ambitious re-
quirements of the anticipated futuristic wireless communication systems.
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Appendix A
The Lagrangian to the problem (3.56) is :

























































where µ and λ are the Lagrange multipliers and γ∗min is the minimum SINR which



























































k = 0 (A.6)












































µ1, µ2, µ3, µ4 ≥ 0, λ1, λ2, λ3, λ4 ≥ 0 (A.11)
∂L
∂P rik









− λ1 = 0 (A.12)
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− λ4 = 0 (A.15)
The complementary-slackness conditions in (A.2)-(A.5) are used to obtain optimal
equations. From (A.14), (A.15) it can be observed that µ3 > 0 and µ2 > 0. From




































(A.16)-(A.19) are the optimal solutions of problem (3.56) with given γ∗min. In order
to find the minimum user SINR which has to be maximized, we need to find the
optimal γ∗min. To obtain optimal γ
∗
min, it needs to be maximized to guarantee the
feasibility of problem (3.56). As it can be observed from (A.16) and (A.18) P rik
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nk − γ∗minλcP rk )
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≥ 0 (A.21)
















≤ P rk (A.22)
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Appendix B
Initially, the cell-edge users are identified. We denote the users whose channel gain
is above the threshold as L1 as UEs or CCUs and users with channel gain below
threhold L2 as UEw or CEUs where L2 ≤ L1. To find the boundary distance in a



























where d−α1 and d
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. (B.3) and (B.5)
are true simultaneously when following inequality is satisfied:
√
1 + PkL1 − 1
L1
< P k1 <
√









1 + PkL2 − 1
L2
(B.7)








whereas D is the boundary distance in a cell at which the users are classified as







where ε is the optimal power allocation variable. In order to ensure fairness among
users the weights for each UE are calculated based on most recent average rates at




, ∀u ∈ U (B.10)
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Appendix C
Derivation of optimal MUEs, RUEs and CS-UEs index:
The Karush-Kuhn-Tucker (KKT) conditions [95], necessary for optimality can be















are the first-order necessary conditions for optimality.





































ij(t) = 0 (C.4)
ξmβ
m
ij (t) = 0 (C.5)
ξcβ
cs
i (t) = 0 (C.6)






























i − ξc = 0 (C.9)
In order to obtain optimal MUE, RUE and CS-UE indexes we need to obtain optimal
values of βrij(t), β
m
ij (t) and β
cs



































where ρmiN and ρ
r∗




























To find optimal MUE, RUE and CS-UE index for each RB k, we consider the
following cases:
Case-1: For ρmiN > ρ
r
iF This case corresponds to the scenario where the proportional
fairness gain achieved by forming pair with user associated in CS-NOMA range is







Substituting the above equation in equations (C.14) and (C.15) , we get optimal
RUEs as follows:




j = 1, 2 (C.18)
and optimal MUEs as:





Case-2: For ρmiN < ρ
r
iF In this case the gain achieved by forming CS-NOMA pair is
greater than without coordination and the optimal CS-UE is derived as follows:







Derivation of optimal power allocation:







− λr = 0 (D.1)


















P b2rk ln 2
− λr (D.2)
Similarly we can obtain power allocated to MUEs.
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