We reconsider the dynamics of stochastic or thermal tunneling in theories with non-minimal kinetic terms such as DBI inflation. A local description of the tunneling process gives results consistent with the standard Hawking-Moss tunneling. This result is under perturbative control away from the regime of 'relativistic eternal inflation.' A global description, using the stochastic inflation method, demonstrates that the tunneling process becomes strongly coupled whenever the sound speed of the tunneling trajectory departs sufficiently from unity. We argue that these two very different perspectives are nevertheless consistent, and may imply the existence of a simple resummation of the strongly coupled interactions of the field.
Introduction
Tunneling is an important ingredient of the dynamics in field space. It is central to the description of phase transitions, dynamics on the landscape, and the initial conditions for inflation. There are two types of tunneling in nature: quantum tunneling and classical tunneling. Quantum tunneling is a classically forbidden process, while thermal tunneling appears for any open system whose environment induces a finite temperature and thus can be purely classical. In practice, both of these processes coexist. It is the precise nature of the potential barrier through or over which a system is tunneling and the temperature that determines which kind of tunneling is dominant. Thermal tunneling dominates at high temperatures and for very broad potential energy barriers, whereas quantum tunneling dominates for narrow barriers. When considering tunneling in cosmological theories with a positive potential, the effect of gravity on tunneling is equivalent to adding temperature because of the finite temperature seen by an observer in de Sitter space. The presence of gravity thus implies the coexistence of quantum and thermal tunneling.
Many of the novel inflationary models proposed in the past few years consist of a scalar field with a non-minimal kinetic term -at least at the level of their 4-D effective field theory. The example with the best physical motivation is DBI inflation [1] . In this model, the inflaton is the scalar field describing the location of a D-brane in a warped throat, and the action is of a characteristically relativistic square root form. More generally, k-inflation [2] and k-essence [3] are examples of field theories of this type, where in general the Lagrangian is an arbitrary function of the scalar field and the usual kinetic term L = √ −g p(X, φ)
It is in fact possible to develop a general framework that exhausts the possible predictions of single field inflationary models coming from local theories [4] . These non-minimal kinetic term models represent explicit alternatives to standard minimal slow roll inflation.
In the case of DBI inflation, quantum tunneling -i.e., following the Coleman-de Luccia framework -has been considered in [5] . In what follows, we shall focus our attention exclusively on thermal tunneling. As we discuss below, there are two ways to understand this tunneling: a local description and a global description. Ones choice depends on whether we care about the physics seen by a single observer, or wish to ask about the full global geometry including superhorizon modes. The local description is straightforward to generalize to a variety of models, but generalizing the global picture proves to be a more challenging undertaking. On the one hand, there is a technical challenge: the slow roll approximation cannot be used. This limitation requires a generalization of the stochastic description of inflationary fields; this we carried out in a previous paper [6] and was addressed in earlier work [7, 8] . There is, though, a more fundamental hurdle: the presence of intrinsic non-Gaussianity in these theories plays a crucial role in the tunneling process. This may prevent any perturbative calculation from capturing the full phenomenon, forcing us to develop new techniques.
Global versus local
There are two ways to interpret stochastic/thermal tunneling. To understand these two approaches most clearly, it is helpful to work in the decoupling limit (M pl → ∞) with fixed Hubble parameter, H. In this limit, the scalar fields are taken to exist on a fixed de Sitter background geometry. We begin by considering the local approach. The local approach describes the tunneling process from the perspective of a given observer's causal patch. This patch is covered by the static coordinates in de Sitter:
In this local, or subhorizon, approach, the natural coarse graining of the closed system is:
• Open System: causal patch, sub-horizon modes, defined in position space as fields with support in r ≤ H −1
• Environment: super-horizon modes, defined in position space as fields with support in r > H −1
• Tunneling Rate: Determines rate that Hubble sized region in the static slicing of the causal patch of a given observer jumps over the barrier
The only effect of the environment is to induce a finite temperature T = H/2π for the subhorizon system [9] . This idea is known as de Sitter complementarity [10] . Consequently, tunneling can be described by finite temperature field theory living in the causal patch.
In the global approach, we consider physics from the perspective of a 'superobserver' who can see physics on a global slicing. For simplicity, we can take this to be the flat slicing in de Sitter,
In the global, or superhorizon, approach, the natural coarse graining of the closed system is:
• Open System: Long wavelength modes, defined in momentum space as fields with support in λ > ǫ −1 aH −1 1
• Environment: Subhorizon modes, defined in momentum space as fields with support in λ ≤ ǫ −1 aH −1
• Tunneling Rate: Determines rate that field coarse grained over several Hubble volumes in flat slicing jumps over barrier
The effect of the environment here is to induce a stochastic noise for the long wavelength system. Adding gravity, whilst complicating the description of the system, does not significantly change these considerations. We should stress that these two methods are not calculating precisely the same tunneling rate. Nevertheless, they are sufficiently similar that we expect a comparable result. In brief, they both consider the question 'What is the rate at which we should expect to find a Hubble volume exiting a metastable vacuum and reaching a stable -or at least more stable -vacuum through a stochastic/thermal fluctuation?'
The local picture: Euclidean Quantum Gravity
In the local picture, we consider the causal patch to be at finite temperature T = H/2π. The system is consequently described by a partition function
with β = 2πH −1 . The justification for this is as follows. If the global vacuum is chosen to be the Bunch-Davies vacuum |0 , then the state that an observer sees is obtained by taking the trace of the density matrix over those modes with support outside the causal patch. This is is found to be equivalent to a thermal state [9] :
Here H static (π, φ) is the static patch Hamiltonian (written as a function of the field and its spatial derivatives as well as the conjugate momentum) which is the generator associated with the timelike Killing vector in de Sitter. Standard techniques tell us that evaluating this partition function is equivalent to calculating the Euclidean path integral over configurations which are periodic in Euclidean time with period β. That is, we may write
where
Note that this is a canonical representation of the path integral, which is necessary to get the correct measure in the case of a non-minimally coupled field. For a minimally coupled scalar field, the explicit form of the static Hamiltonian is
For a configuration in which φ is fixed at a minimum or a maximum, the energy is
When the field has reached a true equilibrium, the above noted partition function is real: tunneling from the left of a barrier to the right of a barrier is exactly balanced by the reverse process. Nevertheless, we can infer the rate for tunneling from the false to the true vacuum by restricting the range of the phase space path integral so that it only includes configurations with right moving flux. This path integral can be evaluated in the saddle-point approximation. Now, fluctuations around tunneling instantons exhibit an odd number of negative modes. To deal with these, we must perform a Wick rotation of the integration contours. This Wick rotation picks up factors of i, and the total tunneling rate is determined by the imaginary part of the partition function
A class of instantons that always exist are defined by the static configurations
where the field is fixed at a maximum or minimum of its potential. Unlike in Minkowski spacetime, these are guaranteed to have finite action in de Sitter because the static patch has finite volume. When the instanton is at a maximum, there is at least one negative mode, hence there is a nonzero contribution to the tunneling rate. This describes the Hawking-Moss instanton. The tunneling rate is given by the Arrhenius law
where φ false is the false vacuum and φ barrier is the maximum of the potential intermediate between the false and true vacuua. This is none other than the decoupling limit of the Hawking-Moss result
where S ent is the entropy in the de Sitter geometry associated with the extrema:
This follows since
In a similar way the Coleman-de Luccia instanton can also be interpreted as finite temperature quantum tunneling [11] in the decoupling limit.
Extending to non-minimal models
How does the local picture change in a theory with a non-canonical relationship between momentum and kinetic energy in its action? Let us consider theories of the general form,
The best known example of such a model is DBI inflation. There, the pressure p takes the explicit form
where T (φ) is the tension of the D-brane moving in the warped throat. The chief novel physics encoded in this action are that perturbations travel with a sound speed less than the speed of light. This sound speed is given by
This means that when we perturb around a cosmological solution, the perturbations travel at a speed typically lower than 1, and there is a sound horizon which is smaller than the causal horizon. In the local picture we are discussing, this reduced sound speed implies that Lorentz invariance is broken for the scalar field vacua described by such theories all the way up to the cut-off energy scale when this effective Lagrangian is expected to breakdown. To see this, let us consider the short distance singularity structure of the Feynman propagator for fluctuations δφ around some cosmological solution, taken to be in their adiabatic vacuum. Since this will be dominated by the contribution from subhorizon modes it is sufficient to treat c s as a constant, since it varies 'slowly'. Nevertheless, even high momenta modes travel at the sound speed c s , and so the Feynman propagator will have the Lorentz-violating form 16) as if the scalar field perturbations were living on the emergent geometry [12] 
In the case where c s and p ,X are exactly constant, the emergent geometry is also de Sitter, with Hubble constant H/ √ c s p ,X and associated emergent background temperature equal
In the case of a DBI-like kinetic term p ,X = c −1 s and so there is no change in the apparent temperature within the emergent geometry. The horizon of the emergent geometry is the sound horizon which the perturbations see and is in general no longer the same as the true event horizon.
Nevertheless, the physical temperature of the background is still the same. Following the argument of Ref. [9] , if the Feynman propagator is defined to be analytic in the emergent geometry for spacelike separated points then it will be invariant under 18) which is the same as requiring analyticity of the propagator in the real geometry. This is the key step in justifying the notion that subhorizon physics in de Sitter is equivalent to a finite temperature system of temperature T = H/2π. That this is the case when c s and p ,X are constant is clear because the emergent metric depends on time only through e 2Ht which is invariant under this shift. What this example illustrates is that even if we choose the global state to be the adiabatic vacuum state for fluctuations around nontrivial cosmological solution, with nontrivial speed of sound, i.e. even if we choose the global vacuum not to be Bunch-Davies, it still makes sense to think of the subhorizon system as being at a finite temperature T = H/2π set by the event horizon and not the sound horizon.
In short, causality demands that the part of the global vacuum describing superhorizon physics is never relevant to a local observer. Let us denote the Bunch-Davies vacuum by |0 . At a given time, the apparent vacuum |α for perturbations around some cosmological solution formally corresponds to a coherent state 19) where the α and α † are defined for the particular state, and αa is shorthand for a sum over a complete set of modes i α i a i . We can always divide the creation operators into superhorizon (L) and subhorizon (S) modes, 
and similarly for U L . A local observer can only see the part of the state obtained by tracing out the long wavelength modes, namely
In other words, if the global vacuum is the adiabatic vacuum defined around some cosmological solution, the state seen by a local observer is a coherent excitation of a thermal state with the same temperature T = H/2π. Nothing about these changes implies that the usual Hawking-Moss thermal instanton should no longer exist or be substantially changed. By construction, the Hawking-Moss instanton in this picture occurs via a static field configuration. Since the non-trivial effects of the nonminimal kinetic term only arise at finite velocity (for instance for DBI p(X, φ)
, neither the instanton nor the fluctuations around it which are necessary to determine the existence of the negative mode are affected by the nonminimal kinetic terms.
The only difference, in fact, between the nonminimal and minimal cases is in the calculation of the higher-order corrections. The instanton calculation is a saddle-point or one-loop calculation that is only valid as long as the higher loop corrections are negligible. On looking at fluctuations around the instanton we have terms in the Lagrangian of the form
and so perturbation theory, i.e. the saddle point/loop expansion will break down when
The typical magnitude of the fluctuations is set by the Hubble scale δφ ∼ H, δφ ∼ H 2 , and so for instance in the case of DBI inflation this condition amounts to
This is precisely the same point at which 'relativistic eternal inflation' begins -that is, when quantum fluctuations dominate over classical evolution in the field evolution [13, 14] .
Thus the Hawking-Moss instanton can no longer be trusted precisely when the top of the potential barrier is in the regime in for which relativistic effects dominate -or, more generally, when the potential reaches the regime in which eternal inflation with c s ≪ 1 can occur. This is a very different situation than that for a minimally coupled scalar field where the Hawking-Moss calculation is still valid [15] when the top of the potential barrier satisfies the conditions necessary for eternal inflation, and reflects the fact that for minimally coupled field eternal inflation remains in the regime of perturbative control [13] . In the minimally coupled case there are no higher order kinetic terms, and so the breakdown of the loop expansion is determined entirely by the potential, and if the potential is sufficiently flat -which is always true when slow roll is a good approximation -these corrections are always negligible. Since thermal tunneling can nevertheless take place in regions of the inflationary potential outside of the realm of 'relativistic' eternal inflation, it is tempting to think that this breakdown of perturbation theory will be irrelevant for calculating the Hawking-Moss tunneling rate in these situations. However, as we will show, tunneling events are precisely the same as rare, large perturbations of the kind found commonly during eternal inflation. This means that a perturbative account of relativistic thermal tunneling may not be possible to attain. To make this perhaps counterintuitive statement more concrete, we now turn to the complementary, global picture of de Sitter space and inflation, where the techniques of stochastic inflation can help us understand better what exactly is going on in thermal tunneling.
The global picture: stochastic inflation
In any accelerating geometry, perturbations of a quantum field expand faster than the Hubble radius. As these perturbative modes cross the Hubble horizon, their two quantum oscillating components split into a growing and a decaying classical mode. The long wavelength state of the quantum field, then, retains any non-linearities, but is squeezed by the expansion and becomes progressively more classical as its growing mode dominates over its decaying mode. The long wavelength or background field evolution thus has two contributions: part from its overall classical evolution, part from the stochastic kicks it receives as each subhorizon mode exits the horizon and adds itself to the collection of superhorizon modes constituting the background.
This process is always operative for inflating geometries, but the stochastic influence of the sub-horizon noise is generally small enough to ignore. However, the process of thermal tunneling is precisely the exception that proves this rule: a stochastic jump of rare vigor comes along that is of sufficient size to move the average field in one hubble patch over the barrier. The other time when large perturbations are important is of course in eternal inflation. Both of these effects can be described within the framework of stochastic inflation.
We can capture all of these dynamics using a general stochastic framework that we described in detail in our previous work [6] (see also [7, 8] ); more comprehensive references can be found there as well. There are several ways to formulate the stochastic dynamics, but for studying tunneling, it is most convenient to work in the Hamilton-Jacobi one noise formulation. In this formulation, the long wavelength dynamics is described by a standard Hamilton-Jacobi equation with the addition of a stochastic noise. The noise term comes from subhorizon fluctuations as they cross the Hubble horizon. For DBI, this HamiltonJacobi equation with noise included is
where λ = Hdt is e-folding time, and H is the Hubble parameter, now expressed as a function of φ. The equation as written above describes individual stochastic trajectories. However, it often more useful to work with an evolution equation for the probability distribution for a particular field configuration: the Fokker-Planck equation. A Fokker-Planck equation can be derived from the Langevin equations for a system provided one knows the n-point correlation functions for the noise force. Including only the 2-point correlator -which is the only relevant non-zero correlation function in the case of purely Gaussian noise -we can write the Fokker-Planck equation for DBI stochastic inflation as a probability conservation equation
where the probability current J = J drift + J diffusion is a sum of a drift contribution,
and a diffusion current,
where the diffusion factor H 2 /8π 2 is determined from the two point function of the noise force. We can define the noise force as
where f (c s , λ) is a function that determines the coarse graining scale; it is ∝ aH in the case of slow-roll, but could depend on the sound speed in general. So the diffusion factor is given by:
Hence, this first diffusion term is directly proportional to the field's two-point correlator, δφ k (λ)δφ k (λ ′ ) ; by including only a single term in the diffusion current, we have assumed that any higher-point correlations are small.
The advantage of passing to a Fokker-Planck equation is that, using it, we can prove many powerful theorems about what sorts of behaviors are available to the dynamics within the confines of non-equilibrium statistics. A particularly relevant theorem is the Fluctuation Theorem [16] , that states for any (even out of equilibrium) system, P (A → B; λ) P (B → A; λ) = exp (S ent,B − S ent,A ), (3.6) that is, the probability of going from state A to state B in some time λ relative to the probability of the time reversed process is given by the exponential of the difference in entropy between the two states. This is a modern statement of the Second Law of Thermodynamics, encoding the fact that the probability for entropy to increase is greater than that for it to decrease. It is clear that this is consistent with the Hawking Moss result. The rate to go from the false vacuum to the top of the barrier is given by the exponential of the de Sitter entropy difference between the two configurations multiplied by the rate to go from the top of the barrier to the false vacuum. The latter, though, is a classically allowed process; hence it will contain no additional exponential suppression. Similarly, once the field has reached the top of the barrier it can roll classically down towards the true vacuum. Thus we infer that the tunneling rate is given by
up to factors determined by the classically allowed processes. If we use a path integral method directly to derive a Fluctuation Theorem tunneling rate for the DBI Fokker-Planck equation given above, however, we find something different [6] :
A similar result was subsequently derived in [17] using other techniques. This agrees with the Hawking-Moss result when c s is unity along the tunneling trajectory, but deviates strongly from the Hawking-Moss answer if the speed of sound c s departs significantly from unity along the tunneling trajectory. Here, the tunneling trajectory is defined as the interpolating solution of the e-folding time-reversed Hamilton-Jacobi equation [6] 
So what is going on? We find a clue by recalling that the Fokker-Planck equation, Eqn. 3.1, included only the 2-point function of the noise. However, as has been emphasized in studies of the distinctive observational phenomenology of non-minimal kinetic models like DBI, the quantum modes of such theories are not purely Gaussian; that is, perturbations in such theories can have non-vanishing -indeed, quite large -three-point correlations. The magnitude of the deviation from Gaussianity in the three-point function is often measured by introducing a parameter, f N L , roughly defined via
where ζ = ψ + Hδφ/φ is the familiar gauge-invariant curvature perturbation induced by the quantum fluctuations of the field, and 'roughly' since a rigorous treatment makes f N L a function of the shape of the momentum-space triangles for which this equivalency holds. In the observational setting of the CMB, the fluctuations in the field are small ( ζ 2 ∼ 10 −10 ), so the three point function is greatly suppressed even in cases when f N L ≫ 1. To see how this will affect tunneling, we need to return to how we calculated the tunneling rate. Since the source of the diffusion in the Fokker-Planck equation written above was the two-point correlation function of the noise, the natural follow up question is how to include the non-Gaussian, higher point correlation functions. Essentially, every Npoint function in the noise correlators contributes an N − 1 derivative term to the diffusion current. Thus we have
where α is a coefficient of order 1. The magnitude of the new term is fixed by the magnitude of the 3pt function of the noise. That is,
after converting from ζ to δφ in the gauge for which ψ = 0 (which is the linearized version of gauge in which we use e-folding time). The noise three-point function is then, approximately,
where we have made the simplifying assumption that the mixing of modes that exit the horizon at different times is negligible, which gives the two delta functions. This assumption follows from the fact that the dominant non-Gaussianity present in the perturbations of single-field non-minimal models like DBI is peaked for momentum triangles of the equilateral form; that is, when
The upshot is that during tunneling, the perturbation is by definition large; so 13) which means that our one-loop result cannot be trusted whenever f N L is of order 1 or greater. In fact, when this is true we should expect all orders of diffusion terms to contribute. Here f N L is determined by the speed of sound of the tunneling trajectory which is determined via a saddle point approximation of the path integral generates the solutions of the above Fokker-Planck equation [6] . Explicitly we find that the correction to ln Γ from the non-Gaussian term takes the form
with similar contributions from higher-point functions. To get a reliable result, we would have to sum this full set of contributions! For minimally coupled scalars we always have f N L ∼ ǫ slow roll ≪ 1 and so these higher order corrections are negligible. This explains why in the standard case there is perfect agreement between the local and global descriptions of the tunneling process [18] .
A contradiction?
The higher-loop / higher-n correlation function corrections that are large during tunneling are evidence that the dynamics of tunneling in DBI inflation are strongly coupled, i.e. strongly sensitive to the higher order kinetic term. Since the strongly coupled regime is difficult or impossible to treat perturbatively, we should not be surprised that a perturbative expansion is insufficient to capture these dynamics fully. However, then Hawking-Moss calculation gives the tunneling rate independent of the tunneling trajectory's dynamics to be
This does not depend in any way on the non-minimal nature of the theory. If these two calculations are really describing the same physics, it is difficult to see how this could be the case. The probable resolution is that the while the full tunneling dynamics is strongly coupled, the Euclidean calculation gets the correct answer because it correctly captures the underlying gravitational thermodynamics of the problem. Thermodynamics tells us that the rate is independent of the path chosen, and thus is independent of the fact that c s may depart from unity along the tunneling path. Thus the Euclidean calculation innocently gets the correct answer without really capturing the full non-equilibrium dynamics. Since gravitational thermodynamics is likely to be fundamental, it seems reasonable to suppose that if the contribution from all the higher order N -point functions could somehow be resummed, the result would ultimately be consistent with the standard Hawking-Moss result, as long as the barrier remains below the regime of 'relativistic' eternal inflation.
Consequences for other instanton tunneling rates
Another recent calculation of the consequences for tunneling -in the Coleman-de Luccia instanton -was performed in [5] , which also found a sound speed enhancement to the tunneling rate. As emphasized by [11, 19] , the Hawking-Moss instanton is the extreme case in which tunneling takes place via a maximally broad "bounce", or in a very thick tunneling "bubble". The instanton calculation in this case is almost entirely determined by the evaluation of the action exactly at the unstable maximum on the tunneling potential, where the non-trivial sound speed effects are suppressed. In the opposite extreme, Colemande Luccia, the quantum tunneling is rapid and proceeds for typically subhorizon sized bubbles. In [19] , they demonstrate that there are typically a large number of interpolating instantons between Hawking-Moss and Coleman-de Luccia in the case of canonical scalar fields. It is natural to expect that each of these interpolating instantons will also exist for DBI and other non-minimal kinetic theories. Though we have not yet pursued the question, we expect DBI effects will begin to show up in these other instantons, but will become progressively smaller as the bubbles get broader and we approach the HawkingMoss instanton.
Summary
The thermal tunneling rate described by the Hawking-Moss instanton is apparently insensitive to the strong coupled dynamics of theories with non-minimal kinetic terms as long as the barrier lies below the regime of 'relativistic' eternal inflation. However, the actual dynamics that a tunneling trajectory follows is strongly coupled whenever c s < 1 along the tunneling trajectory. The (calculable) one-loop estimate of the rate of the dynamical transition disagrees with the Hawking-Moss calculation in the c s < 1 case. Since these should be complementary descriptions of the same physics, it is a surprise that they should appear to disagree. The probable resolution of this apparent conflict is that the strongly coupled physics must, when resummed, respect the underlying gravitational thermodynamics that govern de Sitter space and which are manifest in the local picture. Since the fluctuation theorem, the fundamental statement of thermodynamics, agrees with the Hawking-Moss instanton, we expect this to be the ultimate answer, which implies that the full rate of tunneling is blind to the strongly coupled dynamics of the tunneling path.
