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A tag-based item recommendation method generates an 
ordered list of items, likely interesting to a particular user, 
using the users past tagging behaviour. However, the 
users tagging behaviour varies in different tagging 
systems. A potential problem in generating quality 
recommendation is how to build user profiles, that 
interprets user behaviour to be effectively used, in 
recommendation models. Generally, the recommendation 
methods are made to work with specific types of user 
profiles, and may not work well with different datasets. In 
this paper, we investigate several tagging data 
interpretation and representation schemes that can lead to 
building an effective user profile. We discuss the various 
benefits a scheme brings to a recommendation method by 
highlighting the representative features of user tagging 
behaviours on a specific dataset. Empirical analysis shows 
that each interpretation scheme forms a distinct data 
representation which eventually affects the 
recommendation result. Results on various datasets show 
that an interpretation scheme should be selected based on 
the dominant usage in the tagging data (i.e. either higher 
amount of tags or higher amount of items present). The 
usage represents the characteristic of user tagging 
behaviour in the system. The results also demonstrate 
how the scheme is able to address the cold-start user 
problem.  
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Learning users past tagging behaviour is essential to 
generate quality recommendations (Ifada and Nayak, 
2014; Rendle et al., 2009). In social tagging systems, the 
user tagging behaviour can be inferred from the ternary 
relation between users, items, and tags. Users annotate 
items of their interest by using freely-defined tags. The 
task of tag-based item recommendation system is to 
predict an ordered list of items to a user based on users 
tagging behaviour. In real practice, users can use different 
tags to annotate the same item as well as the same tag can 
be used for annotating different items. This approach of 
freely using tags emphasizes on implementing a 
personalization approach in the recommendation system 
by using user past tagging behaviour to build the user 
profile.  
A typical tag-based recommendation system 
customarily interprets the observed data as positive 
entries. Observed data is the state which users have 
expressed their interest to items by annotating those items 
using tags, as illustrated in Figure 1. On the contrary, how 
should the non-observed data be interpreted, it remains 
disputed. Non-observed data is a mixture of the following 
two states: (1) user is not interested with the items – 
negative entries, and (2) user might be interested to the 
items in the future – null values. The selection of 
interpretation scheme is crucial at this stage as the user 
profiles will be defined based on this representation.  
Tensor modelling is a natural approach to represent 
and analyse the latent relationships inherent in a three-
dimensional tagging data model (Ifada and Nayak, 2014; 
Symeonidis, Nanopoulos and Manolopoulos, 2010). A 
tensor model is commonly built by implementing the 
boolean scheme to interpret the data (Symeonidis, 
Nanopoulos and Manolopoulos, 2008). Rendle et al. 
(2009) have identified drawbacks of using the boolean 
scheme and proposed a set-based scheme which has 
shown more accurate interpretation of the tagging data. 
However, this set-based scheme is customized to the 
recommendation method proposed. It does not detail how 
various kinds of set-based schemes can be selected 
according to data characteristics for a recommendation 
method.  
The set-based scheme creates an object pairwise 
ranking representation between the positive entries 
interpreted from the observed tagging data and the 
negative entries interpreted from the non-observed data, 
by two means: (1) user-item set, or (2) user-tag set. These 
set data represents users tagging behaviours in the 
system. The user-item set expresses that a user can use 
multiple tags to annotate an item. From this point of view, 
the pairwise ranking representation is created by using 
tags as the pairwise ranking objects. Accordingly, for 
each user-item set, the pairwise ranking is generated to 
represent that the user is more favourable to use tags of 
positive entries than those of negative entries to annotate 
an item. Alternatively, the user-tag set indicates that a 
user can use the same tag to annotate different items and, 
consequently, the items become the pairwise ranking 
objects for the data representation.  For each user-tag set, 
the pairwise ranking is generated to represent that the 
user is more favourable to annotate items of positive 
entries than those of negative entries using a tag. 
The set selection is influenced by the underlying 
recommendation task, i.e. using the user-item set 
representation for tag recommendation and the user-tag 
set for item recommendation. However, in practice, not 
all recommendation methods can perform their best when 
they are implemented on different datasets (Gemmell et 
al., 2011; Ifada and Nayak, 2014; Rendle et al., 2009).  
Given that users tagging behaviours are captured and 
represented differently in each social tagging system, the 
data set to be used in a recommendation system should be 
selected based on the feature set that defines the 
representation of user tagging behaviour in that system, 
i.e. the dominant set observed from the tagging data. The 
user-item set is more dominant than the user-tag set when 
the users prefer to use less number of tags in annotating 
items. On the contrary, the user-tag set is considered 
more dominant than the user-item set when the users 
prefer to use more number of tags in annotating items.  
The consequence of restricting the selection of 
interpretation scheme to the task of recommendation is 
that the method could possibly outperform other methods 
when implemented to a certain tagging data, however, it 
yields poor results when it is implemented on a different 
tagging data (Ifada and Nayak, 2014; Rendle and 
Schmidt-Thieme, 2010). Another limitation is that a 
recommendation method could not possibly be 
implemented with an appropriate scheme, i.e.,  generating 
item recommendation by implementing the user-tag set 
scheme while the dominant feature of the tagging data is 
user-item set (Gemmell et al., 2011), or generating tag 
recommendation by implementing the user-item set 
scheme when the dominant feature is user-tag set (Rendle 
et al., 2009). 
This paper investigates and compares several tagging 
data interpretation and representation schemes that can 
affect the performance of tag-based item recommendation 
systems. These schemes vary in manners how they 
highlight the representative features of the user tagging 
behaviours on different systems.  Six tagging data 
interpretations and representations, which are constructed 
using the set-based ranking scheme, are proposed. We 
analyse how each interpretation scheme forms a distinct 
data representation which eventually affects the 
recommendation results.  
To test and evaluate the concept, we needed to 
implement the proposed representations on a 
recommendation method which employs a set-based 
scheme for building and learning the tensor model. We 
found no item recommendation method that can be used 
in experiments. Pairwise Interaction Tensor Factorization 
(PITF) (Rendle and Schmidt-Thieme, 2010), a tensor 
based tag recommendation method, uses the set-based 
scheme and has reported high accuracy and scalability 
performance. We adopted this tag recommendation 
method to recommend item and named it as Pairwise 
Interaction Tensor Factorization for Item 
Recommendation (PITF-I). The tag and item 
recommendations are two distinct tasks. Tag 
recommendations are generated with two specified 
dimensions, i.e. user and item, while the item 
recommendations are made with only users identity 
specified and, therefore, the item ranking scores must be 
calculated for the whole available tags before being 
sorted as a list of top-𝑁 recommendation. In this paper, 
we customize the PITF method so that it is applicable for 
both user-item and user-tag set schemes. We then show 
how to select the best set of interpretation scheme to be 
used for different datasets, given that users tagging 
behaviours in the different tagging systems are different 
from one another. 
The contribution of this paper is as follows: (1) 
introducing comprehensive data interpretation schemes to 
generate user profile representation on tensor models for 
tag-based item recommendation, (2) proposing a process 
of selecting the best interpretation scheme to be used on a 
certain dataset, (3) adapting a pairwise ranking tensor 
factorization method for implementing various 
interpretation schemes for tag-based item 
recommendation, (4) establishing that an efficient  user 
profile presentation  is more important than just simply 
trying to get more dense data representation to generate 
quality recommendations, and (5) finally, showing how 
an efficient interpretation scheme is able to address the 
cold-start user problem.   
The remainder of this paper is organized as follows. 
Section 2 details the related works. Section 3 describes 
briefly about the basics in the tag-based item 
recommendation. Section 4 explains the proposed 
interpretation and representation schemes, a brief 
description about the method used, and the process of 
selecting the best interpretation scheme to be used. 
Section 5 presents the experimental results based on real 
world datasets. Section 6 concludes the paper. 
 
2 Related Work 
Recommendation is a well-established research area 
(Adomavicius and Tuzhilin, 2005; Zhang, Zhou and 
Zhang, 2011). In the last few years, tensor modelling 
(Kolda and Bader, 2009), a well-known approach to 
represent and analyse latent relationships inherent in 
multi-dimensions data, is adapted in recommendation 
systems. The tensor modelling based recommendation 
methods have shown improved results over the matrix 
based methods (Rafailidis and Daras, 2013; Symeonidis, 
Nanopoulos and Manolopoulos, 2010). Existing tensor 
methods solely interpret the tagging data using boolean 
scheme to build the model and then directly use the tensor 
reconstruction results from the factorized tensor to 
generate the recommendations. The boolean scheme 
simply interprets the positive observed tagging data as 1 
and the non-observed ones as 0. This scheme fits both the 
negative and null values as 0 which makes it difficult to 
predict the ranking list in the future (Rendle et al., 2009). 
In other words, by using the boolean scheme, these 
approaches ignore the user’s past tagging activities that 
have been found most influencive in forming user 
likelihood for matrix-based recommended methods (Kim 
et al., 2010). A recent work (Ifada and Nayak, 2014) 
solves this problem by ranking the reconstructed tensor 
results utilising the past collaborative data and make the 
final recommendations. A pairwise tensor factorization 
model (Rendle and Schmidt-Thieme, 2010), for 
recommending tags (unlike our paper that recommends 
items), has also been proposed to solve the 
recommendation ranking problem. This method uses the 
set-based ranking interpretation scheme when building 
the tensor.  
The set-based ranking scheme distinguishes the 
interpretation between observed and non-observed data. 
The representation creates pairwise ranking objects 
between the positive entries interpreted from the observed 
data and the negative entries interpreted from the non-
observed data. The rest of other entries are left as null 
values. Within each set, the positive entries are assigned 
higher values than the negative ones (instead of assigning 
a fixed numeric values to both entries). This scheme 
interprets the null values as rankings that can be predicted 
in the future, unlike the boolean scheme that over fits the 
null values using the negative examples as 0. The model 
based on the boolean scheme tries to learn and predict a 0 
for each of the negative and null case (Rendle et al., 
2009). By using the set-based ranking scheme, entries 
derived by the factorised tensor model can directly be 
used for generating recommendations. Selecting the 
appropriate interpretation scheme for tensor modelling is 
crucial as the tensor model has to learn the total 
interaction between users, items, and tags represented by 
the data using this scheme, as well as, the model has to 
expose the latent relationship among those dimensions to 
be used for generating the recommendations.  
In this paper, we investigate the process of selecting an 
interpretation scheme for tagging data to improve the 
performance of tag-based item recommendation systems 
on various social tagging systems that employ a system 
specific method to collect user tagging behaviour. As 
users tagging behaviours in different tagging systems are 
different from one another, recommendation methods are 
usually not able to generalize their outperformance if they 
are implemented on different datasets. Therefore, though 
the methods are able to show that they outperform their 
benchmark methods on a dataset, yet they do not show 
the similar performance when applied on another dataset 
(Ifada and Nayak, 2014; Rendle and Schmidt-Thieme, 
2010).  
We demonstrate how different interpretation scheme 
forms different data representation which eventually 
affects the recommendation results. Moreover we modify 
the pairwise tensor factorization method (Rendle and 
Schmidt-Thieme, 2010), designed for tag 
recommendation, to generate an ordered list of item 
recommendations using the six proposed tagging data 
interpretation and representation schemes. 
To the best of our knowledge, this is the first paper 
that studies the data interpretation schemes for tensor 
models for generating tag-based item recommendations, 
in detail.  
 
3 Tag-based Item Recommendation  
The task of tag-based item recommendation is to generate 
an ordered list of items that might be of interest to a user 
using the collaborative tags. The list of recommended 
items can be learned from user past tagging behaviour 
inferred from observed and non-observed tagging data.  
3.1 Tagging Data 
Let 𝑈 = �𝑢1,𝑢2,𝑢3, … ,𝑢|𝑈|� be the list of all users, 
𝐼 = �𝑖1, 𝑖2, 𝑖3, … , 𝑖|𝐼|� be the list of all items, and 𝑇 =
�𝑡1, 𝑡2, 𝑡3, … , 𝑡|𝑇|� be the list of all tags. Tagging data 
forms a ternary relationship between users, items, and 
tags. The observed tagging data can be denoted as 
𝐴 ⊆ 𝑈 × 𝐼 × 𝑇, where a vector of (𝑢, 𝑖, 𝑡) ∈ 𝐴 represents 
the tagging activity of user 𝑢 who has tagged item 𝑖 using 
tag 𝑡. The user-vocabulary 𝑉𝑢 denotes the list of distinct 
tags that have been used by user 𝑢 to annotate any items: 
𝑉𝑢 = {𝑡|(𝑢,∗, 𝑡) ∈ 𝐴} 
Whereas the user-collection 𝐶𝑢 denotes the list of distinct 
items that have been tagged by user 𝑢 using any tags: 
𝐶𝑢 = {𝑖|(𝑢, 𝑖,∗) ∈ 𝐴} 
The tagging data can be naturally modelled as a three-
dimensional tensor of 𝒴𝑈×𝐼×𝑇. Figure 1 illustrates a 
tensor model representing a toy example of the observed 
tagging data, 𝒴3×4×5 where 𝑈 = {𝑢1,𝑢2,𝑢3}, 𝐼 ={𝑖1, 𝑖2, 𝑖3, 𝑖4}, and 𝑇 = {𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝑡5}. Each slice of the 
tensor represents a user matrix which contains the user 
tag usage for an item.  
For generating tag-based item recommendations, the 
ranking representation of tagging data can be inferred 
from either using the user-item or user-tag sets. The user-
item (𝑢, 𝑖) sets are all distinct user-item combinations in 
𝐴 as a user can annotate an item with multiple tags. The 
user-tag (𝑢, 𝑡) sets are all distinct user-tag combinations 
in 𝐴 since a user can use the same tag to annotate 
multiple items.  
3.2 Interpretation Scheme 
The boolean scheme interprets the positive observed 
tagging data as 1 and denotes any other data as 0. 
Consequently, the user profile is only made from those 
positive entries exist in 𝐴. This scheme unfortunately 
overfits the negative entries and the null values as the 
same 0 value (Rendle et al., 2009).  
Figure 2 shows an example of the scheme and its 
representation to build the user profile generated from the 
tagging data in Figure 1. For ease of illustration, it is only 
showing entries for User 1.  Figure 1 shows that User 1 (𝑢1) has revealed his interest to 𝑖2 and 𝑖3 by annotating 
them using tags {𝑡1, 𝑡3} and {𝑡1, 𝑡4}, respectively.  
In contrast to the boolean scheme, the set-based 
ranking interpretation scheme distinguishes the positive, 
negative, and null values. It creates a pairwise 
classification ranking from the positive entries interpreted 
from the observed data and the negative entries 
interpreted from the non-observed data, on each user-item 
or user-tag set. In this case, the missing or null values are 
interpreted as the entries to be predicted for generating 
recommendations. 
For representing the ranking within each set, the 
positive entries are simply given higher values than the 
negative ones. This indicates that the user favours the 
positive entries more than the negative entries (Rendle et 
al., 2009). The ranking order can be learned from 𝐴 by 
creating: (1) tag-pairwise ranking on each distinct user-
item set (𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁); or (2) item-pairwise  ranking on 
each distinct user-tag set (𝑢, 𝑡, 𝑖𝑃 , 𝑖𝑁).  
4 Proposed Tagging Data Interpretation and 
Its Representation 
Given that users tagging behaviours in the different 
tagging systems are different from one another, the big 
question is how to best interpret the users tagging data as 
the user profile will be defined based on this 
representation. This sections details the six proposed 
tagging data interpretations and representations schemes, 
the recommendation method, as well as the process of 
selecting the best set of interpretation scheme to be used. 
The map of the interpretation schemes is represented in 
Figure 3 and the detailed examples are described in 
Figure 4.  
4.1 Tag-Pairwise Ranking on User-Item Set 
The tag-pairwise ranking on user-item (𝑢, 𝑖) set is the 
ranking between the tags of positive entries (𝑡𝑃) and the 
tags of negative entries (𝑡𝑁), inferred from each (𝑢, 𝑖) ∈
𝐴. The tags of positive entries can easily be derived from 
the observed data.  
Let us consider the toy example as shown in Figure 1. 
For User 1 (𝑢1), the tags of positive entries generated 
from the (𝑢1, 𝑖1), (𝑢1, 𝑖2), (𝑢1, 𝑖3), and (𝑢1, 𝑖4) sets are: 
𝑡𝑃(𝑢1,𝑖1) = ∅, 𝑡𝑃(𝑢1,𝑖2) = {𝑡1, 𝑡3}, 𝑡𝑃(𝑢1,𝑖3) = {𝑡1, 𝑡4}, and 
𝑡𝑃(𝑢1,𝑖4) = ∅, respectively. However, finding the tag 
values for the non-observed or negative entries is 
difficult.  
We propose to infer and represent these tag values 
using the following schemes: (a) all-tag, (b) user-
vocabulary, or (c) non-user-vocabulary. The ranking 
function can be formulated as 𝑓(𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁) → ℝ. 
4.1.1 All-Tag Pairwise Ranking 
The all-tag ranking scheme interprets a negative entry (𝑡𝑁) as follows. For each (𝑢, 𝑖) ∈ 𝐴, user 𝑢 is less 
favourable to annotate item 𝑖 using any tags other than 
those appearing in positive entries  (𝑇\𝑡𝑃) (Rendle and 
Schmidt-Thieme, 2010). The representation of this can be 
formulated as: 
𝐷 = {(𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁): (𝑢, 𝑖, 𝑡𝑃) ∈ 𝐴 ∧ (𝑢, 𝑖, 𝑡𝑁) ∉ 𝐴 ∧ 𝑡𝑁 ∈ 𝑇\𝑡𝑃} 
In Figure 4, the positive entries show that 𝑢1 has revealed 
his interest for 𝑖2 by tagging the item using tags {𝑡1, 𝑡3}. 
Given 𝑇 = {𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝑡5},  𝑡𝑃(𝑢1,𝑖2) =  {𝑡1, 𝑡3}, and 
𝑇\𝑡𝑃(𝑢1,𝑖2) =  {𝑡2, 𝑡4, 𝑡5}, this tagging data is interpreted 
as 𝑢1 favours {𝑡1, 𝑡3} more than {𝑡2, 𝑡4, 𝑡5} to annotate 𝑖2. 
The representation can then be generated from the 
pairwise ranking of 𝑡𝑃 = {𝑡1, 𝑡3} and 𝑡𝑁 = {𝑡2, 𝑡4, 𝑡5} on (𝑢1, 𝑖2) set. 
4.1.2 User-Vocabulary Pairwise Ranking 
The user-vocabulary ranking scheme interprets a negative 
entry (𝑡𝑁) as follows. For each (𝑢, 𝑖) ∈ 𝐴, user 𝑢 is less 
favourable to annotate item 𝑖 using any tags of user-
vocabulary (𝑉𝑢)  than those appearing in positive entries (𝑉𝑢\𝑡𝑃). The representation of this can be formulated as: 
𝐷 = �(𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁): (𝑢, 𝑖, 𝑡𝑃) ∈ 𝐴 ∧ �(𝑢, 𝑖, 𝑡𝑁) ∉ 𝐴 ∧ 𝑡𝑁 ∈ 𝑉𝑢\𝑡𝑃�� 
In Figure 4, the positive entries show that 𝑢1 has revealed 
his interest for 𝑖2 using tags {𝑡1, 𝑡3} and for 𝑖3 using tags {𝑡1, 𝑡4}. Knowing 𝑉𝑢1 =  {𝑡1, 𝑡3, 𝑡4}, 𝑡𝑃(𝑢1,𝑖2) =  {𝑡1, 𝑡3}, 
and 𝑉𝑢1\𝑡𝑃(𝑢1,𝑖2) =  {𝑡4}, this tagging data is interpreted 
as 𝑢1 favours {𝑡1, 𝑡3} more than {𝑡4} to annotate 𝑖2. The 
representation can then be generated from the pairwise 
ranking of 𝑡𝑃 = {𝑡1, 𝑡3} and 𝑡𝑁 = {𝑡4} on (𝑢1, 𝑖2) set. 
4.1.3 Non-User-Vocabulary Pairwise Ranking 
The non-user-vocabulary ranking scheme interprets a 
negative entry (𝑡𝑁) as follows. For each (𝑢, 𝑖) ∈ 𝐴, user 
𝑢 is less favourable to annotate item 𝑖 using other tags 
that have not been used in any other items (𝑇\𝑉𝑢). The 
representation of this can be formulated as:  
𝐷 = �(𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁): (𝑢, 𝑖, 𝑡𝑃) ∈ 𝐴 ∧ �(𝑢, 𝑖, 𝑡𝑁) ∉ 𝐴 ∧ 𝑡𝑁 ∈ 𝑇\𝑉𝑢�� 
In Figure 4, the positive entries show that 𝑢1 has revealed 
his interest for 𝑖2 using tags {𝑡1, 𝑡3} and for 𝑖3 using tags {𝑡1, 𝑡4}. Given 𝑇 = {𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝑡5}, 𝑉𝑢1 =  {𝑡1, 𝑡3, 𝑡4} and 
𝑇\𝑉𝑢1 =  {𝑡2, 𝑡5}, this tagging data is interpreted as 𝑢1 
favours {𝑡1, 𝑡3} more than {𝑡2, 𝑡5} to annotate 𝑖2. The 
representation can then be generated from the pairwise 
ranking of 𝑡𝑃 = {𝑡1, 𝑡3} and 𝑡𝑁 = {𝑡2, 𝑡5}  on (𝑢1, 𝑖2) set. 
 
4.2 Item-Pairwise Ranking on User-Tag Set 
The item-pairwise ranking on user-tag  (𝑢, 𝑡) set is the 
ranking between the items of positive entries (𝑖𝑃) with the 
items of negative entries (𝑖𝑁) inferred from each (𝑢, 𝑡) ∈
𝐴. The items of positive entries can easily be derived 
from the observed data.  
Let us consider the toy example as shown in Figure 1. 
For User 1 (𝑢1), the items of positive entries generated 
from the (𝑢1, 𝑡1), (𝑢1, 𝑡2), (𝑢1, 𝑡3), (𝑢1, 𝑡4), and (𝑢1, 𝑡5) 
sets are: 𝑖𝑃(𝑢1,𝑡1) = {𝑖2, 𝑖3}, 𝑖𝑃(𝑢1,𝑡2) = ∅, 𝑖𝑃(𝑢1,𝑡3) = {𝑖2}, 
𝑖𝑃(𝑢1,𝑖4) = {𝑖3}, and 𝑡𝑃(𝑢1,𝑡5) = ∅, respectively. However, 
finding the item values for the non-observed or negative 
entries is difficult.  
The item values are inferred and represented using the 
following schemes: (a) all-item, (b) user-collection, or (c) 
non-user-collection. The ranking function can be 
formulated as 𝑓(𝑢, 𝑡, 𝑖𝑃 , 𝑖𝑁) → ℝ. 
4.2.1 All-Item Pairwise Ranking 
The all-item ranking scheme interprets a negative entry (𝑖𝑁) as follows. For each (𝑢, 𝑡) ∈ 𝐴, user 𝑢 is less 
favourable to use tag 𝑡 to annotate any items other than 
those appearing in positive entries (𝐼\𝑖𝑃) (Gemmell et al., 
2011). The representation of this interpretation can be 
formulated as: 
𝐷 = {(𝑢, 𝑡, 𝑖𝑃, 𝑖𝑁): (𝑢, 𝑡, 𝑖𝑃) ∈ 𝐴 ∧ (𝑢, 𝑡, 𝑖𝑁) ∉ 𝐴 ∧ 𝑖𝑁 ∈ 𝐼\𝑖𝑃} 
In Figure 4, the positive entries show that 𝑢1 has used 𝑡1 
to reveal his interest for items {𝑖2, 𝑖3}. Given 𝐼 ={𝑖1, 𝑖2, 𝑖3, 𝑖4} and 𝑖𝑃(𝑢1,𝑡1) = {𝑖2, 𝑖3} so that 𝐼\𝑖𝑃(𝑢1,𝑡1) ={𝑖1, 𝑖4}, this tagging data is interpreted as 𝑢1 favours {𝑖2, 𝑖3} more than {𝑖1, 𝑖4} to be annotated using 𝑡1. The 
representation can then be generated from the pairwise 
ranking of 𝑖𝑃 = {𝑖2, 𝑖3} and 𝑖𝑁 = {𝑖1, 𝑖4} on (𝑢1, 𝑡1) set. 
4.2.2 User-Collection Pairwise Ranking 
The user-collection ranking scheme interprets a negative 
entry (𝑖𝑁) as follows. For each (𝑢, 𝑡) ∈ 𝐴, user 𝑢 is less 
favourable to use tag 𝑡 to annotate any items of user-
collection (𝐶𝑢) than those appearing in positive entries (𝐶𝑢\𝑖𝑃). The representation of this interpretation can be 
formulated as: 
𝐷 = �(𝑢, 𝑖𝑃, 𝑖𝑁, 𝑡): (𝑢, 𝑖𝑃, 𝑡) ∈ 𝐴 ∧ �(𝑢, 𝑖𝑁, 𝑡) ∉ 𝐴 ∧ 𝑖𝑁 ∈ 𝐶𝑢\𝑖𝑃�� 
In Figure 4, the positive entries show that 𝑢1 has used 𝑡1 
to reveal his interest for items {𝑖2, 𝑖3}, 𝑡3 for {𝑖2}, and 𝑡4 
for {𝑖3}. Knowing 𝐶𝑢1 =  {𝑖2, 𝑖3} and 𝑖𝑃(𝑢1,𝑡1) = {𝑖2, 𝑖3} so 
that 𝐶𝑢1\𝑖𝑃(𝑢1,𝑡1) =  ∅, this tagging data is interpreted as 
𝑢1 has no other favours than {𝑖2, 𝑖3} to be annotated using 
𝑡1. The representation then cannot be generated on (𝑢1, 𝑡1) set.  On the other hand, a representation can be 
generated on (𝑢1, 𝑡3) set as 𝑢1 has only used 𝑡3 to 
annotate {𝑖2}. The tagging data is interpreted as 𝑢1 
favours {𝑖2} more than {𝑖3} to be annotated using 𝑡3. The 
representation of this is the pairwise ranking of 𝑖𝑃 = {𝑖2} 
and 𝑖𝑁 = {𝑖3}. 
4.2.3 Non-User-Collection Pairwise Ranking 
The non-user-collection ranking scheme interprets a 
negative entry (𝑖𝑁) as follows. For each (𝑢, 𝑡) ∈ 𝐴, user 
𝑢 is less favourable to use tag 𝑡 to annotate other items 
that have not been tagged by 𝑢 with other tags (𝐼\𝐶𝑢). 
The representation of this can be formulated as: 
𝐷 = �(𝑢, 𝑖𝑃, 𝑖𝑁, 𝑡): (𝑢, 𝑖𝑃, 𝑡) ∈ 𝐴 ∧ �(𝑢, 𝑖𝑁, 𝑡) ∉ 𝐴 ∧ 𝑖𝑁 ∈ 𝐼\𝐶𝑢�� 
In Figure 4, the positive entries show that 𝑢1 has used 𝑡1 
to reveal his interest for items {𝑖2, 𝑖3}, 𝑡3 for {𝑖2}, and 𝑡4 
for {𝑖3}. Given 𝐼 = {𝑖1, 𝑖2, 𝑖3, 𝑖4} and 𝐶𝑢1 =  {𝑖2, 𝑖3} so that 
𝐼\𝐶𝑢1 =  {𝑖1, 𝑖4}, this tagging data is interpreted as 𝑢1 
favours {𝑖2, 𝑖3} more than {𝑖1, 𝑖4} to be annotated using 𝑡1. 
The representation can then be generated from the 
pairwise ranking of 𝑖𝑃 = {𝑖2, 𝑖3} and 𝑖𝑁 = {𝑖1, 𝑖4} on (𝑢1, 𝑡1) set. 
 
4.3 The Pairwise Ranking Method for Item 
Recommendation 
The Pairwise Interaction Tensor Factorization (PITF) 
(Rendle and Schmidt-Thieme, 2010) is a well-known tag 
recommendation method. In this paper, we utilise this 
method for the task of item recommendation. The 
adaptation is necessarily as the task of recommending 
tags differs from the task of recommending items.   
For tag recommendation, predictions are generated for 
each predefined user and item combination, i.e. the 
recommendation system predicts tags for an item to a 
user. However, for item recommendation, the 
recommendation system predicts items based on the user 
information only. Consequently, a method must calculate 
the item ranking score from the whole available tags 
before deciding which items are in the top-𝑁 
recommendation list for the user. The original method 
works only for a (𝑢, 𝑖) set scheme, however, our 
proposed method, called as PITF-I, is able to generate the 
recommendations by implementing the two sets: (𝑢, 𝑖) 
and (𝑢, 𝑡) schemes.  
Using the (𝑢, 𝑖) set interpretation scheme, PITF-I 
method represents the ranking of tagging data as (𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁), where (𝑢, 𝑖, 𝑡𝑃) is a triple of positive entry 
and (𝑢, 𝑖, 𝑡𝑁) is a triple of negative entry. It then creates a 
tensor factorization model which employs an iterative 
gradient descent algorithm for optimizing the ranking 
function so that the positive entries are assigned with 
higher values than the negative entries. This ensures the 
notion that the user favours the positive entries more than 
the negative ones. The model is formulated as: 
𝒴� ≈ 𝑈�𝑘 ∙ 𝑇�𝑘
𝑈+𝐼𝑘 ∙ 𝑇�𝑘𝐼   (1) 
where 𝑈�𝑘 is the user factor matrix, 𝐼𝑘 is the item factor 
matrix, 𝑇�𝑘𝑈 is the tag factor matrix with respect to users, 
𝑇�𝑘
𝐼 is the tag factor matrix with respect to items, 𝑘 is the 
size of factors, and  𝒴� is the reconstructed personalized 
tag-ranking tensor. The element-wise relevance 
recommendation ranking score is calculated as follows:  
𝓎�𝑢,𝑖,𝑡 ≈ ∑ 𝑢�𝑢,𝑗 ∙ ?̂?𝑡,𝑗𝑈𝑘𝑗=1 + ∑ 𝚤?̂?,𝑗 ∙ ?̂?𝑡,𝑗𝐼𝑘𝑗=1  (2) 
Using the (𝑢, 𝑡) set interpretation, PITF-I exchanges 
the roles of items and tags with respect to each other. The 
data representation is the ranking of tagging data as (𝑢, 𝑡, 𝑖𝑃 , 𝑖𝑁), where (𝑢, 𝑡, 𝑖𝑃) is a triple of positive entry 
and (𝑢, 𝑡, 𝑖𝑁) is a triple of negative entry. Consequently, 
the model formulation becomes: 
𝒴� ≈ 𝑈�𝑘 ∙ 𝐼𝑘
𝑈+𝑇�𝑘 ∙ 𝐼𝑘𝑇   (3) 
where 𝑈�𝑘 is the user factor matrix, 𝑇�𝑘 is the tag factor 
matrix, 𝐼𝑘𝑈 is the item factor matrix with respect to users, 
𝐼𝑘
𝑇 is the item factor matrix with respect to tags, 𝑘 is the 
size of factors, and  𝒴� is the new tensor. The relevance 
recommendation ranking score is calculated as: 
𝓎�𝑢,𝑡,𝑖 ≈ ∑ 𝑢�𝑢,𝑗 ∙ 𝚤̂𝑖,𝑗𝑈𝑘𝑗=1 + ∑ ?̂?𝑖,𝑗 ∙ 𝚤̂𝑖,𝑗𝑇𝑘𝑗=1  (4) 
  
4.4 Selecting the Set 
Selecting a set for user profile representation cannot 
trivially be restricted based upon the recommendation 
task, i.e. based on the predefined notion of using the (𝑢, 𝑖) set scheme for tag recommendation and using the (𝑢, 𝑡) set scheme for item recommendation. This 
limitation has shown to cause the recommendation 
methods to perform at a varied level when they are 
implemented on various datasets (Gemmell et al., 2011; 
Ifada and Nayak, 2014; Rendle et al., 2009). A 
recommendation method performs best to its capacity 
when it is applied on the social tagging system for which 
it was built for. The performance degrades when it is 
applied to another social tagging system in which the user 
tagging behaviour varies. For example, the user tagging 
behaviour on the Delicious website (http://delicious.com) 
differs from the user behaviour on the LastFM website 
(http://www.last.fm/).  
The difference can easily be perceived from the 
statistic of tagging data listed in Section 5.1. As the 
number of unique tags is much larger than the number of 
unique items in the Delicious data, the average number of 
unique tags used by each user to annotate an item 
overrides the number of unique items to be annotated 
using a tag. This analysis suggests that the (𝑢, 𝑡) set in 
Delicious is more dominant than the (𝑢, 𝑖) set. On the 
contrary, the number of unique tags is much less than the 
number of unique items in the LastFM data. This shows 
that the (𝑢, 𝑡) set is less dominant than the (𝑢, 𝑖) set as the 
average number of unique tags used by each user to 
annotate an item is less than the number of unique items 
to be annotated using a tag. The comparison between 
these two datasets (including other two datasets) is 
illustrated in Figure 5. 
The characteristic of user tagging behaviour can be 
assessed by comparing the number of (𝑢, 𝑖) and (𝑢, 𝑡) 
sets in the data. It can be said that the dominant feature 
set (reflected by the larger distribution) is representative 
of the user tagging behaviour in that system and, 
therefore it can determine the interpretation scheme for 
building user profiles. The (𝑢, 𝑖) set is more dominant 
than the (𝑢, 𝑡) set when the users tend to use less number 
of tags in annotating items. The (𝑢, 𝑡) set is more 
dominant than the (𝑢, 𝑖) set when the users tend to use 
more number of tags in annotating items. We conjecture 
that, for Delicious data, the best performance of 
recommendation methods can be obtained when the (𝑢, 𝑡) 
set interpretation scheme is implemented to build the user 
profile model. However, the (𝑢, 𝑖) set interpretation 
scheme will become the best choice for modelling the 
user profile of LastFM data.  
 
5 Empirical Analysis  
Experiments are conducted to investigate the tagging data 
interpretation and representation schemes that can 
improve the performance of tag-based item 
recommendation systems by highlighting the 
representative features of user tagging behaviours on 
different datasets.  We implemented six tagging data 
interpretations which resulted in different representations. 
The representation of each set is generated as pairwise 
ranking between the positive entries generated from the 
observed tagging data and the negative entries generated 
from the non-observed data using the following schemes: 
(a) all-tag, (b) user-vocabulary, (c) non-user-vocabulary, 
(d) all-item, (e) user-collection, and (f) non-user-
collection. The first three schemes are based on the (𝑢, 𝑖)  
set interpretation scheme, while the last three are based 
on the (𝑢, 𝑡) set interpretation scheme. 
 
5.1 Dataset 
The offline experiments use several real-world tagging 
datasets to implement the proposed user profile 
representations for generating item recommendation. 
Adapting the standard practice of eliminating noise and 
decreasing the data sparsity (Nanopoulos, 2011; 
Rafailidis and Daras, 2013; Symeonidis, Nanopoulos and 
Manolopoulos, 2010), the datasets are refined by using 
the 𝑝-core technique (Batagelj and Zaveršnik, 2002), i.e. 
selecting users, items, and tags that have occurred in at 
least 𝑝 number posts. Post is the set of distinct user-item 
combinations in the observed tagging data. In general we 
choose 𝑝 = 10 to refine the dataset as this core value has 
shown a stable recommendation performance in our 
previous work after a systematic and extensive 
experiments (Ifada and Nayak, 2014). However, we use 
𝑝 = 5 instead for CiteULike and MovieLens datasets as 
they do not contain a 10-core.  
The details of four tagging datasets used in this paper 
are: 
Delicious (http://delicious.com/). It is a website that 
facilitates its users to save, organize and discover 
interesting links on the web. The Delicious dataset is 
generated with 50,991 observed tagging data resulted 
from 10–core refinement, and consists of 2,009 users, 
1,485 items and 2,589 tags.  
LastFM (http://www.last.fm/). It is a website that gives 
user personalized recommendations based on the 
music the user listens to. The LastFM dataset is 
generated with 99,211 observed tagging data resulted 
from 10-core refinement, and consists of 867 users, 
1,715 items and 1,423 tags. 
CiteULike (http://www.citeulike.org/). It is a website that 
provides a service for managing and discovering 
scholarly references. The CiteULike dataset is 
generated with 59,832 observed tagging data resulted 
from 5-core refinement, and consists of 2,536 users, 
3,091 items and 6,949 tags. 
MovieLens (http://movielens.org). It is a website which 
provides a personalized movie recommendation. The 
MovieLens dataset is generated with 25,103 observed 
tagging data resulted from 5-core refinement, and 
consists of 571 users, 1,684 items and 1,559 tags. 
 
Figure 5 shows the set-based statistics to observe the 
characteristic of user tagging behaviour on each dataset. 
This information is used for selecting a profile 
presentation, i.e. based on the dominant number of sets. 
 
5.2 Evaluation Criteria 
To evaluate the quality of recommendation, we 
implemented the 3-fold cross-validation and we divided 
the dataset randomly into a training set 𝐷𝑡𝑟𝑎𝑖𝑛  (80%) and 
a test set 𝐷𝑡𝑒𝑠𝑡  (20%) based on the number of posts data. 
𝐷𝑡𝑟𝑎𝑖𝑛  and 𝐷𝑡𝑒𝑠𝑡  do not overlap in posts, i.e., there exist 
no triplets for a user-item combination in the training set 
if a triplet (𝑢, 𝑖,∗) is present in the test set. The 
recommendation task is to predict and rank the Top-𝑁 
items for the users present in 𝐷𝑡𝑒𝑠𝑡.  
The performance is measured using F1-Score. F1-
Score is a harmonic mean of overall precision and recall. 
Precision is the ratio of number of relevant items (all 
items in the post by the user in 𝐷𝑡𝑒𝑠𝑡) in the Top-𝑁 list to 
the total number of Top-𝑁 recommended items. Recall is 
the ratio of the number of relevant items in the Top- 𝑁 
list to the total number of relevant items.  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐷𝑡𝑒𝑠𝑡 ,𝑁) = 𝑎𝑣𝑔(𝑢,𝑖)∈𝐷𝑡𝑒𝑠𝑡 |𝑇𝑒𝑠𝑡𝑢∩𝑇𝑜𝑝𝑁𝑢||𝑇𝑜𝑝𝑁𝑢|  (1) 
𝑅𝑒𝑐𝑎𝑙𝑙(𝐷𝑡𝑒𝑠𝑡 ,𝑁) = 𝑎𝑣𝑔(𝑢,𝑖)∈𝐷𝑡𝑒𝑠𝑡 |𝑇𝑒𝑠𝑡𝑢∩𝑇𝑜𝑝𝑁𝑢||𝑇𝑒𝑠𝑡𝑢|  (2) 
𝐹1(𝐷𝑡𝑒𝑠𝑡 ,𝑁) = 2∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐷𝑡𝑒𝑠𝑡,𝑁)∙ 𝑅𝑒𝑐𝑎𝑙𝑙(𝐷𝑡𝑒𝑠𝑡,𝑁)𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐷𝑡𝑒𝑠𝑡,𝑁)+𝑅𝑒𝑐𝑎𝑙𝑙(𝐷𝑡𝑒𝑠𝑡,𝑁)   (3) 
Where 𝑇𝑒𝑠𝑡𝑢 is the set of items tagged by target user in 
the 𝐷𝑡𝑒𝑠𝑡  and  𝑇𝑜𝑝𝑁𝑢  is the Top-𝑁 list of items 
recommended to user from the reconstructed tensor 𝒴�. 
 
5.3 Result and Discussion 
5.3.1 Effect of Interpretation Set Selection on 
Recommendation Accuracy 
The characteristic of users tagging behaviours of each 
dataset can be identified from the set-based statistic, as 
illustrated in Figure 5. The statistic shows that users of 
Delicious dataset have the same tagging behaviour as 
those of CiteULike, i.e. the (𝑢, 𝑖) set is less dominant 
than the (𝑢, 𝑡) sets. Conversely, the users of LastFM and 
MovieLens have similar tagging behaviour, i.e. the (𝑢, 𝑖) 
set is more dominant than the (𝑢, 𝑡) sets. We conjecture 
that the dominant set on each dataset defines which set 
should be used for interpreting the tagging data. This 
means that Delicious and CiteULike datasets should be 
best interpreted using the (𝑢, 𝑡) set interpretation scheme, 
while LastFM and MovieLens datasets should be best 
interpreted using the (𝑢, 𝑖) set scheme.  
Figure 6 displays the F1-Score comparison on Top-𝑁 
lists for the recommendation accuracy on each dataset 
which ascertains our claim that both Delicious and 
CiteULike achieve their best recommendation 
performance when their tagging data is interpreted using 
the non-user-collection of (𝑢, 𝑡) set pairwise ranking 
interpretation scheme. Similarly, LastFM and MovieLens 
perform best when their tagging data is interpreted using 
the non-user-vocabulary of (𝑢, 𝑖) set pairwise ranking 
interpretation scheme.  
These results also verify that, for generating the best 
pairwise ranking representation, the negative entries of 
non-observed data should be interpreted from: (1) the tags 
that have not been used in any other items by user 𝑢 for 
annotating item 𝑖 on each (𝑢, 𝑖) set, and (2) the items that 
that have not been tagged with any other tags by user 𝑢 
using tag 𝑡 on each (𝑢, 𝑡) set. Figure 6 also illustrates that 
the all-tag scheme which uses any tags other than those 
appearing in positive entries  to annotate item 𝑖 (Rendle 
and Schmidt-Thieme, 2010) or the all-item scheme which 
uses any items other than those appearing in positive 
entries using tag 𝑡 (Gemmell et al., 2011) cannot interpret 
non-observed data as negative entries properly and results 
in inferior recommendation performance. 
On the other hand, though it sounds reasonable that, 
for the (𝑢, 𝑖) set scheme, i.e. using the user-vocabulary 
interpretation, the negative entries should be interpreted 
from the tags of user-vocabulary other than those 
appearing in positive entries to annotate item 𝑖, however 
our experiments show that this interpretation severely 
impacts the recommendation performance for all datasets. 
Likewise, the items of user-vocabulary other than those 
appearing in positive entries using tag 𝑡 should not be 
interpreted as the negative entries for the (𝑢, 𝑡) set 
scheme, i.e. using the user-collection interpretation. 
5.3.2 Data Representation Density 
We examine the data representation density resulting 
from the six proposed interpretation schemes and 
compare with that of the boolean scheme as listed in 
Table 1. This observation is not merely to show that the 
set-based interpretation scheme is able to generate more 
dense data representation than the boolean scheme as this 
conclusion has been preliminary discovered (Rendle et 
al., 2009). Our focus is mainly to explore the 
representation density resulted from various set-based 
interpretation schemes, particularly comparison of the 
non-user-vocabulary and non-user-collection schemes to 
their counterparts, i.e. all-tag and all-item, respectively. 
Accordingly, when we highlight the superiority of the 
non-user-vocabulary scheme over all-tag scheme, it 
means that we can also state the same thing about that of 
the non-user-collection scheme over the all-item scheme.  
Results in Table 1 show that the data representation 
densities of user-vocabulary and user-collection schemes 
are significantly lower than the other set-based schemes. 
It indicates that these two schemes, in comparison to 
others, are not able to interpret the tagging data efficiently 
and therefore the generated data representations are not 
able to include all relationships properly. 
Table 1 shows that the data representation density of 
non-user-vocabulary is less than that of all-tag scheme. 
Yet, as established in Section 5.3.1, the former scheme 
outperforms the later. This fact clarifies that the all-tag 
scheme includes some relationships that are not meant to 
be. On each (𝑢, 𝑖) set, the scheme uses all tags other than 
those appearing in positive entries  to annotate item 𝑖 as 
negative entries for the pairwise ranking representation. 
This interpretation is incorrect as some of those tags have 
actually been used by user 𝑢 to annotate other items 
which means that those used tags should not be 
interpreted as negative entries. It confirms that the 
interpretation scheme strongly determines the 
recommendation performance. To generate quality 
recommendations, an efficient  user profile presentation  
is more important, instead of just simply trying to get 
more dense data representation as other researchers had 
done previously (Cui et al., 2011; Leginus, Dolog and 
Žemaitis, 2012; Rafailidis and Daras, 2013). These 
methods practically implement the boolean scheme to 
interpret the tagging data and then applied clustering 
techniques for reducing the tag dimension to represent the 
semantically similar tags. These approaches are able to 
generate more dense data, yet they still interpret the 
tagging data improperly. 
5.3.3 Cold-start User Problem 
We carry out further experiments to examine the impact 
of an interpretation scheme to recommendation 
performance in addressing the cold-start user problem. 
We identify the cold-start user problem as a situation in 
which a user has annotated a single item only with limited 
number of tags. Due to limited usage data, we cannot 
infer the user preferences on the system. 
We compare the recommendation performance on 
MovieLens dataset by implementing the (𝑢, 𝑖) set 
interpretation scheme as it is the best choice of scheme to 
model the user profile. Since our main focus is on how 
the interpretation scheme is able to address the cold-start 
user problem, we use the recall metric to demonstrate the 
coverage of recommendations. Figure 7 shows the recall 
of recommendations generated using the non-user-
vocabulary scheme outperforms the results of all-tag. As 
expected, the results of the user-vocabulary scheme have 
shown the worst performance. This fact confirms that the 
approach of interpreting negative entries from tags that 
have not been used by user 𝑢 in any other items is 
resulting quality recommendations for both the active and 
the cold-start users. We can also state the same thing for 
the (𝑢, 𝑡) set interpretation scheme, i.e. the negative 
entries are best interpreted from items that have not been 
tagged by user 𝑢 using any other tags.    
 
6 Conclusion 
In this paper, we proposed six set-based tagging data 
interpretation schemes and representations to investigate 
an efficient scheme leading to build effective user profiles 
for generating item recommendations. For each 
interpretation scheme, a data representation is produced, 
where for each set, pairwise ranking is generated between 
the positive entries of observed tagging data and the 
negative entries of non-observed data. We have shown 
that the set to be used as the interpretation scheme must 
be selected based on the dominant number of set observed 
from the tagging data as it represents the unique 
characteristic of user tagging behaviour in the system. We 
implemented the PITF-I method, using a pairwise ranking 
representation between the positive entries and the 
negative entries. The PITF-I method represents the 
ranking of tagging data as (𝑢, 𝑖, 𝑡𝑃, 𝑡𝑁) when the dataset 
has a dominant number of (𝑢, 𝑖) sets. Alternatively, the 
method represents the ranking of tagging data as (𝑢, 𝑡, 𝑖𝑃 , 𝑖𝑁) when the dataset has a dominant number of (𝑢, 𝑡) sets.   
The proposed representations are extensively 
evaluated on four datasets which exhibit different tagging 
behaviour characteristics. Empirical analysis shows that 
the improper interpretation, of negative entries to be 
ranked pairwise with the positive entries, results in 
inferior recommendation performance. The best scheme 
for pairwise ranking representation should generate the 
negative entries interpreted from either the tags or the 
items that have not been used by user 𝑢 in any other items 
or tags, i.e. non-user-vocabulary or non-user-collection 
schemes, respectively. We also show how this scheme is 
able to address the cold-start user problem. In the future, 
we are planning to investigate the tagging data 
interpretation and representation schemes for a list-wise 
ranking tensor factorization method. 
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Figure 1: Toy example of observed tagging data with 𝑼 = {𝒖𝟏,𝒖𝟐,𝒖𝟑}, 𝑰 = {𝒊𝟏, 𝒊𝟐, 𝒊𝟑, 𝒊𝟒}, and 
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Figure 2: The boolean interpretation scheme and its representation for User 1 (𝒖𝟏).  (a) Observed entries, (b) 
















Figure 3: Set-based ranking interpretation schemes 
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Figure 4: Examples showing the set-based ranking interpretation scheme and its various representation for 𝒖𝟏.  
The set-based ranking scheme uses the pairwise ranking of positive entries (interpreted from the observed data) 
and negative entries (interpreted from the non-observed data) for generating data representation. Other entries, 
that are to be predicted as recommendations, are noted as missing values (denoted as “?”). For the user-item set, 
the representation is generated by using tags as the pairwise ranking object (𝒖, 𝒊, 𝒕𝑷, 𝒕𝑵) while the user-tag set 
generates the representation by using items as the pairwise ranking object (𝒖, 𝒕, 𝒊𝑷, 𝒊𝑵). 
 








Figure 6: F1-Score comparison on Top-𝑵 lists for the recommendation accuracy resulting from the six proposed 
set-based interpretation schemes on various datasets 
























































































































                                                    DATASET 
INTERPRE- 
TATION  SCHEME 
Delicious LastFM CiteULike MovieLens 
boolean 0.0006% 0.0042% 0.0001% 0.0015% 
Tag-Pairwise Ranking 
on User-Item (𝒖, 𝒊) Set All-Tag 1.4980% 6.0184% 0.6902% 2.2693% User-Vocabulary 0.0273% 0.1262% 0.0099% 0.1626% Non-User-Vocabulary 1.4707% 5.8922% 0.6803% 2.1067% 
Item-Pairwise Ranking 
on User-Tag (𝒖, 𝒕) Set All-Item 0.8540% 7.2087% 0.3064% 2.4224% User-Collection 0.0241% 0.3641% 0.0069% 0.2489% Non-User-Collection 0.8299% 6.8447% 0.2996% 2.1735% 
Table 1: The Comparison of data representation density resulting from the boolean and set-based ranking 
interpretation schemes on various datasets 
 
 
Figure 7: Cold-Start User Recall Recommendation on all-tag, non-user-vocabulary, and user-vocabulary 
 
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
3
3.5
Top-N Recommendation
Re
ca
ll 
(%
)
MovieLens: Cold-Start User
 
 
All-Tag
Non-User-Vocabulary
User-Vocabulary
