Abstract.-Greater phylogenetic signal is often found in parsimony-based analyses of third codon positions of protein-coding genes relative to their corresponding first and second codon positions, even for early-derived ("basal") clades. We used the Soltis et al. (2000; Bot. J. Linn. Soc. 133:381-461) data matrix of atpB and rbcL from 567 seed plants to quantify how each of six factors (observed character-state space, frequencies of observed character states, substitution probabilities among nucleotides, rate heterogeneity among sites, overall rate of evolution, and number of parsimony-informative characters) contributed to this phenomenon. Each of these six factors was estimated from the original data matrix for parsimony-informative third codon positions considered separately from first and second codon positions combined. One of the most parsimonious trees found was used as the constraint topology; branch lengths were estimated using likelihood-based distances, and characters were simulated on this tree. Differential frequencies of observed character states were found to be the most limiting of the factors simulated for all three codon positions. Differential frequencies of observed character states and differential substitution probabilities among states were relatively advantageous for first and second codon positions. In contrast, differential numbers of observed character states, differential rate heterogeneity among sites, the greater number of parsimony-informative characters, and the higher overall rate of evolution were relatively advantageous for third codon positions. The amount of possible synapomorphy was predictive of the overall success of resolution. [Amount of possible synapomorphy; character-state frequencies; character-state space; codon positions; phylogenetic signal; rate heterogeneity.]
In protein-coding genes, greater phylogenetic signal is often found in parsimony-based analyses of third codon positions relative to their corresponding first and second codon positions, even for early-derived ("basal") clades (e.g., Manhart, 1994; Lewis et al., 1997; Bjorklund, 1999; Kallersjo et al., 1998 Kallersjo et al., , 1999 Wenzel and Siddall, 1999; Campbell et al., 2000; Sennblad and Bremer, 2000; Simmons et al., 2002) . Note that this pattern is by no means universal (e.g., Phillips and Penny, 2003; Simmons and Miya, 2004) . The greater phylogenetic signal often found in third codon positions could be considered surprising given their faster rate of evolution, which can result in multiple hits along individual branches that can obscure synapomorphies and result in long-branch attraction (Felsenstein, 1978) .
Six factors that could contribute to this phenomenon are as follows. First, greater observed character-state space (i.e., the number of alternative states that a character may take) for third codon positions allows for having a higher rate of evolution without a linear increase in homoplasy (Naylor et al., 1995; Simmons et al., 2004b; Steel and Penny, 2005) . Second, differential character-state frequencies among the states represented may affect the amount of homoplasy. For example, all else equal, less homoplasy and fewer unobserved substitutions may be expected for a character with 25% frequencies of A, C, G, and T than for a character with 49% A and T yet only 1% G and C. Third, differential substitution probabilities among character states, as is generally the case with transitions and transversions, also affect the amount of homoplasy and frequency of unobserved substitutions. Indeed, the second and third factors are tightly linked. Fourth, differential rate heterogeneity among sites may allow for faster-evolving characters to resolve recent divergences while more slowly evolving characters resolve the ancient divergences (Hillis, 1987) . Fifth, all else equal, more parsimony-informative third codon-position characters decrease the potential for stochastic errors and increase branch-support values. Sixth, differences in the overall rate of evolution of the sampled characters affect the ability to infer phylogenetic relationships accurately at a given level of divergence. The fifth and sixth factors are closely linked, though the potential for long-branch attraction is primarily a function of the sixth factor.
In this study, the Soltis et al. (2000) data matrix of two protein-coding plastid genes (atpB and rbcL) from 567 seed plants was used to quantify how each of six factors contributed to, or detracted from, this phenomenon. As described by Simmons et al. (2002) , the 920 parsimonyinformative third codon positions from atpB and rbcL outperformed the 663 parsimony-informative first and second codon positions together for all three measures of phylogenetic signal that were used (resolution, branch support, and congruence with independent evidence). Third positions resolved 2.3 times the number of clades as first and second positions together, and, on average, resolved 113% larger clades than first and second positions. Of the 60 clades with >95% jackknife support on the 18S rDNA jackknife tree (the third gene sampled by Soltis et al. [2000] ), 29.3% more were resolved by third positions. Of the 60 clades resolved by both first and second positions together as well as third positions analyzed separately, the clades had 14% higher average jackknife support with third positions. Third positions outperformed first and second positions in spite of an average of 2 and 2.5 times more observed substitutions than first and second codon positions, respectively, for the parsimony-informative characters. Similar results have been reported for rbcL in green plants by Lewis et al. (1997) and Kallersjo et al. (1999) . 246 SYSTEMATIC BIOLOGY VOL. 55 We used simulations to quantify how much each of the six factors affected the relative performance of the first and second positions combined and the third positions from Soltis et al. (2000) . Each of the six factors was estimated from the original data matrix for parsimonyinformative first and second positions combined and for parsimony-informative third positions. One of the most parsimonious trees found by Soltis et al. (2000) was used as the constraint topology, and branch lengths were estimated on this tree using likelihood-based distances. Each of these six factors was simulated independently of one another, as well as in all possible combinations. Performance of phylogenetic inference was measured by subtracting the number of clades incorrectly resolved from the number of clades correctly resolved in parsimonybased jackknife trees.
MATERIALS AND METHODS
After removal of 29 positions from the 5' end of rbcL and 58 positions from the 3' end of atpB (following the original authors; with one additional third codon position removed from the 5' end of rbcL following Simmons et al. [2002:80] ), the Soltis et al. (2000) data matrix includes 1398 nucleotide characters representing 466 codons from rbcL (of which 788 are parsimony-informative) and 1470 nucleotide characters representing 490 codons from atpB (of which 795 are parsimony-informative) for 567 seed plants. Of the 1583 parsimony-informative nucleotide characters, 663 (of a possible 1912) are from first and second codon positions and 920 (of a possible 956) are from third codon positions.
Simulations
The general time-reversible (GTR) model with rate heterogeneity among sites following a gamma distribution (Yang, 1993) was chosen for the simulations. The invariant-sites parameter was not used because parsimony-uninformative sites were eliminated. Model parameters were estimated using Bayesian MCMC (Rannala and Yang, 1996; Yang and Rannala, 1997) with MrBayes 3.0b4 (Huelsenbeck and Ronquist, 2001) separately for (1) parsimony-informative first and second positions together, (2) parsimony-informative third positions only, and (3) parsimony-informative characters from all three codon positions. Parsimonyuninformative characters were eliminated because their inclusion would have altered the alpha parameter for the gamma distribution. Given that only the parsimonyinformative characters are of interest to this study (because they are the characters being used in tree construction through parsimony; see Olmstead et al., 1998) , it was considered appropriate to estimate model parameters from them exclusively.
For each of the three partitions from which model parameters were estimated, two independent analyses were run, with four chains per analysis, trees sampled every 100 generations, and a minimum of 4.6 million generations run (10 million for the first and second positions) per analysis. The analyses for the first and second positions asymptotically approached stationarity, reaching roughly the same -log likelihood. Neither the analyses for the third positions nor for all three positions reached the same stationarity within 4.6+ million generations. Model parameters were taken from the maximum posterior probability (MAP) tree (Rannala and Yang, 1996) sampled across both analyses for each partition ( Table 1 ). Note that it is unlikely that the actual MAP trees were sampled in this number of generations for a data matrix of this size; to ensure doing so would be computationally intractable (Goloboff and Pol, 2005) . This approach to estimating model parameters is based on the premise that model estimation is relatively insensitive to the tree topology used (Yang et al., 1995; Posada and Crandall, 2001) .
The model parameters estimated for all three positions together were then used to estimate branch lengths, with one of the most parsimonious trees found by Soltis et al. (2000) as the constraint topology, in which all 565 clades were constrained as a fully dichotomous tree. Likelihood-based distances were calculated on this constraint topology in PAUP* 4.0bl0 (Swofford, 2001) using neighbor-joining. Eight rate categories were used for the gamma distribution, and negative branch lengths were set to absolute branch lengths.
Matrices were simulated using the Evolver program within the PAML suite (Yang, 1997) . The "MCbase.dat" parameter hie was used to simulate the nucleotide characters. The most parsimonious tree topology with branch lengths determined using likelihood-based distances was used to simulate the characters. Twenty replicate matrices were simulated for each set of model parameters (see below).
Overall tree lengths per character used for the simulations were determined using two procedures. The goal of these two procedures was to estimate the average rate of evolution at the parsimony-informative first and second positions separately from that for the parsimonyinformative third positions.
The primary procedure entailed adding up across the entire tree branch lengths that were estimated using likelihood-based distances from parsimony-informative first and second positions together, as well as those for parsimony-informative third positions only. The estimated overall tree length for first and second positions was 14.30562, and 36.94496 for third positions. This suggested that parsimony-informative third positions evolved on average 2.6 times faster than parsimonyinformative first and second positions combined.
The secondary procedure entailed using average genetic distances among terminals (using the likelihood-based distances) as computed by PAUP*. This procedure was considered inferior to the primary procedure because it estimates distances without regard to the phylogeny, whereas the primary procedure took the inferred phylogenetic relationships into account. The average estimated distance between terminals for first and second positions was 0.089933, and 0.319677 for third positions. This indicated that parsimony-informative third positions evolved on average 3.5546 times the rate of parsimony-informative first and second positions combined.
Five separate overall tree lengths per character were examined to bracket the actual overall rate of evolution of the different positions from Soltis et al. (2000): 10.39356, 14.30562, 25.62529, 36.94496, and 50.85076 . The second and fourth rates represented the average overall rates for first and second positions combined and third positions, respectively, estimated using the primary procedure. The first rate represents 1/3.5546 the fourth rate, and the fifth rate represents 3.5546 times the second rate. The third rate was selected as intermediate between the second and fourth rates.
Model Parameters
To quantify how each of the six factors affected the relative performance of first and second positions combined relative to third positions, each of these factors needed to be considered independently of one another. By then progressively combining the different factors together with one another, we could examine how the factors interact with one another (e.g., do they cancel each other out, are their contributions additive, or are they more than the sum of their parts?).
Two initial simulations were performed using a Jukes-Cantor (1969) model (all four nucleotides represented, each represented in equal frequency, and without rate heterogeneity between nucleotides or among sites) for 663 characters and 920 characters, respectively. This simulation served as the baseline to compare whether each of the factors had a positive or negative effect on phylogenetic inference from first and second positions combined or third positions, respectively.
Differential character-state space was simulated independently of the other three model factors (differential frequencies of observed character states, differential substitution probabilities among nucleotides, and rate heterogeneity among sites; see Table 3 ) using the Felsenstein (1981) model. To decrease the potential for sequencing errors (see Kellogg and Juliano [1997] ) artificially inflating the observed character-state space, all nucleotides represented in only one of the 567 terminals for a given character were re-scored as missing data before calculating the observed character-state space. Of the 663 parsimonyinformative first and second positions, 65% (428) had two observed nucleotides, 23% (155) had three observed nucleotides, and 12% (80) had four observed nucleotides. Of the 920 parsimony-informative third positions, 33% (304) had two observed nucleotides, 25% (233) had three observed nucleotides, and 42% (383) had four observed nucleotides. Separate simulations were then performed using the Felsenstein (1981) model for each of the three possible numbers of observed character states, in which all of the states included were represented at equal frequencies. For two-state characters, for example, the characterstate frequencies were set at 50% for two nucleotides and 0% for the other two nucleotides. The numbers of two-, three-, and four-state characters were simulated proportionally to their observed frequencies and then concatenated together.
To examine the effect of differential characterstate space independently of the greater number of parsimony-informative third positions, the simulations were also performed for third positions by multiplying the number of characters in each grouping by 0.720652 and rounding to whole numbers. This served to decrease the number of simulated third-codon-position characters from 920 to 663, which is identical to the number of parsimony-informative first-and second-position characters.
To simulate differential frequencies (percentages) of observed character states independently of the observed character-state space, the differential ratios of nucleotide percentages needed to be maintained while having all four nucleotides represented. First, however, the characters needed to be partitioned into approximately homogeneous groups with respect to nucleotide percentages. MEGA 2.1 (Kumar et al., 2001 ) was used to calculate the percentage of each of the four nucleotides represented in each character from the transposed data matrices. Note that when doing so, MEGA automatically discards all polymorphic entries, which was considered appropriate here. The percentages for each character were loaded into Microsoft Excel, whereupon all percentages representing singleton character states were eliminated (see above), and the remaining percentages were recalculated to add up to 100%. Individual characters were grouped into blocks of characters representing each 10th percentile for each nucleotide (Table 2 ). For example, 9.5% (63) of the 663 first and second positions had a 98.4% or greater percentage of thymine represented among the 567 taxa sampled. Blocks representing 0% of a character state were grouped together. For example, the lowermost four blocks (first 40%) of the first and second positions all had 0% thymine and were consequently grouped together (Table 2 ). Also, blocks for which the uppermost and lowermost percentages were within 10% of one another were grouped together. For example, the two uppermost blocks (above 80%) for third positions had 97.71% to 99.9% thymine and 95.42% to 97.70% thymine, respectively, and were grouped together (Table 2) . A total of 48 separate character block patterns were thereby delimited for first and second positions, and 77 block patterns for third positions (available as an Excel file at http://systematicbiology.org/). For example, one third codon position character block pattern had 1.53% A, 5.7% G, 56.23% T, and 36.54% C. Only a subset of the possible block patterns was realized, in part because many of the possible patterns would have been mutually exclusive percentile classes for the four nucleotides (e.g., one cannot have an average of both 75% A and 75% T at third codon positions). Each character block pattern was simulated independently of the others using the Felsenstein (1981) model in Evolver, and the simulated character block patterns were concatenated together into a single NEXUS file using CONCAT (available at http://www.biology.colostate.edu/Research/). This methodology was performed identically for first and second positions combined independently of third positions.
Maintaining the differential ratios of nucleotide percentages was straightforward for character block patterns with two nucleotides represented when transforming them to having all four nucleotides represented. The percentage of the two nucleotides represented was halved and then copied to the two unobserved nucleotides. For example, 60% A, 40% G, 0% T, 0% C would be changed to: 30% A, 20% G, 30% T, 20% C. For consistency, the same relative percentages within purines and pyrimidines were maintained when making these changes. When only one purine and one pyrimidine were sampled for a given character, the discrepancy in percentage within purines and within pyrimidines was maintained to the degree possible. For example, 60% A, 0% G, 40% T, 0% C would be changed to 30% A, 20% G, 20% T, 30% C.
For character block patterns with three character states, an ad hoc method was applied in an attempt to maintain the discrepancy in nucleotide percentages. This involved changing from three states to two states, and then following the procedure outlined above. To change from three states to two states, the state with the intermediate percentage was averaged first with the low-percentage state and then with the high-percentage state. The percentage of one of the two resultant character states is x/(x + y), where the average of the percentages of the most highly represented state and the intermediate state is x, and the average of the percentages of the least represented state and the intermediate state is y. The percentage of the other resultant character state is y/(x + y). For example, 50% A, 40% G, 10% T, 0% C would be changed to: 64.3% A, 35.7% G, 0% T, 0% C. Following the procedure outlined above for two states, this would then be changed to: 32.15% A, 32.15% G, 17.85% T, 17.85% C. The two states that were originally in highest percentage (adenine and guanine) were maintained at the higher percentage in the resultant four-state character.
Ideally, character block patterns with all four states would not have to be modified. Due to the grouping procedure used, many characters lacking some states were often grouped together with other characters in which the state was represented at a minute percentage. As a result, there were almost always four states represented in each group, even though two or three states were often represented below 1% each. In these cases, states represented at < 1 % were grouped together to make two-or three-state characters, whereupon the procedures described above were followed. When two or three other states were represented at >1%, those state(s) represented at < 1 % were combined with the lowestpercentage state represented at >1%. For example, 60% A, 39% G, 0.5% T, 0.5% C would be changed to 60% A, 40% G, 0% T, 0% C. Following the procedure outlined above for two states, this would then be changed to: 30% A, 20% G, 30% T, 20% C. When all four states were represented at >1%, no modifications were made.
An Excel hie detailing all changes made is available as supplemental data at http://systematicbiology.org/. To examine differential percentages of observed character states independently of the greater number of parsimony-informative third positions, the simulations were also performed for third positions by multiplying the number of characters in each grouping by 0.720652 and rounding to whole numbers.
Differential substitution probabilities among nucleotides were simulated independently of the other three model factors using the GTR model with all four nucleotides represented in equal frequency. The substitution probabilities for first and second positions combined used in Evolver were G-T: 0.505105; C-T: 1.400678; C-G: 0.501771; A-T: 0.45084; A-G: 1; A-C: 0.724495. The substitution probabilities for third positions used in Evolver were: G-T: 0.229471; C-T: 0.87462; C-G: 0.21174; A-T: 0.043822; A-G: 1; A-C: 0.227507. (Note that Evolver sets the A-G rate to 1, whereas MrBayes sets the G-T rate to 1; hence the differences relative to Table 1.) To examine differential substitution probabilities among nucleotides independently of the greater number of parsimonyinformative third positions, the simulations were also performed for third positions using only 663 characters.
Rate heterogeneity among sites was simulated independently of the other three model factors using the gamma distribution with the Jukes-Cantor (1969) model. Alpha was set at 0.668668 for first and second positions combined, and 1.299032 for third positions (indicating greater rate heterogeneity among sites for first and second positions). Twenty categories were used for the discrete gamma distribution. To examine rate heterogeneity among sites independently of the greater number of parsimony-informative third positions, the simulations were also performed for third positions using only 663 characters.
Each of the six pairwise combinations of parameters was then examined, followed by the four triplets, and (Table 3) . For the three combinations wherein differential state space and substitution probabilities among nucleotides were examined together, blocks of characters with different pairs or triplets of states represented were simulated independently of one another following Table 4 . Each of these simulations was also performed using only 663 thirdposition characters, as described above.
Phylogenetic Analyses
A total of 235 sets of data matrices were simulated (1 pair of baseline simulations +15 simulations as outlined in Table 3 , each including different simulations for first and second positions combined, all third positions, and 663 third positions; 5 tree lengths), with each set consisting of 20 replicate data matrices. A total of 4700 jackknife analyses were performed (235 sets of data matrices; 20 replicates per set), with each analysis composed of 1000 jackknife replicates for a grand total of 4.7 million parsimony-based tree-bisection-reconnection (TBR) tree searches. All characters were equally weighted following Soltis et al. (2000) and Simmons et al. (2002) .
Because of the computational demands, each jackknife replicate was limited to a single TBR tree search with random sequence addition and a single tree held. Parsimony jackknife analyses (Farris et al., 1996) were conducted using PAUP* with the removal probability set to approximately e~l (37%), and "jac" resampling emulated (such that the deletion probability is applied to each character individually rather than to an overall percentage of characters; see Freudenstein et al., 2004) . Note that jack- knife values obtained using the e l deletion probability are generally higher than bootstrap values Davis et al., 2004; Felsenstein, 2004) . Jackknife trees were independently calculated for all clades with >50% support, >70% support, and >95% support.
PEST version 2.2 (Zujko-Miller and Miller, 2003) was used to determine the number of clades correctly and incorrectly resolved in the jackknife trees relative to the reference trees for each matrix. Three reference trees were used (1) the tree topology on which the characters were simulated (all 565 clades); (2) the simulated tree topology in which only the 96 clades that included >16 terminals were resolved; and (3) the simulated tree topology in which only the 410 clades that included <7 terminals were resolved (see below).
Unless otherwise noted, the relative performance of phylogenetic inference was assessed using the overall success of resolution (the number of clades correctly resolved minus the number of clades incorrectly resolved). For fully resolved trees, this scales linearly to the Robinson-Foulds distance (Robinson and Foulds, 1981; Penny and Hendy, 1985) , which would range from 0 to 1130 for our trees. This approach may appear to treat incorrect resolution equally to correct resolution (e.g., the overall success for 110 clades correctly resolved and 100 clades incorrectly resolved could receive the same score as 10 clades correctly resolved and the remaining clades unresolved), whereas many systematists would be much more concerned about well-supported, incorrect resolution. However, long-branch attraction between two distantly related terminals would result in many clades being scored as incorrectly resolved. This effect was considered to be a sufficient extra penalty for incorrect resolution.
We examined the overall success of resolution in three ways, each using results from 50%, 70%, and 95% jackknife trees. First, we considered overall success for the entire tree of 565 clades. In this case, the maximum score was 565, for all clades correctly resolved, and the worst possible score was -565, in which all clades from the reference tree would be contradicted. Second, we restricted our attention to the larger clades (in this case, the 96 clades that included >16 terminals). All else equal, these clades represent the early-derived (or "basal") lineages. Here, the maximum score was 96 and the minimum score was -96. Third, we only examined smaller clades (in this case, the 410 clades that included <7 terminals). All else equal, these clades represent the recently derived (or "distal") lineages. In this case, the best possible score was 410 and the worst possible score was -410.
The maximum possible number of steps minus the minimum possible number of steps for each matrix (as determined by PAUP*) was used as a measure of the "amount of possible synapomorphy" (Farris, 1989: 418; see also Simmons et al., 2004a) . As such, the amount of possible synapomorphy for parsimony-uninformative characters is zero. The maximum and minimum possible number of steps are determined strictly by reference to the data matrix, not to any particular tree. The minimum number of steps for each character, summed across all characters, would only be the same as the most parsimonious tree length if there was no character conflict (i.e., CI = 1). For example, for the Soltis et al. (2000) matrix of 567 terminals in which 7 terminals have an adenine at a given nucleotide position and the other 560 terminals have a guanine at that position, the amount of possible synapomorphy would be six (maximum = 7, minimum = 1). The amount of possible synapomorphy for an entire data matrix (as used here) is the sum of the amount of possible synapomorphy from all characters. In this study, we were interested in determining whether the amount of possible synapomorphy would be predictive of the overall success of resolution for each matrix.
Statistical Analyses
In order to determine how each of the six factors affected the relative performance of first and second positions relative to third positions, several different multiple regression models were implemented in JMP IN (SAS Institute, Table 5 ). For each regression model, the response variable was either the overall success of resolution or the number of incorrectly resolved clades (Table 5 ). All independent variables were treated as fixed effects. The independent variables used in the different analyses were (1) position, a nominal categorical variable indicating codon position, 0 = 1st and 2nd positions, 1 = 3rd positions; (2) factor, a nominal categorical variable indicating baseline, state space, frequency of states, GTR model, rate heterogeneity, and all two-way, threeway, and four-way combinations of nonbaseline factors; (3) rate, the rate of evolution; (4) number of factors, the number of factors included in the simulation model (1, 2, 3, or 4); and (5) ratel, an ordered categorical variable for the rate of evolution, 0 = 14.30562,1 = 36.94496 (Table 5 ). The specific combinations of independent variables and interactions included in each model are shown in Table 5 . Several versions of the models Cl and C2 (Table 5) were performed, one for each of the single factors, including baseline, and one for the four-way interaction. Models B and E (Table 5) are similar regression models except that model B contains the variable rate, which is essentially continuous, and model E contains the variable ratel, which is discrete and only includes the second and fourth rates. The second and fourth rates represented the average overall rates for first and second positions combined and third positions, respectively, estimated using the primary procedure. Model E allows us to compare these rates statistically using contrasts.
The data were analyzed separately for the 50% and 95% cutoffs for the entire tree, the smaller clades by themselves, and the larger clades by themselves. This was done because of inherent correlations among the data (for cutoff and clade) that cannot easily be taken into account in the regression models without affecting significance levels. For all of our analyses, residuals were normally distributed, and no high-leverage points or outliers were observed, indicating that multiple regression on the untransformed data was appropriate. Least-squares mean estimates of the categorical independent variables were obtained in addition to the parameter estimates, and independent contrasts on the least-squares means were performed where needed. Groups of analyses with multiple tests were Bonferroni-corrected in order to control for spurious significant results that could be caused by the large numbers of comparisons.
RESULTS AND DISCUSSION
The results were generally not qualitatively different when using the 50%, 70%, or 95% jackknife trees for our analyses. Unless otherwise noted, the relative performance of the simulated characters using the overall success of resolution was assessed using both the 50% and 95% jackknife trees. The overall success of resolution and the number of clades incorrectly resolved on the 50% jackknife trees (which showed a greater spread than the 70% and 95% jackknife trees and were therefore easier to graph) are presented in Figures 1 and 2 for each of the four heterogeneous model parameters simulated independently of one another. Excel files of the raw data and figures for the average number of clades correctly resolved, the average number of clades incorrectly resolved, and the average overall success of resolution using the 50%, 70%, and 95% cutoffs are available as supplemental data at http://systematicbiology.org/.
Our results from regression model Al show that taken across all five rates of evolution examined together, incorporation of the four heterogeneous model parameters examined (observed character-state space, frequencies of observed character states, substitution probabilities among nucleotides, and rate heterogeneity among sites) all had a negative effect on phylogenetic inference relative to the baseline Jukes-Cantor model (Fig. 1) . This was found for both first and second positions together as well as for third positions, across the entire tree of 565 clades, for the larger clades by themselves, and for the smaller clades by themselves (Table 6 ). In all cases, the most severely limiting factor was the differential frequencies of observed character states, followed by rate heterogeneity among sites, observed characterstate space, and the differential substitution probabilities among nucleotide character states (Table 5) .
The finding that differential frequencies of observed character states and lower observed character-state space are disadvantageous for phylogenetic inference corroborates the results from Simmons et al.'s (2004b) simulations. In contrast, our finding that rate heterogeneity among sites was disadvantageous is contradictory. Note that the use of the gamma distribution (by itself or when simulated together with other heterogeneous model parameters) often resulted in both constant and variable but parsimony-uninformative characters for both first and second positions together as well as third codon positions across all five overall tree lengths per character simulated. In these cases, the same expected overall number of changes still occurred for each tree length per character simulated, but they were concentrated in a subset of the available characters. This resulted in, on average, a faster rate of evolution per parsimony-informative character for those characters simulated using rate heterogeneity relative to those simulated without it.
Characters evolving at a faster rate would be expected to have a higher chance of having multiple hits along individual branches as well as more cases of ambiguous optimization, both of which would lead to reduced resolution and support for correctly resolved clades. In this particular empirically based simulation study, those negative effects were not sufficiently outweighed by the positive effects of the many more slowly evolving characters. As such, although rate heterogeneity among characters may generally be advantageous for phylogenetic inference (Hillis, 1987) , our study indicates that it is not always beneficial when the overall number of character-state " Calculated for 1st and 2nd positions at the second rate of evolution (14.30562) and for 3rd positions at the fourth rate of evolution (36.94496) using regression model E. All other results from regression model B.
b Contrast of 1st and 2nd positions versus 3rd positions not significant at the 0.05 level after Bonferroni correction.
c Contrast relative to the partition with the next highest least-squared mean not significant at the 0.05 level after Bonferroni correction. evolution for third positions (fourth rate: 36.94496 steps per parsimony-informative character) was found to be a significant advantage relative to the slower overall rate of evolution for first and second positions (second rate: 14.30562 steps per parsimony-informative character; Table 7 ).
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Overall Rate of Evolution
Results from regression model AI show that, taken across all five rates of evolution examined, increasing the rate of evolution invariably improved the overall success of resolution (when significantly different from zero) at both the 50% and 95% cutoffs, across the entire tree of 565 clades, as well as when only examining the larger or smaller clades independently of one another (Fig. 1,  Table 8 ). This result indicates that, taken across the tree as a whole, the taxon sampling used by Soltis et al. (2000) was sufficiently dense so as to largely prevent saturation (i.e., multiple hits along an individual branch; see Wenzel and Siddall, 1999) at third positions from overwhelming phylogenetic signal (Hillis, 1996 (Hillis, ,1998 Soltis et al., 2004; Albert, 2005) .
Results from regression model A2 indicate that, in some cases, increasing the rate of evolution led to fewer incorrectly resolved clades (Figure 2 , Table 8 ), changes is held constant. This result reinforces the importance of conducting empirically based simulations (e.g., Hillis, 1996) to supplement those performed using simplistic tree topologies and branch lengths (e.g., Simmons et al., 2004b) .
Results from regression models B and E show that, taken across all five rates of evolution examined together, two of the heterogeneous model parameters examined (frequencies of observed character states and substitution probabilities among nucleotide character states) favored first and second positions, whereas observed character-state space and rate heterogeneity among sites favored third positions (Fig. 1) . This was determined by testing for significant differences in the overall success of resolution when incorporating each heterogeneous factor into the simulation model independently of one another for all parsimony-informative first and second positions relative to the same number (663) of parsimony-informative third positions. The differences were significant in all cases (across the entire tree of 565 clades, as well as when only examining the larger or smaller clades independently of one another; Table 7 ) when applied to the 95% jackknife trees, and in 6 of the 12 cases for the 50% jackknife trees.
Number of Parsimony-Informative Characters
The greater number of parsimony-informative third positions provided a significant increase in the overall success of resolution when comparing the baseline Jukes-Cantor model between first and second positions (663 characters) and third positions (920 characters) in all cases (Table 6 ). Likewise, the faster overall rate of presumably reducing the number of incorrectly resolved clades that were weakly supported due to stochastic effects. This explanation is consistent with the reduction in incorrect resolution at higher rates of evolution being more commonly observed on the 50%, rather than the 95%, jackknife trees (Table 8 ). More generally, however, increasing the rate of evolution led to more incorrectly resolved clades, although the relationship was not strong. Either way, the change in the number of incorrectly resolved clades was often not significantly different from zero after the Bonferroni correction (Table 8) .
Increasing Number of Heterogeneous Parameters
Results from regression model D show that, taken across all five rates of evolution examined, increasing the number of heterogeneous model parameters incorporated into the simulations was significantly more disadvantageous for first and second positions than it was for third positions, as measured by the slope of the regression of overall success on the number of heterogeneous model parameters incorporated in the simulations. This occurred when the overall success of resolution was measured across the entire tree using the 50% jackknife cutoff (not significant at the 95% cutoff) and when restricting attention to the smaller clades (using both jackknife cutoffs; Table 9 ). In contrast, increasing the number of heterogeneous model parameters was significantly more disadvantageous for third positions than it was for first and second positions for the larger clades (using both jackknife cutoffs; Table 9 ).
Whereas third positions were more robust to incorporation of their heterogeneity for resolving the smaller clades, the first and second positions were more robust to incorporation of their heterogeneity for resolving larger clades, suggesting that the different heterogeneous model parameters examined have significantly different effects on our ability to infer larger clades and smaller clades. However, there is also the confounding effect of the greater number of parsimony-informative third positions (920 versus 663). When the third positions were restricted to the same number of characters as the first and second positions (663 versus 663), their slope changed from -81.48 to -94.59 using the 50% jackknife cutoff while examining clades across the entire tree. This slope is not significantly different from the slope for first and second positions (-96.91; Table 9 ), indicating that the significant difference is primarily caused by the greater number of parsimony-informative third-position characters.
Amount of Possible Synapomorphy
Results from regression model F show that, taken across all five rates of evolution examined, the amount of possible synapomorphy was predictive of the overall success of resolution at both the 50% and 95% cutoffs, across the entire tree of 565 clades, as well as when only examining the larger or smaller clades independently of one another. This is indicated by the significant amount-of-possible-synapomorphy parameter estimate (Table 10 , all results significant at the Bonferroni-corrected P =0.01 level). The amount of possible synapomorphy was predictive of the overall success of resolution for both the first and second positions and the third positions, independently of one another, as indicated by the significantly positive slopes of the regression lines (Table 10 ). The slopes in Table 10 , although significant in all cases, are very shallow because of the dramatic differences in scale between the overall success of resolution and the amount of possible synapomorphy. For example, for the results presented in Figure 3 , the average overall success of resolution ranged from 275 to 492, whereas the average amount of possible synapomorphy ranged from 15,785 to 101,647.
CONCLUSIONS
Several assumptions are inherent in this sort of study wherein models are used to simulate empirical data (as with parametric bootstrapping [Saitou and Nei, 1986] , for instance). First, the model used (GTR+F) was assumed to sufficiently capture the complexity of the empirical characters being simulated. All parametric models are simplifications of the process of molecular evolution (Penny et al., 1992) . One possible way to account for third positions outperforming first and second positions at deeper clades that was not simulated in this study involves the covarion process (Fitch and Markowitz, 1970) . The covarion process may be operating more rapidly at third positions relative to the first and second positions. If so, this would be advantageous for the third positions . Second, within the confines of the GTR-f-F model, all parsimony-informative first and second positions were assumed to evolve in a homogeneous manner, as were the third positions, across all lineages sampled. This type of assumption is inherent to parametric phylogenetic inference. Most of the rate variation in the plastid genome appears to be attributable to replacement substitutions (Gaut and Clegg, 1993; Muse and Gaut, 1997) rather than silent substitutions, and at first and second codon positions rather than third positions (Ane" et al., 2005) . As such, this assumption is likely to be more severely violated for first and second positions than for third positions. Third, the rate parameters in the GTR model and the shape of the gamma distribution were assumed to have been accurately estimated by MrBayes and to apply to all lineages. This is unlikely given that the actual MAP trees were probably not sampled. To ensure doing so would be computationally intractable for matrices of the sizes used (Goloboff and Pol, 2005) . Fourth, the manner in which characters were simulated assumes that the characterstate space remains constant across all lineages sampled. This assumption is unrealistic as predicted by the covarion theory. Furthermore, the degeneracy of first and third codon positions would vary depending on which amino acid the codon specified at any given time in each lineage. Fifth, the two genes simulated, atpB and rbcL, were assumed to have evolved in a homogeneous manner within the lineages sampled. There is some support for this assumption in that these two genes were not found to be evolving within lineages at heterogeneous rates relative to one another with respect to either silent or replacement substitution rates (Muse and Gaut, 1997) and were found to evolve at similar overall rates among vascular plants (P. Soltis et al., 2002) and seed plants (Bell et al., 2005) . Sixth, because the most parsimonious tree that characters were simulated onto was calculated using characters from 18S nuclear rDNA in addition to atpB and rbcL, it was assumed that 18S nuclear rDNA and the plastid genome (from which atpB and rbcL were sampled) have the same history among the lineages sampled, following Soltis et al. (2000) . This is a reasonable assumption for the taxa sampled because lineage sorting and introgression (Doyle, 1992) are generally only expected to potentially confound phylogenetic inference when sampling closely related eukaryotic taxa. Although a reduced (232) taxon-sampling dataset indicated significant character-based incongruence (Farris et al., 1995) between rbcL and 18S nuclear rDNA, the two gene trees were generally topologically congruent (Soltis et al., 1997) .
Despite these limitations, we believe that this type of simulation study is an important step towards understanding the behavior of empirical characters. With these limitations in mind, the greater phylogenetic signal observed at third codon positions of atpB and rbcL relative to their corresponding first and second codon positions in the Soltis et al. (2000) data matrix is attributable to their greater observed character-state space, lower rate heterogeneity among sites, higher overall rate of evolution, and greater number of parsimony-informative characters. In contrast, differential frequencies of observed character states and differential substitution probabilities among states were relative advantages of first and second positions. Incorporation of all four heterogeneous model parameters examined had a negative effect on phylogenetic inference relative to the baseline Jukes-Cantor model for all three codon positions. The most severely limiting factor was the differential frequencies of observed character states, followed by rate heterogeneity among sites, observed character-state space, and the differential substitution probabilities among nucleotide character states. These results were obtained when the entire tree of 565 clades was examined, as well as when attention was restricted to only the larger or smaller clades independently of one another.
Rate heterogeneity among sites was inferred to be disadvantageous for the Soltis et al. (2000) data matrix. Although rate heterogeneity among characters is normally cited as advantageous for phylogenetic inference (e.g., Pennington, 1996; Barker, 2004) , this advantage may only generally occur in empirical studies when rate heterogeneity is paired with a higher overall rate of evolution among the sampled characters, not when the overall rate of evolution is kept constant, as was done in this study. Other empirically based simulations need to be conducted to test how general this and our other results are by using different clades, different genes, and also considering alternative methods of phylogenetic inference.
