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 The United States National Park Service mission is to preserve natural and cultural 
resources unimpaired for future generations. Given climate change, the paradigm of restoring 
natural resources to their pre-European settlement condition is no longer appropriate or 
achievable management. Instead, we must promote resilience and plan for adaptation. This 
approach poses many challenges, including knowledge gaps about the current condition of park 
ecosystems including wetlands, and lack of information about the matrix surrounding parks, 
which will strongly influence park ecosystem response to climate change. My dissertation 
research focused on filling these knowledge gaps to provide much needed information to 
managers in northeastern national parks (NP). We constructed multimetric indicators (MMIs) of 
wetland condition for vegetation, soil, water chemistry, and algae to assess wetland condition 
in Acadia NP, compared patterns of structure and tree diversity in park and matrix forests, and 
assessed migration potential of eastern tree species through dispersal simulations and spatial 
analyses of tree regeneration. Using the MMIs, we found Acadia NP wetlands to be in good 
condition overall, and identified degraded wetlands to prioritize for restoration. Our study of 50 
 eastern NPs found parks to have consistently older forest structure, such as higher density of 
large trees and greater coarse woody debris volume, than matrix forests. Our follow-up study in 
39 eastern NPs documented consistently higher tree diversity in parks than matrix forests. 
These results suggest that park forests may respond differently and potentially be more 
resilient to climate change than matrix forests. However, our assessments of tree migration 
capacity documented significant dispersal barriers north of many southern oak (Quercus spp.), 
hickory (Carya spp.) and pine (Pinus spp.) species predicted to gain suitable habitat in the 
northeastern US. In roughly the same area, we documented widespread regeneration debt of 
these same southern tree species, with invasive plant species, deer overabundance, and 
anthropogenic land cover the likely drivers. Taken together, these results indicate that while 
parks may be somewhat resilient in the short-term, without intervention, longer-term adaptive 
capacity of northeastern forests to climate change will be severely impacted by migration 
barriers and regeneration debts in the mid-Atlantic region. 
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CHAPTER 1 
CONSTRUCTING MULTIMETRIC INDICES AND TESTING ABILITY OF LANDSCAPE METRICS TO 
ASSESS CONDITION OF FRESHWATER WETLANDS IN THE NORTHEASTERN US 
Abstract 
 Using data collected for the Environmental Protection Agency’s (EPA) 2011 National 
Wetland Condition Assessment (NWCA), we developed separate multimetric indices (MMIs) for 
vegetation, soil, algae taxa, and water to assess condition of freshwater wetlands in the 
northeastern US. This study represents the first attempt at developing multiple biotic and 
abiotic MMIs of wetland condition over this large of an area, and is only possible because of the 
high quality data collected by the NWCA. We chose metrics that distinguished between 
reference and most disturbed sites, had a signal:noise ratio > 2, and were not strongly 
correlated with other metrics, latitude, or longitude. The vegetation and soil MMIs were the 
best performing indices, with good separation between reference and most disturbed sites, and 
included commonly used condition metrics (e.g., pH and P concentration for soil, and percent 
cover of exotic species for vegetation). The algae MMI was the weakest index, with 
considerable overlap between reference and most disturbed sites. For areas smaller than our 
study, algae taxa may be suitable for wetland MMIs. However, in our study area, many algae 
taxa followed strong latitudinal or longitudinal gradients, and could not be considered for the 
algae MMI. Small sample size and several metrics with a high signal:noise ratio were the major 
limitations of the water MMI. We also examined how well landscape (level 1) and rapid 
assessment (level 2) metrics predicted MMIs using random forest analyses. Agricultural land 
use surrounding wetlands was an important predictor for all four MMIs, although the soil, algae 
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and water MMI models performed best when intensive (level 3) vegetation metrics were also 
included in the random forest models. Based on these results, we recommend wetland 
assessment programs employ a combination of landscape and rapid assessment monitoring at 
many sites, along with level 3 monitoring at a subset of sites. We developed these MMIs to 
evaluate freshwater wetland condition for a long-term monitoring program in Acadia National 
Park. These MMIs are also applicable to a range of wetland types covering 11 states in the 
northeastern United States and can be calculated using a downloadable spreadsheet that 
calculates and rates each MMI using raw metric values.  
Introduction 
 As transitional zones between terrestrial and aquatic habitats, wetlands provide many 
important ecosystem functions including chemical uptake and nutrient cycling, groundwater 
recharge, carbon storage, and erosion and flood control (Keddy 2000; Mitsch and Gosselink 
2000). Wetlands play vital roles in maintaining water quality in aquatic systems, including 
filtration of toxins and removal of excess nutrients and sediment (Verhoeven et al. 2006). With 
roughly half of the migratory bird species in the US and over 30% of plants and animals listed 
under the Endangered Species Act reliant on wetland communities, wetlands are also 
important sites of threatened biodiversity (US Fish and Wildlife Service 1996).  
 The major components that define a wetland are hydrology, soils, and vegetation, and 
perturbations to any of these components can impact wetland condition (Mitsch and Gosselink 
2007). Altered hydrology, such as ditching, filling, damming or draining, can dramatically impact 
wetland function, structure, and composition (Ritcher et al. 1996). Wetlands are particularly 
vulnerable to invasive plant species, which can form monotypic stands that reduce wetland 
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structure and diversity (Zedler and Kercher 2004). Sediment and nutrient inputs from run-off 
can increase wetland vulnerability to invasion of exotic species (Werner and Zedler 2002). 
Disturbances and habitat alterations that originate in adjacent uplands can also greatly impact 
wetlands. For example, urban development increases impervious surfaces, resulting in greater 
peak flows, inputs of poor quality water, and increased erosion and sedimentation (Schueler 
1994). Adjacent agricultural land use often alters hydrological regimes and contributes to 
increased sediment and nutrient inputs to wetlands (Zedler 2003). As wetlands are disturbed or 
degraded their capacity to provide habitat and ecosystem services is often compromised 
(Jansen and Healey 2003, Zedler and Kercher 2005). 
 Climate change projections for the Northeast and Great Lakes region suggest a shift 
towards higher intensity storms and greater variability in rainfall, along with overall increases in 
mean annual precipitation (Bates et al. 2008). Changes in precipitation have already been 
documented in New England where the ratio of snow to wet precipitation has decreased over 
the last half century and mean annual precipitation has increased by an average of 8.2 cm since 
the 1930s (Huntington et al. 2004; Huntington et al. 2009). Combined with increased human 
development, climate change is expected to further exacerbate impacts and threats to 
wetlands (Tu 2009; Pavri et al. 2013). Understanding the current status and threats to wetland 
condition is imperative for ensuring continued maintenance and protection of wetland 
resources (National Research Council 2001).    
 Recognizing the importance of wetland monitoring, the US Environmental Protection 
Agency (EPA) initiated a National Wetland Condition Assessment (NWCA) as part of the 
National Aquatic Resource Surveys program (NARS). The NWCA, which represents the first 
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standardized, nationwide survey of wetlands in the U.S., was first implemented in 2011. The 
overall objectives of the NWCA are to provide regional and national estimates of wetland 
condition and extent, and to determine stressors most commonly associated with poor 
condition (EPA 2011a).  
 Due to their importance for ecosystem function and diversity, and for their scenic 
quality and recreational opportunities (e.g. bird watching), wetlands are also a critical concern 
in US national parks. In 2011, the Northeast Temperate Network (NETN) of the National Park 
Service (NPS) began monitoring permanent freshwater wetlands in Acadia National Park (ACAD) 
using the protocols developed for the EPA NWCA, and following a three-tiered monitoring 
approach. Level 1 is GIS-based monitoring of landscape condition and does not require a field 
visit. Level 2 is a rapid field assessment in addition to level 1 monitoring. Level 3 is intensive 
field assessment plus level 1 and 2 monitoring. The overall goal of the NETN monitoring 
program is to monitor status and trends in wetland condition relative to vegetation, soil, 
hydrology, and water quality in ACAD.  
 The EPA is currently developing Multimetric Indices (MMIs) to assess condition at the 
national level. MMIs are a common tool used to assess condition of aquatic resources, and in 
many cases they have been shown to be more responsive to disturbance and a better measure 
of condition than individual metrics (Stoddard et al. 2008; Schoolmaster et al. 2013). While the 
national EPA MMIs will be valuable for assessing condition across the diverse wetland systems 
in the US, the metrics may lack resolution at smaller regional or site-level scales (e.g., ACAD). 
The EPA approach also relies heavily on data collected as part of intensive (level 3) monitoring, 
while wetland scientists often only have metrics collected during level 1 (GIS-based) and 2 
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(rapid field assessment) monitoring. The primary objective of this research is to develop metrics 
that can assess wetland condition for the northeastern US using the intensive level 3 data 
collected by the NWCA. We first constructed separate MMIs of wetland condition for 
vegetation, soil chemistry, algae, and water chemistry. After completing the MMIs based on 
level 3 data, we then examined how well landscape metrics (level 1) and rapid assessment 
metrics (level 2) could predict wetland MMIs. Our study is the first to develop multiple biotic 
and abiotic MMIs of wetland condition over a large area of the eastern US, and is only possible 
due to the high quality data collected by the NWCA.  
Methods 
Field Sampling 
 The NWCA uses a combination of many probability sites and a smaller set of hand-
picked targeted sites, and collects information on a suite of vegetation, soil, water, hydrology, 
and site characteristics. The probability sites are randomly located and used to assess wetland 
condition and extent. The targeted sites are potential reference sites, based on best 
professional judgment to be least disturbed, and are used to characterize the natural range of 
variation of wetland attributes. The targeted sites go through an additional screening process 
to check for evidence of disturbance and/or poor condition before they are classified as 
reference. For more information on the EPA NWCA sample design, refer to Chapter 1 of the EPA 
Field Operation Manual (EPA 2011a). EPA conducts the NWCA every 5 years, with the first 
assessment in 2011, and the next assessment scheduled for 2016. Data for this analysis were 
collected during the 2011 NWCA. 
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 During the 2011 NWCA, 1,138 sites were sampled across the conterminous US 
representing every state except Hawaii and Alaska. Intensive sampling (level 3) methods for the 
2011 NWCA are documented in the EPA Field Operations Manual (FOM), and consist of site-
based sampling of vegetation, hydrology, soils, water chemistry, and algae typically within a 40-
m radius assessment area (AA; EPA 2011a). The FOM also includes multiple procedures to 
collect material for later lab analysis, including soil, water, and algae. The FOM procedures 
characterize the habitat and degree of stressors in the AA and a 100-m buffer around the AA 
using thirteen square 100-m2 buffer plots. Buffer plots are oriented in the four cardinal 
directions and centered at 5, 50, and 95 m from the AA boundary, and one buffer plot is located 
at the center of the AA.  
 The USA-RAM, which was also implemented at every NWCA site, uses a 40-m radius AA, 
along with a 100-m buffer surrounding the AA (EPA 2011b). The level 1 component in the USA-
RAM quantifies the extent of natural habitat in the 100-m radius buffer surrounding the AA. 
The level 2 component in USA-RAM evaluates the overall condition and presence of stressors in 
the assessment area and buffer, and focuses on the hydrology, physical structure, and 
biological structure of the wetland (EPA 2011b).  
 In NETN, we followed the FOM to implement intensive (level 3) and the USA-RAM for 
level 1 and 2 monitoring in 10 targeted sites in ACAD. The 10 targeted sites in ACAD are 
sampled every five years for the NWCA to serve as potential NWCA reference sites, and are also 
permanent sentinel sites for monitoring freshwater wetland in ACAD. In the 4 years between 
the NWCA, we monitor 40 randomly selected sites in ACAD using the USA-RAM and a timed 
search for plant species in the AA (Miller and Mitchell 2013). 
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Data Analysis 
 We used multiple statistical techniques to analyze data in this study, including non-
metric multi-dimensional scaling (NMDS) to select plots for the study, t-tests and Pearson 
correlations to select metrics for the MMIs, and random forest models to predict the MMIs 
based on data that are readily available (Level 1) or easy to collect (Level 2). The first step for 
this analysis was to determine which sites to consider for MMI development using NMDS. Our 
primary goal with the NMDS analysis was to find a large collection of NWCA sites that were 
comparable with wetlands in ACAD based on vegetation data, and judged this by the lack of 
strong geographic (e.g., latitude and longitude) gradients in the NMDS. Because freshwater 
wetlands were our primary focus, estuarine sites were excluded. We used non-metric 
multidimensional scaling (NMDS) on plant species percent cover to determine the best 
collection of NWCA sites for MMI construction. NMDS ordinations were conducted using the 
vegan package (Oksanen et al. 2015) in R 3.1.1 (R Core Team 2014) with Bray-Curtis distance, 
square root transformation, Wisconsin double standardization, and k=2 dimensions. We started 
with over 200 palustrine sites from the NWCA dataset from northern Maine, south to VA, and 
west to northern MN. Because the northeastern US was our primary focus, southern and 
western sites were excluded by level IV ecoregion (Omernik and Griffith 2008) until latitude and 
longitude were not strong gradients in the first axis. Level IV ecoregions are mapped areas that 
have similar ecosystems and environmental resources to serve as a spatial framework for 
ecosystem monitoring and management (Omernik and Griffith 2014). Level IV ecoregions are 
the finest-scale units of ecoregions mapped by EPA (Omernik and Griffith 2014). The final 
sample included 166 NWCA sites, with 112 probability and 54 targeted sites (Figure 1.1). This 
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sample included all of the palustrine sites in EPA’s Northern Appalachians and Upper Midwest 
reporting regions and represented the following palustrine wetland habitats: emergent, 
farmed, forested, scrub/shrub, and unconsolidated bottom/aquatic bed. Stress for the final 
NMDS was 0.217. Given the large number of sites (n=166) and species (n=431) in the NMDS, 
the relatively high stress was expected, and the results were still useful/valid for exploring 
patterns in the dataset. Using the 166 sites, we began building metrics using level 3 data for 
vegetation, soils, water and algae. Vegetation metrics were averaged over the five 100 m2 
vegetation plots sampled at each site. Soil chemistry metrics were based on the upper-most soil 
sample collected in each site. Water chemistry metrics were based on surface water samples, 
and were only collected from about half of the sites due to lack of sufficient (30 cm deep) 
surface water in those sites. Counts were summed to the genus level for the algae metric. 
 We used the approach outlined by Stoddard et al. (2008) to construct MMIs. The first 
step classified sites as least disturbed (reference) and most disturbed using an independent set 
of metrics. Following procedures designed by the EPA NWCA analysis team, we used the 
number of stressors recorded in the buffer plots to classify the most disturbed sites and to 
check that the reference sites were minimally disturbed. Buffer plots were proximity-weighted 
by the distance from the center of the AA. Weights for the buffer plots were 1, 0.44, and 0.23 
for the buffer plots that were 5 m, 50 m, and 95 m from the boundary of the AA. The buffer plot 
at the center of the AA was also weighted by 1. The number of stressors recorded in each 
buffer plot were counted and multiplied by the corresponding distance weight. 
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Figure 1.1. Location of plots sampled during the 2011 NWCA that were included in this analysis. 
 
Targeted sites (i.e., potential reference sites) were excluded from the reference group if a 
stressor was recorded in any of the buffer plots, which excluded 5 of the 10 targeted NWCA 
sites in ACAD. Sites were considered most disturbed if the weighted sum of the buffer stressors 
was ≥ 2. This resulted in 35 reference and 50 most disturbed sites out of the original 166 sites, 
and represented five hydrogeomorphic classes and five modified Cowardin classes (Table 1.1). 
The remaining 81 sites, which included probability sites not considered most disturbed and 
targeted sites that were excluded from the reference category, were placed in an intermediate 
disturbance category. We included the intermediate disturbance category in figures and tables 
to check the range against the reference and most disturbed groups, but the intermediate 
group was not used for MMI construction.  
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Table 1.1. Characteristics of sites included in MMI construction including Hydrogeomorphic 
class (HGM) and modified Cowardin class (Ref= reference, Most= most disturbed, and INT= 
intermediate disturbance). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Our approach deviated from the EPA NWCA analysis team’s approach in a few ways. 
EPA screened probability sites for inclusion in the reference group, whereas we only considered 
targeted sites for the reference group. The EPA approach used more metrics for the screening 
process to determine which hand-picked sites and probability sites to include in the reference 
group. This method can increase the sample size for the reference group, but the trade-off is 
that the metrics used cannot be included in MMIs. Because we wanted to develop multiple 
MMIs, we chose not to include probability sites, which would have required a more thorough 
screening process for the reference group. We therefore had more metrics to consider for MMI 
construction, but were slightly limited by our reference group sample size. We also could not 
validate the MMIs with a holdout dataset, as suggested by Stoddard et al. (2008). Instead, we 
will validate the MMIs after new sites are sampled for the 2016 NWCA.   
 
Class Code REF INT MOST Total 
HGM Unclassified UNCL 1 1 0 2 
 
Depressional DEPR 14 30 22 66 
 
Flats FLAT 7 22 16 45 
 
Fringe FRIN 3 8 2 13 
 
Riverine RIVE 8 15 10 33 
 
Slope SLOP 2 5 0 7 
Cowardin Palustrine Emergent PEM 4 27 12 43 
 
Palustrine Farmed PF 0 0 5 5 
 
Palustrine Forested PFO 15 32 23 70 
 
Palustrine Scrub/Shrub PSS 13 22 6 41 
 
Palustrine 
Unconsolidated 
Bottom/Aquatic Bed 
PUBPAB 3 0 4 7 
 
Total  35 81 50 166 
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 We followed the methods described in Stoddard et al. (2008) to determine which 
metrics distinguished between reference and most disturbed sites. We started by examining 
box plots and performing t-statistics on metrics to determine how well metrics distinguished 
between reference and most disturbed sites (Stoddard et al. 2008). For metrics that 
distinguished well between reference and most disturbed (based on t-tests and box plots), we 
then examined their range, signal:noise ratio, and correlation with other metrics to further 
refine the list of candidate metrics. As suggested by Stoddard et al. (2008), metrics with a large 
range are often better than metrics with a very small range for assessing condition. The 
signal:noise ratio compares the variance among all sites (the signal), to the variance of multiple 
visits at the same site (the noise). Metrics with a low signal:noise ratio indicate high sampling 
error relative to the metric, and are less ideal than metrics with a high signal:noise ratio. We 
dropped metrics with a small range or a signal:noise ratio <2, although most metrics had a 
signal:noise ratio >4. We checked for redundancy (i.e., metrics that measure the same gradient 
or biological phenomenon) using correlations within reference sites. In cases where metrics 
were strongly correlated (r ≥ |0.7|), preference was given to the metric with the highest t-
statistic and that was available at the most sites. For example, soil percent total carbon and 
bulk density were highly correlated (r = -0.89) and were also different measures of a similar 
phenomenon. We selected percent total carbon over bulk density because it had a higher t-
statistic (7.0 vs. -5.1) and was available at more sites (165 vs. 136). Candidate metrics were 
checked for correlations with latitude and longitude within reference sites to ensure that they 
were not describing a natural gradient that happened to follow a disturbance gradient. Our aim 
was to include at least four metrics in each MMI, but we were only able to find three for the 
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water MMI (WMMI). After settling on metrics to include in each MMI, we converted each 
metric to a 10-point scale and summed those metrics for each site (Stoddard et al. 2008). The 
summed metrics were then converted to a 100-point scale for the final MMIs. We calculated 
thresholds based on distributions of the reference sites for each MMI to distinguish Good, Fair, 
and Poor categories, and rated each site. The lower 25th percentile of the reference sites was 
the threshold that distinguished between Good and Fair. The threshold between Fair and Poor 
was the lower 5th percentile distribution of the reference sites. 
 After constructing the MMIs, we tested whether level 1 (GIS-based) and 2 (rapid field 
assessment) metrics could predict the MMI scores that are based on level 3 (intensive field 
survey) data, using random forest regression in R (Liaw and Wiener 2002). Random forest is 
machine-learning method for modeling and predicting data that offers many benefits over 
more common approaches, such as generalized linear models (GLM) and analysis of variance 
(ANOVA). For example, compared with GLM and ANOVA, the random forest technique has few 
underlying assumptions, is more robust to outliers, can better handle complex interactions 
among predictor variables, and has high classification accuracy (Cutler et al. 2007). For each of 
the 166 sites we calculated the proportion of land cover types within a 500 m and 1 km buffer 
around the center of the AA using 2011 National Land Cover Database (NLCD; Jin et al. 2013) 
and NLCD Percent Developed Imperviousness data (Xian et al. 2011). We calculated the 
proportion of area within 500 m and 1 km buffers that were in the following NLCD land cover 
categories: barren land, open water, deciduous forest, evergreen forest, mixed forest, 
developed-open space, developed-low intensity, developed-medium intensity, developed-high 
intensity, cultivated crops, pasture/hay, shrubland (upland), herbaceous (upland), woody 
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wetlands, and emergent herbaceous wetlands. In addition we summed over several of the 
NLCD land cover categories within the 500 m and 1 km buffers to derive total percent forested, 
percent wetland, percent developed, and percent agriculture (cultivated crops + pasture/hay). 
We calculated the area of the 8-digit and 10-digit hydrologic unit that contained each site, and 
included the modified Cowardin and Hydrogeomorphic (HGM) classes for each site. In addition 
to the previously listed level 1 metrics, we included level 2 metrics collected by the USA-RAM in 
each site in the random forest models. We assessed how effective the random forest models 
were using the percent of variance explained by the random forest model in the original 
training dataset, which is calculated as 1- Mean Squared Error of the out-of-bag data/Variance 
in Y (Liaw and Wiener 2002). We used the variable importance output from the random forest 
model to determine which variables were most important in predicting the MMI for each 
model, and ranked variable importance for each model to determine the variables that were 
consistently strong predictors across the MMIs. We used a 30% holdout dataset to cross-
validate the random forest models, and generated linear models with the observed MMI versus 
the predicted MMI of the holdout data. We used the R2 and slope from the linear models of the 
observed versus predicted values in the holdout data to assess how well the random forest 
models predicted the MMIs. A perfect, albeit unlikely, random forest model would have an R2 
of 1.0 and a slope of 1.0 for the linear model of observed versus predicted MMIs. After building 
random forest models that contained only level 1 and 2 metrics to predict the MMIs, we added 
metrics that were used in the vegetation MMI (VMMI) to see if they improved prediction of the 
other MMIs. Vegetation data can be collected quickly and relatively inexpensively in the field 
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compared with data incorporated in the other MMIs, and we were interested in whether 
vegetation and landscape metrics alone could effectively assess wetland condition.  
Results 
Vegetation MMI 
 Over 50 metrics were considered for the VMMI, including species richness overall and 
by plant groups, index of wetness (Ervin et al. 2006), metrics derived from coefficients of 
conservatism (Taft et al. 1997; Miller et al. 2006), and percent cover by plant groups. Plant 
groups included all native species, all exotic species, graminoids, Carex species, and woody 
species. The exotic group included cryptic species which have native and non-native, often 
invasive genotypes in the eastern US (e.g., Phalaris arundinacea). We calculated proportion of 
total cover occupied by each plant group as potential metrics for the VMMI. Metrics derived 
from coefficients of conservatism included mean coefficient of conservatism (mean C), floristic 
quality index (FQI), cover-weighted mean C, and cover-weighted FQI (Taft et al. 1997; 
Bourdaghs et al. 2006). For both the mean C and FQI, we calculated metrics that only included 
native species and metrics that included all species. We also considered percent cover of 
tolerant species (C ≤ 4) and cover of sensitive species (C ≥ 7) for the VMMI. Finally, we 
examined percent cover of multiple groundlayers, including bryophytes, exposed soil, gravel, 
surface water, and algae.  
 The metrics resulting in the best VMMI were mean C of all species, percent cover of 
bryophytes, percent cover of exotic species, and percent cover of tolerant native species. The 
mean C of all species and percent cover of bryophytes decreased with disturbance, and the 
percent cover of exotic species and of tolerant native species increased with disturbance 
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(Figure 1.2). Based on the lower 25th and 5th percentiles of the reference sites, the thresholds 
for the VMMI were 65.23 and 52.79 (Table 1.2). Using the VMMI thresholds, 74% of the most   
disturbed sites were classified as Poor, 20% as Fair and 6% as Good (Figure 1.3). The mean 
VMMI in reference sites was 73.8, whereas the mean VMMI in the most disturbed sites was 
39.0 (Table 1.3). Good, Fair and Poor ratings were relatively evenly distributed within the HGM 
classes, with the exception of Riverine wetlands that tended to have more plots rated Poor by 
the VMMI (Table 1.4). Palustrine emergent and palustrine farmed also tended to have low 
VMMI scores, and remaining modified Cowardin classes were well distributed across the ratings 
(Table 1.4). The VMMI was strongly correlated with the SMMI, WMMI and AMMI, which were 
also strongly correlated with each other (Table 1.5). These results suggest that the MMIs are 
consistent in rating wetland condition.     
 
Figure 1.2. Metrics included in the final VMMI by disturbance class (REF= reference, Most= 
most disturbed, and INT= intermediate disturbance).  
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Table 1.2. Thresholds used to distinguish between Good, Fair, and Poor. The 25th % threshold is 
the lower 25th percentile of the MMI in REF sites and distinguishes between Good and Fair. The 
5th % threshold is the lower 5th percentile of the MMI in REF sites and distinguishes between 
Fair and Poor.  
MMI 25th% 5th% 
Vegetation 65.23 52.79 
Soil 71.39 46.90 
Algae 65.12 30.59 
Water 68.00 55.86 
 
 
Table 1.3. Results of each MMI, including number of sites that were rated Good, Fair, and Poor, 
total number of sites, and mean and standard error (SE) of each MMI score by disturbance 
class.  
MMI 
Disturbance 
Class Good Fair Poor Total 
Mean  
MMI 
SE  
MMI 
Vegetation REF 26 7 2 35 73.8 2.42 
 
INT 25 15 41 81 55.6 2.59 
 
MOST 3 10 37 50 39.0 2.64 
Soil REF 24 7 2 33 78.4 2.95 
 
INT 30 21 28 79 58.9 2.89 
 
MOST 5 14 31 50 43.5 3.10 
Algae REF 22 6 2 30 73.8 4.03 
 
INT 24 36 12 72 52.6 2.68 
 
MOST 9 21 19 49 41.2 3.51 
Water REF 12 4 1 17 78.40 3.35 
 
INT 9 8 25 42 49.46 3.63 
 
MOST 2 4 18 24 39.95 4.35 
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Table 1.4. Number of sites that were rated Good, Fair, and Poor in each of the HGM and 
modified Corwardin classes. 
    VMMI Ratings   SMMI Ratings 
  Class Good Fair Poor   Good Fair Poor 
HGM UNCL 1 0 1   1 0 1 
 
DEPR 20 11 35 
 
19 22 23 
 
FLAT 20 12 13 
 
26 4 14 
 
FRIN 4 5 4 
 
6 4 3 
 
RIVE 6 3 24 
 
4 10 18 
 SLOP 3 1 3  3 2 2 
Cowardin PEM 9 8 26   8 11 23 
 
PF 0 0 5  0 0 5 
 
PFO 23 14 33 
 
30 18 20 
 
PSS 20 7 14 
 
20 11 10 
 
PUBPAB 2 3 2  1 2 3 
   AMMI Ratings   WMMI Ratings 
  Class Good Fair Poor   Good Fair Poor 
HGM UNCL 1 1 0   1 0 0 
 
DEPR 20 24 15 
 
6 9 23 
 
FLAT 21 12 7 
 
7 1 4 
 
FRIN 3 7 2 
 
2 2 3 
 
RIVE 9 15 9 
 
7 4 11 
 SLOP 1 4 0  0 0 3 
Cowardin PEM 5 25 11   3 3 20 
 
PF 1 1 3  0 0 1 
 
PFO 31 20 12 
 
6 5 10 
 
PSS 17 14 4 
 
13 7 8 
 
PUBPAB 1 3 3  1 1 5 
 
Table 1.5. R2 values for the vegetation, soil, algae and water MMIs based on all available plots. 
P-values for all R2 values were highly significant (p<0.0001). 
MMI VMMI SMMI AMMI WMMI 
VMMI 1.0    
SMMI 0.72 1.0   
AMMI 0.54 0.61 1.0  
WMMI 0.73 0.48 0.58 1.0 
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Figure 1.3. MMI scores by disturbance class for vegetation, soil, algae and water. Grey dashed 
lines (- -) represent the threshold between Good and Fair. Grey dotted lines (...) represent the 
threshold between Fair and Poor. 
 
 
Soil MMI 
 We examined 46 potential metrics of soil chemistry for the soil MMI (SMMI). These 
metrics included percent total carbon (TC), percent total nitrogen (TN), percent total sulfur (TS), 
trace element analysis of over 20 elements, ammonium oxalate extraction of Al, Fe, Mn, P and 
Si, pH measured with deionized water, and pH measured using a CaCl2 solution (EPA 2011c). 
The metrics that resulted in the best SMMI were TC, pH measured in a CaCl2 solution, P 
(mg/kg), and Co (mg/kg). TC was highest in the reference sites, and remaining metrics increased 
with disturbance (Figure 1.4).  
 Based on the lower 25th and 5th percentiles of the reference sites, the thresholds for 
the SMMI were 71.39 and 46.90 (Table 1.2). Using the SMMI thresholds, 62% of the most 
disturbed sites were classified as Poor, 28% as Fair and 10% as Good (Figure 1.3).  
19 
 
Figure 1.4. Metrics included in the final SMMI by disturbance class. 
 
 
The mean SMMI in reference sites was 78.4, whereas the mean SMMI in the most disturbed 
sites was 43.5 (Table 1.3). As with the VMMI, Good, Fair and Poor ratings were relatively evenly 
distributed within HGM classes, with the exception of Riverine wetlands that tended to have 
more plots rated Poor by the SMMI (Table 1.4). Palustrine emergent and palustrine farmed also 
tended to have low SMMI scores, and remaining modified Cowardin classes were evenly 
distributed across the ratings (Table 1.4).    
Algae MMI 
 We examined counts of 193 genera and 6 major groups (e.g., diatoms, green algae, 
blue-green algae, etc.) for the algae MMI (AMMI). The genera that best distinguished between 
reference and disturbed sites, and that were not strongly correlated with latitude or longitude, 
were Eunotia, Fragilaria, Gomphonema, and Nitzschia (Figure 1.5). Eunotia counts were higher 
in reference sites, and the remaining genera were higher in the most disturbed sites.  
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Figure 1.5. Metrics included in the final AMMI by site type. The four metrics all represent the 
genus-level counts. See the caption for Figure 1.2 for more detail. 
 
 
The rating thresholds for the AMMI were 65.12 to distinguish Good from Fair, and 30.59 to 
distinguish Fair from Poor (Table 1.2). Using these thresholds, 39% of the most disturbed sites 
were rated Poor, 43% as Fair, and 18% as Good (Figure 1.3). The mean AMMI for reference sites 
was 73.8, and the mean AMMI for most disturbed sites was 41.2 (Table 1.3). AMMI ratings 
were distributed relatively evenly within HGM classes and modified Cowardin classes (Table 
1.4).  
Water MMI 
 We examined 8 potential metrics for the WMMI, including pH and conductivity (μS/cm), 
and concentrations of NH3 (mg N/L), nitrate-nitrite (mg N/L), Total N (TN; mg N/L), Total P (TP; 
μg P/L), and chlorophyll a (μg/L). The metrics that best distinguished between reference and 
most disturbed sites were conductivity, pH, and TP, and all of these metrics were higher in the 
most disturbed sites (Figure 1.6). Conductivity and TP were both log transformed to improve  
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Figure 1.6. Metrics included in the final WMMI by site type. See the caption for Figure 1.2 for 
more detail. 
 
 
the distribution of the WMMI. Using the WMMI thresholds, 75% of the most disturbed sites 
were classified as Poor, 17% as Fair and 8% as Good (Figure 1.3). The mean WMMI for 
reference sites was 78.4, and the mean WMMI for most disturbed sites was 39.95 (Table 1.3). 
Riverine wetlands were not rated as poorly as with the SMMI or VMMI, and depressional 
wetlands had considerably more sites that were rated Poor than with the other MMIs (Table 
1.4). Palustrine emergent also tended to have low WMMI scores, and remaining modified 
Cowardin classes were well distributed across the ratings (Table 1.4).    
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MMI Prediction 
 Results of random forest regression varied considerably by MMI. The random forest 
models containing only level 1 and 2 metrics performed moderately well for the VMMI, SMMI 
and WMMI, but performance was very poor for the AMMI (Table 1.6). For the VMMI and 
SMMI, the level 1 and 2 models explained over 40% of the variance in the original data, and had  
R2 values of 0.51 and 0.50, respectively, for the observed versus predicted values in the holdout 
dataset. Agricultural land uses in the wetland buffers had consistently high importance across 
the random forest models (Table 1.7). The only USA-RAM metric that was consistently 
important in the models was Metric 4. Metric 4 evaluates topographic complexity, such as 
hummocks, swales, and channels, and is a count of the number of indicators out of 20 possible 
indicators that were present within the 40-m radius assessment area.  
  With the addition of VMMI metrics, the SMMI model performed especially well, with 
66.55% of the variance explained and an R2 of 0.71 for the observed versus predicted values in 
the holdout dataset. Adding VMMI metrics also improved prediction for the WMMI and AMMI. 
While agricultural land uses were important in all of the random forest models, the metrics that 
were used for the VMMI and the overall VMMI tended to have higher importance than the land 
use metrics (Table 1.8). In every case, the slope of the observed versus the predicted MMIs in 
the holdout dataset was flatter than the expected slope of 1, indicating that lower MMI values 
are over-predicted and higher MMI values are under-predicted. However, the rank orders of 
site MMIs were maintained between the observed and predicted values in the holdout dataset. 
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Table 1.6. Results of random forest regression. R2 and slope values are based on predictions 
with a 30% holdout dataset. P-value refers to the significance level of the slope of the observed 
versus predicted values in the 30% hold out dataset. 
  Level 1 & 2 Metrics   Level 1 & 2 & VMMI Metrics  
  
% Variance 
Explained R2 Slope 
p-
value   
% Variance 
Explained R2 Slope 
p-
value 
VMMI 43.61 0.51 0.46 <0.001 
 
--- --- --- --- 
SMMI 45.05 0.50 0.36 <0.001 
 
66.55 0.71 0.56 <0.001 
AMMI 14.17 0.06 0.12 0.113 
 
41.08 0.29 0.33 <0.001 
WMMI 30.66 0.44 0.40 0.006   47.25 0.50 0.49 <0.001 
 
Table 1.7. Category of variable importance based on the random forest models with Level 1 and 
2 metrics only. Importance categories are a 5-point range, such that category 1 includes 
variables that had the 1-5 highest importance ratings for predicting a given MMI, category 2 
had the 5-10 highest importance, and so on. Only variables that were ranked in the top five 
most important for at least one MMI are included.  
Variable VMMI SMMI AMMI WMMI 
% Agriculture 1km buffer 1 1 1 1 
% Agriculture 500m buffer 1 1 1 6 
% Cultivated crops in 1km buffer 1 1 3 4 
USA-RAM Metric 4: Topographic Complexity 1 1 5 3 
% Hayed/Pasture land 1km buffer 1 2 1 1 
% Forest 1km buffer 3 5 2 1 
% Wetland 1km buffer 4 5 1 8 
% Emergent wetland 1km buffer 5 7 6 1 
% Hayed/Pasture land 500m buffer 9 1 1 6 
% Herbaceous upland 1km buffer 9 6 7 1 
  
Table 1.8. Category of variable importance based on the random forest models with Level 1 and 
2 metrics and level 3 VMMI metrics.  
Variable SMMI AMMI WMMI 
VMMI Score 1 1 1 
VMMI: % Bryophyte Cover 1 1 1 
VMMI: % Exotic Plant Cover 1 1 1 
VMMI: Mean C 1 1 2 
% Agriculture 500m buffer 1 2 13 
% Hayed/Pasture land 1km buffer 3 1 3 
% Forest 1km buffer 5 3 1 
% Herbaceous upland 1km buffer 7 9 1 
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Discussion 
 The SMMI and WMMI incorporated widely used metrics to assess soil and water quality, 
including pH, conductivity, and TP for the WMMI, and TC, pH, and P concentration for the 
SMMI (Lougheed et al. 2001; Danz et al. 2007; Trebitz et al. 2007; Little et al. 2010; Cabezas et 
al. 2014). In addition to the more obvious metrics, we included the concentration of the trace 
metal cobalt (Co) in the SMMI. Trace metals, which are often attached to suspended particles, 
are a potential indicator of sedimentation and runoff from urban areas (Faulkner 2004). Several 
other trace elements were strong candidates for the SMMI, including beryllium (Be), chromium 
(Cr), and vanadium (V), but they were also strongly negatively correlated with TC and strongly 
correlated with each other. Organic matter and pH play an important role in metal mobility in 
wetland soils, and this may at least partially explain the correlation (LaBauve et al. 1988; Grybos 
et al. 2007). Release of Co into soil solution is not as strongly associated with organic matter 
and pH (Grybos et al. 2007), and was only weakly correlated with TC. Because TC was the 
strongest overall metric to include in the SMMI, we chose to include Co as the indicator for 
trace metals.  
 The % silicon (Si) variable, which was a measure of non-crystalline Si in the soil, was also 
a strong candidate for the SMMI, with consistently higher % Si in disturbed than reference sites. 
However the reasons behind this pattern were not entirely clear, and may be more an 
indication of the vegetation present than of soil condition. That is, invasive grasses like Phalaris 
arundinacea and Phragmites australis that were more common in the most disturbed sites are 
good fixers of Si, which may then build up in soils through dead plant material (Struyf and 
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Conley 2009). Given the uncertainty in the underlying reasons for higher % Si, it was not 
included in the final SMMI. 
 The WMMI and SMMI contain similar metrics and are somewhat redundant (e.g., pH, P). 
We had planned on constructing an overall abiotic MMI that included water and soil chemistry 
metrics. Had we gone in that direction, we would only have used unique metrics of soil and 
water chemistry for the MMI. We did not build an abiotic MMI because water samples were 
only collected for about half of the NWCA sites in our study. In future surveys, we recommend 
collecting water samples in as many sites as possible, even if the sample is of soil pore water. If 
the water chemistry sample size increases in future surveys, we will examine the potential for 
an overall abiotic MMI. 
 We tested multiple metrics that used coefficients of conservatism for the VMMI 
including the FQI, mean C and cover-weighted FQI and mean C. We calculated these four 
metrics using only native species and with all species. Mean C was a clear winner over FQI, 
regardless of whether the metrics were cover-weighted or which richness value was used (i.e., 
native-only or all species). Numerous studies have examined the use of FQI and mean C metrics 
to assess habitat condition (Taft et al. 1997; Lopez and Fennessy 2002; Mushet et al. 2002), 
with some studies determining FQI, which includes species richness, as the better metric 
(Bourdaghs et al. 2006), and others determining mean C, which is not a function of species 
richness, as the better metric (Rooney and Rogers 2002; Cohen et al. 2004; Miller and Wardrop 
2006). Given the large area of our analysis and the different types of wetlands examined, 
species richness may vary for many reasons not related to condition. Therefore the superior 
performance of mean C in our study is no surprise. For studies examining a smaller region, and 
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more homogenous wetlands, the FQI may be a better metric for assessing wetland condition. 
With the exception of the most disturbed sites, the majority of wetlands in our study, including 
all of the reference wetlands, were composed entirely of native species. Using richness of all 
species in the mean C calculation resulted in better separation between the reference and most 
disturbed sites, due to the presence of exotic species in most disturbed sites. In areas where 
exotic species are more widespread, calculating the mean C with only native species richness 
may distinguish better between sites. 
 The AMMI was our worst-performing MMI. While the mean AMMI score in reference 
sites was higher than the mean AMMI score, there was considerable variability in the AMMI 
across reference and most disturbed sites. AMMIs have been successfully developed and used 
to assess wetland condition in multiple regions in the US, including in isolated wetlands in FL 
(Lane and Brown 2007), wetlands in western KY (Pan and Stevenson 1996), and the Casco Bay 
watershed in Maine (Wang et al. 2006). Genera documented as tolerant of eutrophic conditions 
in previous studies, including Planothodium, Amphora, and Stauroneis, also tended to be higher 
in the most disturbed sites in our study. However, there was a strong latitudinal and/or 
longitudinal gradient in the abundance of these genera that was not related to condition. 
Finding genera for the AMMI that did not follow a geographic gradient proved challenging. We 
therefore conclude that AMMIs are most appropriate for state-level or small regional scales. 
Algae samples are also costly and time-consuming to have identified. Where possible, we 
recommend sampling vegetation instead of algae to assess biotic condition of wetlands. 
Vegetation at a site can typically be sampled by a botanical expert in under a day, and the 
results of our random forest analyses indicate that vegetation condition is a strong predictor of 
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soil and water condition in wetlands. Given that wetland vegetation is strongly influenced by, 
and can influence soil and water chemistry and hydrologic regime (Bedford et al. 1999; Mitsch 
and Gosselink 2007), these results are not surprising. For example, nutrient enrichment in 
wetlands commonly results in a shift in vegetation from native plant communities to monotypic 
stands of invasive species (Craft et al. 2007), which in turn may contribute to enriched wetland 
soils (Tuchman et al. 2009).     
 There may be a bias in our MMIs against certain wetland types for reasons other than 
condition. Several of the metrics in the MMIs, including soil pH, water pH, and soil TC, will rate 
wetlands that naturally have low TC or high pH as being in poor condition. For example, riverine 
wetlands tended to have lower MMI ratings than depressional wetlands or flats, and this may 
be due to the differences in water inputs. Sites in riverine wetlands tended to have more 
stressors in the surrounding buffer, which somewhat justifies the low MMI scores. However, 
there are too few riverine sites in the reference group to determine their natural range of 
variation. Wetlands that have naturally high pH and conductivity because of underlying 
calcareous bedrock will also be rated low, and the MMIs may not reflect the actual condition in 
those areas. Therefore, the MMIs we developed are most applicable to wetlands classified as 
depressional, flats, or slope, where precipitation and poorly-buffered groundwater are the 
primary water sources. Fortunately, the vast majority of wetlands analyzed in this study and 
many of the freshwater wetlands in the northeast (US Army Corps of Engineers 2012) fit this 
description and are appropriate for our MMIs.  
 The results of the random forest models indicate that surrounding agricultural land use 
is an important predictor of wetland condition (Table 1.7), although the models perform best 
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when level 3 vegetation data are also included (Table 1.8). This suggests that land use metrics 
can provide a decent estimation of which wetlands are likely in the poorest condition, and the 
addition of a site visit to collect vegetation data will greatly improve the ability to accurately 
assess the condition of wetland soils and surface water. These are useful results, as vegetation 
data are relatively easy to collect, and less costly than having soil and water samples analyzed 
chemically. Vegetation sampling is also less intrusive than digging soil pits, and as our study 
showed, vegetation can predict water chemistry in the absence of sampleable surface water.  
 While the random forest models were strong, they did tend to over-predict low MMI 
values and under-predict high MMI values. This is a common feature of random forest models, 
particularly with small datasets (e.g., the 30% holdout). However, the rank-order of site 
condition was preserved by the random forest, which is more important than the ability to 
predict the full range of MMI scores. After the 2016 NWCA, we will further refine and test the 
ability of land use and vegetation metrics to predict the MMIs using data from new sites.  
 Based on these results, we recommend monitoring programs employ a combination of 
rapid assessment and intensive monitoring. GIS-based assessments of surrounding land uses 
can help determine which wetlands are likely most impacted, and can be completed with 
minimal effort on many sites. Where possible, we recommend rapid field assessments, several 
of which can be completed in a day, to collect vegetation and stressor information. While the 
level of effort and cost is much greater, intensive monitoring should occur in a subset of rapid 
assessment sites to validate and further refine procedures. Intensive, level 3 monitoring will 
also contribute most to our understanding of how vegetation, soil and water respond to and 
interact with different stressors over time.  
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Conclusions 
 The EPA NWCA in 2011 represented the first standardized, nationwide survey of 
wetlands in the US. The high-quality and extensive data collected by the NWCA provided a 
unique opportunity to assess and develop metrics of wetland condition over a large area. In this 
study we developed MMIs that measure condition of vegetation, soils, water and algae that are 
applicable to a range of wetland types covering 11 states in the northeastern US. We will use 
these MMIs to assess wetland condition for a long-term monitoring program in Acadia National 
Park, and we encourage other wetland scientists in the northeast to test and apply these MMIs 
in their sites. To ensure the MMIs we developed are useful for wetland scientists across the 
study area, we provide a downloadable spreadsheet on the NETN website (go.nps.gov/MMI) 
that can calculate MMIs for new sites. The 2016 NWCA will allow us to validate and further 
refine the MMIs using new sites, and will also allow us to examine trends in wetland condition 
using these MMIs.   
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CHAPTER 2 
NATIONAL PARKS IN THE EASTERN UNITED STATES HARBOR IMPORTANT OLDER FOREST 
STRUCTURE COMPARED WITH MATRIX FORESTS 
Abstract 
 We analyzed land cover and forest vegetation data from nearly 25,000 permanent plots 
distributed across 50 national parks in the eastern US, along with the matrix around each park, 
to examine structural characteristics of park forests in relation to their surrounding landscape. 
Over 2,000 of these plots are part of the National Park Service (NPS) Inventory and Monitoring 
Program (I&M), and the remaining 22,500+ plots are part of the US Forest Service (USFS) Forest 
Inventory and Analysis (FIA) Program. This is the first study to compare forest structure in 
protected lands with the surrounding forest matrix over such a large area of the US, and is only 
possible because of the 10+ years of data that are now publicly available from USFS-FIA and 
NPS I&M. Results of this study indicate that park forests, where logging is largely prohibited, 
preserve areas of regionally significant older forest habitat. Park forests consistently had 
greater proportions of late successional forest, greater live tree basal area, greater densities of 
live and dead large trees, and considerably larger volume of coarse woody debris. Park forests 
also had lower tree growth and mortality rates than matrix forests, suggesting different forest 
dynamics between park and matrix forests. The divergent patterns we observed between 
matrix and park forests were similar to those reported in studies that compared managed and 
old-growth forests, although the differences in our study were less pronounced. With the 
majority of park forests in second growth, eastern parks may be a more realistic baseline to 
compare with the more intensively managed matrix forests. We recommend that park 
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managers allow natural disturbance and the development of older structure to continue in park 
forests. In addition, long-term maintenance of regional biodiversity will likely require increases 
in older forest structure in the matrix. As the NPS moves into its next century of land 
preservation, we encourage managers to consider parks important components of a larger 
regional effort to preserve biodiversity and ecosystem processes in eastern US forests. The data 
collected by NPS I&M programs will continue to provide important information and guidance 
towards these regional conservation efforts. 
Introduction 
 Forests in the eastern United States (US) perform essential ecosystem services, provide 
food and habitat for countless organisms, and generate significant economic benefits to the 
region (Krieger 2001). Sustainable management of eastern forests is imperative to ensure long-
term ecosystem health, maintain biodiversity and provide a continual supply of forest products 
(Hunter 1999; Lindenmayer et al. 2000). Sustainable forestry approaches are typically designed 
to mimic natural disturbances, such as using single tree or group selection to simulate gap 
dynamics in hardwood forests (Attiwill 1994; Pond et al. 2014). While these practices are an 
improvement ecologically over even-aged management, selective forestry still causes adverse 
effects on biodiversity, as it is somewhat limited in its ability to reproduce forest responses to 
natural disturbances, such as tip-up mounds and coarse woody debris (CWD; Simard and Fryxell 
2003). For example, single-tree selection in northern hardwood forests favors sugar maple 
(Acer saccharum) regeneration over tree species which require exposed mineral soil or CWD to 
germinate, resulting in an overall decrease in tree diversity over time (Neuendorff et al. 2007). 
Selective forestry practices also reduce abundance of dead wood and large diameter trees 
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compared with unmanaged forests (Goodburn and Lorimer 1998; Hale et al. 1999). Dead wood, 
including dead standing trees (snags) and CWD, is a vital structural component of forests for 
many organisms, including small mammals (Fauteux et al. 2012), birds (Conner et al. 1994), 
invertebrates (Grove 2002; Janssen et al. 2011), fungi (Kebli et al. 2011; Dove and Keeton 2015), 
amphibians (deMaynadier and Hunter 1995), lichens (Spribille et al. 2008), and tree seedlings 
(Bolton and D’Amato 2011). Additionally, large diameter live and dead trees are preferentially 
occupied over small diameter trees by a range of vertebrate species (Renken and Wiggers 1989; 
Lacki et al. 2007). In northern European forests, widespread reduction of these structural 
components from decades to centuries of commercial forestry has caused dramatic declines in 
many forest species to the extent that nearly 2/3 of red-listed (equivalent to Rare, Threatened, 
and Endangered status in the US) forest-dwelling species in Finland and Sweden are species 
that are dependent on dead wood (Berg et al. 1994; Tikkanen et al. 2006). The trends in 
northern Europe underscore the need to ensure that forestry practices in the eastern US 
maintain these important structural features to prevent similar species declines. 
 As suggested by Lindenmayer et al. (2000), continual improvement of sustainable 
forestry practices requires long-term monitoring, not only of areas that are managed for 
timber, but also forested areas that are protected from harvesting. Comparisons between the 
two groups can highlight both the direct and indirect impacts of harvest, and help identify 
aspects of forestry practices that are successful or needing improvement. Large-scale, long-
term monitoring programs focused on areas that are protected from logging have been lacking 
for eastern forests. The US Forest Service (USFS) Forest Inventory and Analysis (FIA) program, 
which employs permanent plots located across the conterminous US to monitor status and 
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trends in forest area, timber volume, and forest health, has made important contributions in 
our understanding of eastern forests (Woodall et al. 2011). However, the majority of forests 
monitored by USFS-FIA are not reserved from timber production (Oswalt et al. 2014). The 
establishment of the National Park Service (NPS) Inventory and Monitoring (I&M) program 
provides a new opportunity to examine forests where logging is largely prohibited, and can 
serve as important benchmarks (i.e. references) to compare with the more intensively managed 
forests in the eastern US. 
 The NPS I&M program conducts long-term monitoring of ecological indicators in over 
270 national parks with significant natural resources, and a primary responsibility of NPS I&M is 
to use long-term monitoring data to inform resource management decisions in parks. From the 
outset, parks in the NPS I&M program were grouped into 32 networks based on their proximity 
and similar natural resources, and each network is responsible for monitoring a specific set of 
indicators in their respective parks (Fancy et al. 2009). In the eastern US, six NPS I&M networks 
covering 50 parks have been monitoring forests in permanent plots for a decade or more using 
methods adapted from USFS-FIA protocols and that are relatively standard across networks 
(Figure 2.1; Comiskey et al. 2009a). The forest data collected by the NPS I&M program are 
publicly available and represent the most extensive data to date on eastern forests that are 
protected from logging.  
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Figure 2.1. Map of national parks and Ecological Subsections included in this study. See Table 
2.1 for full park names.  
 
 In addition to serving as benchmarks for comparisons with more intensively managed 
forests, park forests may be important sites of biodiversity. Even small urban parks that are  
protected have been shown to support greater diversity of breeding birds than unprotected 
areas (Goodwin and Shriver 2014), and small preserves have successfully protected rare plant 
species with narrow distributions (Parker 2012). However, national park units and other 
reserves only represent a small portion of the landscape, and park managers likely need to 
consider a larger landscape that extends beyond the boundary of parks to successfully maintain 
biodiversity (Keeton 2007). This is especially true, given that climate change will likely shift 
suitable habitat of currently common park species outside of park boundaries (Rustad et al. 
2012). Therefore, understanding the characteristics of the landscape surrounding parks, such as 
land use and ownership patterns, along with the attributes of surrounding forestlands, may 
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reveal how park forests are unique and potentially valuable components of the landscape, 
provide insights on how to better manage park and surrounding forests, and indicate how the 
regional landscape may influence park forests.   
 In this study, our primary questions are whether the protection status (i.e., protected 
from logging) of parks is unique in the region, and whether this has resulted in structural 
differences compared to surrounding unprotected forests, which we refer to in the 
conservation biology context as matrix forests (Lindenmayer and Franklin 2002). Forests, both 
in eastern parks and in surrounding lands, are largely second-growth and share similar land use 
histories (e.g., logging, clearing for agriculture) prior to the establishment of the parks; 
therefore, differences between park and matrix forests are likely due to different management 
practices. We first describe patterns of land cover and ownership in the matrix surrounding 
each of 50 parks in the eastern US, represented by the Ecological Subsection (US Forest Service 
2015a) that surrounds or is intersected by a park. We then compared metrics of forest structure 
from data collected by I&M networks in parks with data collected by the USFS-FIA program in 
plots located in the Ecological Subsection surrounding each park. We focus on metrics of forest 
structure because they are straightforward to calculate and scale up across the different 
monitoring protocols; further, we chose structural metrics that have been used by previous 
studies to document forest structure relative to different management practices (e.g., 
Goodburn and Lorimer 1998; Hale et al. 1999) or habitat requirements for wildlife (e.g., Renken 
and Wiggers 1989; Lacki and Cox 2009). We also included several metrics that are commonly 
reported in USFS-FIA state reports (e.g., live tree basal area, mortality rate) to demonstrate the 
compatibility of NPS I&M data for comparisons with USFS-FIA (e.g., McCaskill 2015). This is the 
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first study to compare forest structure in protected lands with the surrounding forest matrix 
over such a large area of the US, and is only possible because of the 10+ years of data that are 
now publicly available from USFS-FIA and NPS I&M.  
Methods 
Site Selection 
 This study included 50 national parks across six NPS I&M networks (Figure 2.1). Parks in 
the study were diverse in size and in mission, such as National Parks (NP), National Battlefield 
Parks (NBP), National Historical Parks (NHP), National Historic Sites (NHS) and National 
Lakeshores (NL; Table 2.1). Forests in this study range from the northern hardwood and boreal 
forests of the Great Lakes region and northern New England, to the urban landscapes along the 
east coast. Parks range in size from 80,562 ha in Shenandoah NP (SHEN) to 28 ha in Weir Farm 
NHS (WEFA). Parks range in the extent of forest within their boundaries, although all were 
determined to have sufficient forest resources by NPS I&M networks to warrant long-term 
monitoring (Table 2.1; Comiskey et al. 2009a). Battlefield parks, such as Gettysburg National 
Military Park (GETT; NMP), Manassas NBP (MANA), and Saratoga NHP (SARA), are often 
comprised of a patchwork of open field and forest. In contrast, many of the larger parks, such 
as SHEN, Isle Royale NP (ISRO), Voyageurs NP (VOYA), and New River Gorge National River 
(NERI; NR), are predominantly forested. Some parks have been protected for more than a 
century (e.g., Rock Creek Park (ROCR)), and others for less than two decades (e.g., Marsh-
Billings-Rockefeller NHP (MABI)). All parks in this study have active forest monitoring programs 
employing compatible methods, both among NPS I&M networks and with the USFS-FIA 
Program (Comiskey et al. 2009a). 
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Table 2.1. Information on NPS I&M Networks and parks in this study. 
Network Code 
Park Area (ha) 
Total Forest 
Eastern Rivers and Mountains Network  ERMN   
 Allegheny Portage Railroad National Historic Site (NHS) ALPO 503 430 
 Bluestone National Scenic River (NSR) BLUE 1,236 1,144 
 Delaware Water Gap National Recreation Area (NRA) DEWA 22,839 19,313 
 Fort Necessity National Battlefield (NB) FONE 373 276 
 Friendship Hill National Historic Site (NHS) FRHI 280 224 
 Gauley River NRA GARI 1,930 1,779 
 Johnstown Flood National Memorial (NMe) JOFL 72 23 
 New River Gorge National River (NR) NERI 21,528 19,615 
Great Lakes GLKN   
 Apostle Islands National Lakeshore (NL) APIS 17,016 16,912 
 Grand Portage National Monument (NMo) GRPO 287 259 
 Indiana Dunes NL INDU 6,073 5,542 
 Isle Royale National Park (NP) ISRO 54,130 49,468 
 Mississippi National River and Recreation Area (NRRA) MISS 21,853 4,802 
 Pictured Rocks NL PIRO 29,638 27,538 
 Saint Croix National Scenic River (NSR) SACN 33,095 19,097 
 Sleeping Bear Dunes NL SLBE 28,821 27,242 
 Voyageurs NP VOYA 52,227 50,171 
Mid-Atlantic Network MIDN   
 Appomattox Court House National Historical Park (NHP) APCO 687 442 
 Booker T. Washington NMo BOWA 100 62 
 Fredericksburg & Spotsylvania National Military Park (NMP) FRSP 3,056 2180 
 Gettysburg NMP GETT 1,743 548 
 Hopewell Furnace NHS HOFU 343 270 
 Petersburg NB PETE 1,092 923 
 Richmond National Battlefield Park (NBP) RICH 819 585 
 Shenandoah NP SHEN 80,562 79,781 
 Valley Forge NHP VAFO 1,395 538 
Northeast Coastal and Barrier Network NCBN   
 Cape Cod National Seashore (NS) CACO 8,755 6,188 
 Colonial NHP COLO 2,219 1,471 
 George Washington Birthplace NMo GEWA 216 87 
 Sagamore Hill NHS SAHI 29 17 
 Thomas Stone NHS THST 179 123 
National Capital Region Network NCRN   
 Antietam NB ANTI 759 129 
 Catoctin Mountain Park CATO 2,282 2,237 
 Chesapeake and Ohio Canal NHP CHOH 5,980 4,261 
 George Washington Memorial Parkway GWMP 1,661 969 
 Harpers Ferry NHP HAFE 1,480 1,091 
 Manassas NBP MANA 1,727 784 
 Monocacy NB MONO 530 132 
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Table 2.1. Continued. 
 National Capital Parks East NACE 3,088 1,942 
 Prince William Forest Park PRWI 5,089 4,899 
 Rock Creek Park ROCR 1,061 812 
 Wolf Trap Park for the Performing Arts WOTR 43 26 
Northeast Temperate Network NETN   
 Acadia National Park ACAD 14,577 8,178 
 Marsh-Billings-Rockefeller NHP MABI 223 196 
 Minute Man NHP MIMA 391 234 
 Morristown NHP MORR 676 626 
 Roosevelt-Vanderbilt NHS ROVA 446 338 
 Saint-Gaudens NHS SAGA 80 48 
 Saratoga NHP SARA 1,156 687 
 Weir Farm NHS WEFA 28 18 
 
 
For example, while plot designs may vary, all NPS I&M networks measure tree diameter at 
breast height (DBH) for all trees that are at least 10 cm DBH on each plot.  NPS I&M networks 
used generalized random-tessellation stratification (GRTS) to generate a spatially balanced and 
randomized sample of permanent forest plot locations for the parks in this study (Stevens and 
Olsen 2004). The GRTS sample design allows NPS I&M networks to develop a representative 
sample of randomly located forest plots to characterize status and trends in forest vegetation 
within each park (Comiskey et al. 2009a). Similar to USFS-FIA, NPS I&M uses a rotating panel 
design, whereby plots are sampled on a four or five year cycle (depending on the network) with 
one panel of plots sampled each year. For this analysis, we used the most recent complete set 
of forest plot surveys for each park, which typically was 2011–2014, but ranged from 2008 to 
2015. For more details on NPS I&M sample design and survey methods, refer to network and/or 
park-specific protocols (Comiskey et al. 2009b; Cass et al. 2011; Smith et al. 2011; Perles et al. 
2014; Sanders and Grochowski 2014; Schmit et al. 2014; Tierney et al. 2015).    
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Matrix Characterization 
 To represent the matrix for each park, we selected data from all USFS-FIA plots that 
were located within in the Ecological Subsection(s) that surrounded and/or intersected each 
individual park. Ecological Subsections are contiguous areas that have the same potential 
natural vegetation communities due to similar geology, topography and climate (ECOMAP 
1993). Therefore, differences in vegetation between park forests and forests in the same 
Ecological Subsection should primarily be due to different management regimes, rather than 
environmental gradients or differences in climate. We used the publicly available perturbed, 
swapped USFS-FIA plot locations (http://www.fia.fs.fed.us/tools-data/, Accessed April 2015), 
and included the most recent 5-year window of plot surveys that were available at the start of 
this study (i.e., 2009–2013). Perturbed plot locations are within a 1.6 km radius in a random 
direction of the true plot location (most are within 0.8 km) to conceal the true location while 
also ensuring the data are representative for regional analyses (McRoberts et al. 2005). The 
USFS-FIA program uses a three-phased sample design, where Phase 1 consists of remote 
sensing, Phase 2 consists of ground-based plot sampling of traditional FIA variables (e.g., tree 
growth and mortality) at a density of 1 plot/2,428 hectares, and Phase 3 plots consist of more 
detailed forest health surveys (e.g., herbaceous vegetation) in roughly 1/16th of Phase 2 plots 
(Bechtold and Patterson 2005). We included all USFS-FIA Phase 1 plots with land cover and 
ownership data to characterize land use in the matrix. This included USFS-FIA plots that fell 
within NPS lands, to quantify the extent of forestlands that are held by different land owners 
and agencies, as well as the overall proportion of forests that are reserved from timber 
harvesting. We used the USFS-FIA designations of land cover (e.g. forest, non-forest, developed, 
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etc.), ownership type, and reserved status that were recorded for each plot for the matrix 
characterization. For further details on USFS-FIA plot design and definitions of land cover and 
ownership status, see US Forest Service (2015b). 
 For each park, we calculated the percent of the matrix that was forested as the percent 
of the FIA plot areas that could be forested (e.g. excluding large water bodies) using USFS-FIA’s 
classifications of plot areas by land cover. Forest land was defined as land that is stocked at 
least 10% by forest trees of any size, or land that was formerly at least 10% stocked by tree 
cover and not currently developed for a non-forest use (Bechtold and Patterson 2005). Natural 
land covers that could not support forest, such as water bodies, emergent wetlands and sand 
beaches, were excluded from the calculation. We calculated proportion of forestland by 
ownership and reserved status by summing USFS-FIA’s classifications of land cover and 
ownership by forested area within each plot across all USFS-FIA plots in the Ecological 
Subsection(s). Reserved forestlands are those where timber harvesting is prohibited, typically 
by law (US Forest Service 2015b). 
Metric Calculations 
 To characterize matrix forests, we used USFS-FIA Phase 2 plots with at least one 
recorded and sampled forest condition to estimate tree growth and mortality rates and all 
structural metrics except CWD. This included plots that were partially non-forest, but we only 
included data from the forested part of each plot in the metric calculations. USFS-FIA plots that 
fell within parks were not included in the USFS-FIA sample for metric calculations, because we 
wanted to explicitly compare the forest structure of protected park forests with non-park (i.e., 
matrix) forests. USFS-FIA Phase 3 plots were used to calculate CWD volume. To characterize 
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forests in each park, we included all forest plots, which are roughly equivalent to FIA Phase 3 
plots, within each park that are actively monitored by NPS I&M. We calculated metrics of forest 
structure, along with tree growth and mortality rates, using the same methods across NPS I&M 
and USFS-FIA plot data. Because NPS I&M protocols were adapted from the USFS-FIA protocols, 
only minor adjustments, such as standardizing by unit of area, were required for data in this 
study to be comparable across programs and sites. For each metric calculation we denote 
where adjustments were required, such as increasing the minimum tree diameter at breast 
height (DBH) from NPS plots (10 cm) to match USFS FIA's minimum tree DBH (12.7 cm). For 
structural stage, we classified plots as pole, mature, late succession, and mosaic (designated for 
plots that did not fit into any of the previous categories) following a slightly modified version of 
the structural stage metric developed for the Northeast Temperate Network’s (NETN) 
Ecological Integrity Scorecard (Tierney et al. 2015). This metric uses relative basal area by size 
classes to classify plots into each stage. To make the structural stage classifications comparable 
across NPS I&M and USFS-FIA, we changed the minimum size in the smallest size class to be 
12.7 cm diameter at breast height (DBH), instead of 10 cm DBH (the NETN’s cutoff), because 
12.7 cm is USFS-FIA’s minimum DBH for trees. The structural stage classification only includes 
live canopy trees (i.e., dominant, codominant and intermediate crown classes) to calculate 
relative basal area by size class, and I&M networks and/or parks that did not classify trees by 
crown class were not included in this metric. Ten parks were not included in the structural stage 
classification because of this protocol difference, and this included all Great Lakes Network 
(GLKN) parks and Cape Cod NS (CACO). However, we did classify structural stage for the USFS-
FIA plots in the matrix paired with these parks to characterize forests in the surrounding matrix.  
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 Live tree basal area for each plot was calculated by summing the basal area for all live 
trees ≥ 12.7 cm DBH within a plot. Because plot sizes vary across NPS I&M networks and across 
FIA plots, we converted basal area on the plot to m2/ha using only the area of the plot that was 
classified as a sampled forest condition. Live tree density overall and by size class also included 
all live trees ≥ 12.7 cm DBH, and was converted to number of stems/ha. Dead tree basal area 
was the sum of the basal area of all dead standing trees (snags) that were < 45˚ from vertical 
and ≥ 12.7 cm DBH, and was converted to m2/ha. Likewise, snag density overall and by size class 
included all standing dead trees that were < 45˚ from vertical and ≥ 12.7 cm DBH. Trees that 
were leaning ≥ 45˚ from vertical were classified as CWD and were not included in the dead tree 
basal area or snag density calculation. The methods for calculating CWD volume followed those 
detailed in Tierney et al. (2015), with one minor adjustment. To match USFS-FIA methods, the 
minimum diameter for a CWD piece with a decay class of 5 was 12.7 cm diameter. For decay 
classes 1–4, the minimum CWD diameter was 10 cm. For all pieces, the minimum length was 1 
m, while also maintaining the minimum diameter. CWD is not sampled as part of CACO’s forest 
monitoring program, so was not included in this analysis.  
 Tree growth and mortality rates required repeated surveys of plots, along with tracking 
of individual tree status (i.e., live or dead) and growth. Networks or parks that did not meet 
these requirements were not included in these metrics, although we calculated growth and 
mortality rates for each park’s corresponding matrix using USFS-FIA plots. Growth and mortality 
rates were not available for the nine GLKN parks and Cape Cod NS (CACO) due to protocol 
differences. Colonial NHP (COLO) growth and mortality rates were not available because only 
one survey has been conducted in this park at the time of this analysis.  We used % basal 
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area/year of trees ≥ 12.7 cm DBH to represent tree growth because it standardized growth 
relative to initial tree basal area (Dobbertin 2005), and included only canopy trees (e.g., 
dominant, co-dominant or intermediate crown class) to remove the influence of subcanopy 
trees with suppressed growth rates. We calculated tree growth rate by taking the difference in 
consecutive DBH measurements on individual trees that were alive over two surveys, 
calculating percent change in basal area, and converting this to an annual rate for each tree. 
We then averaged the % basal area growth rate for individual trees across the plot. Tree 
mortality rate was calculated from repeated surveys on each plot as the percent of canopy 
trees that died during the interval between surveys, converted to an annual basis. We did not 
include trees that were harvested between surveys in the mortality rate calculation.  
Data Analysis 
 We used R 3.2.0 for all statistical analyses (R Core Team 2015). For comparisons 
between parks and matrix forests, each park was individually compared to its corresponding 
matrix using the USFS-FIA plots in the same Ecological Subsection as the park.  The nature of 
the data distributions (e.g. overdispersed count data) in our combined USFS-FIA and NPS I&M 
dataset prevented us from using parametric methods to test for mean differences in forest 
metrics between a park and its surrounding matrix, including unequal variance and sample size 
between USFS-FIA and NPS I&M, increasing variance with USFS-FIA plot size, different plot 
areas, and greatly skewed error distributions as indicated by residual plots. We controlled for 
differences in plot areas by standardizing all metrics to a per hectare basis prior to analysis. To 
test for differences in the metrics between plots in each USFS-FIA and NPS I&M grouping, we 
used the permTS function in R’s perm package (Fay and Shaw 2015) to perform two-sided, two-
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sample permutation tests (Gotelli and Ellison 2012). PermTS is a non-parametric test that 
performs many iterations of randomly shuffled group membership (i.e., USFS-FIA or NPS I&M) 
of plots while maintaining the original sample size of each group, and calculates the difference 
in means between both groups. The observed mean difference between NPS I&M and USFS-FIA 
is then compared with the distribution of means calculated from the permutations to calculate 
a p-value. To account for multiple comparisons, we calculated q-values within each metric using 
the qvalue package in R (Dabney and Storey 2015). The q-value approach reduces the chance of 
a Type I Error based on the number of tests with significant p-values, and has more power than 
other common multiple comparison corrections, such as Bonferroni correction (Roback and 
Askins 2005). We considered a q-value ≤ 0.05 to indicate a significant difference in the mean of 
a metric between a park (NPS I&M) and the surrounding matrix (USFS-FIA). 
  Area of NPS I&M plots did not vary within a park, but did vary across networks. The 
area of forest varied in USFS-FIA plots. To account for differences in plot areas, we converted 
NPS I&M and USFS-FIA data to standard units (e.g., density of live trees per hectare). For 
graphical comparisons between NPS I&M parks and their corresponding matrix, we calculated 
weighted averages and weighted standard errors by metric and by group (NPS I&M and USFS-
FIA), with plot area as the weight.  
Results 
Matrix Characteristics 
 Parks varied in the proportion of the surrounding matrix that was forested, from as high 
as 95% for Pictured Rocks NL (PIRO) to as low as 22% forested for Valley Forge NHP (VAFO; 
Table 2.2). Parks in the National Capital Region Network (NCRN) tended to have the lowest 
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proportion of forest land cover in the surrounding matrix, whereas parks in the GLKN tended to 
have the greatest proportion of forest land cover in the matrix. For the majority of parks 
outside of the GLKN, forests in the surrounding matrix were largely under private ownership. In 
GLKN, USFS and state/local agencies comprised the majority of matrix forest ownership, 
particularly for Grand Portage National Monument (GRPO; NMo), ISRO, PIRO, and VOYA. 
Outside of GLKN, state/local agencies tended to hold the next largest percentage of forest 
matrix after private landowners. For all parks, only a small proportion of matrix forests were 
reserved from timber production, indicating that the protection status of parks is unique in the 
region (Table 2.2).  
Structural Metrics 
Forest plots in the surrounding matrix were primarily classified as pole or mature, and in 
nearly every case, parks had a greater proportion of plots classified as late succession (Figure 
2.2). Live tree basal area averaged 33% greater in parks than the surrounding forest matrix  
(Figure 2.3). Density of live trees ≥ 30 cm DBH was greater in park forests than matrix forests for 
all but six parks, with parks averaging 46% greater density of live trees ≥ 30 cm DBH than matrix 
forests (Figure 2.4). Density of live trees ≥ 30 cm DBH was lowest in the matrix forests in the 
northern parts of this study, including parks in GLKN and Acadia NP (ACAD) in NETN. 
However, density of live trees ≥ 30 cm DBH in GLKN parks was similar to densities of other parks 
in the study. Density of live trees ≥ 60 cm DBH was greater in all but six parks, with parks 
averaging 81% greater densities than matrix forests (Figure 2.5).  
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Table 2.2. Land cover and ownership patterns for each park matrix. %Forested Matrix is the 
percent of the matrix that is forested. % Reserved is the percent of forest that is reserved from 
timber production. Forest by Ownership is the percent of forest in various ownership 
categories.  
Network Park % Forested Matrix % Reserved 
Forest by Ownership 
% Private % Federal % State/Local 
ERMN ALPO 73.63 3.68 73.05 7.35 19.60 
 
BLUE 63.71 3.41 80.26 11.58 8.15 
 
DEWA 75.02 6.77 76.39 4.68 18.93 
 
FONE 72.69 3.61 77.31 10.10 12.59 
 
FRHI 60.33 1.76 86.56 1.34 12.10 
 
GARI 83.45 0.51 97.24 1.30 1.47 
 
JOFL 72.69 3.61 77.31 10.10 12.59 
 
NERI 84.13 1.68 92.51 5.93 1.56 
GLKN APIS 77.18 8.83 62.74 9.78 27.49 
 
GRPO 93.78 19.20 25.29 43.37 31.34 
 
INDU 29.50 10.55 69.98 2.59 27.43 
 
ISRO 89.20 7.85 36.15 25.33 38.52 
 
MISS 34.03 6.38 85.19 3.34 11.47 
 
PIRO 95.93 4.35 43.85 33.43 22.72 
 
SACN 68.90 2.88 54.84 12.59 32.57 
 
SLBE 60.85 7.99 60.66 20.98 18.35 
 
VOYA 94.11 15.99 23.94 33.20 42.86 
MIDN APCO 65.53 0.08 95.69 0.08 4.23 
 
BOWA 65.53 0.08 95.69 0.08 4.23 
 
FRSP 60.55 0.70 94.04 1.77 4.19 
 
GETT 23.38 9.10 73.59 1.08 25.34 
 
HOFU 23.38 9.10 73.59 1.08 25.34 
 
PETE 59.28 0.83 93.52 2.20 4.27 
 
RICH 60.13 1.17 94.37 2.00 3.64 
 
SHEN 82.60 19.00 54.94 38.25 6.81 
 
VAFO 22.54 12.96 73.46 0.54 26.00 
NCBN CACO 47.81 16.24 50.31 17.31 32.39 
 
COLO 57.76 5.84 87.87 8.20 3.92 
 
GEWA 51.09 21.29 66.36 28.77 4.87 
 
SAHI 23.57 25.96 29.46 9.53 61.01 
 
THST 37.73 12.77 72.08 6.98 20.94 
NCRN ANTI 31.04 1.41 83.25 11.17 5.59 
 
CATO 82.60 19.00 54.94 38.25 6.81 
 
CHOH 51.07 6.17 70.27 9.87 19.87 
 
GWMP 29.25 14.86 73.65 3.96 22.39 
 
HAFE 52.18 10.99 67.66 26.50 5.84 
 
MANA 38.52 14.59 76.46 6.08 17.46 
 
MONO 38.52 14.59 76.46 6.08 17.46 
 
NACE 37.73 12.77 72.08 6.98 20.94 
 
PRWI 56.72 1.39 91.76 2.62 5.62 
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Table 2.2. Continued. 
 
ROCR 27.14 14.95 72.74 3.27 23.99 
 
WOTR 38.52 14.59 76.46 6.08 17.46 
NETN ACAD 87.00 6.81 87.63 6.81 5.56 
 
MABI 75.01 3.26 90.11 2.71 7.18 
 
MIMA 60.38 3.25 73.52 2.88 23.60 
 
MORR 25.34 10.25 73.54 1.66 24.80 
 
ROVA 47.55 8.48 84.75 1.17 14.08 
 
SAGA 75.01 3.26 90.11 2.71 7.18 
 
SARA 39.29 2.95 88.23 0.00 11.77 
 
WEFA 60.46 11.17 64.05 2.87 33.08 
 
While Eastern Rivers and Mountains Network (ERMN) and GLKN parks had comparatively low 
densities of trees ≥ 60 cm DBH relative to other parks in the study, densities tended to be 
greater in parks than in parks’ corresponding matrix. 
 Differences between parks and matrix forests were less extreme for snags, although 
these metrics followed similar patterns as live tree metrics. Parks tended to have greater dead 
tree basal area (Figure 2.6), particularly in the ERMN and the GLKN parks. While only four parks 
(Apostle Islands NL (APIS), GRPO, ISRO, and Catoctin Mountain Park (CATO)) had a significantly 
greater density of large diameter (≥ 30 cm DBH) snags, large diameter snags consistently 
trended more abundant in parks than matrix forests (Figure 2.7). CWD volume was considerably 
greater in most parks, averaging more than twice the amount (135% greater) found in matrix 
forests (Figure 2.8). Only 2 out of the 50 parks in this study (Johnstown Flood National 
Memorial (JOFL), and Minute-Man NHS (MIMA)), had lower average CWD volume than 
surrounding matrix forests.  
48 
 
Figure 2.2. Proportion of plots by structural stage in USFS-FIA plots in the surrounding matrix 
(M) and NPS I&M plots in parks (P). Parks where this metric could not be calculated are 
represented by grey bars.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Mean live tree basal area (m2/ha) and ±1 SE by NPS unit (green diamonds) and the 
surrounding matrix (yellow circles). Asterisks indicate q-values ≤ 0.05.  
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Figure 2.4. Mean density of live trees ≥ 30 cm DBH (#stems/ha) and ±1 SE by NPS unit (green 
diamonds) and the surrounding matrix (yellow circles). Asterisks indicate q-values ≤ 0.05. 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Mean density of live trees ≥ 60 cm DBH (#stems/ha) and ±1 SE by NPS unit (green 
diamonds) and the surrounding matrix (yellow circles). Asterisks indicate q-values ≤ 0.05.  
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Figure 2.6. Mean dead tree basal area (m2/ha) and ±1 SE by NPS unit (green diamonds) and the 
surrounding matrix (yellow circles). Asterisks indicate q-values ≤ 0.05. 
 
 
 
 
 
 
 
 
 
 
Figure 2.7. Mean density of dead trees ≥ 30 cm DBH (#stems/ha) and ±1 SE by NPS unit (green 
diamonds) and the surrounding matrix (yellow circles). Asterisks indicate q-values ≤ 0.05. 
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Figure 2.8. Mean coarse woody debris volume and ±1 SE by park (green diamonds) and matrix 
(yellow circles). Park data were unavailable for CACO. Asterisks indicate q-values ≤ 0.05. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tree Growth and Mortality 
 Tree growth rates, represented as % basal area growth/year, were consistently lower in 
park forests than surrounding matrix forests (Figure 2.9). Growth rates of park forests were 
roughly half of matrix forest growth rates, and most parks were significantly different than the 
matrix forests. While not as distinct, the annual tree mortality rates tended to be lower in park 
forests than in surrounding matrix forests (Figure 2.10). The largest mortality rate observed in a 
park was in Sagamore Hill NHS (SAHI), which only has 4 NPS forest plots, and could be overly 
influenced by mortality of a few trees. Mortality rates based on at least 10 plots, which most of 
the parks in this study have, tend to be more robust. 
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Figure 2.9. Mean annual growth rate (% Basal Area) and ±1 SE by park (green diamonds) and 
the matrix (yellow circles). Open diamonds indicate that data were unavailable for a given park. 
Asterisks indicate q-values ≤ 0.05. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10. Mean annual mortality rate and ±1 SE by NPS unit (green diamonds) and the 
surrounding matrix (yellow circles). Open diamonds indicate that data were unavailable for a 
park. Asterisks indicate q-values ≤ 0.05. 
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Discussion 
Park versus Matrix Forests 
 Results of this study indicate that the majority of forests in national parks across the 
eastern US are distinct from their surrounding matrix in forest structure and dynamics, and 
represent complex forest structure typical of older forest habitat. Overall, park forests tended 
to have a greater proportion of late successional forest, greater live tree basal area, greater 
densities of live and dead large trees, and considerably larger volume of CWD. Live tree basal 
area in 22 parks has even exceeded levels typical for eastern old-growth forests, which average 
29 m2/ha (range: 23–40 m2/ha; Keddy and Drummond 1996). In contrast, there were no matrix 
forests that averaged more than 29 m2/ha. Differences in tree growth and mortality rates 
between park and matrix forests suggest that forest dynamics are different between park and 
matrix forests, which may also be due to parks having older forests than in the matrix. 
Forexample, Larson et al. (2015) found greater percent annual mortality in young even-aged 
forests (4.2%) than old-growth forests (0.6%) in the Northwestern US due primarily to density 
dependent competition for light in younger stands. Busing (2005) found annual mortality rates 
in southeastern old-growth cove forests to range from 0.5–1.4% among stands. In our study, 
forests in 20 parks had mortality rates below 1.4%, whereas only 5 of the surrounding matrix 
forests paired with parks had mortality rates below 1.4%. 
 The different structural patterns we observed between matrix and park forests were 
similar to those found in studies that compared managed and old-growth forests. 
Compared with managed forests, old-growth forests have considerably more CWD volume 
(Duvall and Grigal 1999; Siitonen 2001), greater live and dead tree basal area (McGee et al. 
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1999; Silver et al. 2013), and greater density of large (≥ 30 cm DBH) diameter live and dead 
trees (Goodburn and Lorimer 1998; Hale et al. 1999). However, the differences between park 
and matrix forests in our study were often less pronounced than those found in comparisons 
between old-growth and managed forests, particularly for dead wood. For example, CWD 
volume in old-growth forests in the eastern US has been found to range from 66 m3/ha  to over 
140 m3/ha (Muller and Liu 1991; Goodburn and Lorimer 1998), whereas all but seven parks 
averaged less than 60 m3/ha of CWD. Additionally, Goodburn and Lorimer (1998) found that 
old-growth forests averaged more than double the density of large diameter snags (25-40 
snags/ha) compared with selectively managed mature forests (12 snags/ha), whereas most 
parks only had about 20% greater densities of large snags than matrix forests. Old-growth 
structure can take centuries to develop, and may not be achievable in managed forests (Spies 
and Turner 1999). Given that prior to their establishment, park forests in the eastern US often 
shared similar land-use histories with surrounding lands (e.g., logging, land-clearing for 
agriculture, etc.), the second growth forests that largely comprise park forests may be a more 
realistic baseline to compare with matrix forests managed for timber. The next steps are to 
determine whether park forests have enough older forest structure to support species 
dependent on this structure, and to determine minimum requirements to support these 
species.  
Several battlefield parks, including GETT, MANA, MIMA, Monocacy NB (MONO), and 
SARA, did not have older forest structure compared to surrounding forests. For example, most 
of these parks did not have greater live tree basal area or a greater density of large diameter 
trees. The forests in these battlefield parks tend to occur in small patches and include areas 
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where old fields are transitioning to forest, and this at least partially explains the lack of older 
forest structure compared with matrix forests. Over time, we expect forests in these battlefield 
parks to develop older forest structure. 
Based on a review of species dependent on dead wood in European temperate and 
boreal forests, Müller and Bütler (2010) suggested a minimum of 20–50 m3/ha of CWD volume 
was required to sustain a broad range of dead-wood dependent taxa. Comparing this threshold 
to average CWD volume in park and matrix forests, 90% of the parks in this study exceeded 20 
m3/ha of CWD volume and 30% of parks exceeded 50 m3/ha of CWD volume. In contrast, only 
12% of matrix forests exceeded 20 m3/ha, and no matrix forests exceeded 50 m3/ha of CWD.   
 Work by Guénette and Villard (2005) estimated that a minimum density of 80 stems/ha 
of large diameter (≥ 30 cm DBH) trees was required to support a broad range of late-seral bird 
species. A similar study on brown creeper (Certhis americana) habitat requirements suggested 
a minimum density of 127 stems/ha of large diameter trees (Poulin et al. 2008). In our study, 
92% of parks had an average density that met the minimum density of 80 large diameter 
trees/ha for late-seral bird species, and 44% of park forests met the greater density 
requirement of 127 large diameter trees/ha for brown creepers. In contrast, average density in 
only 66% of matrix forests met the density requirements for late-seral bird species and only 6% 
of matrix forests met the greater density requirement for brown creepers. Although these 
results suggest that the structure of park forests may be sufficient to support many species 
dependent on dead wood and large trees, important structural components that are slow to 
develop in forests may still be lacking in parks, such as the large diameter down logs required 
by American martens (Martes americana) for den and resting sites (Chapin et al. 1997). 
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While the thresholds we presented for large diameter trees and CWD volume may not 
be directly applicable to all of the forest types in this study, they at least suggest that the 
differences between park and matrix forests are ecologically significant. Additionally, guidelines 
such as those presented in Müller and Bütler (2010) are lacking for eastern US forests, 
particularly for the oak/hickory forests common in the southern part of this study. Many of the 
I&M networks that are monitoring park forests also monitor breeding landbirds (e.g., ERMN, 
GLKN, MIDN, NETN, and NCRN), providing a unique opportunity for future research to examine 
how forest structure influences bird communities in parks, and to assess whether forest 
structure in parks is adequate to support bird species dependent on older forests. 
 An important caveat for the CWD volume metric relates to sample size in the USFS-FIA 
data. Tree density and basal area metrics, which occur in Phase 2 USFS-FIA plots, typically 
included several hundred to thousands of USFS-FIA plots per forest matrix for this analysis. In 
contrast, CWD has traditionally only been measured on Phase 3 USFS-FIA plots, and some 
matrix forests had as few as three Phase 3 plots to represent matrix forests. USFS-FIA has 
recently started collecting CWD data in Phase 2 plots (US Forest Service 2015b), and this will 
greatly improve the ability to estimate levels of CWD on the landscape. Small sample size in a 
few parks (e.g., Booker T. Washington NMo (BOWA), George Washington Birthplace NMo 
(GEWA), Sagamore Hill NHS (SAHI), Thomas Stone NHS (THST), and Wolf Trap Park for the 
Performing Arts (WOTR)) may have resulted in low power to detect differences between these 
parks and matrix forests for CWD and other metrics. These parks also tended to have fairly wide 
error bars across the metrics due to high variability and small sample size.    
 
57 
 
Management Recommendations 
 Based on the results of this study, we propose several important management 
recommendations. First, given that park forests harbor structural features (e.g., large trees and 
large CWD volume) that are otherwise deficient on the landscape, their continued protection 
and development is valuable beyond the boundaries of the park. Park forests also represent 
some of the few areas in the eastern US that are largely under natural disturbance regimes. This 
offers a unique opportunity to track long-term forest development and natural processes in the 
absence of timber harvesting over a range of forest types in the region. We therefore 
recommend that park managers continue to allow for natural disturbances and the 
development of older structure in park forests despite potential outside pressure from the 
public or other park decision makers to “clean up” the forest after disturbances such as wind-
throw or ice storms. Second, long-term maintenance of regional biodiversity, particularly 
related to species dependent on older forest habitat, will require changes in how matrix forests 
are managed. Throughout the study area, matrix forests lacked the minimum requirements for 
dead wood and large trees to maintain species dependent on this structure, whereas parks 
often exceeded the minimum requirements. Long-term maintenance of regional biodiversity 
will likely require increases in older forest structure in the matrix. This is particularly true for the 
northern Great Lakes region. Despite having the greatest proportions of forest in the 
surrounding matrix, the matrix forests for GRPO, ISRO and VOYA had the lowest densities of live 
trees ≥ 30 cm DBH, and CWD volume and large snag densities were considerably lower in the 
matrix forests than the corresponding parks. We encourage park staff to include the 
widespread need to increase older forest structure across the region in their outreach to the 
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public and stakeholders, and to work with local landowners and nearby state and federal land 
managers to increase older forest structure and connectivity of matrix forests. 
 In Revisiting Leopold: Resource Stewardship in National Parks, the NPS proposed that 
national parks be leaders in conservation by protecting core sites of biodiversity and ecological 
processes (Colwell et al. 2012). The results of our study are consistent with this objective, as 
eastern parks provide core sites of older forest structure that are otherwise deficient on the 
landscape. In Revisiting Leopold, NPS also recognized that parks are part of a larger landscape, 
and that ecosystem health and connectivity across the matrix are essential for ecosystem 
resilience and maintenance of biodiversity in parks (Colwell et al. 2012). Our results underscore 
the need to take larger regional approaches to resource management. As the NPS moves into 
its next century of land preservation, we encourage managers to consider parks an important 
component of a larger regional effort to preserve biodiversity and ecosystem processes. The 
data collected by the NPS I&M programs will continue to provide important information and 
guidance towards these regional conservation efforts. 
Conclusions 
 Overall results of this study indicate that regardless of size or type of park, forests in 
national parks across the eastern US are distinct from their surrounding matrix, and represent 
regionally significant areas of forest structure characteristic of older forests. Our study is the 
first to compare forest structure in protected lands with the surrounding forest matrix over 
such a large area of the US, and is only possible because of the 10+ years of data that are now 
publicly available from USFS-FIA and NPS I&M. As eastern forests respond to climate change  
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and other stressors, the trends captured by long-term monitoring in eastern national parks will 
continue to provide valuable insights into forest dynamics and important guidance for land 
managers. 
 
60 
 
CHAPTER 3 
EASTERN NATIONAL PARKS PROTECT GREATER TREE SPECIES DIVERSITY THAN UNPROTECTED 
MATRIX FORESTS 
Abstract 
 Decline in tree species diversity is a widespread trend in eastern US forests, with 
implications for ecosystem functions and services, biodiversity and vulnerability to climate 
change and other stressors. While some impacts on diversity are widespread such as forest 
pests, forest management practices vary across the landscape. For example, forests in US 
national parks are managed to promote ecological integrity, develop under natural disturbance 
regimes, and are largely protected from timber harvesting. In this study we compared forests in 
39 eastern US national parks with surrounding matrix forests to assess whether forest 
protection has led to differences in tree diversity patterns in parks. We calculated multiple 
alpha and beta diversity metrics using tree stem data. We examined alpha diversity metrics at 
the scale of the 7.31 m radius subplot and for an equal number of individuals, and examined 
beta diversity at multiple scales. This is the first study to compare tree diversity in protected 
lands with the surrounding forest matrix over such a large area of the US, and is only possible 
because of the 10+ years of data that are publicly available from US Forest Service (USFS) Forest 
Inventory and Analysis (FIA) and the National Park Service (NPS) Inventory and Monitoring 
(I&M) programs. Overall, results indicated that park forests have consistently greater alpha 
diversity. Park forests have higher tree species richness, particularly after the influence of the 
number of individuals was removed. Park forests also consistently had higher Shannon 
Evenness, lower McNaughton Dominance, and higher percentage of rare species. Beta diversity 
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analyses also suggest that parks were less homogenous across sites, although results are 
exploratory due to differences in scale and small sample size. While a number of studies have 
documented higher diversity in protected areas, few studies have examined multiple diversity 
metrics or covered the large area of our study. Combining these results with a previous study, 
which found parks to have consistently greater structural complexity than surrounding forests, 
park forests may respond differently and potentially be more resilient to climate change and 
other stressors than unprotected forests, as there is a greater chance that some of the tree 
species or size cohorts present will persist through climate change. Continued monitoring is 
important to determine how forests respond to climate change and other stressors, and 
whether specific management actions, such as protecting more forests, translocating species, 
or altering management practices, are necessary to maintain forest biodiversity and function.  
Introduction 
Decline in tree species diversity at both local and regional scales is a widespread trend in 
eastern US forests (Schulte et al. 2007; Shields et al. 2007; Amatangelo et al. 2011; Nuttle et al. 
2013; Thompson et al. 2013). Introductions of exotic pests and pathogens have resulted in 
direct loss of multiple tree species once common to the eastern forest, including American 
chestnut (Castanea dentata) and American elm (Ulmus americana) (Ellison et al. 2005; Loo 
2009). More recently, hemlock woolly adelgid (Adelges tsugae) has caused widespread decline 
and mortality of eastern hemlock (Tsuga canadensis) throughout much of its range (Vose et al. 
2013). Additionally, emerald ash borer (Agrilus planipennis) is causing extensive mortality of ash 
species (Fraxinus spp.), functionally removing ash as a component of eastern forests within the 
continually expanding range of infestation (Flower et al. 2013).  
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Tree diversity has also been impacted by an overabundance of deer throughout the 
eastern US (Matonis et al. 2011; Nuttle et al. 2013; Côte et al. 2014). In the Great Lakes region, 
elevated deer browse pressure has severely impacted conifer regeneration, particularly for 
northern white cedar (Thuja occidentalis), eastern hemlock (Tsuga canadensis) and eastern 
white pine (Pinus strobus), leading to a loss of conifer species in the canopy and increased 
homogeneity in regional forest composition (Rooney and Waller 2003; Côte et al. 2004; Salk et 
al. 2011; White 2012). Reduced tree diversity has also been documented in the mid-Atlantic 
and Midwest regions, where forests once dominated by multiple species of oak (Quercus spp.) 
and hickory (Carya spp.) are being replaced primarily by American beech (Fagus grandifolia) 
and red maple (Acer rubrum) (Nowacki and Abrams 2008; Nuttle et al. 2013). Termed 
‘mesophication’, this pattern is widespread, with the combined impacts of fire suppression, 
deer overabundance, altered disturbance regimes and climate change considered the likely 
causes (Nowacki and Abrams 2008; McEwan et al. 2011; Brose et al. 2013).  
In eastern forests, such as oak-hickory and northern hardwood forests, stand-replacing 
disturbances are infrequent natural disturbances, with the composition in these forests driven 
more by frequent low intensity disturbances, environmental gradients and climate under 
natural conditions (Lorimer and White 2003). However, historic patterns of land use and timber 
harvesting  have led to local and regional declines in tree species diversity (Boucher et al. 2009; 
Thompson et al. 2013; Kern et al. 2017). Through centuries of land clearing and timber 
harvesting, northeastern forest composition has become more similar across the region, less 
coupled with climatic factors and environmental gradients, and more dominated by early to 
mid-successional species (Thompson et al. 2013). These patterns have been documented in 
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similar forest communities in the Great Lakes region (Schulte et al. 2007; Hanberry et al. 2012). 
Modern-day harvesting practices can also contribute to patterns of tree diversity (Neuendorff 
et al. 2007; Shields et al. 2007; Boucher et al. 2009; Clark and Covey 2012). For example, 
selection methods in northern hardwood forests have favored sugar maple (Acer saccharum) or 
American beech (Fagus grandifolia) regeneration over species that are less tolerant of shade, 
are sensitive to deer browse or that require exposed mineral soil or coarse woody debris to 
germinate (Nuttle et al.2013; Kern et al. 2017). This has led to an overall decrease in tree 
diversity, including lower species richness and greater dominance of shade tolerant species, 
where applied (Neuendorff et al. 2007; Shields et al. 2007; Bolton and D’Amato 2011; Kern et 
al. 2017). At the other extreme, even-aged management also tends to favor forests dominated 
by a few early successional species, such as quaking aspen (Populus tremuloides) and paper 
birch (Betula papyrifera; Schulte et al. 2005). Conversely, moderate intensity removals, such as 
shelterwood cutting, have been shown to maintain or enhance species diversity compared to 
other harvesting methods (Niese and Strong 1992). 
Higher tree diversity has been associated with greater ecosystem functions and services 
at local (Gamfeldt et al. 2013; Lefcheck et al. 2015) and regional scales (van der Plas et al. 
2016), along with greater site productivity (Paquette and Messier 2011; Vilá et al. 2013), and 
increased diversity of forest flora and fauna (Schmit et al. 2005; Hobson and Bayne 2000; 
Barbier et al. 2008; Sobek et al. 2009). Higher tree diversity can also provide greater forest 
resilience, which is the capacity for ecosystems to absorb disturbance and change while 
maintaining similar ecosystem functions, composition and structure (Elmquist et al.2003; Millar 
et al.2007). For example, higher tree diversity can reduce impacts of insect herbivory (Jactel 
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and Brockerhoff 2007) and moderate the effects of environmental fluctuations (Aussenac et al. 
2016). Moreover, in a changing climate, where species-specific responses are unknown, 
managing forests to promote tree diversity is a commonly suggested strategy for promoting 
forest resilience and adaptive capacity (Millar et al. 2007; D’Amato et al. 2011; Janowiak et al. 
2014). The reasoning for this approach is that diverse forests will likely have a broader range of 
responses to stressors and climate change (i.e., response variability) than less diverse forests, 
and therefore be less vulnerable to rapid state shifts (e.g., conversion to grassland) and/or loss 
in ecosystem function (Millar et al. 2007). Given the importance of tree diversity, current trends 
of decline are of great concern to forest managers and conservationists (Schulte et al. 2007; 
White 2012), and understanding the underlying causes are important to ensure that eastern 
forests remain diverse and able to adapt to climate change and other stressors over time.  
While some impacts on diversity are widespread such as forest pests and pathogens, 
forest management practices vary across the landscape. For example, forests in US national 
parks are managed to promote ecological integrity, develop under natural disturbance regimes, 
and are largely protected from timber harvesting. Recent meta-analyses have found protected 
areas to preserve greater diversity than unprotected areas (Coetzee et al. 2014; Gray et al. 
2015). However these studies only considered species richness and abundance in their 
comparisons, and datasets from eastern US forests were underrepresented or absent in the 
analyses. Data available from the US Forest Service (USFS) Forest Inventory and Analysis (FIA) 
program have been used in a number of studies to examine patterns and drivers of tree 
diversity across the eastern US (Canham and Thomas 2010; Belote et al. 2011; Woodall et al. 
2011; Siefert et al. 2013). However, the majority of forests monitored by USFS-FIA are not 
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reserved from timber production (Oswalt et al. 2014; Miller et al. 2016), and forest 
management may have influenced the diversity patterns that were examined by these studies. 
The 10+ years of data available from the National Park Service (NPS) Inventory and Monitoring 
(I&M) program provide a unique opportunity to examine patterns of tree species diversity in 
forests that are managed for ecological integrity, and compare diversity patterns with 
unprotected forests using USFS-FIA data. Structural differences have already been documented 
between eastern national parks and surrounding unprotected forests, with parks consistently 
having greater structural complexity than surrounding forest lands (Miller et al. 2016). The 
observed structural differences are likely due to differences in management between parks and 
surrounding matrix forests. The question remains whether management differences have also 
influenced tree diversity patterns in park forests compared with surrounding matrix forests.  
In this study we use a similar approach as Miller et al. (2016) to compare forests in 
eastern parks with surrounding matrix forests to assess whether the protection status of parks 
has led to differences in tree diversity patterns, and discuss the implications of observed 
patterns in the context of climate change vulnerability and adaptation. Our analysis 
incorporates multiple metrics of alpha and beta diversity and covers 39 national parks in the 
eastern US. This is the first study to compare tree diversity in protected lands with the 
surrounding forest matrix over such a large area of the US, and is only possible because of the 
10+ years of data that are now publicly available from USFS-FIA and NPS I&M programs.  
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Methods 
NPS Site Selection 
 The parks in this study represented a range of sizes, and included the following 
designations: National Battlefield (NB), National Battlefield Park (NBP), National Historical Park 
(NHP), National Historic Site (NHS), National Memorial (NM), National Military Park (NMP), 
National Monument (NMo), National Park (NP), National Recreation Area (NRA), National River 
(NR), and National Scenic River (NSR; Table 3.1). Parks were located across five NPS I&M 
regional networks (Figure 3.1) and covered multiple forest types, including mid-Atlantic oak-
hickory forests, northern hemlock-hardwood forests, and boreal spruce-fir forests. In contrast 
to many of the large iconic national parks in the western US, which were often set aside to 
protect unique environments, unusual geologic formations and/or expansive scenery, many of 
the parks in the eastern US are cultural parks that were set aside to preserve important 
historical events (e.g., Fort Necessity NB, Gettysburg NMP, Manassas NBP, Saratoga National 
NHP), and/or the homes of important historical figures (e.g., Home of Franklin D. Roosevelt 
NHS, George Washington Birthplace NM, and Booker T. Washington NM). While the land use 
histories prior to park establishment are not well known for all parks in this analysis, where 
known, they typically reflect the patterns of European settlement, land clearing, and 
agricultural abandonment of their region (e.g., National Park Service 2007, 2009a, 2009b, 
2011). This study includes 39 national parks where forest monitoring is currently being 
implemented by the NPS I&M program, and where methods allow for direct comparisons of 
tree density with 7.31 m radius USFS-FIA subplots. 
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Table 3.1. Information on NPS I&M Networks and parks in this tree diversity study. 
Network Code 
Park Area (ha) # Forest Plots 
Total Forest  
Eastern Rivers and Mountains ERMN   
 
 Allegheny Portage Railroad National Historic Site ALPO 503 430 23 
 Bluestone National Scenic River BLUE 1,236 1,144 40 
 Delaware Water Gap National Recreation Area DEWA 22,839 19,313 96 
 Fort Necessity National Battlefield FONE 373 276 20 
 Friendship Hill National Historic Site FRHI 280 224 20 
 Gauley River National Recreation Area GARI 1,930 1,779 40 
 Johnstown Flood National Memorial JOFL 72 23 12 
 New River Gorge National River NERI 21,528 19,615 102 
Mid-Atlantic MIDN   
 
 Appomattox Court House National Historical Park APCO 687 442 28 
 Booker T. Washington National Monument BOWA 100 62 8 
 Fredericksburg & Spotsylvania National Military Park FRSP 3,056 2180 104 
 Gettysburg National Military Park GETT 1,743 548 33 
 Hopewell Furnace National Historic Site HOFU 343 270 16 
 Petersburg National Battlefield PETE 1,092 923 52 
 Richmond National Battlefield Park RICH 819 585 32 
 Valley Forge National Historical Park VAFO 1,395 538 28 
Northeast Coastal and Barrier NCBN   
 
 Colonial National Historical Park COLO 2,219 1,471 48 
 George Washington Birthplace National Monument GEWA 216 87 8 
 Sagamore Hill National Historic Site SAHI 29 17 4 
 Thomas Stone National Historic Site THST 179 123 8 
National Capital Region NCRN   
 
 Antietam National Battlefield ANTI 759 129 12 
 Catoctin Mountain Park CATO 2,282 2,237 49 
 Chesapeake and Ohio Canal National Historical Park CHOH 5,980 4,261 75 
 George Washington Memorial Parkway GWMP 1,661 969 20 
 Harpers Ferry National Historical Park HAFE 1,480 1,091 20 
 Manassas National Battlefield Park MANA 1,727 784 16 
 Monocacy National Battlefield MONO 530 132 14 
 National Capital Parks East NACE 3,088 1,942 47 
 Prince William Forest Park PRWI 5,089 4,899 145 
 Rock Creek Park ROCR 1,061 812 19 
 Wolf Trap Park for the Performing Arts WOTR 43 26 6 
Northeast Temperate NETN   
 
 Acadia National Park ACAD 14,577 8,178 171 
 Marsh-Billings-Rockefeller National Historical Park MABI 223 196 24 
 Minute Man National Historical Park MIMA 391 234 20 
 Morristown National Historical Park MORR 676 626 28 
 Roosevelt-Vanderbilt National Historic Sites ROVA 446 338 40 
 Saint-Gaudens National Historic Site SAGA 80 48 21 
 Saratoga National Historical Park SARA 1,156 687 32 
 Weir Farm National Historic Site WEFA 28 18 10 
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Figure 3.1. Map of national parks and Ecological Subsections included in this study. See Table 
3.1 for full park names. 
 
 For this study, we used the most recent complete set of forest plot surveys for each 
park, which typically was 2013–2016, but ranged from 2011–2016. Because many diversity 
metrics are sensitive to differences in area and/or numbers of individuals (Crawley and Harral 
2001), and to ensure that comparisons between NPS I&M and USFS-FIA forest plots were 
comparable, we only included live trees within 7.31 m radius of the center of each NPS forest 
plot to match the area of a USFS-FIA subplot. Additionally, we only included live trees ≥12.7 cm 
diameter at breast height (DBH) to match USFS-FIA's minimum tree DBH (USFS 2016). For more 
details on NPS I&M sample design and survey methods, refer to network and/or park-specific 
protocols (Comiskey et al. 2009b; Perles et al. 2014; Schmit et al. 2014; and Tierney et al. 2015).     
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Matrix Characterization 
 To characterize the matrix surrounding each park, we included USFS-FIA Phase 2 (i.e. 
ground-sampled) plots that had at least one fully forested and sampled 7.31 m radius subplot 
and that were located in the same ecological subsection as each park (US Forest Service 2015). 
Parks that crossed multiple ecological subsections included USFS-FIA plots from all of the 
ecological subsections crossed by the park to represent their matrix. Ecological Subsections are 
contiguous areas that have the same potential natural vegetation communities due to shared 
geology, topography and climate (ECOMAP 1993). Forests in parks and surrounding lands are 
largely second growth and share similar land-use histories prior to park establishment. 
Therefore, by comparing forest plots in parks with USFS-FIA plots in the same Ecological 
Subsection, observed differences should be primarily due to different management regimes, 
rather than environmental or climatic differences. We used the publicly available fuzzed, 
swapped USFS-FIA plot locations (http://www.fia.fs.fed.us/tools-data/, accessed April 2017), 
and included plot surveys from the most recent population evaluation group for each state that 
were available at the start of this study. The population evaluation groups ranged from 2014–
2015 and included surveys from 2009–2015, depending on the length of survey cycle in each 
state, which ranged from 5 to 7 years. Although the year of observations of plots varied by as 
much as six years, there should be little difference in species composition across the time 
period, as we only examined adult trees which turn over slowly. We downloaded the relevant 
USFS-FIA data tables by state and performed all USFS-FIA data queries directly in R 3.4.0 (R Core 
Team 2017). 
70 
 
 While USFS-FIA plots typically have four subplots, we only included the first (based on 
the subplot order) fully forested and sampled subplot per FIA plot so that subplots from the 
same plot were not sampled together in the same bootstrap iteration (see below). USFS-FIA 
subplots that fell within parks, based on ownership designations, were excluded from the 
analysis because we wanted to explicitly compare the tree diversity in park forests with non-
park (i.e., matrix) forests.   
 To compare alpha diversity metrics between park and matrix forests, we generated a 
sampling distribution for each diversity metric using bootstrapping with replacement across 
1000 replications of randomly selected USFS-FIA subplots within each park’s corresponding 
matrix. To ensure comparisons were compatible between park and matrix forests, each of the 
1000 bootstrap replications selected the same number of USFS-FIA subplots as the number of 
forest plots sampled by the NPS I&M program in the corresponding park. The only exception is 
Acadia National Park (ACAD), where the number of NPS I&M forest plots exceeded the number 
of USFS-FIA plots in the Ecological Subsection (171 forest plots in ACAD vs. 96 USFS-FIA 
subplots). In this case, we selected 50 NPS I&M forest plots in ACAD based on their Generalized 
Random-Tessellation Stratification (GRTS) priority to calculate the means for each diversity 
metric. GRTS is an algorithm that generates a spatially balanced randomized sample of 
locations (Stevens and Olsen 2004), and was used by the NPS I&M networks to determine 
forest plot locations. Selecting the first 50 consecutive forest plots in ACAD based on their GRTS 
priority therefore provided a spatially balanced, representative sample of forest plots in the 
park. We then used 50 as the number of USFS-FIA plots for each bootstrap sample to compare 
with ACAD. We used the bootstrapped USFS-FIA subplot (hereafter referred to as plot) data to 
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generate a sampling distribution of each alpha diversity metric of interest for each park's 
surrounding matrix, and compared the matrix sampling distribution with the corresponding 
mean diversity metric from each park. 
 For comparisons of beta diversity between park and matrix forests, we used the same 
set of USFS-FIA plots from the alpha diversity analysis to represent each park's surrounding 
matrix. However, for the beta diversity analysis, we calculated beta diversity metrics (e.g., 
Jaccard similarity) and distances between all combinations of USFS-FIA plot pairs in each park's 
matrix, rather than bootstrapping a sampling distribution. Finally, to determine how the total 
number of species in each matrix varied and potentially explained diversity patterns, we 
calculated the regional species pool. The regional species pool was represented as the total 
number of tree species that were present across all of the USFS-FIA subplots corresponding to a 
park's matrix to examine how the regional species pool may affect diversity patterns observed 
across the study area (e.g. latitudinal gradients).  
Diversity Metric Calculations 
 Following recommendations by McGill (2011), we calculated five alpha diversity metrics 
for each plot: number of individuals, tree species richness, Shannon Evenness, McNaughton 
Dominance, and Percent Rare N/S (# individuals/# species). We chose these five metrics 
because they quantify different aspects of the species abundance distribution and were found 
by McGill (2011) to be relatively independent of one another (except for richness and number 
of individuals) and high performing metrics even with small sample sizes. Number of individuals 
is the number of live tree stems ≥12.7 cm DBH that were present. Richness is simply the 
number of species present. Shannon Evenness is a measure of how similar relative abundances 
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are among species, with higher values indicating greater diversity (Mauer and McGill 2011). We 
used the BiodiversityR package in R to calculate Shannon Evenness (i.e., Jevenness; Kindt and 
Coe 2005). McNaughton Dominance is the sum of the relative abundance of the two most 
abundant species, with lower values indicating greater diversity (McNaughton and Wolf 1970). 
Percent Rare N/S is the percent of species that have fewer individuals than the abundance of an 
average species on the plot (Maurer and McGill 2011). Higher percent Rare N/S values indicate 
higher diversity, although this metric is best interpreted in combination with the other diversity 
metrics. Shannon Evenness, McNaughton Dominance and Percent Rare N/S all range between 0 
and 1. For a thorough description of each metric and their interpretation, see Box 5.1 in Maurer 
and McGill 2011. Peet (1974) also provides a helpful review of alpha diversity metrics. We 
calculated plot-level alpha diversity metrics including all live trees ≥12.7 cm DBH within the 7.31 
m of plot center for all NPS I&M plots and with USFS-FIA plots in our sample. To remove the 
potential influence of different stem densities (i.e., number of individuals) between park and 
matrix forests, we also calculated alpha diversity metrics for the five live trees that were closest 
to the center of each NPS I&M plot and USFS-FIA plot in our sample. We selected five as the 
number of trees in this part of the analysis to maximize the number of USFS-FIA plots that were 
available for the analysis, while still having enough individuals to calculate diversity metrics. 
 To assess beta diversity of tree species, which is the turnover of species among sites, we 
calculated multiple metrics of similarity between all pairs of NPS I&M plots per park and all 
pairs of USFS-FIA plots per corresponding matrix using all live trees ≥12.7 cm DBH within the 
7.31 m radius plot area. We calculated incidence-based metrics of beta diversity, which treat all 
species equally, and abundance-based metrics of beta diversity, which give higher weight to 
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common species. For incidence-based metrics, we calculated Jaccard and Sørensen similarity 
indices, two commonly used incidence-based beta diversity metrics in plant ecology (Koleff et 
al. 2003; Barwell et al. 2015). We also calculated βSIM, which was derived by Lennon et al. (2003) 
from Simpson’s asymmetric index and found to be a robust incidence-based diversity metric 
that is less influenced by differences in richness between sites than Jaccard and Sørensen 
(Koleff et al. 2003; Barwell et al 2015). For abundance-based beta diversity metrics, we 
calculated βMORISITA and βHORN, which have been shown to be high-performing abundance based 
diversity metrics, such as being insensitive to sample size and differences in species richness 
(Beck et al. 2013; Barwell et al. 2015). For each pair of plots that we calculated similarity 
metrics for, we also calculated the geographic distance between the plots using the 
pointDistance function in the raster package in R (Hijmans 2016). 
Statistical Analysis 
 For the alpha diversity analysis, we calculated the mean for each diversity metric using 
the bootstrapped sampling distribution per matrix and compared it with the mean diversity 
metric in the corresponding park. Our bootstrapping approach avoids issues of unequal sample 
sizes and variance between park and matrix forests that other common approaches, such as t-
tests would have. Uneven sample size is especially important to control for in biodiversity 
metrics, because many metrics like species richness are strongly correlated with sample size 
(Crawley and Harral 2001, McGill 2011). We calculated p-values for each metric by comparing 
the park mean to the empirical cumulative distribution function of the bootstrapped sampling 
distribution in the corresponding matrix, using a two-tailed test. We controlled for multiple 
comparisons by converting p-values to q-values with alpha=0.05 as the Type I error rate (Storey 
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2003; Dabney and Storey 2015) for all park/matrix comparisons per diversity metric. Because 
each park versus matrix comparison was based on the number of forest plots that were located 
in the corresponding park (i.e., varying number of plots between parks), and given the 
sensitivity of diversity metrics to differences in scale, mean diversity metrics were not 
comparable across parks. To account for this and to improve visual interpretation of the 
patterns across parks, we calculated the percent difference in mean diversity between each 
park and matrix pair. Percent difference is dimensionless and therefore more comparable 
across parks. Using this approach, a negative percent difference value indicates that the park 
metric was lower than the matrix, whereas a positive value indicates that the park metric was 
higher than the matrix. This approach assumes that the relationship between diversity metrics 
and number of plots is linear, which may not always be true. However, it should be roughly 
linear in a small region. Additionally, we only used the percent difference to improve visual 
interpretation of the results, not the statistical analysis, which our results and conclusions are 
based on.  
 We assessed beta diversity as a function of the decay in similarity between plots as 
geographic distance increases, where a steeper decay in similarity indicates higher beta 
diversity (Condit et al. 2002, Jurasinski et al. 2009), and therefore lower homogeneity in 
composition among sites. We examined distance decay in similarity at two scales: all 
combinations of plot pairs in each matrix (i.e., full matrix), and only matrix plot pairs that were 
within the range of the maximum distance between plot pairs within a park (i.e., subsetted 
matrix). Both scales included all combinations of plot pairs within a park. Because the maximum 
distance between plot pairs in a few parks was sometimes smaller than the minimum distances 
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between matrix plot pairs, the following parks were removed from the smaller subsetted 
distance decay analysis: Johnstown Flood NM (JOFL), Saint-Gaudens NHS (SAGA), Thomas Stone 
NHS (THST), Weir Farm NHS (WEFA), and Wolf Trap Park for the Performing Arts (WOTR). For 
each park and matrix comparison, we used the diffslope function in the simba package in R 
(Jurasinski and Retzer 2012) to calculate the slope of the log-transformed similarity metric and 
distance for each park and matrix, and to test whether the slope was significantly different 
between each park and corresponding matrix. We log-transformed similarity and 
untransformed distance in the analysis based on findings in Nekola and White (1999) that this 
approach produced the most linear model. Using this model, a significantly steeper slope in one 
dataset indicates higher species turnover at shorter distances and thus higher beta diversity 
than a dataset with a shallower slope (Condit et al. 2002). Note that using the publicly available 
fuzzed USFS-FIA plot locations may add noise to this analysis, but because the fuzzed distances 
and directions are random, this should not affect the overall direction of the results (i.e., 
steeper or shallower slope). All statistical analyses were performed in R 3.4.0 (R Core Team 
2017). 
Results 
Alpha Diversity 
 At the 7.31 m radius plot scale, parks tended to have fewer individuals (i.e., number of 
live stems) per plot than their corresponding matrix (69% of parks; Figure 3.2). At this same 
scale, species richness tended to be higher than matrix forests for 61% of the parks. However, 
given the sensitivity of species richness to number of individuals, the tendency for more trees 
per plot in matrix forests may be obscuring the tendency for parks to have greater richness. 
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Patterns of Shannon evenness were more distinct, with 74% of parks having greater evenness 
of tree species than matrix forests. Despite tending to have fewer individuals per plot, park 
forests also had lower McNaughton Dominance (69% of parks) and higher percent of rare 
species, based on % Rare N/S (61% of parks). There were also slight latitudinal gradients in the 
diversity patterns, with parks at lower latitudes more consistently having higher richness, lower 
McNaughton dominance, and higher percent rare species than parks at higher latitudes. 
Regional species pools were smaller for the more northern parks in this study (Table 3.2), which 
may partially explain the latitudinal gradients observed in the percent rare metrics. In other 
words, northern parks had fewer species in the regional species pool to contribute to diversity 
metrics.    
 Patterns of species richness between park and matrix forests were more distinct after 
controlling for number of individuals by consistently including only the five closest trees to the 
center per plot. At this scale, higher species richness was observed in 77% of parks compared to 
matrix forests (Figure 3.3). Despite including only five trees, park forests still tended to be more 
even in abundance (61% of parks) and had a higher percent of rare species (61% of parks) than 
matrix forests. Park forests were also less dominated than matrix forests, with 74% of parks 
having lower mean McNaughton Dominance than matrix forests. At the scale of five individuals, 
the latitudinal gradient for species richness was not present and the McNaughton Dominance 
latitudinal gradient was much weaker. 
 Taken together, alpha diversity results suggest that, particularly after removing the 
influence of the number of individuals, parks tend to have greater alpha diversity than matrix 
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forests, with higher species richness and a more even, less dominated distribution of 
abundance across species. This pattern was observed in the majority of parks in the analysis, 
but was most consistent in lower latitude parks. Several parks did have lower site-level alpha 
diversity than their surrounding matrix forests, and they were typically the most northern 
parks, including ACAD, Friendship Hill NHS (FRHI), Johnstown Flood NM (JOFL), Marsh-Billings- 
Rockefeller NHP (MABI), Minute-Man NHP (MIMA), Saratoga NHP (SARA) and Weir Farm NHS 
(WEFA). 
Figure 3.2. Percent difference between park and matrix diversity metrics for all live trees within 
7.31 m radius. Metrics include number of individuals, species richness, Shannon Evenness 
(Shan. Even.), McNaughton Dominance (McNa. Domin.), and Percent Rare N/S (% Rare N/S). 
Positive values indicate higher mean values for parks than matrix. Negative values indicate 
lower mean values for parks than matrix. Note that negative values for McNaughton 
Dominance indicate higher diversity. Stars indicate that the difference is significant. Parks are 
ordered from low to high latitude. Metric symbols and colors are consistent with Figure 3.3. 
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Table 3.2. Information on matrix forests surrounding parks in this study. 
Network Park 
# USFS- FIA 
subplots 
Regional 
Species Pool 
ERMN ALPO 237 47 
 BLUE 61 36 
 DEWA 205 46 
 FONE 119 30 
 FRHI 833 73 
 GARI 417 61 
 JOFL 298 47 
 NERI 621 66 
MIDN APCO 274 44 
 BOWA 
274 44 
 FRSP 2015 87 
 GETT 109 51 
 HOFU 109 51 
 PETE 1656 86 
 RICH 769 72 
 VAFO 214 61 
NCBN COLO 1015 75 
 GEWA 246 43 
 SAHI 
36 21 
 THST 86 40 
NCRN ANTI 257 58 
 CATO 177 48 
 CHOH 1321 89 
 GWMP 
241 56 
 HAFE 383 61 
 MANA 50 34 
 MONO 50 34 
 NACE 86 40 
 PRWI 937 71 
 ROCR 191 53 
 WOTR 50 34 
NETN ACAD 96 22 
 MABI 119 30 
 MIMA 205 38 
 MORR 142 57 
 ROVA 
96 39 
 SAGA 119 30 
 SARA 43 36 
 WEFA 248 47 
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Figure 3.3. Percent difference between park and matrix diversity metrics for the 5 closest trees. 
Metrics include species richness, Shannon Evenness (Shan. Even.), McNaughton Dominance 
(McNa. Domin.), and Percent Rare N/S (% Rare N/S). Positive values indicate higher mean 
values for parks than matrix. Negative values indicate lower mean values for parks than matrix. 
Stars indicate that the difference is significant. Parks are ordered from low to high latitude. 
 
Beta Diversity 
 At the full matrix scale, parks usually had steeper slopes of similarity decay with distance 
than matrix forests across all five similarity metrics (Figure 3.4). The beta diversity metrics in 
our study treat shared and unshared species components differently in their calculations. These 
metrics also weigh species differently based on their abundance, with Sørensen, Jaccard, and 
βSIM treating all species equally, and βMORISITA and βHORN giving more weight to abundance 
species. The consistent pattern across all of the metrics in our study therefore provides strong 
evidence that beta diversity differs between park and matrix forests. These results suggest that 
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park forests had higher beta diversity and were less homogenous than matrix forests. Notable 
exceptions to this pattern were parks in the Eastern Rivers and Mountains Network (ERMN), 
including Bluestone NSR (BLUE), New River Gorge NR (NERI), FRHI, Allegheny Portage Railroad 
NHS (ALPO), and Delaware Water Gap NRA (DEWA), which all had a significantly shallower 
slope than their corresponding matrix. 
 
Figure 3.4. Differences in slope of distance decay in similarity between each park and full 
matrix. Red, downward pointing triangles indicate that a park slope is significantly steeper than 
the matrix slope. Blue, upward pointing triangles indicate that a matrix slope is significantly 
steeper than the park slope. Grey circles are not significant. Parks are ordered from low to high 
latitude. 
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These results indicate that the forests in these ERMN parks were potentially more homogenous 
than their corresponding matrix forests.  
 Given that parks in our analysis were considerably smaller in area than their surrounding 
matrix, the patterns of distance decay in similarity could be strongly influenced by the 
differences in scale between park and matrix datasets. After subsetting the matrix datasets to 
only include matrix plot pairs that were within the maximum distance between plot pairs in 
their corresponding park, patterns were less distinct (Figure 3.5). Differences in slopes between 
park and matrix forests tended to be smaller and fewer parks had significantly different slopes 
than matrix forests. These results suggest that at the scale of parks, distance decay in tree 
species similarity does not differ significantly from matrix forests. However, it is unclear if this is 
due to an actual similarity in beta diversity between parks and matrix or a loss of power to 
detect a difference due to a smaller sample and a shorter range of distances over which a decay 
of similarity curve is fit.       
Discussion 
 Parks in our study consistently had higher tree species richness (particularly after 
controlling for the influence of the number of individuals), higher Shannon Evenness, lower 
McNaughton Dominance, and a higher percentage of rare species than surrounding matrix 
forests. Patterns were most consistent for the southern parks in this study. At the full matrix 
scale, parks also consistently had a steeper distance decay in similarity. These results suggest 
that protected areas, such as the national parks in our study, tend to have greater alpha 
diversity of tree species and are potentially less homogenous across sites than unprotected 
forests. Management practices in parks, such as removing invasive species and restoring
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degraded habitats, likely explain some of these diversity patterns, as the matrix forests 
surrounding parks are largely under private ownership (Miller et al. 2016) and less likely to 
receive that level of management. In addition, many of the parks in our study have been 
allowed to develop under natural disturbance regimes and have been protected from timber 
harvesting for many decades to over a century.  
Figure 3.5. Differences in slope of distance decay in similarity between each park and matrix 
that only includes distances between plots represented within parks. Red, downward pointing 
triangles indicate that a park slope is significantly steeper than the matrix slope. Blue, upward 
pointing triangles indicate that a matrix slope is significantly steeper than the park slope. Grey 
circles are not significant. Parks are ordered from low to high latitude. 
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Given that 73% of the forestland in the southern part of our analysis and 40% of the forestland 
in the northern part of our analysis are composed of stands that are less than 60 years old 
(Oswalt et al. 2014), protection from harvesting is likely an important factor in the differences 
we observed between park and matrix forests. However, because we do not have the 
management histories of the matrix forests, we are unable to determine the level of influence 
timber harvesting and the various harvesting methods have on the patterns we observed. 
Similar impacts of forest management on tree diversity have been documented, although they 
typically have focused on species richness (e.g., Clark and Covey 2012), were restricted to a 
specific forest biome (e.g., Boucher et al. 2015), or were only conducted at stand-level scales 
(e.g., Shuler 2004; Neuendorff et al. 2007; Keyser and Loftis 2012). Our study is the first to 
document consistent differences in tree diversity between protected and unprotected forests 
across multiple metrics and scales and while covering multiple forest biomes (e.g., boreal, 
northern hemlock-hardwood, and oak-hickory forests).  
 While most parks followed the pattern of greater alpha diversity than matrix forests, 
there were several parks that consistently had lower alpha diversity than matrix forests, 
including ACAD, FRHI, JOFL, MABI, MIMA, SARA, and WEFA. These tended to be the more 
northern parks in the study, which had also smaller regional species pools than southern parks. 
Future studies to examine the underlying causes of lower site-level diversity in these parks, 
particularly whether they are driven by natural process (e.g., succession) or are the result of 
human-caused stressors (e.g., deer overabundance, fire suppression, etc.), will be important 
information for park managers. These parks may be more vulnerable to climate change and 
other stressors than matrix forests, and could benefit from management strategies that seek to 
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increase species diversity, such as assisted migration of species that may be more adapted to 
climate changes in that park (Millar et al. 2007). Continued monitoring and adaptive 
management will be important to ensure these parks maintain forest diversity and function 
over time.  
 The results from our study demonstrate the value of examining multiple metrics to 
explore patterns of tree diversity including number of individuals, species richness and metrics 
that characterize the shape of the species abundance distribution. For example, at the 7.31 m 
radius plot area, tree species richness patterns were somewhat obscured by the fact that parks 
tended to have fewer trees per plot. However, there were clear differences in other diversity 
metrics, with park forests being less dominated by a few species and having a more even 
abundance distribution across species. Our study also demonstrates the influence that number 
of individuals can have on species richness. We attempted to control for this by using equal plot 
areas and equal number of plots in comparisons between parks and matrix forests, but 
numbers of individuals between parks and matrix forests at the 7.31 m radius plot area still 
varied. After selecting only five individuals per plot, the species richness pattern became 
clearer, with parks having consistently higher richness than matrix forests. Despite only 
including five individuals, patterns of the remaining diversity metrics were consistent with the 
full plot analysis.  
 Results from the beta diversity analysis at the full matrix scale tentatively suggested that 
parks were less homogenous across sites than matrix forests. However, it is important to note 
that our beta diversity results were exploratory, as differences in scale in the full matrix analysis 
and small sample sizes at compatible scales in the subsetted matrix analysis impaired our ability 
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to fully examine patterns of beta diversity between park and matrix forests. Using the real 
USFS-FIA plot locations rather than the fuzzed locations may reveal stronger patterns as well. 
The patterns of beta diversity for parks in Eastern Rivers and Mountains Network (ERMN) also 
warrant further investigation. In contrast to the other regional networks in this analysis, ERMN 
had multiple parks with a shallower slope than their corresponding matrix, suggesting that the 
forests in these parks are more homogenous than matrix forests. Another possibility is that 
environmental gradients in the matrix were not represented in parks. While this is beyond the 
scope of our study, incorporating gradients as covariates, such as elevation or soil type, may 
help determine whether missing environmental gradients explain the homogeneity in ERMN 
park forests. Despite the drawbacks of our beta diversity analysis, this is the first study we are 
aware of that examines how forest protection influences beta diversity. Our results show 
promise for future research on beta diversity in eastern forests, particularly for studies 
conducted at compatible scales and that can incorporate environmental gradients as 
covariates. 
 A number of studies examining the impacts of forest management on tree diversity have 
documented a decoupling of forest composition with local environmental and climatic 
gradients (White 2012; Thompson et al. 2013; Boucher et al. 2015). For example, Thompson et 
al. (2013) found the association between temperature and northeastern tree species 
composition to weaken dramatically between pre-colonial times and current day. While 
Thompson et al. (2013) investigated the influence of land use on the patterns they observed, 
they did not examine whether protected areas responded differently over time. Future studies 
investigating whether tree species composition in protected areas have stronger relationships 
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with environmental and climatic gradients compared with unprotected forests could improve 
predictions for how forests under different management regimes will respond to climate 
change and other stressors.  
 Combining the results of this study with those of Miller et al. (2016), which found parks 
to have consistently greater structural complexity than matrix forests, park forests may respond 
differently to climate change and other stressors than managed forests. Given their greater 
species diversity and structural complexity, park forests may also have greater response 
variability to climate change, as there is a higher chance that at least some of the tree species 
or size cohorts present will persist through climate change (Evans and Perschel 2009; 
Brockerhoff et al. 2017; D'Amato et al. 2011). However, it is important to note that greater 
diversity does not always lead to greater resilience, particularly if functionally equivalent 
species are likely to respond similarly to change (e.g., sensitive to drought). In addition, forests 
with naturally low species diversity, such as jack pine (Pinus banksiana) forests, may be more 
resilient than other forests to disturbance because they are well-adapted for stand-replacing 
fire disturbances (Chapin et al. 2004). We also have yet to compare functional diversity of trees 
in protected and matrix forests, which is another important factor likely to influence forest 
resilience and adaptive capacity (Elmquist et al. 2003). Although many parks contain greater 
tree diversity, invasive species, forest pests, and elevated deer populations are an ongoing 
threat to forest diversity. Management practices that reduce these stressors are important to 
ensure that parks maintain structurally and compositionally diverse forests long term. 
Continued monitoring in protected and matrix forests is also important to determine how 
forests respond to climate change and whether specific management actions, such as 
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protecting more forests, translocating species, or altering management practices, are necessary 
to maintain biodiversity and function of eastern forests. 
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CHAPTER 4 
LAND USE AND LIFE HISTORY LIMIT MIGRATION CAPACITY OF EASTERN TREE SPECIES 
Abstract 
Aim: Temperate tree species overwhelmingly responded to past climate change by migrating 
rather than adapting. However, past climate change did not have the modern human-driven 
patterns of land use and fragmentation, raising questions of whether tree migration will still be 
able to keep pace with climate. Previous studies using coarse grained or randomized landscapes 
suggest that dispersal may be delayed but have not identified outright barriers to migration. 
Here we use real-world fragmented landscapes at the scale of forest stands to assess the 
migration capacity of eastern tree species. 
Location: Eastern United States. 
Timespan: present day to 2100 
Major taxa: Eastern US trees 
Methods: We simulated dispersal over 100 years for fifteen species common to the mid-
Atlantic region and that are predicted to gain suitable habitat in the Northeast. In contrast to 
previous studies, we incorporated greater realism with species-specific life histories and real-
world spatial configurations of anthropogenic land use. We used simulation results to calculate 
dispersal rates for each species and related these to predicted rates of species habitat shift. 
Results: Our simulations suggest land use in the human dominated East-coast corridor slows 
species dispersal rates by 12-40% and may prevent keeping pace with climate. Species most 
impacted by anthropogenic land use were often those with the highest predicted species 
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habitat shifts. Novelly, we identify two major dispersal barriers, the Washington D.C. 
metropolitan area, and central New York, that severely impeded tree migration. 
Main Conclusions: Patterns of anthropogenic land use not only slowed migration but also 
resulted in effective barriers to dispersal. These impacts were exacerbated by tree life histories, 
such as long ages to maturity and narrow dispersal kernels. Without intervention, the migration 
lags predicted here may lead to loss in biodiversity and ecosystem functions as current forest 
species decline, and may contribute to formation of novel communities.   
Introduction 
 Temperate forests provide essential ecosystem services and important economic 
benefits (Scheller & Mladenoff 2005; Iverson et al. 2008; Millar and Stephenson, 2015). 
Identifying forest vulnerabilities to climate change are therefore critical for developing adaptive 
management strategies that minimize losses to ecosystem services and biodiversity as forests 
respond to climate change (Scheller and Mladenoff 2005; Millar and Stephenson 2015). Species 
distribution models (SDM), which are often used to evaluate potential species responses to 
climate change, have predicted major declines of important species, such as Abies balsamea (L.) 
Mill. and Picea rubens Sarg. by the end of the century in the Northeastern United States (US; 
Scheller and Mladenoff 2005; Iverson et al. 2008; Tang and Beckage 2010). In addition, 
broadleaf species, such as Quercus and Carya species, are predicted to gain substantial suitable 
habitat in the Northeastern US (Scheller and Mladenoff 2005; Iverson et al. 2008; Tang and 
Beckage 2010). While SDMs are valuable for assessing potential species vulnerabilities to 
climate change, traditional SDMs fail to address the migration process to arrive at a new 
habitat, including species-specific life history traits (e.g., dispersal ability) that will determine 
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the likelihood of species migrating into the newly suitable habitat (Dawson et al. 2011; Zhu et 
al. 2012; Prasad et al. 2013; Travis et al. 2013). While recently developed modeling approaches 
do incorporate migration into SDMs (e.g., KISSMig; Nobis and Normand 2014), they have yet to 
be applied to the Northeastern US and at the fine resolution of our study. Given the SDM 
predictions for the Northeastern US, and knowing that eastern tree species overwhelmingly 
responded to past climate changes by shifting their distributions (Clark et al. 1998; Corlett and 
Westcott 2013), examining the migration capacity of eastern tree species and identifying 
potential dispersal barriers across the landscape are key to understanding forest vulnerabilities 
to climate change and informing adaptive forest management (Scheller and Mladenoff 2005; 
Prasad et al. 2013; Travis et al. 2013; Rogers et al. 2017).  
 Previous studies have used simulations to examine the role of dispersal and land use on 
species response to climate change, and have consistently predicted migration lags for 
temperate tree species (Prasad et al. 2013; Lazarus and McGill 2014; Snell 2014; Rogers et al. 
2017). However, few studies have incorporated fine-scaled, realistic spatial configurations of 
land use and habitat fragmentation while also covering a large regional scale, nor have studies 
identified regions of intensive anthropogenic land use that represent major dispersal barriers. 
For example, studies have either simulated fine-scale patterns of anthropogenic land use 
(Lazarus and McGill 2014) or used a large grid size (e.g., 800 m to 18 km; Prasad et al. 2013; 
Snell 2014; Rogers et al. 2017), thereby preventing the ability to examine the influence of local 
land use patterns on stand-level tree dispersal across the majority of a species' range. In 
addition, previous work often lacked taxonomic resolution, such as only simulating dispersal for 
a generic species (Lazarus and McGill 2014), using identical dispersal kernels across species 
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(Prasad et al. 2013; Rogers et al. 2017), or focusing on only a few tree species to examine 
migration capacity (Prasad et al. 2013; Snell 2014).  
 In this study, we conducted spatially explicit simulations of tree dispersal over the next 
100 years across the eastern US using species-specific life histories along with current land use 
patterns to assess the migration capacity of fifteen eastern tree species. We selected species 
that are common to the mid-Atlantic region of the US and are predicted to gain significant 
suitable habitat in the Northeastern US, and that range in dispersal modes (e.g., wind and 
animal dispersed), age to maturity (5-25 years), extent of current range, dispersal kernel (Clark 
et al. 1999; Clark et al. 2004; Martínez and González-Taboada 2009), and life form (i.e., conifer 
and broadleaf). We used current range and predicted suitable habitat data from the US Forest 
Service Climate Change Tree Atlas (CCTA; Iverson et al. 2008) to represent current and future 
suitable habitat. While the CCTA current ranges may not capture the full range of each species, 
they are a realistic representation of where species occur, along with the landscape setting 
through which each species must migrate. Future suitable habitat was based on the high 
emissions scenario and average of 3 general circulation models (GCM). We used the 2011 
National Land Cover Database (NLCD 2011; Homer et al. 2015) to characterize the landscape 
conditions that species will disperse through by classifying land use into natural habitat (e.g., 
forest, wetland, etc.) and anthropogenic land use (e.g., human developed and agricultural 
land). This approach assumes that anthropogenic land use configurations will remain the same 
over the 100-year simulation, which is likely an optimistic scenario, as conversion of natural 
land cover to anthropogenic land use has been predicted to increase in the study area over the 
next half century (Ordonez et al. 2014). However, the dispersal function that we used, and 
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limitations in computer processing and virtual memory, only allowed for a single barrier layer. 
Both the CCTA and NLCD 2011 data were rescaled to a 90 m grid size to simulate dispersal and 
impacts of land use within the scale of a forest stand. Dispersal kernels followed fat-tailed 
density functions that incorporate rare long distance dispersal events and that better 
approximate past migration rates and observed seed shadows than Gaussian or exponential 
density functions (Clark et al. 1998; Clark et al. 1999; Bullock et al. 2017). We used a range of 
maximum long distance dispersals (LDD) to approximate the dispersal kernel in our simulations, 
including the commonly reported 1 km and 10 km maximum LDDs (Clark 1998; Clark et al. 1999; 
Nathan et al. 2002; Ordonez and Williams 2013a). We also ran simulations using 50 km as the 
maximum LDD to incorporate nonstandard LDD events that are difficult to detect in field 
studies, but that biogeographical studies of isolated populations indicate are possible and that 
may help explain early Holocene rates of tree migration (Higgins et al. 2003; Lesser and Jackson 
2013). We ran simulations with anthropogenic land use as a dispersal barrier layer, and also ran 
simulations without a dispersal barrier layer as a null model to quantify the effect of land use 
on the migration capacity of each species. We used the simulation results to estimate species 
dispersal rate, and related these results to the predicted rates of species habitat shift by 
calculating the center of gravity (VanDerWal et al. 2012; VanDerWal et al. 2014) of current and 
suitable habitat ranges for each species. We also relate the dispersal rates to predicted rates of 
climate velocity for the study area over the 21st century (Loarie et al. 2009, Hamann et al. 2015) 
to determine how likely migration lags will be for the species in our study. This is the first study 
we are aware of that uses spatially explicit dispersal simulations covering a large area of the 
eastern US, while also using a scale that is consistent with stand-level dispersal and land use 
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patterns and incorporates complex species-specific dispersal kernels. Using this approach our 
main objectives are to 1) determine the migration capacity of eastern tree species, 2) quantify 
impacts of anthropogenic land use on migration capacity, and 3) identify potential dispersal 
barriers on the landscape. 
Methods 
Data Preparation 
 We adapted the MigClim.migration function in the MigClim package (Engler et al. 2013) 
in R (R Core Team 2016) for our dispersal simulations. MigClim is a cell-based model that 
incorporates species-specific dispersal parameters and habitat suitability to simulate dispersal 
across a landscape and over a given time period. The MigClim simulation requires raster files 
that represent current habitat and future suitable habitat, and an optional dispersal barrier 
raster. For our simulations, we used CCTA rasters (Iverson et al. 2008) to represent current and 
future suitable habitat, and the NLCD 2011 raster (Homer et al. 2015) for the dispersal barrier. 
While the CCTA SDMs also included land use predictors, they were incorporated at much larger 
scales than our simulations (20 km vs. 90 m), and were used to identify future suitable habitat, 
rather than modeling the process of tree migration as in our study.   
 We selected species whose furthest northern extent was largely (in most cases entirely) 
within the lower 48 states to avoid niche truncation of the SDMs. We used the CCTA actual 
range (i.e., not the current modeled range) for each species to represent current range, and the 
CCTA average of 3 general circulation models (GCM) for the high emissions scenario (A1FI) to 
represent the future suitable habitat. It is important to note that the CCTA future suitable 
habitat predictions are not based on the most recent Intergovernmental Panel on Climate 
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Change (IPCC) scenario for high emissions (e.g., RCP 6.0; IPCC 2014), and instead used the A1FI 
high emissions scenario (IPCC 2007). However, we are primarily using the CCTA future suitable 
habitat models as potential areas for species to disperse into to examine species-specific 
migration capacity, rather than using the future suitable habitat models to make predictions on 
where species will migrate. The CCTA models are also the basis for many planning efforts for 
climate change adaptation on managed lands (Fisichelli et al. 2014, Janowiak et al. 2017). 
Therefore, we believe the CCTA future suitable habitat predictions are appropriate for the 
purposes of our dispersal simulations. The values of the CCTA rasters are importance values 
(IV), which are based on the relative number of stems and basal area of each species per grid 
cell (Iverson et al. 2008). For the dispersal barrier, we converted the 2011 NLCD to a binary 
dataset with 0 corresponding to natural land cover (land classes 41- Deciduous Forest, 42- 
Evergreen Forest, 43- Mixed Forest, 52- Shrub/Scrub, 90- Woody Wetlands, 95- Emergent 
Herbaceous Wetlands), and 1 corresponding to anthropogenic land cover for the dispersal 
barrier (land classes 11- Open Water, 21- Developed Open Space, 22- Developed Low Intensity, 
23- Developed Medium Intensity, 24- Developed High Intensity, 31- Barren Land, 71- 
Grassland/Herbaceous, 81- Pasture/Hay, 82- Cultivated Crops).  
 MigClim simulations require that every raster has an identical grid size and projection, 
and stores the rasters used during the simulation in virtual memory. For the large spatial 
extents and fine resolution that we used this study, virtual memory was a limiting factor. To 
balance virtual memory limits (32GB of RAM) with spatial extent and resolution, we used a 90 
m grid size for rasters and clipped the rasters to cover the mid-Atlantic region up to central 
New England. We primarily used functions in the raster package (Hijmans 2016) in R to prepare 
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the rasters for the simulation, including projecting the CCTA rasters to match the 2011 NLCD 
raster (Projection: Albers conical equal area, Datum: NAD83), cropping the rasters to a smaller 
area, and reclassifying rasters as binary (i.e. presence/absence). We upscaled (aggregated) and 
summed the binary 2011 NLCD raster from 30 m to 90 m grid size. We then reclassified the 
aggregated raster into binary with cells values ≤ 4.5 classified as 0 for non-barrier (i.e., forest 
land cover) and cells > 4.5 classified as 1 for barrier (i.e., anthropogenic land cover). We 
downscaled (resampled) the CCTA rasters from the original 20 km grid to a 90 m grid using 
binary interpolation. By using the downscaled CCTA current ranges, our simulations may miss 
small isolated populations that exist outside of the CCTA current range, and that may be 
important for quantifying tree migration rates (McLachlan et al. 2005). However many of the 
species in our simulation had isolated populations represented in the current range (e.g., Carya 
glabra, Quercus prinus), allowing us to examine the influence of isolated populations on the 
migration capacity. After downscaling to 90 m grids, we then converted the IV in the CCTA 
rasters to binary using species-specific breakpoints that provided the closest resemblance 
between the range of the original raster and the 90 m resampled raster. For most species, we 
used a breakpoint IV of <0.5 to indicate absent (0) and ≥0.5 to indicate present (1). Exceptions 
include Pinus taeda and Pinus virginiana, which had a breakpoint of 1 for their current range 
due to relatively high IVs near their range boundaries. Species with low IVs near their current 
range boundaries were Quercus falcata, and Nyssa sylvatica, which had breakpoints of 0.25 and 
0.1, respectively. All future suitable habitats used a 0.5 breakpoint, except Nyssa sylvatica 
which used 0.2 as the IV breakpoint for absent and present. 
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Dispersal Simulation 
 The MigClim function simulates dispersal events at user-specified intervals, in our case 
1-year intervals, and up to 99 intervals (i.e., years). The dispersal kernel is a vector of 
probabilities by distance that determines the probability for a source cell to colonize an empty 
cell given the distance between both cells, and conditional on whether the dispersal event 
successfully landed in suitable habitat (i.e., not in a barrier). We adapted the MigClim.migrate 
function to incorporate species-specific dispersal kernels based on the student DT distribution 
(Clark et al. 1999; Clark et al. 2004) or a mixture distribution (Martínez and González-Taboada 
2009) up to 50.040 km (i.e., 556 bins of 90 m distances), rather than the default negative 
exponential distribution up to 450 m (i.e., 5 bins of 90 m distances). In cases where species did 
not have a published dispersal kernel (e.g. Carya tomentosa), we used published dispersal 
kernels for species in the same genus and with a similar life history (e.g. Carya glabra). 
Compared to the default dispersal kernel, the kernels in our study significantly increased time 
required for simulation runs. Using the full dispersal kernel to 50 km required approximately 3-
5 weeks to complete a single run with 99 dispersal steps. To cut down on run time for the 
widest dispersal kernel (50 km LDD), we specified the dispersal kernel probabilities for each 90 
m bin up to 9.990 km (111 bins). We used the same long distance dispersal probability for cells 
from 10-50 km (112-556 bins), which was the sum of probabilities from 10-50 km. This 
approach meant that each distance from 10-50 km had an equal but very low probability of 
dispersal, and resulted in run times of 5-10 days per simulation. For the narrower dispersal 
kernels (1 km and 10 km LDD), we specified the full dispersal kernel probabilities, which took up 
to 24 hours for the 1 km LDD kernel, and 3-5 days for the 10 km LDD kernel. 
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 To simulate dispersal over the next 100 years, we specified the age to maturity, which is 
the time required for a newly dispersed cell to disperse again in the simulation, as the minimum 
age reported for a species to germinate from a seed and mature to produce another seed 
(Burns and Honkala 1990). While the MigClim.migrate function allows propagule production 
potential to increase over time to reflect higher seed production as trees mature, we chose to 
keep the propagule production potential constant to reduce model complexity.  For each 
species, we ran a simulation with anthropogenic land cover as a dispersal barrier, and a null 
model that did not include a dispersal barrier. The barrier dataset was specified as weak, which 
allowed cells to disperse across a barrier cell but did not allow cells to disperse into a barrier 
cell. Finally, we ran separate simulations for 1 km, 10 km and 50 km maximum LDD for each 
species. The MigClim function also includes an option to replicate the simulations. However due 
to the length of time required to run individual simulations, and the disk space required to save 
the results of each simulation (500MB raster file per simulation), we did not replicate the 
simulations. 
Analysis 
 We summarized the simulation results using a combination of raster and vector-based 
approaches. We used the zonal.stats function in spatialEco (Evans 2016) to calculate the 
proportion of suitable habitat that was dispersed into for both the barrier and null model within 
10 km consecutive buffers that extended from 10 km up to 150 km beyond the current species 
range and followed the shape of each species' current range based on the CCTA. We also 
calculated the proportion of suitable habitat that was not dispersed into and that was a 
dispersal barrier using this approach. Results were summarized for all three dispersal kernels 
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(i.e., 1 km, 10 km and 50 km LDD) with barrier and null models, although we focus primarily on 
the 10 km LDD kernel as the most realistic scenario. 
 For species habitat shift, we calculated the center of gravity of the original (i.e. 
uncropped) CCTA rasters for species current and future suitable habitats using the COGravity 
function in SDMTools (VanDerWal et al. 2014). Species habitat shift represented the distance 
between centers of gravity for the current and future suitable habitat, converted to km decade-
1. We calculated the maximum dispersal distance and dispersal rate for each species and for 
both the barrier and null model by first converting the cells colonized in year 99 (i.e. the end) of 
the simulation to points, and measuring the nearest straight-line distance between the points 
and the current range boundary. We then calculated the maximum dispersal distance as the 
maximum distance a point dispersed from the current range boundary. For dispersal rate, we 
calculated the upper 95 percentile of dispersal distances, and then converted this to km 
decade-1. It is important to note that species habitat shift was calculated at a different scale and 
extent than the dispersal rate, and quantifies different processes (i.e., shift in core habitat vs. 
migration at the leading edge). Therefore, care must be taken when making comparisons 
between the two metrics.  For example, a dispersal rate that is equal to or faster than the 
species habitat shift does not mean a species will be able to keep pace with climate change, as 
other factors, such as competition or lack of mycorrhizal associates in the newly dispersed 
habitat may also limit tree migration. However, dispersal rates that are consistently slower than 
species habitat shifts suggest that dispersal limitations could lead to migration lags.  
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Results 
 Migration capacity varied widely among species, although no species filled the majority 
of its predicted newly suitable habitat by the end of the 100-year dispersal simulation for any of 
the dispersal kernels (Figure 4.1). Dispersal rates for the simulations that used a 1 km LDD 
dispersal kernel were especially slow, ranging from 0.2 to 1.0 km decade-1 (Table 4.1), and 
dispersal was largely restricted to the first 10 km beyond current species' ranges (Figure 4.2). 
The impacts of anthropogenic land use were less severe for the 1 km LDD simulations than for 
the wider dispersal kernels (e.g., 10 km and 50 km LDDs), but mostly because dispersal was 
already greatly limited by the narrow kernel. Anthropogenic land use impacts were more 
prevalent in the simulations with the wider dispersal kernels, with an average of 27% slower 
dispersal rates than the null for the 10 km LDD kernel (range: 12-40%) and average of 24% 
slower dispersal rate than the null for 50 km LDD kernel (range 7-42%).  
 Animal-dispersed species with delayed age to maturity and comparatively narrow 
dispersal kernels, such as Quercus spp., Liquidambar styraciflua, and Nyssa sylvatica, had the 
lowest dispersal rates, ranging from 2.1 – 3.4 km decade-1 for 10 km LDD (Table 4.1). These 
simulated dispersal rates were consistently well below predicted species habitat shifts, and 
were consistently slower than null dispersal models, indicating widespread migration lags. 
Results were most extreme for Quercus stellata, and Quercus coccinea, which exhibited species 
habitat shifts over 45 km decade-1 faster than their dispersal rate. In contrast, wind dispersed 
species, such as Pinus virginiana, Pinus taeda, and Liriodendron tulipifera, had relatively early 
ages to maturity, comparatively wider dispersal kernels, and subsequently the highest dispersal 
rates. 
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Figure 4.1. Dispersal maps using 10 km as the maximum long distance dispersal (LDD) for fifteen 
eastern tree species showing current habitat (green), predicted future suitable habitat (yellow), 
and non-forest land use as a barrier (grey). Dispersal steps are broken into 25-year intervals 
(blue).  
 
 
 
Current Habitat 
Dispersal Years 1 - 25 
Dispersal Years 26 - 50 
Dispersal Years 51-75 
Dispersal Years 76-100 
Future Suitable Habitat 
Dispersal Barrier 
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Table 4.1. Species dispersal rate for 1 km, 10 km, and 50 km LDD compared with species habitat 
shift. Max. Dispersal Distance is the maximum distance (in km) that each species dispersed to at 
the end of the dispersal compared to the edge of the current range. Dispersal rate is based on 
the upper 95% distribution of dispersal distances at the end of the dispersal, converted to km 
decade-1. Species habitat shift represents the shift in the center of gravity between the current 
and future suitable habitat, converted to km decade-1.  
 
Max. Dispersal Distance (km)  
 
1 km 10 km 50 km Species 
Habitat Shift 
(km decade-1) Latin Name Barrier Null Barrier Null Barrier Null 
Carya glabra (Mill.) Sweet 3.7 4.1 37.2 38.9 73.7 79.1 16.5 
Carya ovata (Mill.) K. Koch 5.0 5.4 51.2 62.7 98.3 106.7 26.5 
Carya tomentosa (Lam.) Nutt. 3.5 4.0 36.7 38.8 72.4 79.6 15.3 
Ilex opaca Aiton 3.3 3.7 3.2 3.7 3.3 3.6 13.2 
Liquidambar styraciflua L. 3.6 3.9 40.7 47.4 62.7 85.2 15.4 
Liriodendron tulipifera L. 6.4 6.6 49.6 63.7 93.0 136.6 16.0 
Nyssa sylvatica Marshall 3.3 3.6 42.1 48.2 81.8 100.6 9.9 
Pinus taeda L. 6.1 6.5 58.2 72.1 125.5 126.8 15.6 
Pinus virginiana Mill. 11.9 12.3 96.1 145.0 181.7 225.7 13.1 
Quercus alba L. 3.7 2.9 44.7 47.6 66.5 72.6 22.9 
Quercus coccinea Münchh. 2.8 3.0 42.3 47.1 54.2 86.9 49.5 
Quercus falcata Michx. 2.4 2.7 35.4 39.5 62.9 65.3 19.5 
Quercus phellos L. 2.5 2.8 31.8 47.7 44.9 73.6 12.3 
Quercus prinus L. 2.8 2.8 39.9 47.6 71.9 73.1 21.2 
Quercus stellata Wangenh. 2.5 2.9 37.0 38.8 54.1 67.3 54.2 
 Dispersal Rate (km decade-1) 
 1 km 10 km 50 km 
Latin Name Barrier Null Barrier Null Barrier Null 
Carya glabra 0.3 0.3 2.9 3.6 4.3 5.5 
Carya ovata 0.4 0.4 3.9 5.3 6.6 8.0 
Carya tomentosa 0.3 0.3 2.9 3.6 4.4 5.6 
Ilex opaca 0.3 0.3 0.3 0.3 0.3 0.3 
Liquidambar styraciflua 0.3 0.3 2.7 4.3 4.3 5.6 
Liriodendron tulipifera 0.6 0.6 4.0 5.4 7.0 10.1 
Nyssa sylvatica 0.3 0.3 3.2 4.3 4.7 6.3 
Pinus taeda 0.5 0.6 4.1 6.4 8.5 10.0 
Pinus virginiana 1.0 1.1 8.2 13.1 15.2 19.4 
Quercus alba 0.2 0.2 3.4 4.3 4.5 5.5 
Quercus coccinea 0.2 0.2 3.4 4.2 3.7 5.3 
Quercus falcata 0.2 0.2 2.1 3.6 3.2 4.7 
Quercus phellos 0.2 0.2 2.6 4.3 3.2 5.5 
Quercus prinus 0.2 0.2 3.2 4.3 4.4 5.4 
Quercus stellata 0.2 0.2 2.4 3.5 3.0 4.6 
 
102 
 
Figure 4.2. Percent of suitable habitat by 10 km bands from the current range.  Grey is the % 
barrier. Light blue is the % dispersed into using a 1 km LDD. Medium blue is the additional 
habitat dispersed into with a 10 km LDD, and dark blue is the additional habitat dispersed into 
using a 50 km LDD. Yellow is the % of suitable habitat that was not occupied by dispersal using 
50 km LDD or barrier. The black lines are the % of suitable habitat that the null model dispersed 
into using 50 km LDD (solid line), 10 km LDD (dotted line), and 1 km LDD (dashed line). 
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Figure 4.2. Continued. 
 
 
 
Pinus virginiana was the only species in this study with a dispersal rate that exceeded its species 
habitat velocity (15.2 km decade-1 vs. 13.1 km decade-1), but only for the 50 km LDD kernel. 
Pinus taeda and Liriodendron tulipifera had the next highest dispersal rates, at 8.5 km decade-1 
and 7.0 km decade-1 respectively for the 50 km LDD kernel, although dispersal rates were 
considerably slower than species habitat velocities for these two species (Table 4.1).  
 Anthropogenic land use substantially reduced migration capacity for all species, with 
species ranging from 12-40% lower dispersal rates in the 10 km LDD simulations that 
incorporated land use compared with null models without land use (Table 4.1). With the 
exception of Pinus virginiana, high proportions of anthropogenic land use adjacent to the 
current range boundaries impeded species dispersal from the start of the simulation, 
particularly in the 10 km LDD and 50 km LDD simulations. Therefore, the proportion of suitable 
habitat most species dispersed into was typically 20-50% lower within the first 50 km of the 
current range for the model with anthropogenic land use than the null model without 
anthropogenic land use (Figure 4.2). In contrast, Pinus virginiana dispersal was most impeded 
by increases in the proportion of anthropogenic land use starting around 50 km from its current 
range.  
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 Simulations revealed a consistent dispersal barrier that originated around the greater 
Washington, DC metropolitan area and extended into southeastern Pennsylvania and parts of 
New Jersey. Dispersal for species with northern range boundaries that end south of this DC/PA 
dispersal barrier were greatly restricted, with impacts most pronounced for Liquidambar 
styraciflua, Pinus taeda, Quercus phellos, and Quercus falcata (Figure 4.3). A broad east-west 
stretch of anthropogenic land use located in central New York also served as a dispersal barrier 
for the more northern species in this study, including Carya spp., Nyssa sylvatica, and Quercus 
alba (Figure 4.4). However, the impacts of the NY barrier were less extreme, as most species 
that were potentially affected already had populations extending north of the barrier.  
Discussion 
 The dispersal rates for the narrowest dispersal kernel (1 km LDD) were within the ranges 
reported by McLachlan et al. (2005), which estimated considerably slower migration rates (<1 
km decade-1) than pollen reconstructions by identifying cryptic northern refugia using 
molecular markers. If the migration rates estimated by McLachlan et al. (2005) prove accurate, 
then the 1 km LDD simulations in our study suggest that eastern tree migration will be very 
slow, and that translocating populations into new areas and protecting northern refugia of 
species will be essential to avoid widespread losses in biodiversity. 
 Dispersal rates with the 10 km LDD dispersal kernel were more in line with the 1-10 km 
decade-1 rates reported for early Holocene tree migration using pollen reconstructions (Clark et 
al.1998, Ordonez & Williams, 2013a), although dispersal rates were on the low end of that 
range for all but Pinus virginiana. 
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Figure 4.3. Dispersal maps using 10 km as maximum LDD for the four eastern tree species most 
affected by the DC/PA dispersal barrier. The dispersal with barrier results (shades of blue) and 
barrier (grey) are mapped on top of the null dispersal results (shades of red) to demonstrate 
how the configuration of the anthropogenic land use impeded dispersal, and the extent that 
species dispersed in the absence of anthropogenic land use in the null model.      
 
 
 
 
Dispersal in 25 year intervals 
Null Dispersal in 25 year intervals 
Current Habitat 
Future Suitable Habitat 
Dispersal Barrier 
US States 
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Figure 4.4. Dispersal maps using 10 km as maximum LDD for eastern tree species that were 
affected by the central NY dispersal barrier. The dispersal with barrier results (shades of blue) 
and barrier (grey) are mapped on top of the null dispersal results (shades of red) to 
demonstrate how the configuration of the anthropogenic land use impeded dispersal, and the 
extent that species dispersed in the absence of anthropogenic land use in the null model.      
 
 
 Dispersal in 25 year intervals 
Null Dispersal in 25 year intervals 
Current Habitat 
Future Suitable Habitat 
Dispersal Barrier 
US States 
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Dispersal rates for the 10 km LDD simulations were below the range of climate velocity (3.5- 
14.4 km decade-1) predicted for our study area during the 21st century. In addition, species 
habitat shifts in this study (i.e., 9.9-54.2 km decade-1) were often considerably faster than their 
simulated dispersal rates and higher than the rapid range shifts that have recently been 
documented for several terrestrial species (16.9 km decade-1; Chen et al. 2011). Species habitat 
shifts were also higher than estimated rates of climate velocity for the 21st century (3.5-14.4 km 
decade-1) for the eastern US (Loarie et al. 2009; Hamann et al. 2015). While differences in 
calculation methods do not allow for direct comparisons between the Chen et al. (2011) 
reported species shifts, predicted climate velocity, and the species habitat shift and dispersal 
rates observed in our study, the consistently and significantly slower dispersal rates that we 
documented suggest that eastern tree species will likely experience migration lags due to 
dispersal limitations. Given that dispersal rates were 12-40% slower when a dispersal barrier 
was incorporated into the simulations with 10 km LDD, anthropogenic land use is a major driver 
of these dispersal limitations and the resulting migration lag.   
 Results of our study are consistent with others that have suggested that dispersal 
limitations will contribute to migration lags (Clark et al. 1998; Zhu et al. 2012; Prasad et al. 
2013). However, this is the first study to quantify the impacts of anthropogenic land use on 
migration capacity over the majority of each species' range and to identify regional dispersal 
barriers that consistently suppressed dispersal for multiple tree species. Despite documenting 
widespread migration lags and large dispersal barriers, our results are optimistic. For age to 
maturity, we used the minimum time reported in the literature for a germinated seed of each 
species to grow into a mature individual that can produce another seed/dispersal event (Burns 
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and Honkala 1990). Achieving the minimum age to maturity would require a seed to disperse 
into ideal conditions, which is likely to be a rare occurrence, rather than widespread as 
specified in our simulations. In addition, our simulations do not consider competition with 
existing species, which may be less adapted to the changing climate, but may create unsuitable 
conditions for species dispersing into new habitat. Competition with existing species has 
already been posed as a potential factor behind the current lack of migration signal in eastern 
forests (Zhu et al. 2012). In our study, the species with the highest dispersal rates, specifically 
Pinus taeda, Pinus virginiana, and Liriodendron tulipifera, may be most suppressed by the 
conditions they disperse into because they are not tolerant of shade (Burns and Honkala 1990). 
In addition, mycorrhizal strategies and presence/absence of mutualists likely influence tree 
migration dynamics (Lankau et al. 2015), but are not considered in our simulation.  Our 
simulations also assumed that current land use patterns were static over the 100-year dispersal 
period, when in fact, conversion of forest to urban and agricultural land use are predicted to 
increase throughout the region in our study (Ordonez et al. 2014). 
 The low dispersal rates and regional dispersal barriers documented in our study have 
important management implications that require immediate attention to reduce potential 
losses in biodiversity and ecosystem function as northeastern forests respond to climate change 
(Millar and Stephenson 2015). Intervention, such as incorporating tree species (e.g., Quercus 
phellos and Quercus stellata) into urban tree planting initiatives, may help facilitate species 
migration across dispersal barriers. However, managed relocations of species into newly 
suitable habitats may ultimately be necessary to maintain diverse and functioning forests in the 
northeastern US (McLachlan et al. 2007; Williams and Dumroese 2013). Without management 
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intervention, migration lags could lead to declines in biodiversity and ecosystem function 
(Millar and Stephenson 2015), and may contribute to the formation of novel communities as 
northeastern forests respond to climate change (Williams and Jackson 2007; Dawson et al. 
2011; Ordonez and Williams 2013b).  
 While our study focuses on tree species common to the eastern US, the implications, 
particularly the migration impacts caused by major metropolitan and/or agricultural lands that 
are located near species range boundaries, have global relevance. Our results underscore the 
need for forest management and conservation planning to identify and consider the impacts 
that dispersal barriers will have on forest response to climate change, and for adaptive 
management strategies to consider multiple solutions to deal with the likely migration lags that 
will occur in forest ecosystems.   
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CHAPTER 5 
MULTIPLE HUMAN STRESSORS CAUSE MAJOR REGENERATION DEBT  
Abstract 
 The regeneration stage is a critical bottleneck for many organisms. In trees, seemingly 
healthy forests can be at long-term risk due to insufficient juveniles to replace them 
(regeneration failure), or compositional differences between juveniles and adults (regeneration 
mismatch). We propose the term 'regeneration debt' to collectively describe regeneration 
failure and mismatch analogous to extinction debt, and conducted a macroecological analysis of 
regeneration debt and anthropogenic stressors in eastern US forests to demonstrate this 
concept. We identified three distinct regions, with little debt in the north, moderate debt in the 
south, and severe regeneration debt in the central, mid-Atlantic region. Peak levels of multiple 
stressors also corresponded with the mid-Atlantic regeneration debt. The mid-Atlantic 
regeneration debt raises concerns about long-term persistence of these forests, and may also 
impede climate-driven tree migration. Our results demonstrate the importance of regeneration 
debt as an indicator of forest health and adaptive capacity. 
Introduction  
Regeneration, the production and survival of juveniles to ensure replacement of adults, 
is a critical bottleneck life history stage in many organisms. In trees, regeneration is focused on 
germination and growth and survival of seedlings and saplings. Many studies have looked at the 
regeneration niche of trees (Grubb 1977; Grime and Hillier 2000; Nakashizuka 2004; Jackson et 
al. 2009), with canopy gaps and light (Kobe et al. 1995; Niinemets and Valladares 2006), soil and 
forest floor (Collins and Good 1987), moisture (Cavendar-Bares and Bazzaz 2000), temperature 
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(Grubb 1977), and browsers (Côté et al. 2004) all important factors defining the regenerative 
niche. A common finding is that the regeneration niche of juveniles differs from the adults 
(Grubb 1977; Kitajima and Fenner 2000; Cavendar-Bares and Bazzaz 2000), with adult trees able 
to survive a much larger range of conditions (i.e. have a larger niche) than the regeneration 
phase (Grubb 1977, Jackson et al. 2009; Anderson-Teixeira et al. 2013). 
Because of the long lifespans of trees, the regeneration and adult phases are temporally 
separated. A forest can appear healthy for an extended period of time based on a healthy adult 
population, while closer examination of the regeneration layer suggests that the adult 
population is unlikely to be replaced due to a paucity of juveniles (regeneration failure) or that 
the replacing trees will be of completely different species (regeneration mismatch). 
Regenerative mismatch can be adaptive. For example, under climate change where trees will 
need to shift poleward to track their climate niche, the regenerative phase should have a 
composition more skewed to newly arriving species than the adult population (Woodall et al. 
2009; Zhu et al. 2012). Conversely, regeneration failure or mismatch can indicate unhealthy 
ecosystems. Forests experiencing chronic regenerative failure will not likely remain a forest 
over the lifespan of the adults and may convert to non-forest vegetation (Stromayer and 
Warren 1997; Chapin et al. 2004). Regeneration mismatches involving invasive or suboptimal 
(e.g., low canopy) species may still lead to a forest in the future, but it will be a very different 
forest that is indicative of a human-caused change (Rossell et al. 2005; Kain et al. 2011). We 
propose the term 'regeneration debt' to collectively describe regeneration mismatch and 
regeneration failure in analogy to the term extinction debt (Tilman et al. 1994). Extinction debt 
emphasizes that future changes (i.e. extinctions) are committed to occur due to past events 
112 
 
(e.g. habitat loss) even though they have not happened yet (Vellend et al. 2006). Regeneration 
debt captures this same notion in the context of a mismatch in numbers or species between 
adults and juveniles in long-lived organisms. As with extinction debt, regeneration debt may be 
adaptive (e.g., the climate change example above) or indicative of human-caused decline in 
ecosystem health. It is the causes and circumstances (and human norms) that interpret 
regeneration debt as good or bad. But regeneration debt is a basic ecological fact of long-lived 
organisms when the regeneration trajectory points in a direction different from the current 
adult community. Indeed, regeneration debt can often be thought of as a harbinger or “canary 
in the coal mine” early indicator of change (Frelich 2002; Chazdon 2008). 
Humans are simultaneously changing many aspects of the global terrestrial environment 
(Steffen et al. 2007; McGill et al. 2015) including altered nutrient cycles and acidification 
(Vitousek et al. 1997; Gruber and Galloway 2008), changing temperature and moisture 
availability (Loarie et al. 2009; Dai 2012), land use change (Newbold et al. 2015), introduction of 
invasive species and exotic pathogens (Mack et al. 2000), and elevated abundances of insect 
and vertebrate tree herbivores (Logan et al. 2003; Côté et al. 2004). Thus it would not be 
surprising if substantial regeneration debt has been incurred in recent decades. While there is 
often a desire to pin biodiversity changes on a specific human-caused factor, there is also a 
growing literature on the idea that nature is typically robust to a single stressor, and that the 
simultaneous actions of multiple stressors cause the most change in natural systems (Darling 
and Côté 2008; Trumbore et al. 2015). This would suggest that regeneration debts should be 
found most strongly in areas where many anthropogenic stressors are simultaneously 
impacting the system.  
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Although regeneration niche has been extensively studied, there are relatively few 
large-scale macroecological studies of regeneration debt that we are aware of, particularly 
those that examine the influence of multiple stressors on regeneration abundance and 
composition. For example, Russell et al. (2017) documented strong associations between 
stressors and low seedling densities covering a large area of the eastern US forest. However, 
they did not did not consider regeneration mismatch and did not examine regeneration debt in 
a spatially explicit fashion. Several studies have documented a regeneration mismatch in oak-
hickory forests in the eastern US where the juvenile stage favors maples (Acer spp.) and beech 
(Fagus grandifolia) over oaks (Quercus spp.) and hickories (Carya spp.) relative to the adult 
stage (Nowacki and Abrams 2008). Called mesophication, this has variously been attributed to 
changes in fire regimes, 19th- 20th century human disturbances, and deer overabundance 
(Nowacki and Abrams 2008), and potentially climate and land use change (McEwan et al. 2011). 
While mesophication has been documented throughout the eastern oak-hickory forest, the 
spatial extent has yet to be fully described and mesophication studies have not looked at 
regeneration failure. Several studies have looked for adaptive regeneration debt in trees of 
eastern US forests in response to climate change. Zhu and colleagues (2012) looked at range 
boundaries and found that the majority of species showed signs of contracting towards the 
center at both the northern and southern boundary. Zhu and coauthors (2014) found that the 
juvenile regeneration niche was shifted to warmer and wetter climates than the adults and was 
thus inconsistent with climate-change induced migration. Woodall and colleagues (2009) found 
that the mean latitude of juveniles had shifted north relative to adults only in northern tree 
species with no strong signal of change in southern tree species. Fei et al. (2017) found 
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evidence for poleward shifts in northern, but not southern tree species in eastern US forests. 
Overall these studies suggest that widespread adaptive regeneration debt in response to 
climate change is not occurring (except possibly in some northern species). While troubling, 
these results are not indicative of the cause. 
Here we conduct the first large-scale assessment of regeneration debt using temperate 
forests of the eastern US as our study system. This study is spatially explicit in the sense that we 
are looking at how the patterns vary across the region rather than using aggregative statistics 
like species mean latitudes (Woodall et al. 2009), and are examining multiple human stressors 
(e.g. climate change, deer browsing, land use change, invasive tree species) in combination. We 
are also examining a suite of species simultaneously by taking a community-level approach 
rather than a species-range approach. This will allow us to identify regions with or without 
regeneration debt and putatively (i.e. at a correlational level) see which and how many 
anthropogenic stressors are causing these patterns. 
Methods 
Data Preparation 
 Using the publicly available fuzzed, swapped plot locations from the US Forest Service- 
Forest Inventory and Analysis (USFS-FIA) program, we compiled seedling, sapling, tree and 
stand data for 18 eastern US states (http://www.fia.fs.fed.us/tools-data/, accessed November 
2017). We used data from Phase 2 plots that were inventoried during the most recent 
evaluation period for each state (range: 2009-2016). Seedling and sapling data are collected in 
four 2.07-m radius microplots per plot, and trees are sampled in four 7.31 m radius subplots 
(US Forest Service 2017). Seedlings are <2.54 cm diameter at breast height (DBH) and ≥30.48 
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cm tall for deciduous species (≥15.24 cm tall for conifers). Saplings are ≥2.54 cm DBH and <12.7 
cm DBH. Trees are are ≥12.7 cm DBH. For regeneration abundance, we summed the number of 
seedling and sapling stems per plot that had at least one sampled forest condition and 
microplot and converted this to standard density units (e.g., number of stems/m2), based on 
the area sampled in each microplot. We compiled all of the data and conducted all analyses in R 
(R Core Team 2017). 
 For the similarity analyses, which are sensitive to scale (Lennon et al. 2001), we only 
included USFS-FIA plots with four fully sampled subplots and microplots. For each plot, we 
calculated Sørensen and Horn similarity between seedling and tree composition and sapling 
and tree composition. Sørensen is an incidence-based similarity metric, and Horn is an 
abundance-based similarity metric. Calculating multiple similarity metrics can show how robust 
patterns are, as each metric treats abundance and shared vs. unmatched species components 
of similarity differently (Lennon et al. 2001; Koleff et al. 2003).  
 We compiled additional variables from the USFS-FIA database to consider for model 
selection. We calculated plot-level relative abundance by species or species group (e.g., invasive 
trees) based on stem density within each life stage (i.e., seedlings, saplings, or trees), and 
calculated relative tree basal area. Species groups included tree genera (e.g., Quercus, Pinus), 
low canopy trees, and invasive tree species. We considered red maple and sugar maple (Acer 
saccharum) separately and together as the maple group during model selection. Low canopy 
trees, such as pawpaw (Asimina triloba), and striped maple (Acer pensylvanicum), are species 
that can reach tree diameter size (i.e., >12.7 cm DBH), but rarely reach the height of the 
canopy. We included the low canopy group because stressors can lead to increases in their 
116 
 
abundance and alter forest structure (Kain et al. 2011). Both low canopy and invasive species 
were based on growth habit and nativity listed in the USFS-FIA reference plant dictionary.  
 We calculated average percent cover of invasive species on each USFS-FIA plot with an 
Invasive Subplot Status code of 1 (sampled for invasive species) or 2 (sampled, but none 
present). We included stand size code, which classifies stands into large diameter (code=1), 
medium diameter (code=2), small diameter (code=3), or non-stocked stands (code =5), and 
converted the non-stocked stand code to 4 for easier analysis. We calculated plot-level canopy 
cover by averaging canopy cover across subplots with sampled forest conditions, and weighted 
cover by area of forest sampled within each subplot. Starting in 2012, states in the Northern 
Research Station began assessing deer browse impacts on a scale of 1 to 5, with 1 being 
unnaturally low (i.e. in a deer exclosure) and 5 being very high (e.g. clear browse line; US Forest 
Service 2017). We summarized the deer browse impact data to visually assess how it related to 
patterns of regeneration. However, because this metric was not assessed for the five Southern 
Research Station states in our study, we did not include this metric in the analyses we present 
here. 
 We used coarse deer density estimates compiled by the 2009 Quality Deer Management 
Association (QDMA) Annual Report (QDMA 2009) for years 2001-2005, and was digitized by 
Walters et al. (2016). Categories of deer densities in the QDMA report were 1) rare, absent or 
urban area with unknown population, 2) <5.8 deer/km2, 3) 5.8 – 11.6 deer/km2, 4) 11.6 – 17.4 
deer/km2, and 5) >17.4 deer/km2. For our analysis, we converted the original categories of 2-5 
to an index of 1-4, and excluded the 'rare, absent, or urban area with unknown population' 
category. We extracted the deer density estimate for each USFS-FIA plot in our study where 
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data were available. Note that the QDMA report does not include deer density estimates for 
Washington, D.C. 
 We used the 2011 National Land Cover Database (NLCD 2011; Homer et al. 2015) to 
examine the influence of land use on regeneration. We reclassified the 2011 NLCD to human 
modified (1) and natural land cover (0) at the original 30 m resolution using the raster package 
in R (Hijmans 2017). We then aggregated to 300 m grid size and calculated the proportion of 
each cell in human modified land cover. Human modified land cover included Developed 
(classes 21-24), Grassland/Herbaceous (class 71), and Planted/Cultivated (classes 81-82) lands. 
All other land covers were classified as natural.  
 To examine the influence of climate change on regeneration, we used the prism R 
package to download PRISM annual maximum temperature and monthly precipitation data for 
years spanning 1911-1940, and the most recent 30-year normals (1980-2010; Hart and Bell 
2015; PRISM Climate Group 2017). We chose the 1911-1940 period to represent a time that 
was largely uninfluenced by human-caused climate change, and that coincided with high oak 
recruitment (McEwan et al. 2011). For each 30-year period, we summed the total 
spring/summer (i.e., April to September) precipitation by year and averaged by period. For 
maximum temperature, we calculated the average maximum temperature for each period. 
Finally, we calculated the percent change between the early and current periods to represent 
climate change that has already happened. We used maximum temperature and 
spring/summer precipitation, because they are important measures of drought stress (McEwan 
et al. 2011).   
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 To help with visual interpretation of results, we used the spatstat R package to create 
smoothed rasters of the point data with a 10 km bandwidth and Gaussian kernel (Baddeley et 
al. 2015). We chose the 10 km bandwidth, because it allowed for the most spatial coverage 
while not over simplifying the patterns in the data. For the spatial regressions, we used the 
original plot locations, along with the data collected at the plot locations (e.g., stand size code). 
The only exception was the average percent cover of invasive plants, which was only available 
for a subset of the USFS-FIA plots in our analysis due to differences in regional implementation 
and recent USFS-FIA protocol changes. For this metric, we extracted the average percent cover 
of invasive plants from the kernel smoothed raster. We also extracted the percent of human 
modified land cover and the percent change in maximum temperature and spring/summer 
precipitation for each plot in the analysis, although these rasters were not smoothed. All spatial 
data were projected in Albers conical equal area with NAD83 datum. 
Statistical Analysis 
 We used model selection, based on the lowest Akaike information criteria (AIC), in 
ordinary least squares (OLS) to find the best models to predict regeneration metrics. Using OLS, 
we modeled seedling density, sapling density, and similarity for seedling versus canopy and 
sapling versus canopy. For the seedling and sapling density models, we only included relative 
abundance of species groups for the adult trees, because our primary concern was stressors 
and factors influencing seedling densities, rather than regeneration composition. For the 
similarity models we included seedling and sapling relative abundance by species groups in 
their respective models (i.e., only included seedling relative abundance in seedling similarity 
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model), because we were interested in associations between regeneration composition and 
similarity.  
 We square root transformed the seedling and sapling densities and logit transformed 
similarity metrics to meet OLS model assumptions. Every model had evidence of spatial 
autocorrelation, based on variograms, Moran's I, and spatial residual plots. Accounting for 
spatial autocorrelation added considerable complexity to our models, particularly given the 
geographic extent and sample size of our study, which initially included 29,512 plots for 
regeneration densities, and 18,420 plots for similarity analyses. Due to computational 
limitations, we scaled back the models to cover our primary area of interest, which is the mid-
Atlantic region through which species predicted to gain suitable habitat in the northeast must 
migrate (Iverson et al. 2008). The scaled back area included 10,882 plots for the regeneration 
density models, and 6,481 plots for the similarity models. Generalised Least Squares (GLS), 
which specifies a variance-covariance structure that is weighted by distance (Dormann et al. 
2007), was too computationally complex to model (i.e., a single model ran for over a week 
without completing) even with a high end computer (e.g. 32 GB of RAM, 2.80 GHz quad core 
processor). We instead used conditional autoregressive (CAR) regression, which addresses 
spatial autocorrelation by estimating the response variable as a function of the response values 
within a specified neighborhood of points (Dormann et al. 2007). We used AIC to determine the 
best neighborhood structure, which 20 km with row standardized weights. We also 
standardized predictor variables to determine the degree of influence that the predictor 
variables had on the response in each model.  
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Results 
Seedling Densities 
 Seedling densities varied considerably across the study area, with very high seedling 
densities in the northern portion of our study, and a roughly contiguous area of very low 
seedling density from northern Virginia up through Massachusetts (Figure 5.1A). The best CAR 
regression model of seedling density included metrics of climate change, stressors, 
composition, and stand characteristics (Nagelkerke Pseudo-R2=0.129, Table 5.1). Seedling 
density was negatively associated with percent maximum temperature change and positively 
associated with percent precipitation change. Human modified land cover, average percent 
cover of invasive plants, and deer density were negatively associated with seedling density. 
These stressors also show strong spatial overlap with each other and with areas of low seedling 
densities (Figure 5.2). Based on the stand size code, smaller diameter forests tended to have 
higher seedling densities. Seedling density also consistently increased with canopy cover, and 
was positively associated with tree relative abundance for beech, oak, and pine. Areas where 
relative tree abundance was high for beech, oak or pine species groups had little spatial overlap 
(Figure 5.3).   
Sapling Densities 
 Similar to seedling densities, sapling densities were highest in the northern portion of 
our study, and very low along the Atlantic coast from northern Virginia up through 
Massachusetts (Figure 5.1B). However, the area covered by very low sapling densities was more 
extensive than seedlings. CAR regression results were similar to the seedling density results and 
had a Nagelkerke Pseudo-R2 of 0.162 (Table 5.1). The main difference between the sapling and
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Figure 5.1. Kernel smoothed maps of tree regeneration densities (stems/m2), including seedling 
stem densities (top) and sapling stem densities (bottom). The area used in CAR regression 
analysis is outlined in black.  
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seedling density model was that climate change variables were less important for sapling 
density, with only percent precipitation change included in the best model and with a relatively 
small negative coefficient. Human modified land cover and average percent cover of invasive 
plants were both negatively associated with sapling density. Deer density had a negative impact 
on sapling density, although the coefficient was relatively small compared to the other 
predictors in the model.  
 
Table 5.1. CAR regression results with standardized coefficients for seedling and sapling stem 
densities. Predictors that were not included in the best model for each response variable are 
indicted by (---). Both spring/summer precipitation (% Precip. change) and maximum 
temperature change (% Max. temp. change) metrics calculated change between 1911:1940 and 
1980:2010.  % Human mod. is the % of human modified land cover within 300 m grid. % 
Invasive cover is the average percent cover of invasive plant species, and includes all vascular 
species considered invasive by USFS-FIA. RA is the relative abundance of tree species within a 
strata. Coefficients in italics are significant at p<0.05. 
  
 
Seedling Density 
(stems/m2)  
Sapling Density 
(stems/m2) 
Predictor Coef. SE Coef. SE 
Intercept 0.534 0.011 0.255 0.004 
% Max. temp change -0.055 0.010 --- --- 
% Precip. change 0.018 0.009 -0.011 0.003 
% Human mod.  -0.015 0.004 -0.008 0.002 
% Invasive cover -0.029 0.007 -0.013 0.003 
Deer density (QDMA) -0.023 0.007 -0.007 0.003 
% Tree RA: Beech 0.045 0.004 0.007 0.002 
% Tree RA: Maple --- --- -0.005 0.002 
% Tree RA: Oak 0.043 0.004 0.011 0.002 
% Tree RA: Pine 0.038 0.004 0.020 0.002 
% Canopy cover 0.028 0.004 0.040 0.002 
Stand size code 0.011 0.004 0.042 0.002 
Nagelkerke Pseudo-R2 0.129 0.162 
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Figure 5.2. Stressors most associated with regeneration abundance in the CAR regression 
models, with areas of exceptionally low seedling densities overlaid on maps.  
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Figure 5.3. Kernel smoothed relative abundance of seedling, sapling and tree species groups 
that were important predictors for CAR regression models. Acer group only includes A. rubrum 
and A. saccharum.  
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 As with seedling density, forest characteristics and canopy composition were important 
predictors of sapling density. Smaller diameter forests tended to have higher sapling densities, 
and sapling density increased with canopy cover. Sapling density was also positively associated 
with higher beech, oak, and pine tree relative abundance and negatively associated with maple 
tree relative abundance.  
Seedling versus Tree Similarity 
 Patterns of similarity between seedlings and trees consistently showed an area of high 
similarity in the northern region of our study area (Figure 5.4). Similarity was lowest in the mid-
Atlantic states, particularly around the metropolitan area spanning central New Jersey south 
through Washington, D.C. The pattern of dissimilarity was stronger for the Horn metric, which 
gives more weight to abundant species, than the Sørensen metric, which weighs each species 
equally.   
 CAR regressions were similar across the two similarity metrics, with predictors related to 
composition consistently more important than climate change and stressors (Table 5.2). The 
Horn models explained more variance than the Sørensen models, with Nagelkerke Pseudo-R2 
values of 0.257 for Horn similarity and 0.121 for Sørensen similarity. Both Sørensen and Horn 
similarities were negatively correlated with relative abundance of beech and low canopy 
species in the seedling layer, and positively associated with maple, oak, and pine relative 
abundance in the seedling layer. Percent maximum temperature change was positively 
associated with Horn similarity but was not important in the Sørensen model. Deer density only 
had a significant negative effect on Sørensen similarity. 
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Figure 5.4. Kernel smoothed Sorensen (left) and Horn (right) similarity for seedlings versus tree 
(top) and saplings versus tree (bottom). 
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Table 5.2. CAR regression results with standardized coefficients for seedling versus tree and 
sapling versus tree similarity metrics. Predictors that were not included in the best model for a 
given response variable are indicted by (---). Maximum temperature change (% Max. temp. 
change) calculated change between 1911:1940 and 1980:2010.  RA is the relative abundance of 
tree species within a given stratum. Coefficients in italics are significant at p<0.05.  
 
  
Seedling versus Tree Similarity Sapling versus Tree Similarity 
Sorensen Horn Sorensen Horn 
Predictor Coef. SE Coef. SE Coef. SE Coef. SE 
Intercept -0.678 0.020 -1.127 0.020 -0.714 0.017 -0.663 0.021 
% Max. temp. change --- --- 0.096 0.020 0.073 0.017 0.088 0.021 
Deer density (QDMA) -0.056 0.019 --- --- --- --- --- --- 
% Regen. RA: beech -0.126 0.021 -0.191 0.023 --- --- -0.188 0.024 
% Regen. RA: Invasive -0.059 0.015 --- --- -0.067 0.015 -0.069 0.018 
% Regen. RA: low canopy -0.252 0.017 -0.359 0.019 -0.256 0.016 -0.419 0.020 
% Regen. RA: maple 0.146 0.016 0.289 0.018 0.135 0.016 0.331 0.021 
% Regen. RA: oak 0.151 0.018 0.269 0.020 0.084 0.016 0.153 0.020 
% Regen. RA: pine 0.050 0.017 0.246 0.019 0.151 0.016 0.404 0.022 
% Tree RA: beech 0.194 0.019 0.523 0.021 0.079 0.016 0.300 0.023 
% Tree RA: hickory --- --- --- --- -0.083 0.015 -0.093 0.019 
% Tree RA: oak -0.042 0.018 -0.098 0.020 -0.140 0.016 -0.388 0.021 
% Tree RA: pine -0.183 0.018 -0.284 0.020 --- --- -0.308 0.023 
Stand size code --- --- --- --- 0.186 0.016 0.166 0.020 
% canopy cover --- --- --- --- 0.092 0.016 0.085 0.020 
Nagelkerke Pseudo-R2 0.121 0.257 0.155 0.276 
 
Given that Horn similarity is focused on the abundant species and Sørensen treats all species 
equally, the differences between the two similarity models could indicate that high deer 
densities impact composition of the less abundant species more than the abundant species of 
seedlings. Conversely, increases in maximum temperature may be favoring conspecific 
regeneration of the most abundant species. 
 In contrast to relative abundance of seedlings, relative tree abundance of oak and pine 
were both negatively associated with Sørensen and Horn similarity. These results suggest that 
where oak and pine are abundant as seedlings, they tend to also be abundant in the canopy. 
However, forests that are dominated by oak and pine in the canopy tend to differ 
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compositionally in the seedling layer. The opposite pattern was true for beech. Relative tree 
abundance of beech was strongly positively associated with both similarity metrics, indicating 
that beech forests tend to also have beech-dominated seedling layers. However, high relative 
abundance of beech seedlings contributes to decreased similarity, suggesting that where beech 
seedlings are abundant, they are often in forests composed of other species in the canopy.  
 Average percent cover of invasive plants, which includes cover of all vascular species 
considered invasive, was not an important predictor in the similarity models. However, relative 
abundance of invasive tree species in the seedling layer was an important predictor for 
Sørensen similarity, with a negative effect on similarity.  
 
Figure 5.5. Kernel smoothed relative abundance seedling, sapling and tree species for low 
canopy and invasive species groups.  
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Given that invasive trees occur at fairly low relative abundances in the seedling layer across the 
analysis area (Figure 5.5), it is not surprising that the Sørensen model included relative 
abundance of invasive tree seedlings, whereas the Horn model did not. Taken together, the 
negative influence that relative seedling abundance of invasive tree species, low canopy species 
and beech had on similarity suggests that these are likely some of the species driving the 
regeneration mismatch in the forests dominated by pine, oak and hickory species. 
Sapling versus Tree Similarity 
 Patterns of similarity between saplings and trees showed an area of high similarity in the 
northern region of our study, and a stretch of low similarity in the metropolitan areas of the 
mid-Atlantic states (Figure 5.4). In contrast to seedling similarity, similarity for saplings versus 
trees was relatively high along the Atlantic coastline and increased in the southern portion of 
the study. Like seedling similarity, the Horn model explained more variance than the Sørensen 
model, with Nagelkerke Pseudo-R2 values of 0.276 for Horn and 0.155 for Sørensen. For both 
Sørensen and Horn, greater similarity was associated with smaller diameter forests, higher 
canopy cover, and increasing maximum temperature (Table 5.2). For both metrics, similarity 
was consistently negatively associated with relative sapling abundance of invasive and low 
canopy species, and positively associated with maple, oak, and pine relative sapling abundance. 
Relative tree abundances of oak and hickory were negatively associated with both similarity 
metrics. Relative tree abundance of pine was also negatively associated with Horn similarity. As 
with seedling similarity, relative tree abundance of beech was positively associated with 
similarity. Beech sapling relative abundance was negatively correlated with similarity, although 
only significant in the Horn model. These results suggest that where maple, oak and pine are 
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the dominant saplings, they tend to also be abundant in the canopy. However, forests that are 
dominated by oak, hickory, and pine in the canopy tend to differ compositionally from the 
sapling layer. Given the negative influence of relative sapling abundance of invasive tree 
species, low canopy species and beech on similarity, these are likely some of the species driving 
regeneration mismatch in the forests dominated by pine, oak and hickory species.  
Discussion 
 In our study, we document patterns of regeneration debt that fall into roughly three 
regions: a northern region with little regeneration debt, a southern region which is small due to 
the borders of our study but appears to have low to moderate regeneration debt, and in the 
middle (the mid-Atlantic region) a large fairly contiguous area showing severe regeneration 
debt with both regeneration failure and regeneration mismatch. Metrics of climate change 
were associated with regeneration patterns. However, human modified land cover, deer 
overabundance, and invasive plants were more strongly and consistently negatively correlated 
with regeneration abundance and similarity, and no one factor was dominant. Moreover, while 
all regions in our study are experiencing some stressors to varying degrees (e.g. climate change 
and deer browse), the mid-Atlantic area showing large regeneration debt is also experiencing 
peak levels of anthropogenic stressors (Figure 5.2). 
These results are consistent with, but considerably advance our understanding relative 
to previous results. In particular, the mid-Atlantic region identified as experiencing a severe 
regeneration debt makes up a large portion of the eastern oak-hickory forest range. This 
suggests that at least in this eastern portion of the range the mesophication problem is deeper 
than regeneration mismatch (maple replacing oak-hickory) because it also coincides with 
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extreme regeneration failure (nothing replacing adults). Similarly our findings that the northern 
portion of our study area has healthy regeneration while the mid-Atlantic does not may provide 
the underlying explanation for the lack of observed regeneration mismatch from poleward 
migration of southern tree species in response to climate change(Woodall et al. 2009; Zhu et al. 
2012, 2014; Fei et al. 2017). In other words, regeneration of existing adults is so successful in 
the northern portions that adaptive poleward migration of new species is potentially being 
squeezed out. While in the mid-Atlantic region, regeneration debt is so high that no migration 
through this region is possible. 
Indeed the spatial position of the mid-Atlantic regeneration debt is pivotal. On the 
human side this roughly matches the so called Boston-Washington corridor or Northeast 
Megalopolis, which is the largest area of urbanization in the US containing 17% of the US 
population in 2% of its area (Vicino et al. 2007). From the biotic side, this region is a zone of 
major transition from the southeast warm-adapted species (e.g., oak, hickory and southern 
pines) to the more northerly cold-adapted species (e.g., northern hardwoods and conifers). 
Many southern species have their northern geographic range boundaries just to the south of or 
lying in this Mid-Atlantic zone of regeneration debt (Figure 5.6) and thus would need to migrate 
through this region to successfully track their climate niche (Iverson et al. 2008). A previous 
study (Miller and McGill 2018) showed that the spatial configuration of this area (in particular 
low connectivity of forest habitats) is poorly suited to tree migration. Our study goes further 
and shows that even if corridors were established, other human impact factors including 
invasive species, deer browsing, etc., could prevent tree migration through this area due to an 
inability to regenerate. 
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Over and above failures of climate-driven migration, the extreme regeneration debt 
identified in this study raises serious concerns about the the future fate of these forests in the 
50-100 year time frame. These forests are also extremely vulnerable to disturbances, as there is 
little to no advanced regeneration to replace the canopy. Although we know of no studies 
establishing specific thresholds for seedling or sapling density below which a forest cannot 
persist, the extremely low numbers in this region, especially in comparison to the regions to the 
north and south, are very suggestive of the possibility of forest loss. Moreover, in this region of 
regeneration debt, the few juveniles present are composed of different species than the 
canopies with invasive or suboptimal species often dominating.  
Figure 5.6. Overlapping ranges (Little, 1971) of southern tree species predicted to gain suitable 
habitat in the northeastern US by the end of the 21st century.  
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For example, several low canopy, browse-resistant species (e.g., striped maple and pawpaw) 
have shown increases in areas with high deer densities, which can further suppress 
regeneration of canopy species andgreatly alter forest structure (Rossel et al. 2005; Kain et al. 
2011). Beech regeneration also consistently contributed to regeneration mismatch, with beech 
regeneration frequently abundant in areas where it is only a minor canopy component. Given 
beech’s vulnerability to beech bark disease, which is predicted to cover most of our study area 
by 2025 (Morin et al. 2007), the beech-driven regeneration mismatch is a significant concern 
for these forests.   
 While our focus was on the influence of multiple co-occurring human stressors on 
regeneration debt, the impacts of these stressors on other forest taxa and ecosystem functions, 
along with their spatial configuration warrant further attention, particularly in transitional areas 
between major forest types like our study area covered. Better availability of stressor data, 
such as temporal trends in deer density and invasive plants, will improve macroecological 
assessments of regeneration debt and stressor impacts to forest systems. More detailed 
regeneration data, such as size class distributions, to determine whether seedlings are 
restricted to smaller size classes would further improve assessments of regeneration debt. 
Determining minimum thresholds of regeneration abundance required to maintain forest cover 
in different forest types would also be valuable for assessing condition and for more precisely 
tracking forest response to adaptive migration. 
 Given that stressors like invasive species, exotic pests/pathogens, and deer 
overabundance frequently overlap, and that they often coincide with areas of high human 
densities, controlling these stressors requires a more holistic approach that tackles multiple 
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stressors simultaneously. No doubt, this will be incredibly challenging, costly, and is likely 
beyond the capacity of state and local government agencies (Bierbaum et al. 2013; Simberloff 
et al. 2013.). However, without intervention, the regeneration debt in the mid-Atlantic region 
could lead to widespread loss in forest cover that will have cascading effects on forest-
dependent taxa and the ecosystem services they provide. In addition, the spatial position of the 
mid-Atlantic regeneration debt has implications that reach far beyond the current geographic 
extent as a potential migration barrier. 
 While we only focused on one region of the US, the interacting stressors of ungulate 
overabundance, invasive species, and human land use that are causing regeneration debts in 
the eastern US have been documented worldwide (Motta 2003; Coomes et al. 2003; Côté et al. 
2004; Didion et al. 2011). Identifying forested areas that are similarly impacted in other parts of 
the world and mitigating those impacts are important conservation priorities, particularly if 
impacted areas are positioned near species range edges and/or perpendicular to the direction 
of migration. We encourage managers to consider regeneration debt as an important indicator 
of forest condition and adaptive capacity. Mitigating these non-climate stressors where 
possible is also important to ensure that forests have the capacity to respond to current and 
future climate change.  
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