Simulated estimates for several proportions are needed in many simulation studies. We propose a method for controlling the length of a simulation run so that the proportions estimated satisfy a prespeci ed precision requirement. The method applies the arcsin transform in order to generate con dence intervals with the desired width. The Bonferroni inequality is applied in a new way to construct a rectangular con dence area for the proportions being estimated. Since we are using the Bonferroni inequality, we can use the existing methods developed for estimating the variance of a single mean. The properties of the method proposed depend on three factors: 1) the arcsin transform, 2) the proposed way of applying the Bonferroni inequality, and 3) the method for estimating the variance. We examine the e ects that the transform and the way of applying the Bonferroni inequality have. Empirical results indicate that the method provides estimates that satisfy the prespeci ed precision requirement, when the spectral method is used to estimate the variances of the proportions. In addition, simulation runs, when estimating either several proportions or the corresponding mean, are about the same lengths.
Introduction
Most methods for controlling the precision of simulation results have concentrated on the mean of one response variable. In many practical applications, however, the analyst is interested not only in the mean but also in other characteristics of the simulation output. These characteristics include the variance, quantiles or percentiles, and proportions or percentages. In this paper we propose a method for controlling the precision when several proportions are simultaneously estimated. In queueing network analysis, which is our primary application area of simulation, the need for several In Section 2 we discuss the estimation of a single proportion. In Section 3 the method described in Section 2 is generalized to control the simultaneous precision of several proportions. In Section 4 we report empirical results for the proposed method. We provide results of estimating several proportions for the arrival queue length distribution in an M/M/1 queue and for two system response time distributions in a closed queueing network model. In order to learn how expensive the estimation of several proportions is, the results reported also include the run lengths when the corresponding means are estimated.
Estimating a Single Proportion
In this section we discuss the estimation of a single proportion, say p. We use the arcsin transform,ŷ = 2 sin ?1 ?pp , to construct an approximate con dence interval for the proportion being estimated. The transform is also used to select the desired width of the con dence interval. This method is not able to control the accuracy if the estimated proportion is very close to 0 or 1. Therefore, we complete the section by discussing brie y the problem of small proportions (rare events).
When a proportion is estimated, we are interested in the probability p that the response variable X belongs to a prespeci ed category C: p = PrfX 2 Cg. An estimate of p is based on a transformation of the output sequence fX j g n j=1 : p = 1 n n X j=1 I j ; (2:1) where I j = 1 if X j 2 C, and I j = 0 if X j 6 2 C.
Con dence Interval for the Proportion
If the I j 's are independent and identically distributed, E(Ij) = p and Var(I j ) = p(1 ? p), then an exact con dence interval for the estimated proportionp is obtained using the binomial distribution. Althoughp has a normal limiting distribution, the con dence interval based on the normal approximation is not appropriate if p is close to 0 or 1. One of the methods proposed to improve the approximate con dence interval p L ;p U ] is based on the arcsin transform; see e.g. Hald (1952, p. 699 where z(x) is the 100x th percentile of the standardized normal distribution. The con dence interval (2.2) is based on the normal approximation,ŷ 2 sin ?1 ?pp N(y; 1=n), where y 2 sin ?1 ? p p ; and on a continuity correction.
We use the same approach to generate a con dence interval for the estimated proportion in steady-state simulation. However, now we cannot assume that the I j 's are independent. Instead, we assume that the sequence fI j g is covariance stationary. In this case where t = Corr(I j ; I j+t ), see e.g. Welch (1983, pp. 304{305) . Sincep is based on a cumulative statistic, we can use any method developed for estimating the variance of the mean to estimate Var(p). Available methods are described in several textbooks and survey articles including Law and Kelton (1991) , Pawlikowski (1990) , and Welch (1983 where I i = P g j=1 I (i?1)g+j g, i = 1; : : :; b; see e.g. Welch (1983, pp. 307{309) . When the sequence fI j g is covariance stationary, then the limiting distribution of p n (p?p) is normal if the sequence fI j g satis es certain regularity conditions, which are fairly general; see e.g. Anderson (1971, p. 478) . Since the transform g(x) 2 sin ?1 ( p x ) and its derivates are continuous when 0 < x < 1, we obtain through the Taylor expansion; see e.g. Cox and Hinkley (1974, pp. 261 and 275 ): E(ŷ) 2 sin ?1 ? p p and Var(ŷ) Var(p)=(p ? p 2 ) when n is large and 0 < p < 1.
Therefore, p n (ŷ ? y) converges, as n ! 1, in distribution to N(0; C), where C = 1 + 2 P 1 t=1 t .
Based on the normal limiting distribution we can use, when n is large, the Student t-distribution to approximate the distribution of (ŷ ? y)=sŷ, where s 2 y is the estimated variance ofŷ. A natural estimate of Var(ŷ) is obtained using the approximation Var(ŷ) Var(p)=(p ? p 2 ). Therefore, the natural estimate of Var(ŷ) is s 2p =(p ?p 2 ), i.e. s 2 y = s 2 p =(p ?p 2 ).
In order to use the Student approximation we need the degrees of freedom in s 2 y . A common practice, which is used for example in Fishman (1978, p. 252) 
Precision Requirement for the Estimated Proportion
As discussed in the Introduction, the relative half-width criterion, which is commonly used to specify the precision requirement for a mean, is not appropriate for a proportion. Typically, the closer to the end points of the interval (0; 1) the proportion is, the narrower the con dence interval requested is. There are several ways of selecting the desired width of the con dence interval. We use the arcsin transform to scale the desired width.
We specify the precision requirement for the proportion as the desired half-width y of the 100(1 ? )% con dence interval for y = 2 sin ?1 ? The sequential termination rules that are derived from a con dence interval of xed sample size, such as (2.6), are common in the practice of simulation. Their motivation is based on the asymptotic consistency and e ciency of sequential con dence intervals of xed-width; see Chow and Robbins (1965) and Damerdji (1987) .
Properties of the Termination Rule Proposed
The properties of the termination rule (2.6) depend on the method for estimating Var(p) { see the left side of (2.6) { and on the approximationŷ N(y; C=n). Since we base our method on existing methods for estimating Var(p), we concentrate on the e ects that the approximation y N(y; C=n) has. We examine the case of independent indicator sequence and the case of dependent indicator sequence with known correlation structure. Finally, we brie y analyze the case of unknown correlation structure. Var(ŷ) ?! 1 as n ! 1, provided 0 < p < 1. In practice, it is important to learn how large n must be in order to have n Var(ŷ) 1. Figure  2 shows n Var(ŷ) as a function of n for p = 2 ?i ; i = 1; : : :; 15. The curves are based on exact values of n Var(ŷ) for n = 2 i ; i = 1; : : :; 20. The gure indicates that n Var(ŷ) 1 when np 16 and p 1=2. Because the situation is symmetric for p and 1 ? p, we conclude that n Var(ŷ) 1, when n(1 ? p) 16 and p 1=2. Based on the gure and on the Taylor expansion, we conclude that the approximation Var(ŷ) = 1=n does not introduce serious error when n 16= min(p; 1 ? p). The asymptotic consistency implies that for small y 's, the probability of p 2 p L ;p U ] will be close to 1 ? . In practice, we are interested in small but xed y 's. Table 1 gives the probabilities of p 2 p L ;p U ] for y = 2 ?i ; i = 1; : : :; 10, p = 2 ?i ; i = 1; : : :; 10, and = 0:10 ; 0:05 ; 0:01. The overall conclusion of the approximationŷ N(y; 1=n) is that the approximation does not introduce any serious error when n 16= min(p; 1 ? p) and k Bin(n; p).
Sequence of Dependent Indicators with Known Correlation Structure
When the sequence fI j g is covariance stationary (not i.i.d.) and the autocorrelations are known, the termination rule (2.6) provides a xed sample size (which replaces Eq. 2.7): n = C(n)(z(1 ? =2)= y ) 2 ; (1), andp ! p a.s. as n ! 1, if 0 < p < 1. Therefore the desired con dence interval is asymptotically consistent. The properties of the termination rule are now di cult to analyze when y is a xed positive constant. The reason is that the accuracy of approximation Var(ŷ) = C=n depends also on E(p?p) k , k = 3; 4; : : :. In addition, the higher moments a ect the rate of convergence to the normal limiting distribution.
As an example of autocorrelated sequences we examined a two-stage Markov chain with PrfI j+1 = 1jI j = 0g = a and PrfI j+1 = 0jI j = 1g = d. In this case p = PrfI j = 1g = a=(a + d) and C = 2=(a + d) ? 1; see Glynn (1984) . Tables 2 and 3 give the probabilities of p 2 p L ;p U ] for p = 1=2; 1=5; 1=10; 1=20; 1=50; 1=100; 1=200; 1=500; 1=1000, C = 2; 4; 8; 16; 32; 64, = 0:10; 0:05; 0:01, y = 0:20; 0:10; 0:05, and n = dC(z(1 ? =2)= y ) 2 e.
Sequence of Dependent Indicators with Unknown Correlation Structure
When the correlation structure of fI j g is unknown, the properties of the termination rule (2.6) depend also on the method of estimating Var(p). The sequence length determined through the termination rule is a random variable that depends on y :
N( y ) smallest integer n such that t (1 ? =2)sp= pp ?p 2 y :
(2:9)
Now the estimatep, its estimated variance s 2 p , the desired con dence interval p L ;p U ], and the degrees of freedom depend on y through N( y ). we need to assume that the method of estimating Var(p) ful lls the following assumptions. Firstly, we must assume that ns 2 p > 0 (almost surely). Secondly, we must assume that ns 2 p is a consistent estimator of the variance parameter :
Prfjns 2 p ? j > g = 0 , for every > 0 :
(2:11) Thirdly, we must assume that there is a (possibly in nite) constant (1) to which the degrees of freedom (n) for the estimator ns 2 p converge in probability as n ! 1:
(1) 1 :
The following lemma is a generalization of Lemma 1 given in Chow and Robbins (1965 Proof of Lemma 1. Proving that M( ) converges in probability to in nity is a straightforward application of the de nition of M( ) and the notion of convergence in probability. To prove the second part of (2.16), we observe that for M( ) > 1,
(2:17)
Now the ratio f M( )]= has a stochastic lower and upper bound. The rst part of (2.16), (2.13), and (2.14) together with Application D in Ser ing (1980, p. 26) and that the assumptions of Lemma 1 are satis ed with = t (1) In other words the asymptotic coverage of the desired con dence interval is at least the requested nominal level. The interval is asymptotically consistent only if = 1, i.e. (1) = 1.
The overall conclusion from the situations examined in Section 2.3 is that the termination rule (2.6) provides estimates of p that satisfy the required precision if y =t (1 ? =2) is small enough. Primarily p but also to some extent the autocorrelations determine how small y =t (1? =2) should be. The smaller p is, the smaller y =t (1 ? =2) must be.
Small Proportions
The termination rule (2.6) cannot be used if PrfX 2 Cg is very close to 0 or 1. In such a case it will be highly probable thatp(1 ?p) = 0, which implies, as (2.6) shows, that the simulation should be continued until sp = 0. Moreover, the sequence f0; : : :; 0g or f1; : : :; 1g does not provide any information about Var(p).
When we have observed the sequence I j = 0 ; j = 1; : : :; n and we assume that the I j 's are independent, then the con dence interval for p can be based on the fact that Since in steady-state simulation it is dangerous to assume that the observations are independent, we should learn the A j 's that characterize the dependencies between the I j 's. However, the sequence f0; : : :; 0g does not contain any information about the A j 's. Therefore, we propose a practical treatment of small proportions.
We propose that the analyst specify a tolerance of small proportion p small . Ifp < p small orp > 1 ? p small , then the simulation is terminated without estimating the con dence interval if np small 16, whereas the simulation is continued if np small < 16. The constant 16 is based on Section 2.3. The objective of this treatment is to obtain reliable estimates for all p 2 p small ; 1?p small ]. It should be noted that this treatment does not take the dependencies into account. As discussed above, a sequence that contains a few 1's (or a few 0's) does not provide su cient information to take the possible dependencies into account.
If the analyst is interested in rare events, say PrfX 2 Cg 0:01, importance sampling should be used. For example, Management Science 35, 11 (Nov. 1989 ) is a special issue devoted to importance sampling; see also Heidelberger (1992) .
Estimating Several Proportions Simultaneously
In many applications a single proportion is not su cient. For example, when approximating the distribution of a response variable by a histogram, the analyst typically wants to estimate from 5 to 25 proportions simultaneously.
Suppose we are interested in estimating the probabilities p 1 ; : : :; p m with p k = PrfX 2 C k g and prespeci ed (not necessarily disjoint nor exhaustive) categories C 1 ; : : :; C m ; k = 1; : : :; m ; m 2. Each estimate is based on a transformation of the output sequence fX j g n j=1 , strictly analogous to where I k;j = 1 if X j 2 C k , and I k;j = 0 if X j 6 2 C k .
Precision Requirement and Termination Rule
We specify the precision requirement for the estimated proportions as in the case of a single proportion, by giving the parameters y and . Instead of a common y , we might specify a separate y k for each p k . However, we believe that in most cases a common y is appropriate since the arcsin transform adjusts the desired half-widths of the con dence intervals; see Figure 1 .
The di erence with the one-dimensional case is that instead of a single con dence interval, In other words, we are interested in a rectangular 100(1 ? )% con dence area.
The termination rule is very similar to the one-dimensional case. The simulation will be continued until each desired con dence interval p L k ;p U k ] includes the corresponding estimated con dence interval p L k ; Usually only a few proportions dominate the run length. Therefore, we propose an alternative way of applying the Bonferroni inequality. Instead of estimating the 100(1? =m)% con dence intervals, we estimate the con dence levels of the desired con dence intervals p L k ; where the^ k 's are computed through (3.5).
Properties of the Termination Rule
The properties of the termination rule (3.6) depend on three di erent factors. Two of them have already been discussed in Section 2.3: the method for estimating Var(p k ) and the approximation y k N(y k ; C k =n). In addition, the proposed way of applying the Bonferroni inequality a ects the properties of the termination rule.
In Raatikainen (1992) we have examined the sequentially constructed simultaneous con dence intervals of xed widths for several means k ; k = 1; : : :; m. The desired con dence interval for the mean k is ^ k ? k ;^ k + k ], where^ k is the estimated mean and k is the desired half-width speci ed by the analyst. We have shown that the termination rule n = smallest integer such that
is asymptotically the most e cient way of applying the Bonferroni inequality so that the asymptotic probability of simultaneous coverages is at least 1 ? : Raatikainen (1992) indicate that the termination rule (3.7) is appropriate even for small positive k 's.
Combining the results given in Raatikainen (1992) and in Section 2.3, we expect that the termination rule (3.6) is appropriate if the joint e ects of the approximation and the way of applying the Bonferroni inequality do not cause serious errors. Therefore, we can concentrate on the case of p k = n k =n, where the n k 's have a multinomial distribution. In this case the Var(p k )'s are known and we obtain a xed sample size n: n = smallest integer such that We examine the probability of fp k 2 p L k ;p U k ] ; for every k = 1; : : :; mg with two sets of the p k 's: In the Monte Carlo simulations 1 000 000 observations were generated from the multinomial distributions. Therefore, the probability that the rst three digits are correct is more than 95%. Based on these results and on those discussed in Section 2.3, we conclude that the termination rule (3.6) is appropriate provided that y is small enough.
Small Proportion
To overcome the problems due to small estimated proportions, c PrfX 2 C k g, we make a practical suggestion similar to that in Section 2. 
Example Applications
We empirically examined the method proposed. Three simulation experiments were executed. In the rst one we estimated the probabilities of the queue lengths at arrival instants in the M/M/1 queue. In the two other experiments we estimated a histogram of the system response time in a closed queueing network model. We also estimated the corresponding means: the mean queue length at arrival instants in the M/M/1 queue and the mean system response time in the closed queueing network model. The objective of also estimating the means was to learn how hard a problem the simultaneous estimation of several proportions is when compared to the estimation of a single mean.
Each experiment consisted of 1,000 independent simulation runs. The parameters controlling the precision were = 0:1, y = sin ?1 (0:1) implying that atp = 0:5 the desired con dence interval is 0:45; 0:55]. The tolerance of small probability was p small = 0:001. When the means were estimated, the parameters controlling the precision were = 0:1 and " = 0:1.
We use the observed coverage and the run length to characterize the performance of the proposed method. The observed coverage is the fraction of simulation runs, in which the true probability p k lies within the desired con dence interval p L k ;p U k ] for every k = 1; : : :; m. The run length is the sample size determined by the termination rule (3.6).
Method for Estimating Variances
The variances were estimated using the spectral method introduced in Heidelberger and Welch (1981) . The method maintains batch means of the output sequences. When proportions are estimated, the batch means of the indicator sequences are maintained. The method has six parameters: M, d, K, j 1 , j max , and J explained below.
Parameter M controls the number of batches, which varies from M to 2M. When the number of batches grows to 2M, the batch size is doubled and the number of batches is reduced to M by averaging two adjacent batch means. A polynomial of order d is tted to the rst K (K < M=4) ordinates of the bias corrected logarithms of the smoothed periodogram. Periodogram ordinates are evaluated using Fast Fourier transforms and smoothing is done by averaging two adjacent ordinates.
The variance is estimated at prespeci ed checkpoints j 1 ; j 2 ; : : :; j max ; j i+1 = J j i . We have used the following values: M = 512, d = 2, K = 31, j 1 = 512, j max = 8 388 608, and J = 2. The degrees of freedom in the variance estimate are 9. For details, see Heidelberger and Welch (1981) , or Pawlikowski (1990) .
M/M/1 queue
The tra c intensity of the M/M/1 queue examined was = 0:8. We estimated 21 probabilities of the queue lengths that an arriving customer sees (\arrival queue lengths"): PrfQ = kg ; k = 0; : : :; 19 and PrfQ > 19g. The simulation runs were initialized using the known distribution of the queue lengths at arrival instants, PrfQ = kg = (1 ? ) k .
The results are summarized in Figure 3 , which provides a summary of run lengths and boxplots of estimated probabilities. The summary of run lengths (upper right corner) includes mean, standard deviation, and fractions of di erent run lengths. In the boxplot a bullet` ' denotes the estimated mean of estimates. The three estimated quartiles are visualized by a box`'. The whiskers`' reach from the 25 th to the 10 th estimated percentile and from the 75 th to the 90 th estimated percentile. coverage of 90%. In addition, the departure from the nominal level is statistically signi cant (the p-value less than 10 ?5 ). All of the 148 estimated probabilities for which the true probability did not fall into the desired intervals are estimates of p 20 .
In order to learn reasons for the low observed coverage, we examined the arrival queue lengths in the M/M/1 queue. Since the distributions of interarrival times and service times are independent and memoryless, we can construct a two-stage Markov-chain corresponding with an arrival queue length. Let`State 1' be the arrival queue length of interest. When we are estimating p = PrfState 1g, then lim n!1 n Var(p)=(p ? p 2 ) = C = 2=(a + d) ? 1. The Markov chain and its parameters are shown in Figure 4 . Table 6 shows the factors C = lim n!1 n Var(p)=(p ? p 2 ) for the proportions estimated. The e ects of the factor are discussed in Section 2.3. Since the factor C when`State 1' is fQ 20g is much larger than all the others, the estimation of p 20 dominates the run length. Therefore, it is not surprising that all the estimates found outside the dashed boxes in Figure 3 were estimates of p 20 .
In order to nd the roots of the problems in estimating p 20 , we conducted a further simulation study. In this study we only estimated the probability that the queue length at an arrival instance is greater than 19. The simulation was repeated 1 000 times with y = 0:10 ; 0:05 and = 0:10 ; 0:05 ; 0:01. The observed coverages are shown in Table 7 . The observed coverages suggest that y = sin ?1 (0:1) 0:10 was too large in the initial experiment.
In order to verify this conclusion, we examined the accuracy of estimated variances. Figure   5 shows the boxplots of ns 2 p =(p ?p 2 ) for n = 512 ; (1991) and Royston (1982a Royston ( , 1982b . The table clearly indicates that the distribution ofŷ converges more quickly towards the normal distribution than the distribution ofp does. These two veri cations support our conclusion that y = sin ?1 (0:1) was too large in the initial experiment.
Closed Queueing Network Model
In the two other experiments we estimated a histogram of system response time in a closed queueing network model. The model shown in Figure 6 originates in Heidelberger and Welch (1981) . The One practical problem in estimating a histogram is the speci cation of class boundaries. We use a log 2 related classi cation, in which the boundaries are powers of 2. This classi cation is usually a good ad hoc guess if the analyst believes that the distribution may be long-tailed. In case A we used 10 bins and in case B 11 bins.
The results are summarized in Figures 7 and 8 . The gures contain a summary of run lengths and boxplots of estimated proportions in the system response-time classes. Since the true distributions of the system response-times are unknown, the dashed boxes represent the values ofp k such that p k 2 p L k ;p U k ]. The means p k are estimated from 1,000 independent simulation runs. In these runs we generated response time sequences of length 8, 192 . Each sequence provides estimates for p 0 ; : : :; p m . Each p k is the mean of 1,000 estimates for p k .
In both experiments the observed coverage, 99.6 % in case A and 99.4 % in case B, is much higher than the requested nominal level of 90 %. However, the run lengths are quite short and stable. Since the Bonferroni inequality provides an lower bound, it is not surprising that the observed coverage exceeds the requested nominal level. However, the observed coverages are almost 100%. Therefore, we conducted additional studies in order to learn reasons for the high coverages. Secondly, we examined the factors n Var(ŷ k )'s. Since the exact dependency structure of the proportions is unknown, we generated additional 1,000 independent sequences of length 8, 192 . The estimates of the factors, ns 2 y k , are shown in Table 9 . All of the factors are of the same magnitude.
Therefore, we do not have a few components that dominate the run length. In such a case the proposed way of applying the Bonferroni inequality is roughly the same as the traditional way (i.e. choosing k = =m ; k = 1; : : :; m); for details, see Raatikainen (1993) . Therefore, we assume that the high coverage is primarily due to the Bonferroni inequality.
Comparison of Run Lengths for Proportions and Means
In order to assess the amount of computing required in estimating several proportions, we also simulated the corresponding means. In the M/M/1 queue we estimated the mean queue length at arrival instants. In the closed queueing network model we estimated the mean system responsetime. These experiments consisted of 1000 independent simulation runs. Each simulation was continued until the half-width of the 90% estimated con dence interval was less than 10% of the estimated mean. The variance was estimated using the spectral method with parameters given in Section 4.1.
The run lengths are compared in Table If we compare the computer times needed to estimate several proportions and a single mean, proportions are more expensive. This is due to the variance estimation. For each proportion we need an estimated variance. However, the spectral method can be implemented so that multiple variance estimates can be calculated e ciently.
Summary
We have proposed a method for controlling the length of a simulation run when several proportions are simultaneously estimated. The precision requirement is speci ed as a rectangular con dence area having desired widths of each side. The method uses the arcsin transform in estimating a con dence interval and in selecting the desired widths of the intervals. The Bonferroni inequality is applied in a new way to construct the rectangular con dence area. The analysis and example applications indicate that the method controls the run length so that the estimated proportions have the precision requested, when the desired half-width ( y ) of the con dence intervals for the transformed proportions is narrow enough. In addition, the results show that the simultaneous estimation of several proportions does not require long simulation runs when compared with the estimation of a single mean. 1 
