Выделение периодической компоненты разложением по сингулярным вейвлетам by V. Romanchak M. et al.
СИСТЕМНЫЙ АНАЛИЗ И ПРИКЛАДНАЯ ИНФОРМАТИКА 3, 2020 
4 Cистемный  анализ 
УДК 51.7
В.	М.	РОМАНЧАК,	М.	А.	ГУНДИНА









определяется	 дискретное	 вейвлет-	преобразование.	Подобное	 преобразование	 изучалось	 нами	 ранее	 для	 непре-
рывного	 случая.	 Были	 получены	теоретические	 оценки	 скорости	 сходимости	 суммы	 вейвлет-	преобразований;	
предложены	различные	варианты	и	дано	теоретическое	обоснование	применению	метода	сингулярных	вейвле-
тов;	cформулированы	достаточные	условия	равномерной	сходимости	суммы	вейвлет-	преобразований.	Показано,	












В литературе, посвященной изучению об-
работки сигналов, представляют интерес ал-
горитмы, которые позволяют раскладывать 
сигнал на составляющие. Один из подходов 
к решению этой проблемы –  это предваритель-
ное разложение исходного сигнала на более 
простые составляющие (вейвлеты). Такой под-
ход нашел широкое применение (А. Гроссмана 
и Ж. Морле [1], А. Хаара [2], А. Кальдерона 
[3], И. Добеши [4]). В настоящее время класси-
ческие вейвлеты применяются в задачах рас-
познавания образов; при обработке и синтезе 
различных сигналов.
Наряду с классическими вейвлетами, для 
которых среднее значение на всей числовой 
равно нулю, можно рассматривать и сингуляр-
ные вейвлеты для которых среднее значение на 
числовой оси равно единице [5–7]. С помощью 
сингулярных вейвлетов удобно представлять 
сигнал как сумму вейвлетов, которые содер-
жат разные масштабные постоянные. Досто-
инством такого подхода является простой чис-
ловой алгоритм и естественная интерпретация 
полученной информации о сигнале.
Основные определения











где d –  некоторая положительная константа 






= y(τ) τ∫ .C d  (2)
Из условий (1) и (2) следует, что функ-
ция y(x) принадлежит пространству L1(R). 
Функцию y(x) назовем базисным	вейвлетом. 
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Обычно для базисного вейвлета должно вы-
полняться условие допустимости: среднее, 
определяемое по формуле (2), должно рав-
няться нулю:	 Сy= 0. Если считать, что для 
вейвлета среднее не равно нулю (Сy   ≠ 0), 
то такой базисный вейвлет будем называть 
сингулярным [5–6]. Например, сингулярным 
вейвлетом является функция плотности нор-
мального распределения. Будем считать, что 
среднее значение сингулярного вейвлета рав-
но единице: Сy = 1. Для бесконечного проме-









= τ y τ 
 
∫  (3)
где a0 –  масштаб преобразования, a0 > 0.
Фактически вейвлет- преобразование осу-
ществляет сглаживание функции. Если опре-
делено вейвлет- преобразование (3), то для 
функции f(x) справедливо тождество:
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Тождество (4) будем называть вейвлет- 
разложением первого порядка функции f(x). 
Его можно записать в виде суммы вейвлет- 
преобразования (3) и невязки первого порядка 
F1(x):
 0 1( ) ( )( , ) ( ).f x W f x a F x= +  (5)
где 1 0( ) ( ( ) )( , ).F x W f x f x a= ‑  Если выпол-
нить вейвлет- разложение остаточного члена 
F1(x) в формуле (5) с масштабом a1 и подста-
вить в формулу (5), получим вейвлет- 
разложение функции f(x) второго порядка:
 0 1 1 2( ) ( )( , ) ( , ) ( ).f x W f x a WF x a F x= + +  (6)
где 2 1 1 2( ) ( ( ) )( , )F x W F x F x a= ‑  –  невязка вто-
рого порядка.
Выражение (6) является тождеством, в 
котором остаточный член F2(x) определя-
ет степень точности, с которой можно за-
менить функцию f(x) суммой двух вейвлет- 
преобразований. Аналогично можно получить 
вейвлет- разложение произвольного порядка. 
Введение сингулярных вейвлетов расширяет 
возможности теории вейвлетов и ядерных оце-
нок типа Надарая –  Ватсона [8–9].
По аналогии с непрерывным вейвлет преоб-
разованием (3) определим дискретное вейвлет- 
преобразование функции f (x) по формуле:
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∑  Тогда для вейв лет- 
преобразования (7) справедливо вейвлет- раз-
ложение (5). Областью определения вейв лет- 
преобразования ( )( , )W f x a  является вся дей-
ствительная ось, а остаточный член F1(x) опре-
делен в точках разбиения x∈{τ1,. . ., τn-1, τn}.
Алгоритм  
дискретной аппроксимации функции
Рассмотрим алгоритм дискретной аппрок-
симации функции на примере функции, для 
которой не выполняются условия Липшица. 
Пусть значения τi, i = 1, …, n принадлежат ин-
тервалу [–1, 1], и известны значения функции 
yi = f(τi ) в этих точках.
Присваиваем начальные значения yi коэф-
фициентам вейвлета нулевого порядка:
 0, ,i iF y=  i = 1, …, n.  (8)
Вычисляем коэффициенты вейвлет- 
преобразования, используя дискретный аналог 
формул (5), (6):
 1, , ( , ),k i k i k i kF F WF a+ = ‑ τ  (9)
где k = 1, … K; Fk, j –  значения коэффици-
ентов вейвлета k-го порядка, ak = a2-k, 
a –  постоянная.
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Восстанавливаем функцию fK(x) ≈ f(x) во 









f x WF x a F x
‑
=
= +∑  (11)
Выделение  
периодической компоненты сигнала
Аппроксимацию функцией fK(x) можно 
интерпретировать как результат сглаживания 
данных или как интерполяцию (квази–ин-
терполяцию). Используя различные порядки 
аппроксимации K, получим различные сте-
пени сглаживания функции, которые можно 
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использовать в задаче фильтрации сигнала. 
Для этого функцию fK(x) удобно представить 
в виде суммы двух компонент:
 ( ) ( ) ( ),kf x S x T x= +   (12)
где 
0












T x WF x a
= +
= ∑
Преобразование ( , )k kWF x a определено по 
формуле (10). Тогда выполняется равенство 
f(x) = S(x) + T(x) + FK + 1(x). Невязку аппрокси-
мации FK+1(x) в узлах xi можно найти непо-
средственно по формуле:
 1( ) ( ) ( ) ( ).K i i i iF x f x S x T x+ = ‑ ‑  (13)
Параметры вейвлет- разложения (13) можно 
выбрать таким образом, чтобы компонента S(x) 
изменялась медленно, а компонента T(x) изме-
нялась быстро, и остаток был достаточно мал.
Пример. Сингулярные вейвлеты
Рассмотрим временной ряд рождаемости 
в Республике Беларусь за период 1950–2019 
годы. Пусть τi  – год, для которого определен 
уровень рождаемости; yi –  уровень рождаемо-
сти за текущий год τi. Аппроксимируем дис-
кретный ряд наблюдений y1, y2, …, yn непрерыв-
ной функцией f(x) такой, что ( )i if x y= . Функ-
цию fK(x) используя формулу (12) представим 
в виде суммы медленной S(x) и быстрой T(x) 
компонент. Выбраны следующие параметры 
вейвлет- разложения m = 1, K = 5, ak = 2–k; син-
гулярный вейвлет 
2‑y =( ) tt e . Результаты рас-
четов представлены на рис. 1.
Параметрическая регрессия 
и сглаживание
Рассмотрим процедуру разложения этого 
же временного ряда в системе Mathema	ti	ca, 
используя классический регрессионный ана-
лиз. Под разложением временного ряда будем 
понимать разделение его на систематическую 
и периодическую составляющие. Построим 
график периодической и систематической со-
ставляющей временного ряда, используя ад-
дитивную модель и встроенные функции си-
стемы Mathematica [10]. Аппроксимирующую 
кривую в системе Mathematica по методу наи-
меньших квадратов можно получить, исполь-
зуя команду Fit[data, {1, x}, x]. Соответствую-
щая кривая В	представлена на рис. 2.
Для определения коэффициента детер-
минации использована опция RegressionRe-
port->{RSquared} функции Regress. Данная 
функция реализована в пакете «Li	ne	ar	Reg-
ression», к которому идет обращение в си-
стеме Mathematica. Коэффициент детерми-
нации для линейного тренда равен 0,76. Для 
многочлена второго, третьего и четвертого 
порядка соответственно 0,77; 0,78 и 0,80. При 
этом применение многочленов второй, тре-
тьей степени не существенно увеличивает 
коэффициент детерминации, а выбор многоч-
лена четвертой степени приводит к периоди-
ческим колебаниям в уравнении регрессии, 
поэтому ограничимся линейной аппрокси-
мацией. Затем находим разность ординат ис-
ходного графика A и графика В. Для оценки 
периодической трендовой составляющей ис-
пользован метод сглаживания разности кри-
вых A и B. В результате вычисления просто-
го скользящего среднего используя функцию 
MovingAverage, получена кривая С, представ-
ленная на рис. 2.
A –  исходные данные yi; B –  медленная компонента S(x); 
C – быстрая компонента T(x); D –  остаток
Рис. 1. Компоненты f(x), построенные с применением 
сингулярных вейвлетов
A –  исходные данные yi; B –  линейный тренд S(x);  
C – периодическая составляющая T(x), D –  остаток
Рис. 2. Компоненты f(x), построенные на основе  
линейной регрессии
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Дополнительно проведем спектральный 
анализ Фурье исходных данных и быстрой 
(периодической) компоненты.
 Как видно из рис. 3, спектральный ана-
лиз исходных данных не обнаружил периоди-
ческую аддитивную компоненту. Спектр бы-
строй компоненты указывает на наличие пери-
одической составляющей с периодом равным 
приблизительно 35 лет.
Заключение
В работе изучаются свой ства вейвлет- 
преобразований на конечном промежутке. По-
казано, что вейвлет- преобразования можно 
использовать для аппроксимации функцио-
нальных зависимостей. Сформулированы и до-
казаны достаточные условия сходимости ряда 
вейвлет- преобразований. В качестве примера 
проведено исследование показателя рождаемо-
сти за определенный временной период.
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1 ‑ спектр T(x); 2 ‑ спектр S(x)
Рисунок 3. –  Амплитудный спектр для компонент, полученных с помощью сингулярных вейвлетов (слева),  
и с помощью применение линейного тренда и скользящего среднего (справа)
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ISOLATION OF A PERIODIC COMPONENT  




the	wavelet	 is	 zero).	For	 singular	wavelets,	 the	validity	 condition	 is	not	met.	As	a	 singular	wavelet,	 you	can	use	 the	Del-
ta-shaped	 functions,	which	are	 involved	 in	 the	estimates	of	Parzen-Rosenblatt,	Nadaraya-Watson.	Using	 singular	value	of	
a	wavelet	is	determined	by	the	discrete	wavelet	transform.	This	transformation	was	studied	earlier	for	the	continuous	case.	
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