Dendritic spines are tiny, specialized protoplasmic protuberances that cover the surface of many neurons. First described by Ramon y Cajal(199 1) in light microscopic studies of Golgistained tissue, they are among the most striking subcellular features of many neurons. Spines serve as the major target for excitatory synaptic input onto principal neurons in the hippocampus, the neocortex, and other brain regions. Their intimate association with synaptic traffic suggests some critical role in synaptic transmission and plasticity. We here review experimental data and theoretical models with respect to the putative role of dendritic spines in the induction and retention of synaptic plasticity.
Dendritic spines are tiny, specialized protoplasmic protuberances that cover the surface of many neurons. First described by Ramon y Cajal(199 1) in light microscopic studies of Golgistained tissue, they are among the most striking subcellular features of many neurons. Spines serve as the major target for excitatory synaptic input onto principal neurons in the hippocampus, the neocortex, and other brain regions. Their intimate association with synaptic traffic suggests some critical role in synaptic transmission and plasticity. We here review experimental data and theoretical models with respect to the putative role of dendritic spines in the induction and retention of synaptic plasticity.
The ubiquity of spines demands explanation, yet their small size-near the limit of resolution of light microscopy-impedes an experimental frontal assault. Until recently, most theoretical studies focused on the role of the spine neck geometry in regulating the amplitude of the EPSP received at the soma. However, recent experimental evidence suggests that the spine shape may not be able to modulate the "synaptic weight" effectively. Consequently, both theoretical models and calcium-imaging experiments are now focusing on the role of spines in amplifying and isolating calcium signals, particularly those involved in the induction of a calcium-dependent form of long-term synaptic plasticity.
Until recently, physiological hypotheses about the function of the dendritic spines could only be explored indirectly, through analytical and computational studies based on morphological data. Recent technical advances in the direct visualization of calcium dynamics in dendritic structures are now permitting direct tests of some of these theoretical inferences.
Three principal hypotheses have been advanced to explain the function of spines: (1) (2) spines shape the membrane potential in response to synaptic input, and (3) spines determine the dynamics of intracellular second messengers such as calcium. In this article we review the current status of each of these proposals with particular emphasis on the putative role of spines in the induction of a cellular model of synaptic plasticity in cortical structures, longterm potentiation (LTP). It may well be possible that dendritic spines serve some crucial role in normal synaptic transmission (D. Purves, personal communication). However, in this article we focus on their possible role in synaptic plasticity. Furthermore, we will not discuss the electrical behavior of that minority of spines in neocortex that carry both an excitatory and an inhibitory synapse (see Koch and Poggio, 1983a; Sejnowski, 1989, 1990; Dehay et al., 199 l) , nor will we consider the role of dendrodendritic synapses, such as those found on the spines of olfactory granule cells (Rall and Shepherd, 1968; Shepherd and Greer, 1989) .
The Natural History of Spines
We first summarize some of the pertinent facts about dendritic spines, with particular emphasis on neocortex and hippocampus, before discussing their functional role.
The distribution of spines In neocortex, hippocampus, and olfactory cortex, neurons are classified according to whether their dendrites are studded with spines. Spiny neurons include pyramidal and stellate cells. They account for about three quarters of neurons in the neocortex. Smooth neurons, whose dendrites carry few or no spines, make up the remainder. Smooth neurons include the basket cell, the chandelier or axoaxonic cell, and the double-bouquet cell; they stain for the inhibitory neurotransmitter GABA (Douglas and Martin, 1990 ). It has not been explained why one class of cortical cells, inhibitory interneurons, should have so few spines, while excitatory cells have so many.
A large, layer V pyramidal cell in the visual cortex may have as many as 15,000 spines, averaging about two spines per micrometer of dendrite (Larkman, 199 1; see also Schiiz, 1976) while the reported density for CA1 pyramidal cells varies from about one to five spines per micrometer of dendrite, depending on the staining method used (Harris and Stevens, 1989; Amaral et al., 1990) . The record is held by cells in the human cerebellum, where individual Purkinje cells are studded by up to 200,000 spines, each spine carrying a single excitatory synapse from a parallel fiber (Braitenberg and Atwood, 1958) . Figure 1 . A pyramidal cell in layer 2 of cat visual cortex. The cell was filled intracellularly with HRP. Dendritic spines are seen on the apical and basal dendrites (see Martin and Whitteridge, 1984, their Fig. 7A ).
The microanatomy of spines Spines are found in a wide variety of shapes (Jones and Powell, 1969; Peters and Kaiserman-Abramof, 1970; see also Figs. l-3) ranging from the short and stubby, through the archetypal "mushroom-shaped," to the long and thin. In general, spines can be described as having a "neck" that emerges from the dendrite and ends with a "head." Sometimes multiple spines can branch from a single dendritic protrusion. The exact morphology of spines can only be appreciated by means of threedimensional reconstructions of serial electron micrographic sections, as first reported by Wilson et al. (1983) in the neostriatum and later by Stevens (1988a,b, 1989) in cerebellum and cortex (see Fig. 3 ). For CA1 pyramidal cells in the rat hippocampus, Harris and Stevens (1989) found wide variability in the dimensions of spines, with spine necks ranging in length from 0.08 to 1.6 pm (0.45 f 0.29 pm) and in diameter from 0.04 to 0.46 pm (0.15 f 0.06 pm). The total volume of neck plus head was 0.062 rt 0.08 pm3. Larger spine heads were associated with larger synapses, as measured by the size of the associated postsynaptic density, and by the number of vesicles in the presynaptic axonal varicosity. These dimensions emphasize that spines bridge the gap between the cellular and the molecular scales. For example, at a resting concentration of 80 nM only about three unbuffered Ca2+ ions are present in the average spine head of volume 0.05 hum'. Dendritic spines are characterized by an absence of mitochondria, microtubules, or ribosomes, and by the presence of a specialized form of smooth endoplasmic reticulum termed the "spine apparatus." The membranes making up the spine apparatus are closely apposed to the plasma membrane of the spine neck and appear to sequester calcium (Burgoyne et al., 1983; Fifkova et al., 1983) . Although spines lack neurofilaments, spine heads contain a dense network of actin filaments (F&ova and Delay, 1982) . In the neck, actin filaments are oriented lengthwise along the spine apparatus (F&ova, 1985) . A number of proteins known to be involved in actin-mediated activities, including neuronal myosin (Drenckhahn and Kaiser, 1983) , fodrin (Carlin et al., 1983) and calmodulin (Caceres et al., 1983) , have been found in dendritic spines.
The close association of spines with terminal boutons of axons prompted early speculation that spines might conduct impulses between neurons, although at the time little was known about the basic mechanisms of synaptic transmission. EM studies have since confirmed that spines are indeed the major postsynaptic target of excitatory (asymmetric, type I) synaptic input (Gray, 1959) . In cat visual cortex, over 90% of the afferent geniculate terminals in layer IV are located on spines (White and Rock, 1980; LeVay, 1986; Martin, 1988) . This association is limited to excitatory synaptic traffic. Inhibitory (symmetric, type II) synaptic input is observed only at a small fraction (between 5% and 20%) of spines in the neocortex, and always in conjunction with excitatory input (Jones and Powell, 1969; see Fig. 1C in Dehay et al., 1991) . In hippocampus, no inhibitory terminals Figure 2 . A reconstruction from serial EM sections of a proximal dendrite of an HRP-filled spiny stellate neuron in layer 4a of cat visual cortex. sp, spine; sn, spine neck; bl, symmetrical synapsing bouton on spine neck; b2, symmetrical synapsing bouton on branch point; b3, asymmetrical synapsing bouton on spine; b4, symmetrical synapsing bouton on dendritic shaft; d, dendritic shaft. Scale bar, 1 pm (from Anderson et al., in press, with permission).
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Changes in spine morphology
Both the absolute number as well as the shape of spines can change dramatically with a number of external variables. For instance, in the CA1 region of the hippocampus, the dendritic spine density varies by 30% or more over the 5 d estrus cycle of the adult female rat, while spines on pyramidal cells in the CA3 region showed little statistical significant variation (Woolley et al., 1990) . Other studies have shown that the shape of spines-in particular the length and diameter of the neckchanges during the course of neuronal development (Harris et al., , 1992 and in response to behavioral or environmental cues such as light, social interaction, or exploratory motor activity (Purpura, 1974; Coss and Globus, 1978; Bradley and Horn, 1979; Brandon and Goss, 1982; Rausch and Scheich, 1982) . Other studies have found a correlation between changes in spine shape and brief high-frequency electrical stimulation of specific hippocampal pathways sufficient to induce LTP (Van Harrefeld and Filkova, 1975; Lee et al., 1980; F&ova et al., 1982; Greenough and Chang, 1985) . Some of the reported changes include larger spine heads, changes in the shape of the spine stem, an increased incidence of concave spine heads, and an increase in the number of shaft synapses. It is not known what role-if any-these changes in spine shape play in the increase in synaptic efficacy. Furthermore, the interpretation of the data is itself problematic (Desmond and Levy, 1988) .
First Hypothesis:
Spines Only Connect
Spines as connecting tissue
The earliest view of spines focused on an anatomical rather than a physiological role (Ramon y Cajal, 199 1). One specific hypothesis was that spines provide sufficient surface area on the dendrite for synapse formation. However, the three-dimensional EM reconstructions by Harris and Stevens (1988a) argue against this view. By graphically removing all spines from their computer reconstructions of spiny dendrites, they estimated that only 29-45% of the dendritic membrane area of Purkinje cells would have been covered by synapses if all spines were deleted and the associated synapses moved to the dendrites. Applying the same technique to five reconstructed CA1 pyramidal cell dendrites, they found that only about 5-9% of the remaining dendritic surface area would have been covered by the synapses from the spines. Thus, it does not appear that spines are required for lack of dendritic membrane area. These results do not, however, preclude a role for spines in simplifying the connectivity between axonal and dendritic processes in the three-dimensional neuropil (Swindale, 198 1) .
Effect of spines on properties of dendrites
Given the high density of spines per micrometer of dendrites (up to 14 spines/pm on Purkinje cells; Harris and Stevens, 1988b) , a substantial fraction of the total membrane area of many neurons resides in spines. It is therefore important to account for this additional area in the analysis of the passive propagation of electrical signals within the dendritic tree; In particular, from the vantage point of a somatic recording site, both the total capacitance and the electrotonic length of the dendrite increase while the resistance decreases when spines are added to "smooth" membrane. A number of techniques have been devised to simplify the analysis of this effect. One method (Stratford et al., 1989) transforms the spiny dendrite into a single "equivalent" (and smooth) cylinder, whose diameter and length are larger than those of the parent dendrite by some appropriate fraction. A second method (Holmes, 1989; Claibome et al., 1992; Segev et al., 1992) preserves the dimensions of the dendrite but increases the membrane capacitance C,,, and decreases the membrane resistance R, appropriately. A novel analytical method to incorporate spines into cable theory was developed by Baer and Rinzel (199 1) . Although the effect that the increased spine membrane area has on the electrical properties of the cell provides no insight into the function of spines, it may ironically be the only one that we can infer with confidence to be important (see also Jaslove, 1992) .
Second Hypothesis: Spines Play an Electrical Role Chang (1952) was the first to point out that the spine neck might sculpt the electrical signal generated by the synapse: "If the end bulbs of the gemmules [spines] are the receptive apparatus for the presynaptic impulses, the process of postsynaptic excitation initiated there must be greatly attenuated during its passage through the stems of the gemmules which probably offer considerable ohmic resistance because of their extreme slenderness." This observation was extended by Rall (1970; see also Diamond et al., 1970) who proposed that ". . . the spine stem resistance could be an important variable which might be used physiologically to change the relative weights of synaptic inputs from different afferent sources." Bliss and Lomo (1973) Simplified electrical model of a passive spine. The leak through the spine neck membrane is so small that it has not been included.
This basic idea was analyzed and refined in subsequent years by many authors (Rall and Rinzel, 1971; Rall, 1974 Rall, , 1978 Jack et al., 1975; Rinzel, 1982; Koch and Poggio, 1983a,b; Turner, 1984; Wilson, 1984; Perkel and Perkel, 1985; Shepherd et al., 1985; Brown et al., 1988b; Segev and Rail, 1988) . In a radical extension of this original idea, Crick (1982) advanced the "twitching spine hypothesis"-the notion that spines, using actin-based contractile machinery in the spine neck, could subserve very fast changes (less than a second) in synaptic efficacy, and that this might provide a mechanism for short-term memory. Let us review the main argument in the case of a passive, voltage-independent spine membrane.
Passive electrical properties of spines Theoretically, spines could attenuate the synaptic signal in two ways. First, they could reduce the current reaching the parent dendrite by allowing current loss through the spine neck membrane. While this is possible in principle, analysis over a wide range of spine geometries and passive membrane parameters suggests that current loss across the spine neck is negligible. The explanation is simply that current loss is proportional to membrane surface area, and the spine neck area is very small (Harris and Stevens, 1989) . In the analysis that follows we will show that when a synapse behaves as a current source, the spine neck provides very little electrical isolation between the spine head and the parent dendrite.
However, spines could also attenuate the synaptic signal via a second mechanism. Because the spine has a greater input resistance than the parent dendrite, the same synaptic conductance change produces more depolarization at the spine than at the dendrite. As a consequence, the driving potential at the spine head decreases more than at the parent dendrite, such that a smaller synaptic current is generated at the spine head. Since the depolarization at any remote site is proportional to the injected current, this synaptic saturation increases the effective attenuation between that site and the synapse. Ifthe conductance change is large enough, the driving potential approaches zero and the spine synapse acts as a voltage source (see below).
What biophysical factors determine whether the spine operates in the voltage or current regime? We can quantify this question by analyzing the electrical circuit corresponding to a highly simplified model of a spine attached to a dendrite ( Fig.  4 ; for more details, see Koch and Poggio, 1983a) . The steadystate case is particularly simple [the analysis of the transient case is more involved, but the result is essentially the same, because due to the extremely small capacitance C, of the spine head membrane (~0.0 1 pF), the spine input impedance changes little at high frequencies; Jack et al., 1975; Koch and Poggio, 1983a] .
Any current injected into the spine head must flow either out across the spine head resistance R, or in through the spine neck resistance R, and along the dendritic input resistance R,. However, given the very small spine membrane area of < 1 pm2 (Harris and Stevens, 1989) R, is so large (> 1 O6 MB) that it can be assumed to be infinite. The spine input resistance R+, is therefore simply the sum of the neck resistance and the dendritic input resistance just below the spine:
We can express the current flowing across the synapse at the spine head as
where g,,, is the synaptic input conductance at the spine head, E,,, is the synaptic reversal potential, and V, is the amplitude of the EPSP at the spine head (Fig. 4) . Applying Ohm's law, we multiply Equation 2 by the input resistance R,,,,, and solve for I',. By a simple algebraic manipulation, we obtain
Similarly, the amplitude I', of the EPSP at the dendrite just below the spine is given by
Let us consider these equations in the limits of very small and large synaptic inputs. If the synaptic input conductance gsyn is small relative to the spine input resistance R,,,,, (i.e., gsy,,RSpine < l), then the denominator in Equations 3 and 4 is close to unity and the spine and dendritic EPSPs can be expressed as and v, = g&L&n.
That is, under these conditions, the action of the synapse can be approximated by a current source of amplitude g,,,E,,,. Since the dendritic EPSP depends on R, but not on R,,,,,, it follows that V, is independent of spine geometry, which affects only R,,,,,. In other words, the synapse can be thought of as injecting the current g,,,E,,, into the spine head, almost none of this current will leak out through the tiny spine neck and head membrane and therefore almost all of the current will reach the dendrite, regardless of the size of the spine neck. However, because of the difference in input resistance between the spine head and the dendrite, the dendritic EPSP will be attenuated with respect to the spine EPSP by a factor of V,l V, = Rd/(Rd + R,). If, on the other hand, gsyn is large relative to Rspine (i.e., gSynRSplne > l), then the spine EPSP begins to approach the synaptic reversal potential (V, -Esyn). The dendritic EPSP then converges to (7) In this regime, the synapse acts as a voltage source ( =Esyn) and changes in the geometry of the spine neck (changing RN) can affect the amount of synaptic current entering the spine head. Therefore, the current reaching the dendrite will differ, depending on the length and width of the spine neck. If the dendritic input resistance is too large (i.e., R, -co), V, + E,,, and varying R, will have no further effect on the dendritic EPSP (see Eq. 7).
In summary, depending on the product of the synaptic conductance change gsY,, and the spine input resistance R,,,,,, the spine-synapse complex tends to act either as a current or as a voltage source. This constrains the extent to which the morphology of the spine can modulate the synaptic efficiency. These relations are illustrated in Figure 5 , which shows the simulated effect of spine neck shape on the depolarization at the soma for three different synaptic conductances. For small synaptic conductances (bottom curve), the somatic depolarization is independent of spine shape, but for a large synaptic conductance (top curve) the spine neck can modulate the current over about an order of magnitude.
Technical advances in the last decade have provided tighter bounds on our uncertainty about the spine operating regime. Probably the most complete data are available for the region CA3 pyramidal input (the Scha& collateral input) to region CA 1 pyramidal cells in the hippocampus. This input is mediated by at least two pharmacologically distinct postsynaptic glutamate receptor subtypes: the AMPA subtype, which produces a fast, voltage-independent conductance increase, and the NMDA subtype, which mediates a slower, voltage-dependent conductance increase. Current estimates suggest that at these synapses g,,,, is about 0.05-0.2 nS (Bekkers and Stevens, 1990; Malinow and Tsien, 1990 ) while g,,,, is ~0.5 nS (Bashir et al., 1991) .
Based on their EM reconstruction of spines in the same region, Harris and Stevens (1989) estimate the spine neck resistance to lie between about 0.01 and 0.05 GSL, making the critical product grynRspine much less than 1 for a very large range of dendritic input resistances. Even the assumption that no current can flow through the spine apparatus-thereby effectively restricting the spine neck-will not change this product appreciably, because the spine apparatus only occludes about 5-25% of the spine neck (Harris and Stevens, 1988b) . It therefore appears that the synapses of the Schaffer collateral inputs to region CA1 spines act as current sources, and that changing spine morphology will not affect the associated dendritic EPSP appreciably (Turner, 1984; Brown et al., 1988; Harris and Stevens, 1989 ; see also Wilson, 1984 ). This conclusion is consistent with experimental evidence: while the mechanisms underlying the expression of LTP at these synapses remain controversial (Brown et al., 1988a; Madison et al., 1991) , there is little to suggest that a postsynaptic change in the electrical impedance of the spine is involved (see also Larson and Lynch, 199 1 ). This conclusion is also likely to hold in neocortex, unless synaptic conductance changes are substantially larger and spines thinner and longer than in hippocampus.
Regenerative electrical properties of spines Computer simulations show that if the membrane of the spine head is endowed with regenerative, voltage-dependent fast sodium or calcium channels, even small synaptic inputs can trigger electrical spikes in the spine head, giving rise to sizeable EPSPs in the passive dendrite Shepherd et al., 1985; Segev and Rall, 1988; Baer and Rinzel, 1991) . Such spikes do not occur if the neck is too short or too thick, since the associated spine input resistance will then be too small to cause the EPSP to depolarize above spike threshold levels. In principle, small changes in the spine geometry can have a dramatic effect upon V, by enabling or disabling spine action potentials. Given the high degree of voltage attenuation to which high-frequency electrical events-such as slow or fast dendritic spikes-are subject as they propagate from dendrites to the cell body (Rinzel and Rall, 1974; Mel, 1992) electrical spikes occurring in more distal spines would be difficult to record at the cell body.
Little is known about the presence of voltage-dependent channels in dendritic spines in cortical or hippocampal cells. However, direct immunocytochemical evidence for fast voltage-dependent calcium channels in spines of cerebellar Purkinje cells has recently been provided (Hillman et al., 199 1; see also Jones et al., 1989) . It may well be that regenerative electrical properties are important to spine function in some cases.
Third Hypothesis: Spines Play a Biochemical Role Over the last decade, an alternative view of spines has emerged that emphasizes their effect on chemical rather than electrical Spine head sistance" (T. Zador and C. Koch, unpublished observations; see
Dendritic shaft 1 'f r Figure 6 . Schematic of the system controlling intracellular calcium in a dendritic spine. The electrical model is similar to Figure 4 , except that the synaptic conductance g&t) has been replaced by a voltagedependent NMDA conductance and a voltage-independent AMPA conductance in parallel (not shown). Ca2+ ions enter through the NMDA receptor channels, are bound to the four calcium-binding sites on the calmodulin molecules, diffuse down the neck to the dendrite or can be removed by two different calcium pumps (for more details, see Zador et al., 1990) .
signaling. Chemical dynamics may be particularly important in the induction of LTP. The induction of LTP at the Schaffer collateral input to region CA1 pyramidal neurons requires an increase in the concentration of intracellular calcium, [Ca*+],, at the postsynaptic site; this increase is thought to be mediated by Ca2+ influx through the NMDA receptor complex (Dunwiddie and Lynch, 1979; Collingridge et al., 1983; Lynch et al., 1983; Harris et al., 1984; Malenka et al., 1988; reviewed in Brown et al., 1988a) . From a computational point of view, NMDA synapses on spines can serve to implement a Hebbian rule (Stent, 1973; Brown et al., 1988a) . Accordingly, computer models have increasingly focused on the role of spines in modulating calcium dynamics following synaptic input (Robinson and Koch, 1984; Coss and Perkel, 1985; Pongracz, 1985; Gamble and Koch, 1987; Holmes and Levy, 1990; Zador et al., 1990; Brown et al., 1991; Koch et al., 1992) .
Because the cable equation governing electrical signal propagation is analogous to the reaction-diffusion equation governing passive diffusion and buffering of Ca2+ ions, insights obtained from the analysis of membrane potential can be applied to the analysis of calcium dynamics. In many respects the results are similar, but in others the conclusions are quite different, owing to differences in the relevant biophysical parameters.
The ability of spines to amplify signals, whether chemical or electrical, can be understood by defining-by analogy with the conventional electrical input resistance-a "chemical input realso Carnevale and Rosenthal, 1992) as the change in calcium concentration in response to a current of calcium ions. Both the electrical as well as the calcium spine input resistances will be much larger than the associated dendritic input resistances. As a consequence, a given current flowing into the spine gives rise to a much larger local response than the same current flowing into the dendrite.
A key difference between the electrical and chemical effects of spines arises from the effect of the spine neck. In our analysis of the passive electrical properties of spines above, we concluded that the electrical current loss through the spine neck was negligible. To compare the loss of calcium current through the spine neck membrane, one can define the equivalent of the space constant, which describes the distance over which [Ca2+] at steady state decreases e-fold in an infinite cable. This definition requires certain simplifying assumptions about the spine Ca2+ dynamics, namely, the presence of linear nonsaturable pumps in the neck, a constant extracellular [Ca*+], and a simple calcium buffer scheme. Assuming that a 0.1 -pm-thin spine neck has the parameters used in Zador et al. (1990) , the "diffusive space constant" Xc, is x0.3 pm (Zador and Koch, unpublished observations) , about three orders of magnitude smaller than the steady-state electrical space constant. From this we can estimate the calcium concentration at the dendritic shaft in response to a steady-state current inflow at the spine head. Since for these parameters the dendritic shaft is about three space-constants away from the spine head, the calcium concentration at the shaft is expected to be at least e3 x 20-fold lower than at the head. This is in dramatic contrast to the almost complete lack of electrical current attenuation experienced between the spine head and the base.
These principles are illustrated in computer simulations of the fully nonlinear calcium dynamics thought to underlie the induction of LTP ( Fig. 7 ; for details, see Zador et al., 1990; Brown et al., 199 1) . In the model, calcium enters through NMDA receptor-gated channels on a spine head and diffuses along the spine neck into the dendrite. The model also includes two saturable pumps and the nonlinear calcium buffer protein, calmodulin. Simulated calcium dynamics following a train of synaptic stimuli are shown in Figure 7 . Due to the small volume of the spine, the small Ca2+ influx following synaptic stimulation leads to a large transient increase in the spine calcium concentration (for the region CA1 spine used in these simulations, [Ca2+ls = 10 PM corresponded to only about 300 Ca*+ ions). Thus, spines can dramatically amplify the small incoming calcium signal. However, due to the mismatch in volumes, the increase in the dendritic [Caz+] , is very small (several tens of nanomoles per liter). Figure 8 illustrates both voltage and calcium attenuation along the spine neck, that is, the ratio of voltage (or calcium concentration) at one location to the voltage (or calcium concentration) at another location, for two different manipulations. In one case, the relative peak calcium increase due to influx through the NMDA receptor channel is illustrated from the spine head to the dendrite, as is the associated peak voltage attenuation. In a separate simulation, the concentration of calcium in the dendrite, [Ca2+ld, was "clamped" to 1 PM. The spine head, however, remained protected from these high calcium values by the presence of calcium pumps in the membrane of the spine neck (Zador et al., 1990) , providing a graphic illustration of the tiny size of the associated space constant. Because the corresponding electrical leak conductance across the neck is negligible, almost 'Or no electrical attenuation occurs when the dendrite is clamped to a fixed potential. In other words, spines may be electrical accessible but chemically isolated.
It remains technically impossible to record spine EPSPs directly, so hypotheses about spine electrical function must be evaluated indirectly. Experimental techniques for assessing the more recent theoretical results on the biochemical effects of spines have developed much more rapidly. Chief among these techniques has been the optical measurement of calcium concentration by calcium-sensitive dyes. Two recent reports have used the calcium-dependent changes in the fluorescence of intracellular fura-in hippocampal neurons to test these hypotheses.
Miiller and Connor (199 1) studied the isolation ofthe dendrite from chemical changes at presumed spine heads under conditions of orthodromic stimulation. Using a protocol of strong electrical stimulation to the associative/commissural distal input to region CA3 neurons, they found an increase in intraspine calcium concentration ([Ca*+],) from a resting level of about 50 nM to levels in excess of 1 PM (1.3 f 0.5 MM); in contrast, the increase at the parent dendrite was much less (to 370 f 120 nM). Since the image was acquired over 200 msec, the actual peak [Ca2+lr may have been underestimated, and because of laterally projecting spines the actual increase at the dendrite may have been overestimated. The increase was blocked by the NMDA receptor antagonist D-2-amino-5phosphonovalerate (AP5) suggesting that entry was directly through NMDA receptor-gated channels, possibly localized on the spine head. ditions as a function of distance, from the base of the dendrite (at the origin) to the head of the spine just below the NMDA channels (at 1.3 wrn; the spine neck ends at 1 .O pm; see arrow). Curve I shows the neak concentration of intracellular free calcium in response to three presynantic stimuli (taken from Fig. 7) . Curve 2 illustrates the associated volt-___-_._ age attenuation. Both voltage and free calcium attenuate by about one order of magnitude from the spine head to the base of the spine. In a different simulation illustrating antidromic steady-state behavior, either the calcium concentration (curve 3) or the membrane potential (curve 4) is clamped to a fixed value in the dendrite. Due to the presence of calcium pumps in the spine neck membrane, calcium rapidly attenuates and reaches baseline levels at the spine head, while the dendritic membrane potential has very effective access to the spine head, since practically no electrical attenuation occurs across the spine neck.
0.2-l .5 PM, they found that in a significant minority of spines the increase in [Ca2+ls lagged behind the increase in [Ca*+ld. Control experiments with injected cobalt indicated that the lag was not due to a physical diffusion barrier between the dendrite and the spine, supporting the idea that calcium-dependent processes, such as calcium pumps or other uptake systems, were responsible for isolating the spine head. These calcium-dependent processes might account for how elevated calcium levels in the dendrite in the absence of synaptic stimuli to the spines fail to induce LTP at those spines (Regehr et al., 1989) . The work by Mtiller and Connor (1991) and Guthrie et al. (1991) has given us a first glimpse at calcium changes in spines. Higherresolution methods, such as confocal microscopy imaging of spines (Jaffe and Brown, 1992) are now required to investigate further the dynamics of calcium changes underlying LTP.
Conclusion
The hypothesis that changes in the electrical resistance of the spine neck can modulate the "weight" of the synapse on the spine has attracted considerable attention since the basic idea was proposed 40 years ago. This hypothesis appears not to be valid for the particular case where it has been most carefully evaluated-the Schaffer collateral input to region CA1 pyramidal cell. Here the spine neck conductance appears to be too large relative to the synaptic conductance change to provide effective modulation of the amplitude of the synaptic current generated at the spine head.
Both theoretical and experimental support is now accumulating for the alternative hypothesis that spines create an isolated biochemical microenvironment around synapses. In the induction of Hebbian LTP, for example, spines could restrict changes in postsynaptic calcium concentration to precisely those synapses that meet the criteria for potentiation. Furthermore, changes in spine shape could control the peak calcium concentration induced by synaptic input: all other factors being equal, long and skinny spines would have higher peak levels than short and stubby spines. This could provide an alternative explanation for some of the environmental effects on spine morphology. The biochemical compartmentalization provided by dendritic spines could, of course, also be important for a number of other second messengers, such as inositol trisphosphate, cGMP, and so on, that can diffuse within the intracellular cytoplasm. Thus, spines appear to be unlikely to play an important electrical role in the expression of synaptic plasticity but may play a crucial chemical role by providing a protected microenvironment for calcium and other second messengers.
