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Abstract 
 
 
In the United Kingdom (UK), floods, and specifically coastal flooding, are a hazard that is 
commonly thought likely to increase due to the impacts of climate change and the results 
of development in areas at risk. East coast storm surges have been extremely devastating in 
the recent past, such as the events of 1953 or the winter of 2013/14.  
 
The challenge is to analysis the risk of widespread, concurrent and clustered coastal 
flooding in a regional scale. It is widely accepted that extreme value analysis (EVA) is an 
important tool for studying coastal flood risk, but it requires the estimation of a threshold 
to define extreme events and has to cope with the problems of missing values within the 
dataset. The main areas of research discussed in this thesis involve making improvements 
to the way that extreme thresholds are selected and providing an alternative approach for 
multivariate missing values. By applying an automated threshold selection method to the 
data, more plausible and less subjective results can be yielded over the traditional manual 
approach. The alternative multivariate analysis at regional scale considers the statistical 
dependences between locations and which possible combination of events to take into 
account in order to handle missing values within time series dataset. Both areas of research 
provide developments to existing extreme value methodologies, hence enhancing the 
predicted future storm surge coastal flood modelling. An application of this research is to 
analysis the potential impacts of proposed nuclear power stations considering the increase 
likelihood of occurrence of extreme storm surge events.  
 
This research undertakes EVA with the statistical programming language R. However, R 
provides a range of functions embedded in different R packages, it was necessary to create 
new functions, scripts and commands to improve the analysis of extremes in order to 
undertake the threshold selection and cope with missing values. This research selects, as a 
case study, fourteen tide gauges along the East Coast of the UK from Lerwick to Dover. 
The main measure is skew surge due to be an independent and identically distributed 
variable and all phase differences in the calculations are removed.  
 
ii 
 
The multivariate model provides the likelihood of future significant storm surge flooding 
events along the East Coast of the UK. Results show that return levels for 50, 100 and 250 
years estimates higher impact of ≈1m in Felixstowe, Sheerness, Immingham, Cromer and 
Lowestoft, while the northern gauges show an increment of ≈0.5m. Moreover, due to the 
overdispersion of the dataset, high predicted values are estimated in Lowestoft, Felixstowe 
and Dover where currently nuclear power sites are generating energy and new sites will be 
built in the future.  
 
In summary, the main aim of this research is to undertake a multivariate extreme model to 
analysis the potential impacts of future storm surge coastal flooding at a regional scale. By 
analysing extreme skew surge events at a regional level, a more complex storm surge 
coastal flooding model can be elaborated, and therefore, better results can be obtained. The 
multivariate extreme model requires how to select extreme events and how to handle 
missing values within the dataset. Hence, the proposed Automated Graphic Threshold 
Selection (AGTS) method provides a mathematical and computational tool to select 
extreme threshold, and moreover, the Multivariate Extreme Missing Value Approach 
(MEMVA) handles the missing values in time series dataset. The multivariate extreme 
model has the potential to improve the regional risk assessment of widespread, concurrent 
and clustered coastal flooding events. 
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1. Introduction 
 
 
1.1 Thesis Statement 
 
 
This research presents an improved methodology for analysing the risk of widespread, 
concurrent and clustered coastal flooding in a regional scale. The challenge is to identify 
problems in multivariate extreme value theory such as the estimation of thresholds and 
coping with missing values within time series dataset to determine the likelihood of future 
coastal storm surge flooding. 
 
 
1.2 Research Context 
 
 
Extreme events, specifically coastal storm surge flooding, are hazards that are commonly 
thought likely to increase caused by the climate change and the results of development and 
infraestructures in areas at risk (Building Futures, 2007; Werritty et al., 2007; Wilby et al., 
2008; Lowe et al., 2009; Foresight, 2012; ASC, 2014). For instance, in the United 
Kingdom (UK), East coast storm surges have been extremely devastating in the recent 
past, such as the events of 1953 or the winter of 2013/14.  
 
Extreme value theory or extreme value analysis (EVA) is used to develop techniques and 
models for describing the unusual rather than the usual (Coles, 2001), with key 
methodological developments proposed to the pioneering works of Fréchet (1927), and 
Fisher and Tippett (1928). Indisputably, “Statistics of Extremes” (Gumbel, 1958) was the 
first book to exclusively evaluate the relevance of maximum and minimum extreme values. 
More than fifty years after publication, it remains relevant and helpful to the contemporary 
work of statisticians, engineers and scientists. Since the late 1980s, many novel and 
sophisticated extreme value statistical modelling techniques have been developed (Smith, 
1987; Smith, 1989; Coles, 2001; Heffernan and Tawn, 2004; Lamb et al., 2010; Scarrott 
and MacDonald, 2012; Wyncoll and Gouldby, 2013).  
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It is important to mention the distinction between statistical extreme values and extreme 
events. In EVA, extreme values are either the minimum or maximum values in a 
probability distribution, some authors use the synonym outliers or extrema. While extreme 
events, such as heat waves, flooding, or strong storms, are of interest when cause extensive 
damage and impacts on people, infrastructure, and nature. In Section 2.4, past major 
extreme events are described, such as 1953, 2007 and 2013/14. The problem is not to 
confuse statistical extreme values and extreme events, because not all the extreme values 
are extreme events and viceversa. The problem is to decide what makes an extreme event 
“extreme” and how to select a threshold of “extremeness” for extreme values. 
 
A recognized problem is the threshold selection to define extreme values because it is still 
based on subjective graphical diagnostics (i.e. Coles, 2001; Davison and Smith, 1990). 
Comparing different threshold selection methods, a new automated method called 
Automated Graphic Threshold Selection (AGTS) has been developed (Caballero-Megido 
et al., 2017). In Section 5.2, AGTS is compared with the following threshold selection 
methods: graphical methods (e.g. Coles, 2001); parametric methods (e.g. Rosbjerg et al., 
1992; Grabemann and Weisse, 2008; McMillan et al., 2011; Arns et al., 2013); mixture 
models (e.g. Frigessi et al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi 
et al., 2006; Carreau and Bengio, 2009) or other methods based on the Root Mean Square 
Error (RMSE) (Li et al., 2014). For more information, see Appendix C.  
 
The application of the multivariate extreme value analysis is illustrated through the 
analysis of skew surges on the East Coast of the UK (Section 5.4). Analysis at regional 
areas has to consider many possible combinations of events, which demands an 
understanding of the statistical dependence between locations and needs to handle missing 
values within the skew surge time series (Lamb et al., 2010). The conditional multivariate 
approach of Heffernan and Tawn (2004) is used in this research to build the multivariate 
extreme model. However, multivariate extreme modelling involves complete case value 
analysis (e.g. Heffernan and Tawn, 2004), thus dealing with scarcity of data is one of the 
main limitations. Based on Heffernan and Tawn (2004) method, Keef et al. (2009a) and 
Keef et al. (2009b) develop a dependence model over multiple locations which take into 
account overlapping data between variables at three different locations. The proposed 
Multivariate Extreme Missing Value Approach (MEMVA) handles the missing values in 
time series dataset at a regional level for fourteen gauges which lack of overlapping data. 
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1.3 Aim and Objectives 
 
 
The aim of this research is to undertake the multivariate extreme analysis for the East 
Coast of the UK in order to determine the likelihood of future storm surge flooding events 
at regional coastal scales. 
 
The challenge of this research is to provide a better understanding of coastal flooding via 
extreme value analysis, solving the estimation of the threshold and coping with missing 
values. The final purpose of this research is to provide an effective method to predict storm 
surge events. The method has the potential to improve the regional risk assessment of 
expected storm surge events with new information about the likelihood of event which 
could contribute to the risk of coastal flooding. 
 
This research is structured into four main research objectives with an associated research 
question:  
 
1) Create a new threshold selection method for the multivariate extreme analysis. 
How to select the most appropriate threshold to undertake the multivariate extreme 
analysis? 
 
The analysis of multivariate extremes follows the approach of Heffernan and Tawn (2004). 
However, a recognized problem is to define extreme values marginally for each gauge, and 
then the dependence threshold for fitted multivariate conditional models at a regional scale. 
Generally, the threshold selection is based on subjective graphical diagnostics (i.e. Coles, 
2001; Davison and Smith, 1990).  
 
A need for an automated method of threshold selection was identified (see Section 2.5.4.3). 
The publication of the “Technical Note: comparison of methods for threshold selection for 
extreme sea levels” (see Appendix C) in advance of submission of the thesis provided 
evidence of a significant contribution to knowledge by publishing the work in an academic 
journal. The suggested threshold selection called Automated Graphic Threshold Selection 
(AGTS) is an original piece of work which provides a new technique to select extreme 
values within a dataset (see Section 5.2).  
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AGTS is compared with previous methods: graphical methods (e.g. Coles, 2001); 
parametric methods (e.g. Rosbjerg et al., 1992; Grabemann and Weisse, 2008; McMillan et 
al., 2011; Arns et al., 2013); mixture models (e.g. Frigessi et al., 2002; Behrens et al., 
2004; Mendes and Lopes, 2004; Tancredi et al., 2006; Carreau and Bengio, 2009) or other 
methods based on the Root Mean Square Error (RMSE) (Li et al., 2014. The proposed 
AGTS is implemented in the statistical R software (see Appendix D). 
 
2) Find a solution for the missing data in the multivariate extreme analysis. How to 
handle missing values in the dataset to undertake the multivariate extreme analysis? 
 
After selecting the automated threshold (see Section 5.2), the next step is to undertake the 
multivariate extreme modelling in order to predict regional extreme events. The 
conditional multivariate approach of Heffernan and Tawn (2004) involves complete case 
value analysis. Consequently, dealing with time series missing values is one of the main 
limitations. Specially, for this research, it is not recommended avoiding information or 
discarding non-complete cases due to lack of data recorded, if the final purpose is to create 
a regional coastal storm flood model. In this research, each gauge provides data to be 
considered in the final multivariate model; in case of not taking into account a gauge for 
scarcity of data, the final result may be affected.  
 
An alternative missing value approach (AMVA) is considered (see Section 5.3) based on a 
multivariate model-based imputation with the condition of near location (proximity) and 
significant availability of data (time series length). By comparing AMVA with the original 
dataset and other missing value approaches (univariate and multivariate), there are two 
regression models used in AMVA that provides overall best output results, linear 
regression and polynomial regression.  
 
Then, the proposed Multivariate Extreme Missing Value Approach (MEMVA) is based on 
AMVA and the developments of Southworth and Heffernan (2015) to perform the 
conditional approach of Heffernan and Tawn (2004) and generate large samples from a 
conditional model (see Section 5.4). To handle the scarcity of concurrent data within the 
time series, MEMVA collects conditional models together and imputes data from the other 
locations according to its extremal dependences. 
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3) Create storm surge events for regional coastal scale flooding. What, 
probabilistically, is the likely quantitative impact of the east coast storm surge? 
 
The impact of extreme coastal storm surge flooding events for the East coast of the UK is 
illustrated with the storm surge event set, return levels (50, 100 and 250 years) and 
considering the clustering and distribution of extreme events, and relate this to physical 
processes driving the flooding (see Section 5.5). 
 
The extreme event set is undertaken with the marginal thresholds or the conditional 
thresholds and the simulated data are generated from the fitted multivariate extreme 
conditional models. In this final step, 10000 values are produced from the original dataset 
(below the dependence thresholds) and the collection of conditional models above each of 
the dependence thresholds. 
 
4) Compare the multivariate extreme model with the climate change scenarios. How 
is East Coast storm surge risk affected by a changing climate? 
 
Objective 4 provides an evaluation with the created multivariate model and the latest 
climate change scenarios (see Section 5.5): UKCIP02 (Lowe et al., 2001) and UKCP09 
(Lowe et al., 2009).  
 
 
1.4 Epistemological Perspective 
 
 
As a quantitative research, this thesis uses quantitative numerical data and a deductive 
approach which will start with the theory (e.g. EVA), develop a hypothesis, and then 
confirm, reject or modify original hypothesis. The thesis was undertaken from an 
interpretivist/pragmatic perspective in which researchers from a different expertise 
background must conduct and develop a subject or gap of knowledge in a specific field, 
while considering the point of view of the research itself can contribute in other 
researchers’ approaches. Hence, researchers from other disciplines are encouraged to be 
more flexible in order to facilitate multidisciplinary collaboration. 
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1.5 Thesis Structure 
 
 
The thesis is arranged as follows. In Chapter 1, Section 1.1 describes the Thesis Statement. 
The aim and objectives are specified in Section 1.3.  
 
Chapter 2 provides a contextual literature review of coastal flooding. This part focuses on 
the different coastal flooding and storm surge models which can predict skew surge height. 
This chapter reviews the extreme value modelling techniques utilised for simulating 
extreme events. Furthermore, Chapter 2 illustrates the knowledge and methodological gaps 
in the study area. 
 
The research data analysis is described in Chapter 3. It includes the study area and the 
dataset. The study sites of this research are located in fourteen gauges along the East coast 
of the UK. Section 3.3 describes and examines the research dataset, skew surges time 
series, used to undertake the extreme value modelling.  
 
The methodology required for this research is presented in Chapter 4. This chapter 
describes the methodology of the extreme value modelling and decides upon a suitable 
model in order to undertake the multivariate approach.  
 
Chapter 5 shows the results of the multivariate extreme storm surge flooding model. The 
chapter focuses on the suggested Automated Graphic Threshold Selection (AGTS) and the 
Multivariate Extreme Missing Value Approach (MEMVA). The final storm surge event 
model is evaluated with the return level estimation and the latest climate change scenarios 
(UKCIP02 and UKCP09). Moreover, this chapter will provide some applications of the 
extreme events model. 
 
The discussions of this research are described in Chapter 6. Chapter 7 draws the conclusion 
and future work. The thesis finishes with the references and the appendices (research 
locations, research software, published paper and R software codes). 
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2. Coastal Flooding and Storm Surge Risk 
 
 
2.1 Chapter Scope 
 
 
Through this chapter, the context and the background of the ongoing research are 
described. Key concepts are illustrated through this chapter in Sections 2.2 and 2.3, risk 
and natural hazards, and coastal flooding and storm surge risk, respectively. For a wider 
analysis see the references in more detail.  
 
The aim of this chapter is to summarize the work undertaken in coastal flooding, especially 
in the East Coast of the UK. Moreover, Section 2.4 presents the situation of coastal 
flooding in the UK, such as an overview of the major extreme events occurred in 1953, 
2007 and 2013/14. As flooding is a widespread natural hazard with millions of people at 
risk in the UK, there is a need before creating an effective modelling solution, to improve 
the understanding of these risks and their potential impacts. Section 2.5 reviews the 
approaches of flood modelling techniques with an emphasis in the extreme value analysis 
in order to establish the knowledge and methodological gaps in the study area and beyond.  
 
 
2.2 Risk and Natural Hazards 
 
 
Within literature, it remains an open question how to define risks, hazards and 
vulnerability (e.g. Alexander, 1993; Alexander, 1997; Ebert, 1997; Tobin, 1997; Alcántara-
Ayala, 2002; Blaikie et al., 2004; Hyndman and Hyndman, 2006; Abbott, 2008; Bosher 
and Chmutina, 2017). In geophysical studies (Smith, 2013), geological and meteorological 
variables define the threshold for natural catastrophe (Rosenfeld, 1994; Scheidegger, 
1994), for example, seismic magnitude or sea level rise. On the other hand, economic cost 
of extreme events is another threshold for measuring a catastrophe. The economic costs 
can be estimated in terms of number of deaths and injuries, the value of property damaged 
and the cost of reconstruction and repair, the loss of employment, facilities and amenities, 
economic activities disrupted, or in other words as direct, indirect and secondary losses 
(OECD, 1994; Blaikie et al., 2004; Michell-Wallace et al., 2017).  
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Risk is defined as the probability of expected losses resulting from interactions between 
natural or human-induced hazards (UNISDR, 2004). The main risk theory focuses on the 
Crichton's Risk Triangle (Figure 2.1). Crichton (1999) states that risk is a function of 
hazard, exposure and vulnerability, and all must be spatially coincident for a risk to exist. It 
is important to consider the social contexts in which risks occur and that people therefore 
do not necessarily share the same perceptions of risk and their underlying causes. 
Subsequently, vulnerabilities are the conditions determined by physical, social, economic, 
and environmental factors or processes, which increase the susceptibility of a community 
to the impact of hazards (UNISDR, 2004).  
 
 
Figure 2.1. Crichton's Risk Triangle (Crichton, 1999). 
 
Hazard is a potentially damaging physical event, phenomenon or human activity that may 
cause the loss of life or injury, property damage, social and economic disruption or 
environmental degradation (UNISDR, 2004). Hazards can include latent conditions that 
may represent future threats and can have different origins: natural (geological, 
hydrometeorological and biological) or induced by human processes (environmental 
degradation and technological hazards). Hazards can be single, sequential or combined in 
their origin and effects. Each hazard is characterised by its location, intensity, frequency 
and probability (UNISDR, 2004; WMO, 2014). 
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Disasters caused by natural hazards, such as floods, droughts, temperature extremes and 
storms, are on the rise worldwide (WMO, 2014). In recent decades, the effects of natural 
hazards in both developed and non-developed countries are increasing year after year 
(Figure 2.2), caused by the growth of the population in the most vulnerable areas, constant 
environmental degradation and the lack of interest in preventive measures (people tend to 
underestimate natural hazards) (Munich RE, 2014). Figure 2.2 illustrates an increment of 
events (meteorological, hydrological and climatological), whilst the increase of geological 
events is less significant than other types of events, potentially resulting from to the impact 
of climate change. 
 
 
Figure 2.3 shows the number of deaths from disasters (according to the widely used EM-
DAT database1) over the last four decades. It illustrates a fundamental property of disasters 
which is that their direct impacts are concentrated in time, and often in space (Foresight, 
2012). However, these statistics have to be treated with some caution (Gall, et al. 2009). 
Even in high income countries like the United States (US) it is not always clear how many 
people have died in a disaster. For example, there is still disagreement about the death toll 
from Hurricane Katrina (Borden and Cutter, 2008). 
 
 
Improving the scientific understanding of hazards is crucial to better risk forecasting. 
However, the current state of hazard forecasting is variable across types of hazard and 
across the world (Foresight, 2012). It is important to mention the application of historical 
reconstructions of time series (e.g. de Kraker, 2002; Haigh et al., 2010; Macdonald, 2013; 
Parkes and Demeritt, 2016; Stevens et al., 2016). However, relying on historical data has 
limitations when forecasting current and future disaster risk (Parkes and Demeritt, 2016; 
Stevens et al., 2016). Observations may only be available for short time scales and 
unavailable in some countries, and records may often not include the highest impact 
extreme (Foresight, 2012). 
 
                                                 
1 EM-DAT is a worldwide database maintained by the Catholic University of Louvain, which contains data 
on the occurrence and effects of around 20,000 disasters from 1900 to the present day. It compiles data from 
United Nations (UN) agencies, Non-Governmental Organizations (NGOs), insurance companies, research 
institutes and press agencies, and can be accessed at http://www.emdat.be/. 
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Figure 2.2. Number of events worldwide 1980-2013 (Munich RE, 2014). 
 
 
Figure 2.3. Deaths attributed to different hazard types over the last four decades (Foresight, 2012). 
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Responding to disaster risk is a process that involves three main stages (Foresight, 2012): 
 
1. Identifying and measuring risk. 
2. Selecting options to transfer, avoid, reduce or accept that risk.  
3. After determining an appropriate course of action, the effectiveness of the chosen 
response requires evaluation.  
 
This is a generic yet effective approach for managing disaster risk (Figure 2.4). Figure 2.4 
shows the main stages involved in responding to disaster risk, from the collection of data 
and the production of risk forecasts in the selection of possible options for action. At all 
stages of this process, monitoring and evaluation are essential for decision makers to learn 
from experience and determine what works (Foresight, 2012). 
 
 
Figure 2.4. Disaster risk reduction framework (Foresight, 2012). 
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The most notable initiative for preventing and mitigating the effects of natural hazards is 
the ISDR (International Strategy for Disaster Reduction) of the UN (United Nations). The 
UNISDR builds upon the experience of the International Decade for Natural Disaster 
Reduction (1990-1999). The First World Conference on Disaster Reduction was held from 
18 to 22 January 2005 in Kobe (Japan), and adopted the Hyogo Framework for Action 
2005-2015 ‘Building the Resilience of Nations and Communities to Disasters’. The 
Conference provided a unique opportunity to promote a strategic and systematic approach 
to reducing vulnerabilities and risks to hazards. It underscored the need for, and identified 
ways of, building the resilience of nations and communities to disasters (UNISDR, 2005). 
Currently, the UNISDR implemented the Sendai Framework for Disaster Risk Reduction 
2015-2030. The present report includes an update on El Niño/La Niña conditions and a 
section on addressing the socioeconomic and environmental impacts of the 2015/16 El 
Niño phenomenon. 
 
In England, the emergency planning system related to natural hazards lies at the highest 
level in the National Security Strategy (NSS). The National Resilience Strategy (NRS), 
forms part of the NSS and the Cabinet Office, produces the National Risk Assessment 
(NRA) on a two-yearly basis. The NRA identifies, assesses and prioritises risks, both 
hazards and threats2 (ASC, 2014). The assessment covers major coastal or river flooding, 
droughts, heatwaves, cold spells, wildfire, and animal or human disease outbreaks. It also 
includes other risks such as a terrorist attack or a major industrial accident. The analysis 
within the NRA is classified by a summary version called the National Risk Register 
(NRR).  
 
Figure 2.5, Figure 2.6 and Figure 2.7 illustrate the latest NRR matrices, 2012, 2015 and 
2017, respectively (Cabinet Office, 2012, 2015, 2017). Figure 2.5 shows the 2012 national 
matrix risks for natural hazards and major accidents to assess the likelihood of occurring 
events in the next five years. Whereas, the 2015 matrix defines others risks similarly to the 
previous one (Figure 2.6), the latest 2017 matrix (Figure 2.7) shows the natural risks are in 
the same matrix with other risks and threats such as diseases, accidents or societal risks.  
 
                                                 
2 ‘Threats’ refer to malicious attacks, whereas ‘hazards’ refer to other kinds of natural risks including extreme weather. 
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Figure 2.5. Risks of natural hazards and major accidents matrix (2012 NRR). 
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Figure 2.7. Hazards, diseases, accidents, and societal risks matrix (2017 NRR). 
 
 
The latest 2017 NRR matrix includes three types of flooding (coastal, river and surface 
flooding) while the previous 2012 and 2015 matrices categorise coastal and inlands 
flooding. In these three matrices, the following events maintain the same likelihood of 
occurrence and score impact: coastal flooding, droughts, storm and gales, pandemic 
influenza, space weather, animal diseases, transport accidents. 
 
There are numerous bodies involved in planning, response and coordination for natural 
hazards within the emergency planning system. Defra leads on flooding and drought, the 
Department for Communities and Local Government (DCLG) on wildfire, and the Met 
Office on heatwaves and cold weather (ASC, 2014). At the local level (Figure 2.8), 
emergency response is led by category 1 and category 2 responders designated in the Civil 
Contigencies Act.  
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In each part of the country they work together as Local Resilience Forums (LRFs), of 
which there are 38 in England. LRFs are supported in almost all cases by non-statutory 
community resilience networks, such as flood wardens, who volunteer in supporting local 
communities. The LRFs are supported within central Government by the Resilience and 
Emergencies Division in the Department for Communities and Local Government 
(DCLG), which also assists the response of LRFs when an event spans more than one LRF 
boundary, or where the severity of the event causes central Government to lead the 
response through the ministerial emergency committee COBR. The Scientific Advisory 
Group for Emergencies (SAGE) and Natural Hazards Partnership (NHP) provide scientific 
evidence and coordinated advice to the Cabinet Office (ASC, 2014). 
 
 
Source: Adaptation Sub-Committee, based on various publications. 
Notes: Yellow boxes: bodies or groups with a statutory role under the Civil Contingencies Act. Green boxes: bodies or groups that operate at all 
levels across the emergency response system. Purple boxes: groups that provide scientific advice. Blue boxes: bodies or groups that feed in to Local 
Resilience Forums.  
**Within the emergency services (category 1 responder), a hierarchical framework exists of gold, silver and bronze command structures.  
NRA = National Risk Assessment. NSRA = National Security Risk Assessment. 
 
Figure 2.8. Structure of the emergency planning system in England related to natural hazards (ASC, 2014). 
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2.3 Coastal Flooding and Storm Surge Risk 
 
 
2.3.1 Coastal Flooding 
 
 
A flood is defined as ‘an overflow of a large amount of water beyond its normal limits’ 
[Oxford Dictionary] or ‘a great flowing or overflowing of water’ [Thesaurus Dictionary]. 
 
In the tidal reach of rivers, flooding can occur because of high river flow, high sea levels, 
or a combination of the two (Svensson and Jones, 2002). In estuaries and deltas, the land is 
inundated by brackish or saline water as river water overspills embankments in coastal 
reaches (Smith and Ward, 1998). This overspill can be intensified when high tide levels in 
the sea are increased above the normal level by storm surge conditions or when large 
freshwater flood flows are moving down an estuary. Extreme tidal flows can occur due to 
three main mechanisms (Institute of Hydrology, 1999):  
 
1. High cyclical tides due to the gravitational effects of astral bodies (astronomical 
tide level);  
2. Water level increase due to low barometric pressure and wind (surge);  
3. Large wind-generated waves due to the wind speed and direction (wave action).  
 
In summary, coastal floods are typically caused by high tides, storm surges, or extreme 
events (e.g. tsunami) amongst others (Nicholls, 2004; Jha et al., 2012).  
 
 
2.3.2 Coastal Flooding Risk 
 
 
Knowledge about flooding and coastal risk is constantly developing (Weritty et al., 2007; 
EA, 2009, EA, 2011) due to the complexity to understand the sources and impacts of 
floods and climate change. To aid the process of understanding the physical flood system, 
it is useful to consider the commonly adopted Source-Pathway-Receptor-Consequence (S-
P-R-C) conceptual model (Figure 2.9), similar to the risk-based approach Hazard-
Vulnerability-Exposure, mentioned in Section 2.2 (Crichton's Risk Triangle, Figure 2.1).  
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Figure 2.9. Conceptual Risk-Based Approach: Source, Receptor and Pathway (Garguide, 2009). 
 
In coastal flood forecasting (ICE, 2002; HR Wallingford, 2004; FLOODsite, 2009; TUB, 
2012), the elements of the flood system can be described as (Figure 2.10): 
 
1. Sources: high wave conditions and high sea levels (tide and surge) are typically 
considered as the origin of coastal flooding. 
2. Pathways: flood defence responses such as overtopping or breaching, and flood 
inundation and propagation. 
3. Receptors: people, property and the environment. 
4. Consequences: loss of life, material damage and environmental degradation. 
 
 
Figure 2.10. Source-Pathway-Receptor model (TUB, 2012). 
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It is generally considered that it is not possible to prevent all types of flooding, but there 
are strategies that can be taken to manage these risks and reduce the impacts of these 
hazards. Flood control schemes (pathways) have to be assessed with a cost-benefit analysis 
using hard or soft actions (Jha et al., 2012; National Research Council, 2013; Bosher and 
Chmutina, 2017).  
 
For river management, the hard engineering involves building structures to control the 
river system (dams, levees and retaining walls, straightening meanders, flood relief 
channels). Furthemore, soft engineering uses natural drainage basin processes to reduce 
flooding (washlands or spillways, afforestation, planning regulations, flood warning 
systems).  
 
To defend against coastal erosion and flooding, the hard strategies include groynes, sea 
walls, revetments (slatted barriers), gabions and armour blocks. A more sustainable 
approach is the soft engineering (beach nourishment, shoreline vegetation, dune 
stabilisation, managed retreat and setbacks). Appendix A shows examples of coastal flood 
strategies in the study area. 
 
None of these methods are perfect and can never entirely eliminate flood risk. There are 
several factors to be considered when choosing the best strategy of protecting the coast. 
Hard engineering is designed to prevent floodwater and storm surges from reaching areas 
that are at risk. Many such flood defences require an extensive investment to be designed, 
constructed and maintained for the assigned bodies for flood risk management, moreover a 
failure can be catastrophic and devastating (Jha et al., 2012; National Research Council, 
2013). On the other hand, non-structural measures are less expensive, but rely instead on a 
good understanding of flood hazard and adequate forecasting systems (Jha et al., 2012; 
National Research Council, 2013). Protecting the coastline can help to preserve the 
environment and the infrastructure without causing lots of damage. Wetlands and coastal 
sand dunes provide a natural barrier to storm surge inundation (Jha et al., 2012; National 
Research Council, 2013). Moreover, resilience measures and policies improve long term 
management of the flood plain, for example, introducing appropriate standards for 
buildings (Jha et al., 2012; Bosher and Chmutina, 2017). 
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In the UK, in need of flood risk knowledge, Defra (Department for the Environment, Food 
and Rural Affairs) and the EA (Environment Agency of England and Wales) are the 
designated bodies responsible for flood risk management (Figure 2.11). Defra formulates 
national policy and allocates resources and the EA, an executive non-departmental, public 
body, has the operational responsibility for flood risk reduction and management.  
 
Defra have published a National flood and coastal erosion risk management strategy for 
England to ensure that government, the EA, local authorities, water companies, internal 
drainage boards and other organisations that have a role in flood and coastal erosion risk 
management (FCERM) and co-ordinate how they manage these risks (EA, 2011). 
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Figure 2.11. Flood and coastal erosion risk management (EA, 2011). 
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2.3.3 Storm Surges 
 
 
Nowadays, large populations are exposed to flooding hazard, especially, flooding 
associated with storm surges could cause huge losses of human lives and property (Zong 
and Tooley, 2003; Brown et al., 2007; Nicholls et al., 2007; Lamb et al., 2010; Jha et al., 
2012; Haigh et al. 2015). Positive storm surges are temporary increases in sea level above 
the expected tidal level. The most severe floods often occur when an extreme storm surge 
event coincides with a tidal maximum and result in overtopping and breaching of sea 
defences (Lowe et al., 2001; Brown et al., 2007).  
 
Storm surges are generated by low atmospheric pressure (the inverted barometer effect) 
and the action of extreme winds on the water surface (Brown et al., 2007; Lowe et al., 
2001). The magnitude and impact of storm surges are determined by the track and intensity 
of cyclones and the coastline structure (Nicholls et al., 2007). The mechanisms of storm 
surge formation and evolution are dependent on the magnitude and path of mid-latitude 
cyclones. The configuration of coastal regions, particularly in shallow continental 
structures, is another significant decisive factor in regards to storm surge hazards. 
 
 
2.3.4 Skew Surges and Sea Level 
 
 
One of the most useful measures for coastal flooding is perhaps the skew surge (e.g. Lowe 
et al., 2009; Howard et al., 2010; Lamb et al., 2010; Bardet, 2011; Keef et al., 2011; 
McMillan et al., 2011; Mazas et al., 2014; Mawdsley and Haigh, 2016). The skew surge 
measure has two advantages: 
 
1. Skew surges remove all phase differences (timing differences) between 
predicted and observed data.  
 
2. Skew surges are usually assumed to be independent and identically distributed 
(i.i.d.) events (e.g. Bardet et al., 2011; Mazas et al., 2014).  
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Skew surge is the difference between the elevation of predicted astronomical high tide and 
nearest (in time) experienced high water, as shown in Figure 2.12. There is one skew surge 
value per tidal cycle and there are two tides per day. The skew surge is extracted for each 
high tide which means that the skew surge calculated takes the peak of the sea level and 
the peak of the astronomical tide (Lowe et al., 2009; Lamb et al., 2010; Howard et al., 
2010).  
 
 
 
 
Figure 2.12. Illustration of the skew surge (Lowe et al., 2009; McMillan, 2011). The surge residual changes 
through the tidal cycle, usually peaking before either the astronomical or the met-forced tide. 
 
 
Sea level is defined by two parameters (Church, 2013; IPCC, 2013):  
 
1. Relative sea level (RL) represents the height of the ocean surface respects to 
surrounding solid Earth. Local relative sea level changes may have obvious 
differences with global mean sea level (MSL) change, due to the spatial variability 
of the sea surface and the different height of the ocean floor. 
 
2. Geocentric sea level is the height between the ocean surface and the geocentric 
reference, which started to be measured over the past 20 years with satellite 
altimetry (e.g. Woppelmann et al., 2007). 
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Mean sea level (MSL) can be defined over different periods of time and is subject to 
timescale fluctuations: long-term trend (e.g. climate change or isostatic rebound), decadal 
oscillations (e.g. due to geostrophic currents) or seasonal oscillations (Lowe et al., 2001; 
Church, 2013; Mazas et al., 2014). Newlyn is used to define the zero level for all British 
land, based on the average or mean sea level (MSL) over the period of 1915-21. The gauge 
is located in the southwest corner of Britain (Pugh, 2004). 
 
The relationship between changes in skew surges and changes in mean sea level (MSL) is 
shown in Figure 2.13. Lowe et al. (2009) explained three measures: 
 
1. The future exceedance of present day tide is equal to the sum of the present day 
skew surge plus the increase in extreme water level.  
 
2. The increase in extreme water level is equal to the mean sea level (MSL) rise plus 
the change in skew surge height. 
 
3. The extreme future water level is the difference in water level:  
 
a) a present day 1 in 50 year return period surge which is added to the present 
day mean water level;  
b) a future year surge height (e.g. from a 1 in 5 year to a 1 in 50 year return 
period surge), which is added to a future year water level. 
 
Sea level rise (SLR) occurs by factors over a broad temporal and spatial range. A climate 
change contributor is the thermal expansion (increasing temperature), subsequently an 
increase in ocean mass from water melting, especially from glaciers and ice sheets (Lowe 
et al., 2001; Pugh, 2004; Milne et al., 2009; Church et al., 2013). There are other processes 
which can also accentuate SLR, but are not related to climate change: the ongoing visco-
elastic Earth deformation and relative variations of the ocean floor height, and glacial 
isostatic adjustment (GIA) (Peltier, 2001; Lambeck, 2014).  
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Figure 2.13. Schematic showing how changes in mean sea level and skew surge combine (Lowe et al., 2009). 
 
Anthropogenic activities, such as dams, irrigation systems, and groundwater depletion, can 
influence runoff or evapotranspiration rates of ground water, which will disturb the 
hydrological cycle and lead to SLR (Sahagian, 2000; Wada et al., 2010; Jha et al., 2012). 
For example, in High Plains (SW U.S.), California, Saharan and Arabian aquifers, 
exceeding the rate of recharge of ground water, and then the water lost from ground water 
storage eventually reaches the ocean through the atmosphere or surface flow, and 
ultimately results in sea level rise (Sahagian, 2000; Wada et al., 2010). Progressive 
depletion of sediment supply in coastal regions also plays an important role in SLR (de la 
Vega-Leinert and Nicholls, 2008). Beach erosion is a widespread phenomenon in Great 
Britain, caused by increasing storminess, sand and gravel extraction, and interruption of 
longshore sediment supply. 
 
 
2.3.5 Glacial Isostatic Adjustment  
 
 
The combination of contrasting relative sea level changes around the British Isles and a 
large database of paleo-sea-level reconstructions provides a rigorous test for quantitative 
glacial isostatic adjustment (GIA) models (Bradley et al., 2009; Lowe et al, 2009; Shennan 
et al., 2009; Church et al., 2013; Lambeck, 2014).  
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In the UK, vertical land movement or GIA can be attributed to the legacy of past climatic 
change (Figure 2.14), the Earth’s crust is experiencing an on-going adjustment to the 
deglaciation at the end of the last ice age (Lowe et al 2009; Shennan et al., 2009). The 
vertical movement ranges between approximately -2 mm/year in south east England and 
+2 mm/year in northwest Scotland (Figure 2.14), that means land uplift in the North and 
relative subsidence in the South of the British Island (Shennan et al., 2009). These rates are 
assumed to remain constant over the 21st century (Lowe and Gregory, 2005) and must be 
considered when evaluating SLR impacts. 
 
 
Figure 2.14. Current rate of relative land and sea level change in the British Isles in mm/year, showing relative 
land uplift as positive and relative subsidence as negative (Shennan et al., 2009). Image is ~900 × 1300 km, 
courtesy of the NASA Scientific Data Purchase Program. 
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GIA occurs naturally for a number of reasons, independent to current anthropogenic 
climate change drivers (i.e. seismic activity on faults lines and tectonic plate boundaries 
and crustal distortion via loading and unloading such as volcanic eruptions or pumping of 
groundwater).  
 
 
2.3.6 Climate Change 
 
 
Although there is a high degree of confidence that the climate is changing, with human 
activity extremely likely to be the dominant cause (IPCC, 2013; ASC, 2014), the precise 
impacts on the UK are still somewhat uncertain. Global average surface temperature has 
increased by around 0.8°C since the 1850–1900 baseline used by the IPCC, with UK 
average temperatures rising broadly in line with the global trend (Table 2.1). By the end of 
the century, a 3.2°C to 5.4°C global rise above the baseline can be expected based on 
continuing emissions growth, with further warming in the next century (ASC, 2014).  
 
Table 2.1. Projected changes for the UK at 2ºC/4ºC global warming in 2070-2100 (ASC, 2014). 
Climate risk Projected changes with 2ºC of warming globally by 2070-2100 (RCP 4.5).  
Projected changes with 4ºC of warming 
globally by 2070-2100 (RCP 4.5) 
Sea level rise 
(SLR) 
Global mean sea level rises of between 
0.36 – 0.63 m. 
Global mean sea level rises of between 
0.48 – 0.82 m. 
Annual 
precipitation 
No change in annual average precipitation, 
though changes in seasonal precipitation 
are projected. 
Up to a 15% increase in annual 
precipitation. 
Heavy winter 
precipitation 
Up to a 15% increase in heavy winter 
precipitation. 
Up to a 25% increase in heavy 
precipitation. 
Heavy summer 
precipitation 
Up to a 15% increase in heavy summer 
precipitation everywhere except north-east 
England. 
Up to a 15% increase in heavy summer 
precipitation everywhere. 
Dry spells No change in the number of dry spells. 
An increase of 2 – 4 days in the length of 
dry spells. 
Heat stress 
Increase by up to 20 in the number of 
heatwaves for the period 2070–2091 
compared to 1971 – 2000 for southern 
England. 
Increase by up to 45 in the number of 
heatwaves for the period 2070 – 2091 
compared to 1971 – 2000 for the south 
coast. 
Source: Working Group II’s contribution to the IPCC Fifth Assessment Report. 
Notes: Projections for changes for the UK at 2 and 4°C. Heatwave is defined as a period of more than 3 consecutive days with daily 
maximum temperature exceeding the 99th percentile of the daily maximum temperature of the May–September season for 1971-2000. 
* Representative Concentration Pathways used in the IPCC’s Fifth Assessment Report. 
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In addition to gradual changes in average temperature and patterns of rainfall, and rise in 
sea level, it is likely that there will be an increase in the frequency and severity of extreme 
weather events such as the floods and storms (ASC, 2014). Table 2.2 illustrates how the 
frequency of some extreme events in the National Risk Register (NRR) could change by 
2050 using results from published research papers, but uncertainties in these estimates are 
high (Defra, 2012b). 
 
Table 2.2. Return periods for major weather hazards in the National Risk Register, showing how they could 
change by 2050 (depicted by arrows; solid arrows have higher confidence than dashed arrows) (ASC, 2014). 
Greater than 1 in 51, 
up to 1 in 200 
Greater than 1 in 2, 
up to 1 in 50 1 in 2 or lower 
Coastal flooding 
(2013-type surge event) 
  
 
Low temperature and 
heavy snow 
 
Inland flooding 
(current 1 in 100 year events) 
  
 
Heatwaves 
(2003-type event) 
 
Drought   
 Storms and gales  
Severe wildfire   
 
Similarly, Slingo et al. (2014) affirmed that in terms of the storms and floods of winter 
2013/2014 event, it is not possible, yet, to give a definitive answer on whether climate 
change has been a contributor or not. Nevertheless, the potential impact of climate change 
on fluvial flooding is receiving considerable scientific and political interest thanks to 
evidence from climate model projections and a widely held belief that flood risk may be 
increasing (Wilby et al., 2008).  
 
The progressive expansion of human occupation in areas at risk makes the threat of floods 
on the population greater than before (Figure 2.15). Infrastructures that may be affected by 
flooding includes: buildings, transport, energy and communication networks. The effects 
of increases in flooding on business include property damage and disruption to supply 
chains. Figure 2.16 shows tidal and river flooding in England and Wales, but not surface 
water flooding. It is estimated that there are more than 6 million people at risk from surface 
water flooding, many of whom are also at risk from tidal or river flooding (Ramsbottom et 
al., 2012); whilst this type of flooding is disruptive, flood depths and damage are generally 
lower than those associated with rivers and the sea. 
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Figure 2.15. Number of people at significant likelihood of tidal or river flooding with population growth in 
England and Wales (Ramsbottom et al., 2012). 
 
 
Figure 2.16. Number of people at significant likelihood of tidal or river flooding in England and Wales 
(Ramsbottom et al., 2012). 
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2.4 The Present and the Future of Coastal 
Flooding in the UK 
 
 
Flood risk is a significant and growing problem for the UK caused by the climate change 
and new developments planned on existing floodplains (Building Futures, 2007; Werritty 
et al., 2007; Wilby et al., 2008; Lowe et al., 2009; Foresight, 2012; Ramsbottom et al., 
2012; ASC, 2014). Figure 2.17 provides estimates of relative sea level rise around the UK 
and Channel Islands over the 21st Century. The UK Climate Projections 2009 indicate that 
sea levels will rise by the end of the century.  
 
 
Figure 2.17. Projected sea level rise by 2100. Data are from UK Climate Projections 2009 courtesy of Met Office 
Hadley Centre. Each circle represents a 25 km grid along the UK coastline. 
 
The Environment Agency’s National Flood Risk Assessment for England examines where 
flooding could occur in all 69 catchments and the coastline around England using 39 
weather patterns of varying severity and likelihood. The assessment confirms that around 
5.2 million properties (Figure 2.18), or one in six residential and commercial properties, 
are at risk from river, coastal or surface water flooding (EA, 2009; Thorne, 2014). Of these 
2.4 million properties at risk from river and coastal flooding, around 490,000 properties 
face a one in 75 or greater chance (in any given year) of river and coastal flooding, and by 
2035 there may be an additional 350,000 properties at risk (Figure 2.19 and Figure 2.20). 
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Properties include households and non-residential properties such as offices, factories, 
commercial properties and warehouses (EA, 2009).  
 
During a flood it is not just homes that are threatened by damage. For many years, houses, 
hospitals, schools and workplaces have been built in areas that are susceptible to flooding. 
There are also risks to national infrastructure, with over 55% of water and sewage pumping 
stations, 20% of railways, 10% of major roads, 14% cent of electricity and 28% of gas 
infrastructure located in areas at risk of flooding (Figure 2.21). 
 
 
 
Figure 2.18. Properties at risk of flooding in England (EA, 2009). 
 
 
Figure 2.19. Properties at risk of river and coastal flooding (EA, 2009). 
 
Figure 2.20. Properties at risk with by 
chance 1:75 of river and coastal 
flooding (EA, 2009). 
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Figure 2.21. National infrastructure assets in flood risk areas (EA, 2009). 
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Past major extreme events which occurred in the UK are: 1953, 2007 and 2013/14. The 
1953 flood is the most recent large coastal flood in Europe and one of the biggest 
environmental disasters ever to have occurred on the East Coast of the UK, and the scale of 
its human impact was due to the lack of adequate disaster preparedness (Lamb, 1991; 
Hickey, 2001; Baxter, 2005; McRobie, 2005; Jonkman and Kelman, 2005b; Wadey et al., 
2015). Flood defences were breached by a combination of high tides, storm surge and large 
waves (Met Office, 2013; BBC, 2013; FLOODsite, 2014). Over 65,000 hectares of land 
were flooded, 307 people killed, over 32,000 people were safely evacuated and 200 
industrial facilities were damaged by floodwater (Figure 2.22 and Figure 2.23). A month 
after the flooding, the estimated cost was £40–50 million, the equivalent of around £1 
billion today, not including the cost of relocation and interruption of business activity. 
Since 1953, much work has been done to improve flood defences (Cabinet Office, 2012).  
 
 
Figure 2.22. 1953 Surge level (FLOODsite, 2014). Diagram shows open sea mathematically modelled surge heights. 
Local levels recorded may differ from these modelled figures. 
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Figure 2.23. Map of some of the worst affected region in England in 1953 (Met Office, 2013). 
 
Exceptional rainfall in the summer of 2007 caused extensive flooding in parts of England, 
especially in South and East Yorkshire, Worcestershire, Gloucestershire and Oxfordshire 
(Chatterton et al., 2010). The rainfall was unprecedented, in this timeframe, most of 
southern Britain registered more than twice the 1961-1990 average rainfall (Figure 2.24), 
approaching, or exceeding, 300% of average in those areas where the flooding was most 
severe (Marsh and Hannaford, 2007). Data on rainfall and river levels shows that the 
summer 2007 floods were extreme, with only a 1-in-150 chance of this level of flooding 
occurring in any one year (Pitt, 2008).  
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Figure 2.24. May-July 2007 rainfall as a percentage of the 1961-1990 average (Marsh and Hannaford, 2007). 
 
It has been estimated that the summer 2007 floods caused £36 million of rail-related costs 
to Network Rail including damage to infrastructure and compensation for train delays and 
cancellations (EA, 2009). The events that followed have been linked to the deaths of 13 
people. They also resulted in damage to approximately 48,000 homes and 7,000 
businesses. Power and water supplies were lost, railway lines, eight motorways and many 
other roads were closed (Pitt, 2008). In response to the review by Sir Michael Pitt into the 
2007 floods, the Government has proposed a series of programmes to strengthen the 
resilience of essential services to flooding, focusing on the most critical sites (EA, 2009; 
Defra, 2012a).  
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On 5 December 2013 a tidal surge swept down eastern and southern England, marking the 
start of an exceptional run of winter storms, culminating in serious coastal damage and 
widespread, persistent flooding throughout December, January and February 2013/14 
(Gov.uk, 2014b; Met Office, 2014b; Slingo et al., 2014; Thorne, 2014). This period of 
weather has been part of major perturbations to the Pacific and North Atlantic jet streams 
driven, in part, by persistent rainfall over Indonesia and the tropical West Pacific (Figure 
2.25). The North Atlantic jet stream has also been unusually strong; this can be linked to 
exceptional wind patterns in the stratosphere with a intense polar vortex (Slingo et al., 
2014).  
 
 
Figure 2.25. Schematic of the positive phase of the Arctic Oscillation (Slingo et al., 2014). 
 
December 2013 was also a very wet month. The UK received 184.7mm of rain, making it 
the sixth wettest December on record for the country as a whole (BBC, 2014). But 
Scotland was drenched in its wettest December on record, with an average rainfall of 
296.1mm, beating the previous high set in 1986 of 268.5mm (Figure 2.26). Along the 
coastline, the landmark rock arch in Porthcothan Bay in Cornwall was reduced to rubble 
and in Portland, Dorset, a rock stack, known locally as Pom Pom rock, was washed away 
(Figure 2.27).  
41 
 
Figure 2.26. Average rainfall in certain historic counties (BBC, 2014). 
 
 
Figure 2.27. Porthcothan Bay and Pom Pom rock (BBC, 2014). 
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The tidal flooding of December 2013 caused the highest storm surge since the extensive 
tidal flooding in January 1953 (Gov.uk, 2014b; Slingo et al., 2014; Wadey et al., 2015). 
The flooding, whilst extensive, was considerably less than the 1953 event (Table 2.3) due 
to the warning, response and flood defences put in place by the Environment Agency (EA) 
and others since 1953 (Slingo et al., 2014; Wadey et al., 2015).  
 
The extreme events which occurred in the UK in 2013/14 (Table 2.3) illustrate the costs of 
a lack of resilience, as many thousands of people were forced to leave their homes, 
businesses and transport was disrupted, with the associated costs to the economy and to 
well-being (ASC, 2014).  
 
Table 2.3. Summary of the impacts during the 1953 and 2013 events in the UK, primarily from data compiled by 
the Environment Agency (Wadey et al., 2015). 
Category 1953 2013 
Deaths (flood related) 307 0 
People evacuated 32,000 18,000 
Properties flooded 24,000 2,800 
Defense breach locations 1200 < 50 
Land area inundated (Km2) 
Agricultural 
Total 
 
650 
834  
 
68 
N/A  
Industrial sites inundated 200 N/A 
Livestock killed 
 
47,000 cattle 
140,000 poultry 
 
100 sheep/cattle 
700,000 poultry 
Energy supply impacts 
2 power stations 
12 gas works 
Electricity substation flooded in 
Middlesbrough 
Ports impacted Tilbury, Felixstowe Immingham 
Transport impacts 
Roads 
Railways 
 
160 km 
320 km 
 
> 160 km 
200 km 
Cost (for year 2014) £ 1.2 Bn* £ 0.25 Bn* 
Worst hit county Essex Lincolnshire 
County with most extreme sea levels Suffolk North Lincolnshire 
*Met Office (2014a).  
**An accurate figure for 2013 damage costs is unavailable — this is an approximation based upon estimates of defense and property 
damage (Wadey et al., 2015). 
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Following a series of damaging floods across parts of England, Wales and Scotland flood 
risk management in the UK has undergone a series of radical reviews (Institution of Civil 
Engineers Learning to Live with Rivers, 2002; Defra Making Space for Water, 2005; the 
Foresight Project Future Flooding, 2004; the Pitt Review, 2008; and Adaptation Sub-
Committee Progress Report 2014). Collectively these reviews have proposed less reliance 
on hard engineering solutions, schemes which work 'with' rather than 'against' nature and 
more of a 'people dimension' in flood risk management. Future Flooding also stressed the 
need for a paradigm shift in which flood risk management relies less on state intervention 
and more of an acceptance of individual responsibility (Werrity et al., 2007).  
 
Scientists from University of Southampton have compiled a new database of coastal 
flooding in the UK over the last 100 years (1915-2014) and an online tool called 
‘SurgeWatch’ (Haigh et al., 2015). The new tool contains information about 96 large 
storms taken from tide gauge records, which record sea levels back to 1915. Moreover, 
‘SurgeWatch’ shows the highest sea levels that the storms produced and a description of 
the coastal flooding that occurred during each event. 
 
In light of the severe flooding of winter 2013/14, Hartwell-Naguib and Roberts (2014) 
provide a summary of the Government response, including details of recent 
announcements by the Prime Minister, information about Government policy on flood 
planning and response, and sources of advice for those affected. Collated, the Government 
published an overview of the recovery support (Gov.uk, 2014b) and a review of the 
resilience of the transport network (Gov.uk, 2014a). 
 
In the aftermath of the flooding of winter 2013/14, some journal articles such as the 
Geographical Journal promoted public and policy debates (e.g. Clout, 2014; Dodds, 2014; 
Lewin, 2014; McEwen et al., 2014; Stephens and Cloke, 2014; Thorne, 2014). Colin 
Thorne (2014) explains the physical, socioeconomic and political geographies associated 
with the winter storms of 2013–14. The winter flood has provoked visceral reactions to 
how societies and their governmental agencies plan, react and respond in the longer term to 
flooding (Dodds, 2014). McEwen et al. (2014) show how the memories of those affected 
by flooding can be a starting point for how science, policy and public understanding of risk 
and extreme weather are interconnect with one another (Dodd, 2014).  
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Weather, the journal of the Royal Meteorological Society, provided an outline of the 
weather events of winter 2013/14, and compares some characteristics of this winter with 
other winters in the UK’s historical records (e.g. Goulding and Cincerey, 2015; Kendon, 
2015; Kendon and McCarthy, 2015; Lewis et al., 2015; Munchan et al., 2015; Sibley et al., 
2015). Companion papers focus on the hydrological and hydrogeological responses and 
impacts (e.g. Muchan et al., 2015), while Sibley et al. (2015) cover coastal flooding and 
examine events in early December 2013. Further papers review the operational 
performance of Met Office weather forecast models through the storms (e.g. Lewis et al., 
2015) and links to large-scale global drivers (e.g. Huntingford et al., 2014).  
 
 
2.5 How to Model Coastal Flooding and Storm 
Surge Events? 
 
 
A model is a simplified representation of some aspects of the real world. There are a range 
of models: conceptual, physical (scale and analogue models) and numerical/computational 
(empirical, stochastic and deterministic models). 
 
 
2.5.1 Flood Inundation Modelling  
 
 
Physical-based models provide numerical solutions for processes which are theoretically 
explained in hydraulics (fluid mechanics) to refer to spatial dimensions in relation to the 
movement of water: one-dimensional (1D), two-dimensional (2D) or three-dimensional 
(3D). Examples of 1D software packages are: ISIS is owned and developed by two UK 
companies (Wallingford Software and Halcrow), HEC-RAS is a free software developed 
by the US Army Corps of Engineers, and storage cell model LISFlood-FP developed by 
Bates and De Roo (2000). Simplified coupled 1D/2D models are: JFLOW (Bradbrook, 
2006), and FloodMap (Yu and Lane, 2006 a,b). The Danish Hydrological Institute (DHI) 
has developed 1D flood model MIKE11, 2D coastal flood model MIKE 21 and MIKE 
FLOOD, and 3D coastal modelling approach MIKE 3. The Federal Emergency 
Management Agency of the United States has created the Coastal Hazard Analysis 
Modeling Program (CHAMP). 
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2.5.2 Geographic Information System (GIS)  
 
 
Geographic Information Systems (GIS) analyse field data to evaluate the information and 
possible scenarios. There is no single definition of GIS, but the most accepted may be: "an 
organized collection of computer hardware, software, geographic data, and personnel 
designed to efficiently capture, store, update, manipulate, analyse, and display all forms of 
geographically referenced information” (Colorado, 2000). 
 
The link between GIS and flood modelling has traditionally adopted a number of 
integration paradigms ranging from a tight integration (or coupling) where all modelling 
occurs within the GIS, to a less integrated approach where GIS is used for data pre-
processing, model parameterisation and post event display and analysis via the use of 
common data interchange formats (Clark, 1998; Zerger and Wealands, 2004). Given that 
the role of GIS for flood modelling commonly focuses on post-modelling requirements 
some major limitations exist in how model results are integrated with GIS (Zerger and 
Wealands, 2004). Banks et al. (2014) explained the model selection criteria currently 
available for river flood modelling and which perform damage assessment have 
historically been directed at planning for disaster response or developing flood insurance 
rate maps.  
 
The use of GIS for coastal flooding assessment has been rather slow (Bartlett, 1994; Jones, 
1995), often not fully exploiting the technology (e.g. Thumerer et al., 2010) or only 
sections of the UK’s coast have been studied (e.g. Thumerer et al., 2010; Brown, 2006; 
Brown et al., 2007; Mokrech et al., 2012; Knight et al., 2015). Applications of a GIS-based 
coastal management system for climate change on localised sections of the East Coast of 
England are shown in Thumerer et al. (2010) and Mokrech et al. (2012). Thumerer et al. 
(2010) illustrate the multi-stage risk assessment methodology. 
 
GIS spatial data analysis provides the ability to model parameters defining storm surge and 
flood events. However, upscaling to larger areas is difficult and time-consuming because 
of the data requirements and scale-related exponential in process interactions (Brown, 
2006).  
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Including more details inevitably make the model more complex to implement and 
interpret; thus, a balance between the level of detail incorporated into the broad-scale 
analyses and appropriate outputs (Mokrech et al., 2012). Owing to the lack of data, some 
of the analysis has had to be based on approximations (Penning-Rowsell, 2014). 
 
 
2.5.3 Catastrophe Modelling  
 
 
In the insurance industry, catastrophe modelling is the process of using computer-based 
calculations within a GIS to estimate the losses due to a catastrophic event, such as a 
hurricane or earthquake. It is also applicable in seismology, meteorology and 
hydrodynamics. The catastrophe model is built from four sub-models with different 
terminology by authors (e.g. Woo, 1999; Wood, 2005, Grossi and Kunreuther, 2005; 
Michell-Wallace et al., 2017): stochastic model, hazard model, vulnerability model and 
loss model (Figure 2.28). 
 
 
 
 
 
 
Figure 2.28. Catastrophe model components (Grossi and Kunreuther, 2006). 
 
 
The stochastic model or inventory comprises a large set of extreme events. It characterises 
the inventory or portfolio of properties at risk as accurately as possible. The hazard model 
is the risk of the hazard phenomenon. The hazard and inventory components enable the 
calculation of the vulnerability or damage susceptibility of the structures at risk (exposure 
or vulnerability model). This step in the catastrophe model quantifies the physical impact 
of the natural hazard phenomenon on the property at risk. In most models, damage curves 
are constructed for the structure, its contents, and time element losses, such as business 
interruption loss or relocation expenses.  
 
Hazard 
Inventory 
Vulnerabity Loss 
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Finally, based on this measure of vulnerability, the loss to the inventory is evaluated 
(financial or loss model). In a catastrophe model, loss is characterized as direct or indirect. 
While direct losses include the cost to repair and/or replace a structure, indirect losses 
include business interruption impacts and relocation costs of residents forced to evacuate 
their homes. The uncertainty in financial loss outcomes for each event is grouped into the 
overall loss exceedance probability (EP) relation. 
 
Research on storm surges has been used to predict potential inundation areas and water 
depth using mathematical models. Muir-Wood et al. (2005) implement catastrophe loss 
modelling for assessing the risk of coastal flooding from storm surges based on simulated 
wind data in eastern England. For modelling storm surge flooding of urban area (Canvey 
Island, UK), Brown et al. (2007) pay particular reference for modelling uncertainties.  
 
 
2.5.4 Extreme Value Analysis (EVA)  
 
 
Coastal flooding is a global phenomenon which causes widespread damage, economic 
costs and loss of human lives. For that reason, there is a need to create an effective 
modelling solution to improve the understanding of these risks and their potential impacts. 
EVA provides the probabilistic structure to study extreme events and GIS provide the 
spatial structure to develop the visual framework.  
 
EVA has been applied in different sciences (environment, engineering, industry, finance, 
insurance, etc.). In the hydrology field, researchers aim to predict the probability of the 
next flood event as frequency and intensity, for example, extreme value theory might be 
used to estimate flood event such as the 100-year flood or 50-year wave. In insurance risk 
management, EVA is implemented to estimate the price (premium) to cover the potential 
insurance risk (e.g. earthquake, volcanic eruptions and landslides). 
 
As mentioned, EVA is used to develop techniques and models for describing the unusual 
rather than the usual (Coles, 2001). There are several definitions in the literature about 
what are extreme values, but almost all are essentially similar (e.g. Resnick, 1987; Reiss 
and Thomas, 1989; Embrechts et al., 1997; Coles, 2001). By definition, only a few 
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measurements in a dataset can be counted as extreme. A more simplistic definition that 
some authors mention is that extreme values are the maximum and the minimum. For 
Albeverio et al. (2006), the interpretation of what is extreme is complicated because its 
definition includes various attributes such as fantastic, amazing and catastrophic, being 
subjectively difficult to define outliers. 
 
Extreme value methods typically adopt one of two alternative approaches by modelling 
either the exceedances of a high threshold (e.g. Davison and Smith, 1990) or, after division 
of the data into blocks or clusters (e.g. Ferro and Segers, 2003; Gouldby et al., 2014). 
Specifically, approaches for estimation of extreme water level events are: the annual 
maxima series (AMS), the r-largest values per year (Dixon et al., 1998; Butler et al., 
2007a; Butler et al., 2007b; Haigh et al., 2010; McMillan et al., 2011) and peaks over 
threshold (POT) (Bogner et al., 2012; Arns et al., 2013). Whereas the ‘r-largest’ approach 
defines an extreme value in purely relative terms, the threshold exceedance approach 
defines an extreme value in absolute terms. The annual maxima and r-largest approaches 
are criticised for their highly inefficient use of data due to their wastefulness of the already 
scarcely available information (Bogner et al., 2012; Arns et al., 2013; Haigh et al., 2010). 
In the AMS approach, only one observation per year is retained, while a particular year 
may have suffered more than one extreme event. Facing the disadvantage of data scarcity, 
the POT approach retains all observations that exceed some large threshold, and then the 
exceedances are modelled, for example, by a Generalized Pareto Distribution (GPD) 
(Coles, 2001; Ghil et al., 2011). 
 
 
2.5.4.1 EVA and Flooding  
 
 
Rossi et al. (1984) and Katz et al. (2002) apply extreme value modelling to the river 
flooding applications with long spans of overlapping time series (Table 2.4). Similarly, 
Cooley et al. (2007), Keef et al. (2009a), Keef et al. (2009b), Grigg and Tawn (2012), and 
Wyncoll and Gouldby (2013) investigate the extreme value theory models for flood 
frequency analysis and associated flood intensity (Table 2.4). However, they have done 
multivariate extreme models for local scale river and fluvial flooding, but not for regional 
scale (i.e. the UK’s East Coast). 
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Table 2.4. Summary of extreme value analysis models. 
Authors Summary 
Rossi et 
al. (1984) 
A regionalized two-component extreme value analysis for 39 stream-gauging stations in central 
and southern Italy for which the longest annual instantaneous flood series were available (34-49 
years with an average of 40 years) 
Tawn 
(1990) 
Extreme value modelling to 40 years of trivariate sea level annual maxima at 3 sites on the south-
east coast of England. 
Bruun 
and Tawn 
(1998) 
Univariate and multivariate extreme value method for estimating the probability of coastal 
flooding at several sites along a Dutch Coastline.  
Dixon et 
al. (1998) 
Spatial modelling extreme sea level of UK east coast, providing a set of design level estimates 
along the entire coastline. 
Bortot et 
al. (2000) 
Multivariate Gaussian tail model at Newlyn (UK) by modelling a trivariate dataset of 
oceanographic variables (sea surge, wave period and wave height). 
Katz et al. 
(2002) 
Univariate analysis: Precipitation (US); annual total economic damage due to floods (US) for the 
time period 1932–1997; sea level (Fremantle, Western Australia) for the time period 1897–1989 
where only 86 years of data available (i.e., values for 1902, 1907, 1910–1911, 1924, and 1942 are 
missing). 
Multivariate analysis: maximum of daily precipitation amount for the month of January (Chico, 
US), for the time period 1907–1988, with 4 years being eliminated because of missing values; Slat 
River peak flow (USA) for the time period 1924-1999 (1986 missing). 
Svensson 
and Jones 
(2002) 
Trivariate dependence model (extreme sea surge, river flow and precipitation) for the period 
1965–97: hourly sea surge and total sea level data for 8 stations on the east coast of Britain 
(Lowestoft and Immingham have the most complete data set with only 2.3% and 3.2% missing 
data respectively, but about 20% of the data are missing at North Shields, Sheerness and 
Aberdeen), daily mean river flows for 40 stations in catchments draining to the North Sea (36 of 
the stations have fewer than 88 days missing, 0.7% of the record), and daily precipitation 
accumulations (without missing values) at 20 stations in eastern Britain. 
Svensson 
and Jones 
(2004) 
Trivariate dependence model (extreme sea surge, river flow and precipitation) for the period 
1963-2001: hourly sea surge and total sea level data for 19 stations on the British south and west, 
daily mean river flows for 72 stations and daily precipitation accumulation for 27 stations in 
catchments draining to the south and west coast of Great Britain. 
Bernier 
and 
Thompson 
(2006) 
Extreme model in the northwest Atlantic (36 tide gauges located along the east coast of Canada 
and the northeaster United States): total sea levels reconstructed using the hindcast surges, and 
tides and higher-frequency variability predicted from short, observed sea level records. 
Butler et 
al. (2007a) 
Storm surge model for the North Sea for the period 1955-2000.  
Butler et 
al. (2007b) 
Storm surge event model in the southern and central North Sea over the period 1955–2000, using 
surge levels at sites for which sufficiently long observational records are available. 
Cooley et 
al. (2007) 
Bayesian analysis for spatial extremes for daily precipitation (Fort Collins, US) above a high 
threshold at 56 weather stations. 
Pirazzoli 
and 
Tomasin 
(2007) 
Extreme sea level model (Joint Probability Model) for the French Atlantic coast and 3 ports in the 
southwest of the UK. The length of the records varies from almost 130 equivalent full years at 
Brest and more than 84 years at Newlyn to less than 20 years at 9 stations, less than 13 years at 6 
stations and even only 1.3 years at Le Crouesty. 
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Authors Summary 
Keef et al. 
(2009a) 
Spatial dependence of extreme daily mean river flows of 271 stations and precipitation of 256 
rain-gauges across Great Britain. For the rain-gauges almost all of the selected sites have on 
average 40 years of data, since 1961, so have long records with limited missing data and long 
spans of overlapping series from gauge to gauge.  
Keef et al. 
(2009b) 
Extension of the Heffernan and Tawn (2004) method which accounts for missing values by 
assessing spatial dependence over four fluvial sites in Scotland. 
Haigh et al. 
(2010) 
Extreme value model of sea level records (derived from data archaeology) at 18 sites around the 
English Channel (at least 50 years of records). 
Lamb et al. 
(2010) 
Joint probability of extreme river flows and seal levels at multiple locations. There are two 
studies: 2 locations (Leeds and York, UK) and regional (145 gauges in and around the northeast of 
England). 
Martucci 
et al. 
(2010) 
Statistical trend analysis and extreme distribution of wave height (1958-1999) for 27 
representative geographical sites around the Italian coasts. 
Olbert and 
Harnett 
(2010) 
Numerical surge model: meteorological forcing and hydrographic records for the Irish and west 
British coastline. 
Keef et al. 
(2011) 
Environment Agency’s report to analysis the risk of widespread flooding from rivers and coasts. 
The gauges were selected according to the length and quality of record, and spatial coverage. The 
river flow gauging stations considered the number of gauges chosen in each catchment and the 
population density of the area in which each gauge was located. 
Galiatsatou 
et al. 
(2012) 
Extreme marine events model in Varna in the Western Black Sea: annual and monthly maxima of 
wave height, storm surges and wave period. The length of the records varies from a period of 61 
years (1948-2008) for wave heights and wave periods, while storm surge data cover a period of 80 
years (1928-2007).  
Grigg and 
Tawn 
(2012) 
Extreme river flow model from five UK rivers stations with distinct catchment characteristics, 
accounting for appropriate hydrological covariates. The data from each site are for the same 
period (January 1984–December 2001) and between 0% and 15% of the days have some hourly 
flow data missing. 
Oliver et 
al. (2012) 
Extreme current speeds model of non-tidal currents and tidal currents (1988-2004) of the 
northwest Atlantic Ocean. 
Batstone et 
al. (2013) 
Skew Surge Joint Probability Method along the UK coastline. The lengths of records from the 45 
gauges available range from 92 years at Newlyn to 8 years at Moray Firth, with a median length 
of 19 years. 
Eastoe et 
al. (2013) 
Extreme sea surface elevation model for the Atlantic coastline: time series of measured 3h 
maximum sea surface elevations from the 8m array at the Field Research Facility (Duck, North 
Carolina, US), for the period from January to December 2005 at 15 pressure gauges. 
Wyncoll 
and 
Gouldby 
(2013) 
Extreme value models for fluvial. The case study analysis the 27 years of time series rainfall of 
248 representative nodes spanning the river network for the Eden catchment in the north-west of 
England.  
Li et al. 
(2014) 
Univariate and multivariate extreme storm model along the Dutch coast using Gaussian copula 
model for the Dutch wave climate data (1979-2009). 
Zheng et 
al. (2014) 
Bivariate extreme model for the Hawkesbury-Nepean catchment near Sydney (Australia): rainfall 
(21 daily rainfall gauges) and storm tides (at the catchment outlet) for a period of approximately 
92 years. 
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The extremes of storm surges, sea levels and tides are studied (Table 2.4) in the coastline 
of the UK (e.g. Tawn, 1990; Dixon et al., 1998; Bortot et al., 2000; Svensson and Jones, 
2002; Svensson and Jones, 2004; Butler et al., 2007a; Butler et al., 2007b; Haigh et al., 
2010; Batstone et al., 2013), and in other sites, Dutch coastline (e.g. Bruun and Tawn, 
1998; Li et al., 2014), Irish coastline (e.g. Olbert and Harnett, 2010), French coastline (e.g. 
Pirazzoli and Tomasin, 2007), Italian coastline (Martucci et al., 2010), Atlantic coastline 
(e.g. Bernier and Thompson, 2006; Oliver et al., 2012; Eastoe et al. 2013), Australian 
coastline (e.g. Zheng et al., 2014) and Asian coastline (e.g. Galiatsatou et al., 2012). 
 
Until recently, the problem of estimating the probability of extreme sea levels along a 
coastline has received little attention. Most of the existing analyses are univariate 
approaches that are applied independently to data from individual sites (e.g. Bruun and 
Tawn, 1998; Katz et al., 2002; Li et al., 2014). Dixon et al. (1998) present a spatial 
extension of the methods, an approach for obtaining extreme sea level probabilities along 
the whole UK East Coast. However, a multivariate extreme value model on this large scale 
is intractable.  
 
An advance on this work was to analyse multiple sites, including temporal aspects (Keef et 
al., 2009a). These descriptions are the first step in assessing widespread river flood risk, 
but do not enable estimates of the occurrence probability of events, such as the UK events 
of summer 2007. Keef et al (2009a) adopt a model-based approach using the methods of 
Heffernan and Tawn (2004) for modelling dependences in multivariate extreme analysis 
extending the method to handle missing data and temporal dependences. 
 
Working with river flow data from 197 sites, Keef et al. (2011) present extensions to the 
statistical model used by Keef et al. (2009a) over multiple locations to simulate synthetic 
events. This approach (Keef et al., 2011) provides new information about the probability of 
river flooding at a broad spatial scale, regional or national spatial scale. It is possible to 
estimate the probability of an entire event, rather than simply stating probabilities at 
individual sites.  
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Keef et al (2011) examine two previous studies that revise daily data from the UK to assess 
the risk of widespread river floods: Svensson and Jones (2002, 2004) and Keef et al. 
(2009b). The work of Svensson and Jones (2002, 2004) is an investigation of the pairwise 
dependence between extreme sea surge, river flow and precipitation around the coast of 
Britain. One of the main outcomes of these studies was a set of maps describing pairs of 
variables that have a non-zero probability of their very largest observations occurring in 
the same event. All possible same-variable pairs were examined. The work of Keef et al. 
(2009b) uses a summary measure to estimate the level of dependence between a single 
gauging station and surrounding gauging stations within defined distances. 
 
 
2.5.4.2 EVA and Flood Damage Estimation  
 
 
McNeil (1997) studies the Danish fire loss data by applying the Peaks Over Threshold 
(POT) approach or Jonkman et al. (2008) deals with methods for the estimation of loss of 
life due to flooding of the area of South Holland, in the Netherlands. Existing literature 
treats different aspects of the loss of life due to flooding, some studies investigate loss of 
life patterns on a global scale (e.g. Berz et al., 2001; Jonkman, 2005, Jonkman et al., 2008) 
or discuss loss of life in the context of general public health impacts (e.g. Hajat et al., 
2003; Ahern et al., 2005). Other studies focus on the analysis of the causes and 
circumstances of individual flood disaster deaths for specific regions or events (e.g. 
Coates, 1999; Jonkman and Kelman, 2005a; Jonkman and Kelman, 2005b; Ashley and 
Ashley, 2008).  
 
 
2.5.4.3 EVA and Threshold Selection  
 
 
One of the key challenges in extreme value analysis is to determine the threshold above 
which the asymptotic model provides a reliable approximation to the tail of the population 
distribution (Davison and Smith, 1990; Coles, 2001). From a theoretic perspective, the 
threshold needs to be chosen to provide a reasonable GPD. On a more pragmatic level, it 
has to be known how much the exceedances over a threshold affect the estimated return 
levels.  
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A suitable threshold will ensure that the distribution well-fits all data and retains sufficient 
data for modelling extreme values (Davison and Smith, 1990; Coles, 2001; MacDonald et 
al., 2011; Papalexiou et al., 2013; Wyncoll and Gouldby, 2013).  
 
Traditionally, threshold selection methods rely on graphical tools rather than analytic 
procedures (Coles, 2001; Heffernan and Tawn, 2004; Wyncoll and Gouldby, 2003, 
Scarrott and MacDonald, 2012; Li et al., 2014). The graphical analysis requires an 
experimental knowledge to identify for example the breaks of linearity in the mean 
residual life (MRL) plot (i.e. mean exceedances over a sequence of thresholds) (for more 
information, see Section 4.4.1). The interpretation of a MRL plot is not always simple in 
practice; it can be difficult to interpret as a method of threshold selection (Scarrott and 
MacDonald, 2012). Since the plots are difficult to interpret to select a desirable threshold, 
the threshold selection by graphs tools shows a lack of robustness for its subjectivity 
(Davison and Smith, 1990; Coles, 2001; Solari and Losada, 2012a). However, a more 
useful interpretation had to be devised.  
 
Recently, a number of analytical threshold selection methods have been proposed: 
parametric approach (e.g. Rosbjerg et al., 1992), percentile approach (e.g. Grabemann and 
Weisse, 2008; McMillan et al., 2011; Arns et al., 2013), or mixture models (e.g. Frigessi et 
al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi et al., 2006; Carreau 
and Bengio, 2009).  
 
The parametric and percentile approach are the simplest threshold selection, however, 
selecting a fixed percentile of data (e.g. 95th or 99th) is eventually a subjective procedure 
(Arns et al., 2013; Caballero-Megido et al., 2017). Pre-defined paramentric thresholds can 
be considered as initial thresholds when dealing with multiple datasets is time-consuming.  
 
A plethora of recent articles has proposed various extreme value mixture models for 
threshold estimations. The mixture models typically consider the threshold as a parameter, 
so it can be objectively estimated using standard inference tools, avoiding the traditional 
graphical diagnostics which require expert subjective judgment. However, mixture models 
do not produce a decisive verdict as evidenced by the variety of mixtures proposed (Ghil et 
al., 2011; Scarrott and MacDonald, 2012; Solari and Losada, 2012a; Mazas et al., 2014; 
Caballero-Megido et al., 2017).  
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Frigessi et al. (2002) design a dynamically weighted mixture model for datasets containing 
only positive values (Figure 4.2a), where one part is the GPD and the other is a light-tailed 
density distribution (e.g. Weibull). The threshold is assigned to be the point over which the 
weighted contribution of the GPD term is higher. Frigessi et al. (2002) approach has two 
limitations (Scarrott and MacDonald, 2012); a lack of robustness in the inversion and a 
tendency for the bulk to at least partially influence the estimated character of the tail. 
 
The method of Behrens et al. (2004) is arguably the simplest of the extreme value mixture 
models with which to fit the entirety of the dataset, and the threshold aim to decouple the 
bulk and the tail. The threshold is explicitly estimated as a parameter with its own 
probability density function (pdf), which is what allows uncertainty in its value to be 
assessed.  
 
In a related approach, Mendes et al. (2004) fit models to both of a distribution’s tails, even 
though this makes little difference for skew surge dataset where only the ‘upper’ tail is 
considered. Mendes et al. (2004) use a normal distribution for the bulk and GPD models to 
fit the two tails. Thresholds for both tails are based on estimating the best proportion of 
observations for each tail by maximising the log-likelihood over all possible pairs of 
proportions.  
 
Carreau and Bengio (2009) further develop Mendes et al. (2004) approach by extending 
the GPD to a ‘hybrid Pareto’ and by placing a continuity constraint on the probability 
density function of the threshold’s location and on its first derivative at the threshold. 
However, as Carreau and Bengio (2009) note, the continuity requirements effectively 
create some linkage between the bulk and the tail.  
 
Alternatively, to avoid the influence of assuming a form for the bulk distribution, Tancredi 
et al. (2006) propose a mixture model that combines non-parametric density estimation 
using an unknown number of uniform distributions for the bulk (Scarrott and MacDonald, 
2012). Tancredi et al. (2006) method is computationally complex with difficulties of 
ensuring convergence (Thompson et al., 2009; Scarrott and MacDonald, 2012), and some 
subjectivity exists in the choice of Bayesian prior parameters (Tancredi et al., 2006).  
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Li et al. (2014) propose a Root Mean Square Error (RMSE) analysis to select a suitable 
threshold. The RMSE measures the difference between analytical and observed cumulative 
distribution functions (cdfs) of 𝑋 to select suitable thresholds. Arbitrarily, Li et al. (2014) 
also chose only to consider events with an RP greater than approximately 1 year.  
 
Recently, Thompson et al. (2009) develop a less subjective, semi-automatic threshold 
selection procedure that uses elements of the manual selection approach, without 
replicating it. Various parameters need to be set (e.g. test significance level), and a method 
that directly mimics the manual approach may prove more intuitive.  
 
In the literature, great efforts have been made in overcoming uncertainty associated with 
threshold selection (Ghil et al., 2011; Scarrott and MacDonald, 2012; Solari and Losada, 
2012b), accounting for covariate dependence, both parametric and non-parametric, (e.g. 
Mendes and Lopes, 2004; Frigessi et al., 2002; Behrens et al., 2004; Carreau and Bengio, 
2009; Tancredi et al., 2006) and non-stationary sequences (e.g. Smith, 1987; Davison and 
Ramesh, 2000; Hall and Tajvidi, 2000; Pauli and Coles, 2001; Chavez-Demoulin and 
Davison, 2005; Yee and Stephenson, 2007; Eastoe and Tawn, 2009), dependence among 
extremes (e.g. Davison and Smith, 1990; McNeil and Frey, 2000; Ferro and Segers, 2003) 
and multivariate extremes (e.g. Coles and Tawn, 1991; Coles and Tawn, 1994; Heffernan 
and Tawn, 2004). 
 
 
2.5.4.4 EVA and Missing Values  
 
 
Statistical analysis of dataset with missing values is a prevalent problem. One of the 
reasons for missing values in environmental science dataset is that the majority of values 
are obtained from observation and measurement of natural systems, rather than in the 
laboratory (Kondrashov and Ghil, 2006). 
 
Dealing with missing data is time consuming and handling those occasionally takes longer 
than the analysis itself. Furthermore, the amount of missing data is not the sole criterion by 
which a researcher assesses the missing data problem. An important consideration is 
whether there are other data that might be used to help to provide these values. 
56 
 
It is important to mention the application of historical flood information when reassessing 
data in gauge river records (e.g. Macdonald, 2013; de Kraker, 2015; Parkes and Demeritt, 
2016), sea level data (e.g. Haigh et al., 2010) or coastal flooding using population and 
dwelling house data (e.g. Stevens et al., 2016). Historical reconstructions of individual 
events span time series in order to estimate return periods (Macdonald, 2013; Mitchell-
Wallace et al., 2017). However, a compromise exists between increasing the length of 
records with multiple historic data sources and maintaining consistency and quality of the 
record (Parkes and Demeritt, 2016; Stevens et al., 2016). 
 
Complex algorithms can be used to reconstruct time series for univariate and multivariate 
records, such as parametric models (Smith et al., 1996; Kaplan et al., 1997; Marcos et al., 
2005), neural network techniques (Wenzel and Schroter, 2010) or spectrum analysis 
(Kondrashov and Ghil, 2006). 
 
The scarcity of data is one of the issues in the multivariate extreme analysis (e.g. Katz et 
al., 2002; Svensson and Jones, 2002; Butler et al., 2007 a,b; Pirazzoli and Tomasin, 2007; 
Keef et al., 2009 a,b; Grigg and Tawn, 2012; Batstone et al., 2013). The multivariate 
extreme modelling involves complete case value analysis (e.g. Heffernan and Tawn, 2004). 
The complete case strategy is generally inappropriate, since it is usually interesting to 
make inferences for an entire population, rather than sampling the population that would 
provide responses on all relevant variables (Little and Rubin, 2002; Haining, 2003). 
 
For example, Katz et al. (2002) eliminated 4 years in the dataset because of missing values 
to undertake the multivariate analysis of maximum of daily precipitation amount for the 
month of January in Chico (US). Svensson and Jones (2002) and Butler et al. (2007b) 
chose stations and gauges to have as few missing data as possible and ensure sufficient 
long observational records. Pirazzoli and Tomasin (2007) sampled time series for at least 
20 or 13 years, whereas less than 20 or 13 years of complete hourly records are available at 
many tide-gauge stations. On the other hand, Grigg and Tawn (2012) imputed the missing 
hourly values using a rainfall–runoff model and then derived the daily data. Similarly, 
Batstone et al. (2013) produced skew surge values for a none-leap year, assuming complete 
data records. 
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One of the main limitations of the Heffernan and Tawn (2004) method for multivariate 
extreme analysis is that it does not deal with missing data. Based on the theory originally 
developed by Heffernan and Tawn (2004) to model the conditional distribution in the 
multivariate extreme analysis, Keef et al. (2009a) and Keef et al. (2009b) adopt an 
asymptotically justified dependence model over multiple locations that also accounts for 
the time lags between variables at the different sites (Lamb et al, 2010).  
 
However, in the case study reported in Keef et al. (2011) was for three gauges, the range of 
record lengths was from 19 to 47 years, with a median of 9 years of non-overlapping data. 
Figure 2.29 shows an illustration of a typical missing data pattern. The first 25% of 
variable is missing, along with the last 25% of variable, and as a result only the central 
50% of data can be taken into account as in the Heffernan and Tawn (2004) approach. 
 
 
 
Figure 2.29. Observation number of x > vp (Keef et al., 2011). 
 
 
Lamb et al. (2010) approach is directly based on gauged data, which integrates the effects 
of temporal sequences of precipitation in order to avoid the uncertainty associated with 
generalised rainfall-runoff models and with spatial–temporal rainfall modelling; however, 
there remain uncertainties related to the spatial coverage and record length of the gauged 
data, and the quality of the gauge measurements.  
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2.5.4.5 EVA and Multivariate Analysis  
 
 
The area of multivariate extremes values is more complicated and less developed than 
univariate extreme modelling. Multivariate extreme value theory is a generalization of the 
univariate case where multi-dimensional data are involved (Liu and Tawn, 2014). This 
research follows the method described by Wyncoll and Gouldby (2013) that applied the 
Heffernan and Tawn (2004) approach. Heffernan and Tawn (2004) developed a 
methodology for modelling the distribution of a d-dimensional variable when at least one 
of its components is extreme.  
 
The traditional extreme value approaches have, in the past, tended to have been restricted 
in terms of the number of variables that have been considered and the spatial extents that 
are covered (Wyncoll and Gouldby, 2013). Recent developments in multivariate extreme 
value methods have removed some of these constraints and opened opportunities for 
improving flood risk analysis methods (e.g. Keef et al., 2009a; Keef et al., 2009b; Liu and 
Tawn, 2014; Southworth and Heffernan, 2015). However validation of system-based 
probabilistic models remains a challenge (Wyncoll and Gouldby, 2013); ongoing research 
on the development of benchmark tests for probabilistic models is likely to afford greater 
opportunity for rigorous validation in the future. 
 
An issue that quickly arises is how to define multivariate extreme observations. 
Dependences between variables in the data do not necessarily say anything at all about 
extremal dependences. If an observation has to be extreme in all components 
simultaneously, the amount of data to model is reduced drastically. The number of 
multivariate exceedances is too small to do anything meaningful with.  
 
The measure of extremal dependences is a dominant issue in the multivariate extreme 
analysis (Coles et al., 1999; Schlather and Tawn, 2002). Dependence occurs, for example, 
when different processes under study have a stochastic behaviour being driven by common 
meteorological conditions (Liu and Tawn, 2014). Dependence may also arise when a single 
process (i.e. storm surge) is studied at different spatial locations as in this research. Coastal 
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flooding occurs at any particular location when the combined sea level and waves exceed a 
critical level. Concurrently short-term coastal defences are likely to be sustainable; 
persistent high sea levels may cause severe damage. Furthermore, strong spatial 
dependence will lead to a widespread regional extreme event when the conditions 
occurring simultaneously along the entire coast, such as the same storm surge (i.e. major 
extreme events occurred in 1953, 2007 and 2013/14).  
 
 
2.6 Chapter Summary 
 
 
This chapter provided an overview of the key features and the necessary background 
information that will be exemplified on the subsequent chapters of the thesis. As the aim of 
this research is to obtain a storm surge flooding model for the East Coast of the UK, the 
challenge is to critically identify issues in the multivariate extreme value theory, such as 
the estimation of thresholds and coping with time series missing values to determine the 
likelihood of future significant coastal storm surge flooding. 
 
For that reason, knowledge about coastal flooding is key to understand and predict extreme 
events. The number of extreme events by hydrological natural hazards such coastal 
flooding are increasing, maybe due to the impact of climate change. Flooding is a 
widespread natural hazard with a high economic and human cost. In view of that, UNISDR 
implemented the Sendai Framework for Disaster Risk Reduction 2015-2030 to promote a 
strategic and systematic approach to reducing vulnerabilities and risks to hazards. Flood 
risk is a significant and rising problem for the UK, where 2.4 million properties 
(households and non-residential properties) are at risk from river and coastal flooding, 
caused by the climate change and new developments planned on existing floodplains. 
Three big events have occurred on the East Coast of the UK in 1953, 2007 and 2013/2014 
with catastrophic damages. 
 
The study of skew surge (research data) will help to understand one of the sources of 
coastal flooding. Skew surge is the difference between the elevation of predicted 
astronomical high tide and nearest (in time) experienced high water. Although the sea level 
is subject to timescales fluctuations (climate change or glacial isostatic adjustment) or 
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anthropogenic activities, the main benefits of skew surge data are that they remove all 
timing differences and they are independent and identically distributed (i.i.d.) events.  
 
There are a range of mathematical models to predict and simulated coastal flooding: 
physical-based models, catastrophe modelling or GIS. An effective solution to assess the 
risk of widespread and concurrent extreme events is the extreme value analysis (EVA). 
EVA aim to predict the probability of the next extreme flood event.  
 
However, one of the key challenges in the extreme value analysis is to determine the 
threshold above which the events are extreme. In the literature, the traditional approach 
relies on the subjective graphical technique. Recently, analytical threshold selection 
methods have been proposed, but they are complex to replicate and not producing a 
decisive verdict to choose a suitable threshold. Moreover, one of the limitations in the 
multivariate extreme analysis (e.g. method of Heffernan and Tawn, 2004) for modelling 
dependences is to handle missing data and temporal dependences. Keef et al. (2009a) and 
Keef et al. (2009b) undertake a dependence model that takes into account missing value 
gaps between variables at only three locations with 9 years of concurrent data and time 
series span of 19-47 year. Subsequently, Keef et al. (2011) improve the Heffernan and 
Tawn method by a multivariate normal copula model. 
 
The historical and methodological aspects of EVA were reviewed in this chapter. For a 
more general information on the theory of the extreme value statistics see these three 
references: Coles (2001); Heffernan and Tawn (2004), Wyncoll and Gouldby (2003), 
amongst others.  
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3. Data 
 
 
3.1 Chapter Scope 
 
 
This chapter describes the study sites of this research, fourteen gauges along the East coast 
of the UK. Section 3.3 describes and examines the research dataset, skew surges time 
series, used to undertake the extreme value modelling (Section 3.3.1). In Section 3.3.2, the 
availability of values and missing observations within the dataset are analysed.  
 
 
3.2 Research Locations 
 
 
The study is focused on the East Coast of the UK, specifically in fourteen tide gauges from 
North to South (Table 3.1 and Figure 3.1): Lerwick (1), Wick (2), Moray Firth (3), 
Aberdeen (4), Leith (5), North Shields (6), Whitby (7), Immingham (8), Cromer (9), 
Lowestoft (10), Felixstowe (11), Harwich (12), Sheerness (13) and Dover (14). 
Photographies of some study sites along Scotland are shown in Appendix A in order to 
show in situ different engineering approaches to defend against coastal flooding. 
 
Table 3.1. Latitude and longitude of the fourteen gauges. Coordinate System: World Geodetic System 84 
(WGS84). Datum Information: UK Admiralty Chart Datum.  
 Gauges Latitude Longitude 
1 Lerwick 60.15403 -1.14031 
2 Wick 58.44097 -3.08631 
3 Moray Firth 57.59870 -4.00220 
4 Aberdeen 57.14325 -2.07451 
5 Leith 55.98983 -3.18169 
6 North Shields 55.00744 -1.43978 
7 Whitby 54.49008 -0.61417 
8 Immingham 53.63103 -0.18603 
9 Cromer 52.93436 1.30164 
10 Lowestoft 52.47300 1.75083 
11 Felixstowe 51.95675 1.34839 
12 Harwich 51.94798 1.29210 
13 Sheerness 51.44223 0.74306 
14 Dover 51.11694 1.31806 
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Figure 3.1. Location of study sites (elaborated from an outline map of Ordnance Survey). 
 
 
3.3 Research Dataset 
 
 
3.3.1 Skew Surge Dataset 
 
 
The skew surge and sea level dataset were obtained from HR Wallingford. The dataset are 
freely available from the UK National Tide Gauge Network via the British Oceanographic 
Data Centre (http://www.bodc.ac.uk/). In the original dataset, there are four columns for 
each tide gauge: date, sea level chart datum (CD), sea level ordnance datum (OD) and 
skew surge. Tidal levels are quoted relative to CD which is approximately the lowest level 
due to astronomical effects and excluding meteorological effects (Table 3.2). The heights 
of CD relative to the OD at Newlyn in the UK are listed in 
http://www.ntslf.org/tides/datum.  
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The time series plot shows the different record lengths of skew surges for the different 
gauges (Figure 3.2). Time series are a sequential set of data measured over time. The time 
scale for the research dataset includes data over the period 1924-2013, in some gauges 
there are no records in the early years of the 20th century and for historical reasons, during 
the World War II (1939-1945) (see Section 3.3.2).   
 
 
Figure 3.2 Time series plots of the skew surge (m). 
 
66 
 
Violin plots (Figure 3.4) are similar to boxplots (Figure 3.3), except that they also display 
the probability density (Figure 3.5) of the data at different values. It can be observed 
statistical extreme values in the different gauges. In Table 3.3, the gauges have similar 
distribution, including the mean, the upper and lower quartile. Table 3.3 presents a 
summary statistic of the skew surges dataset (with removed missing values): mean, 
median, quartiles (qt), minimum, maximum, variance, standard deviation (sd), skewness 
and excess kurtosis. The average mean for the fourteen gauges is 0.010. The average 
variance is 0.032 and the average standard deviation is 0.177.  
 
The skewness (𝑔ଵ, Equation 3.1) is a measure of the asymmetry of the probability 
distribution and the kurtosis (𝑔ଶ, Equation 3.2) describes the shape of a probability 
distribution (Joanes and Gill, 1997), where the sample moments for samples of size 𝑛 are 
given by 𝑚௥ (Equation 3.3). If the dataset contain missing values and these are not 
removed, the skewness and kurtosis measures are not available.  
 
𝑔ଵ =
𝑚ଷ
𝑚ଶ
ଷ
ଶൗ
 𝑔ଶ =
𝑚ସ
𝑚ଶଶ
− 3 
Equation 3.1. Skewness measure. Equation 3.2. Kurtosis measure. 
 
𝑚௥ =
1
𝑛
෍(𝑥௜ − ?̅?)௥ 
Equation 3.3. Sample moments. 
 
If the skewness is greater than 1.0 (or less than -1.0), the distribution is far from 
symmetrical. Figure 3.6 and Figure 3.7 show the skewness and excess kurtosis, 
respectively. Both measures are illustrated in Table 3.3. Only Sheerness (gauge 13) has 
negative skewness which means that the gauge has left tail distribution, while the other 
gauges have right tail distributions. On the other hand, kurtosis values close to zero show 
mesokurtic distributions, such as the normal distributions. Distributions with positive 
kurtosis values are called leptokurtic for its fatter tails, such as the Laplace distribution. 
The gauges present positive kurtosis, being gauges 9, 10, 11 and 13 the distributions with 
more leptokurtic shape.  
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Table 3.2. Sea level chart datum (CD) in meters of the fourteen gauges. 
 Gauges CD (m) 
1 Lerwick -1.22 
2 Wick -1.71 
3 Moray Firth -2.22 
4 Aberdeen -2.25 
5 Leith -2.90 
6 North Shields -2.60 
7 Whitby -3.00 
8 Immingham -3.90 
9 Cromer -2.75 
10 Lowestoft -1.50 
11 Felixstowe -1.95 
12 Harwich -1.95 
13 Sheerness -2.90 
14 Dover -3.67 
 
 
Figure 3.3. Boxplot of the skew surge (m) of the fourteen gauges. 
 
Figure 3.4. Violin plot of the skew surge (m)of the fourteen gauges. 
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Figure 3.5. Probability density plot of the skew surges (m) of the fourteen gauges. The red solid lines show the 
probability density function. 
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Table 3.3. Summary statistic of the skew surge dataset for the fourteen gauges. 
 Gauges  
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
minimum -0.499 -0.669 -0.648 -0.715 -1.028 -1.052 -1.13 -1.355 -1.503 -1.489 -1.851 -1.433 -2.216 -1.568 
qt1 -0.083 -0.100 -0.082 -0.101 -0.080 -0.096 -0.074 -0.100 -0.100 -0.117 -0.060 -0.093 -0.109 -0.116 
median 0.006 -0.001 0.017 -0.009 0.013 -0.001 0.028 -0.002 -0.001 -0.018 0.039 0.012 -0.001 -0.017 
mean 0.011 0.006 0.019 -0.001 0.019 0.003 0.035 0.001 0.005 -0.004 0.044 0.017 0.000 -0.011 
qt3 0.097 0.103 0.115 0.087 0.106 0.093 0.137 0.098 0.105 0.091 0.142 0.121 0.109 0.087 
maximum 0.820 1.003 0.729 0.956 1.029 1.225 1.345 1.521 1.764 2.065 1.445 1.370 1.292 1.544 
variance 0.020 0.026 0.025 0.023 0.023 0.025 0.031 0.034 0.040 0.045 0.037 0.035 0.042 0.037 
sd 0.140 0.161 0.157 0.152 0.153 0.159 0.176 0.185 0.201 0.213 0.194 0.188 0.204 0.192 
skewness 0.269 0.366 0.182 0.482 0.350 0.298 0.246 0.153 0.218 0.729 0.047 0.249 -0.333 0.206 
kurtosis 0.469 0.900 0.766 1.114 1.672 1.957 2.029 3.811 4.361 5.291 5.387 3.130 5.292 3.742 
 
 
 
Figure 3.6. Skewness plot of the skew surges of the fourteen gauges. 
 
 
Figure 3.7. Kurtosis plot of the skew surges of the fourteen gauges. 
 
70 
 
 
3.3.2 Missing Values 
 
 
Missing observations are a common problem that is frequently encountered in 
oceanography. Depending on the type of instrumentation, malfunction in extreme weather 
conditions, floods or storms surges, or historical circumstances, may also produce data 
gaps.  
 
It is often of interest how many missing values are contained in a dataset for each variable, 
for example, in this research for each gauge. The percentage of data on Table 3.4 is based 
over a fixed timescale from 1924 to 2013. The average percentage of missing values within 
the fourteen gauges corresponds to the 50% (Table 3.4). Moray Firth (gauge 3) is the 
gauge with least data (12 %). Dover (gauge 14) and Immingham (gauge 8) are the gauges 
with most data (80% and 72%, respectively).  
 
However, it is even more interesting to know how many missing values are contained by 
simultaneous combinations (Templ et al., 2012). Figure 3.8 shows all the different 
combinations that are present in the observations with missing (cyan) and non-missing 
values (blue) over a fixed timescale from 1924 to 2013. In addition, on the top, the plot 
shows a bar for each considered variable and the bar height corresponds to the number of 
missing values in the variable (see also Table 3.4). Each gauge is sorted by the number of 
missing values and combinations by the frequency of occurrence to provide more power to 
finding the structure of missing values. Analogously with the time series plot (Figure 3.2), 
the y-axis shows the availability of data for the period of 1924 to 2013. There are certain 
combinations of gauges with a high number of missing values, mostly in the early 20th 
century. For example, in the first row, only Dover (gauge 14) has data available for 1924-
1928. As in Table 3.4, Moray Firth (gauge 3) is the gauge with more missing values. The 
top rows show gauges combinations with less missing values. However, there are no 
concurrent data within the skew surge dataset, the overlapping data is less than 1 week (24-
28/04.2004). 
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Figure 3.9 shows the number of gauges per year over a fixed timescale from 1924 to 2013. 
Correspondingly with the combination plot (Figure 3.8), it illustrates that in the earliest 
20th century few gauges have non-missing values, while in the latest 30 years, more gauges 
have data available. Similarly to Figure 3.9, Figure 3.10 shows the histogram per year for 
each gauge. It can be observed the year of the missing data gaps and how many values per 
year have been recorded (y-axis). As in the time series plot (Figure 3.2), the availability of 
data for the period of 1924 to 2013 is lower between 1924 and 1964, and higher 
availability between 1984 and 2013. It is clear that for historical reasons (e.g. WWII), there 
is a break on records.  
 
Table 3.4. Percentage of missing values (NA) and data for the fourteen gauges over a fixed timescale (1924-2013). 
 Gauges 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
% NA 31 38 88 34 69 41 58 28 66 31 67 67 45 20 
% DATA 69 62 12 66 31 59 42 72 34 69 33 33 55 80 
 
 
 
Figure 3.8. Combination plot of skew surges over a fixed timescale from 1924 to 2013. The colour cyan indicates 
missingness and the colour blue represents available data. 
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Figure 3.9. Barplot of frequency of gauges per year over a fixed timescale from 1924 to 2013. 
 
On the other hand, taking into account the differences of missing values, between non-
recorded data and absent of data, the percentage of values within the dataset varies. Table 
3.5 shows the number of years recorded for each gauge calculated from the first recorded 
value and the last one (Year Min and Year Max, respectively). In the case of Aberdeen 
(Gauge 4) and Dover (Gauge 14), the period of WWII has been removed in the total 
number of years. In Table 3.5, the percentage of data has increased comparing to Table 3.4, 
and accordingly the percentage of missing values has decreased. Only the percentages of 
values in North Shields (Gauge 6) remain the same. 
 
Table 3.5. Percentage of missing values (NA) and data for the fourteen gauges from recorded values. 
 Gauges 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Year Min 1959 1965 1994 1930 1981 1946 1980 1953 1973 1964 1982 1954 1952 1924 
Year Max 2013 2013 2004 2013 2013 2013 2013 2013 2013 2013 2011 2013 2013 2013 
Years 54 48 10 77 32 67 33 60 40 49 29 59 61 89 
% NA 15 14 22 51 35 41 15 20 44 6 24 63 40 43 
% DATA 85 86 78 57 65 59 85 80 56 94 76 37 60 64 
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Figure 3.10. Histogram of data per year for each gauge over a fixed timescale from 1924 to 2013. 
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3.4 Chapter Summary 
 
 
The analysis of time series, data from environment sciences, engineering or economics, 
constitutes an important area of statistics. Since, time series are a sequential set of data 
measured over time, missing observations are a common problem that is frequently 
encountered. In oceanography, depending on the type of instrumentation, malfunction in 
extreme weather conditions or historical reasons may also produce data gaps. 
 
In this research, skew surge time series from fourteen tide gauges on the East Coast of the 
UK are used spanning the period 1920–2013, with an average of 35 years of coverage per 
gauge. The preliminary analysis of the missing values shows an average of 50% of non-
observed values with less than 1 week of overlapping data (24-28/04/2004) over a fixed 
timescale from 1924 to 2013. 
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4. Methodology 
 
 
4.1 Chapter Scope 
 
 
Section 4.2 reviews the packages of the statistical programming language R available for 
the statistical modelling of extreme values. For more information of R packages 
implemented in this research, please see Appendix B.  
 
Section 4.3 introduces the statistical extreme value modelling and the main methodological 
steps in the extreme value modelling. Moreover, Section 4.3 describes the types of 
thresholds that ultimately need to be set in a multivariate extreme value model. 
 
Section 4.4 describes the currently available threshold selection methods: graphical 
methods (e.g. Coles, 2001); parametric methods (e.g. Rosbjerg et al., 1992; Grabemann 
and Weisse, 2008; McMillan et al., 2011; Arns et al., 2013); mixture models (e.g. Frigessi 
et al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi et al., 2006; Carreau 
and Bengio, 2009) or other methods based on the Root Mean Square Error (RMSE) (Li et 
al., 2014).  
 
Types of missing values are described in Section 4.5. There are different techniques in 
order to estimate missing values such as delete the case with missing observations, and 
impute, interpolate or correlate missing values.  
 
After selecting the automated threshold (see Section 4.4), the next step is to undertake the 
multivariate extreme modelling. The conditional multivariate approach of Heffernan and 
Tawn (2004) is used to model the dependence between variables.  
 
Finally, Section 4.7 shows a way to compare the threshold selection methods, the missing 
value approaches or the multivariate models by checking their return levels. Moreover, 
Section 4.7 describes how to calculate return level estimations and storm surge clusters. 
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4.2 Research Software 
 
 
This research undertakes the extreme value analysis with the packages of the statistical 
programming language R which is a free software for statistical computing (http://www.r-
project.org/). A couple of R packages were originally written for the commercial software 
environment called S-Plus. R has become the software language most used by academic 
statisticians because it is open-source and freely available without proprietary licensing 
requirements (Stephenson and Gilleland, 2006; Gilleland et al., 2013).  
 
The source code is therefore available for any user to (Stephenson and Gilleland, 2006; 
Gilleland et al., 2013: help them understand what the software is actually doing; potentially 
find bugs, and in some cases, improve the code and make the modified version available 
for all to use.  
 
Table 4.1 presents an update review of the software that is currently available to scientists 
for the multivariate extreme value analysis based on Gilleland et al. (2013). In this 
research, four R packages were used:  
 
 ismev (http://cran.r-project.org/web/packages/ismev/),  
 texmex (http://cran.r-project.org/web/packages/texmex/index.html),  
 evmix (http://cran.r-project.org/web/packages/evmix/index.html), 
 AER (https://cran.r-project.org/web/packages/AER/index.html).  
 
The R package used in the reference book (Coles, 2001) is ismev. The texmex package 
(Southworth and Heffernan, 2014) implements the conditional multivariate extreme value 
modelling approach of Heffernan and Tawn (2004). The R package evmix (Scarrot and 
Hu, 2014) implements the main extreme value mixture models to make these tools 
accessible for researchers and practitioners (Hu and Scarrott, 2013). evmix also produces 
diagnostic plots of model fit and quantifies the uncertainty in threshold estimation. For the 
Poisson dispersion test, AER is used. For more information, see the description of the R 
packages in Appendix B.  
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Table 4.1. General summary of R software packages for extreme value analysis (updated and elaborated from 
Gilleland et al., 2013). Note that in this research, ismev, evmix and texmex are used. 
 Block maxima 
Threshold 
models Estimation methods 
Non-stationary 
regression 
Multivariate 
capability 
copula No No MLE, pseudo-MLE, MOM No  Yes 
evd Yes Yes MLE Some Bivariate 
evdbayes Yes Yes Bayesian Limited No 
evir Yes Yes MLE No Limited 
extRemes Yes Yes MLE, LM Yes No 
fExtremes Yes Yes MLE, PWM No  No 
lmom Yes Yes LM No  No 
lmomRFA Yes Yes LM No  Limited 
lmomco Yes Yes LM No  Yes 
POT No Yes PMLE, Other No  Bivariate 
SpatialExtremes Yes Yes MLE, MCLE, Bayesian Yes Yes 
texmex No Yes MLE, PMLE, Bayesian Yes Yes 
VGAM Yes Yes MLE, BFA Yes No 
ismev Yes Yes MLE, LM, PMLE, Bayesian Yes No 
evmix Yes Yes MLE, Bayesian No No 
PMLE = penalized maximum likelihood estimation 
MLE = maximum likelihood estimation 
MCLE = maximum composite likelihood estimation 
MOM = method of moments 
PWM = probability weighted moments estimation 
LM = L-moments estimation 
BFA = backfitting algorithm 
 
 
 
4.3 Extreme Value Analysis (EVA) 
 
 
Although statistics often study normal behaviour, it is the most extreme values that have 
the biggest impact. Quantifying the likelihood of these extreme values is key to predict 
when they might happen again and how severe they could be. To answer these questions 
and more, extreme value theory provides a collection of models and modelling approaches 
for analysing atypical values of a dataset. The extreme value analysis is a statistic 
technique that underlines the rare events, in the sense to model and predict them. The 
simplistic approach is fitting the values to a statistical model. Fitting distributions consist 
in finding a function which represents a statistical variable.  
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Extreme value modelling supposes that Xଵ, … , X୬ is an independent and identically 
distributed (i.i.d.) sequence of random variables, defining M୬ = max{Xଵ, … , X୬}, and 
limiting distribution of M୬ as n → ∞. Then the Generalised Pareto Distribution (GPD), 
above a threshold u (Equation 4.1), defines a probability model for large values of the 
variable X (Davison and Smith, 1990; Coles, 2001). The selection of u is detailed in 
Section 4.4 of this thesis. 
 
 
P{X > x|X > u} = ቈ1 + ξ
(x − u)
σ୳
቉
ା
ିଵ ஞ⁄
for x > u; σ୳ > 0; ξ ∈ ℝ 
Equation 4.1. Generalized Pareto Distribution (GPD). 
 
 
The GPD model has two parameters: 
 
1. a reparameterized scale parameter 𝜎௨ (𝜎௨ = 𝜎 − 𝜉𝑢);  
2. a shape parameter ξ.  
 
The main methodological steps in the extreme value modelling are: 
 
1. Univariate modelling (Section 4.4). Generalized Pareto distributions (GPD) are 
fitted to the upper tails of each of the marginal distributions of the data (i.e. each 
site on its own). The GPD parameters are estimated independently for each location 
from the GPD threshold.  
 
2. Multivariate modelling (Section 4.6). The estimated dependences components are 
calculated fitting a regression model to each of the pairwise combinations (Gumbel 
or Laplace models). However, it assumes that the dataset has no gaps or missing 
values. Then, the data is simulated from the conditional fitted models. The 
simulated data is generated above the threshold for prediction. 
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For any of the above steps, there are a number of thresholds that ultimately need to be set:  
1. Univariate thresholds (Section 4.4): the GPD threshold for each of the marginal 
fits (one per site). 
2. Dependence thresholds (Section 4.6): the dependence threshold above which 
values of each variable are considered extreme in the multivariate conditional 
model. 
3. Multivariate conditional threshold (Section 4.6): the threshold above which you 
would like to sample new extreme values from the fitted multivariate conditional 
models. 
 
 
 
4.4 Threshold Selection 
 
 
In this research, before dependencies between locations are considered, each site is studied 
marginally (univariate modelling). For each gauge, a suitable threshold 𝑢଴ has to be 
selected, the breaking point of the most extreme values. There is not a compromise 
solution in choosing a threshold too high or too low. The chosen threshold 𝑢଴ has to be as 
low as possible to have a lot of data available for estimation (decreasing therefore the 
variance), but keeping in mind that it is necessary the asymptotic GPD distribution remains 
a valid model for the exceedances over the chosen threshold 𝑢଴ (that is, the threshold needs 
to be high enough to ensure a small bias). 
 
 
4.4.1 Graphical Methods  
 
 
Graphical tools assist in the threshold selection process such as the mean residual life 
(MRL) plot and the Parameter Stability Plots (Coles, 2001, Davison and Smith, 1990; 
Coles, 2001). MRL plot shows the mean exceedance vത (y-axis) of the n i.i.d. observations 
for a sequence of increasing thresholds u (x-axis). The mean exceedance above threshold vത 
is calculated as followed (Equation 4.2): 
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vത =
1
n
෍(X୧ − u)
୬
୧ୀଵ
 
Equation 4.2. The mean exceedance above threshold. 
 
A threshold value should be selected in the domain where the relationship between the 
mean exceedance above threshold ?̅? is a linear function of the threshold 𝑢. Knowing that 
data are 𝑋 ~ GPD(𝜎௨; 𝜉), then the empirical mean excess is E(𝑋 − 𝑢|𝑋 > 𝑢) =
𝜎௨ (1 − 𝜉)⁄ , defined for 𝜉 < 1. If the exceedances truly follow a GPD distribution, the 
relationship between the expected number of exceedances and the threshold should be 
linear. Looking at the MRL plot, a selected threshold 𝑢 has to be sufficiently high to get a 
linear relationship for all ?̅? > 𝑢 (taking confidence intervals into account), but also 
sufficiently low to keep a relatively large number of exceedances for estimation.  
 
The sign of the gradient 𝜉 (1 − 𝜉)⁄  of the MRL plot corresponds to the sign of the shape 
parameter and hence indicates the shape of the tail (e.g. Coles, 2001; Scarrot and 
MacDonald, 2012):  
 
1. Negative slope shows a short tailed distribution;  
2. A horizontal line (zero gradient) shows an exponential type tail;  
3. A positive slope suggests a heavy tailed distribution.  
 
Further support for the threshold choice is provided by the Parameter Stability Plots. A 
complementary technique is to fit the GPD at a range of threshold upward of 𝑢଴, and 
investigate the stability of the parameter estimates 𝜉 and 𝜎௨. Plotting the estimates of 𝜉 and 
𝜎௨ against a sequence of thresholds, together with confidence intervals for each of these 
quantities, and selecting 𝑢଴ as the lowest value of 𝑢 for which the estimates remain near-
constant. Furthermore, if a distribution GPD(𝜎௨; 𝜉) is a valid model for (𝑋|𝑋 > 𝑢଴), 
estimates of 𝜉 and 𝜎௨ − 𝜉௨బ   ought to be constant with respect to 𝑢 > 𝑢଴.  
 
For a suitably chosen threshold 𝑢଴, the MRL plot should be linear and the Parameter 
Stability Plots constant beyond the threshold. Thus, the validity of the threshold 𝑢 can be 
assessed in great detail by checking the stability with respect to 𝑢 of the maximum 
likelihood estimates for the reparameterized model. 
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4.4.2 Parametric Methods  
 
 
Rosbjerg et al. (1992) introduce a parametric procedure based on calculating the threshold 
as the mean value of the original dataset plus three standard deviations, assuming that the 
data is normally distributed. Other parametric methods (e.g. Grabemann and Weisse, 2008) 
are based on a fixed percentile of data, with the range of percentiles varying between the 
97.5th (McMillan, 2011) and the 99.7th (Arns et al., 2013).  
 
 
4.4.3 Mixture Methods  
 
 
Mixture methods estimate thresholds for a fitted distribution via inference methods (e.g. 
Frigessi et al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi et al., 2006; 
Carreau and Bengio, 2009). In this way, appropriate tail fits can be achieved using 
automated estimation of the ‘statistical’ threshold and, provided the ‘bulk’ (Figure 4.1) 
distribution model is sufficiently flexible and, hence, the bulk and tail fit do not strongly 
influence each other (Ghil et al., 2011; Scarrott and MacDonald, 2012).  
 
Frigessi et al. (2002) design a mixture model for datasets containing positive values only, 
and the full dataset is used for inference for GPD component (Figure 4.2a). It is a 
dynamically weighted mixture model, where one part is the GPD and the other is a light-
tailed density distribution such as Weibull. The transition between the two distributions, 
GPD and Weibull, is gradual following a Cauchy cumulative distribution function (cdf) 
weighting (see Scarrott and MacDonald, 2012). The threshold is assigned to be the point 
over which the weighted contribution of the GPD term is higher.  
 
The method of Behrens et al. (2004) fit all the dataset, combining a parametric bulk 
distribution (e.g. normal or gamma) up to some threshold with a GPD for the tail above 
this threshold, evaluated using Bayesian inference (Figure 4.2b and Figure 4.2c). The 
threshold aims to decouple the bulk and the tail, thus the threshold is explicitly estimated 
as a parameter with its own probability density function (pdf).  
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Figure 4.1. Schematic view of an extremal mixture model (MacDonald, 2011). 
 
   
a) Weibull b) Normal  c) Gamma 
Figure 4.2. Schematic representation of mixture models: a) Weibull, b) Normal and c) Gamma (MacDonald, 
2011). 
 
 
Mendes et al. (2004) fit models to both of a distribution’s tails, using a normal distribution 
for the bulk and GPD models to fit the two tails. Thresholds for both tails are based on 
estimating the best proportion of observations for each tail by maximising the log-
likelihood over all possible pairs of proportions.  
 
Carreau and Bengio (2009) develop Mendes et al. (2004) approach by extending the GPD 
to a ‘hybrid Pareto’ and by placing a continuity constraint on the probability density 
function of the threshold’s location and on its first derivative at the threshold.  
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Tancredi et al. (2006) propose a mixture model that combines non-parametric density 
estimation using an unknown number 𝑘 of uniform distributions for the bulk. The initial 
bulk extends from a lower threshold 𝑢low, which is known to be well below any reasonable 
estimate of a best threshold 𝑢଴, up to 𝑢 above which a GPD applies. Variants of 𝑢 are 
tested to determine 𝑢଴.  
 
 
4.4.4 Other Methods  
 
 
Li et al. (2014) propose a Root Mean Square Error (RMSE) analysis to select a suitable 
threshold 𝑢଴. The RMSE measures the difference between analytical and observed 
cumulative distribution functions (cdfs) of 𝑋 to select suitable thresholds (Equation 4.3).  
 
RMSE = ඩ
1
𝑛
෍(observed value௜ − fitted value௜)ଶ
௡
௜ୀଵ
 
Equation 4.3. Root Mean Square Error (RMSE). 
 
The RMSE observed values are the fitted cdfs assigned 𝑖 𝑛ൗ  at each of the observed values 
from the observed data, where 𝑖 is the number of tied observation at that value. For these 
same data a GPD was fitted above 𝑢, whose parameters (𝜎௨; 𝜉) were obtained by maximum 
likelihood. From this GPD, an analytical or fitted cdfs was constructed. Then, these 
analytical cdfs were compared to the ones of the observed cdfs for each and every 
observation above 𝑢. Each observation is treated as a potential 𝑢, each 𝑢 has a RMSE 
calculated for it, and the 𝑢 with the lowest RMSE considered best.  
 
Thompson et al. (2009) develop a less subjective, semi-automatic threshold selection 
procedure that uses elements of the manual selection approach, without replicating it. 
Thompson et al. (2009) difference the GPD parameter estimates (i.e., 𝜏 = 𝜎 − 𝜉), 
effectively taking the derivative of this plotted against 𝑢, assuming that the data is 
normally distributed. Thompson et al. (2009) then take the highest 𝑢 that fulfils this 
criterion when tested using a 𝜒ଶ test for normality. 
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4.5 Missing Value Techniques 
 
 
First, it is important to distinguish the missing data patterns. Moving from the simplest to 
the most general, there are three types of missing data (Little and Rubin, 2002; Chatfield, 
2003; Haining, 2003; Gelman and Hill, 2006; Kondrashov and Ghil, 2006; Dong and Peng, 
2013): 
 
 Missing completely at random (MCAR). A variable is missing completely at 
random if the probability of missingness is the same for all units.  
 
 Missing at random (MAR). A realistic assumption is missing at random when at the 
probability a variable is missing depends only on available information. 
 
 Missing not at random (MNAR).  
 
o Missingness that depends on unobserved predictors. Missingness is no 
longer “at random” if it depends on information that has not been recorded 
and this information also predicts the missing values. It can produce 
inference bias in the model. 
 
o Missingness that depends on the missing value itself. Generally, while it can 
be possible to predict missing values based on the other variables in the 
dataset, just as with other missing-data mechanisms, controversially, it is 
complicated due to the nature of the missing-data mechanism which may 
force these predictive models to extrapolate beyond the range of the 
observed data. 
 
Second, there are several techniques of dealing with missing data. Different time series 
may require different approaches to estimate missing values, in summary those are:  
 
 Deletion: delete the case with missing observations. Note that it is only possible 
when the gaps and the number of cases are relatively minor.  
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 Imputation: impute missing values. Use the rest of the dataset to predict the missing 
values.  
 Missing observation correlation. Consider just pairs with some observations 
missing. The means and standard deviations can be used in the estimate even when 
a member of a pair is missing. An analogous method is available for regression 
problems. 
 
The most practical approach is rather than predicting/simulating missing values, it is to 
create valid inferences for the entire dataset, not just a subset which the data happens to be 
complete, making full use of the data that are available (Little and Rubin, 2002; Haining, 
2003). The difference between prediction/simulation and inference is that 
prediction/simulation takes into account what will happen in the future while inference 
works with the available data. 
 
 
4.6 Multivariate Extreme Analysis 
 
 
4.6.1 Modelling Multivariate Extreme Events 
 
 
After selecting the automated threshold (see Section 4.4), the next step is to undertake the 
multivariate extreme modelling. The conditional multivariate approach of Heffernan and 
Tawn (2004) is used to model the dependence between variables.  
 
Multivariate extreme value modelling study extremal properties of a sequence Y୬  =
 ൫Y୬,ଵ, . . . , Y୬,ୢ൯ of 𝑛 i.i.d. random variables with dimension d and common distribution 
function P{Yଵ ≤  yଵ, . . . , Yୢ ≤  yୢ}  =  F(yୢଵ,   . . , yୢ), defining M୬,୨  =  max൛Yଵ,୨ , . . . , Y୬,୨ൟ.  
 
In order to separate the marginal characteristics from the dependence analysis, it is usual to 
standardise the data to common margins using the probability integral transform (Gumbel 
or Laplace). Heffernan and Tawn used a transformation to Gumbel margins, but 
subsequent developments (Keef et al., 2013) in this area show the structure of the 
regression model to be greatly simplified if Laplace margins are used instead (Southworth 
and Heffernan, 2015). 
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Arbitrary margins may be obtained by applying the probability integral transform to each 
component: if Y୨ ~ F(Yୢ୨) then Y୨ =  Gିଵ ቀF൫Y୨൯ቁ has distribution function G൫Y୨൯. It has to 
be done a pairwise of the gauge to calculate the parameters. In each pairwise the results are 
a and b parameters (the dispersion or scale, and location parameters, respectively), and Z, 
the residual regression fitting (Wyncoll and Gouldby, 2013). 
 
The standard Gumbel marginal distributions are obtained by setting Y୧ (Coles and Tawn, 
1991), where 𝐹ప෡  is an estimate of the cumulative distribution function for X୧ (Equation 4.4).  
 
Y୧ = −logൣ𝐹ప෡(𝑋௜)൧ 
Equation 4.4. Standard Gumbel marginal distributions. 
 
For this, the GPD fit above the threshold is combined with the empirical distribution 𝐹ప෩ of 
the X୧ values to give the semiparametric function in Equation 4.5. 
 
𝐹ప෡(𝑥) = ൞
 𝐹ప෩ (𝑥), 𝑥 ≤ 𝑢௜
1 − ቀ1 − 𝐹ప෩(𝑢௜)ቁ ቈ1 + 𝜉௜
(𝑥 − 𝑢௜)
𝛽௜
቉
ା
ିଵ
క೔ൗ
, 𝑥 > 𝑢௜
 
Equation 4.5. Gumbel semiparametric function. 
 
The transformed multivariate time series 𝑌 ௧ =  (𝑌௜, . . . , 𝑌ௗ)௧ retains the dependence 
structure of the original data but satisfies 𝑃{𝑌௜  >  𝑦}  =  𝑒𝑥𝑝(−𝑒𝑥𝑝[−𝑦]) for each 
different location 𝑖. The primary aspect is to model the dependence between extreme 
values of 𝑌௜ and typical values of the remaining variables. The analysis is repeated for each 
site 𝑖 so that extreme values of all variables are considered. Let 𝑌 ௜ denote the vector of all 
variables 𝑌௝ excluding 𝑌௜. This approach is typically applied using the multivariate 
nonlinear regression model: 𝑌 ௜|𝑌௜ = 𝑎𝑌௜ + 𝑌௜௕𝑍 for 𝑌௜ > 𝑣, where 𝑣 is a high threshold on 
𝑌௜, 𝑎 ∈  [0, 1] and 𝑏 <  1 are vectors of parameters and 𝑍 is a vector of residuals. Vector 
arithmetic should be interpreted component-wise so that each 𝑌௝ is modelled as a function 
of 𝑌௜ using parameters 𝑎௝|௜ and 𝑏௝|௜ and residual 𝑍௝|௜ (Heffernan and Tawn, 2004; Wyncoll 
and Gouldby, 2013).  
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The regression parameters 𝑎௝|௜ and 𝑏௝|௜ are estimated using maximum likelihood under the 
temporary assumption that 𝑍௝|௜ follows a normal distribution with unknown mean and 
variance. This fit uses all pairs (Yi, Yj) corresponding to cluster maxima of 𝑌௜ > 𝑣 to be 
consistent with the marginal GPD fits made to cluster maxima of Xi. This approach shows 
that asymptotically 𝑌௜ > 𝑣 is statistically independent of the residual 𝑍௝|௜. The threshold 𝑣 
has been therefore chosen to be just large enough for this condition to hold. Once all 
parameter estimates have been found a nonparametric estimate of the joint distribution of 𝑍 
is constructed from the empirical distribution of the sample residuals (Heffernan and 
Tawn, 2004; Wyncoll and Gouldby, 2013).  
 
 
4.6.2 Extremal Dependences  
 
 
The dependence between pairs of variables is described by a pair of parameters (𝑎, 𝑏). For 
Laplace margins, a and b parameters can both provide positive and negative dependence. 
The parameters in the dependence structure are not straightforwardly interpretable, though 
values of a close to 1 (or -1) indicate strong positive (or negative) extremal dependence 
(Southworth and Heffernan, 2015). 
 
Recent developments to the Heffernan and Tawn (2004) method, address the issue of 
validity of the fitted model by plotting the parameter estimates (e.g. Keef et al., 2013). The 
profile log-likelihood plots help to check that the parameter estimates have converged to 
the true maximum likelihood estimates. The profile log-likelihood surface is created for 
combination of a and b parameters, obtained by fixing them and maximizing the likelihood 
over σ and ξ. It is important that the estimated a and b parameters do correspond to the true 
maximum of the objective functions used for estimation (Southworth and Heffernan, 
2015). The point estimate for a and b should lie on the edge of the permissible parameter 
space if the surface has been successfully maximised.  
 
The constrained estimation of a and b parameters with Laplace margins limit the shape of 
the dependence parameter space so that its boundary is curved, rather than following the 
original box constraints suggested by Heffernan and Tawn (2004).  
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The constrained estimation ensures validity of the estimated model, and enforces the 
consistency of the fitted dependence model with the strength of extremal dependence 
exhibited by the data (Keef et al., 2013). It is to be preferred to the use of unconstrained 
estimation which can result in invalid, inconsistent inferences and which can lead to 
misleading predictions particularly if extrapolation is to be made far into the tail of the 
modelled distribution (Southworth and Heffernan, 2015). 
 
The pairwise extremal dependence can be examined by plotting summary statistics 𝛸 (Chi 
plot) and 𝛸ത (Chi-bar) as defined by Coles et al. (1999), Coles (2001) and Poon et al. 
(2003). Chi plots measure the strength of dependence within the asymptotic independence 
class. Chi-bar plots provide a measure within the class of asymptotically independent 
variables. The plots are interpreted as follows (Southworth and Heffernan, 2015): 
 
a. Chi-bar plot: 𝛸ത(𝑢). Limiting values of 𝛸ത(𝑢) plot as the quantile 𝑢 → 1 is an 
indicative of asymptotic dependence, with positive values closer to 1 indicating 
stronger positive dependence and negative values closer to -1 indicating stronger 
negative dependence. Values close to 0 indicate asymptotic near independence or 
asymptotically independent. 
 
b. Chi plot: 𝑋(𝑢). The limiting value of this function as the quantile 𝑢 → 1, with 
values closer to 1 indicates stronger dependence. Although at asymptotic levels, the 
largest values of the variables tend not to occur in the same observation, at 
moderately extreme levels, dependences may still be relatively strong. 
 
An alternative approach to examining pairwise extremal dependence is to examine the 
multivariate conditional Spearman's 𝜌 correlation coefficient (Spearman, 1904). It is a 
widely used measure for the strength of association between two random variables (e.g. 
Joe, 1990; Joe, 1997; Schmid and Schmidt, 2006; Schmid and Schmidt, 2007). The 
Spearman's 𝜌 correlation coefficient has the property known as ‘scale invariance’ because 
it is invariant with respect to the marginal distributions (Schmid and Schmidt, 2007). The 
multivariate conditional Spearman (MCS) plots similarly show extremal dependences as 
the plots of Χ and Χത (Southworth and Heffernan, 2015).  
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4.7 Storm Surge Events 
 
 
4.7.1 Return Level Estimation 
 
 
A way to compare threshold selection methods, missing value approaches or multivariate 
models is checking their return levels. As mentioned in Section 4.3, there are three 
thresholds to take into account in EVA: marginal thresholds, dependence thresholds and 
multivariate conditional thresholds.  
 
Having identified the threshold u and estimating the GPD parameters, scale and shape 
(σ, ξ), the return level H୫ for the m-year return period such as 50, 100, 250 and 1000 
years is calculated by Equation 4.6 (Agarwal et al., 2013; Southworth and Heffernan, 
2014). 
 
H୫ = u +
஢
ஞ
ൣ(mλ)ஞ − 1൧,  λ = ୩
୬
 
Equation 4.6. Return level for the GPD. 
 
Here λ is the average number of exceedances per annum or probability of exceeding the 
GPD fitting threshold u and m is a large value; thus that 𝐻୫ is termed the m-observation 
return level and represents the maximum value of 𝐻 expected to be seen in m observations; 
k is the size of the set of excesses above a high threshold and n is the number of years for 
which data is available. 
 
 
4.7.2 Climate Change Scenarios 
 
 
The UKCP09 model projections of storm surges around the UK takes into account eleven 
perturbed-physics ensemble (PPE) climate model developed at the Met Office Hadley 
Centre (Met Office) to drive a Proudman Oceanographic Laboratories (POL) storm surge 
model (Lowe et al., 2009). The international climate model projects stronger changes in 
storms surge height around the UK than the Met Office projections.  
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Consequently, the UKCP09 model reproduces a non-Met Office model that develops an 
improbable but plausible high-end surge H++ scenario. When the H++ surge and mean sea 
level scenarios are combined, the inferred increases in the 50-yr return period extreme 
water level are large in places around the UK, increasing by as much as 3 m by 2100 at 
some locations (Figure 2.17). 
 
 
4.7.3 Storm Surge Clusters 
 
 
In extreme events, a cluster consists of a number of observations that represent a partial 
series of exceedances of a given threshold (Coles, 2001), occurring in a short time span 
which may affect the same geographical region (Vitolo et al., 2009). There is a relation in 
time and space between these events. If a clustering of storm magnitudes existed, the 
number of smaller storms with low return periods (RPs) should be higher for years with an 
event with a high RP (Raschke, 2015). 
 
Clusters of extreme events are characterised by the dispersion statistic or dispersion index 
(Equation 4.7). Mailier et al. (2006) and Vitolo et al. (2009) calculate the dispersion 
statistic 𝜓 as in Equation 4.7. 
 
𝜓 =
𝕍𝑎𝑟(𝑌)
𝔼(𝑌)
 
Equation 4.7. Dispersion statistic. 
 
 
The dispersion statistic 𝜓 quantifies the ratio of the variance 𝕍𝑎𝑟(𝑌) and the mean  𝔼(𝑌). 
In the general linear model, the assumption is that the variance remained constant (Figure 
4.3a); however, in the Binomial and Poisson distributions, this is not necessarily the case. 
For the Binomial distribution (Figure 4.3b), the dispersion has a convex-shaped 
relationship; while in the Poisson distribution (Figure 4.3c), where the variance is equal to 
the mean, there is a 1:1 linear relationship. In fact, as the expected value increases, 
variability increases. 
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The dispersion statistic can show:  
 
 Equidispersion is characterised by equality of mean and variance, ar(Y) = 𝔼(Y) =
μ . Near-zero values of ψ are consistent with a purely random process with constant 
rate.  
 Positive values of ψ indicate overdispersion in the distribution, 𝕍ar(Y) > 𝔼(Y), 
and are consistent with a process that is more clustered than a purely random 
process with a constant rate. When ψ > 1, the process is more clustered than 
random.  
 Underdispersion is characterised by negative values of ψ, 𝕍ar(Y) < 𝔼(Y), and are 
consistent with a process that is more regular than a purely random process with a 
constant rate. When ψ < 1, the process is more regular than random. 
 
Overdispersion is often found, whereas underdispersion is less common. In the case of a 
clustered pattern ψ > 0 (overdispersion), whereas for a regular pattern ψ < 0 
(underdispersion). 
 
The dispersion index is estimated by using the method of Cameron and Trivedi (1990) with 
the R package called AER (Kleiber and Zeiles, 2008). Once calculated the dispersion 
statistic, the next step is to descluster. The declustering method corresponds to a filtering of 
dependent observations to obtain a set of threshold excesses that are approximately 
independent (Coles, 2001). Desclustering works by:  
 
1. Using an empirical rule to define clusters of exceedance;  
2. Identifying the maximum excess within each cluster;  
3. Assuming cluster maxima to be independent, with conditional excess distribution 
given the GPD;  
4. Fitting the GPD to the cluster maxima. 
 
For example in Figure 4.4, a time series of flood levels was constructed with events 
extracted using a 3 day separation criteria and a threshold that retained the highest 20% of 
events (Gouldby et al., 2014). The event set comprised a total of 1918 records, 
approximately 31 per year. 
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Given a threshold, the extremal index is estimated by using the method of Ferro and Segers 
(2003). The automatic declustering identifies independent clusters and estimates the GPD 
for cluster maxima with the R package called texmex (Southworth and Heffernan, 2015). 
 
   
a) Normal b) Binomial c) Poisson 
Figure 4.3. Theoretical expectations of the relationship between the variance and the mean in the Normal (a), 
Binomial (b) and Poisson (c) distributions. Axis labels also include the theoretical mean and variance, represented 
in terms of distribution parameters. 
 
 
 
Figure 4.4. Flood level index time series and declustered events (Gouldby et al., 2014). 
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4.8 Chapter Summary 
 
 
R software provided a range of functions embedded in different R packages such as 
ismev, texmex, or evmix to statistical model extreme values.  
 
The reason for fitting a statistical model is to analysis the data and to simulate future 
events. There are two steps, firstly, the univariate modelling to fit GPD distribution to the 
upper tails of each of the marginal distributions of the data, and secondly, the multivariate 
modelling to calculate estimated dependences and then simulate the conditional fitted 
models.  
 
As mentioned, the first step is to understand the currently available threshold selection 
methods: graphical methods (e.g. Coles, 2001); parametric methods (e.g. Rosbjerg et al., 
1992; Grabemann and Weisse, 2008; McMillan et al., 2011; Arns et al., 2013); mixture 
models (e.g. Frigessi et al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi 
et al., 2006; Carreau and Bengio, 2009) or other methods based on the Root Mean Square 
Error (RMSE) (Li et al., 2014).  
 
While univariate modelling is done after selecting a suitable threshold, multivariate 
modelling is far more complex and requires more assumptions as complete time series. The 
conditional multivariate approach of Heffernan and Tawn (2004) is used to model the 
dependence between variables. However, the Heffernan and Tawn (2004) method 
considers only complete records and does not deal with missing values.  
 
However, there is no established acceptable percentage of missing data within the dataset 
to work with. There is not one best approach to handle missing data. All missing data 
methods come with assumptions; however, the impact of the chosen missing data method 
on the result highly depends on the amount of missing data. One of the key steps in time 
series analysis is to try to identify and fill in any missing observations enabling 
comprehensive analysis and forecasting.  
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The missing data techniques are classified in two approaches: univariate and multivariate. 
There are different techniques in order to estimate missing values such as delete the case 
with missing observations, and impute, interpolate or correlate missing values. This can 
sometimes be achieved using simple methods such as calculating appropriate mean value. 
However, more complex methods may be needed and they may also require a deeper 
understanding of the time series data. Multivariate approaches can be implemented to 
handle missing values or combined with various mathematical approaches.  
 
Finally, after selecting a threshold and handle missing values, the next step is to undertake 
the multivariate extreme modelling in order to predict regional extreme events. An 
application of the multivariate extreme model is to evaluate results with return level 
estimations and the climate change scenarios, and also analyses the storm surge clusters. 
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5. Multivariate Extreme Storm Surge 
Flooding Model 
 
 
5.1 Chapter Scope 
 
 
This chapter illustrates the multivariate extreme storm surge flooding model along the East 
Coast of the UK which is the main aim of this research The existing methodology used in 
the extreme value analysis for threshold selection and multivariate modelling were 
discussed in greater detail in Chapter 4. The results presented in Chapter 5 attempt to fill a 
gap in the current threshold selection technique and the multivariate missing values 
analysis, thus the statistical multivariate extreme model can be fitted for the East Coast of 
the UK in order to determine the likelihood of future storm surge flooding events at 
regional coastal scales. 
 
The first step is to identify the threshold of extreme values (Section 5.2). In Section 5.2.1, a 
new automated method called Automated Graphic Threshold Selection (AGTS) is 
proposed to select thresholds in a more efficient and consistent way avoiding the 
subjectivity of the traditional visual approach. AGTS was published as a Technical Note in 
the Journal of Flood Risk Management, see Appendix C (Caballero-Megido et al., 2017). 
In Section 5.2.2, AGTS thresholds are compared with thresholds values from the following 
threshold selection methods: graphical methods, parametric methods, mixture models, or 
other methods based on the Root Mean Square Error (RMSE). AGTS applications in other 
diverse fields such as finance are illustrated in Section 5.2.3. 
 
The multivariate extreme modelling involves complete cases (e.g. Heffernan and Tawn, 
2004), however the research dataset, skew surge time series, present missing values (see 
Section 3.3.2). Missing value analysis is illustrated in Section 5.3. Section 5.3.1 describes 
the missing data techniques, classified in univariate and multivariate approaches. 
Furthermore, an Alternative Missing Value Approach (AMVA) is proposed in Section 
5.3.2. Section 5.3.3 compares AMVA with univariate and multivariate approaches.  
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Section 5.4 illustrates how to model extreme values, handling missing values and taking 
into account the variability of extremal dependencies between skew surges along the East 
coast of the UK. The Multivariate Extreme Missing Value Approach (MEMVA) is 
presented in Section 5.4.2. The statistical modelling followed the Heffernan and Tawn 
(2004) method improving the missing gaps issue. Based on the R package texmex 
(Southworth and Heffernan, 2015), the improved methodology was developed in R using 
real dataset presented in Chapter 3.  
 
Finally, Section 5.5 provides the results for the storm surge event set for the East Coast of 
the UK. The return levels are estimated by the different threshold selection methods and 
the missing value approaches dataset (Section 5.5.1). Moreover, due to the climate change, 
the projected skew surges and its associated damage are compared with the multivariate 
extreme analysis model (Section 5.5.2). Storm surge cluster are analysed via the Poisson 
dispersion statistic to identify main events clusters (Section 5.5.3). Section 5.5.4 illustrates 
an application of the skew surge model for the power nuclear station coastal flooding risk. 
 
 
5.2 Threshold selection 
 
 
Graphical visualisations are the predominant method of selecting thresholds, allowing first 
impressions of the data to be visualized and basic expectations to be checked, such as 
general trends and outliers. Figure 5.1 shows different selected thresholds and their related 
exceedances in Wick. A high threshold (yellow line) removes much of the data and the 
variance parameter estimates will be high. By contrast, a low threshold (red and green 
lines) will include more of the data instead of the extreme values, introducing bias into the 
parameter estimates. However, it seems unclear what value this threshold should take, thus, 
a more useful interpretation had to be devised. 
 
On the other hand, Figure 5.2 shows thresholds manually selected by three interpreters (in 
blue, green and red lines). For a suitably chosen threshold, the Parameter Stability Plots 
should be constant beyond the threshold.  
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Figure 5.1. Thresholds (in m) and exceedances over threshold in Wick. The total amount of data is 30321 values. 
 
 
 
5.2.1 Automated Graphic Threshold Selection (AGTS)  
 
 
To deal with the problem of choosing the adequate threshold, a new automated method 
called Automated Graphic Threshold Selection (AGTS) is proposed. As mentioned in 
Section 2.5.4.3, the graphical analysis requires a visual judgement to identify the suitable 
threshold, which is not exempt of the subjective judgement of the interpreter and its level 
of experience (Figure 5.2). While traditional graphical methods can work, AGTS generates 
an automated process which not only enhances the existing techniques but produces 
reproducible and objective results that can be compared (Caballero-Megido et al., 2017).  
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Figure 5.2. a) b) Mean residual life, c) d) modified scale threshold stability and e) f) shape threshold stability plots 
for Wick and Dover. Thresholds manually selected by three interpreters are shown (in blue, green and red lines): 
in Wick (0.46, 0.66 and 0.63). Thresholds in x-axis are in meters. 
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The AGTS method is based on calculations and parameters described in Section 4.4.1. 
AGTS has the following components (Figure 5.3a and Figure 5.3b): 
 
1. the RMSE between an estimated fitted line above each threshold 𝑢 and mean 
excess ?̅? (EMRL) plotted in the MRL plot (Figure 5.4). 
2. the RMSE of deviations from a constant value of the two GPD parameters (ESTAB) 
above an increasing sequence of thresholds 𝑢. Note that ESTAB is the sum of the 
RMSE of each of the two GPD parameters (𝜎௨, ξ) calculated separately. 
3. the Exceedances Rate (EER) above each threshold 𝑢.  
 
The first two components of AGTS are based on the RMSE equation (Equation 4.3). The 
calculations are repeated for an increasing sequence of thresholds 𝑢, equivalent to 
contemplating different values for 𝑢 in a visual assessment. The sequential process has the 
aim to corroborate the best linearity in the MRL plot and the best constant values for the 
GPD parameters. Accordingly, the proposed new method mimics the graphical method 
providing a computational support in the thresholds selection process (see Section 4.4.1 
and Figure 5.2).  
 
EMRL and ESTAB are normalised to amplitude of 1.0 within the assessed range of 𝑢 (Figure 
5.3c and Figure 5.3d). Then, all three components (EMRL, ESTAB and EER) are summed and 
divided by 3 to create the AGTS metric (Equation 5.1) for each 𝑢.  
 
AGTS =
1
3
(𝐸MRL + 𝐸STAB + 𝐸ER) 
Equation 5.1. Automated Graphic Threshold Selection (AGTS) measure. 
 
Possible values of 𝑢 are considered between the 0% and the 99.99% quantile of the dataset; 
this is arbitrary, but in line with published practice (Grabemann et al., 2008), and there are 
always > 2 values above 99.99% in the data used here.  
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Figure 5.3. The AGTS components of Wick (a) and Dover (b). AGTS method in Wick (c) and Dover (d) where a 
smoothed solid line (black) is used to stabilise the output in the grey dashed line. The vertical dotted line indicates 
the estimated threshold at the red dot which is the highest inflection point of the AGTS. Error bars are shown 
from the bootstrap process. 
 
 
Figure 5.4. Mean Residual Life (MRL) plot for Wick (a) and Dover (b). The vertical red dotted line indicates the 
estimated threshold with the AGTS method. Symmetric confidence intervals are provided at the 95% level (in 
grey). The value of EMRL for a specific threshold is the RMSE between the blue line (linear estimate constructed 
from the GPD parameters) and the mean excess (black line) for the region above or equal to 𝐮 (areas in dark 
grey). 
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In detail, the calculation of 𝐸MRL is based on the MRL plot, each point is a mean excess vത 
of observed skew surges 𝑋 over a threshold 𝑢 (Equation 4.2). Firstly, a line is set above 𝑢, 
using the parameters of the GPD (𝜎௨; 𝜉), namely the intercept is 𝜎௨ (1 − 𝜉)⁄  and the 
gradient is 𝜉 (1 − 𝜉)⁄  as in Section 4.4.1 (e.g. Coles, 2001; Scarrot and MacDonald, 2012). 
Next, a RMSE as in Equation 4.3 is calculated for the vertical difference (as plotted) 
between the observations (mean excesses) and the line for the region above or equal to 𝑢 
(see Figure 5.4). The set of 𝐸MRL values are then normalised such that the lowest one is set 
to 0 and the highest to 1. The 𝐸STAB is calculated similarly to the 𝐸MRL but using both GPD 
parameters, the modified scale and shape. A line that is flat (see Section 4.4.1) with a 
constant value equal to that of the parameter at 𝑢 is used to calculate an RMSE. These two 
RMSE values are then normalised (the highest values is set to one and the lowest to zero) 
before being added together to give 𝐸STAB. 𝐸STAB is itself then normalised in the same way 
to values between 0 and 1. 𝐸ER is the proportion of data points that lie above each 
threshold 𝑢 (i.e. the number of skew surges 𝑋௜ above 𝑢 divided by the total amount of 
data). Note that the proportion implicitly normalises 𝐸ER, and that 𝐸ER decreases as the 
threshold considered increases (see Figure 5.3). 
 
Finally, to stabilise the raw AGTS results, a polynomial is fitted. Then, the final estimate 
of an optimal ‘statistical’ threshold is selected as the highest inflection point of the 
polynomial with a total AGTS error (Equation 5.1) of less than 0.5. The selected 5th order 
polynomial is used as an illustration in Figure 5.3c and Figure 5.3d (solid black line).  
 
Bootstrap testing, with replacement, of the data shows (Table 5.1) that the AGTS 
thresholds have relatively small uncertainty, and testing various polynomials orders for use 
in the method (i.e., 2nd to 10th) show that it is not overly sensitive to this choice; namely 4th 
and 6th order still perform well. See Table 5.3 for more detail on this comparison between 
the manual thresholds (average) and ATGS using polynomials of order 2 to 10.  
 
The preliminary analysis of AGTS thresholds (Table 5.2) evaluates the GPD parameters 
(with confidence interval), the amount of data over the threshold (exceedances) and the 
exceedance rate (proportion of exceedances from the total sample size).  
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Table 5.2 shows the shape of the tail of the different gauges indicated by the sign of the 
shape parameter ξ. Gauges 1, 2, 3, 4, 9, 10, 12 and 14 have negative shape value and hence 
it indicates short tailed distribution, by contrast the other gauges have positive shape values 
close to zero which suggest tailed distributions.  
 
Table 5.1. Regression summary of the manual thresholds (average) and the polynomial of orders 2 to 10 
assessed to calculated the automated threshold (AGTS). 
 RMSE Regression line r2 p 
AGTS (2nd polynomial order) 0.181 y =  0.820x + 0.273 0.666 0.00037 
AGTS (3rd polynomial order) 0.185 y =  0.964x + 0.203 0.695 0.00021 
AGTS (4th polynomial order) 0.142 y =  0.756x + 0.276 0.664 0.00039 
AGTS (5th polynomial order) 0.086 y =  0.668x + 0.286 0.779 0.00003 
AGTS (6th polynomial order) 0.060 y =  0.745x + 0.221 0.741 0.00008 
AGTS (7th polynomial order) 0.006 y =  0.605x + 0.269 0.737 0.00009 
AGTS (8th polynomial order) 0.040 y =  0.551x + 0.288 0.737 0.00009 
AGTS (9th polynomial order) 0.037 y =  0.530x + 0.305 0.735 0.00007 
AGTS (10th polynomial order) 0.056 y =  0.560x + 0.272 0.747 0.00006 
 
 
Table 5.2. Preliminary analysis of AGTS thresholds for the fourteen gauges: AGTS thresholds with confidence interval 
(derived by bootstrapping with replacement 30 times), GPD parameters (scale and shape) and exceedance values.  
  
AGTS 
𝒖 
Scale 
𝝈 
Shape 
𝛏 Tail 
Total sample 
size Exceedances 
Exceedance 
Rate 
1 Lerwick 0.332±0.030 0.078±0.004 -0.083±0.033 ξ<0 33445 612 0.018 
2 Wick 0.514±0.062 0.097±0.011 -0.092±0.070 ξ<0 30321 144 0.005 
3 Moray Firth 0.353±0.032 0.104±0.013 -0.125±0.085 ξ<0 5716 128 0.022 
4 Aberdeen 0.427±0.038 0.105±0.009 -0.069±0.058 ξ<0 32107 306 0.010 
5 Leith 0.451±0.068 0.097±0.013 0.042±0.101 ξ>0 15197 135 0.009 
6 North 
Shields 
0.530±0.071 0.118±0.015 0.023±0.089 ξ>0 28862 128 0.004 
7 Whitby 0.655±0.073 0.121±0.024 0.066±0.153 ξ>0 20402 67 0.003 
8 Immingham 0.677±0.059 0.151±0.020 0.054±0.098 ξ>0 34848 128 0.004 
9 Cromer 0.857±0.103 0.205±0.049 -0.047±0.167 ξ<0 16315 34 0.002 
10 Lowestoft 1.064±0.188 0.312±0.058 -0.206±0.121 ξ<0 33585 48 0.001 
11 Felixstowe 0.644±0.061 0.164±0.025 0.079±0.123 ξ>0 16046 114 0.007 
12 Harwich 0.631±0.029 0.204±0.031 -0.136±0.104 ξ<0 15966 85 0.005 
13 Sheerness 0.533±0.084 0.162±0.016 0.015±0.081 ξ>0 26828 264 0.010 
14 Dover 0.798±0.095 0.175±0.029 -0.067±0.118 ξ<0 39004 77 0.002 
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Figure 5.5. Probability density plot of the skew surges (m) of the fourteen gauges. The blue solid lines show the 
probability density function. The vertical dotted red lines indicate the AGTS thresholds with confidence interval 
(derived by bootstrapping with replacement 30 times).  
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On the other hand, the exceedance rate indicates the proportion of extreme values over the 
selected AGTS thresholds (Figure 5.5) with an average value of 0.007, that means that 
around 0.99% of the sample size has extreme values. Figure 5.5 shows the probability 
density plot and the AGTS thresholds of the fourteen gauges; moreover it illustrates the 
breaking point of the most extreme values in the ‘upper’ tail. 
 
AGTS is implemented in R (R Development Core Team, 2018) using several packages, 
notably evmix (Hu and Scarrott, 2013). AGTS took < 1 minute to assess a threshold for 
fourteen gauges, which each have ~50,000 data points.  
 
 
5.2.2 Comparison of Methods 
 
 
As the aim of AGTS is to reproduce mathematically the manual approach, the manually 
selected thresholds are compared with those estimated from the currently available 
methods: graphical methods (e.g. Coles, 2001); parametric methods (e.g. Rosbjerg et al., 
1992; Grabemann and Weisse, 2008; McMillan et al., 2011; Arns et al., 2013); mixture 
models (e.g. Frigessi et al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi 
et al., 2006; Carreau and Bengio, 2009) or other methods based on the Root Mean Square 
Error (RMSE) (Li et al., 2014), including AGTS (Caballero-Megido et al., 2017). With the 
comparison of threhsolds selection methods, the efficiency of the new selection method is 
checked.   
 
To simplify the comparison, the manual thresholds are averaged across interpreters, 
percentile-based techniques are also averaged, and the proposed AGTS method is set to 
using a 5th order polynomial. In addition, the thresholds estimated with the Carreau and 
Bengio (2009) method are not considered further as they are below the mean skew surge 
and so not appropriate for these data. Thus, the threshold selection methods considered are: 
manual (average), Rosbjerg et al. (1992), percentiles (average), both the Normal and 
Gamma of Behrens et al. (2004), Mendes and Lopes (2004), 1-year RP and AGTS (5th 
order).  
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Table 5.3 tabulates the thresholds obtained from all the threshold selection methods. The 
thresholds values in Table 5.3 provide the first indication of which methods have most 
capability to give estimates most similar to manual interpretation, which are taken here as 
‘control’ since the aim is to assess the ability of the different methods to reproduce manual 
ones. 
 
Figure 5.6 shows thresholds selected by the different selection methods in Wick and 
Dover. Wick (1965-2013, 62% of complete data) and Dover (1924-2013, 80% of complete 
data) are used for illustration as examples of longer records in the skew surge dataset, and 
for their locations at the extremities of mainland UK. Only the AGTS and 1-year RP 
thresholds are inside the range of those estimated manually for both sites.  
 
In addition, boxplots (Figure 5.7) may also be used to gain an initial impression of the 
results taken collectively. The boxplots show that the mixture models estimate lower 
thresholds than manually determined. The range of thresholds (i.e. 2nd to 3rd quartiles) is 
most similar to the manual ones for the arbitrary 1-year RP (Li et al., 2014) and the AGTS 
thresholds. The parametric values failed to reproduce the manual thresholds within the 
predefined confidence interval. 
 
 
 
Figure 5.6. Thresholds selected by the different methods in Wick (a) and Dover (b). Error bars (standard error at 
95% confidence interval) were added to demonstrate the variability in the manual thresholds. 
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Table 5.3. Overview of the thresholds selected (in meters) by the different methods (manual, parametric, mixture, RMSE and automated). Errors on AGTS 5th order are 1 standard deviation, 
derived by bootstrapping with replacement 30 times. 
 Manual Parametric Mixture RMSE AGTS (Automated 
 Manual 1 
Manual 
2 
Manual 
3 
Manual 
(average) 
Rosbjerg 
et al. 
(1992) 
97.5th 99.5th 99.7th Percentiles (average) 
Behrens 
et al. 
(2004) 
Normal 
Behrens 
et al. 
(2004) 
Gamma 
Mendes 
and 
Lopes 
(2004) 
Carreau 
and 
Bengio 
(2009) 
1 year 
RP 
AGTS 
(5th order) 
AGTS 
(4th 
order) 
AGTS 
(6th 
order) 
AGTS 
(no 
smoothed) 
Lerwick  0.480 0.510 0.495 0.432 0.307 0.429 0.459 0.398 0.092 0.251 0.079 -0.059 0.497 0.332±0.030 0.369 0.479 0.386 
Wick 0.460 0.660 0.630 0.583 0.490 0.357 0.507 0.559 0.474 0.202 0.291 0.202 -0.074 0.632 0.514±0.062 0.487 0.530 0.641 
Moray Firth  0.490 0.480 0.485 0.490 0.345 0.490 0.527 0.454 0.172 0.281 0.207 -0.053 0.573 0.353±0.032 0.343 0.396 0.456 
Aberdeen  0.680 0.660 0.670 0.456 0.334 0.488 0.540 0.454 0.080 0.301 0.148 -0.080 0.624 0.427±0.038 0.415 0.484 0.573 
Leith  0.500 0.680 0.590 0.478 0.351 0.508 0.558 0.472 0.168 0.298 0.103 -0.067 0.644 0.451±0.068 0.437 0.516 0.845 
North Shields 0.650 0.540 0.660 0.617 0.479 0.337 0.516 0.579 0.477 0.133 0.283 0.151 -0.066 0.671 0.530±0.071 0.478 0.529 0.493 
Whitby  0.500 0.840 0.670 0.563 0.400 0.597 0.666 0.554 0.169 0.331 0.202 -0.068 0.765 0.655±0.073 0.606 0.631 0.962 
Immingham 0.750 0.790 0.990 0.843 0.556 0.390 0.630 0.701 0.574 0.210 0.333 0.145 -0.063 0.821 0.677±0.059 0.578 0.684 1.158 
Cromer  0.660 0.950 0.805 0.607 0.438 0.697 0.806 0.647 0.180 0.360 0.070 -0.075 0.955 0.857±0.103 0.790 0.726 1.082 
Lowestoft  0.980 1.100 1.040 0.634 0.484 0.812 0.925 0.740 0.136 0.740 0.092 -0.076 1.069 1.064±0.188 0.944 1.096 1.432 
Felixstowe 0.880 0.880 0.680 0.812 0.625 0.442 0.698 0.781 0.640 0.187 0.365 0.100 -0.027 0.919 0.644±0.061 0.506 0.659 0.784 
Harwich  0.570 0.560 0.565 0.579 0.407 0.640 0.753 0.600 0.213 0.388 0.188 -0.061 0.870 0.631±0.029 0.602 0.696 0.753 
Sheerness 0.750 0.750 0.620 0.707 0.612 0.410 0.643 0.717 0.590 0.221 0.329 0.118 -0.057 0.892 0.533±0.084 0.463 0.572 1.137 
Dover 0.700 0.740 0.900 0.780 0.565 0.400 0.652 0.725 0.592 0.184 0.265 0.021 -0.080 0.856 0.798±0.095 0.655 0.825 0.972 
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Figure 5.7. Boxplots of the thresholds selected in the 14 gauges. The boxplots describe the distribution of the 
thresholds, showing minimum, first quartile, mean, third quartile and maximum. 
 
Table 5.4 is the basis for a more detailed comparison of the visually selected manual 
thresholds (Section 4.4.1) and the (semi-)automated thresholds (Sections 4.4.2–4.4.4). 
Three metrics are used to evaluate the fit: coefficient of determination 𝑟ଶ and its 𝑝-value 
(i.e., that 𝑟ଶ ≠ 0), the gradient of line fitted by an Ordinary Least Squares (OLS) 
regression, and an RMSE value of the differences between the manually estimated 
thresholds and the (semi-)automated thresholds. Three metrics are used as they reflect 
slightly different aspects of agreement or otherwise, and boxplots (Figure 5.7) are used to 
gain an initial impression. Values of 𝑟ଶ indicate how well correlated the (semi-)automated 
estimates are with the manual ones. That is, when all the gauges are taken together, how 
strongly are the (semi-)automated estimates predictive of the manual ones. Thus, values of 
𝑟ଶ close to 1 are desirable, with associated 𝑝-values < 0.05 indicating a relationship that is 
statistically significant at 95% certainty. In addition the OLS gradient measures the role of 
systematic biases, or how close to the true values the (semi-)automated estimates are. For 
instance, a good correlation with 𝑟ଶ = 1, could still underestimate values by a half, with an 
OLS gradient of 0.5. Thus, gradients close to +1 are desirable, with negative values 
indicating poor prediction by the (semi-)automated methods.  
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The RMSE value is a measure of the absolute differences in the size of each pair of 
manual-automated estimates at the same gauge, and as such measures a combination of 
both these effects and whilst also explicitly requiring that the methods produce the same 
values at the same gauge. Consequently, RMSE values close to zero indicates how 
analogous the thresholds selected are with the manual thresholds.  
 
Figure 5.8 shows the scatterplots of the manual thresholds (average) and the main 
threshold selection methods: Rosbjerg et al. (1992), percentiles (average), Behrens et al. 
(2004) Normal and Gamma, Mendes and Lopes (2004), 1-year RP and AGTS. Positive 
relationships (i.e., OLS gradients > 0) exist between the methods tested and the manual 
control data for all approaches except Mendes and Lopes (2004) (Figure 5.8). The slopes 
of the OLS regression lines range between 0.42 and 1.67, with the percentiles and AGTS 
methods giving regressions between the thresholds close to the ‘correct’ value of 1, but the 
1-year RP is closest. 𝑟ଶ values range between 0.014 and 0.778, with the lower values 
produced by the mixture model methods because their threshold are ‘clustered’ (i.e., have a 
small range on the boxplots) and so cannot reproduce the range of the manual estimates. 
The percentiles, 1-year RP and AGTS methods produce thresholds whose relationships 
with the manually estimates ones are all significant (𝑝 < 0.05) and have 𝑟ଶ > 0.7, but the 
AGTS method’s 𝑟ଶ is highest. RMSE errors range between 0.080 and 0.560, with only      
1-year RP and AGTS thresholds presenting values < 0.1, closest to a perfect fit of 0.  
 
Table 5.4. Regression summary of the thresholds selected in the fourteen gauges, a comparison between the 
manual thresholds (average) and the main threshold selection methods. 
 RMSE Regression line r2 p 
Rosbjerg et al. (1992) 0.150 y =  1.677x - 0.216 0.552 0.00234 
Percentiles (average) 0.143 y =  1.373x - 0.061 0.732 0.00010 
Behrens et al. (2004) Normal 0.522 y =  0.424x + 0.619 0.014 0.68411 
Behrens et al. (2004) Gamma 0.372 y =  1.985x + 0.059 0.307 0.03974 
Mendes and Lopes (2004) 0.560 y =-1.264x + 0.855 0.219 0.09138 
1 year Return Period 0.080 y =  0.779x + 0.090 0.715 0.00014 
Automated (AGTS) 0.085 y =  0.668x + 0.286 0.778 0.00003 
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Figure 5.8. Scatterplots of the thresholds selected in the 14 gauges, a comparison between the manual thresholds 
(average) and the main threshold selection methods. 
 
In summary, by comparing the different methods, the 𝑟ଶ measure indicates that AGTS is 
the best method to replicate manual threshold selection, it comes second to the 1-year RP 
for OLS estimated slope, and both of these methods have the best (and similar) RMSE 
values. So, the AGTS appears joint best at reproducing manual estimates with the arbitrary 
and ultimately subjective 1-year RP method (Figure 5.6).  
 
 
5.2.3 Applications 
 
 
AGTS also performs well on illustrative datasets provided within the ismev (Stephenson, 
2014) R package (Figure 5.9) and included in Coles (2001). Four datasets (‘rain’, 
‘dowjones’, ‘euroex’ and ‘wavesurge’) are used here to assess the ability of AGTS to 
estimate thresholds comparing with the graphical method.  
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Firstly, AGTS better replicates manual selection than the method of Thompson et al. 
(2009) for the ‘rain’ data (Figure 5.9a). ‘rain’ (Figure 5.9a) is the daily rainfall 
accumulations at a location in south west England recorded over the period 1914-1962. 
Both methods make estimates close to the value of 𝑢 ≈ 30 set by Coles (2001) that 
represents the manual, subjective procedure. However, AGTS predicts thresholds closer to 
Coles (2001) than Thompson et al. (2009). Second, AGTS estimates a threshold of 1.84, 
close to the value of 2 recommended by Coles (2001) for the ‘dowjones’ data (Figure 
5.9b). ‘dowjones’ is the daily closing prices of the Dow Jones Index over the period 1996 
to 2000. Similar is true for ‘euroex’ (Figure 5.9c), which is the daily exchange rates 
between the Euro and UK sterling. A value of 0.9 is recommended by Coles (2001) and 
0.993 is estimated by AGTS. Third, AGTS estimates a threshold of 0.392 mm for the 
‘wavesurge’ data (Figure 5.9d), which is marginally closer to that estimated by Mendes 
and Lopes (2004) using the visual procedure (0.50 mm) than their mixture model (0.368 
mm). ‘wavesurge’ is the surge heights (in metres) at a single location off south-west 
England.  
 
 
Figure 5.9. MRL plots from the ‘ismev’ R package (Stephenson, 2014) applied to the ‘rain’ (a), ‘dowjones’ (b), 
‘euroex’ (c) and ‘wavesurge’ (d) datasets. The dashed black lines are the thresholds produced by Thompson et 
al. (2009) procedure, the solid black lines are the threshold recommended by Coles (2001), and the dotted red lines 
are the AGTS threshold. 
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The results for the synthetic data (simulation run 100 time) are 𝑢 = 0.660 ± 0.064 and 
𝑢 = 0.697 ± 0.076, for Wick and Dover, respectively. The aim is therefore not to 
determine ‘objectively’ correct thresholds, such as might be done with well-designed 
synthetic datasets (e.g., Coles, 2001; Thompson et al., 2009). The objective is to 
automatically create thresholds that reliably reflect those widely produced by the many 
practitioners who use the graphical approach (Solari and Losada, 2012b; Agarwal et al., 
2013; Bernardara et al. 2014; Mazas et al., 2014). Experimenting with simulated data also 
provides a good indication of the performance of AGTS (Figure 5.10).  
 
Synthetic data were simulated in order to check the proposed threshold selection method 
(AGTS), focusing on generating skewed distributions with heavy right tail. The synthetic 
data are control datasets with extremeness and without missing values. The simulations 
presented here are for Wick and Dover, taking the sample sizes the same lengths (30321 
and 39004, respectively). First, the parameters used are the mean and standard deviation of 
both sites to recreate new values, and then, 10% of noise is added. The noise is based on 
GPD with parameters 𝑢 = 0, 𝜎 = 1 , and 𝜉 = 0 for both sites to generate right tail 
distributions (Figure 5.10). The GPD parameters used are the defaults values in the R 
package evmix (Hu and Scarrott, 2013).  
 
 
Figure 5.10. Density histogram of skew surges (original data) of Wick (a) and Dover (b) and simulated values 
(simulation) of Wick (c) and Dover (d). The blue lines are the density lines of the original data and simulated 
values. The vertical red dotted line indicates the estimated threshold selected with AGTS with error bars. 
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5.3 Missing Value Analysis 
 
 
As mentioned in Section 3.3.2, the skew surge dataset presents missing values within the 
time series. In the case of the dataset used in this research, the skew surges have missing 
values which are not at random (MNAR); there is missingness due to unobserved values in 
the time series which have not been recorded.  
 
Specially, for this research study, it is not recommended avoiding information or 
discarding cases due to lack of data recorded, if the final purpose is to create a regional 
coastal storm flood model. In this research, each gauge provides data to be considered in 
the final multivariate model; in case of not taking into account a gauge for scarcity of data, 
the final result may be affected. The non-trivial problem is to complete the record and 
therefore to obtain plausible values for the missing data.  
 
 
5.3.1 Missing Value Approaches 
 
 
The missing-data approaches can be classified in two groups (Table 5.5): univariate and 
multivariate approaches, plus the proposed Alternative Missing Value Approach (AMVA) 
(see Section 5.3.2).  
 
The univariate approach is a simple technique that retains all the data. Rather than 
removing variables or observations with missing data, an approach is to fill in missing 
values. A variety of imputation approaches can be used that range from simple to rather 
complex. These methods keep the full sample size, which can be advantageous for bias and 
precision; however, they can yield different kinds of bias.  
 
There are four types of univariate approaches implemented in this research: mean, 
maximum or minimum imputation; previous and following value; simple random 
imputation; and interpolation. 
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 Mean, maximum or minimum imputation. Perhaps the easiest way to 
impute is to replace each missing value with the mean, maximum or 
minimum of the observed values for that variable. Unfortunately, this 
strategy can severely distort the distribution for this variable, leading to 
complications with summary measures including, notably, underestimates 
of the standard deviation. 
 
 Previous and following value. A strategy is sometimes replacing missing 
values with the previous and following values. However, the linear 
interpolation is done on the index scale and not on the time scale of the 
dataset. The interpolation is obtained by the R's interpNA function (R 
Development Core Team, 2009). 
 
 Simple random imputation. The simplest approach is to impute missing 
values based on the observed data. Whilst the simple random imputations 
approach can ignore extreme values, it can be a convenient starting point.  
 
 Interpolation. Missing values are replaced by linear interpolation or cubic 
spline interpolation. Linear interpolation uses a linear function for each 
interval. However, spline interpolation uses low-degree polynomials in each 
of the intervals, and chooses the polynomial pieces such that they fit 
smoothly together. Like polynomial interpolation, spline interpolation 
incurs a smaller error than linear interpolation and the interpolant is 
smoother. In both, linear and polynomial interpolation is done for all values 
and also for gaps less than one week length. In Section 5.5.3, the cluster 
analysis shows that concurrent extreme events for the research dataset have 
on average a week length. The polynomial interpolation is obtained by the 
R 's loess function (R Core Team, 2014). 
 
The multivariate approach takes into account all the locations of the data. It is common to 
have missing data in several variables (or locations) in an analysis. As in the univariate 
approach, it is possible to impute the mean, maximum and minimum value of all the data 
to fill the gaps. Another way, it is to impute several missing variables using linear 
regression models. Therefore, a better approach is to fit a regression model to the observed 
cases and then use that to fill the missing cases with the predicted values.   
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Table 5.5. Missing value approaches (univariate, multivariate and AMVA). 
 
 NAmethods DESCRIPTION 
Original 
dataset 1 DataMAT Original dataset 
Univariate 
missing 
value 
approach 
2 DataMAT.linZ Fill missing values with zeros. 
3 DataMAT.linM Fill missing values with the mean. 
4 DataMAT.linD Fill missing values with the median. 
5 DataMAT.linI Linear interpolation based on the index scale. 
6 DataMAT.linB Impute the previous value on the index scale. 
7 DataMAT.linA Impute the following value on the index scale. 
8 DataMAT.impr01 Simple random imputation. 
9 DataMAT.impr02 Simple random imputation. 
10 DataMAT.impr03 Simple random imputation. 
11 DataMAT.na.approx.a Replace by linear interpolation for all values. 
12 DataMAT.na.approx.s Replace by linear interpolation only for one week gap. 
13 DataMAT.na.spline.a Replace by cubic spline interpolation for all values. 
14 DataMAT.na.spline.s Replace by cubic spline interpolation only for one week gap. 
Multivariate 
missing 
value 
approach 
15 DataMAT.max.imp Deterministic imputation of the maximum value per row (all the locations). 
16 DataMAT.min.imp Deterministic imputation of the minimum values per row (all the locations). 
17 DataMAT.ave.imp Deterministic imputation of the mean values per row (all the locations). 
18 DataMAT.lm.i.ALL Impute predict values based on linear model for all the gauges. 
Alternative 
missing 
value 
approach 
19 DataMAT.conds.max Deterministic imputation with the maximum value per row from gauges of condition 1 and 2. 
20 DataMAT.conds.min Deterministic imputation with the minimum value per row from gauges of condition 1 and 2. 
21 DataMAT.conds.ave Deterministic imputation with the average value per row from gauges of condition 1 and 2. 
22 DataMAT.cond1.imp Deterministic imputation with the values from the gauges of condition 1. 
23 DataMAT.cond2.imp Deterministic imputation with the values from the gauges of condition 2. 
24 DataMAT.lm.p.cond1 Predict values based on linear model the gauges of condition 1. 
25 DataMAT.lm.p.cond2 Predict values based on linear model the gauges of condition 2. 
26 DataMAT.lm.p.cond3 Predict values based on linear model the gauges of condition 1 and 2. 
27 DataMAT.lm.i.cond1 Impute predict values based on linear model the gauges of condition 1. 
28 DataMAT.lm.i.cond2 Impute predict values based on linear model the gauges of condition 2. 
29 DataMAT.lm.i.cond3 Impute predict values based on linear model the gauges of condition 1 and 2. 
30 DataMAT.loess.p.cond1 Predict values based on local polynomial regression fitting for the gauges of condition 1. 
31 DataMAT.loess.p.cond2 Predict values based on local polynomial regression fitting for the gauges of condition 2. 
32 DataMAT.loess.p.cond3 Predict values based on local polynomial regression fitting for the gauges of condition 1 and 2. 
33 DataMAT.loess.i.cond1 Impute predict values based on local polynomial regression fitting for the gauges of condition 1. 
34 DataMAT.loess.i.cond2 Impute predict values based on local polynomial regression fitting for the gauges of condition 2. 
35 DataMAT.loess.i.cond3 Impute predict values based on local polynomial regression fitting for the gauges of condition 1 and 2. 
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5.3.2 Alternative Missing Value Approach (AMVA) 
 
 
The proposed Alternative Missing Value Approach (AMVA) is based on a multivariate 
model-based imputation. Rather than replacing each missing value in a dataset with one 
randomly imputed value, it may make sense to replace missing values from gauges which 
consider the condition of near location (proximity, Table 5.6) and significant availability of 
data (time series length, Table 3.4).  
 
 
Table 5.6. Distance (in km) between tide gauges. The values are obtained from the latitude and longitude of the 
fourteen gauges (Table 3.1). Note that the bold numbers are the gauges (1-14). 
 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 221 329 340 479 573 631 728 817 873 925 926 977 1017 
 2 108 156 273 395 465 565 672 731 774 774 816 862 
  3 127 186 329 405 503 618 678 715 715 750 799 
   4 145 241 309 409 515 575 618 617 660 706 
    5 155 233 325 447 506 538 537 568 618 
     6 78 173 292 352 386 386 422 470 
      7 100 214 274 311 310 351 397 
       8 126 183 213 212 251 298 
        9 60 109 110 170 202 
         10 64 66 134 154 
          11 4 71 93 
           12 68 92 
            13 54 
 
 
It has been set two conditions (Table 5.7): cond1 and cond2. Only eight gauges (Gauges 1, 
2, 4, 6, 8, 10, 13 and 14) are considered for the alternative missing value approach due to 
the amount of data available, more than 55% (see Table 3.4 and Table 3.5). For example, 
for gauge 1, there are two gauges: 2 and 4. Gauge 2 is the closest gauge to gauge 1 and 
gauge 4 is the second closest. The amount data available in both gauges, 2 and 4, is 
significant, around 65% of data available. For more information, see Appendix D. 
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Table 5.7. Conditions for the multivariate model-based imputation for the fourteen gauges. Note that the bold 
numbers are the gauges (1-14). 
 Gauges 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
cond1 2 1 2 2 4 4 6 6 8 8 10 10 10 10 
cond2 4 4 4 6 6 8 8 10 10 13 13 13 14 13 
 
 
First, as previously in the univariate and multivariate approach, the mean, maximum and 
minimum value from the gauges of each condition is imputed. Using regression models to 
perform deterministic imputation is another way to handle missing data. There are two 
regression models: linear regression and polynomial regression. 
 
Another way to check the more plausible gauges is with the correlation values per pairwise 
complete observations (Figure 5.11). For the same previous example, gauge 1, gauge 2 and 
gauge 4 have the highest correlation values, 0.74 and 0.70, respectively. However, the 
conditions of proximity and data availability are not measurable in the correlation values, 
for that reason, few selected gauges in Table 5.7 may be less correlated between each 
other. It is necessary to have data available to maximise the gap imputation.  
 
The Kendall’s tau correlation plot (Figure 5.11) shows the strength of association between 
locations. The correlation is computed using all complete pairs of observations which 
mean that the correlation only is calculated for non-missing values between each pair of 
variables (gauges). Kendall’s tau estimates a rank-based measure of association. Kendall’s 
tau statistic is a more robust and recommended measure if the data do not necessarily come 
from a bivariate normal distribution. Kendall’s tau statistic is the method used to estimate 
the correlation between locations, for instance, a good correlation with values close to 1. 
The dependence between locations appears positively dependent the closer they are. There 
are two defined group of gauges, the first group comprises gauges 1 to 7 and the second 
group gauges 6 to 14. In the locations map (Figure 3.1), the first group represents Scotland 
and North of England, while the second is England. The location of the gauges plays an 
important role in the nature of the storm surges. Therefore, the correlation coefficient is 
apparently significant to measure spatial properties of the data. 
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Figure 5.11. Kendall’s tau correlation plot of skew surges for the fourteen gauges. 
 
 
5.3.3 Missing Value Techniques Comparison  
 
 
The original time series data (missing value approach 1) was compared with the different 
missing value approaches (Table 5.5). Figure 5.12 shows the percentage average of 
replacement data of the different missing value techniques (average of the 14 gauges per 
missing value approach).  
 
As mentioned in Section 5.3.1, there are approaches that replace all the missing gaps such 
the fixed (mean, maximum and minimum value) and random imputation techniques 
(missing value approaches 2, 3, 4, 8, 9, 10, 15, 16, 17). Due to the scarcity of complete 
cases within the dataset, interpolation for a one week gap or multivariate linear model 
approaches that fail to replace missing values giving low percentage of replacement 
(missing value approaches 12, 14, 18).  
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Other approaches replaced around 25% of the missing values which will increment the 
amount of data up to almost 2/3 from the original. In the case of AMVA approaches 
(missing value approaches 27, 28, 29, 33, 34, 35), the average of replacement is 20%. 
 
 
Figure 5.12. Average percentage of missing values (cyan), data (blue) and replacement data (grey) of the fourteen 
gauges per missing value approach. The missing value approaches are categorised in univariate, multivariate and 
AMVA approaches; being 1 the original data. Note that the predicted values (24, 25, 26, 30, 31 and 32) are not 
included in the plot because they do not replace missing values; instead they are used to be imputed in the 
following missing value approaches 27, 28, 29, 33, 34, 35, respectively. 
 
The quantile-quantile (QQ) plots assess how closely two dataset fit. It is an exploratory 
data analysis between the different missing value approaches. It is used to visually inspect 
the similarity between the distributions of two dataset. The length of the dataset does not 
have to be equal which helps due to the differences between the original dataset and the 
dataset with filled missing values. If the two dataset are from the same distribution, the 
point should lie approximately on a line (y=x) through the origin with slope 1.  
 
The QQ-plots illustrate the original data compared with the different missing value 
approaches. As an exploratory example, only Wick is presented. Figure 5.13 shows the 
QQ-plots for original data and the univariate missing approaches, Figure 5.14 for the 
multivariate missing value approaches and Figure 5.15 for AMVA. 
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Figure 5.13. QQplot between the original dataset (1) and the univariate missing value approaches for Wick. 
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In Figure 5.13, the distribution is perfect when the original data is compared with itself. 
When the missing values are filled with fixed numbers (missing value approaches 2, 3 4), 
the linearity of the QQ-plot is unclear. In the case of imputation based on index scale 
(missing value approaches 5, 6, 7), the distribution points lie almost linearly. For simple 
random imputation (missing value approach 8) the linearity is strong. The QQ-plots for 
linear interpolation (missing value approach 11 and 12) shows linearity in the distributions 
points, however for the cubic spline interpolation (missing value approach 13 and 14), the 
distribution points do not lie equally, but slightly better in the case of the cubic spline 
interpolation for one week gap. For the multivariate missing value approaches (15, 16, 17, 
18), the distributions point are almost linear but lightly tailed (Figure 5.14). On the other 
hand, the QQ-plots for the AMVA (Figure 5.15) show distributions points approximately 
on a line (y=x).   
 
 
  
  
Figure 5.14. QQplot between the original dataset (1) and the multivariate missing value approaches for Wick. 
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Figure 5.15. QQplot between the original dataset (1) and the AMVA for Wick. 
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After visually inspected the QQ-plots to compare the missing value approaches, it is 
necessary to quantify the distributions points. Figure 5.16 shows the RMSE and r2 values 
from QQ-plot distribution points between the original data (1) and the missing value 
approaches (univariate, multivariate and AMVA). The missing value approaches with 
RMSE close to zero and r2 close to one are the random imputation (missing value 
approaches 8, 9, 10), interpolation for one week gap (missing value approaches 12 and 14) 
and the multivariate linear interpolation approaches (missing value approach 18). On the 
other hand, the linear and cubic interpolations for all values (missing value approaches 11 
and 13) have greater RMSE values and lower r2. By contrast, AMVA approaches have r2 
close to one and RMSE lower than 0.01, as it was shown previously in Figure 5.15, being 
the local polynomial regression fitting the one with lower RMSE. 
 
 
 
Figure 5.16. RMSE and r-squared values from QQplot comparison between the original data (1) and the missing 
value approaches (univariate, multivariate and AMVA). Note that RMSE and r-squared values are average of the 
fourteen gauges per missing value approach.  
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The validity of the proposed alternative missing value approach (AMVA) has been 
evaluated using ‘degradated’ data. The ‘degradate’ function is formed by removing 
randomly a fixed percentage of values within the dataset. 
 
To exemplify AMVA through the ‘degradate’ function, the values took into account are the 
complete cases which are nine events for the fourteen gauges, hence in total 126 values. 
Table 5.8 shows the selected percentages of ‘degradation’, being 100% of data from the 
original dataset. The minimum percentage of ‘degradation’ is 40%, here it means that only 
a maximum of three complete cases are considered, which represent the minimum number 
of values to be measured while applying AMVA. 
 
Table 5.8. Summary for complete cases values in the ‘degradated’ validation. 
 1 2 3 4 5 6 7 
Percentage of values 100% 90% 80% 70% 60% 50% 40% 
Number of complete cases 9 8 7 6 5 4 3 
Number of missing values 0 1 2 3 4 5 6 
 
 
Knowing the true values from the original dataset, then the validation of the missing value 
techniques compares them with the estimated missing values in the ‘degradated’ dataset. 
Figure 5.17 shows the estimated missing values for the complete cases from gauges 2 
(Wick) and 14 (Dover) with the linear model and the local polynomial regression fitting for 
the gauges of condition 1 and 2 (Table 5.7) for all the ‘degradated’ data. Both regression 
fittings estimate similar missing values.  
 
The estimated missing values depend on the data availability of the conditional gauges. In 
the case of Wick, data cannot be calculated for the seventh and eighth gaps due to a lack of 
events in the adjacent gauges (Figure 5.17). However, in Dover, the values can be 
estimated from the availability of adjacent values. As the number of values within the 
dataset is reduced, accordingly the missing value estimation decreases. The differences 
between the estimated and the original values are not exceeding ±0.05𝑚 for all the 
gauges. 
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Figure 5.17. Estimates missing values with the linear model and the local polynomial regression for the gauges of 
condition 1 and 2 from the conditional approach. Black dots represent available values, blank dots are missing 
values, red dots are linear model estimates and blue dots are local polynomial estimates. The nine values (x-axis) 
are in meters (y-axis).  
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Furthermore, AGTS thresholds are selected for the missing value approaches (Table 5.9). 
It is a way to compare the thresholds selected in the original dataset with the missing 
values approaches. Figure 5.18 shows the boxplots of the AGTS thresholds for the missing 
value approaches. If the missing values are filled with zeros, expectedly, the thresholds 
selected are identical to the original dataset. Fixed value imputation, random imputation 
and local polynomial regression fitting calculate similar AGTS thresholds. The less reliable 
missing value approach is the cubic interpolation for one week gap. 
 
Similarly to the QQ-plots, RMSE and r2 were measured. Figure 5.19 shows the RMSE and 
𝑟ଶ of the AGTS thresholds being compared with the original dataset (1). The missing value 
approaches with RMSE close to zero are the fixed value imputation, however the 𝑟ଶ is 
lower to the ideal 1. The multivariate deterministic imputation of maximum values 
(missing value approach 15) has the maximum RMSE value and minimum 𝑟ଶ. On the 
other hand, for the AMVA approaches, linear and local polynomial regression fitting 
(missing value approaches 29 and 35) have RMSE value close to zero and higher 𝑟ଶ, being 
the local polynomial regression the most reliable approach. 
 
 
 
Figure 5.18. Boxplot of the AGTS thresholds for the missing value approaches dataset (categorised in univariate, 
multivariate and AMVA approaches). Note that 1 is the original dataset. 
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Table 5.9. AGTS thresholds for the missing value approaches dataset (categorised in univariate, multivariate and 
AMVA approaches) at each gauge. Note that 1 is the original dataset. 
  Gauges 
 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Original 
dataset 
1 0.332 0.514 0.353 0.427 0.451 0.530 0.655 0.677 0.857 1.064 0.644 0.631 0.533 0.798 
Univariate 
missing value 
approach 
2 0.332 0.514 0.353 0.427 0.451 0.530 0.655 0.677 0.857 1.064 0.644 0.631 0.533 0.798 
3 0.475 0.544 0.331 0.473 0.508 0.571 0.629 0.758 0.356 1.084 0.651 0.681 0.560 0.810 
4 0.296 0.514 0.331 0.427 0.507 0.530 0.611 0.677 0.857 1.064 0.621 0.672 0.533 0.798 
5 0.475 0.512 0.354 0.489 0.527 0.523 0.675 0.671 0.931 1.075 0.638 0.601 0.720 0.558 
6 0.479 0.501 0.354 0.476 0.528 0.620 0.673 0.659 0.800 1.078 0.677 0.643 0.554 0.803 
7 0.275 0.511 0.357 0.505 0.475 0.532 0.587 0.603 0.537 1.000 0.613 0.646 0.424 0.688 
8 0.327 0.394 0.351 0.296 0.459 0.482 0.539 0.672 0.777 0.609 0.570 0.620 0.439 0.650 
9 0.441 0.514 0.401 0.427 0.503 0.548 0.572 0.662 0.518 1.092 0.503 0.631 0.485 0.766 
10 0.287 0.519 0.386 0.506 0.463 0.537 0.573 0.645 0.588 0.658 0.601 0.648 0.458 0.796 
11 0.475 0.512 0.354 0.489 0.527 0.523 0.675 0.671 0.931 1.075 0.638 0.601 0.720 0.558 
12 0.456 0.515 0.353 0.426 0.455 0.531 0.657 0.677 0.852 1.069 0.647 0.635 0.535 0.797 
13 0.494 0.502 0.488 0.622 0.659 0.521 0.597 0.675 1.006 1.065 0.750 0.831 0.594 0.828 
14 0.474 0.482 0.355 0.640 0.454 0.408 0.578 0.785 0.899 1.626 0.815 0.640 0.527 0.682 
Multivariate 
missing value 
approach 
15 0.681 0.649 1.121 0.671 0.697 0.856 0.603 0.696 0.789 1.153 0.583 1.101 0.871 0.847 
16 0.579 0.577 0.572 0.563 0.580 0.570 0.613 0.663 0.956 1.141 0.631 0.630 0.721 0.792 
17 0.475 0.512 0.354 0.489 0.527 0.523 0.675 0.671 0.931 1.075 0.638 0.601 0.720 0.558 
18 0.509 0.541 0.606 0.427 0.486 0.526 0.674 0.675 0.865 1.060 0.644 0.629 0.534 0.798 
Alternative 
missing value 
approach 
(AMVA) 
19 0.483 0.500 0.628 0.611 0.433 0.522 0.578 0.675 0.997 1.070 0.861 0.939 0.539 0.827 
20 0.494 0.502 0.488 0.622 0.659 0.521 0.597 0.675 1.006 1.065 0.750 0.831 0.594 0.828 
21 0.483 0.500 0.566 0.611 0.436 0.522 0.621 0.675 0.975 1.070 0.971 0.624 0.539 0.827 
22 0.479 0.507 0.516 0.421 0.487 0.496 0.686 0.672 1.069 1.072 0.855 0.936 0.506 0.827 
23 0.483 0.507 0.346 0.607 0.445 0.547 0.580 0.672 1.006 1.072 0.643 0.640 0.765 0.806 
24 0.415 0.497 0.465 0.434 0.418 0.415 0.561 0.508 0.610 0.639 0.849 0.937 0.831 0.898 
25 0.380 0.416 0.441 0.440 0.474 0.451 0.507 0.779 0.981 0.468 0.485 0.496 0.734 0.466 
26 0.436 0.465 0.493 0.576 0.444 0.564 0.558 0.745 0.964 0.860 0.584 0.808 0.811 0.872 
27 0.478 0.507 0.464 0.424 0.529 0.510 0.612 0.669 0.972 1.069 0.975 0.634 0.599 0.802 
28 0.477 0.507 0.501 0.432 0.459 0.605 0.486 0.681 0.980 1.070 0.655 0.762 0.580 0.805 
29 0.479 0.514 0.499 0.426 0.541 0.511 0.617 0.667 0.963 1.078 0.664 0.638 0.587 0.815 
30 0.376 0.496 0.364 0.471 0.398 0.442 0.644 0.642 0.662 0.787 0.551 0.804 0.644 0.768 
31 0.301 0.443 0.431 0.480 0.490 0.485 0.586 0.683 0.917 0.644 0.606 0.567 0.653 0.464 
32 0.402 0.488 0.381 0.585 0.417 0.595 0.741 0.621 0.858 1.076 0.608 0.620 0.671 0.767 
33 0.479 0.507 0.416 0.422 0.542 0.503 0.782 0.662 0.970 1.117 0.627 0.739 0.530 0.805 
34 0.478 0.508 0.407 0.426 0.498 0.493 0.795 0.678 0.968 1.079 0.650 0.627 0.587 0.805 
35 0.479 0.514 0.397 0.426 0.516 0.510 0.790 0.672 0.999 1.075 0.645 0.619 0.509 0.817 
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Figure 5.19. RMSE and r-squared values from AGTS thresholds comparison between the original data (1) and the 
missing value approaches (univariate, multivariate and AMVA). 
 
 
5.4 Multivariate Extreme Analysis 
 
 
5.4.1 Missing Data in the Multivariate Extreme Analysis 
 
 
Analysing multivariate extreme data is a difficult task for many reasons, e.g. the wide 
range of extremal dependence structures and the scarcity of the data (Liu and Tawn, 2014). 
One of the main limitations of the Heffernan and Tawn (2004) method is that it avoids 
dealing with missing data. This has the implication that for estimating the joint distribution 
of a set of variables it is only capable of using data when all the variables are observed, all 
other data must be discarded (Keef et al., 2011).  
 
132 
 
 
 
To overcome this problem for time series dataset, Keef et al. (2011) implement the 
extension to the Heffernan and Tawn method of Keef et al. (2009a), as the result observed 
data provides information about the unobserved data by assuming a multivariate normal 
copula for the variables. This treatment of missing data can make the most use of the 
available data. Conversely, there is less uncertainty if only the data where all sites were 
observed is taken into account, but more uncertainty than taken complete records for all 
sites. 
 
 
For this research case study, the range of record lengths of the fourteen gauges was from 7 
to 54 years, with less than 1 week of overlapping data (24-28/04/2004). However, for the 
case study example for North East Region (3 gauges) reported in Keef et al. (2011), the 
range of record lengths was from 19 to 47 years, with a median of 9 years of non-
overlapping data.  
 
 
Table 5.10 and Figure 5.20 show all overlapping years for the missing value approaches. 
67 years will be the total of years overlapped, calculated from the average of available data 
over a fixed timescale from 1924 to 2013 (see Table 3.5). When the gaps are filled by a 
fixed number such as zeros, the mean or the median, similarly to the simple random 
imputation. For the linear and index scale imputation the overlapping data is 10 years. In 
the AMVA the average years overlapped is 30. In this case, not all the gaps can be filled, 
however the complete cases increase. 
 
 
The limitation of the extension of Keef et al. (2011) is the number of locations (3 gauges). 
A way to solve is to impute values in the missing gaps via a model-based imputation 
process based on two conditions: proximity of the location and length of the time series 
dataset (see Section 5.3.2).  
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Table 5.10. Year overlapping for the missing value approaches. 
 NAmethods Years Overlapped % Overlapped 
Original dataset 1 DataMAT 0 0% 
Univariate 
missing value 
approach 
2 DataMAT.linZ 67 100% 
3 DataMAT.linM 67 100% 
4 DataMAT.linD 67 100% 
5 DataMAT.linI 10 15% 
6 DataMAT.linB 10 15% 
7 DataMAT.linA 10 15% 
8 DataMAT.impr01 67 100% 
9 DataMAT.impr02 67 100% 
10 DataMAT.impr03 67 100% 
11 DataMAT.na.approx.a 10 15% 
12 DataMAT.na.approx.s 0 0% 
13 DataMAT.na.spline.a 67 100% 
14 DataMAT.na.spline.s 0 0% 
Multivariate 
missing value 
approach 
15 DataMAT.max.imp 66 99% 
16 DataMAT.min.imp 66 99% 
17 DataMAT.ave.imp 66 99% 
18 DataMAT.lm.i.ALL 5 7% 
Alternative 
missing value 
approach 
19 DataMAT.conds.max 43 64% 
20 DataMAT.conds.min 43 64% 
21 DataMAT.conds.ave 43 64% 
22 DataMAT.cond1.imp 31 46% 
23 DataMAT.cond2.imp 29 43% 
24 DataMAT.lm.p.cond1 23 34% 
25 DataMAT.lm.p.cond2 25 37% 
26 DataMAT.lm.p.cond3 20 30% 
27 DataMAT.lm.i.cond1 31 46% 
28 DataMAT.lm.i.cond2 29 43% 
29 DataMAT.lm.i.cond3 26 39% 
30 DataMAT.loess.p.cond1 23 34% 
31 DataMAT.loess.p.cond2 25 37% 
32 DataMAT.loess.p.cond3 20 30% 
33 DataMAT.loess.i.cond1 31 46% 
34 DataMAT.loess.i.cond2 29 43% 
35 DataMAT.loess.i.cond3 26 39% 
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Figure 5.20. Year overlapping for the missing value approaches. 
 
 
5.4.2 Multivariate Extreme Missing Value Approach 
(MEMVA) 
 
 
The final aim of the thesis is to handle missing values in the existing multivariate extreme 
value analysis. The Multivariate Extreme Missing Value Approach (MEMVA) is 
implemented in the statistical R package (R Development Core Team, 2018). Hence, an R 
function was created to generate a multivariate imputation command based on the R 
package called texmex. Southworth and Heffernan (2015) have developed texmex to 
perform the conditional approach of Heffernan and Tawn (2004). 
 
Differently to Southworth and Heffernan (2015), the MEMVA is able to work with 
missing values. The MEMVA is more complex than the former technique of Southworth 
and Heffernan (2015), since it collects conditional models together and imputes data from 
the other locations according to its dependences between each other. For example, the 
values imputing in the missing gaps of gauge 1 are coming from the other thirteen gauges 
taking into account their pairwise dependences. This process takes place after the 
univariate extreme value modelling. The models have been fitted individually, including 
all the AGTS procedure. 
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Building the collection of conditional models for MEMVA requires the following steps 
(Figure 5.21): 
 
 
 
Figure 5.21. Multivariate Extreme Missing Value Approach (MEMVA) steps. 
 
 
 
5.4.2.1 Build conditional multivariate models 
 
 
The first step is to identify the different pair combinations for each of the fourteen gauges 
(Table 5.11). The conditional multivariate models are built for each gauge knowing their 
pairwise combinations and marginal thresholds selected individually from AGTS. The 
marginal thresholds are the thresholds above which to fit GPD to the upper tails and 
independently estimate the GPD parameters.  
 
Then, the conditional multivariate approach of Heffernan and Tawn (2004) is used to 
estimate the extremal dependence structures. In this case, the extremal dependence 
structures of the pairwise combinations are calculated with Laplace margins and 
constrained parameter estimation. The dependence parameters 𝑎 and 𝑏 are estimated after 
transformation of the data to Laplace marginal distributions. The profile log-likelihood 
plots can show the dependence between a and b parameters. 
 
 
1. 
Build 
multivariate 
conditional 
models
2. 
Generate 
Monte 
Carlo 
samples
3.
Transform 
to the 
Laplace 
scale  
4.  
Transform 
to the 
original 
scale
5. 
Replace the 
missing 
values
6. 
Create the 
extreme 
event set
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Table 5.11. Pair combinations for the fourteen gauges. The first column is the conditional gauge for multivariate 
extreme model. 
G
au
ge
s 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
2 1 3 4 5 6 7 8 9 10 11 12 13 14 
3 1 2 4 5 6 7 8 9 10 11 12 13 14 
4 1 2 3 5 6 7 8 9 10 11 12 13 14 
5 1 2 3 4 6 7 8 9 10 11 12 13 14 
6 1 2 3 4 5 7 8 9 10 11 12 13 14 
7 1 2 3 4 5 6 8 9 10 11 12 13 14 
8 1 2 3 4 5 6 7 9 10 11 12 13 14 
9 1 2 3 4 5 6 7 8 10 11 12 13 14 
10 1 2 3 4 5 6 7 8 9 11 12 13 14 
11 1 2 3 4 5 6 7 8 9 10 12 13 14 
12 1 2 3 4 5 6 7 8 9 10 11 13 14 
13 1 2 3 4 5 6 7 8 9 10 11 12 14 
14 1 2 3 4 5 6 7 8 9 10 11 12 13 
 
 
5.4.2.2 Generate a Monte Carlo samples  
 
 
After setting the multiple conditional models and estimating the extremal dependence 
structures, the next step is to build samples to impute later on in the missing gaps (step 5). 
This step consists in sampling the required number of observations uniformly with 
replacement from the entire dataset. The large Monte Carlo sample is constructed for the 
whole of the collection of multiple conditional models (step 1).  
 
As in Heffernan and Tawn (2004), the model ensures that conditions on the 𝑖th component 
of the random vector to simulate values in that part of the sample space for which the 𝑖th 
component is the largest of all the locations (measured on a quantile scale).  
 
 
5.4.2.3 Transform to the Laplace scale  
 
 
Once the Monte Carlo samples are obtained (step 2), the next step is to transform the 
Monte Carlo samples to the Laplace scale by using the fitted GPD. It is important to use 
the same fitted GPD for all the conditional model fits. On the Laplace scale, it is necessary 
to identify which component of each transformed data point (of the Monte Carlo samples) 
represents the highest marginal quantile (which component is the largest). Then, the values 
above the corresponding conditional dependence model threshold are identified.  
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5.4.2.4 Transform to the original scale  
 
 
On the original scale of the dataset, a large independent sample is generated from the fitted 
conditional distribution, conditional upon being above the associated dependence model 
fitting threshold. Then, for each location, the next step is to replace those values in the 
Monte Carlo sample (step 2) which are both above their conditional model threshold and 
for which the conditioning variable is the largest component (identified in step 3) by a 
value generated from the appropriate conditional model. 
 
 
5.4.2.5 Create the extreme event set  
 
 
After imputing the conditional sample values to the missing data, the last step is to create 
the extreme event set. The simulation can be carried out with the marginal thresholds or the 
conditional thresholds. The simulated data are generated from the fitted multivariate 
extreme conditional models. In this step, 10000 points are produced from the original 
dataset (below the dependence thresholds) and the collection of conditional models above 
each of the dependence thresholds. 
 
The MEMVA improves the limitation of the former approach of Southworth and 
Heffernan (2015) to generate large samples from a conditional model. The MEMVA can 
be done for the original dataset or with the chosen alternative missing value approach 
(AMVA).  
 
 
5.4.3 Multivariate Extreme Model 
 
 
In sea level time series, there is a possibility of missingness when the information has not 
been recorded. For this thesis, as the multivariate method of Heffernan and Tawn (2004) 
depends on complete time series information, the proposed Alternative Missing Value 
Approach (AMVA) and the Multivariate Extreme Missing Value Approach (MEMVA) 
overcome the problem of not having sufficient concurrent data within the dataset. 
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AMVA fills the gaps by estimating values considering the availability and proximity of 
data. MEMVA generates multivariate model distributions using pair combinations instead 
of only work with concurrent values, and imputes missing values in the time series 
observations based on the extremal dependences. 
 
In MEMVA, the conditional multivariate model is built after identifying the AGTS 
thresholds. Then, the Monte Carlo sample is generated based on the extremal dependences, 
first in the Laplace scale and secondly transformed to the original scale. Figure 5.22 shows 
the boxplot of the original data and one of the Monte Carlo samples generated in the 
multivariate model. In the Monte Carlo sample, the missing values in the original dataset 
are imputed from the whole of the multivariate model distribution defined by a collection 
of conditional models fitted by conditioning on each of the thresholds in their pair 
combinations.  
 
 
 
Figure 5.22. Boxplots of the original dataset and the Monte Carlo sample (MCsample) elaborated in the 
Multivariate Extreme Missing Value Approach (MEMVA). 
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Once the Monte Carlo samples are obtained for the multivariate model, the extreme event 
set is generated above each of the dependence thresholds. Figure 5.23 shows the boxplots 
of the original dataset and one of the Monte Carlo prediction event sets.  
 
 
 
Figure 5.23. Boxplot of the original dataset and the Monte Carlo predictions (MCpredict) elaborated in the 
Multivariate Extreme Missing Value Approach (MEMVA). Note that the y-axes are in different scales. 
 
A way to evaluate the Multivariate Extreme Missing Value Approach (MEMVA), it is 
checking the minimum amount of data necessary to run the multivariate process (similarly 
done in section 5.3.3). A ‘degradated’ function is created to evaluate the consistency of the 
MEMVA and prove the number of values. Table 5.12 shows the selected percentages of 
‘degradation’, being 100% of data from the original dataset.  
 
Table 5.12. Percentage of values in the ‘degradated’ validation. 
 1 2 3 4 5 6 7 8 9 10 11 12 
Percentage 
of values 100% 90% 80% 50% 40% 25% 20% 10% 5% 2.50% 2% 1% 
 
Figure 5.24 illustrates the boxplots of the ‘degradated’ dataset in order to exemplify the 
amount of data in each of the twelve selected percentages of available data. 
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Figure 5.24. Boxplots of the ‘degradated’ dataset. 
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The pairwise extremal dependences are evaluated by plotting the summary statistics 𝛸ത 
(Chi-bar), 𝛸 (Chi plot), and the multivariate conditional Spearman's 𝜌 correlation 
coefficient (MCS). As an illustrative example, two pairwises of the multivariate analysis 
are plotted, first Lerwick is compared with the contiguous gauge, Wick, and second 
Lerwick is compared with its most distant gauge, Dover.  
 
Figure 5.25 illustrates the Chi-bar plots for the first pairwise of the dataset and Figure 5.26 
for the second pairwise. For Lerwick and Wick, the 𝛸ത plot rises towards the right, and 
includes 1 as a possible limit, indicating possible asymptotic dependence. The 𝛸ത plot for 
Lerwick and Dover shows that 𝛸ത values are close to 0 which means asymptotically 
independence. 
 
Figure 5.27 illustrates the Chi plots for the first pairwise of the dataset and Figure 5.28 for 
the second pairwise. In the case of the confidence interval for Chi plots excluding the value 
1 for all of the largest quantiles, the plot of the Chi function is shown in grey as in Figure 
5.28. The 𝛸 plot for Lerwick and Wick indicates moderate positive dependence within this 
class. The 𝛸 plot for Lerwick and Dover is automatically greyed out due to values of 𝛸 
close to 0 which indicates near independence.  
 
In the Chi plots and the Chi-bar plots, as the number of available values within the dataset 
is reduced, it can be observed how accordingly the 95% confidence interval for 𝛸 and 𝛸ത 
increase. In summary, the dependence is stronger in the closest gauges. In both plots, Chi 
and Chi-bar plots, -1, 0 and 1 are shown as dashed lines for references. 
 
The MCS plots do not have the same similar vertical axes, however it is possible to check 
the association between the two pairwise combinations illustrated in Figure 5.29 and 
Figure 5.30. Similarly to the previous plots, as the number of available data is reduced the 
strength of the relationship is debilitated. 
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Figure 5.25. Chi-bar plots for the first pairwise (Lerwick and Wick) of 'degradated' dataset. 
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Figure 5.26. Chi-bar plots for the second pairwise (Lerwick and Dover) of 'degradated' dataset. 
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Figure 5.27. Chi plots for the first pairwise (Lerwick and Wick) of 'degradated' dataset. 
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Figure 5.28. Chi plots for the second pairwise (Lerwick and Dover) of 'degradated' dataset. 
146 
 
 
 
   
   
   
   
Figure 5.29. MCS plots for the first pairwise (Lerwick and Wick) of 'degradated' dataset. 
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Figure 5.30. MCS plots for the second pairwise (Lerwick and Dover) of 'degradated' dataset. 
 
  
148 
 
 
For the three extremal statistics dependence measures, 𝛸ത, 𝛸 and 𝜌, RMSE is calculated 
between the original dataset and the ‘degradated’ dataset (Figure 5.31). As the number of 
available data is reduced the RMSE increases. 
 
 
Figure 5.31. RMSE for the three extremal statistics dependence measures, Chi, Chi-bar and the multivariate 
conditional Spearman's ρ correlation coefficient. The 12 numbers in the x-axes represents the 12 ‘degradated’ 
percentages. 
 
Furthermore, the Laplace margins, a and b parameters provide information about the 
dependence between gauge locations through the profile log-likelihood surface plot (Figure 
5.32 and Figure 5.33). The plots show the optimal point estimate of the dependence model 
parameters (a, b). When the data availability is 5% or less, there is insufficient data to 
calculate a and b parameters. For example, for the first pair, the 100% of data is 26336, 
when the number of values is reduced to 1316, there is not sufficient data to estimate the 
extremal dependences between Lerwick and Wick. Similarly, for the second pair analysed, 
the dependences parameters between Lerwick and Dover cannot be estimated when the 
30760 values are reduced to 1538. For both pairs, a and b parameters for the ‘degradated’ 
dataset remain similar; however, the values of the profile log-likelihood surface under 
constrained estimation decreases, accordingly the strength of extremal dependence 
exhibited by the data also decreases.  
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Figure 5.32. Profile likelihood plots for the first pairwise (Lerwick and Wick) of the first eight 'degradated' 
dataset. 
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Figure 5.33. Profile likelihood plots for the second pairwise (Lerwick and Dover) of the first eight 'degradated' 
dataset. 
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Figure 5.34. Predicted plots for the first pairwise (Lerwick and Wick) of the 'degradated' dataset. The predicted 
plot displays both the original data (red), the 10000 simulated data (grey) generated above the threshold for 
prediction (vertical green line), and also the curve joining equal quantiles of the marginal distributions (green). 
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Figure 5.35. Predicted plots for the second pairwise (Lerwick and Dover) of the 'degradated' dataset. The 
predicted plot displays both the original data (red), the 10000 simulated data (grey) generated above the threshold 
for prediction (vertical green line), and also the curve joining equal quantiles of the marginal distributions (green). 
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The last step of the MEMVA is to create the extreme event set. The simulated values are 
based only on the point estimate of the dependence model parameters (a, b), and the 
original data. If the prediction passes a “boot” object then the returned value additionally 
contains simulated replicate data sets corresponding to the bootstrap model parameter 
estimates. In both cases, the simulated values based on the original data and point estimates 
appear in the data simulated.  
 
Figure 5.34 and Figure 5.35 show the predicted plot for both pairs. When the amount 
ofavailable data is 1% or less, there is insufficient data to simulate values. Comparison of 
the plots of the ‘degradated’ data shows how the amount of data is crucial to simulate 
extreme values and keep extremeness in the prediction. 
 
 
5.5 Storm Surge Events 
 
 
The aim of this research is to obtain a storm surge event set for the east coast, and then 
calculate the extreme probability impact. As mentioned, multivariate extreme analysis at 
the regional level demands concurrent data in all the locations.  
 
The conditional approach of Heffernan and Tawn (2004) has been developed in the R 
package texmex by Southworth and Heffernan (2015) for performing extreme value 
analysis of multivariate data. Based on the Southworth and Heffernan (2015) 
developments, the proposed multivariate extreme model, MEMVA, considers the missing 
values and the amount of concurrent data. MEMVA collects conditional models together 
and imputes data from the other locations according to its extremal dependences values. If, 
for example, gauge 1 is the conditional location, the final storm surge event set is 
elaborated taking into account the pairwise dependences with the other thirteen gauges and 
the probability of extreme events. But first, to handle the scarcity of concurrent data, the 
extremal dependence structures of the pairwise combinations are calculated with Laplace 
margins, and then the gaps within the dataset are replaced from the values generates in the 
fitted conditional distribution. Finally, the extreme event set of 10000 points is created by 
Monte Carlo simulation from the fitted multivariate extreme models of the conditional 
gauge. 
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The multivariate extreme model includes the extreme probability of the skew surges. Table 
5.13 shows the number of extreme values in the regional area. The probability of 
occurrence of the most extreme values is on average less than 0.50. The probability of 
occurrence is high in Cromer and Lowestoft, and low in Aberdeen or Felixstowe. The 
probability provides the extremeness of the most extreme values within the dataset by 
being simultaneously extreme in all the gauges; while the probability of threshold 
exceedances is calculated based on the total number of events per gauge.  
 
Table 5.13. Summary of exceedances above AGTS thresholds and number of extreme values with the probabilities 
of occurrence. 
 Gauges 
AGTS 
thresholds 
Number 
of values 
AGTS 
thresholds 
exceedance 
Probability 
of threshold 
exceedances 
Number of 
extreme 
values 
Probability 
of extreme 
values 
1 Lerwick 0.332 33445 602 0.018 313 0.511 
2 Wick 0.514 30321 141 0.005 88 0.611 
3 Moray Firth 0.353 5716 128 0.022 51 0.398 
4 Aberdeen 0.427 32107 301 0.010 37 0.121 
5 Leith 0.451 15197 135 0.009 42 0.311 
6 North Shields 0.530 28862 128 0.004 61 0.477 
7 Whitby 0.655 20402 66 0.003 42 0.627 
8 Immingham 0.677 34848 128 0.004 72 0.563 
9 Cromer 0.857 16315 34 0.002 25 0.735 
10 Lowestoft 1.064 33585 48 0.001 45 0.938 
11 Felixstowe 0.644 16046 114 0.007 21 0.184 
12 Harwich 0.631 15966 84 0.005 34 0.400 
13 Sheerness 0.533 26828 263 0.010 116 0.439 
14 Dover 0.798 39004 76 0.002 49 0.636 
 
 
5.5.1 Return Level Estimation 
 
 
The return levels for 50, 100 and 250 years are used to illustrate the impact of extreme 
events for the fourteen gauges based on the AGTS thresholds (Table 5.14 and Figure 5.36). 
Greater impact is shown in the south of the UK. For the 50 years RL, Felixstowe and 
Sheerness show an increase of around 1 m; for 100 years RL, Immingham, Cromer and 
Lowestoft also show a similar increment; and for the 250 years RL, only the northern 
gauges show an increment less than 1 m, their increment is on average 0.5 m.  
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Figure 5.36. Map of the AGTS thresholds and return levels for 50, 100 and 250 years for the fourteen gauges. 
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Table 5.14. AGTS thresholds and return levels for 50, 100 and 250 years for the fourteen gauges. 
 Gauges AGTS (m) 50 years RL (m) 100 years RL (m) 250 years RL (m) 
1 Lerwick 0.332 0.718 0.747 0.832 
2 Wick 0.514 0.910 0.949 1.060 
3 Moray Firth 0.353 0.821 0.850 0.930 
4 Aberdeen 0.427 0.924 0.969 1.099 
5 Leith 0.451 1.083 1.170 1.477 
6 North Shields 0.530 1.164 1.257 1.577 
7 Whitby 0.655 1.320 1.429 1.817 
8 Immingham 0.677 1.519 1.658 2.159 
9 Cromer 0.857 1.658 1.773 2.130 
10 Lowestoft 1.064 1.905 1.994 2.214 
11 Felixstowe 0.644 1.789 1.972 2.660 
12 Harwich 0.631 1.392 1.456 1.530 
13 Sheerness 0.533 1.516 1.636 2.039 
14 Dover 0.798 1.442 1.528 1.782 
 
The skew surge level associated with a selection of return periods are used to illustrate the 
impact of choosing different threshold selection methods (see Figure 5.37). The return 
levels for 50, 100 and 250 years in Wick (Figure 5.37a) and Dover (Figure 5.37b) increase 
with return period as expected for each method, but there are systematic differences across 
return levels that vary between sites. In Wick, for instance, manual estimates are near the 
mean, whilst in Dover they are near to the first quantile. In Wick, percentiles, 1-year RP 
and AGTS return levels are the closest to the manual return levels. In Dover, the return 
values closest to the manual ones are Mendes and Lopes (2004), 1-year RP and AGTS.  
 
From the results of the return levels obtained by the different threshold selection methods 
(Figure 5.37), the differences in estimated extreme sea levels is notable (i.e. 5–10%) and 
the influence of threshold selection method equates to a minor difference in the RL 
selected. The influence of the spectrum of methods with respect to manual estimates varies 
by geographic location and is not necessarily predictable. Since return levels estimates are 
incorporated into sea defence design such as along the East coast of the UK, the choice 
should be carefully considered. 
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Figure 5.37. Return levels (in meters) for 50, 100 and 250 years in Wick (a) and Dover (b) for the threshold 
selection methods analysed. Note that the y-axes are in different scales. 
 
On the other hand, the return level for the missing value approaches, as expected, differs 
from the original dataset (Figure 5.38). High return values are obtained in the imputation of 
the following value (missing value approach 7), cubic spline interpolation for one week 
gap (missing value approach 14) and deterministic imputation of the maximum value per 
row (missing value approach 15). The lower return values are obtained in AMVA in the 
predicted dataset which are the one to be imputed in the missing gaps (missing value 
approaches 24, 25, 26, 30, 31, 32). In general, the return values of AMVA (missing value 
approaches 27, 28, 29, 33, 34, 35) are similar to the original dataset.  
 
 
Figure 5.38. Return levels for 50, 100 and 250 years for the missing values approaches. 
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Figure 5.39 shows the average RMSE for the three return level calculated (50, 100 and 250 
years), comparing the original dataset (1) with the missing value approaches. Similarly to 
Figure 5.38, high RMSE values are obtained in the imputation of the following value 
(missing value approach 7), cubic spline interpolation for one week gap (missing value 
approach 14) and deterministic imputation of the maximum value per row (missing value 
approach 15). The AMVA predicted dataset (missing value approaches 24, 25, 26, 30, 31, 
32) show RMSE values of 0.2; whereas AMVA dataset AMVA (missing value approaches 
27, 28, 29, 33, 34, 35) show RMSE values close to 0, so then similar to the original data.  
 
 
 
Figure 5.39. RMSE average values for the return levels for 50, 100 and 250 years for the missing values 
approaches, being the missing value approach 1 the original dataset. 
 
 
 
5.5.2 Climate Change Scenarios 
 
 
Due to climate change, the East Coast of the UK is exposed significantly to extreme tidal 
level risks. Therefore, the threats of storm surges under climate change scenarios are 
essential to be investigated for this region. This research combines the projections of sea 
level rise for skew surges to analyse the potential coastal flooding and its associated 
damage with the multivariate extreme analysis.  
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Long-term linear trend in skew surge (1951-2099) are calculated for return level (mm/yr) 
of 2, 10, 20 and 50 years (Table 5.15). The surge level expected to be exceeded on average 
once in 2, 10, 20 or 50 years is not projected to increase by more than 9 cm by 2100 
anywhere around the UK coast (not including the mean sea level change). There are only 
data for Lerwick, Wick, Moray Firth, Aberdeen, North Shields, Whitby, Immingham, 
Cromer, Lowestoft, Felixstowe and Harwich.  
 
From Table 5.15, the skew surge trend is calculated from 2 years return level and to 50 
years return level. Then cumulative total skew surge rise for 50 years return level was 
calculated (Figure 5.40). 
 
Table 5.16 and Figure 5.41 show the comparison between the AGTS 50 years RL and the 
climate change projections of UKCP09 (Lowe et al., 2009) and UKCIP02 (Lowe et al., 
2001). The values obtained are similar to the projections, however not all the gauges can 
be compared. 
 
 
Figure 5.40. Total skew surge rise for 50 years return level (m). 
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Table 5.15. Long-term linear trend in skew surge (1951-2099) for return level of 2, 10, 20 and 50 years (mm/yr) 
(Lowe et al., 2009). 
   
Uncertainty 
level (%) 
Return level 
of 2 years 
(mm/yr) 
Return level 
of 10 years 
(mm/yr) 
Return level 
of 20 years 
(mm/yr) 
Return level 
of 50 years 
(mm/yr) 
1 3815 Lerwick 
5 0.058 0.079 0.084 0.090 
50 0.104 0.143 0.155 0.169 
95 0.149 0.207 0.226 0.248 
2 6053 Wick 
5 0.063 0.071 0.073 0.076 
50 0.138 0.188 0.204 0.223 
95 0.213 0.306 0.336 0.371 
3 7098 Moray Firth 
5 0.080 0.082 0.083 0.085 
50 0.173 0.227 0.246 0.269 
95 0.266 0.373 0.409 0.452 
4 7859 Aberdeen 
5 0.040 0.028 0.024 0.019 
50 0.097 0.122 0.131 0.141 
95 0.155 0.216 0.237 0.263 
5  Leith 
     
     
     
6 10713 North Shields 
5 -0.088 -0.185 -0.221 -0.266 
50 -0.004 -0.048 -0.064 -0.084 
95 0.080 0.089 0.093 0.098 
7 11468 Whitby 
5 -0.128 -0.221 -0.257 -0.302 
50 -0.025 -0.047 -0.055 -0.065 
95 0.078 0.127 0.147 0.172 
8 12670 Immingham 
5 -0.349 -0.603 -0.700 -0.824 
50 -0.211 -0.368 -0.428 -0.504 
95 -0.073 -0.134 -0.156 -0.183 
9 13579 Cromer 
5 -0.506 -0.860 -0.994 -1.166 
50 -0.309 -0.494 -0.564 -0.654 
95 -0.112 -0.129 -0.134 -0.141 
10 14182 Lowestoft 
5 -0.451 -0.763 -0.883 -1.037 
50 -0.186 -0.276 -0.309 -0.353 
95 0.080 0.212 0.264 0.331 
11 14930 Felixstowe 
5 -0.356 -0.594 -0.683 -0.799 
50 -0.153 -0.236 -0.267 -0.308 
95 0.050 0.122 0.149 0.183 
12 14929 Harwich 
5 -0.344 -0.581 -0.671 -0.787 
50 -0.156 -0.258 -0.296 -0.345 
95 0.032 0.066 0.080 0.097 
13  Sheerness 
     
     
     
14  Dover 
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Table 5.16. AGTS 50 years return levels (RL) compared with the observed 50 years RL (Lowe et al., 2009), 
UKCP09 50 years RL (Lowe et al., 2009) and UKCIP02 50 years RL (Lowe et al., 2001). 
Gauges AGTS 50yr RL 
Observed 50yr RL 
Lowe et al. (2009) 
UKCP09 50yr RL 
Lowe et al. (2009) 
UKCIP02 50yr RL 
Lowe et al. (2001) 
Lerwick 0.721    
Wick 0.912 1.110 1.020 0.910 
Moray Firth 0.823    
Aberdeen 0.932 1.250 1.050 0.820 
Leith 1.083    
North Shields 1.163 1.660 1.120 0.960 
Whitby 1.333 1.980 1.190 1.090 
Immingham 1.518 2.140 1.600 1.520 
Cromer 1.658    
Lowestoft 1.905 2.360 1.890 1.850 
Felixstowe 1.785 2.500 2.010 2.050 
Harwich 1.397    
Sheerness 1.525    
Dover 1.445 1.770 1.600 1.440 
 
 
 
 
Figure 5.41. AGTS 50 years return levels (RL) compared with the observed 50 years RL (Lowe et al., 2009), 
UKCP09 50 years RL (Lowe et al., 2009) and UKCIP02 50 years RL (Lowe et al., 2001). 
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5.5.3 Storm Surge Clusters 
 
 
The dispersion index was estimated by using the method of Cameron and Trivedi (1990) 
and applying the work of Kleiber and Zeiles (2008). Figure 5.42 shows the average 
dispersion values for each gauge, being 0.49 the mean value. The dispersion value is 
similar for all the gauges. The dataset presents an overdispersion due to values higher than 
0 and lower than 1, as explained in Section 4.7.3. The extreme values are more regular than 
purely clustered.  
 
 
 
Figure 5.42. Dispersion average value per gauge. 
 
Given a threshold, the extremal index was calculated by using the method of Ferro and 
Segers (2003). The automatic declustering identifies independent clusters and estimates the 
GPD for cluster maxima (see Southworth and Heffernan, 2015). Figure 5.43 compares two 
thresholds, AGTS thresholds and the extremal index. Both thresholds present similitudes, 
however in gauges 11 and 12 the difference is more than 0.1, and in gauge 14 even bigger 
than 0.2. AGTS calculates thresholds for all the values within the dataset, while the 
extremal index estimates thresholds after identifying independent clusters in the original 
time series. 
 
Figure 5.44 shows the total number of clustered extreme events per gauge. Only gauge 1 
has more than 200 clustered events. Gauges 4 and 13 have around 140 clustered events, 
while the other gauges present on average 50 clustered extreme events. On average the 
duration of the extreme cluster events is less than a week. Gauge 1 had three extreme 
cluster events of more than week duration. 
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Figure 5.43. Barplot of the AGTS thresholds in orange and the extremal index in blue. 
 
 
Figure 5.44. Total number of clustered extreme events per gauges. 
 
Figure 5.45 shows the number of cluster per gauge according to the dispersion (ratio of the 
variance and the mean). Dispersion values close to 0 show non-clustered events while 
higher values provide information of clustered values. The dispersion is related with the 
number of extreme events over a threshold and how concurrent are on time.  
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Figure 5.45. Number of clusters per gauge (x-axis) characterized by the dispersion function (y-axis). 
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As an example, Figure 5.46 shows the clusters of events in Dover (gauge 14) over a 
selected threshold. In total 77 events are plotted. The main event cluster (Figure 5.45) 
happened between the 12th and the 17th of February 1962. The North Sea flood of 1962 
affected mainly the coastal regions of Germany being one of the most catastrophic storm 
surges, 315 deaths were recorded in Hamburg (Banks, 1974; Jensen and Muller-Navarra, 
2008; Roode, 2008; Jochner et al., 2013). Nevertheless, the 1962 storm surge event also 
impacted in the UK, 3 people were killed and around 175000 houses were damaged by 
destructive winds (Steers et al., 1979; Lamb, 1991). Due to the lack of records, only four 
gauges have data for 1962: Lerwick, Aberdeen, North Shields and Dover (Figure 3.9 and 
Figure 3.10). 
 
 
Figure 5.46. Clusters of extreme events in Dover in blue and threshold line in red. 
 
 
5.5.4 Application: Nuclear Power Station 
 
 
Since the sensitive awareness of flood risk follow to the failure of Fukushima, the nuclear 
plant in Japan in March 2011, it appears topical consider the potential flooding impacts of 
the UK’s proposed new nuclear power station (Wilby et al., 2011; Brown et al., 2014). The 
management of the UKs nuclear power generation sector has to cope with the increase of 
the likelihood of occurrence of extreme sea levels which leads to greater exposure and 
adverse damage to energy infrastructures (Brown et al., 2014).  
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The UK Planning Act (2008) planned eight coastal sites for new nuclear power stations. 
Initially where eleven identified; three of the sites were rejected due to erosion and flood 
risks. The UK is unable to construct nuclear power stations inland due to the high demand 
for cooling water. The volumes required would prove unsustainable for the UK’s inland 
waters; the thermal plume (created by the cooling water outflow) alone could breach 
thermal standards for freshwaters with unacceptable ecological consequences (DECC, 
2010). For that reason, the new stations are planned to be built in the immediate vicinity of 
existing nuclear infrastructure, which will lower construction costs.  
 
The new stations are all to be sited on the coast (Figure 5.47): Hartlepool in North Shields; 
Sizewell in Suffolk; Bradwell in Essex; Hinkley Point in Somerset; Oldbury in 
Gloucestershire; Heysham in Lancashire; Sellafield in Cumbria; and Wylfa on Anglesey. 
In this research, nuclear power stations located in the East coast have been focused upon; 
namely Torness, Hartlepool, Sizewell (Figure 5.48 and Figure 5.49), Bradwell and 
Dungeness. 
 
Table 5.17 tabulates the different return levels relevant to these sites, such the AGTS 50 
years RL compared with the observed 50 years RL (Lowe et al., 2009), UKCP09 50 years 
RL (Lowe et al., 2009) and UKCIP02 50 years RL (Lowe et al.,2001). The AGTS 50 years 
RL values for the nuclear power station are similar to the ones in the climate change 
scenarios. 
 
An application of the Multivariate Extreme Missing Value Approach (MEMVA) is to 
analyse the impact of storm surges in a specific location. For the nuclear power station, it is 
possible to predict the maximum return level at each location: Leith (gauge 5) is the 
conditional gauge for Torness; North Shields (gauge 6) and Whitby (gauge 6) are the 
conditional gauges for Hartlepool; Lowestoft (gauge 10) and Felixstowe (gauge 6) are the 
conditional gauges for Sizewell and Dover (gauge 14) is the conditional gauge for 
Dungeness (Figure 5.50). As a result of the extremal dependences parameters for each 
conditional gauge, the predicted values calculated with MEMVA show accordingly these 
differences. Figure 5.50 shows high predicted values for Lowestoft, Felixstowe and Dover. 
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Figure 5.47. Sites of existing and proposed nuclear power station in the UK (DECC, 2012), and on the right, the 
locations of the gauges and the nuclear reactors. 
 
 
Figure 5.48. Sizewell B, Britain’s newest nuclear power station, was completed on the coast of Suffolk in eastern 
England in 1995 (Wilby et al., 2011) 
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Figure 5.49. Aerial photograph of Sizewell A and Sizewell B nuclear power station (historicengland.org.uk). 
 
 
Gauges 
Nuclear 
Power 
Stations 
AGTS 
50yr RL 
Observed 
50yr RL 
Lowe et al. 
(2009) 
UKCP09 
50yr RL 
Lowe et al. 
(2009) 
UKCIP02 
50yr RL 
Lowe et al. 
(2001) 
Lerwick  0.718    
Wick  0.910 1.110 1.020 0.910 
Moray Firth  0.821    
Aberdeen  0.924 1.250 1.050 0.820 
Leith Torness 1.083    
North Shields Hartlepool 1.164 1.660 1.120 0.960 
Whitby Hartlepool 1.320 1.980 1.190 1.090 
Immingham  1.519 2.140 1.600 1.520 
Cromer  1.658    
Lowestoft Sizewell 1.905 2.360 1.890 1.850 
Felixstowe Sizewell 1.789 2.500 2.010 2.050 
Harwich  1.392    
Sheerness  1.516    
Dover Dungeness 1.442 1.770 1.600 1.440 
Table 5.17. Nuclear power stations return level values. 
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Figure 5.50. Predictions boxplot of Leith (Torness), North Shields (Hartlepool), Whitby (Hartlepool), Lowestoft 
(Sizewell), Felixstowe (Sizewell) and Dover (Dungeness) as conditional gauges for the respective nuclear power 
stations. Note that the y-axes are different. 
 
 
5.6 Chapter Summary 
 
 
Coasts are subject to floods produced by storm surges, which are frequent and can produce 
major damage and economic losses. To assess coastal flood risk, it requires a method to 
estimate the probability of occurrence of extreme events. These probabilities of skew 
surges can be transformed into return levels regarding each gauge location.  
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To estimate accurately the required probability event set, it is necessary to identify the 
threshold of extreme events, done through AGTS method, and then the statistical 
multivariate extreme model can be fitted.  
 
After identifying the difficulties in selecting thresholds in a more efficient and consistent 
way avoiding the subjectivity of the traditional visual approach, a new proposed automated 
method was published (Caballero-Megido et al., 2017). The objective was to automatically 
select thresholds and replicate mathematically the traditional visual approach. Successful 
implementation of AGTS provided a considerably more flexible tool than others methods 
such as graphical, parametric, mixture and RMSE. Thus, this proposed new method 
provides a measurable, objective and reproducible threshold selection. The new threshold 
selection method AGTS may be used in wider applications in other diverse fields such as 
finance. 
 
As mentioned, in order to create a regional storm surge model is recommended to make 
full use of the data without avoiding gauges with lack of records. However, the conditional 
multivariate approach of Heffernan and Tawn (2004) implicates complete case value 
analysis. 
 
Consequently, due to the amount of missing values within the research dataset, the 
multivariate extreme model implements the Alternative Missing Value Approach (AMVA) 
and create the Multivariate Extreme Missing Value Approach (MEMVA). The statistical 
modelling followed the Heffernan and Tawn (2004) method improving the missing gaps 
issue. 
 
The improved missing value technique in the multivariate analysis contributes in a better 
approach to model extreme events. First, the proposed AMVA is a simple and efficient 
way to estimate missing values in times series in order to be implemented in the 
multivariate extreme model. AMVA considers the proximity and amount of available 
values to impute in the missing gaps. Then, MEMVA overcomes the problem of not 
having sufficient concurrent data within the dataset to undertake the multivariate extreme 
model. MEMVA treats the missing data similarly than the method of Keef et al. (2011) by 
assuming multivariate conditional pairwise combinations.  
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MEMVA improves the conditional approach of Heffernan and Tawn (2004) implemented 
in texmex (Southworth and Heffernan, 2015). The simulation of extreme events is 
MEMVA is based on Monte Carlo methods. Therefore, rather than approximating a value, 
the aim is to understand the distribution based on simulating a number of paths through a 
process.  
 
Based on the R package texmex (Southworth and Heffernan, 2015), the improved 
methodology was developed in R using real dataset presented in Chapter 3. R software 
provided a range of functions embedded in different R packages such as ismev, texmex, 
or evmix to statistical model extreme events. It was necessary to create new functions, 
scripts and commands to improve the analysis of extremes and undertake the multivariate 
extreme analysis model. 
 
The return levels for 50, 100 and 250 years illustrates the impact of extreme events along 
the East Coast of the UK. Higher impact of ≈1m is estimated in Felixstowe, Sheerness, 
Immingham, Cromer and Lowestoft, while the northern gauges show an increment of 
≈0.5m. The return levels are also a way to compare different thresholds techniques and 
missing value approaches. Comparing with the climate change return level, the values 
obtained in this research are similar to the projections of UKCP09 and UKCIP02. The 
intensification of extremes storm surge and, accordingly, a decrease of their return periods 
for the future climate scenarios, is palpable (Lowe and Gregory, 2005; Lamb et al., 2010). 
 
The skew surge cluster analysis illustrates how disperse on concurrent are the extreme 
events, being the average a week duration due to the overdispersion of the dataset. The 
potential of study storm surge clusters is to analysis the impact of concurrent extreme 
events which are more destructive than single events. In the power nuclear station 
application, high predicted values are estimated in Lowestoft, Felixstowe and Dover where 
currently sites are generating energy and new sites will be built in the future.  
 
In summary, this research study presents three useful tools to analysis storm surge events 
in a regional scale. The first tool is the proposed AGTS which provides a mathematical and 
computational tool based on the traditional visual approach. The second tool is the AMVA 
to fill gaps in time series. Both steps are necessary to undertake the third and main tool, the 
multivariate extreme analysis model MEMVA.   
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6. Discussions 
 
 
 
6.1 Discussion: Threshold Selection 
 
 
 
This research assesses various methods of estimating thresholds above which events are 
defined as extreme with the POT approach used in EVA (Caballero-Megido et al., 2017). 
The basis of the work is a comparison with manual thresholds selected by three 
practitioners, whom without knowing the thresholds produced by any of the methods 
before they made their manual estimates. The purpose is therefore not to determine 
‘objectively’ correct thresholds, such as might be done with well-designed synthetic 
datasets (e.g. Coles, 2001; Thompson et al., 2009). The aim is to automatically create 
thresholds that reliably reflect those widely produced by the many practitioners who use 
the graphical approach (Solari and Losada, 2012b; Agarwal et al., 2013; Bernardara et al. 
2014; Mazas et al., 2014).  
 
With the various measures assessed in an overall sense, they show that the AGTS 
mathematically replicates manual interpretations. Like the method of Thompson et al. 
(2009) it is computationally efficient (Figure 5.9a and Figure 5.9d), bootstrap estimates of 
uncertainty are possible and subjectivity is minimised. Moreover, AGTS is intuitively 
simpler as it replicates the manual process, and is relatively easy to implement as the R 
code is supplied as supplementary material in the Appendix D. This is not to say that 
AGTS will be the most appropriate for practitioners in all circumstances. Percentile-based 
methods, and the similar process of RP selection, perform quite well, and perhaps because 
they are somewhat arbitrary and subjective are quick and easy to implement and 
comparable between studies. Possibly the approach used here (e.g. Figure 5.7) could be a 
practical means of selecting an appropriate RP or percentile for wider use from manual 
interpretation of a few sites. 
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The utility of AGTS as a complementary method is illustrated with a UK skew surge 
dataset, which is perhaps closer to normal that some data constraining extremes (Figure 
5.10). However, AGTS calculates suitable thresholds for ‘rain’, ‘dowjones’, ‘euroex’ and 
‘wavesurge’ dataset from ismev R package (Coles, 2001), and the estimates thresholds 
are within 3% of the manually estimated values for all the datasets in Coles (2001). Note, 
only these four datasets provide thresholds to compare across (see Figure 5.9).  
 
 
6.2 Discussion: Missing Value Analysis 
 
 
Missing data are a common issue for environmental dataset (Kondrashov and Ghil, 2006; 
Mawdsley and Haigh, 2016). In missing value analysis, a more appropriate approach than 
the complete case strategy is to make full use of the available data (Little and Rubin, 2002; 
Haining, 2003). For that reason, this research assesses various methods (univariate, 
multivariate and AMVA) of estimating missing values in time series dataset.  
 
The missing-data approaches studied and compared are classified in univariate and 
multivariate approaches, and the proposed alternative approach AMVA. Various measures 
are analysed such as the percentage of data replaced, QQ plots RMSE and 𝑟ଶ, and AGTS 
thresholds comparison. The univariate approaches (missing value approaches 2-14, see 
Table 5.5) are not recommend for time series with extreme event as the research dataset. 
Although, the simple imputation can be a convenient starting point, it can ignore extreme 
values. Furthermore, replacing missing values with the previous and following values is 
inappropriate because it duplicates values in the dataset, biases the final results and cannot 
be used in large missing value gaps.  
 
On the other hand, two AMVA approaches are compared, linear and local polynomial 
regression. The percentage of missing values replaced is 20%, adding to the 50% of 
available data, provides almost ¾ of data. The RMSE and 𝑟ଶ values from QQ plots show 
that both AMVA approaches best fit the original dataset, being the linear regression the 
simplest approach. Thus, with various measures considered, AMVA provided overall best 
output results. Moreover, the validity of AMVA is evaluated with a ‘degradated’ function. 
Figure 5.17 shows the estimated missing values for the complete cases with the linear 
model and the local polynomial regression fitting for the gauges of condition 1 and 2.  
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The results show that AMVA provides a simple but efficient way to estimate missing 
values which can be implemented in the multivariate extreme value analysis without 
compromising the final multivariate model. The accuracy and reliability of this approach 
depends on the proportion of the length of the gaps with the total length of the dataset and 
the availability of data from near locations.  
 
In sum, the alternative missing value approach is a useful tool for environmental time 
series, such as the skew surges, due to the considerations of proximity of available value to 
impute in the missing gaps.  
 
 
 
6.3 Discussion: Multivariate Extreme Analysis 
 
 
 
The scarcity of data in the multivariate analysis is one of the main limitations of the 
Heffernan and Tawn (2004) method. Other authors such as Keef et al. (2011) overcome 
this problem taking into account only the complete records of the dataset. However, in the 
research data used in this thesis, only one week is overlapped. Since Keef et al. (2011) 
approach is not appropriate for the research dataset, the proposed Alternative Missing 
Value Approach (AMVA) and the Multivariate Extreme Missing Value Approach 
(MEMVA) overcome the problem of not having sufficient concurrent data within the 
dataset. 
 
Similarly to AMVA, MEMVA is evaluated with a ‘degradated’ function. The extremal 
dependences parameters for each ‘degradated’ dataset are compared by plotting three 
extremal statistics dependence measures: 𝛸ത (Chi-bar), 𝛸 (Chi plot), and the multivariate 
conditional Spearman's 𝜌 correlation coefficient (MCS). Additionally, as expected, RMSEs 
for the three extremal statistics dependence measures increase as the number of available 
data decreases. On the other hand, the values of the profile log-likelihood surface under 
constrained estimation and the strength of extremal dependence decrease when the amount 
of data is reduced.  
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Results show that the acceptable level of available values from the ‘degradated’ validation 
should be greater than 10%. Thus, 10 % is the boundary in order to undertake the 
multivariate extreme analysis without losing extremeness in the resultant model. Moreover, 
in the boxplots of the ‘degradated’ dataset (Figure 5.24), it can be visually exemplified 
how 10% is the limit to maintain the similarity with the 100% dataset. The pairwise 
extremal dependences measures (Chi, Chi-bar and MCS) show a breaking point in this 
10% (Figure 5.25, Figure 5.26, Figure 5.27, Figure 5.28, Figure 5.29 and Figure 5.30). 
Also the RMSE values for the three extremal statistics dependences measures shows this 
10% breaking point. Moreover, in the profile log-likelihood surface plot (Figure 5.32 and 
Figure 5.33), the Laplace margins, a and b parameters cannot be calculated when there is 
not sufficient amount of data. In the predicted pairwise plots (Figure 5.34 and Figure 5.35), 
the simulated values start to be less similar to the 100% pairwise data when the amount of 
data is 10% or lower, and also not all the extreme values are included in the multivariate 
analysis. The ‘degradated’ validation corroborates that it is recommended to take into 
account the amount of concurrent data between locations while undertaking the proposed 
multivariate extreme missing value analysis. 
 
The strength of the proposed method is to provide reliable predictions even with low 
concurrent time series data within different locations. The Monte Carlo sample is 
generated based on the extremal dependences parameters, subsequently when the 
percentage of concurrent data is not sufficient, the extremal dependences parameters do not 
show any extremeness, and then, the final predicted values are far to be extreme. From the 
results, less than 10% of concurrent data incur in underestimating predicted values. 
 
 
6.4 Discussion: Storm Surge Events 
 
 
 
The applications presented in Section 5.5 are examples of potential applications for storm 
surges event sets. First, the return level values provide an assessment of the proposed 
automated threshold selection (Section 5.2) and the missing value approaches (Section 
5.3). In the case of the thresholds selection return level, the purpose is to corroborate how 
AGTS replicates manual selected thresholds.  
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On the other hand, the missing value approaches are assessed with the original data. The 
main issue is when reconstructing time series for univariate and multivariate records, the 
return levels change and differ from the original dataset. As mentioned, a compromise 
exists between filling the gaps and maintaining the consistency from the original time 
series (Parkes and Demeritt, 2016; Stevens et al., 2016). For that reason, the proposed 
Multivariate Extreme Missing Value Approach (MEMVA) imputes data from the other 
locations according to its extremal dependences values in order to create more accurate 
events set. 
 
The cluster analysis illustrates how disperse are the skew surge events via the dispersion 
statistic 𝜓 (ratio of the variance 𝕍𝑎𝑟(𝑌) and the mean  𝔼(𝑌)), calculated by using the 
method of Cameron and Trivedi (1990) and applying the work of Kleiber and Zeiles 
(2008). The skew surge dataset presents overdispersion, due to an average of week 
duration clustered extreme events. This research shows analogous results than Mailier et al. 
(2006), Vitolo et al. (2009) and Raschke (2015) which illustrates the overdispersion of the 
occurrence of winter storm in Europe, and especially the dispersion increases considerably 
for the intense in the European exit region of the North Atlantic storm track (Mailier et al., 
2006; Vitolo et al., 2009). On the other hand, the skew surge extreme events are more 
regular than purely clustered. For that, there are two possible reasons, first, the cyclone 
occurrences regularity, and second, the regularity in the early stage of the baroclinic waves 
(Mailier et al., 2006). An application of skew surge cluster analysis is the study of the 
potential flooding impacts of the UK’s proposed new nuclear power station. The results 
show high predicted values in Lowestoft and Dover due to higher dispersion values and 
extremal index, where Sizewell and Dungeness are located, respectively. 
 
As an application, for example, MEMVA create for each of the new nuclear power station 
sites a multivariate extreme model, being the conditional gauge the nearest to the future 
nuclear infrastructure. Furthermore, 50 years return levels from the AGTS thresholds are 
compared with climate change projections of UKCP09 (Lowe et al., 2009) and UKCIP02 
(Lowe et al., 2001), showing similar results. 
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7. Conclusions and Future Work 
 
 
This thesis resolved the questions outlined in Section 1.3 by focussing on the East Coast of 
the UK, the multivariate extreme analysis determines the likelihood of future significant 
storm surge flooding events along a regional coastal scale. This research illustrates 
significant improvements (threshold selection and multivariate extreme missing value 
approach) which can be implemented to manage coastal flooding risk, especially regarding 
the damage on the East Coast in the past decades, including the recent winter storm events 
of 2013/14. The extremes of storm surges, sea levels and tides were studied in the coastline 
of the UK (Tawn, 1990; Dixon et al., 1998; Bortot et al., 2000; Svensson and Jones, 2002; 
Svensson and Jones, 2004; Butler et al., 2007a; Butler et al., 2007b; Haigh et al., 2010; 
Batstone et al., 2013). The main improvement of this research is to undertake the 
multivariate extreme analysis at a regional level while handling the issue of lack of 
concurrent data resulting from missing values within the regional dataset. However, for 
modelling extreme skew surges, it is necessary to select first the univariate thresholds in 
order to estimate the pairwise dependences and calculate the final conditional extreme 
model. 
 
The purpose of the Automated Graphic Threshold Selection (AGTS) method, in absence of 
a priori threshold value, is to guide in the choice of the threshold which requires judgment 
and expertise, making the process simple and approachable. By comparing a range of 
threshold selection methodologies to the visual selections, it is possible to conclude that 
AGTS is a useful complementary technique to estimate threshold for Extreme Value 
Analysis of sea levels, but can be applicable in other diverse fields such as finance. 
Benefits of AGTS are that it is computationally efficient, robust, and of the methods tested 
most closely replicates manual thresholds estimated by practitioners. Thus, application of 
AGTS could reduce subjectivity and increase reproducibility for the well-established 
manual approach. It may also be a useful tool for non-experts, or speed up work-flows that 
include manual threshold estimation. The novelty of AGTS lies in it being the first 
procedure to replicate the traditional visual threshold selection method. 
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In environmental time series, the lack of data recorded is a prevalent issue to solve (Smith 
et al., 1996; Kaplan et al., 1997; Marcos et al., 2005; Kondrashov and Ghil, 2006; Wenzel 
and Schroter, 2010). The Alternative Missing Value Approach (AMVA) is a practical 
approach to make efficient use of the data that are available within a time series dataset 
such as skew surges. By comparing different approaches, univariate, multivariate and 
AMVA, with the original dataset, it is possible to determine that AMVA provides a simple 
but efficient tool to estimate missing values without comprising the results in the 
multivariate extreme value model. AMVA is a useful approach for non-complete 
environmental time series due to efficient use of proximity of available value to impute in 
the missing values gaps. 
 
The Multivariate Extreme Missing Value Approach (MEMVA), which had been fitted 
after the missing value approach, has been used to model the extreme event set for the East 
Coast of the UK. The model is used to generate a Monte Carlo simulation of storm surges 
events that can be applied, for example, in the nuclear power station.  
 
 
 
7.1 Conclusions  
 
 
This thesis resolved the questions outlined in Section 1.3 by focussing on the multivariate 
extreme storm surge flooding events on the East Coast of the UK, the multivariate extreme 
analysis determines the likelihood of future significant storm surge flooding events along a 
regional coastal scale.  
 
This research was structured into four main research objectives with an associated research 
question: 
 
1) Create a new threshold selection method for the multivariate extreme analysis. 
How to select the most appropriate threshold to undertake the multivariate extreme 
analysis? 
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This research recognized that there is a challenge in the extreme value analysis to define 
extreme values because it is still based on subjective graphical diagnostics (i.e. Coles, 
2001; Davison and Smith, 1990). For instance, mixture model thresholds (e.g. Frigessi et 
al., 2002; Behrens et al., 2004; Mendes and Lopes, 2004; Tancredi et al., 2006; Carreau 
and Bengio, 2009) differ from the manual selected thresholds (Section 4.2). On the other 
hand, parametric methods (e.g. Rosbjerg et al., 1992; Grabemann and Weisse, 2008; 
McMillan et al., 2011; Arns et al., 2013) are eventually a subjective procedure (Arns et al., 
2013; Caballero-Megido et al., 2017).  
 
The proposed Automated Graphic Threshold Selection (AGTS) method (Caballero-Megido 
et al., 2017) provides a computational tool to select thresholds. The AGTS method is based 
on calculations and parameters of built the traditional graphical method. The components 
of AGTS are RMSE of the mean excesses, RMSE of the GPD parameters above and 
increasing sequence of thresholds and Exceedance Rate (ER). After the calculation of the 
components, and normalisation process, to stabilize the final results, a polynomial function 
is fitted to select the inflection point. For more details, see Section 3.7.5 and the R code in 
appendix D. By comparing AGTS with previous methods (graphical methods, parametric 
methods, mixture models and other methods based on RMSE.), AGTS mathematically 
replicates manual thresholds. The inherent subjectivity of the manual thresholds is 
minimised and the threshold selection is now simpler and efficient.  
 
2) Find a solution for the missing data in the multivariate extreme analysis. How to 
handle missing values in the dataset to undertake the multivariate extreme analysis? 
 
The key challenge in this research was to handle missing values within time series in order 
to undertake the multivariate extreme analysis. The proposed Multivariate Extreme 
Missing Value Approach (MEMVA) was implemented in the statistical R based on the 
developments of Southworth and Heffernan (2015) to perform the conditional approach of 
Heffernan and Tawn (2004). However, as mentioned, one of the main limitations of the 
Heffernan and Tawn (2004) method is that it does not deal with missing values; 
consequently it considers only complete records. Complete cases do not make the most use 
of the available data (Little and Rubin, 2002; Haining, 2003).  
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To assess MEMVA, an alternative missing value approach (AMVA) was considered. 
AMVA is based on a multivariate model-based imputation with the condition of near 
location (proximity) and significant availability of data (time series length). There are two 
regression models used in AMVA, linear regression and polynomial regression. By 
comparing AMVA with the original dataset and other missing value approaches (univariate 
and multivariate), AMVA provided overall best output results. In addition, the validity of 
AMVA is evaluated with a ‘degradated’ function (Section 4.3), where both regression 
fittings estimate similar missing values.  
 
MEMVA collects conditional models together and imputes data from the other locations 
according to its extremal dependences values. To handle the scarcity of concurrent data 
within the time series, the extremal dependence structures of the pairwise combinations are 
calculated with Laplace margins, and then the missing gaps are replaced from the values 
generates in the fitted conditional distribution. Finally, extreme event sets of 10000 points 
are created by Monte Carlo simulation from the fitted multivariate conditional extreme 
models for each conditional gauge. For more details, see Section 3.9 and the R code in 
appendix D.  
 
3) Create storm surge events for regional coastal scale flooding. What, 
probabilistically, is the likely quantitative impact of the east coast storm surge? 
 
The return levels for 50, 100 and 250 years are used to illustrate the impact of extreme 
events for the fourteen gauges. Results show that return levels for 50, 100 and 250 years 
estimates higher impact of ≈1m in Felixstowe, Sheerness, Immingham, Cromer and 
Lowestoft, while the northern gauges show an increment of ≈0.5m. On the other hand, the 
probability of occurrence is high in Cromer and Lowestoft, and lower probabilities in 
Aberdeen or Felixstowe.  
 
In the cluster analysis, this research shows analogous results to Mailier et al. (2006), Vitolo 
et al. (2009) and Raschke (2015). There is an overdispersion of the occurrence of winter 
storm in Europe. A brief application is to check the impact of storm surges in a specific 
sites such as the nuclear power station. The results show high predicted values in 
Lowestoft and Dover due to higher dispersion values and extremal index, where Sizewell 
and Dungeness are located, respectively.  
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As a result of the extremal dependences parameters for each conditional gauge, the 
predicted event set values calculated with MEMVA show high predicted values for 
Lowestoft, Felixstowe and Dover, and lower predicted values for Leith and North Shields. 
 
4) Compare the multivariate extreme model with the climate change scenarios. How 
is East Coast storm surge risk affected by a changing climate? 
 
The results show that the impact of potential storm surges in the East Coast of the UK is 
greater in the North and lower in the South. The UKCIP02 (Lowe et al., 2001) climate 
projections indicate that sea levels will rise and there will be increasingly severe and 
frequent rainstorms. In 2050, the North of the UK will have sea level change of 0.3 m and 
0.5 in the South. In 2080, the sea level will increase 0.3m, so the North of the UK will have 
sea level change of 0.6 m and 0.8 in the South. Similar values of the climate change 
projections of UKCP09 (Lowe et al., 2009) and UKCIP02 (Lowe et al., 2001) are obtained 
in this research. Moreover, the results correspond with the glacial isostatic uplift in the 
North and relative subsidence in the South of the British Island (Shennan et al., 2009).  
 
 
7.2 Futur Work 
 
 
As mentioned in Lowe et al. (2009), uncertainty is still an issue in modelling storm surges. 
The challenges of considering available future projections are also the inherent 
uncertainties in these future projections. On reflection, the lack of long records can 
preclude the multivariate extreme model. 
 
Due to the complexity of the problem of missing values in the multivariate extreme 
analysis, a number of assumptions and simplifications were made, such as taking into 
account only skew surge. The next step will be to include other parameters in order to offer 
potential for future development of such multivariate extreme models. The future model 
can include isostatic adjustment, wind speed, wind directions, storm types, amongst others. 
Exporting the results and include new parameters in GIS will be an enhancement on this 
research due to the potential of this tool in analysing the impact of coastal flooding.  
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Further work can be undertaken examining flood damage estimation in the research study 
area which will consider the economic impact of concurrent and widespread storm surge 
events along the East Coast of the UK. One of the issues to apply the skew surge model for 
nuclear power station is the confidentiality of the data.  
 
Despite the challenges, this research has provided significant improvements in the 
threshold selection, proposing an automated tool (AGTS), and especially, the proposed 
Multivariate Extreme Missing Value Approach (MEMVA) handles the limitations of 
scarcity of data to model conditional distribution in the multivariate extreme analysis.  
 
  
187 
 
 
 
  
188 
 
 
 
 
 
 
 
 
 
 
References 
 
 
 
 
 
  
189 
 
  
190 
 
 
References 
 
Abbott, P. L. (2008). Natural disasters. McGraw-Hill. New York. 
Agarwal, A., Venugopal, V., and Harrison, G. P. (2013). The assessment of extreme wave 
analysis methods applied to potential marine energy sites using numerical model 
data. Renewable and Sustainable Energy Reviews, 27, 244-257. 
Ahern, M., Kovats, R. S., Wilkinson, P., Few, R., and Matthies, F. (2005). Global health 
impacts of floods: epidemiologic evidence. Epidemiologic reviews, 27(1), 36-46. 
Albeverio S., Jentsch V. and Kantz, H. (2006). Extreme Events in Nature and Society. 
Springer, New York. 
Alcántara-Ayala, I. (2002). Geomorphology, natural hazards, vulnerability and prevention 
of natural disasters in developing countries. Geomorphology, 47(2), 107-124. 
Alexander, D. (1993). Natural disasters. UCL Press Limited, London. 
Alexander, D. (1997). The study of natural disasters, 1977–97: some reflections on a 
changing field of knowledge. Disasters, 21(4), 284-304. 
Arns, A., Wahl, T., Haigh, I. D., Jensen, J. and Pattiaratchi, C. (2013). Estimating extreme 
water level probabilities: A comparison of the direct methods and recommendations 
for best practise. Coastal Engineering, 81, 51-66. 
ASC (2014). Managing climate change risks to well-being and the economy. Adaptation 
Sub-Committee. Committee on Climate Change. Progress report 2014. London. 
Ashley, S. T. and Ashley, W. S. (2008). Flood fatalities in the United States. Journal of 
Applied Meteorology and Climatology, 47(3), 805-818. 
Banks, J. C., Camp, J. V. and Abkowitz, M. D. (2014). Adaptation planning for floods: a 
review of available tools. Natural hazards, 70(2), 1327-1337. 
Banks, J. E. (1974). A mathematical model of a river—shallow sea system used to 
investigate tide, surge and their interaction in the Thames—southern North Sea 
region. Philosophical Transaction of the Royal Society A, 275(1255), 567-609. 
Bardet, L., Duluc, C. M., Rebour, V. and L'her, J. (2011). Regional frequency analysis of 
extreme storm surges along the French coast. Natural Hazards and Earth System 
Sciences, 11(6), 1627. 
Bates, P. D., and De Roo, A. P. J. (2000). A simple raster-based model for flood 
inundation simulation. Journal of hydrology, 236(1-2), 54-77. 
191 
 
Batstone, C., Lawless, M., Tawn, J., Horsburgh, K., Blackman, D., McMillan, A. and 
Hunt, T. (2013). A UK best-practice approach for extreme sea-level analysis along 
complex topographic coastlines. Ocean Engineering, 71, 28-39. 
Baxter, P. J. (2005). The east coast Big Flood, 31 January – 1 February 1953: a summary 
of the human disaster. Philosophical Transactions of the Royal Society A: 
Mathematical, Physical and Engineering Sciences, 363(1831), 1293-1312. 
BBC (2013). Great Flood of 1953: 60th anniversary events held. Last updated: 23 February 
2018. http://www.bbc.co.uk/news/uk-england-essex-21264408. 
BBC (2014). 10 key moments of the UK winter storms. Last updated: 23 February 2018. 
http://www.bbc.co.uk/news/uk-26170904. 
Behrens, C. N., Lopes, H. F. and Gamerman, D. (2004). Bayesian analysis of extreme 
events with threshold estimation. Statistical Modelling, 4(3), 227–244. 
Bernardara, P., Andreewsky, M. and Benoit, M. (2011). Application of regional frequency 
analysis to the estimation of extreme storm surges. Journal of Geophysical Research: 
Oceans, 116(C2). 
Bernier, N. B. and Thompson, K. R. (2006). Predicting the frequency of storm surges and 
extreme sea levels in the northwest Atlantic. Journal of Geophysical Research: 
Oceans (1978–2012), 111(C10). 
Berz, G., Kron, W., Loster, T., Rauch, E., Schimetschek, J., Schmieder, J. and Wirtz, A. 
(2001). World map of natural hazards–a global view of the distribution and intensity 
of significant exposures. Natural hazards, 23(2-3), 443-465. 
Bhuyian, M. N., Kalyanapu, A. J. and Nardi, F. (2014). Approach to digital elevation 
model correction by improving channel conveyance. Journal of Hydrologic 
Engineering, 20(5), 04014062. 
Blaikie, P., Cannon, T., Davis, I. and Wisner, B. (2004). At risk: natural hazards, people's 
vulnerability and disasters. Routledge, London. 
Bogner, K., Pappenberger, F., and Cloke, H. L. (2012). The normal quantile transformation 
and its application in a flood forecasting system. Hydrology and Earth System 
Sciences, 16(4), 1085-1094. 
Borden, K. and Cutter, S. L. (2008). Spatial patterns of natural hazard mortality in the 
United States. International Journal of Health Geographics, 7(64). 
Bortot, P., Coles, S. and Tawn, J. (2000). The multivariate gaussian tail model: An 
application to oceanographic data. Journal of the Royal Statistical Society: Series C 
(Applied Statistics), 49(1), 31-049. 
192 
 
Bosher, L., and Chmutina, K. (2017). Disaster risk reduction for the built environment. 
John Wiley and Sons, Oxford. 
Bradbrook, K. (2006). JFLOW: a multiscale two‐dimensional dynamic flood model. Water 
and Environment Journal, 20(2), 79-86. 
Bradley, S. L., Milne, G. A., Teferle, F. N., Bingley, R. M., and Orliac, E. J. (2009). 
Glacial isostatic adjustment of the British Isles: new constraints from GPS 
measurements of crustal motion. Geophysical Journal International, 178(1), 14-22. 
Brown, I. (2006). Modelling future landscape change on coastal floodplains using a rule-
based GIS. Environmental Modelling and Software, 21(10), 1479-1490. 
Brown, J. D., Spencer, T., and Moeller, I. (2007). Modeling storm surge flooding of an 
urban area with particular reference to modeling uncertainties: A case study of 
Canvey Island, United Kingdom. Water Resources Research, 43(6). 
Brown, S., Hanson, S., and Nicholls, R. J. (2014). Implications of sea-level rise and 
extreme events around Europe: a review of coastal energy infrastructure. Climatic 
change, 122(1-2), 81-95. 
Bruun, J. T. and Tawn, J. A. (1998). Comparison of approaches for estimating the 
probability of coastal flooding. Journal of the Royal Statistical Society: Series C 
(Applied Statistics), 47(3), 405-423. 
Bryant, E. (2005). Natural Hazards. Cambridge University Press, Cambridge. 
Building Futures (2007). Living with Water: visions of a flooded future. RIBA, London. 
Butler, A., Heffernan, J. E., Tawn, J. A. and Flather, R. A. (2007a). Trend estimation in 
extremes of synthetic North Sea surges. Journal of the Royal Statistical Society: 
Series C (Applied Statistics), 56(4), 395-414. 
Butler, A., Heffernan, J. E., Tawn, J. A., Flather, R. A. and Horsburgh, K. J. (2007b). 
Extreme value analysis of decadal variations in storm surge elevations. Journal of 
Marine Systems, 67(1), 189-200. 
Caballero-Megido, C., Hillier, J., Wyncoll, D., Bosher, L., and Gouldby, B. (2017). 
Comparison of methods for threshold selection for extreme sea levels. Journal of 
Flood Risk Management. 
Cabinet Office (2012). National Risk Register of Civil Emergencies. London. 
Cabinet Office (2015). National Risk Register of Civil Emergencies. London. 
Cabinet Office (2017). National Risk Register of Civil Emergencies. London. 
Cameron, A. C., and Trivedi, P. K. (1990). Regression-based tests for overdispersion in the 
Poisson model. Journal of econometrics, 46(3), 347-364. 
193 
 
Capstick, S. B., and Pidgeon, N. F. (2014). Public perception of cold weather events as 
evidence for and against climate change. Climatic Change, 122(4), 695-708. 
Carreau, J. and Bengio, Y. (2009). A hybrid Pareto model for asymmetric fat-tailed data: 
the univariate case. Extremes 12(1), 53–76. 
Chatfield, C. (2016). The analysis of time series: an introduction. CRC press. 
Chatterton, J., Viviattene, C., Morris, J., Penning-Rowsell, E. C. and Tapsell, S. M. (2010). 
The costs of the summer 2007 floods in England. Environment Agency. 
Chavez‐Demoulin, V., and Davison, A. C. (2005). Generalized additive modelling of 
sample extremes. Journal of the Royal Statistical Society: Series C (Applied 
Statistics), 54(1), 207-222. 
Church, J. A., Clark, P.U., Cazenave, A., Gregory, J.M., Jevrejeva, S., Levermann, A., 
Merrifield, M.A., Milne, G.A., Nerem, R.S., Nunn, P.D., Payne, A.J., Pfeffer, W.T., 
Stammer, D. and Unnikrishnan, A.S. (2013). Sea level change. PM Cambridge 
University Press. 
Clark, M. J. (1998). Putting water in its place: A perspective on GIS in hydrology and 
water management. Hydrological Processes, 12(6), 823-834. 
Clout, H. (2014). Reflections on The draining of the Somerset Levels. The Geographical 
Journal, 180(4), 338-341. 
Coates, L. (1999). Flood fatalities in Australia, 1788-1996. Australian Geographer, 30(3), 
391-408. 
Coles, S. (2001). An introduction to statistical modeling of extreme values. Springer, 
London. 
Coles, S. G. and Tawn, J. A. (1991). Modelling extreme multivariate events. Journal of the 
Royal Statistical Society, Series B 53(2), 377–392. 
Coles, S. G. and Tawn, J. A. (1994). Statistical methods for multivariate extremes: An 
application to structural design. Applied Statistics, 43(1), 1–48. 
Coles, S., Heffernan, J. and Tawn, J. (1999). Dependence measures for extreme value 
analyses. Extremes, 2(4), 339-365. 
Colorado (2000). Geographic Information Systems as an Integrating Technology: Context, 
Concepts, and Definitions. Last updated: 23 February 2018. 
http://www.colorado.edu/geography/gcraft/notes/intro/intro.html. 
Cooley, D., Nychka, D. and Naveau, P. (2007). Bayesian spatial modeling of extreme 
precipitation return levels. Journal of the American Statistical Association, 102(479), 
824-840. 
194 
 
Crichton, D. (1999). The risk triangle, in Ingleton, J. (ed.), Natural Disaster Management, 
Tudor Rose, London, pp 102-103. 
De Kraker, A. M. J. (2015). Flooding in river mouths: human caused or natural events? 
Five centuries of flooding events in the SW Netherlands, 1500–2000. Hydrology and 
Earth System Sciences, 19(6), 2673-2684. 
Davison, A. C. and Smith, R. L. (1990). Models for exceedances over high thresholds. 
Journal of the Royal Statistical Society, Series B (Methodological), 393–442. 
Davison, A. C., and Ramesh, N. I. (2000). Local likelihood smoothing of sample extremes. 
Journal of the Royal Statistical Society: Series B (Statistical Methodology), 62(1), 
191-208. 
de Kraker A.M.J. (2002). Historic Storms in the North Sea Area, an Assessment of the 
Storm Data, the Present Position of Research and the Prospects for Future Research. 
In: Wefer G., Berger W.H., Behre KE., Jansen E. (eds.). Climate Development and 
History of the North Atlantic Realm (415-434). Springer, Berlin, Heidelberg. 
de la Vega-Leinert, A. C., and Nicholls, R. J. (2008). Potential implications of sea-level 
rise for Great Britain. Journal of Coastal Research, 342-357. 
DECC (2010). Valuation of Energy Use and Greenhouse Gas Emissions for Appraisal and 
Evaluation. The Stationery Office, London, UK. 
Defra (2012a). The Government’s Response to Sir Michael Pitt’s Review of the summer 
2007 Floods. Final Progress Report. Department for Environment, Food and Rural 
Affairs. London. 
Defra (2012b). UK Climate Change Risk Assessment: Government Report. Department for 
Environment, Food and Rural Affairs. London. 
Dixon, M. J., Tawn, J. A. and Vassie, J. M. (1998). Spatial modelling of extreme sea-
levels. Environmetrics, 9(3), 283-301. 
Dodds, K. (2014). Après le deluge: the UK winter storms of 2013–14. The Geographical 
Journal, 180(4), 294-296. 
Dong, Y., and Peng, C. Y. J. (2013). Principled missing data methods for researchers. 
SpringerPlus, 2(1). 
EA (2009). Investing in the future: flood and coastal risk management in England, a long-
term investment strategy. Environment Agency of England and Wales. 
EA (2011). Understanding the risks, empowering communities, building resilience: the 
national flood and coastal erosion risk management strategy for England. 
Environment Agency of England and Wales. 
195 
 
Eastoe, E. F., and Tawn, J. A. (2009). Modelling non‐stationary extremes with application 
to surface level ozone. Journal of the Royal Statistical Society: Series C (Applied 
Statistics), 58(1), 25-45. 
Eastoe, E., Koukoulas, S. and Jonathan, P. (2013). Statistical measures of extremal 
dependence illustrated using measured sea surface elevations from a neighbourhood 
of coastal locations. Ocean Engineering, 62, 68-77. 
Ebert, C. H. (1993). Disasters: Violence of Nature and Threats by Man. Kendall/Hunt 
Publishing Company. 
Embrechts, P. (1999). Extreme value theory as a risk management tool. North American 
Actuarial 3(2), 37-41. 
Ferro, C. A. T. and Segers, J. (2003). Inference for clusters of extreme values. Journal of 
the Royal Statistical Society, Series B 65(2), 545–556. 
Fisher, R. and Tippett, L. (1928). Limiting forms of the frequency distribution of the 
largest or smallest member of a sample. In Mathematical Proceedings of the 
Cambridge Philosophical Society 24(2), 180–190. Cambridge University Press. 
FLOODsite (2009). What is flood risk? Last updated: 23 February 2018. 
http://www.floodsite.net/html/faq2.htm. 
FLOODsite (2014). The disaster of the 1953 flood. Last updated: 23 February 2018. 
http://www.floodsite.net/juniorfloodsite/html/en/student/thingstoknow/hydrology/19
53flood.html. 
Foresight (2012). Reducing Risks of Future Disasters: Priorities for Decision Makers Final 
Project Report. The Government Office for Science, London. 
Fréchet, M. (1927). Sur la loi de probabilité de l’écart maximum. Annales de la société 
Polonaise de Mathématique, 6, 93-116. Bibliothèque des Sciences Humaines, 
Editions Gallimard. 
Frigessi, A., Haug, O. and Rue, H. (2002). A dynamic mixture model for unsupervised tail 
estimation without threshold selection. Extremes 5(3), 219–235. 
Galiatsatou, P., Prinos, P., Valchev, N. and Trifonova, E. (2012). Analysis of Extreme 
Marine Events Causing Flooding in Varna Region. Turkish Journal of Fisheries and 
Aquatic Sciences, 12, 523-531. 
Gall, M., Borden, K. and Cutter, S. L. (2009). When do losses count? Six fallacies of 
natural hazards loss data. Bulletin of the American Meteorological Society, 90(6), 1-
11. 
196 
 
Garguide (2009). Conceptual Risk-Based Approach. Last updated: 23 February 2018. 
http://www.gardguide.com/index.php?title=Image:ConceptualRisk-
BasedApproach.gif. 
Gelman, A., and Hill, J. (2006). Data analysis using regression and multilevel/hierarchical 
models. Cambridge university press. 
Ghil, M., Yiou, P., Hallegatte, S., Malamud, B.D., Naveau, P., Soloviev, A., Friederichs P., 
Keilis-Borok, V., Kondrashov, D., Kossobokov, V., Mestre, O., Nicolis, C., Rust, 
H.W., Shebalin, P., Vrac, M., Witt, A. and Zaliapin, I. (2011). Extreme events: 
dynamics, statistics and prediction. Nonlinear Processes in Geophysics, 18(3), 295-
350. 
Gilleland, E., Ribatet, M., and Stephenson, A. G. (2013). A software review for extreme 
value analysis. Extremes, 16(1), 103-119. 
Gouldby, B., Méndez, F. J., Guanche, Y., Rueda, A. and Mínguez, R. (2014). A 
methodology for deriving extreme nearshore sea conditions for structural design and 
flood risk analysis. Coastal Engineering, 88, 15-26. 
Goulding, J. and Cinderey, M. (2015). Winter 2013/2014 storms highlight the orographic 
effect on rainfall around the North York Moors. Weather, 70(2), 48-50. 
Gov.uk. (2014a). Transport Resilience Review. A review of the resilience of the transport 
network to extreme weather events. Department for Transport. First published: 22 
July 2014. 
Gov.uk. (2014b). Winter 2013/14 severe weather recovery progress report. An overview of 
the Government’s recovery support. Department for Communities and Local 
Government. First published: 27 November 2014. 
Grabemann, I. and Weisse, R. (2008). Climate change impact on extreme wave conditions 
in the North Sea: an ensemble study. Ocean Dynamics, 58(3-4), 199–212. 
Grigg, O. and Tawn, J. (2012). Threshold models for river flow extremes. Environmetrics, 
23(4), 295-305. 
Grossi, P. and Kunreuther, H. (2005) Catastrophe Modelling: A New Approach to 
Managing Risk. Springer, New York. 
Grossi, P. and Kunreuther, H. (2006). New catastrophe models for hard times. 
Contingencies MAR/APR.06. 
Gumbel, E. J. (1958). Statistics of extremes. Courier Dover Publications. 
197 
 
Haigh, I. D., Wadey, M. P., Gallop, S. L., Loehr, H., Nicholls, R. J., Horsburgh, K., 
Brown, J. and Bradshaw, E. (2015). A user-friendly database of coastal flooding in 
the United Kingdom from 1915–2014. Scientific data, 2, 150021. 
Haining, R. P. (2003). Spatial data analysis: theory and practice. Cambridge University 
Press, Cambridge. 
Hajat, S., Ebi, K. L., Kovats, S., Menne, B., Edwards, S., Haines, A. (2003). The human 
health, consequences of flooding in Europe and the implications for public health, 
JAppl. Environ. Sci. Public Health,11321 
Hall, P., and Tajvidi, N. (2000). Nonparametric analysis of temporal trend when fitting 
parametric models to extreme-value data. Statistical Science, 153-167. 
Heffernan, J. E. and Tawn, J. A. (2004). A conditional approach for multivariate extreme 
values (with discussion). Journal of the Royal Statistical Society: Series B (Statistical 
Methodology), 66(3), 497-546.  
Hickey, K. R. (2001). The storm of 31 January to 1 February 1953 and its impact on 
Scotland. The Scottish Geographical Magazine, 117(4), 283-295. 
Howard, T., Lowe, J. and Horsburgh, K. (2010). Interpreting Century-Scales Changes in 
Southern North Sea Storm Surge Climate Derived from Coupled Model Simulation, 
Journal of Climate, 25. 
HR Wallingford (2004). Best practice in coastal flood forecasting. Defra/EA report 
FD2206/TR1. 
Hu, Y. and Scarrott, C.J. (2013). evmix: Extreme Value Mixture Modelling, Threshold 
Estimation and Boundary Corrected Kernel Density Estimation. Available on CRAN. 
http://www.math.canterbury.ac.nz/~c.scarrott/evmix. 
Huntingford, C., Marsh, T., Scaife, A. A., Kendon, E. J., Hannaford, J., Kay, A. L. and 
Allen, M. R. (2014). Potential influences on the United Kingdom's floods of winter 
2013/14. Nature Climate Change, 4(9), 769-777. 
Hyndman, D. and Hyndman, D. (2010). Natural hazards and disasters. Cengage Learning, 
Boston. 
ICE (2002). Learning to live with rivers - the ICE's report to government. Proceedings of 
the ICE-Civil Engineering 150(5), 15-21. Institution of Civil Engineers. 
Institute of Hydrology (1999). Flood estimation handbook, Institute of Hydrology. 
IPCC, United Nations Intergovernmental Panel on Climate Change (2013).Technical 
Summary: The Physical Science Basis. Contribution of Working Group I to the 
IPCC Fifth Assessment Report. 
198 
 
Jensen, J. and Müller-Navarra, S. H. (2008). Storm surges on the German Coast. Die 
Küste, 74(2008), 92-124. 
Jha, A. K., Bloch, R., and Lamond, J. (2012). Cities and flooding: a guide to integrated 
urban flood risk management for the 21st century. World Bank Publications, 
Washington. 
Joe, H. (1990). Multivariate concordance. Journal of multivariate analysis, 35(1), 12-30. 
Joe, H. (1997). Multivariate models and multivariate dependence concepts. CRC Press, 
London. 
Jochner, M., Schwander, M., and Brönnimann, S. (2013). Reanalysis of the Hamburg 
Storm Surge of 1962. In Brönnimann, S. and O. Martius (Eds.) Weather extremes 
during the past 140 years. Geographica Bernensia 89, 19-26. 
Jonkman, S. N. (2005). Global perspectives on loss of human life caused by floods. 
Natural hazards, 34(2), 151-175. 
Jonkman, S. N. and Kelman, I. (2005a). An analysis of the causes and circumstances of 
flood disaster deaths. Disasters, 29(1), 75-97. 
Jonkman, S. N. and Kelman, I. (2005b). Deaths during the 1953 North Sea storm surge. In 
Proceedings of the Solutions to Coastal Disasters Conference, American Society for 
Civil Engineers (ASCE), Charleston, South Carolina. 
Jonkman, S. N., Vrijling, J. K. and Vrouwenvelder, A. C. W. M. (2008). Methods for the 
estimation of loss of life due to floods: a literature review and a proposal for a new 
method. Natural Hazards, 46(3), 353-389. 
Kaplan, A., Kushnir, Y., Cane, M., and Blumenthal, M. (1997). Reduced space optimal 
analysis for historic data sets: 136 years of Atlantic sea-surface temperatures, 
Journal of Geophysical Reserach, 102(27), 835–27 860. 
Katz, R. W., Parlange, M. B., and Naveau, P. (2002). Statistics of extremes in hydrology. 
Advances in water resources, 25(8-12), 1287-1304. 
Keef, C. Lamb, R, Tawn, J., Dunning, P, Batstone, C. and Lawless M. (2011). The risk of 
widespread flooding – Capturing spatial patterns in flood risk from rivers and coasts, 
Project SC060064/TR2: SC060088/R1 Spatial Coherence of Flood Risks, 
Environment Agency. 
Keef, C., Svensson, C. and Tawn, J. (2009a). Spatial dependence in extreme river flows 
and precipitation for Great Britain. Journal of Hydrology, 378(3), 240-252. 
Keef, C., Tawn, J. A. and Lamb, R. (2013). Estimating the probability of widespread flood 
events. Environmetrics, 24(1), 13-21. 
199 
 
Keef, C., Tawn, J. and Svensson, C. (2009b). Spatial risk assessment for extreme river 
flows. Journal of the Royal Statistical Society: Series C (Applied Statistics) 58(5), 
601-618. 
Kendon, M. (2015). Editorial: The UK storms of winter 2013/2014. Weather, 70(2), 39-40. 
Kendon, M. and McCarthy, M. (2015). The UK’s wet and stormy winter of 2013/2014. 
Weather, 70(2), 40-47. 
Kleiber, C., and Zeileis, A. (2008). Applied econometrics with R. Springer Science and 
Business Media, New York. 
Kondrashov, D., and Ghil, M. (2006). Spatio-temporal filling of missing points in 
geophysical data sets. Nonlinear Processes in Geophysics, 13(2), 151-159. 
Lamb, H. (1991). Historic Storms of the North Sea, British Isles and Northwest Europe. 
Cambridge University Press, Cambridge. 
Lamb, R., Keef, C., Tawn, J., Laeger, S., Meadowcroft, I., Surendran, S. and Batstone, C. 
(2010). A new method to assess the risk of local and widespread flooding on rivers 
and coasts. Journal of Flood Risk Management, 3(4), 323-336. 
Lambeck, K., Rouby, H., Purcell, A., Sun, Y., and Sambridge, M. (2014). Sea level and 
global ice volumes from the Last Glacial Maximum to the Holocene. Proceedings of 
the National Academy of Sciences, 111(43), 15296-15303. 
Lewin, J. (2014). The English floodplain. The Geographical Journal, 180(4), 317-325. 
Lewis, H., Mittermaier, M., Mylne, K., Norman, K., Scaife, A., Neal, R. and Pilling, C. 
(2015). From months to minutes–exploring the value of high-resolution rainfall 
observation and prediction during the UK winter storms of 2013/2014. 
Meteorological Applications, 22(1), 90-104. 
Li, F., van Gelder, P. H. A. J. M., Ranasinghe, R., Callaghan, D. P. and Jongejan, R. B. 
(2014). Probabilistic modelling of extreme storms along the Dutch coast. Coastal 
Engineering, 86, 1-13. 
Little, R. J., and Rubin, D. B. (2002). Statistical Analysis with Missing Data. Wyley, New 
Jersey,  
Liu, Y. and Tawn, J. A. (2014). Self-consistent estimation of conditional multivariate 
extreme value distributions. Journal of Multivariate Analysis, 127, 19-35. 
Lowe, J. A., and Gregory, J. M. (2005). The effects of climate change on storm surges 
around the United Kingdom. Philosophical Transactions of the Royal Society of 
London A: Mathematical, Physical and Engineering Sciences, 363(1831), 1313-
1328. 
200 
 
Lowe, J. A., Gregory, J. M. and Flather, R. A. (2001). Changes in the occurrence of storm 
surges around the United Kingdom under a future climate scenario using a dynamic 
storm surge model driven by the Hadley Centre climate models. Climate Dynamics, 
18, 179–188. 
Lowe, J. A., Howard, T. P., Pardaens, A., Tinker, J., Holt, J., Wakelin, S., Milne, G., 
Leake, J., Wolf, J., Horsburgh, K., Reeder, T., Jenkins, G., Ridley, J., Dye, S. and 
Bradley, S. (2009). UK Climate Projections science report: Marine and coastal 
projections. Met Office Hadley Centre, Exeter, UK. 
MacDonald, A., Scarrott, C. J., Lee, D., Darlow, B., Reale, M. and Russell, G. (2011). A 
flexible extreme value mixture model. Computational Statistics & Data Analysis, 
55(6), 2137-2157. 
Macdonald, N. (2013). Reassessing flood frequency for the River Trent through the 
inclusion of historical flood information since AD 1320. Hydrology Research, 44(2), 
215-233. 
Mailier, P. J., Stephenson, D. B., Ferro, C. A., and Hodges, K. I. (2006). Serial clustering 
of extratropical cyclones. Monthly weather review, 134(8), 2224-2240. 
Marcos, M., Gomis, D., Monserrat, S., Álvarez‐Fanjul, E., Pérez, B. and García‐Lafuente, 
J. (2005). Consistency of long sea‐level time series in the northern coast of Spain. 
Journal of Geophysical Research: Oceans, 110(C3). 
Marsh, T. J. and Hannaford, J. (2007). The summer 2007 floods in England and Wales – a 
hydrological appraisal. Centre for Ecology and Hydrology (CEH). 
Martucci, G., Carniel, S., Chiggiato, J., Sclavo, M., Lionello, P. and Galati, M. B. (2010). 
Statistical trend analysis and extreme distribution of significant wave height from 
1958 to 1999–an application to the Italian Seas. Ocean Science, 6(2), 525-538. 
Mawdsley, R. J., and Haigh, I. D. (2016). Spatial and temporal variability and long-term 
trends in skew surges globally. Frontiers in Marine Science, 3, 29. 
Mazas, F. and Hamm, L. (2011). A multi-distribution approach to POT methods for 
determining extreme wave heights. Coastal Engineering, 58, 385–394. 
Mazas, F., Kergadallan, X., Garat, P., and Hamm, L. (2014). Applying POT methods to the 
Revised Joint Probability Method for determining extreme sea levels. Coastal 
Engineering, 91, 140-150. 
McEwen, L., Jones, O. and Robertson, I. (2014). ‘A glorious time?’ Some reflections on 
flooding in the Somerset Levels. The Geographical Journal, 180(4), 326-337. 
201 
 
McMillan, A., Batstone, C., Worth, D., Tawn, J., Horsburgh, K. and Lawless, M. (2011). 
Coastal flood boundary conditions for UK mainland and islands. Project 
SC060064/TR2: Design sea levels, Environment Agency. 
McNeil, A. (1997). Estimating the tails of loss severity distributions using extreme value 
theory. Astin Bulletin 27, 117-137. 
McNeil, A. J., and Frey, R. (2000). Estimation of tail-related risk measures for 
heteroscedastic financial time series: an extreme value approach. Journal of 
empirical finance, 7(3-4), 271-300. 
McRobie, A., Spencer, T. and Gerritsen, H. (2005). The big flood: North Sea storm surge. 
Philosophical Transactions of the Royal Society A: Mathematical, Physical and 
Engineering Sciences, 363(1831), 1263-1270. 
Mendes, B. V. M. and Lopes, H. F. (2004). Data driven estimates for mixtures, 
Computational statistics and data analysis, 47(3), 583–598, 2004. 
Met Office (2013). 1953 east coast flood - 60 years on. Last updated: 23 February 2018. 
http://www.metoffice.gov.uk/news/in-depth/1953-east-coast-flood. 
Met Office (2014a). 1953 East Coast Flood 60 Years On. Last updated: 23 February 2018. 
https://www.metoffice.gov.uk/news/in-depth/1953-east-coast-flood. 
Met Office (2014b). Winter storms, December 2013 to January 2014. Last updated: 23 
February 2018. http://www.metoffice.gov.uk/climate/uk/interesting/2013-decwind. 
Milne, G. A., Gehrels, W. R., Hughes, C. W., and Tamisiea, M. E. (2009). Identifying the 
causes of sea-level change. Nature Geoscience, 2(7), 471-478. 
Mitchell-Wallace, K., Jones, M., Foote, M., and Hillier, J. (2017). Natural Catastrophe 
Risk Management and Modelling: A Practitioner's Guide. John Wiley and Sons, 
Oxford. 
Mokrech, M., Nicholls, R. J. and Dawson, R. J. (2012). Scenarios of future built 
environment for coastal risk assessment of climate change using a GIS-based 
multicriteria analysis. Environment and Planning B: Planning and Design, 39(1), 
120-136. 
Muchan, K., Lewis, M., Hannaford, J. and Parry, S. (2015). The winter storms of 
2013/2014 in the UK: hydrological responses and impacts. Weather, 70(2), 55-61. 
Munich RE (2014). NatCatSERVICE. Loss events worldwide 1980 – 2013. 
Nardi, F., O’Brien, J.S., Cuomo, G. Garcia R., and Grimaldi S. (2009). Updating flood 
maps using 2D models in Italy: A case study, Flood Risk Management: Research and 
Practice, Samuels et al. (Eds.), CRC Press - Taylor and Francis group, London. 
202 
 
National Research Council (2013). Levees and the National Flood Insurance Program: 
Improving Policies and Practices. The National Academies Press, Washington DC. 
Nicholls, R. J. (2004). Coastal flooding and wetland loss in the 21st century: changes under 
the SRES climate and socio-economic scenarios. Global Environmental Change, 
14(1), 69-86. 
Nicholls, RJ, Wong, PP, Burkett, VR, Codignotto, J, Hay, J, McLean, R, Ragoonaden, S, 
and Woodroffe, CD, Coastal systems and low-lying areas, in Parry, ML, Canziani, 
OF, Palutikof, JP, van der Linden, PJ, and Hanson, CE (ed). (2007). Climate change 
2007: impacts, adaptation and vulnerability. Contribution of Working Group II to the 
fourth assessment report of the Intergovernmental Panel on Climate Change, 
Cambridge, UK, Cambridge University Press, 315-356. 
OECD (1994). Guidelines for Aid Agencies on Disaster Mitigation. Guidelines on Aid and 
Environment No. 7, Development Assistance Committee, Organization for Economic 
Co-operation and Development, Paris. 
Olbert, A. I. and Hartnett, M. (2010). Storms and surges in Irish coastal waters. Ocean 
Modelling, 34(1), 50-62. 
Oliver, E. C., Sheng, J., Thompson, K. R. and Blanco, J. R. U. (2012). Extreme surface and 
near-bottom currents in the northwest Atlantic. Natural hazards, 64(2), 1425-1446. 
Papalexiou, S. M., Koutsoyiannis, D. and Makropoulos, C. (2013). How extreme is 
extreme? An assessment of daily rainfall distribution tails. Hydrology and Earth 
System Sciences, 17(2), 851-862. 
Parkes, B., and Demeritt, D. (2016). Defining the hundred year flood: A Bayesian 
approach for using historic data to reduce uncertainty in flood frequency estimates. 
Journal of Hydrology, 540, 1189-1208. 
Pauli, F., and Coles, S. (2001). Penalized likelihood inference in extreme value analyses. 
Journal of Applied Statistics, 28(5), 547-560. 
Peltier, W. R. (2001). Global glacial isostatic adjustment and modern instrumental records 
of relative sea level history. International Geophysics, 75, 65-95. 
Penning-Rowsell, E. C. (2015). A realistic assessment of fluvial and coastal flood risk in 
England and Wales. Transactions of the Institute of British Geographers, 40(1), 44-
61. 
Pirazzoli, P. A. and Tomasin, A. (2007). Estimation of return periods for extreme sea 
levels: a simplified empirical correction of the joint probabilities method with 
203 
 
examples from the French Atlantic coast and three ports in the southwest of the UK. 
Ocean Dynamics, 57(2), 91-107. 
Pitt, M. (2008). Learning lessons from the 2007 floods. 
Poon, S. H., Rockinger, M., and Tawn, J. (2003). Extreme value dependence in financial 
markets: Diagnostics, models, and financial implications. The Review of Financial 
Studies, 17(2), 581-610. 
Pugh, D. (2004). Changing sea levels: effects of tides, weather and climate. Cambridge 
University Press, Cambridge. 
R Development Core Team (2018). R, A language and environment for statistical 
computing. R Foundation for Statistical Computing, Vienna, Austria. URL 
http://www.R-project.org/. 
Ramsbottom, D., Sayers, P. and Panzeri, M. (2012). Climate change risk assessment for 
the flood sector (UK Climate Change Risk Assessment). 
Raschke, M. (2015). Statistical detection and modeling of the over-dispersion of winter 
storm occurrence. Natural Hazards and Earth System Sciences, 15(8), 1757-1761. 
Reiss, R. and Thomas, M. (2001). Statistical Analysis of Extreme Values with Applications 
to Insurance, Finance, Hydrology and Other Fields. Birkhauser, Berlin. 
Resnick, S. I. (1987). Extreme values, point processes and regular variation. Springer, 
New York. 
Roode, N. (2008). Coastal flood risk and trends for the future in the North Sea region. 
RWS report for the EU-Interreg project Safecoast. 
Rosbjerg, D., Madsen, H., and Rasmussen, P. F. (1992). Prediction in partial duration 
series with generalized pareto-distributed exceedances. Water Resources Research, 
28(11), 3001–3010. 
Rosenfeld, C. L. (1994). The geomorphological dimensions of natural disasters. 
Geomorphology, 10(1), 27-36. 
Rossi, F., Fiorentino, M., and Versace, P. (1984). Two‐component extreme value 
distribution for flood frequency analysis. Water Resources Research, 20(7), 847-856. 
Sahagian, D. (2000). Global physical effects of anthropogenic hydrological alterations: sea 
level and water redistribution. Global and Planetary Change, 25(1), 39-48. 
Scarrott, C. J. and MacDonald, A. E. (2012). A review of extreme value threshold 
estimation and uncertainty quantification. REVSTAT Statistical Journal 10(1), 33-60. 
Scheidegger, A. E. (1994). Hazards: singularities in geomorphic systems. Geomorphology, 
10(1), 19-25. 
204 
 
Schlather, M., and Tawn, J. (2002). Inequalities for the extremal coefficients of 
multivariate extreme value distributions. Extremes, 5(1), 87-102. 
Schmid, F., and Schmidt, R. (2007). Multivariate conditional versions of Spearman's rho 
and related measures of tail dependence. Journal of Multivariate Analysis, 98(6), 
1123-1140. 
Schmid, F., and Schmidt, R. (2007). Multivariate extensions of Spearman's rho and related 
statistics. Statistics and Probability Letters, 77(4), 407-416. 
Shennan, I., Milne, G. and Bradley, S. (2009). Late Holocene relative land-and sea-level 
changes: providing information for stakeholders. GSa today, 19(9), 52-53. 
Sibley, A., Cox, D. and Titley, H. (2015). Coastal flooding in England and Wales from 
Atlantic and North Sea storms during the 2013/2014 winter. Weather, 70(2), 62-70. 
Slingo, J., Belcher, S., Scaife, A., McCarthy, M., Saulter, A., McBeath, K. and Parry, S. 
(2014). The recent storms and floods in the UK. Met Office and CEH (Centre for 
Ecology and Hydrology). 
Smith, K. (2013). Environmental hazards: assessing risk and reducing disaster. Routledge, 
New York. 
Smith, K. and Ward, R. (1998). Floods. Physical Processes and Human Impacts, John 
Wiley and Sons. 
Smith, R. L. (1987). Estimating tails of probability distributions. The annals of Statistics 
15(3), 1174–1207. 
Smith, R. L. (1989). Extreme value analysis of environmental time series: an application to 
trend detection in ground-level ozone. Statistical Science, 4(4), 367-393. 
Smith, T. M., Reynolds R. W., Livezey R. E., and Stokes D. C. (1996). Reconstruction of 
historical sea-surface temperatures using empirical orthogonal functions. Journal of 
Climate, 9, 1403–1420. 
Solari, S. and Losada, M. A. (2012a). A unified statistical model for hydrological variables 
including the selection of threshold for the peak over threshold method. Water 
Resources Research, 48(10). 
Solari, S. and Losada, M. A. (2012b). Unified distribution models for met-ocean variables: 
Application to series of significant wave height. Coastal Engineering, 68, 67-77. 
Southworth, H. and Heffernan J.E. (2014). texmex: Statistical modelling of extreme 
values. R package version 2.3. https://cran.r-
project.org/web/packages/texmex/index.html. 
205 
 
Southworth, H. and Heffernan J.E. (2015). Conditional modelling of multivariate extreme 
value data using R: texmex Multivariate vignette. 
Spearman, C. (1904). The proof and measurement of association between two things. The 
American journal of psychology, 15(1), 72-101. 
Steers, J. A., Stoddart, D. R., Bayliss-Smith, T. P., Spencer, T., and Durbidge, P. M. 
(1979). The storm surge of 11 January 1978 on the east coast of England. The 
Geographical Journal, 192-205. 
Stephens, E. and Cloke, H. (2014). Improving flood forecasts for better flood preparedness 
in the UK (and beyond). The Geographical Journal, 180(4), 310-316. 
Stephenson, A. G. (2014). ismev: An Introduction to Statistical Modeling of Extreme 
Values. R package version 1.40. https://cran.r-
project.org/web/packages/ismev/index.html. 
Stephenson, A., and Gilleland, E. (2005). Software for the analysis of extreme events: The 
current state and future directions. Extremes, 8(3), 87-109. 
Stevens, A. J., Clarke, D., and Nicholls, R. J. (2016). Trends in reported flooding in the 
UK: 1884–2013. Hydrological Sciences Journal, 61(1), 50-63. 
Svensson, C. and Jones, D.A. (2002). Dependence between extreme sea surge, river flow 
and precipitation in eastern Britain. International Journal of Climatology, 22, 1149–
1168. 
Svensson, C. and Jones, D.A. (2004). Dependence between extreme sea surge, river flow 
and precipitation in south and west Britain. Hydrology and Earth System Sciences, 8, 
973–992. 
Tancredi, A., Anderson, C. and O’Hagan, A. (2006). Accounting for threshold uncertainty 
in extreme value estimation. Extremes, 9(2), 87–106. 
Tawn, J. (1990). Modelling multivariate extreme value distributions. Biometrika 77(2), 
245-253. 
Templ, M., Alfons, A., and Filzmoser, P. (2012). Exploring incomplete data using 
visualization techniques. Advances in Data Analysis and Classification, 6(1), 29-47. 
Thompson, P., Cai, Y., Reeve, D. and Stander, J. (2009). Automated threshold selection 
methods for extreme wave analysis. Coastal Engineering, 56(10), 1013-1021. 
Thorne, C. (2014). Geographies of UK flooding in 2013/4. The Geographical Journal, 
180(4), 297-309. 
206 
 
Thumerer, T., Jones, A. P. and Brown, D. (2000). A GIS based coastal management 
system for climate change associated flood risk assessment on the east coast of 
England. International Journal of Geographical Information Science, 14(3), 265-281 
Tobin, G. A. (1997). Natural hazards: explanation and integration. Guilford Press, 
London. 
TUB (2012). XtremRisK-Subprojects. TUB (Technische Universität Braunschweig). Last 
updated: 23 February 2018. https://www.tu-
braunschweig.de/lwi/hyku/xtremrisk/projecte/index.html. 
UNISDR (2004). Living with risk: A global review of disaster reduction initiatives (Vol.1). 
United Nations Publications. 
UNISDR (2005). Hyogo framework for action 2005–2015: Building the resilience of 
nations and communities to disasters. In World Conference on Disaster Reduction, 
January. United Nations Publications. 
Vitolo, R., Stephenson, D. B., Cook, I. M., and Mitchell-Wallace, K. (2009). Serial 
clustering of intense European storms. Meteorologische Zeitschrift, 18(4), 411-424. 
Wada, Y., van Beek, L. P., van Kempen, C. M., Reckman, J. W., Vasak, S., and Bierkens, 
M. F. (2010). Global depletion of groundwater resources. Geophysical research 
letters, 37(20). 
Wadey, M. P., Haigh, I. D., Nicholls, R. J., Brown, J. M., Horsburgh, K., Carroll, B., 
Gallop, S. L., Mason T. and Bradshaw, E. (2015). A comparison of the 31 January–1 
February 1953 and 5–6 December 2013 coastal flood events around the UK. 
Frontiers in Marine Science, 2, 84. 
Wenzel, M., and Schröter, J. (2010). Reconstruction of regional mean sea level anomalies 
from tide gauges using neural networks. Journal of Geophysical Research: Oceans, 
115(C8). 
Werritty, A., Houston, D., Ball, T., Tavendale, A. and Black, A. (2007). Exploring the 
social impacts of flood risk and flooding in Scotland. Edinburgh: Scottish Executive. 
Wilby, R. L., Beven, K. J., and Reynard, N. S. (2008). Climate change and fluvial flood 
risk in the UK: more of the same? Hydrological processes, 22(14), 2511-2523. 
Wilby, R. L., Nicholls, R. J., Warren, R., Wheater, H. S., Clarke, D., and Dawson, R. J. 
(2011, August). Keeping nuclear and other coastal sites safe from climate change. In 
Proceedings of the Institution of Civil Engineers-Civil Engineering 164(3), 129-136. 
WMO (2014). Atlas of Mortality and Economic Losses from Weather, Climate and Water 
Extremes 1970-2012. World Meteorological Organization. Geneva. 
207 
 
Woo, G. (1999). The Mathematics of Natural Catastrophes. Imperial College Press, 
London. 
Wood, R. M., Drayton, M., Berger, A., Burgess, P. and Wright, T. (2005). Catastrophe loss 
modelling of storm-surge flood risk in eastern England. Philosophical Transactions 
of the Royal Society A: Mathematical, Physical and Engineering Sciences, 
363(1831), 1407-1422. 
Wood, R. M., Drayton, M., Berger, A., Burgess, P., and Wright, T. (2005). Catastrophe 
loss modelling of storm-surge flood risk in eastern England. Philosophical 
Transactions of the Royal Society of London A: Mathematical, Physical and 
Engineering Sciences, 363(1831), 1407-1422. 
Woppelmann, G., Miguez, B. M., Bouin, M. N., and Altamimi, Z. (2007). Geocentric sea-
level trend estimates from GPS analyses at relevant tide gauges world-wide. Global 
and Planetary Change, 57(3), 396-406. 
Wyncoll, D. and Gouldby, B. (2013). Integrating a multivariate extreme value method 
within a system flood risk analysis model. Journal of Flood Risk Management, 8(2), 
145-160. 
Yee, T. W., and Stephenson, A. G. (2007). Vector generalized linear and additive extreme 
value models. Extremes, 10(1-2), 1-19. 
Yu, D., and Lane, S. N. (2006a). Urban fluvial flood modelling using a two‐dimensional 
diffusion‐wave treatment, part 1: mesh resolution effects. Hydrological Processes, 
20(7), 1541-1565. 
Yu, D., and Lane, S. N. (2006b). Urban fluvial flood modelling using a two‐dimensional 
diffusion‐wave treatment, part 2: development of a sub‐grid‐scale treatment. 
Hydrological Processes, 20(7), 1567-1583. 
Zerger, A. and Wealands, S. (2004). Beyond modelling: linking models with GIS for flood 
risk management. Natural Hazards, 33(2), 191-208. 
Zheng, F., Westra, S., Leonard, M. and Sisson, S. A. (2014). Modeling dependence 
between extreme rainfall and storm surge to estimate coastal flooding risk. Water 
Resources Research, 50(3), 2050-2071. 
Zong, Y. and Tooley, M. J. (2003). A historical record of coastal floods in Britain: 
frequencies and associated storm tracks. Natural hazards, 29(1), 13-36. 
 
  
208 
 
 
 
 
 
 
 
 
 
 
 
Appendices 
 
 
 
 
 
  
209 
 
  
210 
 
Appendices 
 
A. Appendix: Research Location  
 
 
Photographies of some study sites along Scotland are shown in this appendix. They 
illustrate different engineering approaches to defend against coastal flooding. 
 
  
  
Figure A.1. Views of Moray Firth near Inverness Airport (Coordinates 57.551765, -4.053310) in the Scottish 
Highlands. 30/03/2016. 
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Figure A.2. Ardersier (57.562998, -4.039185), a fishing village in the Scottish Highlands on the Moray Firth. 
30/03/2016. Rip-rap dikes which are huge boulders of rocks to absorb the energy of the waver drain through 
them. 
 
  
Figure A.3. Nairn beach in the Scottish Highlands on the Moray Firth (57.59287, -3.850451). 30/03/2016. Groynes 
are placed on the coast to reduce longshore drift by trapping sediment on one side. 
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Figure A.4. View of Sandhaven from Fraserburgh (57.691744, -2.0039524), Aberdeenshire, Scotland. 30/03/2016. 
 
  
Figure A.5. Views of Fraserburgh (57.697662, -2.006701), Aberdeenshire, Scotland. 30/03/2016. 
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Figure A.6. Peterhead bay (57.501738, -1.792616), Aberdeenshire, Scotland. 30/03/2016. 
 
 
Figure A.7. River Dee in Aberdeen with views of the harbour. 31/03/2016. 
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Figure A.8. Gourdon village (56.825435, -2.291930), Aberdeenshire, Scotland. 31/03/2016.  
 
  
  
Figure A.9. Views of St Andrew (56.336578, -2.778418), town on the East Coast of Fife in Scotland. 01/04/2016. 
 
215 
 
  
  
Figure A.10. Views of Burntisland Beach (56.059135, -3.224133) on the northern shore of the Firth of Forth. 
01/04/2016. 
 
  
  
Figure A.11. Views of the Victoria Quay and harbour in Leith (55.981222, -3.174623), north Edinburgh, Scotland. 
02/04/2016. 
 
  
216 
 
 
B. Appendix: Research Software  
 
 
ismev: An Introduction to Statistical Modeling of Extreme Values 
 
Functions to support the computations carried out in “An Introduction to Statistical 
Modeling of Extreme Values” by Stuart Coles. The functions may be divided into 
the following groups; maxima/minima, order statistics, peaks over thresholds and 
point processes. 
 
Published: 2012-11-13 
Author: Original S functions written by Janet E. Heffernan with R port and R 
documentation provided by Alec G. Stephenson. 
Maintainer: Eric Gilleland <ericg@ucar.edu> 
URL: http://www.ral.ucar.edu/~ericg/softextreme.php 
 
> citation("ismev") 
 
To cite package ‘ismev’ in publications use: 
 
Original S functions written by Janet E. Heffernan with R port and R 
documentation provided by Alec G. Stephenson. (2012). ismev: An Introduction to 
Statistical Modeling of Extreme Values. R package version 1.39. http://CRAN.R-
project.org/package=ismev 
 
 
texmex: Statistical modelling of extreme values 
 
Statistical extreme value modelling of threshold excesses, maxima and 
multivariate extremes. Univariate models for threshold excesses and maxima are 
the Generalised Pareto, and Generalised Extreme Value model respectively. 
These models may be fitted by using maximum optionally penalised-likelihood, or 
Bayesian estimation, and both classes of models may be fitted with covariates in 
any/all model parameters. Model diagnostics support the fitting process. Graphical 
output for visualising fitted models and return level estimates is provided.  
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For serially dependent sequences, the intervals declustering algorithm of Ferro 
and Segers (2003) are provided, with diagnostic support to aid selection of 
threshold and declustering horizon. Multivariate modelling is performed via the 
conditional approach of Heffernan and Tawn (2004), with graphical tools for 
threshold selection and to diagnose estimation convergence. 
 
Published: 2013-12-31 
Author: Harry Southworth, Janet E. Heffernan 
Maintainer: Harry Southworth <harry.southworth@gmail.com> 
URL: http://code.google.com/p/texmex/ 
Citation: texmex citation info  
 
> citation("texmex") 
 
To cite package 'texmex' in publications use: 
 
Harry Southworth and Janet E. Heffernan (2013). texmex: Statistical modelling of 
extreme values. R package version 2.1. 
 
 
evmix: Extreme Value Mixture Modelling, Threshold Estimation and 
Boundary Corrected Kernel Density Estimation 
 
The usual distribution functions, maximum likelihood inference and model 
diagnostics for univariate stationary extreme value mixture models are provided. 
Kernel density estimation including various boundary corrected kernel density 
estimation methods and a wide choice of kernels, with cross-validation likelihood 
based bandwidth estimator. Reasonable consistency with the base functions in the 
evd package is provided, so that users can safely interchange most code. 
 
Published: 2014-06-04 
Author: Yang Hu and Carl Scarrott, University of Canterbury 
Maintainer: Carl Scarrott <carl.scarrott@canterbury.ac.nz> 
URL: http://www.math.canterbury.ac.nz/~c.scarrott/evmix 
Citation: evmix citation info  
 
> citation("evmix")  
 
To cite the evmix package in publications please use: 
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Hu, Y. and Scarrott, C.J. (2013). evmix: Extreme Value Mixture Modelling, 
Threshold Estimation and Boundary Corrected Kernel Density Estimation.Available 
on CRAN. http://www.math.canterbury.ac.nz/~c.scarrott/evmix 
 
 
AER: Applied Econometrics with R 
 
Functions, data sets, examples, demos, and vignettes for the book Christian 
Kleiber and Achim Zeileis (2008). It presents dispersion test command which tests 
the null hypothesis of equidispersion in Poisson GLMs against the alternative of 
overdispersion and/or underdispersion. 
 
Published: 2017-01-07 
Author: Christian Kleiber [aut], Achim Zeileis [aut, cre] 
Maintainer: Achim Zeileis <Achim.Zeileis at R-project.org> 
Citation: AER citation info  
 
> citation("AER") 
 
To cite AER, please use: 
 
Christian Kleiber and Achim Zeileis (2008). Applied Econometrics with R. New 
York: Springer-Verlag. ISBN 978-0-387-77316-2.  
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C. Appendix: Technical Note: comparison of methods 
for threshold selection for extreme sea levels 
(Caballero-Megido et al., 2017) 
 
 
The paper “Technical Note: comparison of methods for threshold selection for extreme sea 
levels” was published in February 2017 in the Journal of Flood Risk Management. 
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D. Appendix: R code 
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##################################### 
##################################### AGTS function 
##################################### 
 
##################################### functions 
 
percentile <- function(x) {(quantile(na.omit(x), 0.9999))} 
 
normalisation <- function(x) 
{(x min(x, na.rm=TRUE))/(max(x,na.rm=TRUE) min(x, na.rm=TRUE))} 
 
##################################### evmix package 
 
library(evmix) 
 
##################################### ismev package and Dataset example (rain) 
 
library(ismev) 
data(rain) 
DataVEC <- rain 
 
##################################### AGTS function (vector) ## 1 minute 
 
######################## parameters set up 
 
PP <- round(percentile(na.omit(DataVEC[DataVEC>0])), 3) 
TT <- round(seq(0, PP, length.out=100), 3) 
gg <- cc<- gm<-  ii <- dd<- rr<-  me <- vector("numeric", length=100) 
 
for(k in 1:100) 
{ 
fitgpd = fgpd(na.omit(DataVEC[DataVEC>0]), u=TT[k])  ## evmix 
gg[k]=fitgpd$sigmau      ## SCALE 
cc[k]=fitgpd$xi       ## SHAPE 
gm[k]=gg[k](cc[k]*TT[k])     ## modified scale 
ii[k]=gm[k]/(1 cc[k])      ## intercept 
dd[k]=cc[k]/(1 cc[k])      ## gradient 
rr[k]=fitgpd$rate      ## rate 
 
data1=(na.omit(DataVEC[DataVEC>0]))[(na.omit(DataVEC[DataVEC>0]))>TT[k]] 
me[k]=mean(data1TT[k]) ## mean excesses 
} 
 
######################## loop RMSE 
 
rmgm <- rmcc<- rmme<- vector("numeric", length=100) 
 
for(k in 1:100) 
{ 
rmgm[k] = sqrt(mean(gmgm[k])^2)   ## scale mod 
rmcc[k] = sqrt(mean(cccc[k])^2)   ## shape 
data2 = (dd[k]*TT)+ii[k]   ## y=ax+b 
rmme[k] = sqrt(mean(medata2)^2)   ## mrl 
} 
 
######################## RMSE normalised and totals 
 
rmmeN <- normalisation(rmme) 
rmgmN <- normalisation(rmgm) 
rmccN <- normalisation(rmcc) 
rmgcN <- normalisation(rmgm+rmcc) 
 
TOTALss <- rmgcN+ rmmeN + rr 
TOTALnn <- normalisation(TOTALss) 
 
minimunNS <- min(TOTALss) 
automatNS <- TT[which.min(TOTALss)] 
 
######################## Inflection point 
 
TT1000 <- seq(0, PP, (PP 0)/(10001)) 
infPPP <- vector("numeric", length=12) 
 
for(h in 1:12) 
{ 
data3 = predict((loess(TOTALnn~TT, enp.target=h)), TT1000) 
data4 = c(FALSE, diff(diff(data3)>0)>0.5) 
infPPP[h] <- max(TT1000[data4]) 
} 
 
######################## AGTS thresholds 
 
AGTS <- infPPP[5] 
AGTS 
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##################################### 
##################################### AGTS function 
##################################### 
 
##################################### functions 
 
percentile <- function(x) {(quantile(na.omit(x), 0.9999))} 
 
normalisation <- function(x) 
{(x min(x, na.rm=TRUE))/(max(x,na.rm=TRUE) min(x, na.rm=TRUE))} 
 
##################################### evmix package 
 
library(evmix) 
 
##################################### ismev package  
##################################### Dataset example (wavesurge) 
 
library(ismev) 
data(wavesurge) 
DataMAT <- wavesurge 
 
##################################### AGTS function (matrix)  
 
######################## parameters set up 
 
dimDataMAT <- dim(DataMAT)[2] 
 
PPgauges <- vector("numeric", length=dimDataMAT) ## 99.99% 
TTgauges <- matrix(nrow=100, ncol=dimDataMAT, 0)   
 
max2Data <- vector("numeric", length=dimDataMAT)  
perc2max <- vector("numeric", length=dimDataMAT)  
 
for(j in 1:dimDataMAT) 
{ 
  PPgauges[j]=round(percentile(na.omit(DataMAT[,j][DataMAT[,j]>0])),3) 
  TTgauges[,j]=round(seq(0, PPgauges[j], length.out=100), 3)    
   
  max2Data[j]=sort(DataMAT[,j], decreasing=T)[2] 
  perc2max[j]=ecdf(na.omit(DataMAT[,j]))(max2Data[j]) 
} 
 
GGmatrix <- CCmatrix <- matrix(nrow=100, ncol=dimDataMAT, 0) 
GMmatrix <- matrix(nrow=100, ncol=dimDataMAT, 0) 
IImatrix <- DDmatrix <- matrix(nrow=100, ncol=dimDataMAT, 0) 
RRmatrix <- MEmatrix <- matrix(nrow=100, ncol=dimDataMAT, 0)     
 
for(k in 1:100)  
{ 
  for(j in 1:dimDataMAT) 
  { 
    data1 = na.omit(DataMAT[,j][DataMAT[,j]>0])         
    fitgpd = fgpd(data1, u=TTgauges[k,j])       ## evmix 
     
    GGmatrix[k,j]=fitgpd$sigmau ## SCALE 
    CCmatrix[k,j]=fitgpd$xi     ## SHAPE 
    GMmatrix[k,j]=GGmatrix[k,j]-(CCmatrix[k,j]*TTgauges[k,j])          
    IImatrix[k,j]=GMmatrix[k,j]/(1 - CCmatrix[k,j]) ## intercept 
    DDmatrix[k,j]=CCmatrix[k,j]/(1 - CCmatrix[k,j]) ## gradient          
    RRmatrix[k,j]=fitgpd$rate  ## rate 
     
    data2 = data1[data1>TTgauges[k,j]] 
    MEmatrix[k,j]=mean(data2-TTgauges[k,j]) ## mean excesses 
  } 
} 
 
######################## loop RMSE  
 
rmseGM <- rmseCC <- matrix(nrow=100, ncol=dimDataMAT, 0) 
rmseME <- matrix(nrow=100, ncol=dimDataMAT, 0) 
 
for(k in 1:100)  
{ 
  for(j in 1:dimDataMAT) 
  {    
    rmseGM[k,j]=sqrt(mean(GMmatrix[,j]-GMmatrix[k,j])^2) ## sca mod 
    rmseCC[k,j]=sqrt(mean(CCmatrix[,j]-CCmatrix[k,j])^2) ## shape         
    data3 = ((DDmatrix[k,j]*TTgauges[,j])+IImatrix[k,j]) ## y=ax+b 
    rmseME[k,j]=sqrt(mean(MEmatrix[,j]-data3)^2) ## mrl 
  } 
} 
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######################## RMSE normalised and totals 
 
rmseMEn <- rmseGMn <- matrix(nrow=100, ncol=dimDataMAT, 0) 
rmseCCn <- rmseGCn <- matrix(nrow=100, ncol=dimDataMAT, 0) 
 
for(j in 1:dimDataMAT) 
{    
  rmseMEn[,j] <- normalisation(rmseME[,j]) 
  rmseGMn[,j] <- normalisation(rmseGM[,j]) 
  rmseCCn[,j] <- normalisation(rmseCC[,j]) 
  rmseGCn[,j] <- normalisation(rmseGMn[,j]+rmseCCn[,j])   
} 
 
 
TOTALs <- TOTALn <- matrix(nrow=100, ncol=dimDataMAT, 0) 
 
for(j in 1:dimDataMAT) 
{     
  TOTALs[,j] <- rmseGCn[,j] + rmseMEn[,j] + RRmatrix[,j] 
  TOTALn[,j] <- normalisation(TOTALs[,j]) 
} 
 
minNS <- vector("numeric", length=dimDataMAT) ## min no smoothing  
autNS <- vector("numeric", length=dimDataMAT) ## u no smoothing  
 
for(j in 1:dimDataMAT) 
{     
  minNS[j] <- min(TOTALs[,j]) 
  autNS[j] <- TTgauges[,j][which.min(TOTALs[,j])]  
} 
 
################################################  
 
thresMAT <- matrix(nrow=1000, ncol=dimDataMAT, 0) 
infPPMAT <- matrix(nrow=12, ncol=dimDataMAT, 0) 
 
for(h in 1:12)  
{ 
  for(j in 1:dimDataMAT) 
  { 
    thresMAT[,j] <- seq(0, PPgauges[j], (PPgauges[j] - 0)/(1000-1))    
    data4 = predict((loess(TOTALn[,j]~TTgauges[,j], enp.target=h)), 
                    thresMAT[,j]) 
    data5 = c(FALSE, diff(diff(data4)>0)>0.5)    
    infPPMAT[h,j] <- max(thresMAT[,j][data5])   
  } 
} 
 
######################## AGTS thresholds 
  
AGTSvalues <- infPPMAT[5,] 
AGTSvalues 
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#################################################### Missing methods 
 
#####################################  
 
DataMAT <- ALLs 
colnames(DataMAT) <- seq14 
 
 
dimDataMAT <- dim(DataMAT)[2] ## 14 gauges 
lgtDataMAT <- dim(DataMAT)[1] ## length of data (48700) 
 
##################################### order matrix amount of data  
 
lengthMAT <- vector("numeric", length=dimDataMAT) 
for(j in 1:dimDataMAT) 
{  
  lengthMAT[j] <- length(DataMAT[,j][!is.na(DataMAT[,j])])  
} 
 
lengthAVE <- vector("numeric", length=dimDataMAT) 
for(j in 1:dimDataMAT) 
{ 
  lengthAVE[j] <- ifelse(lengthMAT[j]>mean(lengthMAT), 1, 0) 
} 
 
order.a   <- order(lengthMAT, decreasing=T)  ## order of amount of data (max to min) 
order.b   <- order(order.a, decreasing=F) ## amount of data ordered (by location) 
 
orderMAT  <- rbind(seq14, lengthMAT, order.b, lengthAVE) 
 
##################################### loop condition of length and location 
 
order.aMAT <- matrix(nrow=dimDataMAT, ncol=dimDataMAT, 0) 
for(j in 1:dimDataMAT) 
{ 
  order.aMAT[j,] <- ifelse(order.a==j, NA, order.a) 
} 
 
order.aCOL <- order.aMAT[,1:((dimDataMAT/2)+1)] 
 
order.bCOL <- matrix(nrow=dimDataMAT, ncol=(dimDataMAT/2)+1, 0) 
for(j in 1:dimDataMAT) 
{ 
  order1 <- order(order.aCOL[j,], decreasing=F, na.last=T) 
  order.bCOL[j,] <- order.aCOL[j, order1]  
} 
 
##seq7 <- rep(1:(dimDataMAT/2), each=2) ##rep(1:7, each=2) 
seqcond1 <- c(rep(1:((dimDataMAT/2)-2), each=2), rep(((dimDataMAT/2)-1), each=4)) 
seqcond2 <- c(rep(2:((dimDataMAT/2)-1), each=2), rep(((dimDataMAT/2)), each=4)) 
 
cond1.VEC <- vector("numeric", length=dimDataMAT) 
cond2.VEC <- vector("numeric", length=dimDataMAT) 
 
for(j in 1:dimDataMAT) 
{ 
  cond1.VEC[j] <- order.bCOL[j,seqcond1[j]] 
  cond2.VEC[j] <- order.bCOL[j,seqcond2[j]] 
} 
 
cond.MAT <- rbind(cond1.VEC, cond2.VEC) 
cond.MAT 
 
 
##cond1 <- c(2, 1, 2, 2, 4, 4, 6,  6,  8,  8, 10, 10, 10, 10) 
##cond2 <- c(4, 4, 4, 6, 6, 8, 8, 10, 10, 13, 13, 13, 14, 13) 
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##################################### MEMVA 
 
set.seed(20160616) 
library(texmex) 
 
#############################  
############################# mexAll.mth 
 
mexAll.mth <- function(data, mth)  
{   
  d <- dim(data)[2]   
  res <- lapply(1:d, function(i){mex(na.omit(data), which=i, mth=mth)}) 
  names(res) <- 1:d 
  oldClass(res) <- "mexList"   
  res   
} 
 
#############################  
############################# mexAll.combN 
 
mexAll.combN <- function(data, combN, mth)  
{   
  p <- dim(combN)[2]   
  res <- lapply(1:p, function(i){tryCatch(mex(na.omit(data[,combN[,i]]), mth=mth[combN[,i]]),  
                                          error=function(e) NULL)}) 
  names(res) <- 1:p 
  oldClass(res) <- "mexList"   
  res   
} 
 
#############################  
############################# mexAll.list 
 
mexAll.list <- function(datalist, mth)  
{   
  d <- length(datalist) 
  namesd <- sapply(datalist, function(l){names(l)})  
  namesn <- apply(namesd, 2, function(x){as.numeric(x)}) 
  res <- lapply(1:d, function(i){tryCatch(mex(na.omit(datalist[[i]]), mth=mth[c(namesn[,i])]),  
                                          error=function(e) NULL)}) 
  names(res) <- 1:d 
  oldClass(res) <- "mexList"   
  res   
} 
 
#############################  
############################# mexMonteCarlo 
 
mexMonteCarlo <- function(nSample, mexList, mult=10, m=1) 
{ 
  ######set up 
  d <- length(mexList) 
  data <- mexList[[m]]$margins$data 
  margins <- mexList[[m]]$dependence$margins 
  nData <- dim(data)[1] 
   
  ######Generate Monte Carlo samples from the original dataset 
  which <- sample(1:nData, size=nSample, replace=T) 
  MCsampleOriginal <- data[which,] 
   
  ######Transform the original dataset to the Laplace scale 
  dataLaplace <- mexTransform(mexList[[m]]$margins, margins=margins, method="mixture")$transformed 
  MCsampleLaplace <- dataLaplace[which,] 
   
  ######Identify maximum components 
  whichMax <- apply(MCsampleLaplace, 1, which.max) 
   
  ######Identify which of the maximal components lie above  
  ######their associated conditional dependence model thresholds 
  dth <- sapply(mexList, function(l)l$dependence$dth) 
  dqu <- sapply(mexList, function(l)l$dependence$dqu) 
  whichMaxAboveThresh <- sapply(1:nSample,function(i)MCsampleLaplace[i,whichMax[i]]>=dth[whichMax[i]]) 
   
  ######Generate predict.mex from each of the Conditional models 
  mexPred <- lapply(1:d, function(i){ 
    mc <- predict.mex(mexList[[i]], pqu=dqu[i], nsim=nSample) 
    mc$data$simulated[, c(1,2)]}) 
     
  ######Replace original sample by samples from conditional models 
  nR <- rep(0, d) 
  names(nR) <- seq(from=2, to=d+1, length.out=d)    
  MC <- MCsampleOriginal 
  for(i in 1:d) 
  { 
    replace <- whichMax == i & whichMaxAboveThresh 
    nReplace <- sum(replace) 
    if(nReplace > 0) 
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    { 
      nR[i] <- nReplace 
      MC[replace,] <- as.matrix(mexPred[[i]])[1:nReplace,] 
    } 
  ##results <- list(nR=nR, MCsampleOriginal=MCsampleOriginal, MCsample=MC, whichMax=whichMax,  
  ##                whichMaxAboveThresh=whichMaxAboveThresh) 
  } 
   
  list(nR=nR, MCsampleOriginal=MCsampleOriginal, MCsample=MC, whichMax=whichMax,  
       whichMaxAboveThresh=whichMaxAboveThresh) 
} 
 
#############################  
############################# mexMC.combN 
 
mexMC.combN <- function(nSample1, nSample2, mexList) 
{ 
  ######Set up 
  d <- length(mexList) 
  data1   <- sapply(mexList, function(l)l$margins$data) 
  namesd  <- sapply(mexList, function(l){names(l$margins$data)}) 
  namesv  <- as.vector(namesd) 
  margins <- mexList[[1]]$dependence$margins 
  ndata   <- (sapply(data1, function(l)length(l)))[c(TRUE, FALSE)] 
   
  ######Generate Monte Carlo samples from the original dataset 
  nwhich <- sapply(ndata, function(l){sample(1:l, size=nSample1, replace=T)}) 
  MCsampleOriginal <- lapply(1:d, function(i){ 
    data2   = mexList[[i]]$margins$data 
    nwhich2 = nwhich[,i] 
    data2[nwhich2,]}) 
   
  ######Transform the original dataset to the Laplace scale 
  dataLaplace <- sapply(mexList, function(l) 
    {mexTransform(l$margins, margins=margins, method="mixture")$transformed}) 
  MCsampleLaplace <- lapply(1:d, function(i){ 
    data3   = dataLaplace[[i]] 
    nwhich2 = nwhich[,i] 
    data3[nwhich2,]}) 
       
  ######Identify maximum components 
  whichMax <- lapply(1:d, function(i) 
    {colnames(MCsampleLaplace[[i]])[apply(MCsampleLaplace[[i]], 1, which.max)]})    ## column name 
   
  ######Identify which of the maximal components lie above  
  ######their associated conditional dependence model thresholds 
  dth <- sapply(mexList, function(l)l$dependence$dth) 
  dqu <- sapply(mexList, function(l)l$dependence$dqu)   
  whichMaxAboveThresh <- lapply(1:d, function(l){ 
      data4 = MCsampleLaplace[[l]] 
      data5 = whichMax[[l]] 
      sapply(1:nSample1, function(i){data4[i, data5[i]] >= dth[data5[i]]})}) 
     
  ######Generate predict.mex from each of the Conditional models 
  mth <- sapply(mexList, function(l)l$margins$mth)   
  mexPred <- lapply(1:d, function(i){predict.mex(mexList[[i]], mth=mth[,i], nsim=nSample2)}) 
  mexSims <- lapply(mexPred, function(l)l$data$simulated[, c(1,2)])   
  
  ######Replace original sample by samples from conditional models 
  nR <- rep(0, d) 
  names(nR) <- namesv[which(namesv != namesv[1])] 
  namesN = as.vector(namesd[2,]) 
       
  for(l in 1:d) 
  {      
    data5 = whichMax[[l]] 
    data6 = whichMaxAboveThresh[[l]]    
    replace <- data5 == namesd[1,l] & data6 
    nReplace <- sum(replace) 
    
    if(nReplace > 0) 
    { 
      nR[l] <- nReplace         
      MC <- lapply(1:d, function(i){ 
        data7 = MCsampleOriginal[[i]] 
        data8 = mexSims[[i]] ##data8 = mexpSim[[l]]$data$simulated 
        data7[replace,] <- as.matrix(data8)[1:nReplace,] 
        data7[, c(1,2)]})        
    }         
  }   
 list(nwhich=nwhich, nR=nR, mexPred=mexPred, mexSims=mexSims,  
      MCsampleOriginal=MCsampleOriginal, MCsample=MC,  
      whichMax=whichMax, whichMaxAboveThresh=whichMaxAboveThresh, 
      dataLaplace=dataLaplace, MCsampleLaplace=MCsampleLaplace) 
} 
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#############################  
############################# mex.extract 
 
mex.extract <- function(mexList) 
{ 
  ######Set up 
  d <- length(mexList) 
   
  ######Extract $margins$data 
  data1  <- sapply(mexList, function(l)l$margins$data) 
  namesd <- sapply(mexList, function(l){names(l$margins$data)}) 
  namesv <- as.vector(namesd) 
  ndata  <- (sapply(data1, function(l)length(l)))[c(TRUE, FALSE)] 
  ######Extract $margins 
  mth   <- sapply(mexList, function(l)l$margins$mth)  
  mqu   <- sapply(mexList, function(l)l$margins$mqu)  
  data2 <- sapply(mexList, function(l)l$margins$transformed) 
         
  ######Extract $dependence 
  marg   <- mexList[[1]]$dependence$margins ## margins <- mexList[[1]]$margins$margins 
  dth    <- sapply(mexList, function(l)l$dependence$dth) 
  dqu    <- sapply(mexList, function(l)l$dependence$dqu)   
  which  <- sapply(mexList, function(l)l$dependence$which) 
  dataZ  <- sapply(mexList, function(l)l$dependence$Z) 
  coeff  <- sapply(mexList, function(l)l$dependence$coefficients) ## a b c d m s   
  loglik <- sapply(mexList, function(l)l$dependence$loglik) 
     
  list(data=data1, ndata=ndata, mth=mth, mqu=mqu, transformed=data2,  
       marg=marg, dth=dth, dqu=dqu, which=which, dataZ=dataZ, coeff=coeff,  
       loglik=loglik) 
} 
 
 
 
 
 
 
 
 
