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Abstract 
This paper presents a realistic, stochastic, and local model that reproduces nonrelativistic quantum 
mechanics (QM) results without using its mathematical formulation. The proposed model only uses 
integer-valued quantities and operations on probabilities, in particular assuming a discrete spacetime 
under the form of a Euclidean lattice. Individual (spinless) particle trajectories are described as 
random walks. Transition probabilities are simple functions of a few quantities that are either 
randomly associated to the particles during their preparation, or stored in the lattice nodes they visit 
during the walk. QM predictions are retrieved as probability distributions of similarly-prepared 
ensembles of particles. The scenarios considered to assess the model comprise of free particle, 
constant external force, harmonic oscillator, particle in a box, the Delta potential, particle on a ring, 
particle on a sphere and include quantization of energy levels and angular momentum. 
Keywords: Quantum mechanics, realistic interpretations, random walks, emergence of Schrödinger 
equation, Born’s rule. 
1 Introduction 
1.1 Motivation 
One of the most intriguing aspects of quantum mechanics (QM) is that individual particles that do not 
interact with each other can exhibit interference patterns when statistical distributions of measured 
events are considered. Feynman stated that the phenomenon of electron diffraction by a double-slit or 
double-source preparation is “impossible, absolutely impossible to explain in any classical way, and 
has in it the heart of quantum mechanics. In reality it contains the only mystery” [1]. Many of the 
typical quantum phenomena involving nonrelativistic spinless particles (among which discrete levels 
of energy and angular momentum, the uncertainty principle, particle-wave duality, tunnelling) are 
indeed related with wave-like behaviour and wave superposition in particular. 
Quantum theory postulates that it is fundamentally impossible to go beyond the description of 
interference patterns in terms of probability distributions and does not provide any mechanism to 
describe the individual events that perhaps contribute to the observed statistical averages. As such, the 
interpretation of QM formalism is still the subject of debate. Most physicists embrace the orthodox 
view that the description offered by quantum mechanics is complete and that only probability 
distributions can be described. In contrast with this attitude, “realistic” interpretations have been 
sought since the early quantum history, i.e., ontological models based on real physical states not 
necessarily completely described by QM, but objective and independent of the observer [2, 3, 4, 5]. In 
realistic theories, at a given time, particles have definite values for any possible observable (before that 
a measurement is made). In particular, particle trajectories are assumed to exist. 
Perhaps the best-known realistic theory, the De Broglie–Bohm mechanics [6, 7] describes individual 
particles as following well-defined trajectories. For a given initial position, each trajectory is 
deterministic and regulated by a mechanism involving a guiding wave (or a quantum potential). The 
emergence of the stochastic behaviour leading to the collective patterns observed is still a matter of 
debate, however, the general consensus is that probability represents the uncertainty of the initial state 
of the particle rather than a possible randomness in the trajectories. 
The Bohmian mechanics explicitly appeals to a nonlocal mechanism, with the guiding wave or the 
quantum potential instantaneously influencing the particle trajectory far away. The resulting “nonlocal 
realism” is generally accepted as it violates Bell’s inequality. However, local mechanisms are not 
universally dismissed, as the accuracy of Bell test experiments and the conclusions drawn from them 
are still a subject of profound debate [8-11]. 
We aim at exploring the possibility that quantum-like behaviour can be equally explained by assuming 
a local-realistic event-based behaviour, that is, at the same time, complying with the principle of 
realism and that of locality. Additionally, we interpret the emergence of QM probability distributions 
as a result of a fundamental randomness. In summary, we assume that each individual particle has a 
definite trajectory (R) that is stochastic (S), and subject to purely local interactions (L). Of course, we 
search for an algorithm that produces individual events, with frequencies agreeing with QM 
probability distribution, without referring the algorithm to the distribution itself. 
To our best knowledge, this program has not been fully exploited as yet.  
Features (R) and (S) are satisfied by random walks. The idea to simulate QM with random walks has 
its origin from the path integral formalism and the chessboard model introduced by R. Feynman [12]. 
Since then, many papers have appeared in the literature to retrieve the Schrödinger equation from a 
random walk process, including work of G. Ord [13-15] and subsequent refinements [16], as well as 
different yet related approaches [17]. While these approaches are able to reproduce the emergence of a 
Schrödinger-type equation, the Born probability rule and interference are not explained in such 
models. 
Following E. Nelson’s seminal work [18], another approach has consisted of showing the emergence 
of the Schrödinger equation from a stochastic equation of motion [19-24]. Such derivation, however, 
is founded on the assumption of reversible diffusion or competing diffusion-antidiffusion processes, 
leading to a key osmotic velocity that depends on the probability field it concurs in building. As such, 
these theories are not coping with the feature (L) above. 
An event-based class of models have been recently proposed [25, 26] that embody quantum behaviour 
into the constitutive models of the detectors and other devices, mostly using deterministic learning 
machines that generate events according to QM. This approach captures all of the features (R), (S), 
and (L). Interference, among other quantum phenomena, is not obtained as an intrinsic characteristic 
of the particles’ trajectories but as a result of their interaction with the experimental apparatus.  
Other suggestions to make QM behaviour emerge from discrete time evolution [27] or vacuum 
fluctuations [2] were not pursued to the end, to our best knowledge. 
In the proposed model, we interpret the results of nonrelativistic spinless quantum mechanical systems 
as probability distributions of similarly-prepared ensembles of particles that are emitted by one or 
multiple sources. At a given time, individual particles have definite values for position and 
momentum, among other observables, thus fulfilling the feature (R). It is further noteworthy to 
mention that detectors and other devices are here assumed to be simple counters and do not participate 
in building the interference patterns. 
The stochastic behaviour (S) that is manifested by the empirical evidence of QM is explained by 
assuming a fundamental randomness in particles’ trajectories. The emergence of QM behaviour is a 
consequence of the particular rules of motion chosen. The motion of individual particles and their 
interaction with external forces take place on a discrete space-time under the form of a lattice. Particle 
trajectories are asymmetric random walks, with transition probabilities being simple functions of a few 
quantities that are either randomly attributed to the particles during their preparation at the sources, or 
stored in the lattice nodes that the particle visits during the walk. The lattice-stored information is 
progressively built as the nodes are visited by successive emissions. This process, where particles 
leave a “footprint” in the lattice that is used by subsequent particles, is ultimately responsible for the 
QM behaviour.  
Therefore the interactions between subsequent emissions fulfil the feature (L), albeit through the 
mediation of the lattice. It is further noteworthy to mention that in the proposed model the lattice is 
only the support for particle motion, not for wavefunctions or other mathematical operators [28, 29]. 
In a certain sense, the lattice plays the role of the “guiding wave” assumed by de Broglie-Bohm theory 
and evidenced by some macroscopic experiments [30]. However, the QM behaviour is not produced 
by a single particle interacting with the wave interface (“walker” in [30]), but it is generated by 
successive emissions of the same ensemble. 
Being based on discrete motion, the proposed model only involves integer values for time, space, 
velocity, energy, etc. of a given particle. In addition, some rational-valued quantities are derived from 
these primary quantities. Mathematical operations on physical quantities are reduced to arithmetic 
operations that, in fact, ultimately reflect the fundamental probability rules. It is further noteworthy to 
mention that QM behaviour is not reproduced by appealing to probability cancellation, nor to other 
definitions of negative probabilities.  
1.2 Introductory example: the double slit scenario 
Consider a simplified double-slit apparatus, where similar particles are emitted at a certain rate from 
either of two sources, which are placed along, say, the 𝑥 direction at positions 𝑥0 = ±δ. Emitted 
particles have a constant speed along the perpendicular 𝑦 direction, but a random initial speed along 
the 𝑥 direction. At a certain distance from the sources along the 𝑦 axis, a screen is placed and particle 
arrivals are detected. Given the constancy of the 𝑦-axis velocity, will assume that all particle reach the 
screen after the same time 𝑇. We shall thus consider only motion along the 𝑥 direction and we are 
interested in evaluating the frequency of arrivals 𝑃(𝑥) at the screen. The QM result is known to be 
𝑃(𝑥) ∝ 1 + 2√𝑃1𝑃2 cos (
2𝜋𝛿𝑥
𝑇
), if 𝑃{1,2} is the probability of emission from sources 1 and 2, 
respectively, with 𝑃1 + 𝑃2 = 1. The proposed mechanism is capable of retrieving this result. 
The first key idea is that the initial velocity component 𝑣0𝑥 is randomly attributed to the emitted 
particles within the luminal limits. The pdf of this stochastic variable is 𝜌(𝑣0𝑥) = 1/(2𝑐). Secondly, it 
is admitted that, even in the absence of external forces, the particle’s velocity varies during the motion, 
due to “quantum” forces. In fact, it turns out that in this double-slit situation the velocity of each 
particle tends to a value 𝑣𝑥 such that 𝑣0𝑥 = 𝑣𝑥 +√𝑃1𝑃2/𝜋 ⋅ sin(2𝜋𝛿𝑣𝑥). Since 𝑣0𝑥 is randomly 
attributed, such a steady-state velocity is a stochastic variable, too, and its pdf is obtained as 𝜌(𝑣𝑥) =
𝜌(𝑣0𝑥) 𝑑𝑣0𝑥/𝑑𝑣𝑥 = (1 + √𝑃1𝑃2cos (2𝜋𝛿𝑣𝑥))/(2𝑐), given the monotonic relationship between the 
two quantities. Now, the position at time 𝑇 is roughly 𝑥~𝑥0 + 𝑣𝑥𝑇 for times large enough so that the 
velocity has stabilized. Therefore, the position pdf is found as 𝜌(𝑥) = 𝜌(𝑣𝑥)𝑑𝑣𝑥/𝑑𝑥 = 1 +
√𝑃1𝑃2 cos(2𝜋𝛿𝑥/𝑇) /(2𝑐𝑇). With that, the QM probability is retrieved. The scaling factor 1/(2𝑐𝑇) 
ensures that the integral of 𝜌(𝑥) between the maximum and minimum positions that can be reached at 
the screen is 1. 
In case of a single source, there are no quantum forces: 𝑣𝑥 would have been equal to 𝑣0𝑥 and 𝜌(𝑥) =
1/(2𝑐𝑇). Clearly, the key mechanism to retrieve the QM predictions is the fact that the particle’s 
velocity converges to a steady-state value that depends on its initial velocity and on the probability 
distribution of the sources. We shall illustrate in the next sections the proposed mechanism leading to 
that. 
Continuously during their flight, the various particles leave a footprint of their passage, consisting of 
the distance ℓ they have covered so far. Particles emitted at source 1 leave a footprint 𝛿 + 𝑣𝑥𝑡, while 
for particles emitted at source 2, the footprint is −𝛿 + 𝑣𝑥𝑡. Moreover, each particle is capable to sense 
the footprint 𝜆 left by the particle that has previously crossed its current position at the same flight 
time.  
There are now two possibilities. The first case is when 𝜆 is equal to ℓ. This happens when the flying 
particle leaves from source 1 and finds the footprint of a previous particle equally emitted from 1, or 
when the flying particle is from source 2 and finds the footprint of a previous particle equally emitted 
from 2. This circumstance, which we may label “a”, has thus a probability 𝑃𝑎 = 𝑃1
2 + 𝑃2
2 to happen. 
The second case is when 𝜆 is different from ℓ. This happens when a flying particle from 1 finds the 
footprint of a particle emitted from 2, or vice versa. Thus, in this circumstance, |𝜆 − ℓ| = 2𝛿. This 
event “b” has probability 𝑃𝑏 = 2𝑃1𝑃2. Note that 𝑃𝑎 + 𝑃𝑏 = 1. 
When event “b” occurs, a pair of entities (called “bosons” in the following) is created, one of which is 
attached to the flying particle and the other to the footprint. The newly created bosons replace possibly 
existing bosons that were already attached to the particle or to the footprint, respectively (resulting 
from a previous event “b”). Both bosons carry a momentum contribution. The momentum of the new 
particle boson 𝑣𝑏 equals the previous momentum of the footprint, 𝜔, divided by the difference |𝜆 − ℓ|, 
that is, 2𝛿. On the other hand, the new footprint momentum equals the particle velocity multiplied by 
2𝛿. In other terms, there is an exchange of momentum information between the particle and the 
footprint. 
Once created, the footprint momentum decays with a particular law that is approximately ~exp(1/
time), unless the footprint is replaced by a new one left by another particle (another event “b”). 
However, the expected lifetime of a footprint is very long, since only one footprint is visited at each 
time by the currently flying particle, and particles are emitted at a finite rate. The footprint momentum 
has thus enough time to converge to a steady-state value that, as it will be shown in the appropriate 
section, is 𝜔 = sin(𝜋?̅?) /𝜋, where ?̅? = 2𝛿𝑣𝑥 is the momentum at the footprint creation, depending on 
the momentum of the particle that left the footprint. 
As for the momentum of the flying particle’s boson 𝑣𝑏, it is reset to the value sin(2𝜋𝛿𝑣𝑥) /𝜋𝛿 (see 
above) at each event “b”. Otherwise, as long as an event “a” occurs, 𝑣𝑏 decays with a particular law 
that is approximately ~1/√time. It will be shown in the appropriate section that the average value 
taken by 𝑣𝑏 as a consequence of this rise-and-decay behaviour is √𝑃1𝑃2 sin(2𝜋𝛿𝑣𝑥) /𝜋𝛿, as it clearly 
depends on the relative probability of the events “a” and “b”. 
Now, the velocity of the particle is given by the difference between its initial velocity and the 
momentum contributed by the boson, 𝑣𝑥 = 𝑣0𝑥 − 𝑣𝑏, which yields the steady-state relationship 
𝑣0𝑥 = 𝑣𝑥 +
√𝑃1𝑃2
𝜋
sin(2𝜋𝛿𝑣𝑥) anticipated above. 
The emergence of the square root in the formula for the average boson momentum, as well as that of 
the sine function in the formula for the steady-state footprint momentum can only derive from a 
discrete formulation of the respective decay laws. Additionally, the encounter between a flying particle 
and a footprint can only occur precisely if discrete space and time are assumed. These two 
observations motivate the existence of a discrete spacetime lattice in the model detailed in the 
following sections. 
The paper is organized as follows. First, the one-dimensional lattice is presented (Sect. 2) alongside 
with the fundamental spacetime quantization. Emission of particle at sources (Sect. 3) and particle 
motion (Sect. 4) are subsequently described. Then Schrödinger equation is retrieved by analysing the 
probability density functions of ensembles of particle emissions (Sect. 5). The extension to the 2-d and 
3-d cases is further presented (Sect. 6). Finally, numerical simulations (Sect. 7-10) allow a comparison 
between the proposed model and quantum mechanical results for several scenarios. 
2 Lattice 
The proposed model assumes a discrete spacetime. For simplicity, the description below will be 
limited to one dimension. The spatial values are thus restricted to integer multiples of a fundamental 
quantity 𝑋 and the temporal values are restricted to integer multiples of a quantity 𝑇. In the rest of the 
paper, except when explicitly stated, these integer values will be denoted with small Latin letters, 
while the corresponding physically-valued quantities will be generally denoted with a tilde. 
In this model, a particle’s evolution consists of the succession of discrete values 𝑥[𝑛], 𝑡[𝑛], where 
𝑛 ∈ ℕ is the index that describes advance in history, here denoted as “iteration”. By taking an arbitrary 
𝑥 = 0 reference, the spacetime may be thought as if it is constituted by a grid 𝑥 ∈ ℚ, 𝑡 ∈ ℕ, or 
“lattice”, whose nodes can be visited by the particle during its evolution. 
Advance in time (“lifetime”) is unidirectional and unitary, that is,  
 𝑡[𝑛] = 𝑡[𝑛 − 1] + 1 , 𝑡[𝑛0] = 0 , (1) 
where 𝑛0 is the iteration when the particle is created. Advance in space (“position”) is still unitary but 
the particle can either advance in one of the two directions or stay at rest, according to the rule 
 𝑥[𝑛 + 1] = 𝑥[𝑛] + 𝑣[𝑛] , 𝑥[𝑛0] = 𝑥0 , (2) 
where the motion is regulated by a random variable 𝑣 (“momentum”) that can take only three values, 
namely, 𝑣 ∈ {−1,0,1}. 
The fundamental quantities 𝑋 and 𝑇 are related to the Compton length and time, 
 
𝑋 =
ℎ
2𝑚𝑐
 , 𝑇 =
ℎ
2𝑚𝑐2
 , (3) 
where 𝑚 is the particle’s mass, 𝑐 is the speed of light, and ℎ is Planck constant. Relations (3) are the 
same as those introduced by G. Ord and the authors of [13-17]. Here, however, a slightly different 
justification is proposed based on the uncertainty principle. 
From the rule (2), it is clear that the particle reaches its maximum speed when 𝑣[𝑛] ≡ 1, which 
provides, in physical units,  
 𝑋
𝑇
= 𝑐 . (4) 
On the other hand, consider the problem of observing the particle’s momentum. The momentum 𝑣 
being a random variable, its average value (later defined as propensity) cannot be directly observed but 
only be estimated from sample momentum. The latter is also a random variable, defined as a function 
of the number 𝑁 of observations, ?̃?(𝑁). For 𝑁 = 1, the possible outcomes of ?̃?(1) are (in physical 
units) −𝑐, 0, +𝑐. Thus the uncertainty Δ?̃?(1) is equal to 𝑐. For 𝑁 = 2, the possible outcomes are 
−𝑐,−𝑐/2,0, 𝑐/2, 𝑐, with Δ?̃?(2) = 𝑐/2. After 𝑁 observations, Δ?̃?(𝑁) = 𝑐/𝑁. However, observing the 
particle for 𝑁 iterations implies an uncertainty in the determination of its position as well. Since the 
position might change from −𝑁𝑋 to 𝑁𝑋, Δ?̃?(𝑁) is equal to 2𝑁𝑋 (in physical units). Multiplying the 
uncertainty in the particle’s momentum (𝑚𝑣) and that in the particle’s position, one obtains 
 𝑚Δ?̃?(𝑁)Δ?̃?(𝑁) = 2𝑚𝑐𝑋 = ℎ , (5) 
which is compliant with Heisenberg uncertainty principle. Actually, the latter would imply a factor ℏ 
at the right-hand side of (5); however, in a one-dimensional space the factor 2𝜋 (half the solid angle of 
a sphere) is correctly replaced in the proposed model by the factor 1 (half the measure of the unit 1-
sphere). The assumption (3) follows from (4) and (5). 
Note that several authors have proposed a fundamental discretization of spacetime based on Compton 
wavelength, including seminal work [32, 33] and, more recently, [34]. 
3 Particle emissions 
In this model, particles are generally created (or “emitted”) one-by-one at some source nodes 
(“source”) 𝑥0, which can be fixed or randomly determined according to a probability mass function 
(pmf) that represents real scenarios. We assume for simplicity that emissions instants are sufficiently 
spaced so that at any time there is only one particle traveling. Two pieces of information are attributed 
to a particle before its emission (“source preparation”): a “source momentum” and a “source phase”. 
The former, 𝑣0 ∈ ℚ, is a uniformly-distributed rational-valued random variable (𝑣0 ∈ ℚ and 𝑣0 ≈
𝑈[−1,1]) that is determined at the preparation and does not change during the particle’s evolution. 
This source momentum plays a key role in the proposed model in introducing an intrinsic randomness 
into the particle’s evolution.  
The source phase, 𝜖 ∈ ℚ, is a property of the source node. The particular function 𝜖(𝑥0) is set in such 
a way to represent real scenarios. In most cases, it shall give rise to a drift momentum that is summed 
to 𝑣0.  
4 Microscopic motion 
In this section the general characteristics of the random variable 𝑣 introduced in (2) are described. 
Since 𝑣 can take only three values at each time step, its probability distribution is completely 
determined by two values, its expected value and its variance. In the rest of the paper, expected values 
will be denoted in bold. 
Define the “momentum propensity” as 𝒗 ≔ 𝐸[𝑣]. The model further assumes that  
 
𝐸[𝑣2] ≔
1 + 𝒗2
2
:= 𝒆 , (6) 
or, in other terms, Var[𝑣] = (1 − 𝒗2)/2. Both 𝒗 and 𝒆 are not integers but rational numbers (this point 
will be clarified later). It should be noticed that, since 𝒗 ∈ [−1,1], also 𝒆 ∈ [−1,1]. The symbol 𝒆 
recalls the fact that this quantity can be regarded as the average value of instantaneous particle’s 
energy and will be denoted as “energy propensity”. 
Consequently to (6), the probability distribution of 𝑣 is determined as 
 
Pr(𝑣 = 1) =
𝒆 + 𝒗
2
 , Pr(𝑣 = 0) = 1 − 𝒆 , Pr(𝑣 = −1) =
𝒆 − 𝒗
2
 . (7) 
The quantity 𝒗 is itself a stochastic variable, resulting from two different mechanisms: (i) imprint 
during the particle’s “preparation” at the source before its emission, and (ii) iteration-by-iteration 
evolution according to two types of forces, namely, “quantum forces” and “external forces”. In 
summary, 
 𝒗[𝑛]:= 𝑣𝑄[𝑛] + 𝑣𝐹[𝑛] , 𝒗[𝑛0] = 𝑣0 , (8) 
where 𝑣𝑄 is the contribution due to quantum forces (it amounts to 𝑣0 when these forces are absent, see 
Sect. 4.2) and 𝑣𝐹 is the contribution due to external forces (see Sect. 4.1). It should be noticed that, 
according to (8), to the fact that 𝑣0 ∈ ℚ, and the further rules below, 𝒗 is a random rational-valued 
variable as anticipated. 
In the absence of either quantum or external forces, the proposed model is summarized as 
 
𝑀0 ≔
{
 
 
 
 
𝑡[𝑛 + 1] = 𝑡[𝑛] + 1 , 𝑡[𝑛0] = 0 ,
𝑥[𝑛 + 1] = 𝑥[𝑛] + 𝑣[𝑛] , 𝑥[𝑛0] = 𝑥0 ,
Pr(𝑣 = 0,±1) =  (7) ,
𝒗[𝑛] = 𝑣0 ,
𝑣0 = 𝑈[−1; 1] .
  
(9) 
 
 
In this case, the particle just keeps its source momentum and accordingly its evolution can be 
described by the average position 𝒙[𝑛] = 𝑥0 + 𝑣0𝑡[𝑛]. 
4.1 External forces 
External forces are described by interactions with the lattice, where each node can be occupied by 
momentum-mediating entities that will be called “bosons” in analogy with physical force-mediating 
particles. Depending on their origin, these bosons have an intrinsic momentum propensity 𝒗𝒇. The 
probability of finding such a boson at a certain node, 𝑃𝑓(𝑥, 𝑡), depends on the rate at which such 
bosons are emitted by their source and the distance from the source (the time dependency is because 
the bosons’ source can be variable).  
This fundamental mechanism is equivalent to, and for computational easiness replaced by, the 
following one: bosons are always available at each node where 𝑃𝑓 ≠ 0 and have an intrinsic 
momentum propensity 𝑓(𝑥, 𝑡) ≔ 𝑣𝑓𝑃𝑓(𝑥, 𝑡). When a particle visits the lattice node, it captures the 
“resident” boson and incorporates its momentum. A new boson is then recreated at the node. 
The contribution to the particle’s momentum propensity due to external forces is thus given by the 
sum of the momenta of all external bosons captured, 
 
𝑣𝐹[𝑛] = ∑ 𝑓(𝑥[𝑛
′], 𝑛′)
𝑛
𝑛′=𝑛0+1
 . (10) 
It should be noticed that equation (10) is analogous to classical Newton’s law in lattice units.  
Under the sole action of external forces, the proposed model is summarized as 
 
𝑀1 ≔
{
 
 
 
 
𝑡[𝑛 + 1] = 𝑡[𝑛] + 1 , 𝑡[𝑛0] = 0 ,
𝑥[𝑛 + 1] = 𝑥[𝑛] + 𝑣[𝑛] , 𝑥[𝑛0] = 𝑥0 ,
Pr(𝑣 = 0,±1) =  (7) ,
𝒗[𝑛 + 1] = 𝒗[𝑛] + 𝑓(𝑥[𝑛], 𝑛) , 𝒗[𝑛0] = 𝑣0 ,
𝑣0 = 𝑈[−1; 1] .
  (11) 
In such scenarios, the momentum propensity varies and accordingly the average position is 𝒙[𝑛] =
𝑥0 +∑ 𝒗[𝑛
′]𝑛−1𝑛′=𝑛0 . 
4.2 Quantum forces 
The contribution to the momentum propensity due to quantum forces is given by  
 𝑣𝑄[𝑛] = 𝑣0 −∑∑𝑣𝑄
(𝑖𝑗)[𝑛]
𝑗≠𝑖𝑖
 , 
(12) 
where each term in the summation at the right-hand side of (12) results from an exchange of 
information between the particle and the lattice. In fact, both the particle and the lattice nodes carry 
and store some integer-valued “counters” that can be updated as iterations proceed. 
4.2.1 Counter dynamics 
The counters carried on by the particle are its lifetime, 𝑡[𝑛], a spatial counter ℓ[𝑛] denoted as “span”, 
as well its phase 𝜀[𝑛]. The counters stored at each lattice node 𝜉 are the “traces” 𝜆𝜉𝜏[𝑛] and 𝜀𝜉𝜏[𝑛], 
i.e., the memory of the span and phase carried by the last particle that has visited the node with 
lifetime 𝜏.  
The particle span ℓ is generally updated at each iteration by summing up the value of the instantaneous 
momentum. A sign inversion occurs when the particle experiences an external force. The particle 
phase and both lattice traces generally remain constant. However, when the trace of the lattice node 
visited is different from the span (“Reset Condition”), the two counters are interchanged. Similarly, the 
phase counters are interchanged under the Reset Condition. 
In other terms, the dynamics of the spatial counters are given by 
 
ℓ[𝑛 + 1] = {
𝜆𝑥[𝑛]𝑡[𝑛][𝑛], if  ∁𝜉𝜏
ℓ′[𝑛], else if 𝑓(𝑥[𝑛], 𝑛) = 0
−ℓ′[𝑛], otherwise if 𝑓(𝑥[𝑛], 𝑛) ≠ 0
 , (13) 
 
𝜆𝜉𝜏[𝑛 + 1] = {
ℓ′[𝑛], if ∁𝜉𝜏 
𝜆𝜉𝜏[𝑛], otherwise
 . (14) 
where ℓ[𝑛0] = 0 , ℓ
′[𝑛] ≔ ℓ[𝑛] + 𝑣[𝑛], and where the reset condition is defined as ∁𝜉𝜏≔
(𝑥[𝑛] = 𝜉) ∧ (𝑡[𝑛] = 𝜏) ∧ (ℓ[𝑛] ≠ 𝜆𝜉𝜏[𝑛 − 1]).  
According to these rules, it should be clear that the trace found by a particle can be different from its 
span because the last particle that visited the node with the same lifetime either had been emitted from 
a different source 𝑥0 or had captured a different number of external bosons. In any case, it should be 
noticed that ℓ[𝑛] ∈ ℤ. Consequently, also 𝜆𝜉𝜏[𝑛] ∈ ℤ. 
4.2.2 Boson creation 
The Reset Condition also creates a new momentum-carrying “lattice boson” (LB). This boson is 
labelled with the particular pair of integers ℓ[𝑛], 𝜆𝜉𝜏[𝑛] or, equivalently, with the pair 𝑖𝑗, where 
𝑖: = 𝜉 − ℓ[𝑛] and 𝑗: = 𝜉 − 𝜆𝜉𝜏[𝑛]. Clearly, 𝑖 ∈ ℤ and 𝑗 ∈ ℤ are images of the respective sources of the 
current particle and of the last particle that has visited the node 𝜉 with the same lifetime. 
This LB replaces the previously resident boson of the same type, if there was one. The latter, before 
being replaced, is transferred to the particle (hence it becomes a “particle boson”, PB).  
The new LB is created with a momentum (LBM)  
?̅?𝜉𝜏
(𝑖𝑗)[𝑛] = {𝛿(𝑖𝑗)𝑣𝑄[𝑛 − 1] − 𝜀
(𝑖𝑗)} , (15) 
that is, a fraction of the quantum momentum of the visiting particle and its phase, with the “path 
difference” defined as 
 𝛿(𝑖𝑗) ≔ |𝑖 − 𝑗| = |ℓ[𝑛] − 𝜆𝜉𝜏[𝑛 − 1]| . (16) 
and the “phase difference”, resulting from a different preparation at the two sources, is 
 𝜀(𝑖𝑗) ≔ 𝜀[𝑛] − 𝜀𝜉𝜏[𝑛 − 1] . (17) 
The function {⋅} stands here for a shifted “modulo 2” operation, that is, {𝑥} = −1 +mod(𝑥 + 1,2).  
Conversely, the new particle boson momentum (PBM) equals the old LBM divided by the path 
difference, 
𝑣𝑄
(𝑖𝑗)[𝑛] =  
𝜔𝑥[𝑛]𝑡[𝑛]
(𝑖𝑗) [𝑛 − 1]
𝛿(𝑖𝑗)
 , (18) 
and contributes to the right-hand side of (11).  
4.2.3 Boson dynamics 
When the Reset Condition does not occur, particle and lattice bosons are not replaced. Their momenta, 
however, decay with the respective boson’s lifetimes: at a new iteration, the momentum is only a 
fraction of the previous value. Particle boson momentum decays as the inverse of its lifetime. Lattice 
boson momentum decays as the inverse square of its lifetime. 
The whole mechanism can be formalized as follows. The PBM dynamics is given by 
 
𝑣𝑄
(𝑖𝑗)[𝑛] =
{
 
 
 
 𝑣𝑄
(𝑖𝑗)[𝑛 − 1] ⋅ (1 −
1
2𝑘(𝑖𝑗)[𝑛]
) , if 𝑘(𝑖𝑗)[𝑛] > 0
𝜔𝑥[𝑛]𝑡[𝑛]
(𝑖𝑗) [𝑛]
𝛿(𝑖𝑗)
, otherwise
 , (19) 
 
𝑘(𝑖𝑗)[𝑛] = {
0, if ∁𝜉𝜏
(𝑖𝑗)
𝑘(𝑖𝑗)[𝑛 − 1] + 1, else
, (20) 
where 𝑘(𝑖𝑗) is the lifetime of the ij-boson, the reset condition (when the boson transfer takes place) is  
 ∁𝜉𝜏
(𝑖𝑗)≔ (𝑥[𝑛] = 𝜉) ∧ (𝑡[𝑛] = 𝜏) ∧ (ℓ[𝑛] = 𝜉 − 𝑖) ∧ (𝜆𝜉𝜏[𝑛 − 1] = 𝜉 − 𝑗) . (21) 
The LBM dynamics is given by the rules 
 
𝜔𝜉𝜏
(𝑖𝑗)[𝑛] =
{
 
 
 
 
𝜔𝜉𝜏
(𝑖𝑗)[𝑛 − 1] ⋅ (1 − (
?̅?𝜉𝜏
(𝑖𝑗)[𝑛]
𝜅𝜉𝜏
(𝑖𝑗)[𝑛]
)
2
) , 𝜅𝜉𝜏
(𝑖𝑗)[𝑛] > 0
?̅?𝜉𝜏
(𝑖𝑗)[𝑛], otherwise
 , (22) 
 
?̅?𝜉𝜏
(𝑖𝑗)[𝑛] = {
?̅?𝜉𝜏
(𝑖𝑗)[𝑛 − 1], 𝜅𝜉𝜏
(𝑖𝑗)[𝑛] > 0
𝛿(𝑖𝑗)𝑣𝑄[𝑛] − 𝜀
(𝑖𝑗), otherwise
 , (23) 
 
𝜅𝜉𝜏
(𝑖𝑗)[𝑛] = {
0, if ∁𝜉𝜏
(𝑖𝑗)
𝜅𝜉𝜏
(𝑖𝑗)[𝑛 − 1] + 1, otherwise
 , (24) 
where 𝜅𝜉𝜏
(𝑖𝑗)
 is the lifetime of the lattice ij-boson, ?̅?𝜉𝜏
(𝑖𝑗)
 is its initial momentum (the boson has a 
memory of it). It should be noticed that the rules above preserve the fact that 𝑣𝑄 ∈ ℚ, ?̅?𝜉𝜏
(𝑖𝑗) ∈ ℚ, and 
𝑣𝑄
(𝑖𝑗) ∈ ℚ. 
The complete set of equations of the proposed model is summarized as follows: 
 
𝑀 ≔
{
 
 
 
 
 
 
 
 
 
 
 
 
𝑡[𝑛] = 𝑡[𝑛 − 1] + 1 , 𝑡[𝑛0] = 0 ,
𝑥[𝑛 + 1] = 𝑥[𝑛] + 𝑣[𝑛] , 𝑥[𝑛0] = 𝑥0 ,
Pr(𝑣 = 0,±1) =  (7) ,
𝒗[𝑛] ≔ 𝑣𝑄[𝑛] + 𝑣𝐹[𝑛] , 𝒗[𝑛0] = 𝑣0 ,
𝑣0 = 𝑈[−1; 1] ,
𝑣𝐹[𝑛] = ∑ 𝑓(𝑥[𝑛
′], 𝑛′)
𝑛
𝑛′=𝑛0+1
,
𝑣𝑄[𝑛] = 𝑣0 −∑∑𝑣𝑄
(𝑖𝑗)[𝑛]
𝑗≠𝑖𝑖
,
𝑣𝑄
(𝑖𝑗)[𝑛] =  (19) − (24) .
 (25) 
 
Table 1 
 The proposed mechanism is illustrated by the example in Table 1. A particle is emitted at 𝑛 = 0 from 
a source at 𝑥 = 2, while another source at 𝑥 = 0 was possible. The particle trajectory is followed for 6 
iterations. The span ℓ′ is computed and compared with the trace at the lattice site visited by the particle 
at each iteration. If they differ, the RC is set to one and the two counters ℓ and 𝜆𝑥[𝑛]𝑡[𝑛] exchanged 
(red numbers). Otherwise, the RC is false (green numbers). In the RC case, the boson label 𝑖𝑗 is 
defined; a LB and a PB are created or updated, with respective momenta initialized according to the 
rules above (red numbers 𝜔𝑥[𝑛]𝑡[𝑛], 𝑣𝑄
(𝑖𝑗)
). Otherwise, the existing LBM and PBM  decay (green 
numbers). Finally, PBM contribute to the particle’s quantum momentum. 
5 Probability densities 
In QM, probability densities of observables are evaluated from complex wavefunctions that are 
solutions of Schrödinger’s equation. In turn, in the proposed model the probability mass functions or 
densities are calculated directly from the motion rules. 
Even without quantum or external interactions, the fact that the source momentum is a random 
variable implies that 𝒗 and thus 𝒙 are random variables, too. The probability mass function 𝜌(𝒙; 𝑡) is 
evaluated from an ensemble of similarly-prepared particles. 
The probability mass function of the source momentum is 
 
𝜌(𝑣0) =
1
2
 . (26) 
Additionally, the source location is treated as a random variable, too. In general, there are 𝑁𝑠 possible 
sources, located at nodes 𝑥0
(𝑘)
, each of which has a probability 𝑃0
(𝑘)
. In other terms, 
 𝑥0 = {𝑥0
(𝑘)} , 𝑘 = 1,… ,𝑁𝑠 , 𝜌(𝑥0) = 𝑃0
(𝑘) ⋅ 𝛿 (𝑥 − 𝑥0
(𝑘)) , (27) 
where 𝛿(⋅) is a Kronecker delta function. Four special cases are considered for the sake of 
presentation: (i) no forces, (ii) only quantum forces, (iii) only homogeneous external forces from a 
quadratic potential, and (iv) quantum and homogeneous external forces from a quadratic potential.  
It turns out that for all these cases the expected value of the position is a monotonic function of the 
quantum momentum and the latter of the source momentum. However, the quantum momentum is not 
an explicit function of the source location. The chain rule  
 
𝜌(𝒙; 𝑡) = 𝜌(𝑣0) |
𝑑𝑣0
𝑑𝒙
| = 𝜌(𝑣0) |
𝑑𝑣0
𝑑𝑣𝑄
| |
𝑑𝑣𝑄
𝑑𝒙
 | (28) 
is thus applied. 
5.1 No forces 
The only scenario without forces acting on the particle is when there is a single source possible 𝑥0 and 
no external forces. In this scenario, each lattice node 𝜉 always receives particles carrying a span equal 
to 𝜉 − 𝑥0, so that no bosons are created.  
For illustration purposes, the probability mass function of the position can be explicitly evaluated in 
this case. For a given 𝒗 = 𝑣0, the pmf of 𝑥 at a given 𝑡 is 
 
𝑤(𝑥, 𝒗; 𝑡, 𝑥0) =
(
2𝑡
𝑡 + 𝑥 − 𝑥0
)
22𝑡
(1 + 𝒗)𝑡+𝑥−𝑥0(1 − 𝒗)𝑡−𝑥+𝑥0 (29) 
and is well approximated by a Gaussian function 
1
√2𝜋𝒟𝑡
exp (−
(𝑥−𝑥0−𝒗𝑡)
2
2𝒟𝑡
), where 𝒟:= (1 − 𝒗2)/2. 
By integrating over values of 𝑣0, we obtain 
 
𝜌(𝑥; 𝑡) = ∫ 𝜌(𝑣0)𝑤(𝑥, 𝑣0; 𝑡, 𝑥0)𝑑𝑣0 =
1
−1
1
2𝑡 + 1
 , (30) 
that is, a constant pmf in the reachable interval, 𝑥 = 𝑈[𝑥0 − 𝑡, 𝑥0 + 𝑡].  
This result can be approximated by using (28) and observing that 𝒙 = 𝑥0 + 𝑣0𝑡 in this case. Therefore 
 
𝜌(𝒙; 𝑡) =
1
2𝑡
 . (31) 
It should be noticed that 𝜌(𝑥; 𝑡) ≈ 𝜌(𝒙; 𝑡) for large times. This approximation will be used in the 
following scenarios, where it is generally not possible to explicitly evaluate 𝜌(𝑥; 𝑡). However, it 
should be noticed that, while 𝑥 ∈ ℤ, its expected value will be approximated by real numbers (𝒙 ∈ ℝ) 
in the following, at least for large times. 
For the no-forces scenario it is also possible to explicitly compute the pmf of another random variable 
defined for each lattice node as 
 
𝜎𝜉𝜏[𝑛] ≔ {
𝑠[𝑛] , if (𝑥[𝑛] = 𝜉) ∧ (𝑡[𝑛] = 𝜏) 
 𝜎𝜉𝜏[𝑛 − 1] ,  otherwise
, (32) 
The particle random variable 𝑠 is in turn defined recursively as 
 𝑠[𝑛 + 1] = 𝑠[𝑛] + |𝑣[𝑛]| , 𝑠[𝑛0] = 0 , (33) 
and can be regarded as the accumulated energy of the particle, in agreement with the fact that the 
expected value of |𝑣| is the energy propensity 𝒆 defined above, and will be referred to here as the 
particle’s “action”, at least for this special case (a term due to external bosons is actually to be 
introduced when external forces are acting). The variable 𝜎𝜉𝜏 is the particle action “seen” by the node 
when particles visit it. It should be further noticed that both 𝑠 and 𝜎𝜉𝜏 ∈ ℕ. 
The pmf of the action seen at a node can be explicitly evaluated for this simple scenario as 
 
𝜌𝑣(𝜎; 𝑥, 𝑡) =
2𝑡−𝑠 (
𝑡
𝜎 + 𝑥 − 𝑥0
2
)(𝑡 −
𝜎 + 𝑥 − 𝑥0
2
𝑡 − 𝜎
)
(
2𝑡
𝑡 + 𝑥 − 𝑥0
) 
 ,   (34) 
where σ ∈ {|𝑥 − 𝑥0|, |𝑥 − 𝑥0| + 2,… , |𝑥 − 𝑥0| + 2 ⌊
𝑡−|𝑥−𝑥0|
2
⌋} (subscripts 𝜉𝜏 have been omitted here 
for the sake of clarity). Since the right-hand side of (34) does not depend on 𝑣0, 𝜌(𝜎; 𝑥, 𝑡) =
𝜌𝑣(𝜎; 𝑥, 𝑡) holds as well. 
The expected value of the action seen at a node is found with some algebraic manipulation to be 
 
𝝈𝒙𝒕 =
(𝑥 − 𝑥0)
2 + 𝑡2 − 𝑡
2𝑡 − 1
 ,   (35) 
which, for large times, is remarkably similar to the classical free particle action 𝑆(𝑥, 𝑡) =
(𝑥−𝑥0)
2
2𝑡
 plus 
the term 𝑡/2. 
In conclusion, the proposed model approximates for large times the probability density and the action 
of a free particle emitted from a single source, albeit only using integer and rational quantities. 
5.2 Quantum forces only 
When source location can take multiple values, quantum forces occur. In fact, a lattice node 𝜉 can  
receive particles carrying a span that takes either of the values 𝜉 − 𝑥0
(𝑘)
, so that bosons are created. We 
shall consider the generic ij-bosons. 
5.2.1 Lattice training 
Lattice training is the process during which the LBM 𝜔𝜉𝜏
(𝑖𝑗)
 tends to its expected value. Generally, 
ω𝜉𝜏
(𝑖𝑗)
 depends on the boson’s lifetime according to the decay rule (22). By repeatedly applying such a 
rule for 𝜅 iterations, we obtain  
 
𝜔𝜉𝜏
(𝑖𝑗)(𝜅) = ?̅?𝜉𝜏
(𝑖𝑗)∏(1−(
?̅?𝜉𝜏
(𝑖𝑗)
𝜅′
)
2
)
𝜅
𝜅′=1
 . (36) 
We can safely assume that the site is visited only rarely by a particle, given the generally huge number 
of sites and assuming that a sufficiently long time passes between two successive emissions (we 
assumed that at one time there is only one particle traveling). Under this assumption, the expected 
value of the LBM ω𝜉𝜏
(𝑖𝑗)
 tends to coincide with its steady-state value, obtained by letting 𝜅 tend to 
infinity. Using the known formula for the sine expansion, sin𝜋𝑧 = 𝜋𝑧∏ (1 − 𝑧2/𝑛2)∞𝑛=1 , it turns out 
that  
𝝎𝝃𝝉
(𝒊𝒋)
=
sin (𝜋?̅?𝜉𝜏
(𝑖𝑗))
𝜋
 . (37) 
It should be remarked that a trigonometric functionality emerges quite naturally from the integer-
valued model proposed. 
As for the initial LBM ?̅?𝜉𝜏
(𝑖𝑗)
, it is a stochastic variables that can change only at time 𝜏 of each emission 
according to rule (15). It is clear that after a sufficiently large number of iterations the sample mean of 
?̅?𝜉𝜏
(𝑖𝑗)
 tends to the expected value 
?̅?𝝃𝝉
(𝒊𝒋)
= 𝛿(𝑖𝑗)
(𝜉 − 𝑥0
(𝑖)) + (𝜉 − 𝑥0
(𝑗))
2𝜏
− 𝜖(𝑖𝑗) = 𝛿(𝑖𝑗)
𝜉 −
𝑥0
(𝑖) + 𝑥0
(𝑗)
2
𝜏
− 𝜖(𝑖𝑗) = ?̅?𝝃𝝉
(𝒋𝒊)
,   (38) 
and consequently 𝝎𝝃𝝉
(𝒊𝒋)
 to a value 
𝝎𝝃𝝉
(𝒊𝒋)
=
sin (𝜋?̅?𝝃𝝉
(𝒊𝒋)
)
𝜋
 . (39) 
This process is illustrated in Figure 1-Figure 2.  
  
Figure 1: Outcome of one simulation (𝑥0 = {100 ± 1}, 
𝑃0 = {0.5,0.5}) in terms of ?̅?𝑥𝑡
(12)
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 from (39) 
(cyan), for a node (𝑥 = 38, 𝑡 = 100) as a function of 
the number of iterations.  
Figure 2: Outcome of the same simulation of Figure 1 
(after 𝑁𝑝 = 50000): 𝝎𝒙𝒕
(𝟏𝟐)
 (blue), theoretical values 
(red) for each lattice node. 
5.2.2 Particle training 
Particle training is the process during which the expected value of the PBM 𝑣𝑄
(𝑖𝑗)
 stabilizes. 
Generally, 𝑣𝑄
(𝑖𝑗)
 varies with the boson’s lifetime, according to rule (19). The probability that such a 
boson has lifetime 𝑘 is equal to the probability that in 𝑘 iterations a new boson is created only once. 
The probability that a new boson is created equals that of the joint event 𝑃(𝑖𝑗) ≔ 𝑃0
(𝑖)𝑃0
(𝑗) = 𝑃(𝑗𝑖). 
Therefore, Pr(𝑘(𝑖𝑗) = 𝑘) = 𝑃(𝑖𝑗)(1 − 𝑃(𝑖𝑗))
𝑘
. The expected value of 𝑣𝑄
(𝑖𝑗)
 is thus evaluated as 
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𝒗𝑸
(𝒊𝒋)
= 𝑃(𝑖𝑗)∑𝑣𝑄
(𝑖𝑗)(𝑘) ⋅ (1 − 𝑃(𝑖𝑗))
𝑘
 
∞
𝑘=0
,   (40) 
where 𝑣𝑄
(𝑖𝑗)(𝑘) denotes now the PBM with lifetime 𝑘. By repeatedly applying rule (19), we arrive at 
 
𝑣𝑄
(𝑖𝑗)(𝑘) = 𝑣𝑄
(𝑖𝑗)(0) ⋅ ∏
2𝑘′ − 1
2𝑘′
𝑘
𝑘′=1
 . (41) 
The product in (41) is evaluated as 
(2𝑘)!
(𝑘!)24𝑘
 that, for the properties of Gamma function, is formally 
equivalent to (−1)𝑘 (
−1/2
𝑘
). Therefore, (40) is manipulated as 
 
𝒗𝑸
(𝒊𝒋)
= 𝑃(𝑖𝑗)∑(1− 𝑃(𝑖𝑗))
𝑘
∞
𝑘=0
⋅ 𝑣𝑄
(𝑖𝑗)(0) ⋅ (−1)𝑘 (
−1/2
𝑘
) =
= 𝑣𝑄
(𝑖𝑗)(0)𝑃(𝑖𝑗) (1 − (1 − 𝑃(𝑖𝑗)))
−1/2
= 𝑣𝑄
(𝑖𝑗)(0)√𝑃(𝑖𝑗) , 
(42) 
having used the binomial series expansion (1 − 𝑧)𝛼 = ∑ (
𝛼
𝑘
) (−𝑧)𝑘∞𝑘=0 .  
The next step consists of replacing 𝑣𝑄
(𝑖𝑗)(0) with 𝝎𝒙𝒕
(𝒊𝒋)
/𝛿(𝑖𝑗), according to rule (19) and with the 
change of subscripts  𝜉 → 𝒙. Using (39), we find 
 
𝒗𝑸
(𝒊𝒋)
= √𝑃(𝑖𝑗)
sin (𝜋?̅?𝒙𝒕
(𝒊𝒋)
)
𝜋𝛿(𝑖𝑗)
 . (43) 
This process is illustrated in Figure 3-Figure 4, where one random variable 𝑣𝑄
(𝑖𝑗)
is shown versus the 
number of iterations for one emission, together with its running average and the quantity 𝒗𝑸
𝒊𝒋
 expected 
from (43). The figure clearly shows that the running average tends after a sufficiently long time to the 
expected value. Consequently, also the “average momentum” calculated as (𝑥 − 𝑥0)/𝑡 tends to 𝒗𝑸 
given by (44). 
  
Figure 3: Outcome of one simulation (𝑁𝑡 = 1000, 
𝑣0 = .7845, 𝑥0 = {±1}, 𝑃0 = {0.1,0.9}): 𝑣𝑄
(12)(0) 
(magenta), 𝑣𝑄
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 (blue), its running average (red), 
𝒗𝑸
(𝟏𝟐)
 from (43) (black), as a function of particle’s 
Figure 4: Outcome of the same simulation of Figure 3 
(for 𝑁𝑝 = 50000 emissions): 𝒗𝑸 (blue), theoretical 
values (red) as a function of 𝑣0. 
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5.2.3 Position and momentum pdf 
The expected value of the particle’s (total) quantum momentum is eventually found from (28) as 
𝒗𝑸 = 𝑣0 −∑∑√𝑃0
(𝑖)𝑃0
(𝑗)
sin(𝜋𝛿(𝑖𝑗)
𝒙 −
𝑥0
(𝑖) + 𝑥0
(𝑗)
2
𝑡 − 𝜋𝜖
(𝑖𝑗))
𝜋𝛿(𝑖𝑗)
𝑗≠𝑖
 
𝑖
. 
(44) 
The pmf of the position cannot be explicitly evaluated in this scenario. However, the probability 
density function of its expected value can be evaluated, using (44) and observing that 𝒙 = 𝑥0 + 𝒗𝑸𝑡 
holds in this case, as 
𝜌(𝒙; 𝑡) =
1
2
𝑑𝑣0
𝑑𝒙
=
1 + ∑ ∑ √𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋𝛿(𝑖𝑗)
𝒙 −
𝑥0
(𝑖) + 𝑥0
(𝑗)
2
𝑡 − 𝜋𝜖
(𝑖𝑗))𝑗≠𝑖𝑖
2𝑡
 . 
(45) 
A further analysis of (45) remarkably allows to retrieve Schrödinger equation and Born rule. First 
replace 𝛿(𝑖𝑗) with |𝑥0
(𝑖) − 𝑥0
(𝑗)
| and then recognize that the cosine argument divided by 𝜋 is equal to 
2𝒙 (𝑥0
(𝑖) − 𝑥0
(𝑗)) − ((𝑥0
(𝑖))
2
− (𝑥0
(𝑗))
2
)
2𝑡
− 𝜖(𝑖𝑗) = −Δ𝑆(𝑖𝑗)(𝒙, 𝑡) . 
(46) 
where the function 𝑆(𝑘)(𝑥, 𝑡) is the classical free-particle action with respect to the k-th source, 
𝑆(𝑘)(𝑥, 𝑡) ≔
(𝑥 − 𝑥0
(𝑘))
2
2𝑡
+ 𝜖(𝑘) . (47) 
The right-hand side of (45) can be then equivalently obtained as the square modulus of a complex 
number, 𝜌(𝒙; 𝑡) = |𝜓(𝑥, 𝑡)|2, provided that 𝜓 is defined as 
𝜓(𝑥, 𝑡):=∑𝜓(𝑘)(𝑥, 𝑡), 𝜓(𝑘)(𝑥, 𝑡) ≔ √
𝑃0
(𝑘)
2𝑡
exp(𝜄𝜋𝑆(𝑘)(𝑥, 𝑡))
𝑘
 . (48) 
It is easy to recognize 𝜓(𝑥, 𝑡) as the probability amplitude of the free particle having many possible 
sources, each of which has a probability amplitude 𝜓(𝑘)(𝑥, 𝑡) satisfying Schrödinger equation. With 
this observation, the equivalence between the proposed model and quantum mechanics is 
demonstrated for any free-particle scenario. 
5.3 Homogeneous external forces only (quadratic potentials) 
This section treats the scenario where particles are emitted from a single source as in Sect. 5.1; 
however, particles are now subject to external forces. The analysis is limited to quadratic potentials 
such that the external boson momentum is 
 𝑓(𝑥, 𝑡) = 𝛼(𝑡)𝑥 + 𝛽(𝑡) . (49) 
It should be noticed that (49) is applied to every lattice node 𝑥. Consequently, each node visited by the 
particle transmits an external boson and, according to rule (14),  
 
ℓ[𝑛] = (−1)parity(𝑡[𝑛]) ⋅
(𝑥[𝑛] − 𝑥0)
𝑡[𝑛]
 . (50) 
According to that, the span carried by the particle at a given node only depends on its lifetime. 
Therefore there are no possible differences between the span and the trace found that might be induced 
by external forces. Consequently, quantum forces are always null, 𝑣𝑄[𝑛] ≡ 𝑣0 and 𝑣[𝑛] = 𝑣0 +
𝑣𝐹[𝑛]. 
Computing the pdf of 𝒙 requires the particularization of the function 𝑓(𝑥, 𝑡) that describes the EBM. 
Generally speaking, for quadratic potentials it is always true that  
 𝒙(𝑡) = 𝐴(𝑡)𝑥0 + 𝐵(𝑡)𝑣0 + 𝐶(𝑡) , (51) 
where 𝐴(𝑡), 𝐵(𝑡), and 𝐶(𝑡) are functions of lifetime whose form depends on the coefficients 𝛼 and 𝛽 
of (49), such as 
 
{
𝐴(0) = 1 , ?̇?(0) = 0 , ?̈?(𝑡) = 𝛼(𝑡)𝐴(𝑡) ,
𝐵(0) = 0 , ?̇?(0) = 1 , ?̈?(𝑡) = 𝛼(𝑡)𝐵(𝑡) ,
𝐶(0) = 0 , ?̇?(0) = 0 , ?̈?(𝑡) = 𝛼(𝑡)𝐶(𝑡) + 𝛽(𝑡) ,
 (52) 
and 
 ?̇?𝐵 = 𝐴?̇? − 1 . (53) 
Some examples of external forces will be presented in Sect. 9. In general terms, the pdf of the 
expected value of the particle position can be evaluated as 
 
𝜌(𝒙; 𝑡) =
1
2
|
𝑑𝑣0
𝑑𝒙
| =
1
2|𝐵(𝑡)|
 . (54) 
The accessible domain of the particle position is limited by the trajectories obtained by setting 
𝑣0 = ±1 in (51). Consequently, it can be verified that 
 
∫ 𝜌(𝒙; 𝑡)𝑑𝒙 =
𝐴(𝑡)𝑥0−𝐵(𝑡)+𝐶(𝑡)
𝐴(𝑡)𝑥0+𝐵(𝑡)+𝐶(𝑡)
1 . (55) 
Note that (54) coincides with the Van Vleck determinant for the average motion, |
∂2𝑆
𝜕𝑥0𝜕𝒙
| since for 
quadratic potentials 𝑣0 = −
𝜕𝑆
𝜕𝑥0
. 
5.4 Quantum and homogeneous external forces (quadratic potentials) 
In this scenario the particle encounters both quantum and external bosons. Consequently, the role of 𝑣0 
in (51) is now played by the quantum momentum and thus that equation is replaced by 
 𝒙(𝑡) = 𝐴(𝑡)𝑥0 + 𝐵(𝑡)𝒗𝑸 + 𝐶(𝑡) , (56) 
where 𝑥0 is, as in Sect. 5.2, a random variable. 
To evaluate the pdf of the expected position, first apply rule (23) that yields  
?̅?𝒙𝒕
(𝒊𝒋)
= 𝛿(𝑖𝑗)
𝑥 − 𝐴(𝑡)
𝑥0
(𝑖) + 𝑥0
(𝑗)
2 − 𝐶
(𝑡)
𝐵(𝑡)
− 𝜖(𝑖𝑗) , (57) 
Then, using the same reasoning as in Sect. 5.2, the expected value of the quantum momentum is 
evaluated as 
 𝒗𝑸 = 𝑣0 −∑∑√𝑃0
(𝑖)𝑃0
(𝑗)
sin(𝜋𝛿(𝑖𝑗)
𝒙 − 𝐴(𝑡)
𝑥0
(𝑖) + 𝑥0
(𝑗)
2 − 𝐶(𝑡)
𝐵(𝑡)
− 𝜋𝜖(𝑖𝑗))
𝜋𝛿(𝑖𝑗)
𝑗≠𝑖𝑖
, 
(58) 
that is, as a generalization of (44). The final step is to generalize (45) and find 
𝜌(𝒙; 𝑡) =
1 + ∑ ∑ √𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋𝛿(𝑖𝑗)
𝒙 − 𝐴(𝑡)
𝑥0
(𝑖) + 𝑥0
(𝑗)
2 − 𝐶(𝑡)
𝐵(𝑡)
− 𝜋𝜖(𝑖𝑗))𝑗≠𝑖𝑖
2|𝐵(𝑡)|
 . 
(59) 
Similarly to Sect. 5.2, it should be noticed that the cosine argument divided by 𝜋 can be expressed as 
2 (𝑥0
(𝑖) − 𝑥0
(𝑗))𝒙 − 𝐴(𝑡) ((𝑥0
(𝑖))
2
− (𝑥0
(𝑗))
2
) − 2𝐶(𝑡) (𝑥0
(𝑖) − 𝑥0
(𝑗))
2𝐵(𝑡)
− 𝜖(𝑖𝑗) = −Δ𝑆
(𝑖𝑗)(𝒙, 𝑡) , (60) 
where 
 𝑆(𝑘)(𝑥, 𝑡) =
1
2𝐵(𝑡)
[𝐴(𝑡) (𝑥0
(𝑘))
2
− 2𝑥𝑥0
(𝑘) + 2𝐶(𝑡)𝑥0
(𝑘) + ?̇?(𝑡)𝑥2
+ (2?̇?(𝑡)𝐵(𝑡) − 2?̇?(𝑡)𝐶(𝑡))𝑥 + 2𝐶2(𝑡)?̇?(𝑡)] + 𝜖(𝑘) 
(61) 
is the classical action in the presence of the considered potential, as it can be easily verified (in 
particular, verify that 𝑣0 = −
𝜕𝑆
𝜕𝑥0
 and 
𝜕2𝑆
𝜕𝑥0𝜕𝑥
= −
1
𝐵
). 
The right-hand side of (59)(61) can be then equivalently obtained as the square modulus of a complex 
number, 𝜌(𝒙; 𝑡) = |𝜓(𝑥, 𝑡)|2, where 
𝜓(𝑥, 𝑡) =∑𝜓(𝑘)(𝑥, 𝑡), 𝜓(𝑘)(𝑥, 𝑡) ≔ √
𝑃0
(𝑘)
2𝑡
exp (𝜄𝜋𝑆𝑐𝑙
(𝑘)(𝑥, 𝑡))
𝑘
. (62) 
It is easy to recognize in 𝜓(𝑥, 𝑡) the probability amplitude of the particle for many possible sources, 
each of which has a probability amplitude 𝜓(𝑘)(𝑥, 𝑡). With this observation, the equivalence between 
the proposed model and quantum mechanics is demonstrated also for the scenario considered. 
5.5 Quantum and inhomogeneous external forces, including potential 
barriers 
For non-quadratic potentials equation (51) is no longer valid. Moreover, the classical action 𝑆 is no 
longer a one-valued function of the position. Therefore it is not possible (at least not in an easy way) to 
explicitly show the correspondence between the proposed mechanism and QM results, i.e., to derive 
an equation similar to (62). 
The most complex scenario considered here is the case of inhomogeneous external forces, where the 
EBM, i.e., the function 𝑓(𝑥, 𝑡), does not concern all the possible lattice nodes 𝑥. In such cases, the sign 
of the span ℓ depends on the path taken, and more precisely on the number of external bosons 
encountered. Therefore, even for particles emitted from a single source, different spans can be 
monitored at a given lattice node. As a consequence, quantum forces arise.  
Infinite potentials are limit cases of the inhomogeneous external force scenario. They can be 
conveniently represented as geometric constraints applied at certain nodes (denoted below as the set 
𝒳𝐵), where the sign of the quantum momentum (including the source momentum and all the particle 
bosons) and of the span are instantaneously inverted, 
𝑓[𝑥 ∈ 𝒳𝐵, 𝑛] = −2𝑣𝑄[𝑛 − 1],   . (63) 
ℓ[𝑛] = −ℓ[𝑛 − 1]     if 𝑥[𝑛] ∈ 𝒳𝐵   
Generally speaking, these problems are equivalent to introducing a certain number of image sources, 
each with its own probability and phase, then treating the homogeneous external force scenario 
resulting with such virtual sources. The considerations of Sect. 5.4 then apply. 
5.6 Stationary States 
Stationary states are particular source preparations whose evolution preserves the source probability. A 
general expression for such probability function 𝑃𝑠𝑠 is  
𝑃𝑠𝑠(𝒙) =
1 + ∑ ∑ √𝑃𝑠𝑠 (𝑥0
(𝑖))𝑃𝑠𝑠 (𝑥0
(𝑗)) cos(𝜋𝛿(𝑖𝑗)
𝒙 − 𝐴(𝑡)
𝑥0
(𝑖) + 𝑥0
(𝑗)
2 − 𝐶(𝑡)
𝐵(𝑡)
− 𝜋𝜖(𝑖𝑗))𝑗≠𝑖𝑖
2𝐵(𝑡)
 . 
(64) 
In principle this formula makes possible to find the pdf of stationary states for a given source set and 
external forces. However, due to its complexity, it is of little practical usefulness, even when replacing 
the double sum with a double integral. 
As a relatively simple example, it is possible to show that for a harmonic oscillator the 𝑛 = 0 
stationary state 𝑃0(𝑥) = √Ω𝑒
−𝜋Ω𝑥2 obeys (64) since 
∫  ∫ {√Ω𝑒−
𝜋Ω(𝑦2+𝑧2)
2 cos(
𝜋Ω
sinΩ𝑡
(
𝑦2 − 𝑧2
2
cosΩ𝑡 − 𝑥(𝑦 − 𝑧)))}𝑑𝑦
∞
−∞
𝑑𝑧
∞
−∞
=
2
√Ω
𝑒−𝜋Ω𝑥
2
sinΩ𝑡 = 𝑃0(𝑥) ⋅ 2𝐵(𝑡) , 
(65) 
with 𝐵(𝑡) = sinΩ𝑡 /Ω. 
5.7 Momentum probability density 
For quadratic potentials, for which 𝒙 = 𝐴(𝑡)𝑥0 +𝐵(𝑡)𝒗𝑸(𝑡) + 𝐶, the momentum pdf is evaluated 
(convolution of probability distributions) as 
𝜌𝑣𝑄(𝒗𝑸; 𝑡) = |𝐵(𝑡)|∑𝑃0
(𝑘)𝜌 (𝐴(𝑡)𝑥0
(𝑘) + 𝐵(𝑡)𝒗𝑸 + 𝐶; 𝑡)
𝑘
 , 
(66) 
where 𝜌(𝒙; 𝑡) is given by (59). An approximation that is valid in most cases consists in neglecting the 
differences  𝑥0 −
𝑥0
(𝑖)
+𝑥0
(𝑗)
2
, thus letting 𝜌 be independent of the source. That leads to a steady-state pdf 
𝜌𝑣𝑄(𝒗𝑸) ≈
1
2
(1 +∑∑√𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋𝛿(𝑖𝑗)𝒗𝑸 − 𝜋𝜖
(𝑖𝑗))
𝑗≠𝑖𝑖
) . (67) 
For the 𝑛 = 0 harmonic oscillator, this formula can be integrated and yields 𝜌𝑣𝑄(𝒗𝑸) ≈
1
√Ω
𝑒−
𝜋𝒗𝑸
𝟐
Ω .  
Of course, since 𝒗𝑸 = (𝒙 − 𝐴(𝑡)𝑥0 − 𝐶(𝑡))/𝐵(𝑡) and ∑ 𝑃0
(𝑘)
𝑘 = 1, the relationship 
𝜌(𝒙; 𝑡) =
1
𝐵(𝑡)
∑𝑃0
(𝑘) ⋅ 𝜌𝑣𝑄 (
𝒙 − 𝐴(𝑡)𝑥0
(𝑘) − 𝐶(𝑡)
𝐵(𝑡)
; 𝑡)
𝑘
 , (68) 
also holds, as it is easy to verify. On the other hand, (68) is also obtained by generalizing (30) to the 
most general case. Equations (67) and (68) thus play the same role in the proposed model than the 
Fourier’s transforms in QM. 
5.8 Eigenvalues and quantization 
The pdf (66) might have definite peak values (corresponding to the quantized values or the 
“eigenvalues” of QM), which are obtained by setting 𝜕𝜌𝑣𝑄(𝒗𝑸)/𝜕𝒗𝑸 = 0 or, equivalently, 𝜕
2𝑣0/
𝜕𝒗𝑸
2 = 0. We shall label these peak values 𝑣𝑄. Consequently, peak values of kinetic energy and 
angular momentum will be labelled ?̂? and 𝐽, respectively. 
5.9 Wigner function 
The function 𝑊(𝑥, 𝒗𝑸; 𝑡) = ∑ 𝑃(𝑥0) ⋅ 𝑤(𝑥, 𝒗𝑸; 𝑡, 𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)𝑥0  is a definite-positive Wigner 
function. In fact, using the Dirac-like properties of the function 𝑤(⋅), it is easily verified that 
∫𝑊(𝑥, 𝒗𝑸; 𝑡)𝑑𝒗𝑸 = ∫∑𝑃(𝑥0) ⋅ 𝑤(𝑥, 𝒗𝑸; 𝑡, 𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)
𝑥0
𝑑𝒗𝑸
=∑𝑃(𝑥0)∫𝑤(𝑥, 𝒗𝑸; 𝑡, 𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)𝑑𝒗𝑸
𝑥0
=∑𝑃(𝑥0) ⋅ 𝜌𝑣𝑄 (
𝑥 − 𝐴(𝑡)𝑥0 − 𝐶(𝑡)
𝐵(𝑡)
)
𝑥0
⋅
1
𝐵(𝑡)
= 𝜌(𝑥; 𝑡), 
 
(69) 
and, on the other hand, that 
∫𝑊(𝑥, 𝒗𝑸; 𝑡)𝑑𝒙 = ∫∑𝑃(𝑥0) ⋅ 𝑤(𝑥, 𝒗𝑸; 𝑡, 𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)
𝑥0
𝑑𝒙
=∑𝑃(𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)∫𝑤(𝑥, 𝒗𝑸; 𝑡, 𝑥0) ⋅ 𝑑𝒙
𝑥0
=∑𝑃(𝑥0) ⋅ 𝜌𝑣𝑄(𝒗𝑸)
𝑥0
= 𝜌𝑣𝑄(𝒗𝑸)∑𝑃(𝑥0)
𝑥0
= 𝜌𝑣𝑄(𝒗𝑸). 
(70) 
6 Multidimensional extension 
6.1 Lattice and particle emissions 
The model equations are modified as follows in the 𝐷-dimensional case, where the lattice is composed 
of 𝐷 spatial dimensions 𝑥𝑑 and one temporal dimension 𝑡. Each of the dimensions is characterized by 
the same fundamental length 𝑋 and acts independently. However, the value of the fundamental length 
and time varies with the number of spatial dimensions considered in the picture. In general terms, 
𝑚Δ?̃?(𝑁)Δ?̃?(𝑁) = 2𝑚𝑐𝑋(𝐷) = 2ℎ/𝛺𝐷, where Ω𝐷 = 2𝜋
𝑑/2/Γ(𝑑/2) is the solid angle in 𝐷 dimensions. 
Accordingly, 𝑇(𝐷) = 𝑋(𝐷)/𝑐. 
Source preparation fixes the multidimensional source momentum 𝑣0 = {𝑣0𝑑}, 𝑑 = 1,… , 𝐷, and a 
scalar source phase 𝜖. 
6.2 Microscopic motion 
Equation of motion (2) is obviously extended as 
𝑥𝑑[𝑛 + 1] = 𝑥𝑑[𝑛] + 𝑣𝑑[𝑛] , 𝑥𝑑[𝑛0] = 𝑥0𝑑  , (71) 
for 𝑑 = 1,… , 𝐷. As for the speed, each 𝑣𝑑 is characterized by its own 𝒗𝒅, 𝒆𝑑, and (8) is extended as 
𝒗𝒅[𝑛]:= 𝑣𝑄𝑑[𝑛] + 𝑣𝐹𝑑[𝑛] , 𝒗𝒅[𝑛0] = 𝑣0𝑑  . (72) 
External forces are have 𝐷 contributions 𝑓𝑑(𝑥[𝑛
′], 𝑛′) that might depend on all of the 𝐷 positions, 
whence the argument 𝑥 without subscripts. 
As for the quantum force, equation (12) is extended with some modifications as follows 
𝑣𝑄𝑑[𝑛] = {𝑣0𝑑 − 𝜌𝑑∑∑𝑣𝑄
(𝑖𝑗)[𝑛]
𝑗≠𝑖𝑖
} , (73) 
where the function {⋅} has the same meaning as in (10). On the one hand, while in the one-dimensional 
case the fact that the source momentum is quasi-randomly attributed a value between -1 and 1 enforces 
that the quantum momentum is also always comprised between these limits, this circumstance is no 
longer true with more than one dimensions. A general enforcement of the light speed limit requires 
that each instantaneous violation of such a limit undergoes a correction of the quantum momentum. 
Consequently also 𝑣0𝑑 and all boson momenta are corrected. 
The quantities 𝜌𝑑 ∈ [0,1] are random numbers carried by the particle, such that ∑ 𝜌𝑑𝑑 = 1. They 
control the split of the boson momenta among the various directions. As such, they are uncorrelated to 
the source momenta. It is easy to retrieve (12) when 𝜌1 = 1. 
The boson momenta remain scalar quantities and are obtained by extending (19) as 
 
𝑣𝑄
(𝑖𝑗)[𝑛] =
{
 
 
 
 𝑣𝑄
(𝑖𝑗)[𝑛 − 1] ⋅ (1 −
1
2𝑘(𝑖𝑗)[𝑛]
) , if 𝑘(𝑖𝑗)[𝑛] > 0
𝜔{𝑥}[𝑛]𝑡[𝑛]
(𝑖𝑗) [𝑛]
∑ 𝜌𝑑𝛿𝑑
(𝑖𝑗)𝐷
𝑑
, otherwise
 , (74) 
with an obvious meaning of the quantities 𝛿𝑑
(𝑖𝑗)
.  
Condition ∁(𝑖𝑗) in (21) and, consequently, all the counters are extended to all dimensions. Conversely, 
equations (22) and (24) remain scalar, i.e., the quantity 𝜔𝑥𝑡
(𝑖𝑗) is not extended as many times as the 
number of dimensions. However, (23) is extended as 
 
?̅?𝜉𝜏
(𝑖𝑗)[𝑛] =
{
 
 
 
 ?̅?𝜉𝜏
(𝑖𝑗)[𝑛 − 1], 𝜅𝜉𝜏
(𝑖𝑗)[𝑛] > 0
∑𝛿𝑑
(𝑖𝑗)𝑣𝑄𝑑[𝑛] − 𝜖
(𝑖𝑗)
𝐷
𝑑=1
, otherwise
 . (75) 
The 𝐷-dimensional model is finally summarized as 
 𝑀𝐷 ≔
{
 
 
 
 
 
 
 
 
 
 
𝑡[𝑛] = 𝑡[𝑛 − 1] + 1 , 𝑡[𝑛0] = 0 ,
𝑥𝑑[𝑛 + 1] = 𝑥𝑑[𝑛] + 𝑣𝑑[𝑛] , 𝑥𝑑[𝑛0] = 𝑥0𝑑  ,
Pr(𝑣𝑑 = 0,±1) =  (7) ,
𝒗𝒅[𝑛] ≔ 𝑣𝑄𝑑[𝑛] + 𝑣𝐹𝑑[𝑛] , 𝒗𝒅[𝑛0] = 𝑣0𝑑  ,
𝑣0𝑑 = 𝑈[−1; 1] ,
𝑣𝐹𝑑[𝑛] = ∑ 𝑓𝑑(𝑥[𝑛
′], 𝑛′)
𝑛
𝑛′=𝑛0+1
,
𝑣𝑄𝑑[𝑛] = (73),
𝑣𝑄𝑑
(𝑖𝑗)[𝑛] =  (74) − (75) .
 (76) 
6.3 Probability densities 
In the absence of external forces, the procedure in Section 5.2 is still valid to evaluate the position 
pmf. The steady-state value of the LBM is evaluated as a function of ?̅?𝜉𝜏
(𝑖𝑗)
,  
 
𝝎𝝃𝝉
(𝒊𝒋)
=
sin (𝜋?̅?𝝃𝝉
(𝒊𝒋)
)
𝜋
 , (77) 
where 
?̅?𝝃𝝉
(𝒊𝒋)
= ∑𝛿𝑑
(𝑖𝑗)
(𝜉𝑑 − 𝜉0𝑑
(𝑖)) + (𝜉𝑑 − 𝜉0𝑑
(𝑗))
2𝜏
− 𝜖(𝑖𝑗)
𝐷
𝑑=1
= ∑𝛿𝑑
(𝑖𝑗)
𝜉𝑑 −
𝜉0𝑑
(𝑖) + 𝜉0𝑑
(𝑗)
2
𝜏
− 𝜖(𝑖𝑗)
𝐷
𝑑=1
 .   (78) 
The expected value of 𝑣𝑄
(𝑖𝑗)
 is now evaluated as 
 
𝒗𝑸
(𝒊𝒋)
= √𝑃(𝑖𝑗)
sin (𝜋?̅?𝒙𝒕
(𝒊𝒋)
)
𝜋 ∑ 𝜌𝑑𝛿𝑑
(𝑖𝑗)𝐷
𝑑
 . (79) 
The expected value of the particle’s quantum momentum is eventually evaluated as 
 
𝒗𝑸𝒅 = 𝑣0𝑑 − 𝜌𝑑∑∑√𝑃0
(𝑖)𝑃0
(𝑗)
sin(𝜋∑ 𝛿𝑑
(𝑖𝑗) 𝑥𝑑 −
𝑥0𝑑
(𝑖) + 𝑥0𝑑
(𝑗)
2
𝑡 − 𝜋𝜖
(𝑖𝑗)𝐷
𝑑=1 )
𝜋∑ 𝜌𝑑𝛿𝑑
(𝑖𝑗)𝐷
𝑑𝑗≠𝑖
 
𝑖
. 
(80) 
Now the joint pmf of the 𝐷 position coordinates must be evaluated from the definition 
𝜌(𝒙𝟏,…, 𝒙𝑫; 𝑡) = 𝜌(𝑣01, … , 𝑣0𝐷) ⋅ det
[
 
 
 
 
𝜕𝑣01
𝜕𝑥1
…
𝜕𝑣01
𝜕𝑥𝐷
⋮ ⋱ ⋮
𝜕𝑣0𝐷
𝜕𝑥1
…
𝜕𝑣0𝐷
𝜕𝑥𝐷 ]
 
 
 
 
 . (81) 
Observing that 𝒙𝒅 = 𝑥0𝑑 + 𝒗𝑸𝒅𝑡 holds, the cross terms cancel out in the determinant of (81), yielding 
𝜌(𝒙𝟏,…, 𝒙𝑫; 𝑡) =
1 + ∑ ∑ √𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋∑ 𝛿𝑑
(𝑖𝑗) 𝑥𝑑 −
𝑥0𝑑
(𝑖) + 𝑥0𝑑
(𝑗)
2
𝑡 − 𝜋𝜖
(𝑖𝑗)𝐷
𝑑=1 )𝑗≠𝑖𝑖
2𝑡
 . 
(82) 
Again, by recognizing that the cosine argument divided by 𝜋 is equal to 
∑ 2𝒙𝒅 (𝑥0𝑑
(𝑖) − 𝑥0𝑑
(𝑗))𝐷𝑑=1 − (∑ (𝑥0𝑑
(𝑖))
2
𝐷
𝑑=1 − ∑ (𝑥0𝑑
(𝑗))𝐷𝑑=1
2
)
2𝑡
− 𝜖(𝑖𝑗) = −Δ𝑆(𝑖𝑗)(𝒙, 𝑡) . 
(83) 
the Schrödinger equation and Born rule follows. 
The case with external and quantum forces follows analogously. In the following section, some 
particular scenarios with potential barriers and geometrical constraints are described. 
6.4 Potential barriers in a 2-d space 
In a 2d space a potential barrier can be defined by a region of any form. Consider a barrier defined by 
a succession of lattice nodes 𝑥 ∈ 𝒳𝐵 such that 𝑎1𝑥1 − 𝑎2𝑥2 = 𝑎0. Each time a particle hits the barrier, 
it gains external bosons  
𝑓𝑑(𝑥 ∈ 𝒳𝐵, 𝑛) = −(
𝑎𝑑
2 − 𝑎𝑑′
2
𝑎𝑑
2 + 𝑎𝑑′
2 + 1)𝑣𝑄𝑑  [𝑛 − 1] +
2𝑎𝑑𝑎𝑑′
𝑎𝑑
2 + 𝑎𝑑′
2 𝑣𝑄𝑑′ [𝑛 − 1] , (84) 
where 𝑑′ ≔ mod(𝑑, 2) + 1. One retrieves the 1d case with 𝑎2 = 0. Consequently, at each barrier hit 
𝑣𝑄𝑑  [𝑛] = 𝑣𝑄𝑑[𝑛 − 1] + 𝑓𝑑[𝑛]. 
The span re-initialisation mechanism that occurs at each barrier hit is modified in accordance: 
ℓ𝑑[𝑛] = −
𝑎𝑑
2 − 𝑎𝑑′
2
𝑎𝑑
2 + 𝑎𝑑′
2 ℓ𝑑[𝑛 − 1] +
2𝑎𝑑𝑎𝑑′
𝑎𝑑
2 + 𝑎𝑑′
2 ℓ𝑑′[𝑛 − 1], (85) 
Again, one retrieves the 1d case with 𝑎2 = 0. Note that both the coefficients 2𝑎1𝑎2/(𝑎1
2 + 𝑎2
2) and 
(𝑎1
2 − 𝑎2
2)/(𝑎1
2 + 𝑎2
2) are rational numbers. 
Instead of being constants, variable quantities 𝑎1, 𝑎2 can be attributed to each single lattice node on 
the wall, so that each node encodes a pair of external bosons of the form above.  
6.5 Particle on a line in a 2-d space 
In this scenario, the particle is forced to follow a succession of lattice sites (“line”) such that 𝑎1𝑥1 −
𝑎2𝑥2 = 𝑎0. On the line 𝑓 = 0, while everywhere else the particle gains an external boson and has its 
span reinitialized according to the rules (84)-(85). As a consequence of rules (84), the combination of 
quantum momenta that is conserved after each hit, 𝑣𝑄∥[𝑛] = 𝑣𝑄∥[𝑛 − 1], is that parallel to the line, 
𝑣𝑄∥: = 𝜅(𝑎2𝑣𝑄1 + 𝑎1𝑣𝑄2), for any measure 𝜅. On the other hand, the combination perpendicular to 
the line 𝑣𝑄⊥: = 𝜅(𝑎1𝑣𝑄1 − 𝑎2𝑣𝑄2) is inverted at each hit due to the external boson gained, 𝑣𝑄⊥[𝑛] =
−𝑣𝑄⊥[𝑛 − 1].  
Note that this scenario is equivalent to a 2d particle-in-a-box scenario, where one dimension has a box 
width of 2𝑎 = 1. The normal component plays the same role as the quantum momentum in a 1d 
particle-in-a-box scenario: it ultimately tends to take the stationary values 
𝑛
𝑎
= 2𝑛, which is admissible 
only for 𝑛 = 0 (otherwise it would be superluminal), that is, the null value. 
To ensure infraluminal quantum momenta, the measure must be 𝜅 = 1/√𝑎1
2 + 𝑎2
2 . With this measure, 
the external boson momenta are retrieved as 𝑓1 = −2𝑎1𝜅𝑣⊥, 𝑓2 = 2𝑎2𝜅𝑣⊥. 
As a consequence of rules (85), the span combination that is accumulated iteration after iteration in 
spite of the barrier hits is the combination ℓ∥: = 𝜅(𝑎2ℓ1 + 𝑎1ℓ2), ℓ∥[𝑛] = ℓ∥[𝑛 − 1]. It is easy to 
verify that this quantity is proportional to the distance spanned along the line. On the other hand, the 
perpendicular combination ℓ⊥ ≔ 𝜅(𝑎1ℓ1 − 𝑎2ℓ2) is inverted at each hit, ℓ⊥[𝑛] = −ℓ⊥[𝑛 − 1] and 
thus it is averagely null. In other terms, no motion accumulation is possible perpendicularly to the line. 
Instead of being constants, variable quantities 𝑎1, 𝑎2 can be attributed to each single lattice node on 
the line, so that each node encodes a pair of external bosons of the form above. The line is then 
defined by a succession of nodes, (𝑥1, 𝑥2)
(𝑘), 𝑘 = 1,… , 𝑁𝑘 and the external boson parameters are 
𝑎𝑑
(𝑘) = (𝑥𝑑′
(𝑘+1) − 𝑥𝑑′
(𝑘−1)) /2. 
Note that, while QM describes this particle-on-a-line scenario with a change from Cartesian to 
curvilinear coordinates, in the proposed model there is no coordinate change needed nor possible, as 
the lattice is assumed to be fixed. However, the features of QM are captured as they arise naturally 
from the lattice description. The particle on a ring scenario shown in the Appendix confirms this 
feature. 
Similar considerations apply for the case of a particle bounded to remain on a surface in a three-
dimensional space. 
7 Extension to two-particle, two-state entanglement 
Two-particle systems where each particle evolve independently of the other are naturally represented 
in the proposed model. It is sufficient to attribute independent source quantities to the two emission 
sets, in addition to some “flag” that distinguishes the two sets. The Reset Condition is activated only 
for particles and lattice traces having the same flag. 
Conversely, an extension of the model that covers momentum-entangled particles (in one dimension) 
is proposed in this section. 
7.1 Particle emissions  
Entangled particles are emitted at sources as pairs. The two entangled particles are denoted with 
superscripts 𝑅 = {𝐼, 𝐼𝐼}. The model being limited to dichotomic systems, we shall assume here a two-
source distribution 𝑥0
{𝑎,𝑏}
 such as |𝑥0
(𝑎) − 𝑥0
(𝑏)| = 𝛿 and 𝑃0
{𝑎,𝑏} = 1/2. Entangled particles are assumed 
in this presentation to be emitted from opposite sources (the alternative choice could be made as well, 
leading to a sign change in the model). 
The source preparation attributes “entangled” source momenta, according to the rule 
𝑣0
(𝐼𝐼) + 𝑣0
(𝐼)
= 0 . (86) 
We shall denote, without loss of generality, 𝑣0
(𝐼) = 𝑣0 and, consequently, 𝑣0
(𝐼𝐼) = −𝑣0, where 𝑣0 =
𝑈[−1,1] as above. 
The source phase 𝜖({𝑎,𝑏},𝑅) is allowed to be different for the two particles, in order to represent 
scenarios where particles experience additional and uncorrelated phases along their respective paths, 
as it is the case in interferometers. 
In addition to source momentum and phase, each particle is attributed a further random quantity 
𝜙(𝑅) = 𝑈[−1,1], the same for both particles (𝜙(𝐼) = 𝜙(𝐼𝐼) = 𝜙), which affects phase difference. If 
𝜖(𝛿,𝑅): = 𝜖(𝑎,𝑅) − 𝜖(𝑏,𝑅), the total phase difference is thus 𝜖(𝛿,𝑅) − 𝜙. 
7.2 Microscopic motion  
The motion of entangled particles is assumed to be independent. In other terms, particles, say, I do not 
interact with lattice bosons generated by the particles II, and vice versa.  
The general motion rules introduced in the previous sections apply, except for a few changes. First, 
with 𝑛𝑅 = 2 entangled particles, the LBM is twice the one that would be created by non-entangled 
particles, i.e., equation (15) is modified as 
?̅?𝜉𝜏
(𝛿,𝑅)[𝑛] = 𝑛𝑅 (𝛿𝑣𝑄
(𝑅)[𝑛] − 𝜀(𝛿,𝑅) + 𝜙) . (87) 
Additionally the PBM is half the one that would be created for non-entangled particles, that is, 
equation (18) is modified as 
𝑣𝑄
(𝛿,𝑅)[𝑛] =
1
𝑛𝑅
 
𝜔𝑥[𝑛]𝑡[𝑛]
(𝛿,𝑅) [𝑛 − 1]
𝛿
. (88) 
Finally, (12) is modified to incorporate the phase 𝜙 as 
 
𝑣𝑄
(𝑅)[𝑛] = 𝑣0
(𝑅) − {𝑣𝑄
(𝛿,𝑅)[𝑛] − 
𝜀(𝛿,𝑅) −𝜙
𝛿
} , (89) 
Note that (15), (18), and (12) are retrieved for the non-entangled case by setting 𝑛𝑅 = 1 and 𝜙 = 0 
(any source phase then plays no role for the establishment of the position and momentum pdf’s). 
As simple as they are, these rules prove to be capable to predict QM outcomes of interferometry 
experiments, as well as capture violations of Bell’s inequalities. 
7.3 Probability densities 
The joint pmf of the position of two entangled particles is denoted as 𝜌(𝑥(𝐼), 𝑥(𝐼𝐼); 𝑡) and represents 
the probability that both particles of the same emission arrive exactly at the indicated locations 𝑥(𝐼), 
resp., 𝑥(𝐼𝐼), in a time 𝑡. 
Considering a scenario without external forces, 𝒙(𝑹) = 𝒗𝑸
(𝑹)𝑡, the expected values of the quantum 
momenta of the entangled particles are obtained similarly to Sect. 5.2 as  
𝒗𝑸
(𝑹) = 𝑣0
(𝑅) +
𝜀(𝛿,𝑅) − 𝜙
𝛿
−
sin(2(𝜋δ
𝒙(𝑹)
𝑡 − 𝜋𝜖
(𝛿,𝑅) + 𝜋𝜙))
2𝜋δ
 , 
(90) 
where, for the two-state systems considered, the term (𝑥0
(𝑎) + 𝑥0
(𝑏)) /2𝑡 vanishes or becomes 
negligible for large times (thus letting the pdf’s be independent of the sources as in (67)). Equations 
(90) are rewritten as 
𝐻𝐼 = 𝑣0 −
𝒙(𝑰)
𝑡
+
𝜀(𝐼) − 𝜙
𝛿
−
sin(2(𝜋𝛿
𝒙(𝑰)
𝑡 − 𝜋𝜖
(𝐼) + 𝜋𝜙))
2𝜋𝛿
= 0 , 
(91) 
𝐻𝐼𝐼 = −𝑣0 −
𝒙(𝑰𝑰)
𝑡
+
𝜀(𝐼𝐼) − 𝜙
𝛿
−
sin(2(𝜋𝛿
𝒙(𝑰𝑰)
𝑡 − 𝜋𝜖
(𝐼𝐼) + 𝜋𝜙))
2𝜋𝛿
= 0 . 
(92) 
The quantities 𝒙(𝑰) and 𝒙(𝑰𝑰) are now functions of two stochastic variables, namely, 𝑣0 and 𝜙. The 
joint position pdf is therefore evaluated from 
𝜌(𝒙(𝑰), 𝒙(𝑰𝑰); 𝑡) ∝ 𝜌(𝑣0, 𝜙) ⋅ |det [
𝜕𝑣0
𝜕𝒙(𝑰)
𝜕𝑣0
𝜕𝒙(𝑰𝑰)
𝜕𝜙
𝜕𝒙(𝑰)
𝜕𝜙
𝜕𝒙(𝑰𝑰)
]| , (93) 
where the determinant in (93) is evaluated for the values of 𝜙 and 𝑣0 that simultaneously fulfil (91)-
(92). The partial derivatives in (93) are evaluated as 
𝜕𝑣0
𝜕𝒙(𝑰) 
= −
𝜕𝐻𝐼
𝜕𝒙(𝑰)
/
𝜕𝐻𝐼
𝜕𝑣0
=
1 + 𝑐𝐼
𝑡
 
 
(94) 
𝜕𝑣0
𝜕𝒙(𝑰𝑰)
= −
𝜕𝐻𝐼𝐼
𝜕𝒙(𝑰𝑰)
/
𝜕𝐻𝐼𝐼
𝜕𝑣0
= −
1 + 𝑐𝐼𝐼
𝑡
 
 
 
𝜕𝜙
𝜕𝒙(𝑰)
= −
𝜕𝐻𝐼
𝜕𝒙(𝑰)
/
𝜕𝐻𝐼
𝜕𝜙
= −
𝛿
𝑡
 
 
  
𝜕𝜙
𝜕𝒙(𝑰𝑰)
= −
𝜕𝐻𝐼𝐼
𝜕𝒙(𝑰𝑰)
/
𝜕𝐻𝐼𝐼
𝜕𝜙
= −
𝛿
𝑡
 
 
where we denote for simplicity 𝑐𝐼: = cos(2𝑓𝐼) and 𝑐𝐼𝐼: = cos(2𝑓𝐼𝐼), with 𝑓𝐼 ≔ 𝜋𝛿𝒙
(𝑰)/𝑡 − 𝜋𝜖(𝛿,𝐼) +
𝜋𝜙 and 𝑓𝐼𝐼 ≔ 𝜋𝛿𝒙
(𝑰𝑰)/𝑡 − 𝜋𝜖(𝛿,𝐼𝐼) + 𝜋𝜙. Inserting (94) into (93), we obtain 
𝜌(𝒙(𝑰), 𝒙(𝑰𝑰); 𝑡) ∝
1
2
⋅
1
2
⋅
𝛿
𝑡2
|−(1 + 𝑐𝐼) − (1 + 𝑐𝐼𝐼)| . (95) 
Equations (91) and (92) are simultaneously fulfilled when 𝑓𝐼 = −𝑓𝐼𝐼. That leads to the condition 
 
𝜙 =
𝜖(𝛿,𝐼𝐼) + 𝜖(𝛿,𝐼)
2
− δ
𝒙(𝑰) + 𝒙(𝑰𝑰)
2𝑡
, (96) 
and thus to 
𝑐𝐼 = cos(𝜋(𝜖
(𝛿,𝐼𝐼) − 𝜖(𝛿,𝐼)) + 𝜋δ
𝒙(𝑰) − 𝒙(𝑰𝑰)
𝑡
) ,
𝑐𝐼𝐼 = cos(−𝜋(𝜖
(𝛿,𝐼𝐼) − 𝜖(𝛿,𝐼)) − 𝜋δ
𝒙(𝑰) − 𝒙(𝑰𝑰)
𝑡
) = 𝑐𝐼 .  
(97) 
Finally, the joint pdf is evaluated inserting (97) in (95) and normalizing, as 
𝜌(𝒙(𝑰), 𝒙(𝑰𝑰); 𝑡) =
1
4𝑡2
(1 + cos(𝜋(𝜖(𝛿,𝐼𝐼) − 𝜖(𝛿,𝐼)) + 𝜋δ
𝒙(𝑰) − 𝒙(𝑰𝑰)
𝑡
)) . 
 
(98) 
A further analysis of (45) remarkably allows to retrieve the Born rule for two-particle entangled 
systems. Recognize that the cosine argument divided by 𝜋 is equal to 
(𝜖(𝛿,𝐼𝐼) − 𝜖(𝛿,𝐼)) + δ
𝒙(𝑰) − 𝒙(𝑰𝑰)
𝑡
= 𝑆(𝑎,𝐼) + 𝑆(𝑏,𝐼𝐼) − 𝑆𝐼
(𝑏,𝐼) − 𝑆𝐼𝐼
(𝑎,𝐼𝐼) . (99) 
The right-hand side of (45) can be then equivalently obtained as the phase of a complex number 𝜓 
defined as 
𝜓 = 𝜓(𝑎,𝐼)𝜓(𝑏,𝐼𝐼) +𝜓(𝑏,𝐼)𝜓(𝑎,𝐼𝐼) , (100) 
where each term of (100) is the probability amplitude of the free particle emitted by source 𝑎 or 𝑏. 
Equation (100) is clearly how QM evaluates the two-particle amplitude in the case of entanglement [], 
where the amplitude is not factorizable as a product of two independent terms. With this observation, 
the equivalence between the proposed model and quantum mechanics is demonstrated for two-particle, 
two-state entanglement scenarios. 
Note that, although 𝜙 plays the role of a “hidden variable” as those explicitly discarded by Bell’s 
theorem, the pdf (93) is not in the form postulated by this theorem. In fact, (93) is generally not 
factorized as the product of two (bivalued) terms, separately depending on 𝜖(𝛿,𝐼) and 𝜖(𝛿,𝐼𝐼) (a Bell’s 
assumption often referred to as “setting independence” or “no-signalling” [39]) albeit possibly from a 
common set of hidden variables. Indeed, in (97), 𝑐𝐼 and 𝑐𝐼𝐼 depend on both 𝜖
(𝛿,𝐼) and 𝜖(𝛿,𝐼𝐼) via the 
source phase 𝜙 given by (96). Therefore, the proposed model is not forbidden by Bell’s theorem, 
which is based on Bell’s assumptions, to violate Bell’s inequalities. 
Nevertheless, nowhere in the proposed model, particles, say, II “know” about which phase difference 
experience particles I, thus locality still applies even if the “setting independence” assumption is not 
valid. The emergence of a particular phase 𝜙 that is a function of both 𝜖(𝛿,𝐼) and 𝜖(𝛿,𝐼𝐼) results from the 
fact that for other values of 𝜙, the desired combination of 𝑥(𝐼) and 𝑥(𝐼𝐼) is impossible or, at least, 
highly improbable. In this respect, the key feature of the proposed model is the dependency of the 
particle trajectories on two random “hidden variables”. 
8 Numerical simulation 
This section describes the numerical codes used to simulate QM scenarios with the proposed model. 
As a general feature of the simulations presented in next section, the model equations are repeated for 
a series of 𝑁𝑝 consecutive particle emissions, so that the motion of each particle is simulated for 𝑁𝑡 
iterations. Probability mass function of position is retrieved as the frequency of arrivals. 
The stabilisation of the quantum mechanisms proposed and the emergence of quantum-like behaviour 
require a large number of emissions 𝑁𝑝 (and large times 𝑁𝑡). In order to speed up the calculations and 
make their  reasonable for personal computers, it is assumed that (i) the lattice is already trained after a 
large number of previous, non-simulated emissions, and (ii) the particle is also trained. 
As a general feature of the simulations presented in next section, the model equations are repeated for 
a series of 𝑁𝑝 consecutive particle emissions, so that the motion of each particle is simulated for 𝑁𝑡 
iterations. Probability mass function of position is retrieved as the frequency of arrivals. 
The stabilisation of the quantum mechanisms proposed and the emergence of quantum-like behaviour 
require a large number of emissions 𝑁𝑝 (and large times 𝑁𝑡). In order to speed up the calculations and 
make their  reasonable for personal computers, it is assumed that (i) the lattice is already trained after a 
large number of previous, non-simulated emissions, and (ii) the particle is also trained. 
8.1 Accelerated codes 
8.1.1 Trained code 
To dispose of an accelerated code that converges faster to quantum mechanical results, while taking 
into account the fact that lattice and particle “training” are not instantaneous processes, an artificial 
time lag of a few 𝑛𝜏 iterations is introduced. Additionally, the terms 
𝑥0
(𝑖)
+𝑥0
(𝑗)
2
 (reflecting the source 
locations stored at the lattice nodes visited by the particle) are replaced by the true particle source 
location 𝑥0 as in (67).  The model (19)-(24) is thus replaced by its “trained” counterpart 
 
𝑣𝑄
(𝑖𝑗)[𝑛] =
√𝑃(𝑖𝑗) sin (𝜋(𝛿(𝑖𝑗)𝑞[𝑛] − 𝜖(𝑖𝑗)))
𝜋𝛿(𝑖𝑗)
,
𝑞[𝑛] = 𝑞[𝑛 − 1] ⋅
(𝑛𝜏 − 1)
𝑛𝜏
+
1
𝑛𝜏
⋅ 𝑣𝑄[𝑛] . 
(101) 
with the 𝑃(𝑖𝑗), 𝛿(𝑖𝑗), and 𝜖(𝑖𝑗) pre-computed for each 𝑖𝑗 pairs. In summary, the accelerated code has the 
following subjacent motion model: 
 
𝑀∗ ≔
{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑡[𝑛] = 𝑡[𝑛 − 1] + 1 , 𝑡[𝑛0] = 0 ,
𝑥[𝑛 + 1] = 𝑥[𝑛] + 𝑣[𝑛] , 𝑥[𝑛0] = 𝑥0 ,
Pr(𝑣 = 0,±1) =  (7) ,
𝒗[𝑛] ≔ 𝑣𝑄[𝑛] + 𝑣𝐹[𝑛] , 𝒗[𝑛0] = 𝑣0 ,
𝑣0 = 𝑈[−1; 1] ,
𝑣𝐹[𝑛] = ∑ 𝑓(𝑥[𝑛
′], 𝑛′)
𝑛
𝑛′=𝑛0+1
,
𝑣𝑄[𝑛] = 𝑣0 −∑∑𝑣𝑄
(𝑖𝑗)[𝑛]
𝑗≠𝑖𝑖
,
𝑣𝑄
(𝑖𝑗)[𝑛] =
√𝑃(𝑖𝑗) sin (𝜋(𝛿(𝑖𝑗)𝑞[𝑛] − 𝜖(𝑖𝑗)))
𝜋𝛿(𝑖𝑗)
 
𝑞[𝑛] = 𝑞[𝑛 − 1] ⋅
(𝑛𝜏 − 1)
𝑛𝜏
+
1
𝑛𝜏
⋅ 𝑣𝑄[𝑛] 
 . 
(102) 
8.1.2 Expected-values code 
Additional reduction of computing times are achieved with an ultra-accelerated code that directly 
simulates the expected values of both position (𝒙) and the quantum momentum (𝒗𝑸). The subjacent 
motion model 𝑀∗∗ can be summarized as follows, with time dependency replacing iterations: 
 
𝑀∗∗ ≔
{
 
 
 
 
𝒙(𝑡) = 𝐴(𝑡)𝑥0 + 𝐵(𝑡)𝒗𝑸 + 𝐶(𝑡), 𝒙(0) = 𝑥0 
𝒗𝑄 − 𝑣0 +∑∑
√𝑃(𝑖𝑗) sin (𝜋(𝛿(𝑖𝑗)𝒗𝑸 − 𝜖
(𝑖𝑗)))
𝜋𝛿(𝑖𝑗)
𝑗≠𝑖𝑖
= 0,
𝑣0 = 𝑈[−1; 1]
 (103) 
This ultra-accelerated code directly integrates the classical equation of motion in the presence of 
external forces, albeit introducing a randomness in the source momentum. As such, it does not require 
to simulate explicitly either the particle momentum or its expected value. 
The question might even arise if the discrete nature of model 𝑀 and the particle-lattice interaction 
proposed is really necessary in the proposed ontology. In other terms, if the quasi-deterministic, 
continuous-space model 𝑀∗∗ would be fundamental enough. 
However, model 𝑀∗∗ does not describe the penetration of particles in classically forbidden regions of 
space. For instance, scenario 9.5 (Delta potential) and in particular the Gaussian-wave source 
preparation could not be properly simulated with this model: particles would tunnel through the 
potential barrier only for 𝑣𝑄
2 large enough, contrarily to what expected. 
Moreover, model 𝑀∗∗ is nonlocal, in the sense that a particle emitted at a certain source would know 
about other possible sources since the beginning of its evolution (leading to the circumstance that 𝒗𝑄 
is determined at the preparation, see (103), which is in contrast with the requirements set in the 
Introduction. 
These facts reveals that integer quantities and in particular discrete spacetime are necessary in 𝑀 for at 
least two reasons: (i) to establish a local exchange between particles and the lattice and establish 
quantum forces, and (ii) to introduce a certain probability for particles to tunnel through potential 
barriers regardless of their momentum. The arithmetic operations on the these integer quantities 
emerge mostly from probability rules or counter updates. 
The emergence of the square root in the formula for the average boson momentum, as well as that of 
the sine function in the formula for the steady-state footprint momentum can only derive from a 
discrete formulation of the respective decay laws. Additionally, the encounter between a flying particle 
and a footprint can only occur precisely if discrete space and time are assumed. These two 
observations motivate the existence of a discrete spacetime lattice in the model detailed in the 
following sections. 
*** 
The next sections describe the numerical experiments that have been performed to show that 
predictions of the model are consistent with QM. Results of simulations of several one- and multi-
dimensional scenarios are presented in the Appendix A. One-dimensional scenarios comprise of free 
particle (319.1), constant force (9.2), harmonic oscillator (9.3), particle in a box (9.4) and Delta 
potential (9.5). Multi-dimensional scenarios comprise of free particle (10.1), particle on a ring (10.2) 
and particle on a sphere (10.3).  
For each of these cases, various QM initial states 𝜓(𝑥0) are reproduced (single source, multiple 
equally separated sources, Gaussian waves, stationary states, etc.). Generally, the source probability is 
taken as 𝑃0
(𝑘) = 𝑃0(𝑥0 = 𝑘) = |𝜓(𝑥0)|
2, while the source phase (required, for instance, for 
propagating Gaussian waves) is taken as 𝜖(𝑘) = 𝜖(𝑥0 = 𝑘) = ∠𝜓(𝑥0)/𝜋, the angle of the QM initial 
amplitude divided by 𝜋. 
Results of the proposed model are compared with quantum mechanical predictions, computed by 
applying the respective amplitude propagators to the initial states selected. 
§ Scenario Parameters no. of 
sources 𝑁𝑠 
no. of 
bosons 
𝑁𝑏/2 
9.1 Free particle 
 Single source  1 0 
 Two sources 𝐷 = 1 2 1 
 Multiple sources 𝑎 = 3 3 3 
 Plane wave (stationary state) ℓ = 100, 𝑣𝜑 = 0.1 101 5050 
 Gaussian wave 𝑎 = 0, 𝑣𝜑 = 0.1, 𝑑 = 5 31 465 
9.2 Free faller 
 Single source 𝜙 = 2 ⋅ 10−3 1 0 
 Gaussian wave 𝜙 = 2 ⋅ 10−3, 𝑎 = 0, 𝑣𝜑 = 0.1, 𝑑 = 5 31 465 
9.3 Harmonic oscillator 
 Single source Ω = .005 1 0 
 Gaussian wave Ω = 1 ⋅ 10−4, 𝑎 = 0, 𝑣𝜑 = 0.1, 𝑑 = 5 27 351 
 Stationary state Ω = 1 ⋅ 10−4, 𝑛 = 1 157 12246 
9.4 Particle in a box 
 Single source 𝑎 = 10 1 (21) 210 
 Stationary state 𝑎 = 10, 𝑛 = 3, 5 21 (315) 49455 
9.5 Delta potential 
 Single source 𝑥0 = 10, ℓ = 15 1 0
∗ 
 Gaussian wave 𝑎 = 10, 𝑑 = 10, 𝑣𝜑 = −0.3, ℓ = 2 1 0
∗ 
10.1 2-dim. free particle 
 Single source  1 0 
 Multiple sources 𝑎 = 2, 𝑏 = 1 3 3 
10.2 Particle on a ring 
 Single source Closed-form   
 Plane wave 𝑟 = 10, 𝑚 = 4 64 (1311) 858705 
 Stationary state 𝑟 = 10, 𝑛 = 1 64 (1311) 858705 
10.3 Particle on a sphere 
 Single source Closed-form   
 Stationary state 𝑟 = 100, ℓ = 4, 𝑚 = 0 314(×628) 49141 
 
9 Numerical results: One-dimensional scenarios 
Simulations have been carried on with the code 𝑀∗, with both the lattice and the particles trained 
(𝑛𝜏 = 𝑡). The scenarios considered here, namely, (1) free particle, (2) “free faller” (particle submitted 
to a constant force), (3) harmonic oscillator, (4) “particle in a box”, and (5) Delta potential allow 
observing the emergence of interference, quantization of momentum and energy, as well as tunnelling 
in the proposed model. 
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(d) (e) (f) 
Figure 5: Randomly selected 1d trajectories of particles emitted at 𝑥0 = 0 with 𝑣0 = 0.1 under 
several force scenarios: (a) free particle; (b) free faller; (c) harmonic oscillator; (d) particle in a box; 
(e) Delta potential larger than kinetic energy; (f) Delta potential smaller than kinetic energy. Red 
curves are the classical/expected trajectories. Green curves are potential barriers. 
9.1 Free particle 
For all the scenarios in this section, 𝑓 ≡ 0. The expected motion is 𝒙 = 𝑥0 + 𝒗𝑸𝑡. Example 
trajectories of particles emitted from the same source with the same source momentum are plotted in 
Figure 5a. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
 
𝐾(𝐹𝑃)(𝑥, 𝑡|𝑥0) =
1
√2𝜄𝑡
⋅ exp (
𝜄𝜋(𝑥 − 𝑥0)
2
2𝑡
) (104) 
in lattice units. Results for single-source, two-source (double slit), multiple-source, Gaussian wave, 
and plane-wave (stationary state) preparations are shown. 
9.1.1 Single source 
In this case, 𝑥0 = {𝑥0}, 𝑃0 = {1}. In Sect. 3.1 the equivalence between the proposed model and 
quantum mechanics has been already demonstrated while obtaining (31), i.e. 
 
𝜌(𝒙; 𝑡) =
1
2𝑡
⟹ 𝒙 = 𝑈[𝑥0 − 𝑡, 𝑥0 + 𝑡]. (105) 
Figure 6 and Figure 7 show the frequency of arrivals after Nt = 500 iterations, obtained with an 
increasing number of emissions at 𝑥0 = 0. As 𝑁𝑝 increases, the frequency clearly tends to the 
theoretical probability density (105). 
  
Figure 6: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 500 as a function of 
Figure 7: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 500 as a function of 
position (free particle, single source, 𝑥0 = 0). 
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position (free particle, single source, 𝑥0 = 0).  
9.1.2 Two sources 
This case is equivalent to the classical two-slit experiment, whereas 𝑥0 = {−𝐷,𝐷}, 𝑃0 =
{𝑃0
(−𝐷), 𝑃0
(𝐷)}, 𝜖(𝐷) = 𝜖(−𝐷) = 0, with 𝑃0
(𝐷) + 𝑃0
(−𝐷) = 1. Consequently, two types of boson arise, 
with 𝛿(12) = 𝛿(21) = 2𝐷, and 𝜖(12) = 𝜖(21) = 0. The theoretically expected pdf is 
 
𝜌(𝒙; 𝑡) =
1 + 2√𝑃0
(𝐷)𝑃0
(−𝐷) cos (2𝜋𝐷
𝒙
𝑡)
2𝑡
. (106) 
Figure 10 and Figure 11 show the frequency of arrivals after Nt = 500 iterations with emissions at 
±𝐷 = ±1 and with two different sets of source probabilities, 𝑃0
(𝐷) = 1/2 and 𝑃0
(𝐷) = 0.1, 
respectively. In both cases, the frequency clearly tends to the theoretical probability density (106). 
  
Figure 8: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 500 as a function of 
position (free particle, two sources, 𝐷 = 1, 𝑃0
(𝐷) =
0.5).  
Figure 9: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 500 as a function of 
position (free particle, two sources, 𝐷 = 1, 𝑃0
(𝐷) =
0.1). 
9.1.3 Multiple sources diffraction 
A generalisation of the previous case to a scenario with an even number 𝑁𝑠 of sources separated by 𝑎 
nodes is formalised as 𝑥0 = {𝑘𝑎}, with 𝑘 = −
𝑁𝑠−1
2
, … ,
𝑁𝑠−1
2
. The source probabilities are such that 
∑ 𝑃0
(𝑘)
𝑁𝑠−1
2
𝑘=−
𝑁𝑠−1
2
= 1 and the source phase is 𝜖(𝑘) ≡ 0. In this case 𝑁𝑠(𝑁𝑠 − 1) types of bosons arise, 
with 𝛿(𝑖𝑗) = |𝑖 − 𝑗|𝑎 and 𝜖(𝑖𝑗) = 0. The theoretically expected pdf is thus 
 
𝜌(𝒙; 𝑡) =
1 + ∑ ∑ √𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋𝛿(𝑖𝑗)
𝒙 −
𝑎(𝑖 + 𝑗)
2
𝑡 )𝑖≠𝑖𝑖
2𝑡
. 
(107) 
Figure 10 show the frequency of arrivals after 𝑁𝑡 = 500 iterations with 𝑎 = 2, 𝑁𝑠 = 3, and 𝑃0
(𝑗) =
1/𝑁𝑠, ∀𝑗. The frequency clearly tends to the theoretical probability density (107). Figure 11 shows an 
additional result, namely, the quantum momentum 𝑣𝑄 as a function of the source momentum 𝑣0. The 
momentum distribution peaks at values 𝑣(𝑛) =
2𝑛
𝑎
, with 𝑛 = 0,±1,… It is clearly this pattern that 
builds (107) via the chain rule (28). 
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Figure 10: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 500 as a function of 
position (free particle, multiple sources, 𝑎 = 2, 𝑁𝑠 =
3).  
Figure 11: Quantum momentum as a function of 
source momentum for 𝑁𝑝 = 50000, 𝑡 = 500 (free 
particle, multiple sources, 𝑎 = 2, 𝑁𝑠 = 3). 
9.1.4 Plane wave (stationary state) 
A scenario that resembles a “plane wave” state is obtained by placing ℓ + 1 equiprobable sources 
separated by one lattice node (𝑥0 = {𝑘}, 𝑘 ∈ [−ℓ/2, ℓ/2], 𝑃0
(𝑘) = 1/(ℓ + 1)), and providing these 
sources with a phase 𝜖(𝑘) = 𝑘𝑣𝜑. As this plane wave is a stationary state for the free quantum particle, 
the theoretically expected pdf is 
 
𝜌(𝒙; 𝑡) ≈
1
ℓ + 1
, 𝑥 ∈ [−ℓ/2 + 𝑣𝜑𝑡, ℓ/2 + 𝑣𝜑𝑡]. (108) 
for sufficiently large ℓ; however, for finite ℓ the theoretical value results from the application of the 
propagator (101) to a state 𝜓0 = 𝑒
𝜄𝜋𝑣𝜑𝑥/√ℓ + 1  and is generally different from (108). 
Figure 12 shows the frequency of arrival after 𝑁𝑡 = 500 iterations with ℓ = 100 and 𝑣𝜑 = 0.1. 
  
Figure 12: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 500 as a function of 
position (free particle, plane wave, ℓ = 100, 𝑣𝜑 =
0.1).  
Figure 13: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 500 as a function of 
position (free particle, Gaussian wave, 𝑎 = 0, 𝑑 = 5, 
𝑣𝜑 = 0.1). 
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9.1.5 Gaussian wave 
This scenario implies several sources with different probabilities and phase, which are set to represent 
the QM initial state 𝜓0(𝑥0) = (1/𝜋𝑑
2)1/4 exp (−(𝑥0 − 𝑎)
2/𝑑2 + 𝜄𝜋𝑣𝜑(𝑥0 − 𝑎)). Namely, 𝑥0 = {𝑘}, 
𝑘 ∈ (−ℓ, ℓ), with 𝑃0
(𝑘) = (
1
𝜋𝑑2
)
1
2 exp (−
(𝑘−𝑎)2
𝑑2
) and 𝜖(𝑘) = (𝑘 − 𝑎)𝑣𝜑. The theoretically expected pdf 
is obtained by applying the propagator (101) to 𝜓0 an and is evaluated as 
 
𝜌(𝒙; 𝑡) = (
1
𝜋𝑑2 (1 +
𝑡2
𝜋2𝑑4
)
)
1
2
exp(−
(𝒙 − 𝑎 − 𝑣𝜑𝑡)
2
𝑑2 (1 +
𝑡2
𝜋2𝑑4
)
). (109) 
Figure 13 shows the frequency of arrival after 𝑁𝑡 = 500 iterations with 𝑎 = 0, 𝑣𝜑 = 0.1, and 𝑑 = 5. 
With these data, in practise, only 31 sources have non-negligible source probability.  
9.2 Free faller 
For all the scenarios in this section, 𝑓(𝑥) ≡ 𝜙. The expected motion is 𝒙 = 𝑥0 +  𝒗𝑸𝑡 + 𝜙𝑡
2/2. 
Example trajectories of particles emitted from the same source with the same source momentum are 
plotted in Figure 5b. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
 
𝐾(𝐹𝐹)(𝑥, 𝑡|𝑥0) =
1
√2𝜄𝑡
exp (
𝜄𝜋(𝑥 − 𝑥0)
2
2𝑡
+
𝜄𝜋(𝑥 + 𝑥0)𝜙𝑡
2
−
𝜄𝜋𝜙2𝑡3
24
), (110) 
where the exponential argument is clearly the classical action (in lattice units) multiplied by the factor 
𝜄𝜋. Results for single-source and Gaussian-wave preparations are shown. 
9.2.1 Single source 
In this case, 𝑥0 = {𝑥0}, 𝑃0 = {1}. The theoretically expected pdf is 
 
𝜌(𝒙; 𝑡) =
1
2𝑡
, 𝒙 ∈ [𝑥0 − 𝑡 +
𝜙𝑡2
2
, 𝑥0 + 𝑡 +
𝜙𝑡2
2
]. (111) 
Figure 14 shows the frequency of arrival after 𝑁𝑡 = 200 iterations with 𝜙 = 2 ⋅ 10
−3 and 𝑁𝑝 =
50000. Arrivals clearly tend toward distribution (111), with 𝑥 ∈ [−160,240]. 
  
Figure 14: Arrival frequency (blue) and theoretical Figure 15: Arrival frequency (blue) and theoretical 
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value (red) for 𝑁𝑝 = 50000, 𝑡 = 200 as a function of 
position (free faller, single source, 𝑥0 = 0, 𝜙 = .002).  
value (red) for 𝑁𝑝 = 50000, 𝑡 = 200 as a function of 
position (free faller, Gaussian wave, 𝜙 = .002, 𝑎 = 0, 
𝑑 = 5, 𝑣𝜑 = 0.1). 
9.2.2 Gaussian wave 
In this case the sources are prepared as in Sect. 9.1.e. The theoretically expected pdf is found by 
applying the propagator (110) to the initial state 𝜓0 shown in that section and is 
 
𝜌(𝒙; 𝑡) = (
1
𝜋𝑑2 (1 +
𝑡2
𝜋2𝑑4
)
)
1
2
exp
(
 
 
−
(𝒙 − 𝑎 − 𝑣𝜑𝑡 −
𝜙𝑡2
2 )
2
𝑑2 (1 +
𝑡2
𝜋2𝑑4
)
)
 
 
. (112) 
Figure 15 shows the frequency of arrival after 𝑁𝑡 = 200 iterations with 𝜙 = 2 ⋅ 10
−3, 𝑎 = 0, 𝑣𝜑 =
0.1, 𝑑 = 5, and 𝑁𝑝 = 50000. The centre of the Gaussian wave, initially at 𝑥 = 0, has moved to the 
left to the point 𝑣𝜑𝑡 + 𝜙𝑡
2/2 = 60. 
9.3 Harmonic oscillator 
This scenario is described by distributing external bosons at each node of the lattice, all of them 
having a momentum 𝑓(𝑥) = −Ω2𝑥. The expected motion is 𝒙 = 𝑥0 cosΩ𝑡 + 𝒗𝑸 sinΩ𝑡/Ω. Example 
trajectories of particles emitted from the same source with the same source momentum are plotted in 
Figure 5c. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
 
𝐾(𝐻𝑂)(𝑥, 𝑡|𝑥0) = √
Ω
2𝜄 sinΩ𝑡
exp(
𝜄𝜋Ω
2 sinΩ𝑡
((𝑥2 + 𝑥0
2) cosΩ𝑡 − 2𝑥y)) (113) 
where again (quadratic Lagrangian) the argument of the exponential is clearly the classical action 
multiplied by the factor 𝜄𝜋. Results for single-source, stationary-state, and Gaussian-wave preparations 
are shown. 
9.3.1 Single source 
In this case, 𝑥0 = {𝑥0}, 𝑃0 = {1}. The theoretically expected pdf is 
 
𝜌(𝒙; 𝑡) =
Ω
2|sin(Ω𝑡)|
,
𝒙 ∈ [𝑥0 cos(Ω𝑡) −
1
Ω
sin(Ω𝑡) , 𝑥0 cos(Ω𝑡) +
1
Ω
sin(Ω𝑡)]. 
(114) 
Figure 16 shows the frequency of arrival after 𝑁𝑡 = 200 iterations with Ω = .005 and 𝑁𝑝 = 50000. 
Arrivals clearly tend toward distribution (114), with 𝑥 ∈ [−168,168]. 
  
Figure 16: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 200 as a function of 
position (harmonic oscillator, single source, Ω = .005, 
𝑥0 = 0).  
Figure 17: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 200 as a function of 
position (harmonic oscillator, Gaussian wave, Ω = 1 ⋅
10−4, 𝑎 = 0, 𝑑 = 5, 𝑣𝜑 = 0.1). 
9.3.2 Gaussian wave 
In this case the sources are prepared as in Sect. 9.1.e. The theoretically expected pdf is found by 
applying the propagator (113) to the initial state 𝜓0 shown in that section and is 
𝜌(𝒙; 𝑡) ≈
1
√𝜋 √𝑑2 cos2Ω𝑡 + (
1
𝜋Ω𝑑)
2
sin2Ω𝑡
exp
(
 
 
−
(𝒙 − 𝑎 −
𝑣𝜑 sinΩ𝑡
Ω )
2
𝑑2 cos2Ω𝑡 + (
1
𝜋Ω𝑑)
2
sin2Ω𝑡
)
 
 
,     (115) 
Figure 17 shows the frequency of arrival after Nt = 200 iterations with Ω = 1 ⋅ 10
−4, a = 0, vφ =
0.1, 𝑑 = 5, and 𝑁𝑝 = 5000. The centre of the Gaussian wave, initially at 𝑥 = 0, has moved to the left 
to the point 𝑣𝜑 sinΩ𝑡/Ω = 20. 
9.3.3 Stationary states 
In this case the source probability and phase are set to represent QM initial states 𝜓0
(𝑛)(𝑥0) =
Ω1/4
1
√2𝑛𝑛!
 𝐻𝑛(√𝜋Ω𝑥0) exp (−
𝜋Ω𝑥0
2
2
), where 𝐻𝑛 are the Hermite polynomials. Since these are 
stationary states, the theoretically expected pdf is obtained as 
 
𝜌(𝒙; 𝑡) = 𝑃0
(𝑥) = Ω1/2
1
2𝑛𝑛!
𝐻𝑛(√𝜋Ω𝑥)
2
exp(−𝜋Ω𝑥2) , (116) 
that is, a function with 𝑛 + 1 symmetric peaks at some positions 𝑥(𝑚). Figure 18 shows the frequency 
of arrival after 𝑁𝑡 = 200 iterations with Ω = 1 ⋅ 10
−4, 𝑛 = 1, and 𝑁𝑝 = 5000. 
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Figure 18: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 200 as a function of 
position (harmonic oscillator, stationary state, Ω =
.0001, 𝑛 = 1).  
Figure 19: Quantum momentum distribution for 
𝑁𝑝 = 500, 𝑡 = 500 as a function of source momentum 
(particle in a box, single source, 𝑎 = 10, 𝑥0 = 0). 
The theoretical momentum pdf is 
𝜌𝑣𝑄(𝒗𝑸) =
1
2𝑛𝑛!
1
√Ω
exp(−
𝜋𝒗𝑄
2
Ω
)𝐻𝑛
2 (√
𝜋
Ω
𝒗𝑸) ,  (117) 
a function that peaks at   𝑣𝑄
(𝑚) = Ω𝑥(𝑚). Figure 20 to Figure 22 compare the momentum pdf with the 
numerical frequency of 𝒗𝑸 for 𝑛 = 1, 2, and 4. Clearly, the two distributions tend to match. 
Figure 23 shows the distribution of the quantity 
1
2
(Ω2𝒙𝟐 + 𝒗𝑸
𝟐 ) = 𝒗𝑸
𝟐  (expected particle energy) for 
𝑛 = 5 together with the eigenvalue predicted by QM, 𝐸𝑛 = (𝑛 +
1
2
)
Ω
𝜋
 (in lattice units). The figure 
illustrates that the eigenvalue appears to coincide with the ensemble average value of the expected 
particle energy. 
  
Figure 20: Momentum probability distribution (blue) 
and non-normalized theoretical value (red) for 
𝑁𝑝 = 5000, 𝑡 = 200 (harmonic oscillator, stationary 
state, Ω = 1 ⋅ 10−4, 𝑛 = 1). 
Figure 21: Momentum probability distribution (blue) 
and non-normalized theoretical value (red) for 𝑁𝑝 =
5000, 𝑡 = 200 (harmonic oscillator, stationary state, 
Ω = 1 ⋅ 10−4, 𝑛 = 2). 
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Figure 22: Momentum probability distribution (blue) 
and non-normalized theoretical value (red) for 
𝑁𝑝 = 5000, 𝑡 = 200 (harmonic oscillator, stationary 
state, Ω = 1 ⋅ 10−4, 𝑛 = 4). 
Figure 23: Energy probability distribution (blue) and 
theoretical expected value (red) for 𝑁𝑝 = 5000, 
𝑡 = 200 (harmonic oscillator, stationary state, Ω = 1 ⋅
10−4, 𝑛 = 5). 
9.4 Particle in a box 
This scenario is defined by the box size 𝑎, such that 𝑥 ∈ [−𝑎, 𝑎], with 𝑓 = 0. Each time a particle hits 
the box boundaries, it gains an external boson 𝑣𝐹 = −2𝑣𝑄 (infinite potential outside the box). 
Moreover, quantum forces arise even in the presence of a single source because of span sign inversion 
(13) that occurs at each boundary hit. Equation (50) is replaced by  
 ℓ[𝑛] = 𝑥[𝑛] − (−1)ℎ𝑥0 ± 2ℎ𝑎, (118) 
where ℎ is the number of hits and the sign of the last term in the numerator depends on the direction of 
the first hit. A given node can be thus visited by particles having the same lifetime but different 
numbers of hits, thus a different span. 
The expected motion is 𝒙 =
𝒗𝑸
|𝒗𝑸|
tri (𝑎,
4𝑎
[𝒗𝑸|
; 𝑡 +
𝑥0
𝒗𝑸
), where tri(𝑎′, 𝑝′; 𝑡′) is the triangular wave with 
amplitude 𝑎′ and period 𝑝′ evaluated at time 𝑡′. Example trajectories of particles emitted from the 
same source with the same source momentum are plotted in Figure 5d. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
 
𝐾(𝐵𝑋)(𝑥, 𝑡|𝑥0) = ∑ exp(−𝑖𝜋𝐸𝑛𝑡)
∞
𝑛=1
𝜓(𝑛)(𝑥0)𝜓
(𝑛)(𝑥) , (119) 
where 𝐸𝑛 =
𝑛2
8𝑎2
 and the stationary states are 
 
𝜓(𝑛)(𝑥) = √
1
𝑎
⋅ {
cos
𝑛𝜋𝑥
2𝑎
, 𝑛 = 1,3,5,…
sin
𝑛𝜋𝑥
2𝑎
, 𝑛 = 2,4,6,…
 (120) 
Propagator (119) is equivalent to [35] 
 
𝐾(𝐵𝑋)(𝑥, 𝑡|𝑥0) = lim
Ns→∞
 
1
√2𝜄𝑡
⋅ ∑ (−1)𝑙
𝑁𝑠
𝑙=−𝑁𝑠
exp(𝜄𝜋
(𝑥 − 2𝑙𝑎 − (−1)𝑙𝑥0)
2
2𝑡
), (121) 
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that is, the propagator of a free particle with 2𝑁𝑠 + 1 equiprobable sources (“virtual sources”), equally 
separated by 2𝑎 ± 2𝑥0, where 𝑁𝑠 ≈ 𝑡/(2𝑎), and with alternating source phase. Results for single-
source and stationary-state preparations are shown. 
9.4.1 Single source 
In this case, 𝑥0 = {𝑥0}, 𝑃0 = {1}. The theoretically expected pdf for the position is 
 
𝜌(𝒙; 𝑡) =
1
2𝑎
∑ 𝛿(𝑥 − 𝑥(𝑚))
𝑎−1
𝑚=0
. (122) 
where 𝑥(𝑚) = 2𝑎/𝜋 arcsin(sin 𝜋𝑣(𝑚)𝑡/(2𝑎)) and  𝑣(𝑚) = ±(2𝑚 + 1)/(2𝑎). The latter expression 
differs from that of a free particle from multiple sources because of the source phase. 
Figure 19 shows the distribution of the quantum momentum after 𝑁𝑡 = 500 iterations with 𝑎 = 10 
and 𝑁𝑝 = 500. Momentum tends to assume definite values ±1/(2𝑎), ±3/(2𝑎), …, i.e., values  𝑣
(𝑚), 
although the last values tend to merge (only 𝑎 − 1 values are visible instead of the expected 𝑎) due to 
the limited computational resources. 
On the other hand, to see the correct interference pattern building in the spatial domain, one would 
require large 𝑎 and 𝑡, which makes large 𝑁𝑠 and consequently too long simulations to be afforded. 
9.4.2 Stationary state 
In this case, the source probability and phase are set to represent QM initial states (120). Since these 
are stationary states, the theoretically expected pdf is obtained as 
 
𝜌(𝒙; 𝑡) = 𝑃0
(𝑥) =
1
𝑎
⋅ {
cos2 (
𝑛𝜋𝑥
2𝑎
) , 𝑛 = 1,3,5,…
sin2 (
𝑛𝜋𝑥
2𝑎
) , 𝑛 = 2,4,6,…
, (123) 
that is, a function with peaks at  𝑥(𝑚) = ±𝑎/𝑛(2𝑚 +𝑚0), with 𝑚0 = 0 for 𝑛 odd and 𝑚0 = 1 for 𝑛 
even. Correspondingly, momentum distribution peaks at  𝑣 = ±𝑛/(2𝑎), 𝑛 > 0. 
Figure 24 and Figure 25 show the distribution of the quantum momentum after 𝑁𝑡 = 500 iterations 
and for 𝑁𝑝 = 5000, with 𝑎 = 10 and 𝑛 = 3, 5, respectively. Momentum clearly tends to the 
theoretically allowed values ±𝑛/(2𝑎). 
  
Figure 24: Quantum momentum distribution for 
𝑁𝑝 = 500, 𝑡 = 500 as a function of source momentum 
Figure 25: Quantum momentum distribution for 
𝑁𝑝 = 500, 𝑡 = 500 as a function of source momentum 
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(particle in a box, stationary state, 𝑎 = 10, 𝑛 = 3).  (particle in a box, stationary state, 𝑎 = 10, 𝑛 = 5). 
9.5 Delta potential 
This scenario is defined by the amplitude 𝜆 of the Delta-type function (centred at 𝑥 = 0) that describes 
the potential. This function is represented in the proposed model by setting 𝑓(𝑥) = 𝜆/ℓ for 𝑥 ∈
(−ℓ, 0] and 𝑓(𝑥) = −𝜆/ℓ for 𝑥 ∈ (−2ℓ,−ℓ], with ℓ an arbitrary scale (finite rectangular barrier). 
Example trajectories of particles emitted from the same source with the same source momentum are 
plotted in Figure 5e-f. The trajectories clearly differ from the classical ones as the latter either coincide 
with a free motion 𝒙 = 𝑥0 + 𝒗𝑸𝑡, if 𝜆 < 𝑣0
2/2, or with a reflected motion 𝒙 = min(𝑥0 + 𝒗𝑸𝑡, −𝑥0 −
𝒗𝑸𝑡), if 𝜆 > 𝑣0
2/2. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
 
𝐾(𝐷𝑃)(𝑥, 𝑡|𝑥0) =
1
√2𝜄𝑡
exp(
𝜄𝜋(𝑥 − 𝑥0)
2
2𝑡
)
−
𝜆𝜋2
√2𝜄𝑡
∫ 𝑑𝑢 exp(−𝑢𝜋2𝜆 −
𝜋(|𝑥| + |𝑥0| + 𝑢)
2
2𝜄𝑡
) =
∞
0
= 𝐾(𝐹𝑃)(𝑥, 𝑡|𝑦)
− 𝜆𝜋2∫ 𝑑𝑢 exp(−𝑢𝜋2𝜆)𝐾(𝐹𝑃)(𝑥, 𝑡|−𝑥/|𝑥|(|𝑥0| + 𝑢))
∞
0
 
 
(124) 
that is clearly equivalent to that of a free particle with an infinity of “virtual sources” placed at 
positions −sign(𝑥) ⋅ (|𝑦| + 𝑢), 𝑢 = 0,… Considering 𝑦 > 0, for 𝑥 > 0 these virtual sources are at 
−𝑦 − 𝑢, while for 𝑥 < 0 they are at 𝑦 + 𝑢. In both cases, they correspond to delayed bounces of the 
particle at the potential Delta.  
In the proposed model, the virtual sources arise naturally as a consequence of the random motion 
around 𝑥 = 0. In fact, particles can emerge from the potential Delta with several momentum values, 
depending on how much time they have spent in the finite rectangular barrier. With respect to the 
classical case where a particle bounces on the barrier if its energy is lower than the potential and its 
momentum is reverted (𝑣𝑄 → −𝑣𝑄), here 𝑣𝑄 → (𝑣𝑄 + 𝑓𝜏
+ − 𝑓𝜏−), where 𝜏± is the time spent in the 
front, resp., rear side of the barrier. Assuming no quantum forces (see later), this momentum is kept in 
the absence of external forces and if, after 𝑡 iterations the particle has reached the node 𝑥, its overall 
trajectory is equivalent to that of a particle emitted at 𝑥 − 𝑣𝑄𝑡, that is, to a virtual source with at 
𝑢 = −𝑥0 ± (𝑥 + 𝑣𝑄𝑡). As a consequence, the 𝑢’s are not integers but rational numbers as the 𝑣𝑄’s are. 
Virtual sources can be lumped at their average value −𝑦 − 1/𝜆𝜋2 (with a 𝜋 phase) for 𝑥 > 0 and 
𝑦 + 1/𝜆𝜋2 (with zero phase) for 𝑥 < 0, such that an approximation of (124) is 
 𝐾(𝐷𝑃)(𝑥, 𝑡|𝑦) ≈ 𝐾(𝐹𝑃)(𝑥, 𝑡|𝑦) − 𝐾(𝐹𝑃) (𝑥, 𝑡| − sign(𝑥) ⋅ (|𝑦| +
1
𝜆𝜋2
)) . (125) 
Results for single-source and Gaussian-wave preparations are shown. 
9.5.1 Single source 
In this case, 𝑥0 = {𝑥0}, 𝑃0 = {1}. By using the approximated propagator (125) the theoretically 
expected pdf is approximated as 
 𝜌(𝒙; 𝑡) ≈
{
 
 
 
 1
2𝑡
⋅
(𝑥 − 𝑥0)
2
𝜆2𝜋2𝑡2 + (𝑥 − 𝑥0)2
, 𝑥 < 0
1
2𝑡
⋅
(𝑥 + 𝑥0)
2 + 2𝜆2𝜋2𝑡2
(𝑥 + 𝑥0)2 + 𝜆2𝜋2𝑡2
, 𝑥 > 0
 . (126) 
From (126) the transmission ratio is retrieved (for 𝑥0 ≪ 𝑡) as 
 
𝑇𝑅𝐴 ≔ ∫ 𝜌(𝒙; 𝑡)𝑑𝑥
0
−𝑡
≈
1
2𝑡
[𝑥 − 𝜆𝜋𝑡 atan (
𝑥
𝜆𝜋𝑡
)]
−𝑡
0
=
1
2
−
𝜆𝜋
2
atan (
1
𝜆𝜋
) , (127) 
and similarly the “reflection ratio” 𝑅𝐸𝐹 = 1 − 𝑇𝑅𝐴. 
Figure 26 shows the reflection coefficient obtained for various values of 𝜆 by summing the frequency 
of arrival at nodes 𝑥 < 0 for 𝑥0 = 10, 𝑁𝑝 = 5000, 𝑡 = 200, and ℓ = 15. For simplicity the quantum 
forces have been disabled (the number of virtual sources and thus bosons to take into account would 
dramatically exceed the capabilities of a standard personal computer) as they do not contribute to the 
net transmission effect. 
  
Figure 26: Reflection factor (black) and theoretical 
value (blue) for 𝑁𝑝 = 5000, 𝑡 = 200 as a function of 
potential 𝜆 (Delta potential, single source, 𝑥0 = 10). 
Figure 27: Reflection factor (black), theoretical value 
(blue) and approximation eq. (131) (red) for 𝑁𝑝 =
500, 𝑡 = 3000 as a function of potential 𝜆 (Delta 
potential, Gaussian wave, 𝑎 = 10, 𝑑 = 10, 𝑣𝜑 =
−0.3). 
9.5.2 Gaussian wave 
In this case the sources are prepared as in Sect. 9.1.e. The theoretically expected pdf is found by 
applying the propagator (125) to the initial state 𝜓0 shown in that section and is found as  
𝜌(𝒙; 𝑡) = |𝜓(𝑥, 𝑡)|2, with [37] 
𝜓(𝑥, 𝑡) = 𝜓0(𝑥, 𝑡) ⋅ 𝜓1(𝑥, 𝑡), (128) 
𝜓0(𝑥, 𝑡): = √
𝑑
√𝜋𝜇(𝑡)
exp [−
(𝑥 − 𝑎 − 𝑣𝜑𝑡)
2
2𝜇(𝑡)
+ 𝜄𝜋𝑣𝜑𝑥 − 𝜄𝜋𝑣𝜑
2𝑡/2] , (129) 
𝜓1(𝑥, 𝑡):= {1 − 𝜋
2𝜆√
𝜋𝜇(𝑡)
2
erfc(𝐷(𝑥, 𝑡)) exp(𝐷(𝑥, 𝑡)2 +
𝑥 + |𝑥|
𝜇(𝑡)
(−𝜄𝜋𝑣𝜑𝑑
2 − 𝑎))} , (130) 
where 𝜇(𝑡) ≔ 𝑑2 + 𝜄𝑡/𝜋 and 𝐷(𝑥, 𝑡) ≔ [𝜋2𝜆𝜇(𝑡) + (𝑎 + |𝑥|) + 𝜄𝜋𝑣𝜑𝑑
2]/√2𝜇(𝑡). 
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For large times, an approximation of 𝜓(𝑥, 𝑡) allows to analytically evaluate the transmission 
coefficient that, if 𝑑2𝑣𝜑
2 ≫ 1 further holds, reads 
𝑇𝑅𝐴 ≈
1
1 + (
𝜋𝜆
𝑣𝜑
)
2 , 
(131) 
that is, the plane-wave transmission coefficient. 
Figure 27 shows the reflection coefficient obtained for various values of 𝜆 by summing the frequency 
of arrival at nodes 𝑥 < 0 for 𝑎 = 𝑑 = 10, 𝑣𝜑 = −0.3, 𝑁𝑝 = 500, 𝑡 = 3000, and ℓ = 2. For the same 
reason as indicated above, the quantum forces due to virtual sources have been disabled as they do not 
contribute significantly to the net transmission effect. 
10 Two-and three-dimensional scenarios 
The scenarios in this section have been simulated using the 𝑀∗∗ code due to the otherwise prohibitive 
computational times. The scenarios considered here, namely, (1) free particle, (2) particle on a ring, 
and (3) particle on a sphere allow observing the emergence of 2-d interference and quantization of 
angular momentum in the proposed model. 
10.1 Free 2-d particle 
For all the scenarios in this section, 𝑓 ≡ 0. The expected motion is 𝒙𝒅 = 𝑥0𝑑 + 𝒗𝑸𝒅𝑡, 𝑑 = 1,2. 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
𝐾(𝐹𝑃2)(𝑥1, 𝑥2, 𝑡|𝑥01, 𝑥02) =
1
2𝜄𝑡
exp(
𝜄𝜋(𝑥1 − 𝑥01)
2
2𝑡
)exp (
𝜄𝜋(𝑥2 − 𝑥02)
2
2𝑡
) (132) 
Results for single-source and multiple-source preparations are shown. 
10.1.1 Single source 
In this case, 𝑥0 = {(𝑥10, 𝑥20)}, 𝑃0 = {1}. The theoretically expected pdf is 
𝜌(𝒙; 𝑡) =
1
(2𝑡)2
 . (133) 
Results are trivially consistent with those of QM and are not presented here. 
10.1.2 Multiple sources on a line 
In this scenario 𝑁𝑠 sources are placed in the 2-d lattice at equal distance on a line, 𝑥0 = {(𝑘𝑎, 𝑘𝑏)}, 
with source probabilities such that ∑ 𝑃0
(𝑘)𝑁𝑠
𝑘=1 = 1, and source phase 𝜖
(𝑘) ≡ 0. In this case 𝑁𝑠(𝑁𝑠 − 1) 
types of bosons arise, with 𝛿(𝑖𝑗) = {|𝑖 − 𝑗|𝑎, |𝑖 − 𝑗|𝑏} and 𝜖(𝑖𝑗) = 0. The theoretically expected pdf is 
thus 
𝜌(𝒙; 𝑡) =
1 + ∑ ∑ √𝑃0
(𝑖)𝑃0
(𝑗) cos(𝜋𝛿1
(𝑖𝑗) 𝒙𝟏 −
𝑎(𝑖 + 𝑗)
2
𝑡 + 𝜋𝛿2
(𝑖𝑗) 𝒙𝟐 −
𝑏(𝑖 + 𝑗)
2
𝑡 )𝑖≠𝑖𝑖
2𝑡
. 
(134) 
Figure 28 shows the frequency of arrivals after 𝑁𝑡 = 100 iterations for a source scenario with 𝑎 = 2, 
𝑏 = 1, 𝑁𝑠 = 3, and 𝑃0
(𝑗) = 1/3, ∀𝑗. The frequency clearly tends to the theoretical probability density 
(107), shown in the top subplot, with peaks along the lines 𝑎𝑥1 + 𝑏𝑥2 = 2𝑛𝑡. Figure 29 shows the 
distribution of the quantity 𝑣𝑄∥ ≔ 𝑎𝑣𝑄1 + 𝑏𝑣𝑄2, a combination of the two quantum momenta that is 
parallel to the source line (non-normalized). This quantity clearly peaks at the expected values  𝑣𝑄∥
(𝑛) =
2𝑛, with 𝑛 = 0,±1,…  
This result could have been obtained by rotating the lattice in such a way that the source line coincides 
with the 𝑥1 axis, neglecting the 𝑥2 dimension and applying the result of Sect. 9.1 (multiple source 
scenario). The peak momenta would be 𝑣𝑄
(𝑛) =
2𝑛
𝜅
, where 𝜅 = √𝑎2 + 𝑏2 is the distance between 
sources along the source line. These peak values equal those of the normalized quantity 𝜅𝑣𝑄∥. 
In other terms, the correct behaviour is obtained in the proposed model even without rotating lattice, 
which is assumed to be fixed. The model is thus invariant with respect to source rotations. 
  
Figure 28: Arrival frequency (down) and theoretical 
value (top) for 𝑁𝑝 = 10000, 𝑡 = 100 as a function of 
position (2D free particle, multiple sources, 𝑎 = 2, 
𝑏 = 1, 𝑁𝑠 = 3).  
Figure 29: Distribution of quantum momentum normal 
to the sources for 𝑁𝑝 = 10000, 𝑡 = 100 (2D free 
particle, multiple sources, 𝑎 = 2, 𝑏 = 1, 𝑁𝑠 = 3). 
10.2 Particle on a ring (1d periodic motion) 
In this scenario the particle is confined on a set of lattice nodes such as round[𝑥1
2 + 𝑥2
2] = 𝑟2, where 𝑟 
is the ring radius (an integer). With the considerations in Sect. 6.5, the external bosons are such that 
𝑎2 ≈ −𝑥2 and 𝑎1 ≈ 𝑥1, while 𝜅 = 1/√𝑎1
2 + 𝑎2
2 ≈ 1/𝑟. Consequently, the only relevant combination 
of momenta is that along the line, 𝑣𝑄∥ =
𝑥2
𝑟
𝑣𝑄1 −
𝑥1
𝑟
𝑣𝑄2, which is recognized to be the peripheral 
momentum 𝑣𝑄𝜙. Similarly, the only relevant span term is the distance along the ring ℓ∥ =
1
𝑟
∑(−𝑥2𝑣1 + 𝑥1𝑣2), which is found to equal the circumference arc ℓ𝜙 ≔ 𝑟(𝜙 − 𝜙0), where 𝜙 is the 
polar angle measured clockwise from the (0, 𝑟) point. 
This situation is equivalent to a 1d free periodic motion described by the polar coordinate 𝜙. Quantum 
forces arise even in the presence of a single source because a given node on the ring can be visited by 
particles having looped through the ring a different number of times, thus with a peripheral span ℓ𝜙 
that may differ for a multiple of the ring circumference. The expected motion is 
𝝓(𝑡) = asin (sin
𝒗𝑸𝝓
𝑟
𝑡). 
Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
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)
1
2
exp
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2
2𝑡
𝑚=∞
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 . 
 
(135) 
This propagator is equivalent to that of a 1d free motion with an infinity of equally-probable virtual 
sources separated by 2𝜋𝑟. Results for single-source, plane-wave and stationary-state preparations are 
shown. 
10.2.1 Single source 
In this case, according to section 9.1.d (free particle with multiple sources separated by 2𝜋𝑟), the pdf 
of the momentum has Dirac peaks at  𝑣𝜙
(𝑚) =
𝑚
𝜋𝑟
, with 𝑚 = 0,±1,±2… Consequently, the kinetic 
energy has peak values ?̂?(𝑚) =
𝑚2
2𝜋2𝑟2
 and the angular momentum has peak values 𝐽(𝑚) =
𝑚
𝜋
, in 
agreement with QM predictions in lattice units. Results are obvious and not shown. 
10.2.2 Plane wave 
A plane wave state is obtained by placing [2𝜋𝑟] + 1 equiprobable sources separated by one lattice 
node (𝜙0 = {𝑘}, 𝑘 ∈ [−⌊𝜋𝑟⌋, ⌈𝜋𝑟⌉]/𝑟, 𝑃0
(𝑘) = 1/([2𝜋𝑟] + 1)), and providing these sources with a 
phase 𝜖(𝑘) = 𝑚𝑘. The theoretically expected pdf is found by applying the propagator (135) to the 
initial state 𝜓0 = 1/√[2𝜋𝑟] + 1 ⋅ 𝑒
𝜄𝑚𝜙 and is 
 
𝜌(𝝓; 𝑡) ≈
1
[2𝜋𝑟] + 1
 . (136) 
Figure 30 shows the frequency of arrival after 𝑁𝑡 = 1000 iterations with 𝑟 = 10 and 𝑚 = 4. Figure 
31 shows the distribution of the quantum momentum. The frequency clearly tends to the theoretical 
pdf, while the momentum clearly tends to the theoretically allowed value 𝑚/(𝜋𝑟). 
  
Figure 30: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 5000, 𝑡 = 1000 as a function of 
position (particle on a ring, plane wave, 𝑟 = 10, 
𝑚 = 4).  
Figure 31: Quantum momentum distribution for 
𝑁𝑝 = 5000, 𝑡 = 1000 as a function of source 
momentum (particle on a ring, plane wave, 𝑟 =
10, 𝑚 = 4). 
10.2.3 Stationary state  
In this scenario the source probability and phase are prepared so to represent QM initial states 
𝜓0
(𝑛)(𝜙) =
1
√𝜋𝑟
sin  𝑛𝜙 for 𝑛 ∈ ℤ odd and 𝜓0
(𝑛)(𝜙) =
1
√𝜋𝑟
cos 𝑛𝜙 for 𝑛 ∈ ℤ even.  Since these are 
stationary states, the theoretically expected pdf is obtained as 𝜌(𝝓; 𝑡) = |𝜓0(𝝓)|
2. This function has 
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peaks at  𝑥(𝑚) = ±
1+2𝑚
2𝑛
, 𝑚 = 0,… , 𝑛 − 1 for 𝑛 odd and 𝑥(𝑚) = ±
𝑚
𝑛
, 𝑚 = 0,… , 𝑛 for 𝑛 even. The 
theoretical momentum pdf is a Dirac delta function 𝜌𝑣𝑄𝜙(𝑣𝑄𝜙) = 𝛿 (𝑣𝑄𝜙 ±
𝑛
𝜋𝑟
) with two symmetric 
eigenvalues.  
Figure 32 shows the frequency of arrival after 𝑁𝑡 = 1000 iterations with 𝑟 = 10, 𝑛 = 1. Figure 33 
shows the distribution of the peripheral momentum. The frequency clearly tends to the theoretical pdf, 
while the momentum tends to the theoretically allowed values ±
𝑛
𝜋𝑟
. 
  
Figure 32: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 50000, 𝑡 = 1000 as a function of 
position (particle on a ring, stationary state, 𝑟 = 10, 
𝑛 = 1).   
Figure 33: Quantum momentum distribution for 
𝑁𝑝 = 50000, 𝑡 = 1000 as a function of source 
momentum (particle on a ring, stationary state, 
𝑟 = 10, 𝑛 = 1). 
10.3 Particle on a sphere  
In this scenario the particle is confined on a set of lattice nodes such as round[𝑥1
2 + 𝑥2
2 + 𝑥3
2] = 𝑟2, 
where 𝑟 is the sphere radius (an integer). With the considerations in Sect. 6.5, the external bosons are 
such that 𝑎1 ≈ 𝑥1, 𝑎2 ≈ 𝑥2 and 𝑎3 ≈ −𝑥3, while 𝜅 = 1/√𝑎1
2 + 𝑎2
2 + 𝑎3
2 ≈ 1/𝑟. Consequently, there 
are two relevant combinations of momenta that are both parallel to the surface and orthogonal to each 
other. The natural choice is 𝑣𝑄𝜃 = −𝑟𝑣𝑄3/√𝑥1
2 + 𝑥2
2 , and 𝑣𝑄𝜙 = (−𝑥2𝑣𝑄1 + 𝑥1𝑣𝑄2)√𝑥1
2 + 𝑥2
2/𝑟2, 
which are recognized to be the momentum along meridian arcs and circle of latitude arcs, respectively. 
Similarly, the only relevant span terms are ℓ𝜃 = 𝑟∑𝑣3/√𝑥1
2 + 𝑥2
2 and ℓ𝜙 =
1
𝑟2
∑(−𝑥2𝑣1 +
𝑥1𝑣2)√𝑥1
2 + 𝑥2
2 which are found to equal the arcs 𝑟(𝜗 − 𝜗0) and 𝑟(𝜑 − 𝜑0), respectively, where 𝜗 
and 𝜑 are the usual colatitude and azimuthal angles. 
We shall assume, without loss of generality, 𝜗0 = 𝜋/2 and 𝜑0 = 0. The average motion is known 
from classical mechanics to be 
{
𝝑(𝑡) = cos−1(−𝐴 sin(Ω𝑡))
𝝋(𝑡) = −
𝜋
2
+ tan−1 (−
Ωcot(Ω𝑡)
𝑣𝑄𝜙
)
 , (137) 
which are the equations of a great circle passing through  the source, where Ω ≔ sign(𝑣𝑄𝜃) ⋅
1
𝑟
√𝑣𝑄𝜃
2 + 𝑣𝑄𝜙
2  is the rotational momentum and 𝐴 ≔ √1 −
𝑣𝑄𝜙
2
Ω2𝑟2
 . 
-40 -20 0 20 40
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
x

-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
v
0
v Q

Ensemble results are compared with those of quantum mechanics (theoretical values) obtained by 
using the propagator 
𝐾(𝑃𝑆)(𝜗, 𝜑, 𝑡|𝜗0, 𝜑0) =∑
2ℓ + 1
4𝜋
𝑒
−𝜄
ℓ(ℓ+1)
2𝜋𝑟2
𝑡
∞
ℓ=0
𝑃ℓ(cos(𝛼)) , (138) 
where 𝛼 = acos(cos 𝜗 cos 𝜗0 + sin𝜗 sin 𝜗0 cos(𝜑 − 𝜑0)) is the central angle between the points 
(𝜗, 𝜑) and (𝜗0, 𝜑0). Propagator (138) is approximated [38] as 
𝐾(𝑃𝑆)(𝜗, 𝜑, 𝑡|𝜗0, 𝜑0) ≈ 𝒩(
𝑟2
2𝜄𝑡
)√
𝛼 + 2𝜋𝑛𝑙𝑜𝑜
sin𝛼
exp(
𝜄𝜋𝑟2𝛼2
2𝑡
) , (139) 
where 𝒩 is the normalization factor, and can be expressed in terms of 𝝑 and 𝝋 by using the 
relationship Ω𝑡 = 𝜶 + 2𝑛𝑙𝑜𝑜𝜋 ≔ 𝜶 + 2𝜋 ⌊
Ω𝑡
2𝜋
⌋, where 𝑛𝑙𝑜𝑜 = 0,… , ⌊
𝑡
2𝜋
⌋ represents the number of times 
that the particle has looped through the great circle (⌊⋅⌋ is the “floor” rounding function). By summing 
over 𝑛𝑙𝑜𝑜 and evaluating the normalization factor such that ∫ ∫ |𝐾
(𝑃𝑆)(𝜗, 𝜑)|
2
sin 𝜗 𝑑𝜗
𝜋
0
𝑑𝜑
2𝜋
0
= 1, the 
propagator is found to be 
𝐾(𝑃𝑆)(𝜗, 𝜑, 𝑡|𝜗0, 𝜑0) ≈ √
2
𝜋
(
1
𝜄𝑡
)√
𝛼 + 𝑡2/(4𝜋)
sin𝛼
exp(
𝜄𝜋𝑟2𝛼2
2𝑡
)
≈
1
√2
(
1
𝜄𝜋
)√
1
sin𝛼
exp (
𝜄𝜋𝑟2𝛼2
2𝑡
) , 
(140) 
10.3.1 Single source 
From (137), a given node on the spherical surface can be visited by particles having the same 
latitudinal span ℓ𝜃 but the azimuthal span ℓ𝜙 may differ by a multiple of 2𝜋𝑟. According to section 
9.1 (free particle with multiple sources separated by 2𝜋𝑟), the azimuthal momentum pdf ultimately 
peaks at  𝑣𝜙
(𝑚) =
𝑚
𝜋𝑟
, with 𝑚 = 0,±1,±2… However, for large 𝑟, this pdf is reasonably continuous. 
The joint pdf of the two position coordinates can be evaluated analytically from the definition (81) and 
the average motion (137) as 
𝜌(𝝑,𝝋; 𝑡) ∝
Ω sin𝝑
𝑡 sinΩ𝑡
  (141) 
and coincides with the theoretically expected pdf |𝐾(𝑃𝑆)|
2
sin𝜗 after having summed over 𝑛𝑙𝑜𝑜. 
10.3.2 Stationary states 
In this scenario the source probability and phase are prepared so to represent QM initial states 
𝜓ℓ𝑚:= 𝑌ℓ𝑚(𝜗, 𝜑), where 𝑌ℓ𝑚 are spherical harmonic functions. Since these are stationary states, the 
theoretically expected pdf is obtained as 
 
𝜌(𝒙; 𝑡) ≈ 𝑃0
(𝑥) ∝
2ℓ + 1
4𝜋
(ℓ − 𝑚)!
(ℓ + 𝑚)!
(𝑃ℓ
𝑚(cos 𝜗))2. (142) 
Each state implies a source distribution with ℓ + 1 −𝑚 peaks separated  by 
Δ𝜃(ℓ𝑚) ≈
𝜋
√ℓ(ℓ+1)−𝑚2/sin2 ?̂?
, while each 𝜙 node is equally probable. This leads to a  latitudinal 
momentum distribution that, in accordance to the scenario A.1.c (free 1d particle, multiple sources), 
has peaks for 𝑣𝑄𝜃
(ℓ𝑚) = ±
√ℓ(ℓ+1)−𝑚2/ sin2 ?̂?
𝜋𝑟
. On the other hand, as scenario B.1.b (particle on a ring of 
radius 𝑟𝑟 = 𝑟 sin𝜗) has shown, the azimuthal momentum distribution peaks at 𝑣𝑄𝜙
(ℓ𝑚) = 𝑟?̂̇?(𝑟𝑖𝑛𝑔) =
𝑟?̂?𝜙
(𝑟𝑖𝑛𝑔)
𝑟𝑟
=
𝑚
𝜋𝑟 sin2 ?̂?
. Consequently, the energy peaks at ?̂? =
1
2
((𝑣𝑄
(ℓ𝑚))
2
+ (𝑣𝜙
(ℓ𝑚))
2
sin2 𝜃) =
ℓ(ℓ+1)
2𝜋2𝑟2
, 
while the 𝑧-axis component of the angular momentum (𝐽𝑧 = 𝑟𝑣𝑄𝜙 sin
2 𝜗) peaks at  𝐽𝑧
(ℓ𝑚) =
𝑚
𝜋
, as 
predicted by QM. 
These results have been used to accelerate the simulations that, for [𝜋𝑟] × [2𝜋𝑟] sources would 
otherwise imply a dramatically high number of bosons. In fact, the sources have been placed on a 
single great arc and the particle evolution has been computed only for that arc. Figure 34 shows the 
frequency of arrival after 𝑁𝑡 = 100 iterations with 𝑟 = 100, ℓ = 4, 𝑚 = 0. Figure 35 shows the 
distribution of the latitudinal momentum. The frequency clearly tends to the theoretical pdf, while the 
momentum tends to the theoretically allowed values ±
√ℓ(ℓ+1)
𝜋𝑟
 (±0.0142 in this case). 
  
Figure 34: Arrival frequency (blue) and theoretical 
value (red) for 𝑁𝑝 = 1000, 𝑡 = 100 as a function of 
position (particle on a sphere, stationary state, ℓ = 4, 
𝑚 = 0).   
Figure 35: Latitudinal quantum momentum 
distribution for 𝑁𝑝 = 1000, 𝑡 = 100 as a function of 
source momentum (particle on a sphere, stationary 
state, ℓ = 4, 𝑚 = 0). 
11 Two-particles systems 
11.1 Entangled particles 
Instead of reproducing a realistic two-particle interferometer containing at least a pair of beam splitters 
[40], which are systems with internal characteristics that are complex to model [41], we choose a 
simpler system yet able to test Bell’s inequalities. The interferometer used here is a two-slit 
interferometer. 
11.1.1 Double-slit interferometer 
Consider the non-entangled case first, where single particles are emitted. The considered 
interferometer is equivalent to the double-source preparation of Sect. 9.1.2 with 𝑃0
(±𝐷) = 1/2 and the 
additional requirements that 𝜖(𝐷) = 𝛼 while 𝜖(−𝐷) = 0, so that particles experience a phase difference 
𝛼. Consequently, the theoretically expected pdf is  
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 𝜌(𝒙; 𝑡) =
1 + cos (2𝜋𝐷
𝒙
𝑡 − 𝝅𝛼)
2𝑡
. (143) 
If two “detectors” are placed at a time 𝑡 at positions 𝑥± = ±𝑡/4𝐷, the pdf of hitting such detectors is  
 
𝜌(𝑥±; 𝑡) =
1 ± sin(𝜋𝛼)
2𝑡
 (144) 
that is, in formal agreement with Malus’ law and QM. 
The proposed model naturally reproduces the theoretical prediction as shown in Sect. 9.1.2. 
In the entangled preparation case, the emission rules of Sect. 7.1 are applied, with sources {𝑎, 𝑏} =
{𝐷,−𝐷}. Each particle of an entangled pair has a motion that is fully independent from the other, once 
the source quantities have been imprinted. To represent an interferometer where phases of different 
paths can be arbitrarily adjusted, particles I are further prepared according to Sect. 7.1 to experience a 
phase difference 𝜖(𝐼) = 𝛼/𝜋, while the phase difference for particles II is 𝜖(𝐼𝐼) = 𝛽/𝜋. Once emitted, 
particles I and II evolve independently as in Sect. 7.2. Alternatively, this scenario may be thought as if 
particles I are emitted in the, say, negative 𝑥2 direction, and particles II in the positive direction, with 
unitary momentum along those directions. Detectors are placed at a time 𝑡 at positions 𝑥± = ±𝑡/4𝐷 as 
in the non-entangled case. 
The theoretically expected joint pdf’s of arrivals are proportional to the quantities  
1 ± cos(𝜋(𝛽 − 𝛼)), where the plus sign is for detectors placed at the same positions, and the minus 
sign for detectors placed at opposite positions. Consequently, the correlation factor is 
 𝐶 = cos(𝜋(𝛽 − 𝛼)) (145) 
and the Bell-CHSH quantity [42, 43] is evaluated as 
 𝑆𝑚𝑎𝑥(𝜃) = 3 cos 𝜃 − cos 3𝜃 , (146) 
a function that violates the Bell-CHSH inequalities for some values of 𝜃/𝜋 = 𝛽 − 𝛼 = 𝛼′ − 𝛽 = 𝛽′ −
𝛼. 
In the proposed model, the scenario falls under the assumptions for which (90)-(98) apply. In 
particular, (98) yields the expected pdf’s  
𝜌(𝑥+, 𝑥+; 𝑡) = 𝜌(𝑥−, 𝑥−; 𝑡) =
1
4𝑡2
(1 + cos(𝜋(𝛽 − 𝛼)))  (147) 
and 
𝜌(𝑥+, 𝑥−; 𝑡) = 𝜌(𝑥−, 𝑥+; 𝑡) =
1
4𝑡2
(1 − cos(𝜋(𝛽 − 𝛼))) . (148) 
For the correlation coefficient we therefore find the form (145), in perfect agreement with the QM 
prediction. 
Figure 36 shows the four frequencies of arrival after 𝑁𝑡 = 100 iterations, with emissions at ±𝐷 = ±1 
and, consequently, detectors at 𝑥± = ±25, for 21 different values of 𝛼, and 𝛽 = 0. Figure 37 shows the 
frequencies of arrivals for 𝛽 = 0.3 and varying 𝛼. Clearly, the patterns tend to (147)-(148) and they 
would approach the theoretical values even more for larger values of 𝑡. However, larger times would 
also require larger numbers of emissions to record a significant number of detection coincidences, as 
this number scales with the factor 𝑁𝑝/𝑡
2, making the simulation time unpractically long. 
Figure 38 shows the correlation factor obtained in both settings (𝛽 = 0 and 𝛽 = 0.3, varying 𝛼), 
which also tends to the theoretical value (145). 
The Bell-CHSH quantity is shown in Figure 39. This quantity has been obtained from the definition 
𝑆𝑚𝑎𝑥 = 3𝐶(𝜃) − 𝐶(3𝜃), by setting 𝛽 = 0 and varying 𝜃, performing the simulation first for 𝛼 = 𝜃 
and then for 𝛼 = 3𝜃, then computing the correlation factors. The figure clearly shows that, in 
agreement with the theoretical values, the computed 𝑆𝑚𝑎𝑥 exceeds the Bell limit value of 2 for some 
values of 𝜃. In other terms, despite being a local and realistic model, the proposed model is able to 
violate the Bell-CHSH inequalities. 
  
Figure 36: Joint arrival frequencies at pairs of 
detectors (circles: same position, crosses: opposite 
positions) and theoretical value (solid) for 𝑁𝑝 = 2 ⋅
106, 𝑡 = 100 as a function of the phase difference 
with 𝛽 = 0 (two-slit interferometer, 𝐷 = 1, 𝑃0
(𝐷) =
0.5).   
Figure 37: Joint arrival frequencies at pairs of 
detectors (circles: same position, crosses: opposite 
positions) and theoretical value (solid) for 𝑁𝑝 = 2 ⋅
106, 𝑡 = 100 as a function of the phase difference 
with 𝛽 = 0.3 (two-slit interferometer, 𝐷 = 1, 
𝑃0
(𝐷) = 0.5). 
  
Figure 38: Correlation factor (blue circles: 𝛽 = 0, 
orange circles: 𝛽 = 0.3) and theoretical value (black) 
for 𝑁𝑝 = 2 ⋅ 10
6, 𝑡 = 100 as a function of the phase 
difference (two-slit interferometer, 𝐷 = 1, 𝑃0
(𝐷) =
0.5). 
Figure 39: CHSC quantity (circles) and theoretical 
value (red) for Np = 2 ⋅ 10
6, t = 100 as a function of 
the phase difference (two-slit interferometer, D = 1, 
P0
(D) = 0.5). 
12 Discussion 
The paper has presented a model aimed at reproducing QM results while assuming realistic, stochastic, 
and local motion rules of individual particles. QM predictions are indeed retrieved as probability 
distributions of position, momentum, and related quantities without appealing to the QM mathematical 
machinery itself.  
The model uses a single and relatively simple set of motion rules, assuming that (1) particles evolve in 
a discrete spacetime lattice; (2) the evolution on the lattice is a random walk; (3) the transition 
probabilities of the random walk are simple functions of a momentum propensity that results from 
three mechanisms, namely, (3a) random particle preparation at the sources, (3b) interaction with 
external “bosons” representing external forces, and (3c) exchange with quantum “bosons” left at the 
lattice nodes by previously emitted particles; (4) the latter information is progressively built as the 
lattice nodes are visited by successive emissions, each leaving a kind of footprint. 
Despite its compactness, the model has proven sufficient to cover various QM scenarios, from free 
particle preparations to various external forces (free faller, harmonic oscillator), infinite potential walls 
(particle in a box), finite potential walls (Delta potential) with quantum tunnelling, constrained motion 
(free particle on a ring, on a sphere) leading to quantization of energy levels and angular momentum, 
as well as momentum entanglement. 
As the simulations presented have shown, observables are described by variables (mostly integer- or 
rational- valued) that are attributed to the particles or to the lattice. These variables are subject to 
stochastic preparation at sources and time evolution, leading to their description in probabilistic terms 
(pdf or pmf). QM states are represented by the initial conditions as determined at the sources for the 
ensemble of particles, i.e., the functions 𝑃0
(𝑘)
 and possibly 𝜖(𝑘). To describe state’s dynamics, 
Schrödinger equation is replaced by the microscopic rules of motion, including the action of both 
external and quantum forces. The distribution of external “bosons” 𝑓(𝑥), itself a non-primary, derived 
quantity, embodies the information that in QM is carried by the Hamiltonian. Born rule to find the pdf 
or the pmf of a certain observable is replaced by integral formulas such as (82). Stationary states are 
retrieved as those states whose pdf does not vary with time, e.g., from the implicit equation (64). 
Depending on the scenario, quantization of momentum, energy, and angular momentum may arise 
when their respective pdf’s tend to a staircase function with peak values. Quantum tunnelling is also 
naturally described as the stochastic motion rules allow particles to locally violate classical energy 
barriers. With coupled source momentum and phase, entangled particles are incorporated in the model 
that, despite being local and realistic, is thus able to violate the Bell-CHSH inequalities. 
Several refinements of the model are still possible. For example, relativistic Newton’s second law 
shall inspire a mechanism to prevent that the momentum propensity becomes larger than unity under 
the action of persistent forces. Multi-state and many-particle systems are yet to be fully studied, too. 
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