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Рассматривается задача целочисленного сбалансирования с ограничениями
второго рода. В вещественной трехмерной матрице элементы внутренней части
(все три индекса больше нуля) просуммированы по каждому направлению и
сечению матрицы, а также найдена общая сумма. Данные суммы размещаются
в элементах матрицы, у которых один или несколько индексов равны нулю (в
соответствии с направлениями суммирования). Ищется целочисленная матри-
ца той же структуры, получаемая из исходной заменой элементов внутренней
части на округления до целого сверху или целого снизу. При этом суммирую-
щие элементы должны отклоняться от исходных менее чем на 2, а элемент с
тремя нулевыми индексами получается по обычным правилам округления.
В статье определяются некоторые классы разрешимости данной задачи.
Также предлагается модель ее сведения к задаче о наибольшем потоке в крат-
ной сети и алгоритм решения соответствующей потоковой задачи. Кроме того,
для частного случая n = 2 приводится полиномиальный алгоритм.
1. Постановка задачи
Различные задачи целочисленного сбалансирования возникают в сфере управления,
экономики, финансов. В частности, подобная задача ставится при планировании
железнодорожных грузоперевозок. Имеется матричный план по отправке вагонов,
который группируется по некоторым показателям (например, направление, тип ва-
гона, владелец вагона и т. п.). Данный план составляется на месяц и, естественно,
является целочисленным. Однако вагоны необходимо отправлять ежедневно. При
делении на количество дней в месяце план перестает быть целочисленным. Поэтому
возникает проблема такого округления основных параметров, чтобы суммирующие
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показатели не выходили за определенные рамки. Данный план может быть пред-
ставлен в виде k-мерной матрицы, где k – это число показателей, по которым ведется
суммирование.
В работах [1]– [3] была рассмотрена задача целочисленного сбалансирования
трехмерной матрицы. Имеется трехмерная вещественная матрица A с неотрица-
тельными элементами aijp (i 2 0; n, j 2 0;m, p 2 0; t), для которых выполнены
условия баланса:
каждый элемент с некоторыми нулевыми индексами равен сумме всех элемен-
тов, для которых ненулевые индексы оставлены неизменными, а нулевые индексы
заменены всеми возможными ненулевыми значениями диапазонов соответству-
ющих индексов.
Требуется так округлить элементы матрицы до целых значений сверху или сни-
зу (элемент a000 округляется до ближайшего целого), чтобы остались неизменными
условия баланса. Данную задачу мы в дальнейшем будем называть задачей цело-
численного сбалансирования трехмерной матрицы с ограничениями первого рода.
Условия округления, возникающие в этой задаче, фактически означают, что эле-
менты итоговой матрицы отклоняются от элементов исходной матрицы менее чем
на 1. Если же допустить, чтобы суммирующие элементы итоговой матрицы мог-
ли отклоняться от соответствующих элементов исходной матрицы (кроме элемента
d000) менее чем на 2, то мы получим постановку задачи целочисленного сбаланси-
рования трехмерной матрицы с ограничениями второго рода. Так же, как и для
первой задачи, можно без ограничения общности считать, что элементы aijp (i > 0,
j > 0, p > 0) исходной матрицы находятся в интервале [0; 1). Постановка данной
задачи приводилась в работе [4]. Формально она выглядит следующим образом.
Имеется трехмерная вещественная матрица A с неотрицательными элементами
aijp (i 2 0; n, j 2 0;m, p 2 0; t), для которых выполнены условия баланса:
a000 =
nX
i=1
mX
j=1
tX
p=1
aijp; ai00 =
mX
j=1
tX
p=1
aijp (i 2 1; n); a0j0 =
nX
i=1
tX
p=1
aijp (j 2 1;m);
a00p =
nX
i=1
mX
j=1
aijp (p 2 1; t); aij0 =
tX
p=1
aijp (i 2 1; n; j 2 1;m);
ai0p =
mX
j=1
aijp (i 2 1; n; p 2 1; t); a0jp =
nX
i=1
aijp (j 2 1;m; p 2 1; t):
Ищется целочисленная сбалансированная матрица D той же размерности, для
которой выполнены условия:
nX
i=1
mX
j=1
tX
p=1
dijp = ba000 + 0:5c;
max f0; bai00c   1g 
mX
j=1
tX
p=1
dijp  dai00e+ 1 (i 2 1; n);
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max f0; ba0j0c   1g 
nX
i=1
tX
p=1
dijp  da0j0e+ 1 (j 2 1;m);
max f0; ba00pc   1g 
nX
i=1
mX
j=1
dijp  da00pe+ 1 (p 2 1; t);
max f0; baij0c   1g 
tX
p=1
dijp  daij0e+ 1 (i 2 1; n; j 2 1;m);
max f0; bai0pc   1g 
mX
j=1
dijp  dai0pe+ 1 (i 2 1; n; p 2 1; t);
max f0; ba0jpc   1g 
nX
i=1
dijp  da0jpe+ 1 (j 2 1;m; p 2 1; t);
baijpc  dijp  daijpe (i 2 1; n; j 2 1;m; p 2 1; t)
и сохраняются условия баланса.
2. Сведение к задаче о наибольшем кратном потоке
В работе [2] для решения задачи сбалансирования с ограничениями первого рода
предлагалось сводить ее к решению задачи о наибольшем потоке в кратной сети
кратности 2. Напомним, что в качестве кратной сети произвольной натуральной
кратности k рассматривается ориентированный мультиграф G(X;U), между вер-
шинами которого могут быть дуги одного из 3 видов:
1) обычная дуга uo с пропускной способностью c(uo), поток по которой не связан
с потоком по другим дугам; множество обычных дуг обозначим через U o;
2) кратная дуга uk между двумя вершинами, которая состоит из k дуг одной
ориентации с одинаковой пропускной способностью c(uk) и одинаковым потоком по
каждой из них; множество кратных дуг обозначим через Uk;
3) связанная дуга u между двумя вершинами, которая связана с еще k 1 дугой,
имеющей одинаковый один из концов; множество связанных дуг, выходящих из
одной вершины или входящих в одну вершину, будем называть мультидугой um;
пропускная способность всех связанных дуг одной мультидуги одинакова; поток по
каждой связанной дуге из мультидуги одинаков; множество мультидуг обозначим
через Um.
Множество выходящих из вершины дуг может быть либо только кратными ду-
гами, либо только одной мультидугой (k связанных дуг), либо только обычными
дугами.
Из источника x0 сети выходят только кратные дуги, а в сток z сети входит толь-
ко одна мультидуга. Если из вершины выходят связанные дуги мультидуги, то в
нее обязательно входит кратная дуга. Если в вершину входит мультидуга, то из
нее может выходить только кратная дуга. Определенный таким образом мульти-
граф G(X;U) с целочисленными пропускными способностями дуг назовем кратной
(транспортной) сетью.
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Кратным потоком по сети называется целочисленная функция, определенная
на множестве дуг U = U o[Uk[Um, для которой выполнены условия неотрицатель-
ности, ограниченности (пропускными способностями дуг) и неразрывности потока
(в каждой вершине).
Величиной кратного потока называется сумма 'z входящего потока для стока
z, равная сумме выходящего из источника потока. В силу того, что поток по каждой
обычной дуге и по каждой связанной дуге каждой кратной и мультидуги должен
быть целочислен, величина 'z должна быть кратна k.
Как и обычно, обозначим через c(u) пропускную способность дуги u, а через
f(u) – поток на ней.
Построим модель сведения к кратной сети кратности 2 для задачи сбаланси-
рования с ограничениями второго рода. Каждому элементу aijp матрицы A соот-
ветствует вершина сети xijp. Каждой вершине xijp, где более чем 1 индекс имеет
нулевые значения, соответствует дополнительная вершина x0ijp, а также вершинам
zk (k = 1; 2) соответствуют дополнительные вершины z0k. Пропускные способности
кратных дуг (i 2 1; n; j 2 1;m; p 2 1; t):
c(x000; xi00) = 2max f0; bai00c   1g ; c(x000; x0000) = 2
 
ba000 + 0:5c  
nX
i=1
c(x000; xi00)
!
;
c(x0000; xi00) = 2(dai00e+ 1  c(x000; xi00)); c(xi00; xij0) = 2max f0; baij0c   1g ;
c(xi00; x
0
i00) = 2
 
dai00e+ 1 
mX
j=1
c(xi00; xij0)
!
; c(x0i00; xij0) = 2(daij0e+1 c(xi00; xij0));
c(xij0; xijp) = 2daijpe:
Пропускные способности связанных дуг для всех мультидуг из вершин xijp рав-
ны daijpe, а пропускные способности связанных дуг, входящих в вершину z : c(zk; z) =
ba000 + 0:5c (k = 1; 2).
Пропускные способности обычных дуг (i 2 1; n; j 2 1;m; p 2 1; t):
c(x0jp; x0j0) = max f0; ba0jpc   1g ; c(x0jp; x00j0) = da0jpe+ 1  c(x0jp; x0j0);
c(x00j0; x0j0) = da0j0e+ 1 
tX
p=1
c(x0jp; x0j0); c(x0j0; z1) = max f0; ba0j0c   1g ;
c(x0j0; z
0
1) = da0j0e+ 1  c(x0j0; z1); c(z01; z1) = ba000 + 0:5c  
mX
j=1
c(x0j0; z1);
c(xi0p; x00p) = max f0; bai0pc   1g ; c(xi0p; x000p) = dai0pe+ 1  c(xi0p; x00p);
c(x000p; x00p) = da00pe+ 1 
nX
i=1
c(xi0p; x00p); c(x00p; z2) = max f0; ba00pc   1g ;
c(x00p; z
0
2) = da00pe+ 1  c(x00p; z2); c(z02; z2) = ba000 + 0:5c  
tX
p=1
c(x00p; z2):
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Рис. 1. Кратная сеть целочисленного сбалансирования трехмерной матрицы
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Полученная кратная сеть G(X;U) целочисленного сбалансирования представ-
лена на рис. 1. На рисунке показаны только вершины со значениями индексов 0,
1 и n;m; t соответственно для индексов i; j; p. Кратные дуги отмечены жирными
стрелками (для наглядности кратные дуги вместе с вершинами, которые они соеди-
няют, показаны на рисунке дважды – в частях G1 и G2 сети G). Связанные дуги
мультидуг отмечены двойными стрелками и при этом вторая стрелка стоит у вер-
шины, которая является общим концом связанных дуг мультидуги (в сток z входит
мультидуга, образованная связанными дугами из z1 и z2, а из каждой вершины
xijp (i > 0; j > 0; p > 0) выходит мультидуга, образованная связанными дугами,
одна из которых находится в части G1, а другая – в части G2).
Рассмотрим соотношения, которые в дальнейшем мы будем называть условиями
разрешимости:
f(xi00; xij0) + f(x
0
i00; xij0)  c(xi00; xij0) (i 2 1; n; j 2 1;m);
f(x0jp; x0j0) + f(x0jp; x
0
0j0)  c(x0jp; x0j0) (j 2 1;m; p 2 1; t);
f(xi0p; x00p) + f(xi0p; x
0
00p)  c(xi0p; x00p) (i 2 1; n; p 2 1; t):
(1)
В дальнейшем кратные и обычные дуги, инцидентные двум основным вершинам
(без штриха), мы будем называть основными, а остальные кратные и обычные дуги
мы будем называть дополнительными.
Теорема 1. Для того, чтобы задача целочисленного сбалансирования с ограни-
чениями второго рода имела решение, необходимо и достаточно, чтобы в соответ-
ствующей ей кратной сети существовал максимальный кратный поток ' величины
'z = 2ba000 + 0:5c, для которого выполняются условия разрешимости (1).
Справедливость теоремы 1 следует непосредственно из правил построения сети
и условия неразрывности потока в каждой вершине. Отметим также, что решение
задачи о максимальном кратном потоке указанного вида будет индуцировать ре-
шение задачи сбалансирования с ограничениями второго рода. При этом правила
перехода от потока к матрице будут теми же, что и для задачи с ограничениями
первого рода (см. [2]), то есть dijp полагается равным половине величины потока,
проходящего через вершину xijp, если она является концом кратной дуги; величине
потока, проходящего через вершину xijp, если она является концом обычной дуги.
Замечание 1. Класс разрешимых задач сбалансирования с ограничениями вто-
рого рода шире, нежели класс разрешимых задач сбалансирования с ограничениями
первого рода. Действительно, любое решение задачи с ограничениями первого рода
является решением задачи с ограничениями второго рода. Обратное неверно. На-
пример, при n = m = t = 2 для матрицы A, в которой a112 = a121 = a222 = 0:5, а
все остальные элементы внутренней части равны 0, существует решение задачи с
ограничениями второго рода и нет решений в задаче с ограничениями первого рода.
Напомним также несколько определений, касающихся кратных сетей целочис-
ленного сбалансирования кратности 2, которые понадобятся нам в дальнейшем (по-
дробнее см. в [2]).
Объединение мультидуги umz , идущей из вершин z1, z2 в z и двух путей r (r =
1; 2), каждый из которых является ориентированным путем в соответствующей ча-
сти Gr из вершины x000 в вершину zr, назовем обобщенным путем, если каждый из
путей r проходит через одну и ту же вершину xijp с ненулевыми индексами i > 0,
j > 0, p > 0.
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Кратный поток назовем полным, если любой обобщенный путь из x000 в z имеет
дугу u (обычную, кратную или мультидугу), поток по которой равен ее пропускной
способности f(u) = c(u).
Проекция Ci (i = 1; 2) подграфа C на часть сети Gi – это часть подграфа C,
образованная его вершинами и дугами, принадлежащими Gi.
Так как части Gi (i = 1; 2) сети G представляют собой обычные транспортные
сети с источником x000 и стоком zi, то будем называть некоторый путь из x000 в
zi путем прорыва в части Gi, если f(u) < c(u) на прямых дугах и f(u) > 0 на
обратных дугах этого пути.
Пусть в кратной сети определен некоторый поток ' величины 'z  0. Кратным
циклом в сети G(X;U), где X – множество вершин, U – множество дуг (обычных,
кратных или мультидуг), назовем такой подграф C(X 0; U 0), X 0  X, U 0  U , для
которого:
1) проекции C1 и C2 на частиG1 иG2 соответственно есть объединение некоторых
циклов, причем дуги, поток по которым ненулевой, могут проходиться в обратном
направлении;
2) проекции C1 и C2 согласованы (одинаковы) на общей части подграфов G1 и
G2;
3) C1 представим в виде C1 = [fCj1g, где Cj1 – некоторые циклы и Cj1 6 Ck1 8j 6= k;
при этом для любой дуги u из G1 выполняется неравенство
0  f(u) + a+(u)  a (u)  c(u);
где a+(u) – это число циклов Cj1 , в которых дуга u проходится в прямом направ-
лении, а a (u) – это число циклов Cj1 , в которых дуга u проходится в обратном
направлении. Такое же условие должно выполняться и для C2.
Обобщенным путем прорыва в сети G(X;U) для некоторого кратного потока '
назовем такой подграф S(X 0; U 0), X 0  X, U 0  U , для которого:
1) каждая из проекций S1 и S2 на части G1 и G2 соответственно есть объединение
ровно одного пути прорыва из x000 в z и некоторых циклов, причем дуги, поток по
которым ненулевой, могут проходиться в обратном направлении;
2) проекции S1 и S2 согласованы (одинаковы) на общей части подграфов G1 и
G2;
3) S1 представим в виде S1 = 1 [ fCj1g, где 1 – путь прорыва, Cj1 – некоторые
циклы и Cj1 6 Ck1 8j 6= k; при этом для любой дуги u из G1 выполняется неравенство
0  f(u) + a+(u)  a (u)  c(u);
где a+(u) – это число элементов множества 1[fCj1g, в которых дуга u проходится в
прямом направлении, а a (u) – это число элементов множества 1[fCj1g, в которых
дуга u проходится в обратном направлении. Такое же условие должно выполняться
и для S2;
4) S не содержит кратного цикла.
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3. Классы разрешимых задач целочисленного
сбалансирования с ограничениями второго рода
В предыдущем разделе мы показали, что задача целочисленного сбалансирования
трехмерной матрицы с ограничениями второго рода может иметь решения тогда,
когда нет решений в задаче с ограничениями первого рода. В связи с этим возникает
вопрос о классах разрешимости второй задачи.
Теорема 2. Если n = 2, или m = 2, или t = 2, то задача целочисленного сба-
лансирования трехмерной матрицы с ограничениями второго рода имеет решение.
Доказательство. Докажем теорему для случая n = 2. В остальных случаях
рассуждения будут аналогичны.
Если n = 2, то
a0jp =
nX
i=1
aijp = a1jp + a2jp < 2 (j 2 1;m; p 2 1; t):
Соответственно в ограничении задачи
max f0; ba0jpc   1g  d0jp  da0jpe+ 1 (j 2 1;m; p 2 1; t) (2)
левая часть всегда будет равна 0, а da0jpe+1  2 при ненулевом a0jp. В то же время
d0jp может принимать только значения 0, 1 и 2. Если же a0jp = 0, то правая часть
неравенства будет равна 1, а d0jp = 0. Следовательно, при n = 2 условие (2) будет
выполняться всегда.
Покажем, каким образом можно построить целочисленную матрицу D так, что-
бы выполнялись и все остальные условия задачи. Для этого решим двумерную зада-
чу целочисленного сбалансирования для матриц A1 = fAgi=1 и A2 = fAgi=2, явля-
ющихся сечениями исходной трехмерной матрицы по i = 1 и i = 2 соответственно.
При этом для того из ai00, дробная часть которого меньше, задачу решаем с корне-
вым условием di00 = bai00c, a для другого ai00 – с условием di00 = ba000+0:5c bai000c,
где i0 = 3  i (в случае равенства дробных частей d100 = ba100c, d200 = ba000 + 0:5c  
ba100c). Нетрудно заметить, что при таком подходе bai00c  di00  dai00e, i = 1; 2, а
значит, обе двумерные задачи можно свести к задаче о нахождении потока в обыч-
ной транспортной сети (подробнее о механизме сведения см. в [5]– [6]). Эту задачу,
в свою очередь, можно решить с помощью алгоритма Форда–Фалкерсона (см. [7])
за полиномиальное время. Отметим также, что сведение двумерной задачи к пото-
ковой является полиномиальным, следовательно, задачи для матриц A1 и A2 будут
решены за полиномиальное время.
После нахождения решений D1 и D2 двумерных задач положим fDgi=1 = D1, а
fDgi=2 = D2. Элементы сечения fDgi=0 получим как сумму соответствующих эле-
ментов сечений fDgi=1 и fDgi=2. Покажем, что полученная целочисленная матрица
D удовлетворяет условиям задачи.
Из результатов статей [5]– [6] также следует, что в обеих двумерных задачах
всегда существуют решения, для каждого из которых будут выполнены условия:
baij0c  dij0  daij0e (i = 1; 2; j 2 1;m); (3)
bai0pc  di0p  dai0pe (i = 1; 2; p 2 1; t); (4)
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bai00c  di00  dai00e (i = 1; 2): (5)
Следовательно,
ba0j0c   1 = ba1j0 + a2j0c   1  ba1j0c+ ba2j0c  d1j0 + d2j0 = d0j0 (j 2 1;m); (6)
d0j0 = d1j0 + d2j0  da1j0e+ da2j0e  da1j0 + a2j0e+ 1 = da0j0e+ 1 (j 2 1;m); (7)
ba00pc   1 = ba10p + a20pc   1  ba10pc+ ba20pc  d10p + d20p = d00p (p 2 1; t); (8)
d00p = d10p + d20p  da10pe+ da20pe  da10p + a20pe+ 1 = da00pe+ 1 (p 2 1; t): (9)
Кроме того, очевидно, что
d0j0  0 (j 2 1;m); (10)
d00p  0 (p 2 1; t): (11)
Отметим также, что в силу выбора корневых условий в двумерных задачах
d000 = ba000 + 0:5c: (12)
Таким образом, из (2)–(12) следует, что для построенной целочисленной матрицы
D выполняются все условия задачи целочисленного сбалансирования трехмерной
матрицы с ограничениями второго рода (условие baijpc  dijp  daijpe; i > 0, j >
0, p > 0 выполняется автоматически в силу используемого в двумерной задаче
алгоритма), что и требовалось доказать.
Теорема доказана.
Следствие. Если n = 2, или m = 2, или t = 2, то задача целочисленного
сбалансирования трехмерной матрицы с ограничениями второго рода всегда имеет
решение и может быть решена за полиномиальное время.
Действительно, в доказательстве теоремы 2 содержится полиномиальный алго-
ритм решения подобной задачи, основанный на решении двумерной задачи целочис-
ленного сбалансирования для срезов исходной матрицы A1 = fAgi=1 и A2 = fAgi=2
(в случае, когда n = 2; для m = 2 и t = 2 – аналогично).
Для доказательства следующей теоремы нам потребуется ввести новые обозна-
чения. Пусть для одной и той же трехмерной матрицы A решаются обе задачи
целочисленного сбалансирования, при этом в обоих случаях выполняется сведение
к кратной сети целочисленного сбалансирования. Обозначим через G1(X;U1) крат-
ную сеть для первой задачи, а через G2(X;U2) – кратную сеть для второй задачи
(U1 и U2 представляют собой одинаковые множества дуг, имеющих в указанных
сетях различные пропускные способности). Соответственно c1(a; b) и f 1(a; b) – про-
пускная способность и поток на дуге (a; b) в сети G1(X;U1), а c2(a; b) и f 2(a; b) –
пропускная способность и поток на дуге (a; b) в сети G2(X;U2).
Так как мы будем оперировать пропускными способностями дуг в сетиG1(X;U1),
напомним, каким образом они устанавливаются. Пропускные способности кратных
дуг:
c1(x000; xi00) = 2bai00c (i 2 1; n); c1(x000; x0000) = 2
 
ba000 + 0:5c  
nX
i=1
bai00c
!
;
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c1(x0000; xi00) = 2(dai00e bai00c) (i 2 1; n); c1(xi00; xij0) = 2baij0c (i 2 1; n; j 2 1;m);
c1(xi00; x
0
i00) = 2
 
dai00e  
mX
j=1
baij0c
!
(i 2 1; n);
c1(x0i00; xij0) = 2(daij0e   baij0c) (i 2 1; n; j 2 1;m);
c1(xij0; xijp) = 2daijpe (i 2 1; n; j 2 1;m; p 2 1; t):
Пропускные способности связанных дуг для всех мультидуг из вершин xijp рав-
ны daijpe, а пропускные способности связанных дуг, входящих в вершину z : c1(zk; z) =
ba000 + 0:5c (k = 1; 2).
Пропускные способности обычных дуг:
c1(x0jp; x0j0) = ba0jpc (j 2 1;m; p 2 1; t); c1(x0jp; x00j0) = da0jpe ba0jpc (j 2 1;m; p 2 1; t);
c1(x00j0; x0j0) = da0j0e  
tX
p=1
ba0jpc (j 2 1;m); c1(x0j0; z1) = ba0j0c (j 2 1;m);
c1(x0j0; z
0
1) = da0j0e   ba0j0c (j 2 1;m); c1(z01; z1) = ba000 + 0:5c  
mX
j=1
ba0j0c;
c1(xi0p; x00p) = bai0pc (i 2 1; n; p 2 1; t); c1(xi0p; x000p) = dai0pe bai0pc (i 2 1; n; p 2 1; t);
c1(x000p; x00p) = da00pe  
nX
i=1
bai0pc (p 2 1; t); c1(x00p; z2) = ba00pc (p 2 1; t);
c1(x00p; z
0
2) = da00pe   ba00pc (p 2 1; t); c1(z02; z2) = ba000 + 0:5c  
tX
p=1
ba00pc:
Отметим, что условия разрешимости для задачи с ограничениями первого рода
формально записываются таким же образом, что и условия разрешимости (1) для
задачи с ограничениями второго рода, большее число разрешимых задач для задачи
с ограничениями второго рода обусловлено исключительно разницей в пропускной
способности дуг кратной сети.
Теорема 3. Пусть задача целочисленного сбалансирования трехмерной матри-
цы с ограничениями первого рода не имеет решения, а величина потока в сети
G1(X;U1) равна 2d000. Тогда задача сбалансирования с ограничениями второго ро-
да разрешима.
Доказательство. Величина максимального потока в сети G1(X;U1) составляет
2d000, однако задача не имеет решения, следовательно, для этого потока не вы-
полняются условия разрешимости (1). Перенесем поток из сети G1(X;U1) в сеть
G2(X;U2). Перенос потока будем осуществлять таким образом, чтобы поток, про-
ходящий через вершины xijp (i  0, j  0, p  0), а также z1, z2 и z был одинаков
в обеих сетях. При этом может оказаться, что поток по некоторой основной дуге
(a; b) в первой сети больше пропускной способности этой дуги во второй сети. В этом
случае превышение потока нужно во второй сети перенаправить на соответствую-
щие дополнительные дуги. В силу построения сетей это всегда возможно сделать,
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поскольку величина максимального потока, который может проходить через кон-
кретную вершину в сети G2(X;U2), всегда больше или равна аналогичной величине
для той же вершины в сети G1(X;U1).
Очевидно, что после переноса в сети G2(X;U2) величина потока также будет
равна 2d000. Покажем, что для полученного потока в этой сети будут выполнены
условия разрешимости (1).
Заметим, что
c2(xi00; xij0)  c1(xi00; xij0)  2 (i 2 1; n; j 2 1;m); (13)
c2(x0jp; x0j0)  c1(x0jp; x0j0)  1 (j 2 1;m; p 2 1; t); (14)
c2(xi0p; x00p)  c1(xi0p; x00p)  1 (i 2 1; n; p 2 1; t) (15)
по построению сетей. Так как величина потока в сети G1(X;U1) равна 2d000, то в
силу построения этой сети получаем
mX
j=1
f 1(xi00; xij0) + f
1(xi00; x
0
i00)  f 1(x000; xi00) = c1(x000; xi00) = 2bai00c (i 2 1; n);
(16)
mX
j=1
c1(xi00; xij0) + c
1(xi00; x
0
i00) = 2dai00e  2 (bai00c+ 1) (i 2 1; n); (17)
tX
p=1
f 1(x0jp; x0j0) + f
1(x00j0; x0j0)  f 1(x0j0; z1) = c1(x0j0; z1) = ba0j0c (j 2 1;m); (18)
tX
p=1
c1(x0jp; x0j0) + c
1(x00j0; x0j0) = da0j0e  ba0j0c+ 1 (j 2 1;m); (19)
nX
i=1
f 1(xi0p; x00p) + f
1(x000p; x00p)  f 1(x00p; z2) = c1(x00p; z2) = ba00pc (p 2 1; t); (20)
tX
i=1
c1(xi0p; x00p) + c
1(x000p; x00p) = da00pe  ba00pc+ 1 (p 2 1; t): (21)
Объединяя (16)–(17), (18)–(19) и (20)–(21), получаем
mX
j=1
f 1(xi00; xij0) + f
1(xi00; x
0
i00) 
mX
j=1
c1(xi00; xij0) + c
1(xi00; x
0
i00)  2 (i 2 1; n); (22)
tX
p=1
f 1(x0jp; x0j0)+f
1(x00j0; x0j0) 
tX
p=1
c1(x0jp; x0j0)+c
1(x00j0; x0j0) 1 (j 2 1;m); (23)
nX
i=1
f 1(xi0p; x00p)+ f
1(x000p; x00p) 
tX
i=1
c1(xi0p; x00p)+ c
1(x000p; x00p)  1 (p 2 1; t): (24)
Следовательно, с учетом ограниченности потока пропускными способностями дуг
f 1(xi00; xij0)  c1(xi00; xij0)  2 (i 2 1; n; j 2 1;m); (25)
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f 1(x0jp; x0j0)  c1(x0jp; x0j0)  1 (j 2 1;m; p 2 1; t); (26)
f 1(xi0p; x00p)  c1(xi0p; x00p)  1 (i 2 1; n; p 2 1; t): (27)
Объединяя неравенства (25)–(27) с неравенствами (13)–(15), получаем, что поток
на интересующих нас основных дугах в сети G1(X;U1) будет больше либо равен
пропускной способности соответствующих дуг в сети G2(X;U2), а следовательно,
при указанном выше переносе потока будут справедливы равенства
f 2(xi00; xij0) = c
2(xi00; xij0) (i 2 1; n; j 2 1;m); (28)
f 2(x0jp; x0j0) = c
2(x0jp; x0j0) (j 2 1;m; p 2 1; t); (29)
f 2(xi0p; x00p) = c
2(xi0p; x00p) (i 2 1; n; p 2 1; t); (30)
что обеспечивает выполнение условий разрешимости (1) задачи целочисленного сба-
лансирования трехмерной матрицы с ограничениями второго рода. Так как при этом
величина потока в сети G2(X;U2) равна 2d000, то данный поток будет индуцировать
решение задачи сбалансирования.
Теорема доказана.
Резюмируя все вышесказанное, отметим, что нам удалось доказать, что задача
целочисленного сбалансирования с ограничениями второго рода имеет решение в
тех случаях, когда
1) величина максимального потока в сети целочисленного сбалансирования зада-
чи с ограничениями второго рода равна 2d000 и выполняются условия разрешимости
(1) (общий критерий разрешимости);
2) имеет решение задача сбалансирования с ограничениями первого рода;
3) n = 2, m = 2 или t = 2; при этом для задачи существует полиномиальный
алгоритм решения;
4) задача сбалансирования с ограничениями первого рода не имеет решений, но
максимальный поток в соответствующей ей кратной сети целочисленного сбаланси-
рования имеет величину 2d000.
4. Алгоритмы решения задачи
В заключение приведем некоторые алгоритмы решения рассматриваемой задачи.
Как было показано в разделе 2, для решения задачи сбалансирования трехмерной
матрицы с ограничениями второго рода достаточно найти в кратной сети макси-
мальный поток величины 2d000, который удовлетворял бы условиям разрешимости
(1). Это можно сделать при помощи следующего алгоритма, состоящего из трех
этапов:
1. Этап построения полного потока. На данном этапе увеличения потока мож-
но добиваться, находя все возможные обобщенные пути прорыва из x000 в z через
вершины xijp (i 2 1; n; j 2 1;m; p 2 1; t) без обратных дуг и увеличивая поток по
ним. В итоге будет получен полный поток.
2. Этап увеличения потока. Если полученный полный поток не является мак-
симальным, то увеличиваем поток при помощи обобщенного алгоритма пометок
(см. [8]) до тех пор, пока поток не станет максимальным. Напомним, что идея обоб-
щенного алгоритма пометок состоит в следующем: в проекциях G1 и G2 поочередно
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строятся пути прорыва 1 и 2 (возможно, в объединении с некоторыми цикла-
ми) до тех пор, пока пути в обеих проекциях не станут согласованными, либо же
не останется вариантов для продолжения построения пути. В первом случае объ-
единение 1 и 2 с мультидугой с концом в z даст обобщенный путь прорыва, во
втором случае производится откат до «точки ветвления», после чего выполнение
алгоритма возобновляется. Если точкой ветвления оказывается x000 и при этом x000
не помечена, то задача целочисленного сбалансирования не имеет решения.
3. Этап коррекции потока. Если максимальный поток имеет величину 2d000,
но не удовлетворяет условиям разрешимости (1), то выполняем коррекцию потока
при помощи модификации обобщенного алгоритма пометок (см. [2]), пока не бу-
дет получено выполнение условий или не будет установлена невозможность такой
коррекции.
Теорема 4. Решение задачи целочисленного сбалансирования трехмерной мат-
рицы с ограничениями второго рода можно найти при помощи указанного выше
алгоритма.
Доказательство. Заметим, что кратная сеть, соответствующая задаче целочис-
ленного сбалансирования с ограничениями второго рода, является частным случаем
делимой сети (класс таких сетей подробно рассмотрен в [8]). Следовательно, по тео-
реме 4 статьи [8] максимальный кратный поток в этой сети может быть найден при
помощи этапов 1–2 рассматриваемого алгоритма.
Также заметим, что, повторяя рассуждения из части II теоремы 5 статьи [2],
можно показать, что 3 этап алгоритма корректирует поток в соответствии с усло-
виями разрешимости всегда, когда это возможно.
Теорема доказана.
Замечание 2. Отметим, что предложенный алгоритм является экспоненциаль-
ным. Известно, что задача целочисленного сбалансирования трехмерной матрицы
с ограничениями первого рода является NP -полной (см. [1]). Вопрос о полиноми-
альной разрешимости задачи с ограничениями второго рода пока открыт.
Как отмечалось в разделе 3, для случая, когда n = 2, или m = 2, или t = 2,
возможно построить полиномиальный алгоритм, основанный на алгоритме решения
двумерной задачи целочисленного сбалансирования. Формализуем этот алгоритм
для случая n = 2.
1. Выделяем плоские матрицы A1 = fAgi=1 и A2 = fAgi=2, являющиеся сечени-
ями исходной трехмерной матрицы по i = 1 и i = 2 соответственно.
2. Для матриц A1, A2 решаем задачу целочисленного сбалансирования двумер-
ной матрицы. При этом для того из ai00, дробная часть которого меньше, зада-
чу решаем с корневым условием di00 = bai00c, a для другого ai00 – с условием
di00 = ba000 + 0:5c   bai000c, где i0 = 3   i (в случае равенства дробных частей
d100 = ba100c, d200 = ba000+0:5c ba100c). В [5]– [6] показано, что задача целочислен-
ного сбалансирования двумерного матричного плана может быть сведена к задаче
нахождения максимального потока в транспортной сети. Применительно к нашим
матрицам Ai (i = 1; 2) данное сведение осуществляется по следующим правилам:
1) Каждому элементу aijp матрицы Ai поставим в соответствие вершину сети xijp,
а элементу ai00 поставим в соответствие еще дополнительную вершину zi00.
2) Соединим вход x0 сети с каждой вершиной xij0 (j 2 1;m) дугами пропускной
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способности baij0c, а также с вершиной xi00 дугой пропускной способности
di00  
mP
j=1
baij0c.
3) Соединим вершину xi00 с каждой из вершин xij0 (j 2 1;m) дугами пропускной
способности daij0e   baij0c.
4) Соединим со стоком z каждую из вершин xi0p (p 2 1; t) дугами пропускной спо-
собности bai0pc, а вершину zi00 – дугой пропускной способности di00 
tP
p=1
bai0pc.
5) Соединим с вершиной zi00 каждую из вершин xi0p (p 2 1; t) дугами пропускной
способности dai0pe   bai0pc.
6) Соединим каждую из вершин xij0 (j 2 1;m) со всеми вершинами xijp (j 2 1;m,
p 2 1; t) дугами пропускной способности daijpe.
7) Соединим с каждой вершиной xi0p (p 2 1; t) все вершины xijp (j 2 1;m; p 2 1; t)
дугами пропускной способности daijpe.
В полученных по матрицам A1, A2 сетях находим максимальный поток при помощи
алгоритма Форда–Фалкерсона (см. [7]).
3. Пусть 'i – наибольший поток в сети для матрицы Ai (i = 1; 2) и f(xijp)
(j 2 0;m, p 2 0; t) – величина потока, проходящего через вершину xijp . Образуем
матрицу Di, для которой
di00 = '
i
z; dijp = f(xijp) (j 2 0;m; p 2 0; t; j + p 6= 0):
4. После нахождения решений D1 и D2 двумерных задач положим fDgi=1 = D1,
а fDgi=2 = D2. Элементы сечения fDgi=0 получим как сумму соответствующих эле-
ментов сечений fDgi=1 и fDgi=2. Полученная трехмерная целочисленная матрица
D является решением задачи сбалансирования с ограничениями второго рода.
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Some Solvability Classes for the Problem of Integer Balancing
of a Three-Dimensional Matrix with Constraints of Second
Type
Smirnov A.V.
P.G. Demidov Yaroslavl State University,
Sovetskaya str., 14, Yaroslavl, 150000, Russia
Keywords: integer balancing, three-dimensional matrices, constraints of second type,
solvability classes, multiple networks, multiple ows, generalized labeling algorithm
The problem of integer balancing of a three-dimensional matrix with constraints of
second type is studied. The elements of the inner part (all three indices are greater than
zero) of the three-dimensional matrix are summed in each direction and each section
of the matrix; the total sum is also found. These sums are placed into the elements
where one or more indices are equal to zero (according to the summing directions). The
problem is to nd an integer matrix of the same structure, which can be produced from
the initial one by replacing the elements of the inner part with the largest previous or
the smallest following integer. At the same time variations of the sums of elements
from that in the initial matrix should be less than 2 and the element with three zero
indices should be produced with standard rules of rounding-o. Some solvability classes
for this problem are dened. Also, a model of reducing this problem to a problem of
nding the maximum ow in a multiple network and an algorithm for the corresponding
ow problem are suggested. A polynomial algorithm for the particular case of n = 2 is
described.
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