Abstract: An analytical framework for supervisory control of real-time discrete event systems (DESs) under bounded time constraints is presented. In order to address the bounded time constraints of the systems, timed languages based on timed transition models are introduced. Using eligible time bounds, the notions of trace-controllability and time-controllability of timed languages are proposed. Based on these notions, necessary and sufficient conditions for the existence of a supervisor for a real-time DES to achieve the given timed language specification are presented. The proposed approach shows that an exhaustive enumeration of the language generated in timed transition models is not needed to verify such existence conditions of the supervisor.
Introduction
Correct operations along the desired behaviour in real-time discrete event systems (DESs) depend not only on their logical correctness but also on the time bounds in which the operations are performed. For example, a transmitted message in communication networks for a real-time application should be received within an allowed time delay and a robot control system should issue a command to stop or turn the manipulator within an allowed time interval for collision avoidance. In these respects, several modelling and control formalisms such as clock automata [1] , timed automata [2 -4] , timed event graphs [5] , timed discrete event models [6] and timed Petri net [7] have been proposed to analyse real-time DESs. Particularly, in [8] , the timing features of timed transition models established by [9] are extended to the supervisory control framework of logical DESs [10] . In [8] , events are assumed to occur within their respective lower and upper time bounds. In addition, a tick of the global clock is introduced as an additional event tick, and the activity models describing the logical behaviour of the systems are extended accordingly by including the tick event and by augmenting the state space to include a timer for each activity event. The resulting framework retains most properties of logical DESs, but the addition of a tick event may cause state-space explosion. In [11] , Brandin incorporated the timing information in the system states in the form of timer variables, which allowed the compacter modelling of timed DESs by eliminating tick transitions. However, the bounded time constraint problem we now consider was not considered in [11] .
In fact, we will consider a bounded time constraint problem that specifies the time intervals for the occurrence of certain events after the occurrence of any event sequence. Specifically, we address the supervisory control problem of real-time DESs given by the timed transition models of [8] where the behaviour of a real-time DES is described by a language generated in the models. However, in order to describe the bounded time behaviours and constraints of the real-time DESs, we introduce timed language models which represent the sequences of events constrained with occurrence time intervals. Then, we will consider the notion of eligible time bounds to analyse the timed-behaviour of the system and to avoid the state-space explosion due to the addition of tick. Then, we will introduce the notions of trace-controllability and time-controllability of timed languages. These notions are required to achieve the logical behaviour and the timed behaviour described in the timed language specification, respectively. Based on these notions, we intend to present necessary and sufficient conditions for the existence of a supervisor for a real-time DES to achieve the timed language specification.
Through suitable modelling, the bounded time constraint problem can be also considered in [8] . However, in order to solve it in the framework of [8] , it still requires the addition of state transitions by tick events which may cause state-space explosion. The currently proposed analytical framework does not lead to the state-space explosion problem caused by tick events. Our results may involve a heavy computational burden to verify the existence conditions of the supervisor since both the trace-controllability and time-controllability should be checked. However, note that the proposed approach requires certainly less complexity than that of [8] because the exhaustive search due to tick in timed transition models is no longer required.
Preliminaries
This Section briefly reviews the timed transition models of [8] and introduces some notations we will use in our mathematical analyses. In order to describe the logical (or untimed) behaviour of a real-time DES, the activity model is represented by the following finite state automaton: where A is the finite set of activity states, S act is the set of activity events, a 0 is the initial activity state, and d act : A Â S act 7 ! A is the activity state transition (partial) function (we do not consider nonblocking problems associated with marked states for simplicity). In S act ; each event s is equipped with a lower time bound lðsÞ 2 N and an upper time bound uðsÞ 2 N [ f1g; where N is the set of natural numbers. Typically, lðsÞ represents a delay, in communication or control enforcement, and uðsÞ a hard deadline, imposed by legal specifications or physical constraints.
From the activity model and time bounds, the real-time DES can be modelled as a timed transition model represented by the following finite state automaton:
G ¼ ðQ; S; q 0 ; dÞ where Q is the finite set of states, S is the set of events, q 0 is the initial state and d : Q Â S 7 ! Q is the state transition (partial) function (Refer to [8] for the detailed definition of its transition structure). The event set S is decomposed into two subsets as S ¼ In order to describe the bounded time behaviours and the bounded time constraints of real-time DESs, we introduce the notions of timed languages. Let any element of S act Â N Â N be a timed event, and a string composed of timed events be a timed string. Then, a timed language is a set of timed strings, i.e. a subset of ðS act Â N Â NÞ Ã : For a timed string s t ¼ ða 1 ; tl a 1 ; tu a 1 Þða 2 ; tl a 2 ; tu a 2 Þ Á Á Á ða n ; tl a n ; tu a n Þ; trðs t Þ called trace of s t is defined as trðs t Þ ¼ a 1 a 2 Á Á Á a n ; i.e. the sequence of activity events in s t : The trace set trðL t Þ of a timed language L t & ðS act Â N Â NÞ Ã is the set of traces of all strings in L t : For s t 2 ðS act Â N Â NÞ Ã ; the set of prefixes of s t is defined as prðs t Þ :¼ fv t 2 ðS act Â N ÂNÞ Ã jv t u t ¼ s t for some u t 2 ðS act Â N Â NÞ Ã g; and the prefix-closure prðL t Þ of a timed language L t is the set of prefixes of all strings in L t : L t is said to be prefix-closed (or closed) if prðL t Þ ¼ L t : Moreover, let S L t ðs t Þ :¼ fs t 2 S act Â N Â Njs t s t 2 prðL t Þg:
Eligible time bounds
Let us introduce the notion of eligible time bounds. In order to informally describe the notion, a motivation example is given. Consider the activity model and its timed transition model shown in Fig. 1 where the transformation rule between them is defined in [8] . Assume that the lower and upper time bounds of each event are given as follows: lðaÞ ¼ 1; uðaÞ ¼ 2; lðbÞ ¼ 1 and uðbÞ ¼ 1: At the initial state, even although the upper time bound of b is infinity, it occurs within two occurrences of tick because the upper time bound of a is two. In other words, the eligible upper time bound of an event is determined by an event with a minimum upper time bound defined at the state. Also note that b may occur without delay after the occurrence of a; i.e. the eligible lower time bound of b is zero after the occurrence of a: The reason for this is that since b is also defined after the occurrence of a; a timer value of b is preserved. Now, in order to describe the bounded time behaviours of real-time DESs, we formally define the notions of eligible lower time bound (ELTB, el) and eligible upper time bound (EUTB, eu) as follows:
act ðsÞ \ LðGÞ satisfying ltðvÞ 6 ¼ tick; let q ¼ dðq 0 ; vÞ: Then: elðs; aÞ :¼ a minimum value of i such that dðq; tick i aÞ is defined euðs; aÞ :¼ a maximum value of i such that dðq; tick i aÞ is defined
The ELTB and EUTB mean that at the state q reaching via the string v (whose P act projection is s), the activity event a can occur after at least elðs; aÞ and at most euðs; aÞ occurrences of tick, respectively. In other words, elðs; aÞ and euðs; aÞ are the minimum value and the maximum value of i such that v tick i a 2 LðGÞ; respectively. In the example shown in Fig. 1 , it is shown that elð; aÞ ¼ 1; elð; bÞ ¼ 1; euð; aÞ ¼ euð; bÞ ¼ 2; elða; aÞ ¼ 1; elða; bÞ ¼ 0 and euða; aÞ ¼ euða; bÞ ¼ 2:
The algorithm for computing eligible time bounds is presented in the following:
Step 1: For all a 2 S G act ða 0 Þ: elð; aÞ :¼ lðaÞ; euð; aÞ :¼ min uðbÞ If the event a is defined at a state where the last event of s (lt(s)) occurs, the computation of elðs; aÞ requires subtracting an EUTB of a after s 0 ; i.e. euðs 0 ; aÞ; from a lower time bound lðaÞ: The value euðs; aÞ is determined by a minimum value of upper time bounds of events defined only at the state a and a minimum value of upper time bounds of events defined at a and a 0 subtracted by elðs 0 ; ltðsÞÞ: Note that for any a; b 2 S LðG act Þ ðsÞ; euðs; aÞ ¼ euðs; bÞ:
Remark 1: For s 2 P act ðLðGÞÞ and a 2 S act satisfying sa 2 LðG act Þ; if elðs; aÞ > euðs; aÞ then sa 6 2 P act ðLðGÞÞ; i.e. the event a never occurs in G after the occurrence of the string s.
Trace and time controllabilities
The event set S is classified into three categories, the controllable events set S c , the uncontrollable events set S uc and the forcible events set S for : The controllable events can be enabled or disabled by supervisors, and the uncontrollable events should be permanently enabled. The forcible events can preempt the tick event by the forcing action of supervisors [8] . That is, supervisors have two control actions, disablement and forcing. Note that S c \ S uc ¼ ;; tick 2 S c ; and the forcible event may be either controllable or uncontrollable. The event tick is considered to be controllable in the sense that its occurrence can be preempted by forcible events. While it is formally designated as controllable to simplify terminology, the status of tick lies more exactly between controllable and uncontrollable: no technology could prohibit tick in the sense of stopping the clock, although a forcible event, if eligible, can preempt it [8] .
The bounded time constraints will now be represented by timed language specifications. The objective of supervisor design is that the trace and time behaviours of a supervised system are consistent with the trace and time constraints of the specification, respectively. Now we introduce the notions of trace-controllability and time-controllability of a given timed language specification K. The trace-controllability determines whether or not the traces of the specification can be achieved exactly and the time-controllability determines whether or not the time bounds specified in the specification can be met exactly. These notions will be necessary and sufficient for the existence of a supervisor achieving the specification. For s 2 trðKÞ and a 2 S act if a 2 S trðKÞ ðsÞ; a is said to be on trace of K after s; otherwise, off trace of K after s. Also, let MaxELðtrðKÞ; sÞ :¼ max and elðs; aÞ euðs; aÞ for all a 2 S trðKÞ ðsÞ:
When there exist forcible events on trace of K after s, trace-controllability states that uncontrollable events with ELTBs less than or equal to MaxEL(tr(K), s) should be on trace of K after s. Then the traces of K can be achieved by a supervisor that enables the events belonging to S trðKÞ ðsÞ and prevents the occurrence of events off trace of K after s through the following actions. The uncontrollable events with ELTBs larger than MaxEL(tr(K), s) and not belonging to S trðKÞ ðsÞ do not occur by forcing action of forcible events in S trðKÞ ðsÞ before MaxELðtrðKÞ; sÞ þ 1 occurrences of tick. In addition, the controllable events not belonging to S trðKÞ ðsÞ are disabled. When there is no forcible event on trace of K after s, trace-controllability states that uncontrollable events with ELTBs less than or equal to an EUTB should be included on trace of K after s. Then the traces of K can be achieved by a supervisor that disables the controllable events not belonging to S trðKÞ ðsÞ: Note that uncontrollable events with ELTBs larger than an EUTB cannot occur. In this manner, trace-controllability guarantees the achievement of traces of specifications. The achievement of traces of a timed language specification means that a language composed of strings of activity events generated in a supervised system is equivalent to the traces of the specification.
For s 2 trðKÞ let 
It is a minimum value of ELTB's of uncontrollable events which are off trace of K after s.
Definition 3: A timed language K is time-controllable w.r.t. a real-time DES G if, for all s t 2 prðKÞ and ða; tl a ; tu a Þ 2 S prðKÞ ðs t Þ;
1. tl a ! elðs; aÞ; if a 2 S c tl a ¼ elðs; aÞ; otherwise 2. tu a ¼ tu b for all b 2 S trðKÞ ðsÞ; and tu a ¼ euðs; aÞ; if S trðKÞ ðsÞ \ S for ¼ ;; MaxELðtrðKÞ;sÞ tu a < minðBðK;sÞ;euðs;aÞþ1Þ; otherwise; where s ¼ trðs t Þ: Time-controllability of K implies that a lower bound tl a of a controllable event a on trace of K is allowed to be larger than ELTB, and it can be exactly achieved by a proper disablement action. If there are forcible events on trace of K and uncontrollable event off trace of K after s, the proper forcing action of supervisors can achieve the upper bound tu a that is equal to or larger than a maximum ELTB of events on trace of K and less than a minimum ELTB of uncontrollable events off trace of K after s. Otherwise, it cannot be avoided that the number of occurrences of tick after s becomes EUTB. Thus, time-controllability makes it possible to exactly achieve time constraints imposed on a specification.
Consider a real-time DES imposed by the following constraints: at the initial state, the event a should occur after at least one tick and at most two ticks, and after the occurrence of a; the event b should occur within two ticks. Then, in the framework of [8] , the language fta; tta; tab; tatb; ttab; ttatbg ðt ¼ tickÞ is given as a specification representing the constraints, and its controllabilty should be checked with respect to a timed transition model. However, we will specify the above constraints as a timed language fða; 1; 2Þðb; 0; 1Þg and further discriminate them into trace
They can be checked according to the trace-controllability and time-controllability conditions, respectively. Note that in checking the conditions, no transformation to a timed transition model is required. The set V(s) consists of events permitted to occur after observation of the trace s. In other words, it is the set of events to be enabled or forced by the supervisor. The events in V(s) can occur in the supervised system if their timer value, i.e. tðs; ÁÞ belongs to their interval Iðs; ÁÞ: Note that the given LowðIðs; aÞÞ of a controllable event a may be larger than elðs; aÞ because the timing of its occurrence can be controlled by a disablement action of the supervisor. In addition, when there exist forcible events in V(s), the given UppðIðs; aÞÞ may be smaller than euðs; aÞ because its occurrence timing can be controlled by a forcing action of the supervisor. The update mechanism of the timer value t is also described in defining the behaviour of supervised systems. A closed-loop system (or a supervised system) denoted by S=G means the real-time system G under the control of a supervisor S. The behaviour of S=G denoted by LðS=GÞ is inductively defined as follows: (i) 2 LðS=GÞ; (ii) for s 2 S Ã and a 2 S; suppose that s 2 LðS=GÞ and sa 2 LðGÞ; and let P act ðsÞ ¼ s a ; then:
Existence conditions of supervisors
(a) if a 2 S act ; a 2 Vðs a Þ; and tðs a ; aÞ 2 Iðs a ; aÞ; then sa 2 LðS=GÞ and tðs a a; bÞ ¼ 0 for all b 2 S LðG act Þ ðs a aÞ; (b) if a ¼ tick and tðs a ; bÞ < UppðIðs a ; bÞÞ for all b 2 S LðG act Þ ðs a Þ; then sa 2 LðS=GÞ and tðs a ; bÞ ¼ tðs a ; bÞ þ 1:
In (a), the events belonging to Vðs a Þ are enabled or forced by the supervisor and the events not belonging to Vðs a Þ are disabled by the supervisor. In particular, if there exists a 2 S act such that a 2 Vðs a Þ \ S for and UppðIðs a ; aÞÞ < euðs a ; aÞ; then the event a is forced.
In addition, note that fg LðS=GÞ LðGÞ; and LðS=GÞ is nonempty and closed.
To formulate a supervisory control problem for bounded time constraints, let us define a language-to-timed language transformation T : 2 For a real-time DES G, s t ða; tl a ; tu a Þ 2 TðLðGÞÞ means that after a string with an activity event as its last event and the trace trðs t Þ as its P act projection, the event a occurs after at least tl a ticks and at most tu a ticks in G. The timed language T(L(G)) is called a timed behaviour of G. Through this transformation, the behaviour of a real-time DES modelled by a timed transition model can be described as a timed language. The goal of our supervisor design is that the T transformation of a language generated in a supervised system (called the behaviour of a supervised system) is equivalent to a given timed language specification. We then consider the following supervisory control problem of real-time DESs under bounded time constraints represented by the timed language specifications:
Supervisory control problem (SCP): Given a closed timed language specification Kð6 ¼ ;Þ for a real-time DES G, find the existence conditions of a supervisor S such that TðLðS=GÞÞ ¼ K:
The following theorem 1 provides the solution of the SCP. ðsÞ \ S uc Þ À S trðKÞ ðsÞ: Then, from the definition of I, the minimum value and the maximum value of i satisfying s 0 tick i a 2 LðS=GÞ are elðs; aÞ and euðs; aÞ; respectively. In the case of S trðKÞ ðsÞ \ S for ¼ ;; it holds that a 2 S trðKÞ ðsÞ since elðs; aÞ euðs; aÞ and K is trace-controllable. This is a contradiction. In the case of S trðKÞ ðsÞ \ S for 6 ¼ ;; it holds that tu b < elðs; aÞ for all ðb; tl b ; tu b Þ 2 S prðKÞ ðs t Þ since K is time-controllable and a 6 2 S trðKÞ ðsÞ: Then, from tu b < elðs; aÞ euðs; aÞ and the definition of the supervisor, it is true that s 0 tick tu b þn 6 2 LðS=GÞ where n is any positive integer. This is a contradiction to s 0 tick i 2 LðS=GÞ since the maximum value of i is euðs; aÞ: Thus, we know that a 2 S trðKÞ ðsÞ:
According to the definition of LðS=GÞ; tl a ¼ LowðIðs; aÞÞ and tu a ¼ UppðIðs; aÞÞ which together with the definition of I imply that ða; tl a ; tu a Þ 2 S prðKÞ ðs t Þ: Therefore, it is true that s t ða; tl a ; tu a Þ 2 K which implies TðLðS=GÞÞ K:
tu a and tl a ; respectively. In the case of S trðKÞ ðsÞ \ S for 6 ¼ ;; by analogous reasoning, the minimum value and the maximum value of i satisfying s 0 tick i a 2 LðS=GÞ become tl a and tu a ; respectively. Thus, it is true that s t ða; tl a ; tu a Þ 2 TðLðS=GÞÞ; which implies TðLðS=GÞÞ K: Therefore, we conclude that TðLðS=GÞÞ ¼ K from (i) and (ii).
(Only if ) Note that VðsÞ ¼ S trðKÞ ðsÞ for any s 2 trðKÞ since TðLðS=GÞÞ ¼ K: We first show that K is trace-controllable w.r.t. G.
(i) Suppose that elðs; aÞ > euðs; aÞ for some a 2 S trðKÞ ðsÞ: Then, sa 6 2 trðTðLðGÞÞÞ and sa 6 2 trðTðLðS=GÞÞÞ: However, since sa 2 trðKÞ; it is a contradiction to TðLðS=GÞÞ ¼ K:
(ii) In the case of S trðKÞ ðsÞ \ S for 6 ¼ ;; suppose that a 2 S LðG act Þ ðsÞ \ S uc and elðs; aÞ MaxELðtrðKÞ; sÞ for some a 6 2 S trðKÞ ðsÞ: Then, according to the definition of supervisors, it holds that a 2 VðsÞ; LowðIðs; aÞÞ ¼ elðs; aÞ; and UppðIðs; aÞÞ euðs; aÞ: In addition, it is true that S trðKÞ ðsÞ ¼ VðsÞ and UppðIðs; gÞÞ ! MaxELðtrðKÞ; sÞ for all g 2 S LðG act Þ ðsÞ since TðLðS=GÞÞ ¼ K: Then, it follows that elðs; bÞ euðs; bÞ for all b 2 S trðKÞ ðsÞ according to the result of i) and also MaxELðtrðKÞ; sÞ euðs; bÞ: As a result, it holds that elðs; aÞ MaxELðtrðKÞ; sÞ euðs; bÞ ¼ euðs; aÞ: Thus, it becomes sa 2 trðTðLðS=GÞÞÞ from LowðIðs; aÞÞ ¼ elðs; aÞ MaxELðtrðKÞ; sÞ UppðIðs; aÞÞ: However, sa 6 2 trðKÞ which contradicts TðLðS=GÞÞ ¼ K: (iii) In the case of S trðKÞ \ S for ¼ ;; suppose that a 2 S LðG act Þ ðsÞ \ S uc and elðs; aÞ euðs; aÞ for some a 6 2 S trðKÞ ðsÞ: Then, LowðIðs; aÞÞ ¼ elðs; aÞ UppðIðs; aÞÞ ¼ euðs; aÞ ¼ euðs; bÞ for all b 2 S LðG act Þ ðsÞ from the definition of supervisors. In addition, a 2 VðsÞ since a 2 S uc : Thus, sa 2 trðTðLðS=GÞÞÞ but sa 6 2 trðKÞ which contradicts TðLðS=GÞÞ ¼ K: After all, we can conclude that K is trace-controllable w.r.t. G from (i) -(iii).
Next, we show that K is time-controllable w.r.t. G. Let s t 2 prðKÞ; trðs t Þ ¼ s and ða; tl a ; tu a Þ 2 S prðKÞ ðs t Þ: Since TðLðS=GÞÞ ¼ K; we can show that LowðIðs; aÞÞ ¼ tl a and UppðIðs; aÞÞ ¼ tu a : Then, tl a ! elðs; aÞ if a 2 S c and tl a ¼ elðs; aÞ otherwise from the definition of I. Moreover, in the case of S trðKÞ ðsÞ \ S for ¼ VðsÞ \ S for ¼ ;; it holds that UppðIðs; aÞÞ ¼ euðs; aÞ from the definition of I, which implies tu a ¼ euðs; aÞ ¼ euðs; bÞ ¼ tu b for all b 2 S trðKÞ ðsÞ: Furthermore, in the case of S trðKÞ ðsÞ \ S for ¼ VðsÞ \ S for 6 ¼ ;; it holds that MaxELðtrðKÞ; sÞ UppðIðs; bÞÞ ¼ tu a for all b 2 S trðKÞ ðsÞ from TðLðS=GÞÞ ¼ K and tu a < minðBðK; sÞ; euðs; aÞ þ 1Þ: Therefore, K is timecontrollable w.r.t. G. This completes the proof.
The 'if' part in the proof of theorem 1 shows that when the bounded time constraint represented by K satisfies the controllability conditions, the supervisor S designed by (1) achieves the specification, i.e. TðLðS=GÞÞ ¼ K:
Remark 2: Computational complexity issue: The followings outline the computational complexity of verifying the existence conditions of theorem 1. We denote the number of states in the minimal automaton realization of the language tr(K) by m. Moreover, let kAk and kS act k be the cardinalities of the activity state set A and the activity event set S act ; respectively. Then, for all s 2 LðG act Þ and s 2 S act ; each of the values elðs; sÞ and euðs; sÞ can be stored in kAk kS act k states at most. Thus, the computational complexity for checking trace-controllability becomes OðmkAk kS act kÞ: It is similar for time-controllability. Finally, the computational complexity to verify the existence conditions is OðmkAkkS act kÞ: In order to compare it with the result of [8] , let p denote the average value of upper time bounds of activity events. In the framework of [8] , the state transitions by a tick event are included in the timed transition model of a system, and a specification is given as a language over S act [ ftickg: Then, checking the controllability of the specification requires the computational complexity of OðmkAk kS act kp 2 Þ: Hence, we note that the proposed approach shows less computational complexity than that of [8] .
The bounded time constraint problem that we have presented can be solved in the framework of [8] . For using their approach, a given timed language specification must be transformed into the corresponding language which is an inverse T transformation of the timed language. If the transformed language is controllable in the sense of [8] , it can be achieved, and it implies that the T transformation of the resultant closed-loop language is equivalent to the timed language specification. In this sense, the trace and time controllabilities are conceptually equivalent to the controllability of [8] . However, in order to solve the currently addressed problem, the approach of [8] requires computations to check the controllability conditions and the following additional two computations: one is to transform a given timed language specification to the corresponding language using the inverse T transformation, and the other is to transform an activity model to the corresponding timed language model. The currently proposed scheme does not require an exhaustive search of the language L(G) to verify the existence conditions of a supervisor as in the timed transition models of [8] . Thus, in the bounded time constraint problem, our approach based on trace and time controllabilities requires a lower computational complexity than that of [8] .
While the work of [8] deals with a problem of optimal design in the sense of minimally restricting the behaviour of a closed-loop system, this is not identically applicable in the presented framework. Rather, one could extend the current framework to formulate an optimal design problem achieving minimal time behaviour within the specification K by introducing an optimality index such as a cost function for the required time for each timed event, similar to the optimal supervisory control problem formulated by [12] and [13] .
Example
Consider a simple manufacturing system G performing work on an object. Suppose that the system starts working on an object (event aÞ and the result of the operation may be either a success (event bÞ or a failure (event lÞ: If a failure occurs, the system can be stopped (event gÞ forcibly by supervisors. Moreover, after the operation has started, a forcible stop can also occur, however, the processing object is discarded (event mÞ in this case. We assume that if two failures occur consecutively, then the system may be blocked (event sÞ: Based on the foregoing descriptions of a system's behaviour, the overall logical behaviour of a system can be modelled by G act as shown in Fig. 2 . The event set S is classified into S c ¼ fa; g; tickg; S for ¼ fa; gg and S uc ¼ S À S c : The lower time bound and the upper time bound of each event are given as follows: ða; 1; 1Þ; ðb; 1; 4Þ; ðg; 1; 1Þ; ðl; 3; 4Þ; ðm; 1; 2Þ and ðs; 0; 1Þ where ða; 1; 1Þ means lðaÞ ¼ 1 and uðaÞ ¼ 1:
In order to illustrate the main idea of our approach, let us clearly show the meanings of trace and time controllabilities through the particular cases when these are not satisfied. Moreover, for a specification satisfying the conditions, let us show a design example of a supervisor as well as an operation example of the supervisor.
Let a timed language M 1 ¼ prðða; 1; 1Þðb; 1; 4Þþ ða; 1; 1Þðl; 3; 4Þða; 1; 1Þðb; 1; 4ÞÞ: Consider a specification Consider another specification K 2 ¼ M 1 [ prðða; 1; 1Þ ðl; 3; 4Þða; 1; 1Þðg; 2; 2Þðm; 1; 2ÞÞ: Then, trðK 2 Þ ¼ prðab þ alab þ alagmÞ and via simple algebraic manipulation, it can be shown that K 2 is trace-controllable. For example, for the string s ¼ ala; S trðK 2 Þ ðsÞ ¼ fb; gg and S trðK 2 Þ ðsÞ \ S for 6 ¼ ;: Moreover, elðs; bÞ ¼ 1; elðs; gÞ ¼ 0 and MaxEL ðtrðK 2 Þ; sÞ ¼ 1: Since b 2 S LðG act Þ ðsÞ \ S uc ; elðs; bÞ Max ELðtrðK 2 Þ; sÞ ¼ 1; and it follows that b 2 S trðK 2 Þ ðsÞ: Thus, the string s satisfies the condition of trace-controllability. However, note that K 2 is not time-controllable since tu g ¼ 2 6 ¼ tu b ¼ 4: Therefore, there does not exist a supervisor S such that TðLðS=LÞÞ ¼ K 2 in this case, as well.
Let M 2 ¼ prðða; 1; 1Þðb; 1; 4Þ þ ða; 1; 1Þðl; 3; 4Þða; 1; 1Þ ðb; 1; 2ÞÞ and consider another specification K 3 ¼ M 2 [ prðða; 1; 1Þðg; 3; 4Þða; 1; 1Þðl; 2; 2Þðm; 1; 2ÞÞ: For the string s ¼ ala; we know tu b ¼ tu g ¼ 2: Moreover, l 2 S uc \ ðS LðG act Þ ðsÞ À S trðK 3 Þ ðsÞÞ and tu b ¼ tu g < elðs; lÞ since elðs; lÞ ¼ 3: Thus, the condition of time-controllability holds for the string. By algebraic manipulation similar to the above case, it can be shown that K 3 is trace-controllable and time-controllable. Therefore, according to theorem 1, there exists a supervisor S such that TðLðS=GÞÞ ¼ K 3 in this case. Iðala; bÞ ¼ f1; 2g; Iðala; gÞ ¼ f2; 2g and Iðala; lÞ ¼ f3; 4g: After the occurrence of a string s 2 LðGÞ such that P act ðsÞ ¼ ala and ltðsÞ 6 ¼ tick; the supervised system generates the following strings: t, tt, tb; ttb and ttg where t denotes the event tick. If two successive ticks occur, the supervisor chooses a forcing action via the forcible event g: As a result, tick is preempted by another activity events and the occurrence of l can be avoided. Note that the non-forcible event b may occur instead of g since the forcing action achieves the preemption only on the event tick.
Conclusions
The supervisory control of real-time DESs under bounded time constraints represented by timed language specifications has been investigated. It has been shown that tracecontrollability and time-controllability always guarantee the necessary and sufficient conditions of the existence of a supervisor to achieve the given timed language specification. Moreover, the proposed analytical framework does not involve an exhaustive search of languages to verify the existence conditions of the supervisor as it does in the timed transition models.
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