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Summary
It is proved that the average length of standard confidence intervals for parameters of
gamma and normal distributions monotonically decrease with the sample size. The proofs
are based on fine properties of the classical gamma function.
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1 Introduction and Lemmas
In recent issues of the Bulletin of the IMS (see Shi (2008), DasGupta (2008)), a discussion
was held on the behavior of standard estimators of parameters as functions of the sample
size n. If R(θ˜n, θ) is the risk of an estimator θ˜n constructed from a sample of size n, a very
desirable property of θ˜n would be
R(θ˜n+1, θ) ≤ R(θ˜n, θ) (1)
for all θ. Unfortunately, even when (1) holds for a class of estimators and/or families, it can
be difficult to prove it.
1
One of few examples of classical estimators with a monotonically (in n) decreasing risk is the
Pitman estimator of a location parameter. Let (X1, . . . , Xn) be a sample from population
F (x−θ) and let tn = tn (X1, . . . , Xn) be the Pitman estimator corresponding to an (invariant)
loss function L(θ˜, θ) = L(θ˜ − θ). The corresponding risk R(θ˜n) of any equivariant estimator
θ˜n is constant in θ and by the very definition of tn, R(tn) ≥ R(tn+1) for any F . A deeper
result holds for the Pitman estimator corresponding to the quadratic loss L(θ˜−θ) = (θ˜−θ)2.
If
∫
x2dF (x) <∞, then for any n, V ar(tn) <∞ and
nV ar(tn) ≥ (n + 1)V ar(tn+1). (2)
The proof of (2) in Kagan et al. (2011) is based on a lemma of general interest from
Artstein et al. (2004). The inequality was used in studying a geometric property of the
sample mean in Kagan and Yu (2009).
Turning to the interval estimation of parameters, one finds a very natural loss function,
namely the length of a confidence interval. Here we study the risk, i. e., the average length
of the standard confidence intervals for the scale parameter β of a gamma distribution
Gamma (a, β) and for the mean µ and variance σ2 of a normal distribution N(µ, σ2). Though
our results are new, to the best of our knowledge, their interest is more methodological
than applied. Notice, however, that the distributions we study are often used in different
applications.
It is proved that the average length of the standard confidence interval of a given level
1 − α monotonically decreases with the sample size n. Though the monotonicity seems a
very natural property, the proofs are based on fine properties of the gamma function and
are nontrivial.
We write X ∼ Gamma (a, β) if the probability density function of X is
f (x; a, β) =
1
βaΓ(a)
xa−1e−x/β , x > 0, a > 0, β > 0. (3)
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Lemma 1. Let F and G be distribution function with densities f and g that are positive and
continuous on an open interval I = (a, b), −∞ ≤ a < b ≤ ∞ and are zero off the interval.
Suppose the following condition holds.
(C) There are numbers c1 and c2 in the interval I with c1 < c2 such that f(x) > g(x) for
x ∈ (a, c1) ∪ (c2, b) and f(x) < g(x) for c1 < x < c2.
Then there is a unique x0 such that F (x) > G(x) for a < x < x0 and F (x) < G(x) for
x0 < x < b. This implies that F
−1(u) < G−1(u) for u < u0 and F
−1(u) > G−1(u) for u > u0
where u0 = F (x0) = G(x0).
Proof. One has F (x) > G(x) for a < x ≤ c1 and 1−F (x) > 1−G(x) (and thus F (x) < G(x))
for c2 ≤ x < b. By the intermediate value theorem there is a point x0 between c1 and c2 such
that F (x0) = G(x0). This point x0 is unique. Indeed, if there were two such points, say x1
and x2 with x1 < x2, we have F (x1)−G(x1) = 0 and F (x2)−G(x2) = 0 and Rolle’s Theorem
yields f(x)− g(x) = 0 for some x ∈ (x1, x2) contradicting f(x) < g(x) for c1 < x < c2.
Condition (C) is satisfied if the log-likelihood ratio r(x) = log (f(x)/g(x)) , a < x < b is
strictly convex and lim infx→a+0 r(x) > 0, lim supx→b−0 r(x) > 0.
Lemma 1 suggested by an anonymous referee is a general version of the authors’ original
lemma, which is a direct corollary.
Corollary 1. If X1 ∼ Gamma (a1, β1), X2 ∼ Gamma (a2, β2) with a1 < a2, β1 > β2, then
exists a unique x∗ = x∗ (a1, a2, β1, β2) such that the distribution functions F1 of X1, and F2
of X2 have the following properties:
F1 (x) > F2 (x) for x < x
∗ and F1 (x) < F2 (x) for x > x
∗. (4)
In particular, if α∗ = α∗(a1, a2, β1, β2) = F1(x
∗) = F2(x
∗) and γai,βi;α is the quantile of order
α of Gamma (ai, βi) , i = 1, 2, then for α < α
∗, γa1,β1;α < γa2,β2;α and γa1,β1; 1−α > γa2,β2; 1−α.
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Figure 1: The critical values of α∗ as a function of n
For a special case of semi-integers a1, a2 (i. e., for the chi-squared distribution) the result
of Corollary 1 was obtained in Sze´kely and Bakirov (2003) by different arguments.
The next lemma deals with a useful property of the classical gamma function.
Lemma 2. For any x > 0,
√
x+ 1/4 <
Γ(x+ 1)
Γ(x+ 1/2)
<
√
x+ 1/2. (5)
Proof. For an integer x, (5) was proved in Lorch (1984) and for an arbitrary x in Laforgia
(1984).
Many useful inequalities for the gamma function are in Laforgia and Natalini (2011). We
shall need (5) for semi-integer x.
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2 Mean Length of Confidence Intervals
2.1 Confidence Interval for the Scale Parameter of Gamma Dis-
tribution
Let now (X1, X2, . . . , Xn) be a sample from a population Gamma (a, β) with a known shape
parameter a and a scale parameter β to be estimated. The sum
∑n
i=1Xi ∼ Gamma (na, β)
is a sufficient statistics for β and the ratio
∑n
i=1Xi/β ∼ Gamma (na, 1) is a pivot leading
to the standard confidence interval for β of level 1 − α,
(
nXn
γna; 1−α/2
,
nXn
γna;α/2
)
. Its average
length is Ln = β
(
1
γna;α/2/(na)
− 1
γna; 1−α/2/(na)
)
, where γna;α/2 is the quantile of order
α/2 of Gamma (na, 1).
If Gi(x) is the distribution function of Xi ∼ Gamma(ai, 1), i = 1, 2, then for a1 < a2,
G1(x) > G2(x) (equivalently, X1 is stochastically smaller than X2). Therefore, γa1;α < γa2;α
for all α, 0 < α < 1. In particular,
γna;α < γ(n+1)a;α. (6)
The quantile of order α of Gamma (na, 1/(na)) is γna;α/(na) and its relation to the quantile
γ(n+1)a;α/((n+ 1)a) differs from (6). The following result holds.
Theorem 1. For α < α∗(n, a), Ln+1 < Ln.
Proof. By virtue of Corollary 1 applied to the case of a1 = na, β1 = 1/(na), a2 = (n +
1)a, β2 = 1/((n+ 1)a) one gets
1
γ(n+1)a;α/2/((n+ 1)a)
<
1
γna;α/2/(na)
and
1
γ(n+1)a; 1−α/2/((n+ 1)a)
>
1
γna; 1−α/2/(na)
, (7)
for α < α∗(n, a). The result follows immediately from (7).
As a function of n for a given a, α∗(n, a) grows very fast (see Figure 1).
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Note that Theorem 1 also holds for an asymmetric confidence interval. Namely, let
α1 + α2 = α, then the average length of the confidence interval
(
nXn
γna; 1−α2
,
nXn
γna;α1
)
is a
decreasing function of n.
A standard (one-sided) lower confidence bound of level 1 − α for the parameter β is
nXn
γna; 1−α
. The statistician is interested in having (for a given level 1 − α) a larger lower
bound. From Corollary 1 for α < α∗ it follows that E
(
nXn
γna; 1−α
)
=
β
γna; 1−α/(na)
is an
increasing function of n. Similarly, for an upper confidence bound
nXn
γna;α
of level 1 − α,
E
(
nXn
γna;α
)
is decreasing function of n.
2.2 Confidence Interval for the Normal Variance
Let now (X1, X2, . . . , Xn) be a sample from a normal population N (µ, σ
2) with µ and σ2 as
parameters. The standard confidence interval of level (1− α) for σ2 is(
(n− 1)S2n
χ2n−1; 1−α/2
,
(n− 1)S2n
χ2n−1;α/2
)
, (8)
where S2n is the sample variance and χ
2
n−1;α/2 is the quantile of order α/2 of chi-square
distribution with n− 1 degrees of freedom. The average length of the interval (8) is
Ln = σ
2
(
1
χ2n−1;α/2/(n− 1)
− 1
χ2n−1; 1−α/2/(n− 1)
)
. If X ∼ χ2d, then X/d ∼ Gamma
(
d
2
, 2
d
)
and again Corollary 1 is applicable. Thus, for α < α∗(n), monotonicity of Ln holds, Ln >
Ln+1. A table of the values of α
∗(n) can be found in Sze´kely and Bakirov (2003). For the
sake of completeness a graph of α∗(n) is drawn in Figure 2.
2.3 Confidence Interval for the Normal Mean
The standard Student confidence interval of level 1− α for µ is(
Xn − tn−1;α/2
Sn√
n
, Xn + tn−1;α/2
Sn√
n
)
, (9)
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Figure 2: The critical values of α∗ as a function of n
where td;α is the quantile of order 1−α of the Student distribution with d degrees of freedom.
The average length Ln of (9) is easily calculated,
Ln = 2
√
2σ tn−1;α/2En, where En =
Γ(n/2)
Γ((n− 1)/2)
√
n(n− 1)
. (10)
The quantile td;α decreases monotonically in d for any α < 1/2. This known fact (see, e.g.,
Ghosh (1973)) follows from Lemma 1 with c2 = ∞ due to the following properties of the
probability density function fd(x) of the Student distribution with d degree of freedom:
fd(x) < fd+1(x), 0 < x < x0
fd(x) > fd+1(x), x > x0,
for some x0 > 0.
To prove that En > En+1 take the left inequality from Lemma 2. One has
En =
1√
n(n− 1)
Γ(n/2)
Γ((n− 1)/2) =
1√
n(n− 1)
Γ((n− 2)/2 + 1)
Γ((n− 2)/2 + 1/2) >
1√
n(n− 1)
√
n− 2
2
+
1
4
.
(11)
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The right inequality from Lemma 2 implies
En+1 =
1√
n(n + 1)
Γ((n + 1)/2)
Γ(n/2)
=
1√
n(n+ 1)
Γ((n− 1)/2 + 1)
Γ((n− 1)/2 + 1/2) <
1√
n(n+ 1)
√
n− 1
2
+
1
2
.
(12)
Now comparing the right hand sides of (11) and (12) results in En > En+1 for n > 3. For
n = 2, 3, the inequalities E2 > E3 > E4 follow from the explicitly calculated values of E2, E3,
and E4.
2.4 Miscellaneous Results
Here we present two examples of families with one-dimensional parameter and univariate
sufficient statistics whose distributions in samples of size n and n + 1 belong to the same
type. In the first example monotonicity of the length of standard confidence interval follows
from Lemma 1, while in the second it is proved by simple direct calculations.
Example 1. Let (X1, . . . , Xn) be a sample from Pareto distribution with probability density
function
f (x; θ) =
θ − 1
xθ
, x ≥ 1
with θ > 1 as a parameter. The sufficient statistic for θ is Sn =
n∑
i=1
log(Xi). The pivot
(θ−1)Sn has a gamma distribution Gamma (n, 1). The standard confidence interval of level
1− α for θ is (
1 +
γn;α/2
Sn
, 1 +
γn; 1−α/2
Sn
)
and its average length is
Ln =
(
γn; 1−α/2 − γn;α/2
)
E
(
1
Sn
)
= (θ − 1)
(
γn; 1−α/2 − γn;α/2
n
)
n
n− 1 .
Due to (7),
γn+1; 1−α/2
n + 1
− γn+1;α/2
n+ 1
<
γn; 1−α/2
n
− γn;α/2
n
. Furthermore,
n+ 1
n
<
n
n− 1 so that
Ln+1 < Ln. 
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Example 2. Let (X1, . . . , Xn) be a sample from a uniform distribution U(0, θ) on (0, θ)
with θ > 0 as a parameter. The sufficient statistic for θ is Mn = max (X1, . . . , Xn) and the
standard confidence interval of level 1−α for θ is
(
Mn,Mn/α
1/n
)
. The average length Ln is
Ln =
n
n+ 1
θ
(
1
α1/n
− 1
)
and simple calculations show that Ln+1 < Ln for any n ≥ 1 and α < 1.
3 An Open Problem
Let (X1, X2, . . . , Xn) be a sample from a population with a distribution F (x; θ) given by
dF (x; θ) = eθx−ψ(θ)dF (x), θ ∈ Θ.
In other words, F (x; θ) belongs to a natural exponential family (NEF) with generator F .
The sum Tn =
n∑
i=1
Xi is a complete sufficient statistic for θ. Let δn;α (θ) be the quantile of
order α of the distribution of Tn. Since the latter has the monotone likelihood ratio property,
δn;α (θ) is monotone in θ.
The random variable
h (Tn; θ) =

1, δn;α/2 (θ) < Tn < δn; 1−α/2 (θ)
0, otherwise
is a pivot leading to a confidence interval of level 1− α for θ,
(
δ−1n; 1−α/2(Tn), δ
−1
n;α/2(Tn)
)
. (13)
One expects that the mean length of (13) decreases monotonically in n. To the best of our
knowledge, this is proved only for a few special F . A general result would be of a method-
ological interest, at the very least.
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