Non-binary Turbo codes have gained significant research interest following the adoption of duo-binary Turbo codes in the Digital Video Broadcasting with Return Channel via Satellite (DVB-RCS) standard. In order to meet the Quality of Service (QoS) requirements of applications in communication systems, error control codes with enhanced error performance and low decoding complexity are highly desired. In this paper, the performance analysis of duo-binary Turbo codes using Sign Difference Ratio (SDR) and Regression analysis based extrinsic information scaling mechanisms has been performed. Different techniques for computing the scaling coefficients using the symbol and bit level Log-Likelihood Ratios (LLRs) have been presented and analyzed. Results show that the best gain in error performance is obtained using the mean of scaling coefficients computed from bit-level LLRs with both SDR and Regression based algorithms. The schemes give an average gain of 0.1 dB as compared to the conventional scheme.
Introduction
Over the decades, Turbo codes [1] have been adopted in several communication standards such as HomePlug Green PHY [5] , CDMA 2000 [4] , 4G Long Term Evolution (LTE), and Advanced-LTE [2] [3] to enhance transmission over noisy communication channels. However, there is still the need for improvement of error performance with practical packet sizes and reduction in terms of computational complexity with the aim to meet the requirements for applications with stringent delay constraints. Along this line, several techniques have been proposed to improve conventional Turbo decoding algorithms. A lot of research is being conducted on non-binary turbo codes by the Turbo codes community. Duo-binary Turbo codes having a comparable implementational complexity to binary Turbo codes [6] , can provide better error correcting performance. The outstanding performance of duo-binary Circular Recursive Systematic Convolutional (CRSC) codes [7] has paved the way to their adoption in the Digital Video Broadcasting with Return Channel via Satellite (DVB-RCS) [8] replacing the conventional scheme of a serial concatenation of a Reed Solomon (RS) code and a convolutional code. The DVB-RCS standard specifies an air-interface consisting of many small terminals connected to a central gateway [9] [10] and sending return signals via satellite. Maximum A-Posteriori Probability (MAP), Logarithmic MAP (Log-MAP) and the Maximum Log-MAP (Max Log-MAP) algorithms are the conventional decoding algorithms for Turbo codes. Due to the extensive numerical instability and computational complexity of the MAP algorithm, the Log-MAP algorithm [11] has been proposed by researchers. In order to further reduce computational complexity, the Max Log-MAP algorithm was brought forward. This reduction in computational complexity is associated with a slight degradation in error performance as trade-off. An overview of recent schemes for enhancing the error performance of Turbo codes is given next.
In [12] , the authors have observed that the extrinsic information output by Max-Log-Maximum-A-posteriori Probability (MAP) Turbo decoders had a negative impact on the a-posteriori probabilities and therefore proposed a scaling factor with a value of less than 1 to attenuate its effect. The typical value which has been reported to achieve good performance is 0.75 [12] when using the IMT-2000/3GPP parameters. The authors of [13] have analyzed the effect of the extrinsic information scaling coefficient on the double-iterative decoding algorithm for space-time turbo codes with a large number of antennas. Results have shown that the scaling factors of 0.7 or 0.75 could provide a gain of 0.5 dB when scaling the extrinsic information in both turbo decoders and at the input of the interference-cancelling block compared to the conventional mechanism without scaling. Furthermore, the work in [14] studied the effect of extrinsic information scaling on Bit Error Rate (BER) and Frame Error Rate (FER) for both single and double binary Turbo codes with MAP and Max Log-MAP decoding algorithms. It has been shown that both decoding algorithms could be enhanced with a scaling factor of < 1. The authors of [15] have proposed a modified Max Log-MAP Turbo decoding algorithm with an arbitrarily fixed scale factor for the inner decoder and an optimized scale factor for the outer decoder. A mathematical relationship between the scale factor and E b /N 0 was also proposed. Numerical results showed that the proposed scheme can provide a gain of 0.75 dB over conventional Max Log-MAP decoding at a BER of 2x10 -5 over a Rayleigh fading channel. Building upon the work of [15] , the authors of [16] presented a similar mechanism as that of the work in [15] with similar performance for image transmission and retrieval over wireless channel. In [17] , the authors proposed a new extrinsic information scaling and early stopping mechanism for long term evolution (LTE) Turbo codes. The scaling factor is obtained by computing the Pearson's correlation coefficient between the extrinsic and a posteriori loglikelihood ratio (LLR) at every half-iteration. The proposed scheme with LTE and QPSK modulation provided a gain of 0.35 dB on average compared to conventional LTE and QPSK modulation without extrinsic information scaling. This paper analyses extrinsic information scaling techniques based on Regression analysis [18] and Sign Difference Ratio (SDR) [19] with Duo-Binary Turbo codes. Different techniques for obtaining the scaling coefficients with the symbol-level extrinsic LLRs at the output of each decoder are presented. Schemes with SDR and Regression based extrinsic information scaling using the mean of coefficients obtained from bit-level LLRs provide an average gain of 0.1 dB over the conventional scheme.
The organisation of the paper is as follows. A background study is presented in Section 2. A detailed description of the proposed system is given in Section 3. Simulation results are presented in Section 4. Section 5 concludes the paper.
System Model
The system model for non-binary turbo codes with extrinsic information scaling is depicted in Fig. 1 . The detailed operation of the model without scaling is explained in [20] . The couples (A, B) of information bits are encoded. The encoder outputs the original systematic information (A and B) together with the parity information (W1, Y1) and (W2, Y2) which correspond to the encoded information pertaining to the upper and lower encoders respectively. These sets of information are then modulated and transmitted through the channel at the transmitter side. At the receiver side, the noisy information is demodulated, de-mapped and sent over to the decoding mechanism. A symbol-level decoding is performed based on the noisy input. The decoding equations and complexity analysis is given and explained in details in [20] . Compared to binary turbo codes, non-binary turbo codes do not have single streams of a-posteriori and extrinsic LLRs. Instead, the decoding mechanism exchanges multiple streams of symbol-level a-posteriori and extrinsic LLRs. The technique used for extrinsic information scaling in this case involves the computation of scale factors using Regression and SDR-based techniques.
The variables shown in the decoding section of Fig. 1 are defined as follows: 0 ! is the received noisy information corresponding to the systematic bits (A, B) at time instant , 0 ! is the interleaved version of 0 ! , 1 ! is the received noisy information corresponding to the parity bits (W1, Y1) at time instant , 2 ! is the received noisy information corresponding to the parity bits (W2, Y2) at time instant , ∈ 1, 2 or 3 , which is the input symbol, is the iteration number, ∈ 1 or 2 which is the decoder number,
is the extrinsic LLR for input symbol to decoder at iteration and time , Λ ! !,! is the a-posteriori LLR for input symbol to decoder at iteration and time , The different techniques used for computing the scale factors based on both SDR and Regression are explained next.
A. Scale Factor for each Symbol-Level Extrinsic LLR
With this technique, a scaling coefficient is computed for each extrinsic LLR using Regression or SDR with each corresponding symbol-level a-posteriori and extrinsic. The 3 different input sets used are:
and
for the 3 different symbols: 1, 2, and 3 with duo-binary Turbo codes. The equations are as follows:
Where,
is the scale factor based on SDR for symbol , , = 1 if and have the same sign, otherwise , = 0, is the couple length, and
B. Mean Scale Factor from Symbol-Level LLRs
With this technique, the mean of the 3 different scale factors obtained for each symbol-level extrinsic LLRs is used as the scaling coefficient. The equations are:
and !"#,!"#$
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are the mean of the 3 different scale factors obtained for each symbol-level extrinsic LLRs using SDR and Regression respectively.
C. Maximum Scale Factor from Symbol-Level LLRs
With this technique, the maximum of the 3 different scale factors obtained for each symbol-level extrinsic LLRs is used as the scaling coefficient. The equations are:
and !"#,!"#
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are the maximum of the 3 different scale factors obtained for each symbol-level extrinsic LLRs using SDR and Regression respectively.
D. Minimum Scale Factor from Symbol-Level LLRs
With this technique, the minimum of the 3 different scale factors obtained for each symbol-level extrinsic LLRs is used as the scaling coefficient. The equations are:
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are the minimum of the 3 different scale factors obtained for each symbol-level extrinsic LLRs using SDR and Regression respectively.
E. Mean Scale Factor from Bit-Level LLRs
With this technique, the bit-level a-posteriori and extrinsic LLRs are first approximated from the corresponding symbol-level LLRs. Table 1 shows the bit representations of the symbols in duo-binary Turbo codes.
The equations for the approximate bit-level a-posteriori and extrinsic LLRs can be obtained as follows (Shan, Lei, Huifang, & Kuang, 2010): The 2 different input sets used in this case
The corresponding scaling coefficients for both
F. Max Scale Factor from Bit-Level LLRs
With this technique, the maximum of the 2 scale coefficients obtained from the bit-level LLR approximations is used to scale the 3 symbol-level extrinsic LLRs. The equations are:
G. Min Scale Factor from Bit-Level LLRs
With this technique, the minimum of the 2 scale coefficients obtained from the bit-level LLR approximations is used to scale the 3 symbol-level extrinsic LLRs. The equations are:
Simulation Results
The analysis of the following schemes in terms of BER performance has been made: Scheme 1 -Conventional duo-binary Turbo decoding.
Scheme S1 -Duo-binary Turbo decoding with 3 different SDR-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme S2 -Duo-binary Turbo decoding with the mean of 3 different SDR-based extrinsic information scale factors obtained using symbol-level LLRs.
Scheme S3 -Duo-binary Turbo decoding with the maximum of 3 different SDR-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme S4 -Duo-binary Turbo decoding with the minimum of 3 different SDR-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme S5 -Duo-binary Turbo decoding with the mean of 2 different SDR-based extrinsic information scale factors obtained using bit-level LLRs. Scheme S6 -Duo-binary Turbo decoding with the max of 2 different SDR-based extrinsic information scale factors obtained using bit-level LLRs. Scheme S7 -Duo-binary Turbo decoding with the min of 2 different SDR-based extrinsic information scale factors obtained using bit-level LLRs.
Scheme R1 -Duo-binary Turbo decoding with 3 different Regression-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme R2 -Duo-binary Turbo decoding with the mean of 3 different Regression-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme R3 -Duo-binary Turbo decoding with the maximum of 3 different Regression-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme R4 -Duo-binary Turbo decoding with the minimum of 3 different Regression-based extrinsic information scale factors obtained using symbol-level LLRs. Scheme R5 -Duo-binary Turbo decoding with the mean of 2 different Regression-based extrinsic information scale factors obtained using bit-level LLRs. Scheme R6 -Duo-binary Turbo decoding with the maximum of 2 different Regression-based extrinsic information scale factors obtained using bit-level LLRs. Scheme R7 -Duo-binary Turbo decoding with the minimum of 2 different Regression-based extrinsic information scale factors obtained using bit-level LLRs.
Simulations were performed using a duo-binary Turbo codes with the following parameters: Couple-length of 212, 5000 packets, Code-rate of 1/3, QPSK modulation, and Complex Additive White Gaussian Noise (AWGN) Channel.
The BER performances for duo-binary Turbo codes with the different SDR-based extrinsic information scaling mechanisms are depicted in Fig. 2.Fig. 2 shows the BER performances of the schemes with SDR-based extrinsic information scaling. It can be observed that all schemes with SDR-based scaling perform better than the conventional Scheme 1. Scheme S5 performs better than all other schemes in the error-floor region. The BER performances for duobinary Turbo codes with the different Regression-based extrinsic information scaling mechanisms are depicted in Fig. 3. Fig. 3 shows the BER performances of the schemes with Regression-based extrinsic information scaling. It can be observed that all schemes with Regression-based scaling perform better than the conventional Scheme 1. Scheme R5 performs better than all other schemes in the error-floor region. The BER performances for duo-binary Turbo codes with the best SDR and Regression-based extrinsic information scaling mechanisms are depicted in Fig. 4 . Fig.  4 shows that with both SDR and Regression based extrinsic information scaling mechanisms, Schemes S5 and R5 which use the mean of the coefficients computed using bit-level LLRs, have almost similar error performances. Both Schemes S5 and R5 give an average gain of approximately 0.1 dB compared to the conventional scheme without extrinsic information scaling. 
Conclusions
In this paper, an analysis of duo-binary Turbo codes using SDR and Regression analysis based extrinsic information scaling mechanisms has been performed. Different techniques for computing the scaling coefficients using the symbol and bit-level LLRs have been presented and analyzed. Results demonstrate that the best error performances are obtained using the mean of scaling coefficients computed from bit-level LLRs and both SDR and Regression based algorithms. These schemes give an average approximate gain of 0.1 dB compared to the conventional scheme without extrinsic information scaling.
However, the schemes for extrinsic information scaling add considerable computational complexity in the decoding mechanism. As such, techniques for early stopping would be required to halt the decoding process such that no unnecessary additional iterations are performed. The stopping mechanisms employing SDR and Regression based techniques as presented in the literature with binary Turbo codes cannot be directly extrapolated to non-binary Turbo codes. An interesting future work would thus be to search for the appropriate stopping mechanisms for non-binary Turbo codes using Regression based analysis.
