Abstract-In this paper, we model complex signals by approximating the phase and the logarithm of the time-varying amplitude of the signal as a finite-order polynomial. We refer to a signal that has this form as an exponential polynomial signal (EPS). We derive an iterative maximum-likelihood (ML) estimation algorithm to estimate the unknown parameters of the EPS model. The initialization of the ML algorithm can be performed by using the result of a related paper.
I. INTRODUCTION
T HE PROBLEM addressed in this paper is the estimation of complex signals with time-varying amplitude and phase functions. We consider observing a complex signal in identically distributed circular white Gaussian noise . That is, suppose we observe (1) where . We assume that the logarithm of the complex signal is exactly representable by a finite-order polynomial (2) where the coefficients of the polynomial are unknown complex parameters. Note that the real parts of the polynomial coefficients specify the envelope of the signal, whereas the imaginary parts of the polynomial coefficients specify the phase of the signal. For the amplitude and phase of the complex signal to have a unique correspondence to the amplitude and phase of a real signal, the signal should be taken to be Manuscript received June 12, 1996; revised October 30, 1998. This work was supported by the Office of Naval Research under Contracts N00014-91-J-1602 and N00014-95-1-0912 and by the National Science Foundation under Grant NSF MIP-90-17221. The associate editor coordinating the review of this paper and approving it for publication was Prof. P. C. Ching.
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analytic. The signal in (2) is analytic if the Fourier transform of (2) is zero for negative frequencies [11] . We refer to a signal that is in the form of (2) as an exponential polynomial signal (EPS).
In the noise-free case, the fitted coefficients would be equal to the coefficients that are obtained from a Taylor expansion of the logarithm of the signal. Thus, in theory, this approach can be used to approximate any signal by using a model order that is large enough to capture the desired behavior. In practice, we would initialize the maximum-likelihood estimation algorithm by using an initial estimate such as the one given in [10] . Since the performance of the initial estimate degrades as the order of the polynomial increases, we would typically use this model when the polynomial order is small. The performance of the initial estimate degrades as the order of the polynomial is increased because a larger nonlinearity of the observation will be required to determine the initial estimate. In this paper, the order of the polynomial is assumed to be known. If the order of the polynomial is not known, then it can be estimated by an information theory criterion such as [9] .
Signals that can be modeled as an EPS arise in a number of different applications, including seismic signal processing, speech processing, oceanography, radar, and animal sounds. In [7] , the authors suggest using an EPS model for the harmonic coding of speech. In [4] , figures are presented that show sensor measurements of recorded underwater explosive charges that closely resemble EPS's. In [8] , Peleg shows how a constantamplitude polynomial phase model can be used for identifying different types of radar.
These and other applications have been suggested for closely related models as well. In [1] and [2] , Boashash gives additional references where the instantaneous frequency of a signal has been used to model sonar, biomedical applications, speech, underwater acoustics, and oceanography.
In this paper, we consider optimal estimation of the unknown parameters of an EPS observed in additive white Gaussian noise. We derive the ML estimates of the parameters and determine the MSE of the estimates based upon a perturbation analysis. This perturbation analysis allows us to examine the threshold effect of the ML estimates. Further, using a numerical simulation, we compare the results from the perturbation analysis, a Monte Carlo simulation, and the derived Cramér-Rao bound (CRB) of the estimates.
II. MAXIMUM LIKELIHOOD ESTIMATION
To derive the ML estimate of the signal parameters, we find it convenient to use the following alternative representation of 1053-587X/99$10.00 © 1999 IEEE (2) . We express the noise-free EPS as (3)   where and are column vectors of dimension . We can consider both of these column vectors to be constructed from two column vectors of dimension . Specifically, we define to be (4) where (5) The vector is a real column vector containing the true signal parameters. Specifically, the signal parameters are ordered as in
where (7) and the 's are the complex signal parameters given in (2). The noise is an independent and identically distributed complex Gaussian noise process with variance . The real and imaginary parts of the white noise are independent with equal variances. Since the observation consists of data samples, we express the joint-probability density function for the observation as (8) where (9) Maximum-likelihood (ML) estimation is defined as maximizing the probability density function over all of the unknown parameters. In this case, the unknown parameters are and . A necessary but not sufficient condition for this maximum to occur is that the derivative of (8) must be zero. That is, for ML estimation, we choose the estimates to satisfy (10) and (11) By taking the derivative shown in (10), we determine that we should choose the variance of the white noise to be (12)
The estimate for the signal parameters are determined by solving (11) , which gives
The function in (9) is not a linear or quadratic function of the unknown parameters . Thus, we will typically need to solve this optimization problem using general nonlinear methods.
To derive an iterative algorithm to solve this optimization problem, we consider a second-order Taylor expansion of the objective function expanded about an initial estimate for the parameter vector. Specifically, the second-order Taylor expansion is expressed as (14)
To determine (13), we differentiate (14). The derivative of (14) is (15) We now solve for when (15) is set to zero. In this manner, we obtain the Gauss-Newton iteration step (16) where is a constant chosen less than or equal to one. To determine explicit formulas for the derivatives of (16), we need to differentiate (9) . The first derivative evaluated at is 
Thus, the standard Gauss-Newton iteration step can be implemented by substituting (17) and (18) into (16). However, note that when the estimate is equal to the true value, then the expectation of the second term in (18) will be equal to zero. Under many circumstances, the second term in (18) will be small compared with the first term. In addition, note that the second term may make the Hessian shown in (18) become negative definite. If the Hessian becomes negative definite, then the iterative step will move the estimate away from the local minimum rather than toward the local minimum. By only using the first term in (18), we will neglect this second term, which will guarantee that the Hessian is always positive definite. Thus, (18) becomes (19) where Re (20)
Due to the special structure of (19), the update rule in (16) has a particularly simple form. Specifically, the update rule for the complex estimate is stated as (21) The approximation for the Hessian was based on a similar type of approximation that was used to derive recursive identification algorithms for real dynamic models; see [6] .
The signal evaluated at the current estimate can be calculated in a computationally efficiently manner by using the method described by [7] .
III. BOUNDING THE MSE
In this section, we use the CRB to provide a bound on the estimation accuracy of parameters of the model described by (8) . The unknown parameters are given by (22) The CRB for the mean-squared error (MSE) of the vector of estimates is valid when the estimate is unbiased. Refer to Ljung [6] for the proof.
The MSE of a vector of estimates is defined as
MSE (23)
Under the assumption that the vector of estimates are unbiased, the following bound for the MSE of the estimate is valid. The CRB, for this case, is stated as MSE (24) where is the Fisher information matrix. The Fisher information matrix is defined as
The derivatives that we require to compute the Fisher information matrix are given by (26) and (27) The Fisher information matrix must be a block diagonal matrix since the expressions in (26) and (27) are uncorrelated. To show that the expressions in (26) and (27) are uncorrelated, simply note that multiplying (26) by the conjugate of (27) yields a linear sum of odd moments of zero-mean Gaussian random variables. We then take the expectation of the result, interchange the operations of expectation with the linear sum, use the property that odd moments of zero-mean Gaussian random variables are zero to deduce that (26) and (27) are uncorrelated. The diagonal blocks are given by Re
and (29) Using the definition in (4) and the above expressions, the bound of (24) becomes
where (31) From (30), we observe that the bound is block diagonal. That is, the bounds for the MSE of , Re , and Im can all be determined independently. Further, we observe that the block matrices representing the bounds for the MSE of the Re and Im are identical. The bound for the MSE of is independent of the signal parameters. The bound for the Re and Im only depends on the real part of the signal parameters and not the imaginary part of the signal parameters. That is, the CRB for determining the estimation accuracy for estimating both the time-varying amplitude and the time-varying phase is only a function of the time-varying amplitude.
IV. APPROXIMATING THE MSE
Next, we derive an approximation for the mean-squared error (MSE) of a column vector of estimates that are a function of both the observation and the complex conjugate of the observation. The approximation will be valid when the signalto-noise ratio (SNR) is sufficiently large enough such that a first-order perturbation analysis is valid. Specifically, the MSE for the estimate can be expressed as a sum of terms where each term is a linear function of a power of the variance of the additive noise . When is small, the only significant term in this expansion will be the term depending on . This approximation will be valid when the term involving is small compared with the term involving . In the following analysis, we quantify when the first-order perturbation analysis is valid.
For this analysis, we will approximate the estimate by a third-order Taylor expansion about the real and imaginary parts of the noise-free signal. All of the fifth and higher order terms will have no effect on our analysis since the contribution of the MSE from these terms will depend on and greater. The only contribution that the fourth-order term can have to the MSE is when it is multiplied by the zero-order term. However, as we will observe in all of the estimation algorithms that we consider, the zero-order term will be zero or depend on . Therefore, the contribution in the MSE of any term involving the fourth-order term will also depend on or greater. A third-order Taylor expansion of a real vector of estimates about the noise-free signal is stated as Re Re
Re (32) where the subscript is used to denote that the expression is evaluated when there is no noise or, equivalently, when the observation is replaced by the noise-free signal. To simplify the expressions, the derivatives in (32) are shown for the noisefree signal. That is, the derivatives are taken with respect to the noisy observation and then evaluated when the observation is replaced by the noise-free signal.
The MSE of the estimate up to a second-order expansion about the variance of the white noise is expressed as The bias of the estimate can be shown to be equal to multiplied by the vector (37) that is also used in (33). We can express the MSE of the th element of as MSE (38) where and are the th diagonal elements of the matrices and , respectively. The scalar is the th element of the vector . From (38), we observe that the first-order approximation for the MSE is valid when (39)
We find it useful to specify the SNR where the ML estimates and the CRB begin to differ by more than some predefined threshold. For example, we take this predefined threshold to be 3 dB. The MSE of will differ from the first-order approximation by 3 dB when the left-hand side of (39) is equal to unity. Therefore, we define the 3-dB threshold for the MSE of the to be when the variance of the white noise takes on the value db (40)
The 3-db threshold when using a peak SNR is given in decibels by db (41)
V. STATISTICAL ANALYSIS FOR ML ESTIMATION OF SIGNAL PARAMETERS
From our general approximation analysis, we have shown that we require the first three derivatives of the estimate. For this analysis, we find it beneficial to express the estimate for the signal parameters explicitly, rather than the result of an iterative algorithm. To derive this explicit function, we recall that the ML algorithm can be stated as Note that we can consider (46) to be an explicit estimate for our statistical analysis. Therefore, to apply (33), we now examine the derivatives of (46) with respect to the noise-free signal. Rather than differentiating the inverse of a matrix as (46) suggests, we differentiate the equivalent expression in (45). By differentiating (45) with respect to the observation, we obtain (47) which is the first derivative of (46) with respect to the observation. The second derivatives of (46) are obtained by differentiating (47) in a manner that is similar to the way the first derivatives were obtained. The second derivatives are To derive (48)-(50), we have used the fact that the second derivatives of (43) with respect to the observation are constant. From this fact, we infer that all of the higher order derivatives of these functions will be equal to zero.
Note that the equations for these derivatives depend on other derivatives, which are given next. Two of the required derivatives of (43) are given by (51) (52) We also require the second derivative of the objective function with respect to , which is evaluated when the observation is equal to the noise-free signal. That is, the second derivative of the objective function with respect to is (53) and is defined by (31). To approximate the MSE of the estimate of the white noise, we require the derivatives of the estimate. The estimate for the white noise has the form (54) It is straightforward to show that the first, second, and third derivatives of (54) with respect to the observation, evaluated when the noise is set to zero, are all zero with one exception. That exception is the second derivative with respect to the observation and its conjugate. The second derivative is given by (55) We define a vector that contains all of the unknown signal parameters. That is
Re Im
We can now state the derivatives of (34) Finally, the third derivative of the vector of estimates with respect to the signal is By substituting the above derivatives into (33), (34), and (37), we obtain an expression for the MSE of the estimate. We summarize our results by presenting the equations that approximate the MSE of the estimate. Specifically, the MSE for the estimate is given by
MSE Re
Im (57) The submatrices are defined by
Only the amplitude parameters are biased, and the bias vector has the form (60) From these equations, we deduce several properties of the MSE. First, we note that the MSE of the noise variance and the real part of the signal parameters are uncorrelated with the estimates for the imaginary parts of the signal parameters. Second, note that the quantities that we determine for the MSE only depend on the real part of the true value of and not the imaginary part. That is, the MSE only depends on the amplitude of the signal and not the phase. Third, by examining , we observe that the MSE for the real part of is identical to the MSE of the imaginary part of at high SNR's. In addition, note the similarities between the approximation of the MSE and the bound for the MSE that was obtained from the CRB. Specifically, the first-order approximation of the MSE of the estimate of the signal parameters are equal to the CRB of the signal parameters. This similarity is not surprising since it is well known that ML estimation achieves the CRB at high SNR's. The fourth property that we note from the second term of the MSE is that the SNR threshold (the SNR when the MSE starts to deviate from the CRB) is different for the real and imaginary parts of the estimate. Finally, we observe that the real part of is biased, whereas the estimates for the imaginary part of and the estimate for the variance of the white noise are unbiased.
VI. VERIFICATION BY SIMULATION
In this section, we illustrate the validity of the statistical analysis presented earlier, using a numerical example. The signal we consider is given by , where the signal parameters are , , and . The number of observations is . The signal is shown in Fig. 1 . For this simulation, we used the ML estimation algorithm presented earlier. We performed a Monte Carlo simulation using 300 trials to determine the MSE of the estimates. The ML algorithm was initialized using the true signal parameters so that the results will be independent of the initialization algorithms. A comparison of the results is shown in Figs. 2-5 . We compare the MSE of the estimates obtained by simulation (asterisks), with the CRB (solid line) and the derived perturbation analysis (dashed line). Fig. 1 . Real part of the noise-free signal used in simulations. The signal is a chirp with an amplitude that has a Gaussian envelope. Fig. 2 . MSE of the variance of the white noise is plotted in decibels against the input peak SNR and compared with the CRB (solid line). The MSE of the estimate is obtained from both a Monte Carlo simulation (asterisks) and perturbation analysis (dashed line).
VII. NOISY ENVIRONMENT
In this section, we considered estimating the signal parameters in a low SNR environment. Specifically, we considered an observation vector that fits the model we have considered throughout this paper when the peak SNR is taken to be 0 dB. That is, when the true signal parameters are , , and , the standard deviation of the white noise is . The number of observations was . The noisy observation is shown in Fig. 6 . Note that the continuous-time signal parameters are the same as the continuous-time signal parameters of the previous section, and only the sampling interval has changed.
To initialize the ML algorithm, we used an approach given in [5] and [10] . The initialization algorithm first determines an initial estimate for the highest order coefficient, that is, in this example. The initialization algorithm for will require a choice of two delay parameters. As given in [5] and [10], any choice of the delay parameters will yield the true value in a noise-free environment; however, certain choices of the delay parameters will minimize the MSE of the estimate. To estimate , we used delay parameters of and , which were found by a nonlinear search that is detailed in [5] and [10] . The initial estimation algorithm yielded an estimate of . We then demodulated the estimated term due to and estimated using , which yielded an estimate of . The term due to the constant was estimated to be . In Fig. 7 , we compare the noise-free signal (solid line) with the predicted signal from our suboptimal estimation algorithm (dashed line).
We then refined the initial estimates we obtained from the suboptimal estimation algorithm by using the ML algorithm. The ML algorithm yielded the estimates of , , , and . In Fig. 8 , we compare the true noise-free signal (solid line) with the predicted signal resulting from the ML estimation algorithm (dashed line).
VIII. SEISMIC DATA
A problem of considerable interest in seismology is the prediction of seismic events. Most prediction algorithms use models that have been shown to accurately describe the phenomena of interest. In this paper, we do not address the issue of prediction of seismic events. We consider an example for using an EPS to model seismic data.
In this section, we consider seismic data that was observed at the Yreka station in Northern California at 3:18 p.m. on September 1, 1994. The sampling rate is 80 Hz. The seismogram recorded data from a magnitude 7.0 earthquake that occurred on the Mendocino fault line. This data set was made available by the Northern California Earthquake Data Center [3] . We chose to model the data by an EPS of order . The choice of was taken since the order is small but can still capture most of the observed behavior. The observation (solid line) and the initial estimate (dashed line) obtained from the suboptimal estimation algorithm are shown in Fig. 9 . Since the data was real, we applied the Hilbert transform to the data before we used our estimation algorithm. The suboptimal estimation algorithm [5] yielded the discrete parameter when using and . After demodulating the term, the real and imaginary parts of were estimated separately to avoid the difficulties of the periodicity in the objective function. Specifically, we used a small value for the delay parameter when estimating the imaginary part of the estimate. That is, . The real part of was estimated using a delay parameter that was closer to the region that would minimize the MSE of the estimate. We used the value . This method gave the value of . The constant term was obtained by using a standard ML method, which yielded . With these initial estimates, the ML algorithm was applied to improve the initial estimates. The ML algorithm yielded , , and . The signal generated from these signal parameters (dashed line) is compared with the observation (solid line) in Fig. 10 .
IX. CONCLUSION
We have derived an iterative ML estimation algorithm for the parameters of exponential polynomial signals. The performance of this algorithm was studied using a perturbation analysis of the ML estimates. The perturbation analysis provided a means of characterizing the threshold effect of the estimates. Further, we derived the CRB for the estimates of the parameters of an EPS model. Our numerical simulations included estimating the parameters of noisy synthetic data. The initialization of the estimation algorithm was performed by using the method described in [5] . The results showed that we were able to estimate the parameters even in low SNR's. In addition, we show results from using this algorithm on real seismic data that was obtained in Northern California during the major earthquake of 1994.
