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Introduction
With the growing of applying the embedded system technology to the mobile system, energy efficiency is becoming an important issue for the real-time embedded system [1] . If the energy consumption of the mobile system can be reduced, the mobile devices will maintain more time for continuous operation.
There are two possible methods to reduce energy consumption. One of the possible techniques is hardware design, the other is software design. Rebuilding the IC circuit can effectively decrease the energy consumption. However, this method cannot be applied to the existing device. Redesign the scheduler of the real-time operating system (RTOS) is a software design which can be applied to the existing device for reducing energy consumption [2] .
One of the possible techniques to reduce energy consumption is the Dynamic Voltage Scaling (DVS) [3] . In recent years, the processors can be executed in different supplied voltage levels during runtime to reduce energy consumption. DVS utilizes the slack time, i.e., the remaining time that the processor completing a job before its deadline, to adjust supplied voltage so as to reduce the energy expense.
In recent years, many researchers have proposed several DVS-based algorithms for applying to hard real-time systems [4] . Those methods can effectively decrease the energy consumption. However, the most of those methods are all based on the static scheduling. In pre-processing, the system assigns the voltage level to each task and the system cannot arbitrarily insert new tasks into the system during runtime.
In this paper, a novel real-time scheduling technique is proposed to decrease energy consumption by applying DVS with Excenics method [5] . In the proposed Excenics-based Dynamic Voltage Scaling (E-DVS), the system is allowed to add new tasks to the ready list during runtime. In addition, comparing with the traditional scheduling algorithms, the proposed method can decrease the energy consumption significantly.
The rest of the paper is organized as follows. The background about our researches, some DVS-based algorithms, and the problem statements in DVS will be described in Section 2. The proposed algorithm, including Extenics relational function, will be presented in Section 3. In Section 4, the analysis of some simulation results and comparison with other DVS -based methods are presented. Finally, the conclusion and future research works are made in Section 5.
Related Works
In recent years, many researchers have proposed several DVS-based algorithms for hard real-time systems [4] [4] . The authors presented that the DVS algorithm is a Multiple-Choice Knapsack Problem (0/1 MCKP). Because 0/1 MCKP is an NP-complete problem, the authors were trying to solve this problem by applying Genetic Algorithm. GA-DVS includes the four steps in Genetic Algorithm, which is selection the population, reproduction the new generation, mutation the children and termination the algorithm. In GA-DVS, the system will reproduce and mutate the new generation continuously until terminating condition is satisfied. The authors claimed that the overhead with this algorithm is small. However, the experimental results showed that the overhead can not be ignored in GA-DVS. Wu et al. [11] had presented an energy-efficient scheduling by utilizing and processing the schedule table before running and mapping each task to different processors by Genetic Algorithm to reduce the energy expense effectively. The proposed method by Wu was effective in reducing the energy consumption, however, the system must process schedule table before running, and the system can not insert or delete tasks dynamically.
Quan and Hu [13] had further greedily decided the lowest voltage for a set of tasks to reduce the energy consumption. The proposed method emphasizes that each task can select the minimum voltage if it is allowed by the system and the task set will not miss deadline. The main advantage of Greedy DVS is that the algorithm is easy to realize and the overhead is small enough to be ignored. However, there is a fatal disadvantage for Greedy DVS. The slack time is allocated to the higher priority task, as a result, the lower priority tasks may be executed with the maximum supply voltage. The performance of Greedy DVS will be poor if the slack time is small, because of the latter executed tasks must be executed with full supply voltage.
Proportional DVS [14] is another DVS-based algorithm, which is easy to realize and used widely. This method is allocating the slack time to each task in the ready list proportionally. Similar to Greedy DVS, Proportional DVS is easy to realize and the overhead is also small enough to be ignored. However, Proportional DVS is allocating the slack time to each task in the task set, if an additional task is required to be executed,which will result in some tasks to miss their deadlines.
Excenics-based Dynamic Voltage Scaling
In this paper, we propose an extenics-based dynamic voltage scaling (E-DVS), which will be presented in this section. The extenics relational function will be shown at first, and then the E -DVS algorithm will be presented. Finally, we will describe the feedback algorit hm and the process of handling the new coming task in the proposed method.
Extenics Relational Function
In a hard real-time system, each task must be completed before its deadline. In order to reduce the energy consumption, in the proposed E-DVS algorithm, the system will assign a new completion time to the task such that the task will be completed at the new completion time.
The extenics relational function is defined to present the relationship between an element and a set. In the proposed system, the range of the relationship function is in 
, the task will miss its deadline. 
, the task will meet its deadline if the feedback algorithm is applied.
, the task will meet its deadline.
, it is called zero point, i.e., the task completes its execution just at its deadline. At this point, either the supply voltage can just support the task to meet its deadline or this task is executed with the highest voltage in the proposed system. The extenics relational value corresponding to the meet/miss deadline state space is shown in Figure 1 . 
Equation (1) is used to predict the completion time. Since the Proportional DVS mechanism is easier to implement and with an acceptable performance in the static scheduling environment, it is selected as the basic mechanism in the proposed method to predict the completion time. The proposed method will be described in detail in the following sections.
Based on the equation,
. The release time s T will be considered in the system, the completion time v T with supply voltage V can be expressed as follows:
According to the extenics theory, the distance can be calculated between the completion time 
The distance between v T and the interval
can be define as: (5) by applying equations (3) and (4): 
. Thus, the extenics relational function can be expressed as:
In the proposed method, the extenics relational function, equation (6) , is used to calculate the completion time of a task with supply voltage V , so as to decide if the task is schedulable with supply voltage V or the feedback function will be performed.
Excenics-based Dynamic Voltage Scaling Algorithm
For explaining the Excenics-based Dynamic Voltage Scaling (E-DVS) algorithm, the notations used through out this paper are presented first.
v : the supply voltage decided by the system. The proposed E-DVS will be described in the following subsections. The E-DVS algorithm will be illustrated first, the feedback algorithm will be presented next. Finally, we will describe the process to handle the new coming tasks in the system by applying the proposed method.
E-DVS Algorithm
The input of the algorithm are the task set T and the set of voltage level v does not exist, the proposed feedback algorithm will be performed to adjust the supply voltage for the task to meet its deadline. The feedback algorithm will be described in the next subsection. From Steps 13 to 16, the system will change the voltage to the new supply voltage v for executing the task.
Feedback Algorithm
Under ideal conditions, DVS could efficiently to reduce the energy consumption, and the slack time can be fully utilized in the real-time system. However, the mobile device can not supply required voltage levels for DVS, it is difficult to provide a suitable voltage for a task to meet its deadline with zero slack time. In the proposed E-DVS mechanism, if the task is a source node, a new created task, or its parents are disjunction nodes, the system will recalculate the new completion times of tasks in the ready list. According to the proposed feedback algorithm, the system collects the slack time of each task until the next time to recalculate new completion times. For example, if the system only supplies four voltage levels, 5V, 4V, 3V, 2V, and 1V. When task A is in execution, the system will select 3V as the supply voltage. At this moment, the slack time slack T is 0.3ms, and it will be collected to slack total T by the system in the proposed method.
From Steps 08 to 12, if v does not exist, the system will add , the task will meet its deadline with the maximum supply voltage max V . Thus, the system will change the supply voltage v to max V and set slack total T to 0. In order to reduce the overhead in the proposed method, in the feedback algorithm the system will only consider executing the task with the maximum supply voltage.
New Coming Tasks
One of the characteristics of the dynamic scheduling algorithm is that the system allows inserting new tasks into task set dynamically, in other words, the system can adjust the priority of tasks during running time. Early Deadline First (EDF) scheduling algorithm is an optimal dynamic scheduling in RTOS. In EDF algorithm, the priority of a task is determined by the distance to deadline. If the task with the distance to its deadline is shorter, then the higher priority will be assigned to this task. The method to determine the priority of a task is the same as EDF algorithm in the proposed scheme.
There are two conditions must be considered before the system can insert a new task into the task set. If the priority of the new coming task N T is higher than the running task 
Simulation Results
The simulation environment has been set up and implemented for evaluating the proposed scheme. In DVS-based scheduling algorithms, Proportional DVS and Greedy DVS are two methods used mostly. The proposed Extenics-based Dynamic Voltage Scaling (E-DVS) will be compared with Proportional DVS and Greedy DVS algorithms. The simulation results show that the performance of the proposed E-DVS scheduling algorithm is better than that of other two algorithms.
Simulation Environment
We generate fourteen different task sets with the number of tasks 5, 10, 15, 20, 30, 40, 50, 60, 100, 200, 300, 400, 500 and 1000, respectively. Each set will generate ten thousand relations between tasks in each task set and the execution time of each task is set between 1ms and 5ms. The voltage level is set between 0.3V and 5V. For each simulation the total number of tasks generated is 160,000. There are two different values for system deadline in the simulation, one is fixed and the other is changeable according to the number of tasks. The system deadline is set to the worst case execution time (WECT). For example, in the task set with 5 tasks, since the WECT of a task is 5ms, the system deadline is set to 25ms. The deadline is set to a fixed value which is 5000ms for each task set in another simulation. The energy consumption will be compared with different schemes in each simulation.
Simulation Result with Different Deadlines
In this simulation, the system deadline is set to the WECT. When the number of tasks was increased by each simulation, the energy consumption also geometric raised. When the number of tasks is set to 1000, the energy consumption without DVS is 31171.67 nJ. And the energy consumption with E-DVS is 8362.4 nJ. In other words, the system can save 73.17% energy by applying E-DVS. The energy consumption with Proportional DVS is 9784 nJ, and it is 155313 nJ with Greedy DVS. Figure 2 shows the comparison of energy consumption with different algorithms.
The energy saving for each algorithm is shown in Figure 3 . The average energy saving with E-DVS is 72.94 percent, with Proportional DVS is 68.51 percent, and with Greedy DVS is 50.51 percent. In Figure 3 , the E-DVS reduces the energy consumption about 4.41 percent more than Proportional DVS and about 22.43 percent more than Greedy DVS. Obviously, E-DVS can effectively reduce the energy consumption, the energy saving is better than Proportional DVS and Greedy DVS. 
Simulation Result with Fixed Deadlines
In this simulation, the deadline is set to 5000 ms for each task. When the number of tasks is set to 5, the energy consumption is about 1.07 nJ for all scheduling algorithms, Proportional DVS, Greedy DVS and the proposed E-DVS. Because the slack time is too large, the task can be executed by the minimum required voltage to maintain the operation of the system. In this simulation, there are a lot of slack times for each task set except the task set with the number of tasks is 1000.
The comparison of energy saving with different algorithms is shown in Figure 4 . From the simulation results, we can see that the energy consumptions are proportional to the number of tasks. When the number of tasks increases, the energy consumption increases too. In Figure 4 , the simulation results show that the energy consumptions of three algorithms have significant difference after the number of tasks greater than 100. In order to show the difference clearly, the simulation results with the number of tasks from 5 to 100 is illustrated in Figure 5 . The energy saving with each algorithm is shown in Figure 5 . When the number of tasks raising from 5 to 100, the energy saving of all algorithms is on the downside. The energy saving with E-DVS is from 99.35 down to 98.17 percent, with Proportional DVS is from 99.36 down to 98.03 percent, and with Greedy DVS is from 99.36 down to 97.58 percent. In Figure 5 , the E-DVS decrease rate of energy saving about 0.15 percent less than Proportional DVS, and about 0.65 percent less than Greedy DVS.
Obviously, the energy consumption can effectively be reduced by applying the proposed E-DVS scheme, and the energy saving is better than by applying other two schemes, Proportional DVS and Greedy DVS.
Simulation Result with Time Consumption
In order to calculate the execution time for each task set accurately, the Read Time Stamp Counter (RDTSC) [15] is used in our simulations. The RDTSC can return the value of clock cycles from the time stamp counter register. It is an excellent high-resolution way to get the CPU timing information. The average time consumption for each task with E-DVS is 18.40 us, with Proportional DVS is 12.79 us, and with Greedy DVS is 15.94 us. The comparison of the overhead by applying E-DVS, Proportional DVS and Greedy DVS algorithms in the system is shown in Figure 6 . The overhead with E-DVS is heavier than applying other two methods. The supply voltage is set to 5V, the maximum supply voltage, for measuring the overhead. The energy consumptions of overhead for each task with E-DVS is 0.032 nJ, with Proportional DVS is 0.022 nJ, and with Greedy DVS is 0.0279 nJ. The energy consumptions are too small and it can be ignored. 
Conclusions
A novel dynamic scheduling algorithm which emploies the Excenics theory and the DVS algorithm. for effectively reducing the energy consumption is proposed in this paper. The experimental results show that this algorithm significantly outperforms the previous ones in reducing the energy consumption. Furthermore, this algorithm can easily be implemented with a little system overhead.
Comparing to the system without applying E-DVS with the proposed E-DVS, Proportional DVS and Greedy DVS, the energy saving are about 73.17 percent, 68.62 percent and 50.88 percent respectively, by running the same task set in the simulation. The overheads of applying the proposed E-DVS, Proportional DVS and Greedy DVS schemes are about 18.40 us, 12.79 us and 15.94 us, respectively. From the simulation results, we can conclude that the system overhead is too small, that is to say, it can be ignored.
The mian technical contribution of this paper is that a new approach for effectively saving energy in the real-time operating system is proposed. In the future, we intend to apply this method to multi-core systems and augmenting the probability in the disjunction node for determining branches 6. Acknowledgment
