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SUPER EFFICIENCY OF EFFICIENT GEODESICS IN THE
COMPLEX OF CURVES
XIFENG JIN AND WILLIAM MENASCO
Abstract. We show that efficient geodesics have the strong property of super
efficiency. For any two vertices, v, w ∈ C(Sg), in the complex of curves of a closed
oriented surface of genus g ≥ 2, and any efficient geodesic, v = v1, · · · , vd = w,
it was previously established by Birman, Margalit and the second author [2] that
there is an explicitly computable list of at most d(6g−6) candidates for the v1 vertex.
In this note we establish a bound for this computable list that is independent
of d-distance and only dependent on genus—the super efficiency property. The
proof relies on a new intersection growth inequality between intersection number
of curves and their distance in the complex of curves, together with a thorough
analysis of the dot graph associated with the intersection sequence.
1. Introduction
Let S = Sg be a closed oriented surface of genus g ≥ 2. The complex of curves or
curve complex of surface S is a simplicial complex such that each vertex corresponds
to the isotopy class of an essential simple closed curve, and n + 1 vertices form an
n-simplex of C(S) if their representatives can be realized disjointly. At times we
will use the words “vertices” and “curves” interchangeably, and use curve as essential
simple closed curve. For any two curves v and w in C(S), the distance d(v, w) is
the minimal number of edges in C(S) connecting v to w. A geodesic in C(S) is a
sequence of vertices Γ = (γi) such that d(γi, γj) = |i− j| for all i, j.
Harvey [6] introduced the curve complex in 1978 as a tool for studying the map-
ping class group of surface. In 1996, Masur and Minsky [9] proved the seminal result
that C(S) is δ-hyperbolic. However, the computation of distance in C(S) is still very
intimidating. The first attempt of such algorithm was due to Leasure [8] in his
thesis in 2002. After that, there are several other algorithms found by Shackleton
[10], Webb [12], and Watanabe [11], in which all algorithms utilize the notion of
tight geodesics. In an initial paper by Birman, Margalit, and Menasco [2], efficient
geodesics were introduced as an alternative preferred set of geodesics to compute
the distance in C(S).
Suppose v0, v1, · · · , vd is a geodesic of length d ≥ 3 in C(S), and α0, α1, αd are
representatives of v0, v1, vd that are pairwise in minimal position. A reference arc for
α0, α1, αd is an arc γ that is in minimal position with α1 and whose interior is disjoint
from α0 ∪ αd. The geodesic v0, v1, · · · , vd is initially efficient if |α1 ∩ γ| ≤ d− 1 for
all possible reference arcs. Moreover, the geodesic is called efficient, if the oriented
geodesic vk, vk+1, · · · , vd is initially efficient for 0 ≤ k ≤ d − 3 and the oriented
geodesic vd, vd−1, vd−2, vd−3 is also initially efficient. For more details about efficient
geodesics, we refer the readers to the paper [2], where the main result is that such
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efficient geodesics always exist, and there are only finitely many between any two
vertices. Specifically, in [2] it is established that there is an explicitly computable
list of at most
d 6g−6
vertices, v1, that can appear as the first vertex of an (initially) efficient geodesic
v = v0, v1, · · · , vd = w.
Our key advancement for this note is a new bound on the size of this explicit
list that is independent of distance and only dependent on genus, a property of
efficient geodesics that we call super efficiency. In [2] it was argued that any geodesic
could be replaced by an initially efficient geodesic; that is, |α1 ∩ γ| ≤ d − 1, for all
possible reference arcs γ. The property of super efficiency will follow from altering
this distance-dependent intersection bound to one that is dependent on genus. In
particular, we have the following theorem and corollary.
Theorem 1.1. Let Sg≥2 be any closed oriented surface and v = v0, v1, · · · , vd = w be
an efficient geodesic in C(Sg). Let α0, α1 and αd be minimal intersecting representing
curves of v0, v1 and vd, respectively. Finally, let γ be any reference arc for the
pair (α0, αd). Then for g = 2, we have |α1 ∩ γ| ≤ 44; and for g ≥ 3, we have
|α1 ∩ γ| ≤ 15 · (6g − 8).
With the genus-dependent intersection bound of Theorem 1.1 in place we then
have our super efficiency statement.
Corollary 1.2 (Super efficiency). If v = v0, v1, · · · , vd = w is an efficient geodesic
of C(Sg) with d(v, w) = d ≥ 3, then, for g > 2, there is an explicitly computable list
of at most
[15 · (6g − 8) + 1]6g−6
vertices v1 that can appear as the first vertex on an (initially) efficient geodesic.
When g = 2 the bound on this list is 456.
It is useful to extend the discussion begun in the introduction of [2] compar-
ing the bounds on the size of the set of v1 candidates given by the use of effi-
cient geodesics and the bounds the use of tight geodesics. From that discussion we
have the bound results coming from the work of Webb [12] which gives a bound of
2(72g+12)min{d−2,21}(26g−6 − 1). In particular, when d − 2 ≥ 21 and g = 2 we get a
bound that is ∼ 1075. Whereas, a super efficiency bound for g = 2 is ∼ 1010 and
independent of distance.
Additionally, some discussion is warranted for how efficient geodesics and super
efficiency might be utilized in constructing an algorithm for computing distance in
the curve complex. In [1] Bell and Webb describe a polynomial time algorithm
based on the Masur-Minsky tight geodesics technology for computing distance in
the curve complex. A key feature of their description is the “train-track-type” be-
havior of curves representing the vertices of a tight geodesic. A distance algorithm
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utilizing efficient geodesics will exhibit similar behavior. Specifically, the 6g − 6 ex-
ponent in the Corollary 1.2 bound comes from the dimension of the Dehn-Thurston
coordinate space for simple closed curves on Sg. A particular γ-coordinate of an α
curve corresponds to the intersection number with a specified γ-curve or, in a sur-
face with boundary which is the setting for efficient geodesic technology, an γ-arc.
Having the bound coming from Theorem 1.1 means any γ-coordinate of a α1 can
only assume a value between 0 and 15 · (6g − 8). Efficiency of the geodesic then
forces the γ-coordinate of α2 to be greater than or equal to |α1 ∩ γ| − 1 but still
bounded by min{(d−2), [15 · (6g−8)]}. In general, for the γ-coordinate of αi+1 we
will have |αi ∩ γ| − 1 ≤ |αi+1 ∩ γ| ≤ min{[d− (i+ 1)], [15 · (6g− 8)]}, 1 ≤ i ≤ d− 3.
Thus, the γ-coordinates of smaller indices α′s is restricting the behavior of larger
indices α′s. It is then reasonable to think that an efficient geodesic based algorithm
would be of polynomial time.
Recall for two curves, α, β ⊂ Sg, their intersection number, |α∩β|, is the minimal
possible number of intersections between α and β′ where β′ is any curve isotopic
to β. To prove Theorem 1.1, we need a tight bound for the distance between any
two vertices in terms of their intersection number, which is called the intersection
growth inequality.
Theorem 1.3 (Intersection growth inequality). Let curves α, β ⊂ Sg represent
vertices v, w ∈ C0(Sg). If g = 2 and d(v, w) = d ≥ 4 then
2d−4 · 12 ≤ |α ∩ β|.
If g > 2 and d(v, w) = d ≥ 3 then
2d−3 · (2g − 1) ≤ |α ∩ β|,
that is,
d ≤ 2 + log2
( |α ∩ β|
g − 0.5
)
.
This intersection growth inequality is a tighter bound for the distance between
any two vertices than the one given by Hempel [7] and is comparable to a growth
rate result of Bowditch (Corollary 2.2 in [3]).
The paper is organized as follows. In section 2, we utilize the intersection number
of a minimal filling pair as a lower bound and linear integer programming to establish
the growth rate to prove Theorem 1.3. In section 3, we review the techniques of
efficient geodesics from [2] that we will use in later sections. In section 4, we use
the one-vertex triangulation of surface to show that some parallel arcs occur as the
intersection number is sufficiently large, and we call such parallel arcs a rainbow. In
the last section 5, we investigate the pattern hided in the dot graph that arises as
a rainbow and complete the proof of Theorem 1.1. Super efficiency of Corollary 1.2
follows.
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2. Intersection Growth Inequality
The proof of Theorem 1.1 will need to use the behavior of efficient geodesics and
an estimate on the growth rate of the intersection number of filling pairs of curves
with respect to distance. Specifically, we first will give a proof of the intersection
growth inequality.
Proof of Theorem 1.3. The idea of our proof for establishing these growth inequali-
ties is to utilize the linear integer program (LIP) approach that was developed in the
work of Glenn, Morrel, Morris and the second author [5] to establish the following
result:
Theorem 2.1. The minimal intersection number for a filling pair, α, β ⊂ S2, rep-
resenting vertices v, w ∈ C0(S2), respectively, with d(v, w) = 4 is 12.
Just to recall the LIP argument, let (α, β) be a filling pair for S2. We split S2
along α and consider the resulting properly embedded arcs of β in a genus one
surface having two boundary components, S1,2. (As in [2], we can reduce to the case
where α in non-separating so that the surface is connected.) Assume that α and β
are arranged to being minimally intersecting up to isotopy, we can assume that all
the discs of S1,2 \ β are 2k-gons, k ≥ 2. Now consider an essential curve, c ⊂ S1,2,
that intersect each arc of β at most once. We notice that |c∩ β| has to be sufficient
so that d(c, β) ≥ d(α, β)−1. In particular, if d(α, β) = 4 we have to have |c∩β| ≥ 4,
since 4 is the minimal intersection number for the pair (c, β) to be filling.
We can translate this above discussion into a system of linear inequalities, one
for each such simple closed curve c. First, in S1,2 we can collapse all bands of 4-gon
regions to a single properly embedded arc. This gives us a collection of non-parallel
properly embedded essential arcs in S1,2. If need be we throw in additional essential
arcs such that our collection, C, is a maximal collection of non-parallel properly
embedded essential arcs in S1,2. Such a maximal collection splits S1,2 up into four
6-gon disc regions. (Up to homeomorphism there are only a finite number of ways
gluing together four 6-gons to construct S1,2.) The left illustration in Figure 1 shows
one possible 6-gon decomposition of S1,2. To find all possible loops, c, of the required
type—intersecting any essential arc in our collection at most once—we consider the
dual graph, G(C), to this decomposition, as illustrated in the right of Figure 1. One
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w2
w4
w1 w3
w5 w6
w2
w4
w1 w3
w5
Figure 1. The left illustration is a genus one surface with two boundary
curves—coded red and blue. C is a maximal collection of 6 weighted arcs.
The weights, w1, w2, w3, w4, w5, w6, are non-negative integers. In the theo-
rem 2.1, all weights can be taken to be equal to 2 for β. The green graph in
the right illustration is G(C), the dual graph. Each edge of G(C) intersects
exactly one arc of C once.
of our needed curves is then just a circuit—a closed edge-path—in G(C). And, to
each such circuit we associate an inequality as follows.
First, assign weights, w1, w2, w3, w4, w5, w6, to each of the six essential arcs in the
decomposition. Each wi corresponds to the number of parallel arcs of β. Next, for
any circuit add together all the weights of the arcs of C that the circuit intersects.
For a circuit c ⊂ G(C), this sum is equal to |c∩β|. Thus, by our previous discussion
this sum is greater than 4 when d(α, β) = 4. The circuits of Figure 1 yield the
following LIP system (1).
w1 + w4 + w5 + w6 ≥ 4
w2 + w4 + w5 + w6 ≥ 4
w3 + w5 ≥ 4
w1 + w2 ≥ 4
w1 + w3 + w4 + w6 ≥ 4
w2 + w3 + w4 + w6 ≥ 4
w1, w2, w3, w4, w5, w6 ≥ 0
(1)
When we minimize P (w1, · · · , w6) =
∑
wi constrained by LIP (1), we find that
the minima value of P is 8, which is twice 4—the scaling factor of P constrained
by LIP (1). The minima value of P is obtained when w1 = w2 = w3 = w5 = 2
and w4 = w6 = 0. (One can utilize https://www.easycalculation.com/ operations-
research/simplex-method-calculator.php online.)
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Remark 2.2. In order to re-glue the two boundary curves of S1,2 so that in S2
we obtain the curve β, it is necessary that the sum of the weight on each boundary
curve to be equal—an added constraint to (1) that is currently missing. With such an
added constraint, as noted in [5], any other 6-gon decomposition of S1,2 will produce
an LIP that is equivalent to LIP (1) up to relabeling. So the minimization of P will
still result in a value of 8.
By the linearity of LIP (1), if we replaced every occurrence of the lower bound of 4
by 1 and asked what would the minimal value of P so constrained, our answer would
be 2. Now the minimal intersection for a distance 4 filling pair as stated in Theorem
2.1 is 12, not 8. This value was obtained by doing a search for distance 4 filling pair
utilizing the MICC program [4] that is an implementation of the efficient geodesic
algorithm and this search was simplified by starting with filling pairs having at least
8 intersections. Knowing this additional fact we can conclude that any distance 5
filling pair of S2 must have intersection at least 2× 12. And, in general we have our
claimed inequality
2d−4 · 12 ≤ |α ∩ β|
for a filling pair of distance d.
Finally, when we consider a filling pair, (α, β), for a higher genus Sg when we
split along α to produce S(g−1),2 we observe that there will always be an embedded
S1,2 in S(g−1),2, for g ≥ 3. Thus, when we produce a 6-gon decomposition for S(g−1),2
coming from a complete collection of non-parallel essential properly embedded arcs,
the associated LIP for the dual graph will contain (up to relabeling) a copy of LLP
(1). Thus, the scaling factor of P—the sum of all the weights—is at least 2. This
observation plus the fact that 2g− 1 is the minimal intersection number for a filling
pair yields the inequality:
2d−3 · (2g − 1) ≤ |α ∩ β|.

3. Efficient geodesics
In this section, we will recall some fundamentals of efficient geodesics from [2].
Let v and w be vertices of C(Sg) with d(v, w) = d ≥ 3 and v = v0, v1, · · · , vd = w
be a geodesic connecting v to w. The intersection between the representatives αi of
vi and the reference arc γ produces a sequence of natural numbers along γ, which
is called the intersection sequence of the αi along γ.
An intersection sequence σ of natural numbers (j1, j2, · · · , jk) can be arranged in
a normal form called sawtooth form, that is,
ji ≤ ji+1 =⇒ ji+1 = ji + 1.
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If the intersection sequence in sawtooth form is viewed as a function {1, 2, · · · , N} →
N, where N is the cardinality of γ ∩ (α1 ∪α2 ∪ · · · ∪αd−1), then the graph is a set of
lattice points of integer coordinates. The graph of the sequence is called dots, and
the line segments resulting from the join of dots with slope 1 are called ascending
segments. The resulting graph of intersection sequence σ in sawtooth form is called
the dot graph, denoted by G(σ). An example of dot graph is illustrated in Figure 2.
Figure 2. A typical dot graph of intersection sequence in sawtooth form.
Next, we will deal with certain shapes of polygons in the dot graph. A polygon
in the plane is a dot graph polygon if
(1) the edges all have slope 0 or 1,
(2) the edges of slope 0 have nonzero length, and
(3) the vertices all have integer coordinates.
The edges of slope 1 in a dot graph polygon are called ascending edges and the edges
of slope 0 are called horizontal edges.
Let σ be a sequence of natural numbers in sawtooth form. A dot graph polygon
is a σ-polygon if:
(1) the vertices are dots of G(σ) and
(2) the ascending edges are contained in ascending segments of G(σ).
A box in G(σ) is a σ-quadrilateral P with the following two properties:
(1) the leftmost ascending edge contains the highest point of some ascending
segment of G(σ) and
(2) the rightmost ascending edge contains the lowest point of some ascending
segment of G(σ).
Up to translation and changing the edge lengths, there are four types of dot
graph hexagons; two have an acute exterior angle, and we will not need to consider
these. Notice that a dot graph hexagon necessarily has a leftmost ascending edge,
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Figure 3. Box and hexagons of types 1 and 2 on the top; Corresponding
degenerate box and hexagons at the bottom. Red dots are endpoints of
ascending segments, and blue dots may or may not be endpoints.
a rightmost ascending edge, and a middle ascending edge. This holds even for
degenerate hexagons since horizontal edges are required to have nonzero length.
A hexagon of type 1 in G(σ) is a σ-hexagon where:
(1) no exterior angle is acute,
(2) the middle ascending edge is an entire ascending segment of G(σ), and
(3) the minimum of the middle ascending edge equals the minimum of the left-
most ascending edge,
(4) the leftmost ascending edge contains the highest point of an ascending seg-
ment of G(σ).
Similarly, a hexagon of type 2 in G(σ) is a σ-hexagon that satisfies the first two
conditions above and the following third and fourth conditions:
(3′) the maximum of the middle ascending edge equals the maximum of the
rightmost ascending edge,
(4′) the rightmost ascending edge contains the lowest point of an ascending seg-
ment of G(σ).
See Figure 3 for pictures of boxes and hexagons of types 1 and 2 and their
degenerate cases.
The obstruction of a geodesic being efficient is the occurrence of these three types
of dot graph polygons. When such dot graph polygons occur, we can perform the
corresponding curve surgeries. Here are some examples for the box surgery, Figure 4,
and hexagon surgery, Figure 5.
SUPER EFFICIENCY OF EFFICIENT GEODESICS IN THE COMPLEX OF CURVES 9
3 4 5 3 4 5 3′ 4′ 5′
5
−+
4
++
3
+−
Figure 4. An example of a set of surgeries as in the box case
3 4 5 6 7 3 4 5 2 3 4 5 6 7 5′ 6′ 3′ 7′×
4′
−+7
++
6
+−
5 ×
−−
4
−+
3
2
Figure 5. An example of a set of surgeries as in the hexagon case
4. Rainbow
In this section, we will show that if the intersection of α1 ∩ γ is sufficiently large,
then it will create some parallel arcs of α1 \ γ, which in turn gives rise to parallel
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arcs of αi \ γ for some other curve αi. Eventually, we will obtain such estimate of
the intersection number to make this happen.
We start off with a calculation of one-vertex triangulation of closed surface.
Lemma 4.1. The number of edges in one-vertex triangulation of closed oriented
surface Sg is 6g − 3.
Proof. Consider a one-vertex triangulation of Sg with number of vertices, edges and
faces denoted by V , E and F . By Euler characteristic calculation, V −E+F = 2−2g.
In the triangulation, each face has 3 edges and each edge is shared by 2 faces, then we
have 2E = 3F . Since there is a unique vertex, if we multiply the Euler characteristic
by 3, then
(2)
3V − 3E + 3F= 6− 6g,
3V − 3E + 2E= 6− 6g,
3V − E= 6− 6g,
3− E= 6− 6g,
E= 6g − 3 = 3(2g − 1).

Again we start with a filling pair (α, β) intersecting minimally. Let α = α0 and
β = αd, where d := d(α, β). Let α1, α2, · · · , αd−1 be a sequence of simple closed
curves representing an efficient geodesic from the vertex represented by α0 to the
vertex represented by αd. Let γ ⊂ Sg be any reference arc, that is, an arc that is
in minimal position with α1 and whose interior is disjoint from α0 ∪ αd. In fact,
it suffices to look at the reference arc that connects the midpoints of α0-edges in a
non-rectangular polygon of Sg \ (α0 ∪ αd). Then we have |γ ∩ α1| ≤ d− 1.
Now focus on the components of α1 \ γ ⊂ Sg \ α0. Two arc components c1, c2 ⊂
α1 \ γ are parallel in Sg \α0 if they are two opposite sides of a rectangular disc—the
other two sides being in γ. (See Figure 6.)
We want to decide the classes of parallel components of α1. When we split Sg
along α0, the reference arc γ is a properly embedded arc with its endpoints on the
boundary of the resulting surface, Sgˆ, where gˆ ≤ g − 1.
There are three cases:
(1) α0 is non-separating and γ has an endpoint on each boundary component of
the connected surface;
(2) α0 is non-separating and γ has both its endpoints on the single boundary of
the connected surface;
(3) α0 is separating and γ has its endpoints on a single boundary of one of the
two components in Sg \ α0.
In all cases we can think of γ as being in a surface of at least one less genus with
either one or two vertices (the boundary curves crushed to points). The Figures 7 &
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γ
c1 c2
γ
c1 c2
Figure 6. Two configurations of parallel arcs
...
...
...
...
...
...
...
...
(1)
(2)
Figure 7. In (1), the reference arc γ in black with endpoints on distinct
boundaries is crushed to a dot; In (2), the reference arc γ in black with a
single endpoint, the intersection points with α1 move along γ to the single
endpoint. The other boundary is crushed to the other dot.
8 are illustrated for the two configurations in the Figure 6. The two configurations
are almost the same. We only consider the left configuration. In Figure 7(1), the
arc γ is collapsed to a single point. It follows that the classes of parallel components
of α1 \ γ is same as the number of edges in one-vertex triangulation of surface Sg−1.
By Lemma 2, it is C] = 3(2(g − 1)− 1) = 6g − 9.
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... ...
...
...
...
...
...
...
(1)
(2)
Figure 8. In (1), the reference arc γ in black with endpoints on distinct
boundaries is crushed to a dot; In (2), the reference arc γ in black with a
single endpoint, the intersection points with α1 move along γ to the single
endpoint. The other boundary is crushed to the other dot.
In the second case, Figure 7(2), both endpoints of γ are on the same bound-
ary/vertex of Sgˆ. The reference arc γ will be one of the edges of a one-vertex
triangulation of a once punctured Sg−1. Since two more non-parallel edges can be
added to the triangle containing the vertex crushed by the other boundary as illus-
trated in Figure 9. The components of α1 \ γ can have at most C]-classes of parallel
components, where C] = 3(2(g − 1)− 1)− 1 + 2 = 3(2(g − 1)− 1) + 1 = 6g − 8.
Note that the number of classes of parallel components of α1 in the third case
would not be larger than that in the second case. In all cases, the most possible
number of parallel components of α1 \ γ is C] = 3(2(g − 1)− 1) + 1 = 6g − 8.
Assume the worst, that α1 intersects our reference arc γ the maximal, d − 1 by
efficiency. If d−1
C]
> 1, then there must be at least two arcs of α1 \γ that are parallel.
More generally, if d−1
C]
> k − 1, then by the pigeon hole principle, there must be at
least k parallel arcs.
Our argument in a nutshell is that, k parallel arcs of α1 will force the existence of
k parallel arcs of αi1 , for some i1 > 1, which will force the existence of k parallel arcs
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Figure 9. The triangles come from the triangulation in the bottom right
illustrations of Figures 7 and 8. At most two more edges (two classes of
parallel components of α1 \ γ) can be added to the triangle with vertex.
of αi2 , for some i2 > i1, and etc.. Since all parallel arcs for each αij will have their
endpoints on γ and since k is fixed, we get a contradiction in that our geodesic is of
finite length but we have an infinite sequence of sub-arcs of · · · , αij , · · · , αi2 , αi1 , α1.
The core of this argument is calculating a value for k. We start with a warm-up
case.
Calculating k for α1—First, notice that by efficiency every rectangular disc
illustrating the parallel nature of two arcs of α1 \ γ must contain/trap an arc of
α2 \γ. So consider two such rectangular discs stack together. That is, we have three
parallel arcs, a11, a21, a31 ⊂ α1 \ γ arranged with a21 being common to two rectangular
discs. Then by efficiency there are arcs a12, a22 ⊂ α2 \ γ such that a12 is contained
in the rectangular disc having a11 & a21 on its boundary; and, a22 is contained in the
rectangular disc having a21 & a31 on its boundary. But, then this configuration will
have a12 and a22 being parallel. Moreover, by efficiency again we must have a arc
of α3 \ γ contained in the rectangular disc (which is a sub-disc of the two stack
rectangular discs we started with) that illustrates a12 and a22 are parallel. (To drive
the nail home, without an arc of α3 \ γ we would have a box surgery.) Figure 10
illustrates this stacking of two rectangular disc configuration.
If we continue to play this stacking of rectangular game we can force arcs of αi,
with i increasing into a rainbow of parallel arcs. Figure 11 illustrates the configura-
tion when we have five arcs of α1 parallel. By efficiency, the stacking of five α1 arcs
forces the occurrence of four α2 arcs between the α1′s; three α3 arcs between the
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Figure 10. The three parallel arcs of α1 are colored red; the two parallel
arcs of α2 are colored blue; and, the arc of α3 is colored green.
α2
′s; and, two α4 arcs between the α3′s. The illustration is actually missing a single
arc between the two α4 arcs (making a box surgery available) since the illustration
is becoming cluttered, but efficiency requires that one should be inserted.
Figure 11. A five stack rainbow. Again parallel arcs of α1 are colored
red; arcs of α2 are colored blue; arcs of α3 is colored green; and, the single
arc of α4 is colored magenta.
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In general, if we have a k-stacked rainbow illustrating k parallel α1 arcs then by
efficiency the rainbow will contain an arc of αk. This point is key since it implies
that αk+1 cannot transversely intersect the rainbow. We now perform the obvious
surgery that takes again arc of in the rainbow of α1 \ γ, to form loops that intersect
γ either zero (for left configuration of Figure 6) or once (for right configuration of
Figure 6). See Figure 12. Call this new loop α′1 and notice that it does not intersect
α0.
Figure 12.
Now consider |α′1 ∩ αk+1|. Notice that since αk+1 cannot intersect transversely
the k-stack rainbow the only place α′1 can intersect αk+1 is between the two “ends”
of the rainbow as illustrated in Figure 12. Thus, each intersection of αk+1 with α′1
also corresponds to an intersection of αk+1 with γ. Our strategy is to “drive up”
the value of αk+1 ∩ γ so that there are at least k parallel arcs of αk+1 \ γ. If so, we
might repeat the above rainbow construction for these parallel αk+1 arcs to say that
we must have α2k+1 intersecting γ enough times to have k parallel arcs. Then, an
iteration of our rainbow construction never ends, a contradiction that the distance
between α0 and αd is finite.
With this in mind, we know that d(α′1, αk+1) ≥ k, because |α0 ∩ α′1| = 0. Now
using Theorem 1.3 for g = 2, we have 2k−4 · 12 ≤ |α′1 ∩ αk+1|(= |γ ∩ αk+1|) and
C] = 6(2) − 8 = 4. To drive up this intersection number, we ask the question: for
what value of k does
(3)
2k−4 · 12
C]
=
2k−4 · 12
4
> k − 1?
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And, our initial answer is to have k = 5, and with |α1∩γ| > 4 · 4 = 16, we will get a
rainbow of α1 arcs that is at least a 5-stack rainbow. We will need to come back to
equation 3 later to increase the size of this α1 rainbow for achieving a contradiction.
For g > 2, we have 2k−3(2g − 1) ≤ |α′1 ∩ αk+1|(= |γ ∩ αk+1|). To drive up this
intersection number our equation 3 is changed to asking for what value of k does
(4)
2k−3(2g − 1)
C]
=
2k−3(2g − 1)
6g − 8 > k − 1?
When g = 3, 4, 5, 6, 7, then k = 7 works. For g ≥ 8, k = 8 always works.
So to guarantee an 8-stack rainbow for arcs of α1, |α1 ∩ γ| > 7 · (6g − 8). Again,
we will need to come back to this calculation later to increase the size of the α1
rainbow.
5. Proof of super efficiency
Our strategy now is to argue that when we iterate this construction, having a
rainbow forces the existence of another rainbow with the stack number not decreas-
ing, which makes our original geodesic have infinite length, a contradiction. More
precisely, once we fix the middle curve αk+1, we will search subarcs of αi with lowest
index i and αj with highest index j trapped in the rainbow formed by the subarcs
of ak+1. The process turns out to be a race between the distance of two curves αi
and αj+1 and the intersection number of γ ∩αk+1. We are looking for the worst sce-
nario in which the distance on the left side is as small as possible while keeping the
intersection number on the right side as larger as possible. In the next round, αj+1
becomes the middle curve to form the rainbow, and the process continues forever, a
contradiction.
But, there is a subtlety as we examine the rainbow at the next stage. Let’s go
to the g > 2 general case. For the g > 2 case and having k = 8, our calculation
gives us that α′1 intersects α9 at least 28−3 · (2g − 1) times; and, there must be an
11(= d32
3
e)-stack rainbow coming from parallel arcs of α9.
Let a19, a29, · · · , ak9 ⊂ γ ∩ α9 be the listing of consecutive endpoints at one end of
the k(k ≥ 11)-stack rainbow formed by arcs of a9. Between ai9 and ai+19 we must
have either a10 or a8 intersect γ by efficiency of our geodesic. Otherwise, we can do
a box surgery for the two consecutive intersection points, as illustrated in Figure 13.
First, we argue that there must be an a10 between ai9 and a
i+1
9 for some 1 ≤ i ≤
k − 1. As showed in Figure 14, since the first (preceding) rainbow is at bottom
left of the (current) rainbow, there must be two adjacent ai9 and a
i+1
9 that creates a
hexagon surgery.
More generally, there is an ascending segment starting with a9 between ai9 and
ai+19 . Suppose there is no a
i+1
8 under a
i+1
9 , then the next ascending segment must
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(1)
(2)
(3)
ai9 a
i+1
9
ai9 a
i+1
9
ai10
ai9 a
i+1
9
ai+18
Figure 13. (1) Two adjacent intersection points ai9 and a
i+1
9 are in red;
(2) and (3) at the bottom illustrate two possible ways to insert α10 or α8
for two adjacent intersection points of γ ∩ α9 to avoid a box surgery
k+1
Figure 14. A hexagon surgery occurs due to the (current) rainbow with
no higher indices.
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(1)
(2)
(3)
(4)
(5)
ai9 a
i+1
9
ai9 a
i+1
9
ai9 a
i+1
9
ai9 a
i+1
9 a
i+2
9
ai−19 a
i
9
ai8
ai+19 a
i+2
9
Figure 15. (1) Ascending segment starts with ai9; (2) A box surgery occurs
if the next ascending segment is not lower; (3) The highest index of the
ascending segment is exactly one less; (4) A single ai+29 can be added; (5)
Insert an αi8 under ai9.
be lower to avoid a box surgery, Figure 15. Recall that our goal is to reduce the
distance, so the highest index should be exactly one less.
To put more intersection points of γ∩α9 on γ, we can insert a single ai+29 next to
ai+19 . On the left side of ai9, we need to insert ai8 to make a
i−1
9 a single dot. Hence,
if there is no smaller index of ai+19 , then the green box in Figure 15 contains a local
optimal pattern.
On the other hand, if ai+19 does have a
i+1
8 , then we can insert an additional
a9 as illustrated in (2) of Figure 16. That means the additional a9 is ai+19 and
the original ai+19 becomes a
i+2
9 . The (3) and (4) in Figure 16 show that the next
ascending segment should be lower, otherwise, a degenerate hexagon surgery occurs.
To reduce the indices slowly, the highest index of the ascending segment should be
one less. The green box in Figure 16 contains another local optimal pattern.
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(1)
(2)
(3)
(4)
(5)
ai9
ai+19
ai+18
ai9 a
i+1
9 a
i+2
9
ai+28
ai9 a
i+1
9 a
i+2
9
ai+28
ai9 a
i+1
9 a
i+2
9
ai+28
ai9
ai8
ai+19 a
i+2
9
ai+28
Figure 16. (1) An ai+18 under a
i+1
9 ; (2) Another α9 can be inserted; (3)
Next ascending segment is not lower; (4) A hexagon surgery; (5) The highest
index of the ascending segment is exactly one less than that of the previous
segment.
Both two local optimal patterns have three a9’s, one of which is a single dot,
and the other two are in two ascending segments. The highest index of the right is
exactly one less that that of the left. The key difference lies in the number of a8’s.
The first one only contain a single a8, but the second one has two a8’s.
To put it simple, if we iterate the two patterns independently, we will have the
top illustrations in Figures 17 & 18. The violation of hexagon surgery forces the
highest index of ascending segments is larger than that on the right. To make it to
be optimal, highest indices decrease exactly one as we move along. If we extend the
graph below a9, we can observe a big difference between the two patterns.
In the first pattern, since there is only one a8 in each pattern, there is no need
to add more a8 or a7 except for the rightmost ascending segment. It violates the
efficiency if we don’t put an a7. The situation is quite different in the second pattern,
as a hexagon surgery occurs in each pattern. To get rid of all these surgeries, we add
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Figure 17. Iteration of first pattern; Extend the dot graph below a9 level.
the ascending segments as in Figure 18. In comparison to the previous pattern, it
will significantly increase the distance, so it will not be the worst scenario. It follows
that the worst case only consists of the first pattern. Generally, two patterns can
be mixed, but each second pattern will add more curves. Hence, the worst scenario
only contains the first pattern.
With this in mind, this allows us to define a function S(k) to be the difference of
the highest index j and the lowest index i in the Figure 17 type pattern having k dots
at α9 (middle curve). Similar to the first rainbow, we can construct a new curve by
the subarc ai and γ, denoted as α′i. It follows that d(αj+1, α′i) ≥ j− i−1 = S(k)−1,
because d(α′i, αi) ≤ 2. Each pattern has three dots, so we have three cases for the
formula of S(k).
In the Figure 17, the intersection number k = 13, and we have S(13) = 9. When
k = 12, we can remove the rightmost ascending segment, as shown in Figure 19. In
this case, S(12) = 8. When k = 14, either we can add a leftmost ascending segment,
or add two leftmost ascending segment and remove the rightmost one. Figure 20
illustrates this case, but both cases have S(k) = 10.
More generally, the formula of S(k) is as follows.
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Figure 18. Iteration of second pattern; Extend the dot graph below a9 level.
(5) S(k) =

2p, if k = 3p, for p ≥ 1
2p+ 1, if k = 3p+ 1, for p ≥ 1
2p+ 2, if k = 3p+ 2, for p ≥ 1
Now we can repeat our previous calculation. For the case g > 2, so substituting
3p for k on the right and S(k)− 1 = 2p− 1 for k on the left in equation 4, we get:
(6)
2(2p−1)−3 · (2g − 1)
6g − 8 > 3p− 1.
When g ≥ 3, the solution is p ≥ 5, so k = 15.
For the other two cases, when k = 3p+ 1,
(7)
2((2p+1)−1)−3 · (2g − 1)
6g − 8 > (3p+ 1)− 1.
When g = 3, 4, 5, 6, 7, the solution is p ≥ 4, so k = 13. When g ≥ 8, it is p ≥ 5,
so k = 16.
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Figure 19. The cases when k = 12, S(12) = 8, and k = 13, S(13) = 9.
When k = 3p+ 2, we have
(8)
2((2p+2)−1)−3 · (2g − 1)
6g − 8 > (3p+ 2)− 1.
The solution is p ≥ 4, so k = 14 for g ≥ 3.
Now returning to our previous equation 4 calculation, we need to raise the value
of k from 8 to k = 16 for g ≥ 3. To do this we need |α1 ∩ γ| > 15 · (6g − 8) .
For genus 2, our equations to solve are
(9)
2(2p−1)−4 · (12)
4
> 3p− 1.
(10)
2((2p+1)−1)−4 · (12)
4
> (3p+ 1)− 1.
(11)
2((2p+2)−1)−4 · (12)
4
> (3p+ 2)− 1.
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Figure 20. The cases when k = 14, S(14) = 10.
For the three cases, the solutions are p ≥ 4, p ≥ 3 and p ≥ 3, then k = 12, k = 10
and k = 11, respectively.
Now returning back to our previous equation 3 calculation, we need to raise the
value of k from 5 to k = 12. To do this we need |α1 ∩ γ| > 11 · (4) = 44, for g = 2.
Then we have our result.
Once we have the Theorem 1.1, the proof of Corollary 1.2 is analogous to that of
Theorem 1.1 in [2].
Proof of Corollary 1.2. Let α0, α1 and αn be representatives of v0, v1 and vn with
pairwise minimal intersection. For the polygons in Sg \ α0 that are non-hexagons,
we can cut through them along some reference arcs to make them to be hexagons.
With this in mind, we end up with polygons as rectangles and hexagons. By Euler
characteristic calculation, there are 4g − 4 hexagons. Since the reference arcs in
rectangles are parallel to the adjacent ones in the hexagons, then they will be only
counted for once, so there are 6g − 6 reference arcs in total. Up to homotopy, the
intersection number of α1 with each reference arc determines α1. By Theorem 1.1,
the choice of intersection number is at most 15 · (6g − 8) + 1 for each reference arc,
so there are at most [15 · (6g − 8) + 1]6g−6 candidates for v1. For g = 2, it is 456.

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