Improvements to TM6.0 with a Robust Visual Descriptor – Proposal from University of Surrey and Visual Atoms by Miroslaw, Bober et al.
INTERNATIONAL ORGANISATION FOR STANDARDISATION 
ORGANISATION INTERNATIONALE DE NORMALISATION 
ISO/IEC JTC1/SC29/WG11 
CODING OF MOVING PICTURES AND AUDIO 
 
ISO/IEC JTC1/SC29/WG11 MPEG2013/M30311 
July 2013, Vienna, Austria 
 
 
 
Source University of Surrey, Visual Atoms  
Status Input   
Title Improvements to TM6 with a Robust Visual Descriptor – Proposal from 
University of Surrey and Visual Atoms 
 
Authors Miroslaw Bober, Syed Husain, Stavros Paschalakis, Karol Wnukowicz  
 
This document presents an improved global descriptor, the Robust Visual Descriptor (RVD). 
Our proposed global descriptor results in an improvement of the overall performance of the Test 
Model TM6 in both pairwise matching and retrieval, showing exceptional performance 
improvements in the non-planar 3D objects experiments, where the TM currently underperforms. 
Furthermore, our proposed global descriptor reduces the memory required in the encoder by 
~25%. Finally, the proposed method entails a very simple control mechanism for the global 
descriptor matching process, using just a single threshold to control the balance between True 
Positive (TPR) and False Positive (FPR) rates in pairwise matching.  
1 Overview	  
The current TM6 pipeline builds the compact descriptor of an image by combining two 
elements: selected number of compressed local descriptors and a single global descriptor 
representing the entire image [1, 2]. 
 
 
Figure 1 - TM6 extraction pipeline 
 
In TM6, local descriptors are aggregated using Fisher Kernels approach into a compact 
discriminative global descriptor [6, 3, 4], with second order statistics to improve performance at 
higher bitrates [5]. One of the crucial weaknesses of the TM 6 global descriptor is its poor 
recognition performance in 3D objects, as shown in experiments 4 (buildings) and 5 (common 
objects).  
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Table 1 below shows average performance (TPR) at selected bitrates of 512B, 1KB, 4KB and 
16KB for the experiments with principally planar 2D objects, such as books, CDs, DVDs, and 
cards (experiments 1,2,3) and 3D non-planar objects such as buildings or common 3D objects 
(experiments 4 and 5). The last row shows the gap between the 2D and 3D performance (TPR), 
which is between 13.39% for the 512B rate and 8.29% for the 16KB rate (all data at 1% FPR as 
specified by evaluation conditions).  
 
Table 1 – TM6 TPR at selected bitrates for planar vs non-planar objects 
Bitrate	   512	   1KB	   4KB	   16KB	  
TPR	  2D	  (1,2,3)	   88.56	   94.06	   97.69	   98.33	  
TPR	  3D	  (4,5)	   75.18	   77.44	   86.55	   90.04	  
Difference	  3D-­‐2D	   -­‐13.39	   -­‐16.62	   -­‐11.14	   -­‐8.29	  
	  
 
 
Figure 2 - TM6 performance gap for 2D (experiments 1,2,3) and 3D (experiments 4,5) objects in pairwise 
matching	  
 
As 3D objects are an important application domain for CDVS, this is a very significant weakness 
in the current TM6. Our proposal addresses this major deficiency by proposing a new, robust 
method for aggregation of local descriptors to form global descriptor, which significantly 
narrows the performance gap, as seen in Figure 3. 
 
 
 
Figure 3 - RVD global descriptor significantly narrows the performance gap between 2D (experiments 1,2,3) 
and 3D objects (experiments 4,5). 
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2 The	  RVD	  global	  descriptor	  
 
Our approach conceptually originates from ideas in Robust Statistics [7].  In order to improve 
performance, the RVD global descriptor introduces several key innovations as compared to the 
state-of-the-art aggregation methods [6].  
 
Firstly, local feature vectors are rank-assigned to multiple class centres, thus increasing the 
number of local vectors assigned to each centre, resulting in a more robust cluster-level 
representation (we sometimes call this value representation). 
 
Secondly, a robust representation of residual errors in each cluster is derived based on the 
neighbourhood rank information and direction-preserving normalisation mapping function, 
applied individually to residual errors before aggregation. We use the L1 normalisation function, 
which limits the influence of outliers on the representation.  
 
Thirdly, the cluster occupancy and rank are used to estimate reliability of the cluster level 
representations, and this reliability is used to retain only clusters with high reliability from the 
image-level RVD descriptor and additionally also used for rate control of the produced RVD 
descriptors. 
 
Finally, the aggregated descriptors are binarised and the rate is further controlled by selecting, 
based on separability criteria, a subset of binary elements for each component value descriptor 
associated with different class centres. 
 
2.1 RVD	  extraction	  
 
Below we describe the RVD pipeline for extraction and matching of global descriptors. 
 
 
 
 
 
a) Local Feature Selection. Given an image, a subset of detected SIFT features is selected 
to generate the RVD descriptor. 300 SIFT features per image are retained at each 
operating point using the default TM6 feature selection mechanism. When an image 
contains less than 300 SIFT features, all of them are selected. 
 
b) SIFT Dimensionality Reduction. The non-normalized SIFT descriptors are first L1-
normalized and then power normalised with the factor 0.5. Principal Component Analysis 
(PCA) is employed to reduce the dimensionality of SIFT features from 128-dim to 48-
dimensions. The dimensionality reduction is beneficial to the overall performance and 
reduces the complexity of the system. The PCA parameters are calculated off-line based 
on approximately 5 million SIFT features, extracted from a dataset independent of the 
MPEG evaluation dataset. The dataset includes approximately 20k images randomly 
selected from the INRIA Holidays, the Oxford Buildings, Pasadena Buildings and images 
downloaded from Flickr and Panoramio.  
 
 
c) Robust Rank-based RVD aggregation.  
 
Offline Stage:  
K-means Clustering is performed off-line to learn a codebook   ! = {!!,…… !!} of !=170 visual words or cluster centres using the same set of 5 million SIFT features as for 
the SIFT dimensionality reduction step (b). The size of codebook is selected to provide a 
good trade-off between the performance, extraction speed, complexity and memory use.  
 
Online Stage: Aggregation of RVD descriptors 
For each local feature descriptor   !! , the distances to all cluster centres !!  (where ! ∈    1,2, . . ,170  denotes cluster index) are computed and ranked in increasing distance 
order based on the distances from the cluster centre.  We employ the L1 distance (also 
known as the City Block distance) due to its lower computational complexity and other 
useful properties. Each local feature !!  is assigned to the KN=3 nearest cluster centres 
with the corresponding ranks. This rank-based multiple assignment of local features 
increases probability that many clusters have sizeable population of local descriptors 
assigned to them by effectively re-using local descriptors with multiple class centres. The 
selection of KN depends on number of cluster centres, stability, reliability and density of 
local descriptors in an image. In TM6 KN=3 is used. 
 
Each descriptor !! is assigned to its KN nearest cluster centres with corresponding ranks 
and residual error vectors !! − !! are calculated. Before the aggregation, the residual 
error vectors are first L1-Normalized.  
 !!" = !! − !!!! − !!  
 
The aggregation is performed for each neighbourhood rank !! separately and then 
combined across all neighbourhood ranks. The rank level combination is based on 
weights !!!  reflecting the fact that typically the number of local descriptors increases as 
the neighbourhood rank increases. In RVD, using neighbourhood rank 3, the weight 
values are  !! = 4,!! = 2,!! = 1. 
 !"! = !!!    !! − !!!! − !!!""    !!  !"#$%&'%&  !"  !"#$  !!  !"#$!!"#$!!!"  !"  !!    
!"
!!!!  
  
The L1-Norm on residual error vectors limits the impact of descriptors that are far from 
cluster centre and are designed such that the influence of single local descriptor on global 
descriptor is limited.  
 
Component Cluster selection - Scalable RVDC. Scalable RVD is formed by 
concatenating a selected subset of cluster-level components (i.e. rank-based aggregated 
residual !"!  components) based on their reliability. The reliability factor !"!  of each 
cluster-level component RDV descriptor !"! is computed for each cluster centre j based 
on the number of local descriptors associated with a given cluster at each rank of 
neighbourhood as follows: !"! = !"!! ∗ !!!!   !"!!!!  
 
Where !!!!  is the number of local descriptors assigned to cluster   !  with the 
neighbourhood rank !!  and !"!!  are weights associated with particular ranks of 
neighbourhood. In RVD, following weights are used:  !"! = 9, !"! = 3, !"! = 1. 
It is beneficial to reject clusters with low level of occupancy since these clusters can be 
affected by presence of outliers. In RVD, a cluster occupancy threshold !!!  is applied – a 
cluster is rejected if !" < !!!. The threshold values are selected to achieve the required 
size of the RVD representation for each bitrate. At bitrate 16KB, 8KB and 4KB, !!! = 6 
is applied while at 2KB, 1KB, !!! = 14 is used. For 512B, we set  !!! = 15.  
A 170 binary flags are used to indicate which cluster representations are present to enable 
cluster-to-cluster matching of the corresponding representations. 
 
d) Binarizing RVD. To further compress RVD, we employ a sign function to binarise the 
RVD components. For each dimension of RVD, we apply the sign function to assign the 
value “1” to any non-negative values, and the value “0” to any negative values, 
respectively. 
 
e) Bit Selection in RVD. To achieve even more compact representation a subset of 
elements of the aforementioned binary representations are selected, based on separability 
criteria. We select off-line those bits or elements from each cluster-level representation, 
which provide best separability between hamming distances for matching and 
nonmatching pairs of binary component-level RVD descriptors. The off-line selection is 
based using a database independent of the CDVS evaluation databases, which includes 
approximately 20k of matching and 27k of non-matching pairs. The database includes 
Oxford, Pasadena, Holidays databases and some images acquired in Guildford. There is 
no bit selection for the highest descriptor length of 4k, 8k, and 16k, where all 48 bits are 
used.  For 1k and 2k descriptor length 32 bits are selected and 24 bits are selected at 512. 
 
f) Forming the RVD bit stream. The RVD descriptor data includes a “head” segment of 
170 bits, denoting which cluster-level representations are actually selected. It is followed 
by the cluster-level binary RVD representations, i.e. all the selected bits from the selected 
clusters.  
  
 2.2 RVD	  matching	  
 
Distance computation (similarity score) is similar to the current TM6  Given two global 
descriptors !! ,!!extracted from images X and Y, the similarity score !!,! is based on a weighted 
correlation between the binary descriptors for the corresponding clusters. The score can be 
calculated quickly by (i) using bitwise XOR and POPCNT to compute Hamming distances 
between binary descriptors corresponding to the same clusters, and (ii) reading the weights from 
a small look-up table. If a Hamming distance cannot be computed, due to missing cluster-level 
sub-descriptors, a fixed weight of -0.2 is assigned. This is indicated by !!!,!, where !!!,! = 1 
when both images X and Y contain the i-th cluster binary representation or !!!,! = 0 otherwise. 
 !!,! = (!!!,!!!" !!!,!!!!"#!!! + !!!,! − 1 ×0.2) 
 
 
where !!! denotes the binarized RVD vector component i-th cluster in image X. Naturally the 
Hamming distance for i-th cluster can only be computed if both images X and Y contain binary 
descriptor for that cluster. . !"(. , . ) denotes the Hamming distance and !!" denotes the weights 
to the Hamming distance. Weights ! are learned from the matching/non-matching image pairs of 
independent dataset.  It can be seen that if one or both clusters are empty a constant weight of (-
0.2) is applied. It was found to perform well for all bitrates and for both pairwise matching and 
retrieval scenarios alike.  
 
In pairwise scenario, if the similarity score exceeds a fixed threshold, this image pair is decided 
as a match, otherwise as non-match. This greatly simplifies the current TM6 where the threshold 
is modelled using a Fourier curve firing and which requires 14 parameter values.   
 
The RVD descriptor does not require complex modelling of the separation boundary with a 
Fourier function thus greatly simplifying TM use.  
 
In retrieval, the similarity score is used to rank the images in the first stage of the retrieval 
process. 
 
2.3 RVD	  Memory	  cost	  
 
The CDVS group has been placing a significant effort to reduce the memory requirements of the 
CDVS pipeline.  
 
The table below summarises the memory requirements of RVD. 
 
 
 
 
 
 
Table Type Memory Size (Bytes) 
SIFT PCA Projection Matrix 6272 
Cluster Centres 8160 
Bit Selection table 2040 
Total 16472 
 
 
The SIFT PCA projection matrix size is 128×48 (1 byte per component), plus a 128-dimensional 
mean vector (1 byte per dimension). The table containing Cluster Centres is 170×48 elements (1 
byte per element). Furthermore, there is also a bit selection table (2×170×48 bits). Overall 
memory requirement for RVD is just over 16KB. The requirement of the RVD is approximately 
25% lower than current TM6.0 at 21.5KB. 
 
3 Evaluation	  
 
 
RVD global descriptor was integrated into TM6 and full evaluation was performed; the results 
are summarised in the tables below. The timing measurements were made on a Linux machine of 
similar specification to the reference model (i7 CPU @ 3.2 GHz). We then present plots 
comparing the performance of this proposal to the TM6 CE anchor results. 
 
 
Table 2 - Extraction 
Experiment	  
number	  
Descriptor	  
lengths	   Average	  length	   Max	  length	   Average	  time	  (s)	  
1a	  	  
512	   509.2	   520	   0.0177	  
1k	   1016.5	   1040	   0.0183	  
2k	   2036.2	   2063	   0.0186	  
4k	   4079.2	   4116	   0.0188	  
8k	   8153.5	   8222	   0.0201	  
16k	   16199.7	   16417	   0.021	  
1b	  	  
512	   509.1	   521	   0.018	  
1k	   1016.5	   1039	   0.0192	  
2k	   2036.3	   2065	   0.0195	  
4k	   4079.2	   4115	   0.0198	  
8k	   8153.9	   8220	   0.0205	  
16k	   16203.8	   16417	   0.0216	  
1c	  	  
512	   509.2	   520	   0.0206	  
1k	   1016.7	   1042	   0.022	  
2k	   2036.5	   2066	   0.0218	  
4k	   4079.5	   4114	   0.0222	  
8k	   8155.2	   8220	   0.0233	  
16k	   16233.9	   16417	   0.0241	  2	  	   512	   511.9	   521	   0.0135	  1k	   1021.9	   1039	   0.0154	  
2k	   2042.7	   2066	   0.0154	  
4k	   4086	   4111	   0.0158	  
8k	   8139.4	   8215	   0.0163	  
16k	   16030.2	   16406	   0.017	  
3	  	  
512	   509.9	   520	   0.0132	  
1k	   1018.9	   1043	   0.014	  
2k	   2036.3	   2074	   0.0143	  
4k	   4064.9	   4123	   0.0147	  
8k	   7922.7	   8223	   0.0154	  
16k	   15231.1	   16410	   0.016	  
4	  	  
512	   511.6	   523	   0.015	  
1k	   1022.6	   1047	   0.0155	  
2k	   2044.8	   2072	   0.0157	  
4k	   4091	   4122	   0.0159	  
8k	   8173.2	   8227	   0.0165	  
16k	   16309.7	   16422	   0.0173	  
5	  	  
512	   510.5	   528	   0.0164	  
1k	   1020.5	   1057	   0.0169	  
2k	   2041.7	   2086	   0.017	  
4k	   4086.2	   4133	   0.0173	  
8k	   8144.8	   8239	   0.018	  
16k	   16046.7	   16425	   0.0184	  
 
 
 
 
 
 
 
Table 3 - Pairwise Matching at FPR < 1% 
Experiment	  
number	  
Descriptor	  
lengths	  
Performance	   Complexity	  (s)	  TPR	   FPR	   Localiz.	  accuracy	   Without	  localization	   With	  localization	  
1a	  	  
512	   86.37	   1.43	   61.32	   0.0011	  (0.0023)	   0.0013	  (0.0023)	  
1k	   91.13	   1.66	   80.43	   0.0020	  (0.0214)	   0.0030	  (0.0214)	  
2k	   95.27	   1.6	   84.33	   0.0031	  (0.0356)	   0.0064	  (0.0356)	  
1k,4k	   92.23	   1.66	   82.01	   0.0025	  (0.0271)	   0.0044	  (0.0271)	  
2k,4k	   96.03	   1.49	   84.59	   0.0033	  (0.0324)	   0.0071	  (0.0324)	  
4k	   97.2	   1.78	   85.69	   0.0043	  (0.0601)	   0.0095	  (0.0601)	  
8k	   97.83	   1.8	   86.98	   0.0100	  (0.0549)	   0.0193	  (0.0549)	  
16k	   98.17	   1.54	   87.6	   0.0171	  (0.0744)	   0.0324	  (0.0744)	  
1b	  	  
512	   86.13	   1.46	   60.15	   	   	  
1k	   91.7	   1.77	   80.08	   	   	  
2k	   95.47	   1.65	   84.28	   	   	  
1k,4k	   92.1	   1.78	   81.54	   	   	  
2k,4k	   95.87	   1.57	   84.78	   	   	  
4k	   97	   1.81	   85.77	   	   	  
8k	   97.8	   1.69	   87.24	   	   	  
16k	   98.3	   1.5	   87.62	   	   	  
1c	  	   512	   84.83	   1.36	   57.82	   	   	  1k	   90.2	   1.59	   79.28	   	   	  2k	   94.3	   1.5	   84.06	   	   	  
1k,4k	   90.97	   1.54	   80.91	   	   	  
2k,4k	   94.6	   1.48	   84.42	   	   	  
4k	   96.47	   1.63	   85.39	   	   	  
8k	   97.33	   1.64	   86.8	   	   	  
16k	   97.87	   1.37	   87.2	   	   	  
2	  	  
512	   89.84	   0.91	   	   	   	  
1k	   96.98	   0.52	   	   	   	  
2k	   96.98	   0.63	   	   	   	  
1k,4k	   96.15	   0.55	   	   	   	  
2k,4k	   97.53	   0.58	   	   	   	  
4k	   98.35	   0.33	   	   	   	  
8k	   98.63	   0.3	   	   	   	  
16k	   98.63	   0.3	   	   	   	  
3	  	  
512	   96.5	   0.25	   	   	   	  
1k	   98.5	   0.35	   	   	   	  
2k	   99.5	   0.43	   	   	   	  
1k,4k	   99.25	   0.38	   	   	   	  
2k,4k	   99.25	   0.48	   	   	   	  
4k	   99.25	   0.45	   	   	   	  
8k	   99.75	   0.35	   	   	   	  
16k	   99.75	   0.33	   	   	   	  
4	  	  
512	   78.7	   1.21	   	   	   	  
1k	   78.8	   0.85	   	   	   	  
2k	   81.85	   0.99	   	   	   	  
1k,4k	   79.68	   0.91	   	   	   	  
2k,4k	   82.12	   0.99	   	   	   	  
4k	   84.04	   0.85	   	   	   	  
8k	   86.04	   0.82	   	   	   	  
16k	   87.64	   0.8	   	   	   	  
5	  	  
512	   89.06	   0.18	   	   	   	  
1k	   89.57	   0.15	   	   	   	  
2k	   92.35	   0.16	   	   	   	  
1k,4k	   90.51	   0.18	   	   	   	  
2k,4k	   92.9	   0.16	   	   	   	  
4k	   93.41	   0.16	   	   	   	  
8k	   94.94	   0.14	   	   	   	  
16k	   95.14	   0.09	   	   	   	  
 
 
  
 
 
 
Table 4 – Retrieval 
Experiment	  
number	  
Descriptor	  
lengths	  
Performance	   Complexity	  (s)	  
Average	  (Worst)	  Mean	  average	  precision	   Performance	  for	  top	  match	  
1a	  	  
512	   79.52	   87.4	   1.1365	  (1.2001)	  
1k	   85.01	   91.27	   1.2842	  (1.3519)	  
2k	   87.98	   94	   1.2812	  (1.3472)	  
4k	   90.73	   95.87	   1.4502	  (1.5166)	  
8k	   90.77	   95.8	   1.4949	  (1.5562)	  
16k	   90.77	   95.8	   1.4952	  (1.5560)	  
1b	  	  
512	   79.15	   87.2	   	  
1k	   85.36	   92	   	  
2k	   88.58	   94.33	   	  
4k	   90.99	   95.93	   	  
8k	   91.15	   96.07	   	  
16k	   91.15	   96.07	   	  
1c	  	  
512	   75.7	   83.27	   	  
1k	   82.56	   89.6	   	  
2k	   85.4	   92.2	   	  
4k	   89.16	   94.07	   	  
8k	   89.12	   94.27	   	  
16k	   89.12	   94.27	   	  
2	  	  
512	   82.73	   81.87	   	  
1k	   89.04	   89.01	   	  
2k	   90.13	   90.11	   	  
4k	   93.09	   92.86	   	  
8k	   92.94	   92.86	   	  
16k	   92.94	   92.86	   	  
3	  	  
512	   88.25	   87.75	   	  
1k	   91.83	   91.5	   	  
2k	   92.63	   92.5	   	  
4k	   95.34	   95.25	   	  
8k	   95.28	   95.25	   	  
16k	   95.28	   95.25	   	  
4	  	  
512	   57.8	   73.51	   	  
1k	   61.81	   77.54	   	  
2k	   65.08	   80.57	   	  
4k	   67.57	   82.37	   	  
8k	   67.64	   82.48	   	  
16k	   67.64	   82.48	   	  
5	  	  
512	   66.55	   80.98	   	  
1k	   70.94	   84.51	   	  
2k	   75.98	   89.49	   	  
4k	   78.64	   90.98	   	  
8k	   79.3	   91.65	   	  
16k	   79.3	   91.65	   	  
 
 
Below we present analysis of the RVD results in comparison with the TM6. 
 
Firstly we compute an overall performance over all experiments and all bitrates (Table 5) and 
note a significant improvement in TPR (+1.31%), with a less prominent improvement in MAP 
(+0.39%) and essentially identical PTM (+0.06%). This demonstrates the overall improvement in 
performance offered by RVD.  
 
Table 5 –TM6 vs RVD 
	   TPR	   MAP	   PTM	   LOC	  
TM6	   91.85	   82.94	   89.81	   81.65	  
RVD	   93.16	   83.33	   89.87	   81.26	  
 
However, as previously mentioned, TM6 performance for 2D objects is very good and already 
saturated, whereas there is a very significant drop for the non-planar 3D objects. We therefore 
analyse these two categories separately. 
 
Table 6 – TM6 vs RVD for planar objects (experiments 1, 2, 3) 
	   TPR	   MAP	   PTM	   LOC	  
TM6	   95.46	   88.87	   92.47	   81.65	  
RVD	   95.50	   88.72	   92.22	   81.26	  
 
 
Table 7 – TM6 vs RVD for non-planar objects (experiments 4, 5) 
	   TPR	   MAP	   PTM	   LOC	  
TM6	   82.83	   68.12	   83.16	   N/A	  
RVD	   87.30	   69.85	   84.02	   N/A	  
 
It can be clearly seen that RVD significantly improves the TPR and MAP performance for 3D 
non-planar objects while maintaining the already high TM6 performance for 2D planar objects. 
 
Finally, to illustrate the dramatic improvement offered by RVD for 3D objects in pairwise 
matching we plot the average TPR and MAP as a function of bitrate for experiments 4 and 5 
combined (Figure 7). It can be clearly seen that to match TPR performance of RVD at 512 bytes 
(TPR=83.88%), the current TM6 requires over 4 times higher bitrate of 2KB (TPR=83.20%).  
  
                          
                         
                         
                           Figure 4 – TPR at FPR < 1% 
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                    Figure 5 – Mean Average Precision (MAP) 
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                           Figure 6 – PTM 
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Figure 7 – Performance comparison between TM6.0 and RVD proposal for planar and non-
planar objects 
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 4 Conclusions	  
We addressed significant weaknesses in the Test Model 6 by proposing a new global descriptor, 
the Robust Visual Descriptor (RVD). RVD improves upon the overall performance of Test 
Model 6.0 in both pairwise matching and retrieval, with exceptional improvements in the cases 
of 3D non-planar objects. For 3D objects the TPR has been increased by an average of 4.47% 
(ranging from 8.75% for 512B to 1.35% for the 16KB bitrate). For retrieval the MAP has been 
improved by 1.73%. Performance for 2D objects has been maintained.  
 
Furthermore, our proposal reduces the memory required in the encoder by ~25%. Finally, the 
proposed method entails a very simple control mechanism for the global descriptor matching 
process, using just a single threshold to control the balance between True Positive (TPR) and 
False Positive (FPR) rates in pairwise matching.  
 
We therefore recommend that the deficiencies of the current TM are addressed by inclusion of 
the RVD global descriptor in the Test Model and in the forthcoming CDVS Committee Draft.  
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1.1 Local Feature Descriptor Aggregation 
The local feature descriptor aggregation process shall be applied to the top ! local feature descriptors, 
selected and computed as described in 6.2 and 6.3 respectively. Denoting ! the total number of available 
local feature descriptors in an image, the value of ! shall be calculated as  
! =     !                  !"  ! ≤ 300300        !"ℎ!"#$%!                                                                                                                                                                                                                                              (eq. 6.4.1)   
        
For the local feature descriptor aggregation, each 128-dimensional local feature descriptor   ℎ! , ! =0, . . . ,! − 1 shall be normalized and then transformed by Principal Component Analysis (PCA) to produce 
a 48-dimensional vector !! , ! = 0, . . . ,! − 1.  First, l1 normalization is performed on ℎ!  ℎ!,!! = ℎ!,!/ ℎ!       ,! = 0, . . . , 127                                                                                                                                                                                                                      (eq. 6.4.2) 
          
followed by power normalization ℎ!,!! ← !"# ℎ!,!! ℎ!,!! !.!                                                                                                                                                                                                                                                    (eq. 6.4.3)  
           
Given the 128x48-dimensional PCA projection matrix ! and 128-dimensional mean vector  ℎ, ℎ!!   shall then 
be transformed as !! = !! ℎ!! − ℎ                                                                                                                                                                                                                                                                                   (eq. 6.4.4)  
         
The projection matrix ! and mean vector  ℎ that shall be used are specified in Annex B. 
For the aggregation of the local feature vectors !!, each vector shall be assigned to three clusters out of a 
total of 170 predetermined clusters ! = {!!,…… !!"#} . Each cluster shall be represented by a 48-
dimensional cluster centre vector. The 170x48-dimensional matrix ! that shall be used is specified in 
Annex C. 
For each local feature descriptor  !!, the L1 distances to all cluster centres !!  (where ! ∈    1,2, . . ,170  
denotes cluster index) shall be computed and ranked in increasing distance order based on the distances 
from the cluster centre.  Each local feature descriptor !!  shall be assigned to the three nearest cluster 
centres with the corresponding neighbourhood ranks, the nearest class centre shall have rank one 
assignment, the second closest rank two and the third closest rank three.  
Following the rank-based assignment of F local descriptors to multiple cluster centers, {!!,…… !!"#}, the 
cluster-level representation !"! shall be constructed for each cluster as follows. The residual error vectors !! − !! shall be calculated and L1-Normalized 
!!" = !! − !!!! − !!                                                                                                                                                                                                                                                         (eq. 6.4.5) 
The resulting normalised residual values !!" shall be aggregated for each neighbourhood rank separately 
and then combined across three neighbourhood ranks with weights !! = 4, !! = 2, !! = 1 
!"! = !!!    !! − !!!! − !!     !""    !!  !"#$%&'%&  !"  !"#$  !!  !"#$!!"#$!!!"  !"  !!    
!
!!!!                                                                                                                                   (eq. 6.4.6) 
 
 
 
For each cluster centre j, the reliability factor !"!  shall be calculated based on the number of local 
descriptors associated with that cluster at each rank of neighbourhood as follows: 
!"! = !"!! ∗ !!!!   !"!!!!                                                                                                                                                                                                                                             (eq. 6.4.7) 
where !!!!   is the total number of local descriptors assigned to cluster  ! with the neighbourhood rank !! 
and !"!! are weights associated with three ranks of neighbourhood: !"! = 9  for rank one,   !"! = 3 for 
rank two and !"! = 1 for rank three. 
A subset of cluster-level representations shall be selected based on the cluster reliability factors !"!. For 
each bitrate a cluster occupancy threshold !!!  shall be applied – a cluster shall be selected if and only if  !" ≥ !!!. The values that shall be used for the threshold !!! for different descriptor lengths are specified 
in Annex D. 
The cluster-level representations selected as described above shall be binarised by applying sign 
binarisation function !(!) to each dimension individually, which converts any positive value to binary '1' 
and any non-positive value to binary '0'. 
! ! = 1  ! > 00  ! ≤ 0                                                                                                                                                                                                                                                                                 (eq. 6.4.8) 
The binarised cluster-level representations are denoted as !!"!, where j indicates the cluster index.  
The final step of aggregation of local features into global descriptor shall involve concatenation of the 
selected bits from the selected binarised cluster-level representations !!"!. The aggregated local feature 
descriptor RVD shall be produced as follows. !"# =    !!"!   ⨂    !!   , (! = 0, . . ,170)      ⋀      (!" ≥ !!!    )                                                                                                                         (eq. 6.4.9) 
where   !!"!⨂    !!  denotes bits selected from binarised cluster-level representation !!"! using binary 
selection mask !!. For the descriptor length 16k, 8k and 4k all bits hall be selected. For the descriptor 
length 4k and 2k selection masks !!!" shall be used to select 32 bits whereas for 512 the selection masks !!!" shall be used to select 24 bits for each cluster. Two 170x48-dimensional matrices !!"  and !!" that 
shall be used for different descriptor lengths are specified in Annex E.  
 
 
 
           
 
