For the prediction of equally spaced time sequences, this paper proposes a new construction method for training datasets based on the method which is used to determine parameters of the ARIMA model and builds a new BP neural network predictive model. For the actual data of annual power consumption in China from 1980 to 2016, data from 1980 to 2013 are chosen for this paper to construct the training dataset, and then the model proposed in this paper and the standard BP model are used to predict the power consumption from 2014 to 2016. Finally, after comparing the results obtained from the model proposed in this paper and the standard BP model, the prediction accuracy obtained by the model used here is found to be no more than 2%. 
Introduction
Equally spaced time sequences widely exist in real life; examples of this are the annual grain yield sequence, the stock daily price sequence, the stock monthly price sequence, social power consumption over the years, and so on (National Bureau of Statistics of the People's Republic of China, 2012; 2013; 2014; 2015; . The power consumption data of the whole society is an important economic indicator in the power market, and it reflects the total scale and the aggregate level of the power consumption over a period of time. What's more, it can show the power demand and the change rule in the whole. It is the main part of the power market analysis and prediction to predict society's power consumption, and the prediction results are related to power source construction, power system planning, the generation of power marketing, and so on.
Currently, the prediction methods for power consumption mainly include the regression method, the moving average method, exponential smoothing, and so on. The common advantages of these methods are that they are simple and easy to operate, but these methods cannot guarantee satisfactory accuracy (Du et al., 2018; Yuan et al., 2018; Jin et al., 2018) . The power market is a complex non-linear system. It is influenced by many factors, such as the macroeconomic environment, the development situation in all industries, the power consumption mode of people, and so on. There are not only qualitative factors but also quantitative factors; it is difficult to establish the definite function relation between the objectives. Moreover, because of the interrelated interaction of the factors, the prediction problems of social power consumption belong to nonlinear mapping, and the general prediction methods therefore hardly provide good predictive results.
Artificial neural network methods have strong nonlinear approximation ability. Feedforward neural networks with a certain number of neuron nodes can approximate a continuous function with arbitrary accuracy. Hence, the neural network method is one of the most useful system modelling methods (Hu et al., 2016; Isah et al., 2017; Li, 2016; Wang et al., 2016; Zhao et al., 2006) . In the research and applications of the neural networks, optimal setting connecting the weight and threshold value has been a valuable research topic.
According to the power consumption data of the whole society from 1980 to 2016 in China, this paper firstly builds a training dataset based on the time window translation method, and then determines the construction of a neural network based on the idea of the ARIMA model and the determination method of parameters. Finally, a BP neural network is built to predict the power consumption in the coming years. It will provide support for the analysis and control of the power market.
Neutral Network Neural Network Model
The typical three-layer neural network model is given in Fig.1 . In Fig. 1 , Layer L1 is the input layer. Layer L2 and L3 are the hidden layers. +1 corresponds to the bias term. The critical parameters of the neural network include the number of neurons in the input layer and hidden layer neurons, the connection weight, the neural network threshold, activation function, and so on. If the connection weight is determined by the BP algorithm, then the network is called a BP neural network. BP neural networks are relatively mature in both network theory and performance. The distinctive advantage is that it has a strong nonlinear mapping capability and flexible network structure. The number of middle layers in the network and the number of neurons in each layer can be arbitrarily set according to the specific circumstances, and the performance will differ according to structure. However, the BP neural network has some drawbacks, such as slow learning speed, being trapped into the local minimum, and a lack of corresponding theoretical guidance for choosing the neuron number in each layer. In the existing research, the most studied contents are how to accelerate the convergence speed of networks and avoid the problem of easily getting trapped in the local minimum (Zhang et al., 2007) .
Figure1. Structure diagram of three-layer neural network model

Determination of the Number of Neurons in the Input Layer
This paper used the time window translation method to build the training dataset. The power consumption data of the whole society in China is denoted as x= (x1, x2,…, x37) . The training dataset is built based on 34 pieces of data. The principle of the time window translation is shown in Fig. 2 . In Fig. 2 , to the left of the arrow is the input data, and to the right of the arrow is the expected value of the predicted data, which is the actual value. Obviously, a key problem is to determine the appropriate K. It needs to be sure that there exists a close relationship between the power consumption in a given year and the one for several years before. The p and q values in the ARIMA model can be used to determine the value of K. From Fig. 3 , it can be seen that the power consumption data is not stable (James, 1994) . Firstly, take the logarithm of the power consumption data which is denoted as logx and take the first-order difference which is denoted as Dlogx. Dlogx is shown in Fig. 4 . It can be seen that the autocorrelation coefficient and the partial correlation coefficient are both located along the dotted line, which means double of the standard deviation after first-order delay and shows the trailing characteristics. Hence, the ARIMA(1, 1) model can be built to reflect the characteristics of data. The order of the ARIMA(1, 1) model shows that some component has an important correlation to the previous three adjacent components. Therefore, the input layer of the neural network includes three neurons.
Determination of the number of hidden layer neurons
Given are the following assumptions: The number of input layer neurons is n1. The number of hidden layer neurons is n2. The output layer only includes one neuron. Then there are (n1+1)n2 connection weights and the total number of neuron bias is n2+1. The number of parameters which needs to be determined is (n1+2)n2+1.
This paper used the time window translation method to obtain 34-3=31 training data. Then (n1+2)n2+1≤31 holds. Thus n2≤6. n2=4, 5, 6 might as well be applied to the model. The appropriate number of hidden layer neurons is determined by comparing the prediction accuracy.
BP Neural Network and Analysis of Predictive Results
Construction of BP Neural Network
The BP neural network is composed of an input layer, hidden layer, output layer, and neurons between each layer that are connected together. A three-layer BP neural network consists of an input layer, hidden layer, and output layer. The number of neurons of each layer is n1, n2, and n3. It forms the so-called n1-n2-n3 structure. The connection weight between the input layer and the hidden layer isω1kj, and the one between the hidden layer and the input layer is ω2kj. The connection weight represents the connection strength between neurons.
Training Method for BP Neural Network
It is the premise for solving practical problems by using ANN to train the network. The aim is to evaluate the connection weight between networks from the known samples. For the trained BP networks, if the input data is not from the training sample, the BP neural network uses a set of connection weights obtained by the training process to calculate the corresponding response output. Thus, solutions to the practical problems are obtained. The training method of the BP neural network is the BP algorithm, which belongs to the supervised algorithm. The main idea is to use the BP neural network to calculate the actual outputs for a set of input samples. The error between the actual outputs of the BP neural network and output samples is used to modify the connection weights of the network until the error satisfies the set value. It is called the fitting error given by the sum of the square of errors which is
. tk is the sample output and zk is the actual output.
eISSN 1303-5150 www.neuroquantology.com
31
The BP algorithm which is used to train the BP neural network is given as follows:
Step 1 Initialize the connection weights. At the beginning, the connection weight is unknown. Generally, small random numbers are taken as the initial values of the connection weights of each layer.
Step 2 Calculate the outputs of each layer.
f1 and f2 are activation functions which are sigmoid functions or linear functions.
Step 3 Modify the connection weights. The gradient descent method is used to modify the connection weights. The modified values and the error functions are in proportion. The modifications of the connection weights are shown in Eq. (3) and Eq. (4).
In Eq. (3) and Eq. (4), η is the learning rate, and f1
and f2 are the derivative of the activation functions. Add the initial weights and the corresponding adjustment quantity, and then calculate the new weights. Repeat this process until the output of the sum of the square of errors of the output layer obtains the set value.
According to the conclusion of section 1.2, the training dataset is (xi, xi+1, xi+2, xi+3) , i=1, 2,…, 31. The first three components are the input data, and the fourth one is the corresponding output data. For NN(3, 3, 1), NN(3, 4, 1) , NN(3, 5, 1), NN(3, 6, 1) , the weights and bias values are respectively determined by the training dataset and training neural network. The annual power consumption data from 2011 to 2013 are taken as the input data and used to predict the power consumption data in 2014. The annual power consumption data from 2012 to 2013 and the predictive power consumption data in 2014 are taken as the input data, and then the power consumption data in 2015 are evaluated through the trained neural network. Finally, the annual power consumption data in 2013 and the predictive power consumption data in 2014 and 2015 are taken as input data, and the power consumption data in 2016 are predicted by the neural network. Tab. 1 to Tab. 4 show the prediction results of neural networks with different structures and the actual power consumption data. Comparing the relative errors between the predictive results and the actual results, on the whole, the predictive effect of NN(3, 3, 1) is the best, followed by NN(3, 4, 1). The relative errors of NN (3, 5, 1)and NN(3, 6, 1) are quite large.
From the perspective of the predictive time span, the smaller the time span is, the higher the predictive accuracy is. Therefore, the NN(3, 3, 1) prediction model has been chosen in this paper. Fig. 6 shows that the NN(3, 3, 1) prediction model has a good predictive effect. 
Conclusions
The model proposed in this paper is based on the time sequence itself and doesn't use other data. Therefore, a method of training data by a neural network built by time sequences is proposed in this paper. A comparison between the predictive results and actual results shows that the model proposed in this paper is effective. The training results of the neural network indicate that the BP algorithm converges slowly and costs a lot of computational time. When the training process is repeated, the training results show some differences.
