Abstract. Let f be a postcritically finite rational map. We prove that, as n large enough, there exists an f n -invariant (finite connected) graph on C such that it contains the postcritical set of f .
Introduction
Let f be a rational map of the Riemann sphere C with degree d ≥ 2. Denote by Crit(f ) the set of critical points of f . The postcritical set of f is defined by Post(f ) = ∪ n≥1 f n (Crit(f )).
The map f is called postcritically finite, if Post(f ) is a finite set. In the case of postcritically finite polynomials, Douady-Hubbard have introduced the so-called Hubbard trees to capture their dynamical features [7] . A long-standing problem is to develop analogous combinatorial invariants for general rational maps (cf. Problem 5.5 [14] ).
We briefly recall the known results on this line. The first works on this problem concern degree two rational maps [1, 20, 23] . In [5] , the authors provide a conjectural picture of critically fixed rational maps from finite graphs. For Newton's method, there has also been recent progress [8, 12, 13, 24] . In [6, 19] , the authors have constructed combinatorial invariants, namely cut rays, for McMullen maps.
All works mentioned above study particular classes of maps. The icebreaking general result on this problem is due to Bonk-Meyer [2] and Cannon-Floyd-Parry [4] , where the authors proved independently that, any postcritically finite rational map f without Fatou set admits an f n -invariant Jordan curve containing Post(f ) for each sufficiently large n (cf. [2, Theorem 15.1] ). Actually, this result is proved in the broader setting of expanding Thurston maps (cf. [2] Definition 2.2). Bonk-Meyer proposed an open problem (cf. [2] , Problem 3) asking that, does a non-expanding Thurston map f , for example, a postcritically finite rational map having Fatou set, admit f n -invariant graphs containing its postcritical set? See also [4, Question 4.2] .
Building on the work of [2] , the authors of [9] have solved this problem in the case that the rational map f is postcritically finite with its Julia set homeomorphic to the standard Sierpiński carpet [9] . Rees proved a similar result, but with a different approach [21] .
In this paper, we intend to construct invariant graphs for general postcritically finite rational maps having Fatou sets, which are called PCF for simplicity. Our main result is that The paper is organized as follows. In Section 2, we clarify some basic results and notations that will be used in the sequel. In Section 3, we define and study the linking condition and regulated arcs. Section 4 is devoted to constructing a graph which can be taken as the initial graph for the construction of invariant graphs after a minor revision (although we can see this point until Section 7). In Sections 5 and 6, we essentially prove that, any edge of G constructed in Section 4, can be arbitrarily approximated by arcs in f −n (G) for large n (establish the first step of proving Theorem 1.1). Finally, we will prove Theorem 1.1 in Section 7 along the outline given above.
Notation: We will use the following notations frequently.
• C, C, H, L, R and D are the Riemann sphere, the complex plane, the upper half plane, the lower half plane, the real axis and the unit disk respectively. D(z, r) := {ξ ∈ C, |ξ − z| < r} and D r := D(0, r).
• Let A be a set in C. The closure, the boundary and the interior of A is denoted by A, ∂A and int(A). Denote Comp(A) by the collection of all connected components of A. The cardinal number of A is #A.
• Two sets satisfying A B means that A ⊆ B.
• Let γ : [0, 1] → C be a Jordan arc. Then we denote end(γ) := {γ(0), γ(1)}, int(γ) := γ \ {γ(0), γ(1)}. • Let z ∈ C, A ⊆ C. Then the diameter of A is diam A := sup {dist (x, y), x = y ∈ A}, where dist (·, ·) is the standard spherical metric. Given r > 0, the set N (A, r) := {z ∈ C, dist (z, A) < r} is an r-neighborhood of A.
• The Julia set and Fatou set of a rational map f are denoted by J f and F f respectively.
Preliminaries
2.1. Accessible points. We first summarize some basic results about the dynamics of rational maps. Refer to [7] , [15] and [17] for more details.
By a full continuum K, we mean a connected, compact subset of C containing more than one point, such that C \ K is connected.
Lemma 2.1. Let f be a PCF. Then
(1) Any Fatou domain U is simply connected, and its complement K U := C \ U is a locally path-connected full continuum; (2) For any Fatou domain U , every component Ω of int(K U ) is a Jordan disk; (3) The number of components in Comp(F f ) resp. Comp( C\U ) with diameters greater than a given positive number is finite. (4) There exists a family B f := {(U, φ U )} U ∈Comp(F f ) , called system of Böttcher coordinates of f , such that, the mapping φ U : U → D is conformal and φ U (z) deg(f | U ) = φ f (U ) (f (z)) on U . From Carathéodory's theorem, φ −1
U can be continuously extended to a surjection φ
In general, the systems of Böttcher coordinates of f are not unique. Once fixed, we call φ the (internal) ray in U of argument θ. According to Lemma 2.1 (4), internal rays R U (θ) always land, i.e., the limit lim r→1 − φ −1 U (re 2πiθ ) exists. So we call the closure of internal rays (of U ) the closed internal rays (of U ) for simplicity. The circles φ −1 U ({re 2πiθ , 0 ≤ θ ≤ 1}), 0 < r < 1, are the equipotential curves (of U ).
Lemma 2.2. Let U i , i = 1, 2, 3, be three distinct Fatou domains. Then the intersection ∩ i=1,2,3 ∂U i contains at most two points (see Figure 1 ).
Proof. Let Ω 1 resp. Ω 2 be the unique complementary component of U 1 resp. U 2 such that U 2 ⊆ Ω 1 resp. U 1 ⊆ Ω 2 . Set U 1 := C \ Ω 1 , U 2 := C \ Ω 2 . Both of them are closed Jordan domains with their interior disjoint. The third Fatou domain U 3 is either nested in one of U k , k ∈ {1, 2} or disjoint from both of them. We divided it into two cases to analyze.
Case 1: U 3 is contained in U 1 or U 2 , say U 1 . Then there is a unique Ω 1 = Ω 1 ∈ Comp( C \ U 1 ) containing U 3 . Since the intersection of the closure of two distinct components in Comp( C \ U 1 ) consists of at most one point. We have # ∩ i=1,2,3 ∂U i ≤ #Ω 1 ∩ Ω 1 ≤ 1.
Case 2: U 3 is disjoint from U 1 and U 2 . Then if U 1 and U 2 are separated in distinct components of C\U 3 , we are done. Otherwise, there is a unique Jordan domain Ω 3 ∈ Comp( C\U 3 ) such that U 1 , U 2 ⊆ Ω 3 . Let U 3 := C\Ω 3 . Consider the three distinct closed Jordan domains U i , i ∈ {1, 2, 3}. We have ∩ i=1,2,3 ∂U i = ∩ i=1,2,3 ∂ U i from the construction. If the intersection contains more than two points. Let W be the component of C \ ( U 1 ∪ U 2 ) containing int( U 3 ). Note that W is also a Jordan domain whose boundary consists of two Jordan arcs γ 1 ⊆ ∂ U 1 , γ 2 ⊆ ∂ U 2 . Assume the endpoints of γ 1 , γ 2 are z 1 , z 2 . Then ∩ i=1,2,3 U i ⊆ U 1 ∩ U 2 ∩ ∂W ⊆ {z 1 , z 2 }. The lemma follows. Let f be a PCF. A Julia point is called accessible (with respect to f ) if it belongs to the boundary of a Fatou domain, and called buried otherwise. It is clear that the sets of accessible resp. buried points are completely invariant under f . When f is a polynomial, all the Julia points are accessible. Since J f is locally connected, accessible points are available when going along internal rays. We need the following notations. Dom(z): the family of all Fatou domains whose boundaries contain z; Acc(z): the family of all internal rays landing at z; Acc(z, U ): the family of all internal rays within Fatou domain U landing at z. Lemma 2.3. Let f be a PCF, and z be an accessible point. Then
(1) f (Dom(z)) = Dom(f (z)); (2) f (Acc(z, U )) ⊆ Acc(f (z), f (U )); (3) f (Acc(z)) = Acc(f (z)). If #Acc(z) < ∞, then #Acc(z) = δ z · #Acc(f (z)), where δ z is the local degree of f at z; (4) #Dom(z) < ∞. Moreover, when z is periodic, #Acc(z) < ∞ and elements in Dom(z) resp. Acc(z) are periodic, in particular, has the same period; (5) Let U be a Fatou domain and K U := C \ U . Then for any z ∈ ∂U we have #Comp(K U \ {z}) = #Acc(z, U ).
Proof.
(1) and (2) come from the facts that f sends Fatou domains resp. internal rays onto Fatou domains resp. internal rays. For any internal ray R lands at f (z), there are exactly δ z internal rays in f −1 R landing at z. Thus (3) follows.
For point (4), we assume on the contrary that #Dom(z) = ∞. Then #Dom(f n (z)) = ∞ for any n. Due to the No Wandering Fatou Domain theorem and Lemma 2.2, z is eventually periodic. Assume f p (z) = z, p ≥ 1. Then f p is injective near z. Notice that
Applying No Wandering Fatou Domain theorem again, there are U = U ∈ Dom(z) such that f p U = f p U . But this contradicts the local injectivity of f p near z. So #Dom(z) < ∞. The arguments above also show that, for any periodic Julia point z with f p (z) = z, Dom(z) consists of Fatou cycles under f p . The finiteness of Acc(z, U ) follows from [17, Lemma 18.8] .
For point (5) , one may refer to [16, Theorem 6.6 pp.85 ] for the proof.
Remark 2.1. Lemma 2.3.(2) shows a main difference between the dynamics of rational maps and polynomials. In polynomial case, the equality in (2) always holds. However, for general postcritically finite rational maps, it perhaps fails, even when z is non-critical. It is possible that a ray pair (two rays landing together) coming from distinct Fatou domains is mapped to a ray pair in the same Fatou domain (see [24, Figures 17, 18] for an example).
At present, we can not exclude the case Acc(z) = ∞ for general PCF. We will prove #Acc(z) < ∞ and some more specific properties related to Acc(z) in Section 5. Lemma 2.4 (Locally shrinking). Let f be a PCF, and V be a domain as defined above. Then there are constants δ > 0 and C > 0 such that for any n ≥ 1, any compact set E ⊆ V with diam (E) ≤ δ, and any connected component E n of f −n E, we have
The following lemma is well-known. Refer to [10, Section 12.1] for the proof.
Lemma 2.5 (Globally shrinking). Let f be a PCF. Let W ⊆ C be a domain such that for any n ≥ 1 and any W n ∈ Comp(f −n W ) the degree of mapping f n : W n → W is bounded above by a constant. Then
for any E compactly contained in W .
2.3.
Graphs on the sphere. In this paper, by a graph G we mean a continuum in C, which can be written as the union of finitely many Jordan arcs, called edges, with their interiors mutually disjoint. Endpoints of edges are called vertices of G. We sometimes denote a graph by G = (V, E), where V, E are the collection of vertices and edges. For a vertex x of G, we denote by E(x) the collection of edges of G linking to x.
The valence of a point x in graph G, written valence(x, G), is the number of short arcs in G linking to z within a small neighborhood of x. Clearly, the vertex set V always contains the points x with valence(x, G) = 1 or ≥ 3. Such points are called endpoints resp. branched points of G. A graph is called a tree if its complementary component is connected.
A graph has many different choices of vertices. When not stated obviously, the set V consists exactly of endpoints and branch points of G (This can be seen as the minimal vertex set). Whatever the vertex set is, any edges considered in this paper are required to have distinct endpoints.
Globally a point x ∈ G is called cut point with respect to G, provided that the set G \ {x} is disconnected, and is called non-cut point otherwise. There is a fact that G has no cut points ⇔ Comp( C \ G) consists of Jordan domains.
Regulated arcs
By a (Jordan) arc we mean an injection from the closed interval [0, 1] into C. In polynomial case, Douady-Hubbard [7] introduced a kind of canonical arcs in the filled Julia set, called DHregulated arc, such that the intersection of a DH-regulated arc and any bounded Fatou domain consists of segments of internal rays. It is known that any two points in the filled Julia set can be joined by a unique DH-regulated arc. Thus, the minimal convex hull of postcritical set in C joining by DH-regulated arcs is a dynamical invariant tree, called Hubbard tree. In this section, we aim to introduce the concept of regulated arcs for PCF, as a generalization of the DH-regulated arcs in polynomial case. Such arcs will play an important role in our construction of invariant graphs.
3.1. Regulated arcs. Let f be a PCF. Given an accessible point z of f . We choose a small open disk B z containing z such that the intersection of B z and any ray in Acc(z) is an arc terminating at z. Then the union of rays in Acc(z) divides B z into #Acc(z) components, each of which is called an entrance of z. Generally, an entrance is bounded by three sub-arcs:
(1) the two are segments from internal rays in Acc(z), say R 1 , R 2 , and (2) the remaining one is from ∂B z .
Such a pair of internal rays R 1 , R 2 are said adjacent. For adjacent rays, the trivial case is that
An entrance is called special, if its associated adjacent rays R 1 , R 2 (allowing R 1 = R 2 ) are from a common Fatou domain, otherwise, is called ordinary.
Definition 3.1 (Obstructions and regulated arcs).
Let γ be an arc in C such that γ ∩ F f is exact the union of several (maybe infinitely many) internal rays (This implies its endpoints are either Julia points or Fatou centers). Let z be an accessible point in γ (possibly z ∈ end(γ)). Let R 1 , R 2 ∈ Acc(z) be adjacent rays belonging to distinct Fatou domains, i.e., R 1 , R 2 bound an ordinary entrance E. Then, we say (z, R 1 , R 2 ) is an obstruction (of γ), provided that
(1) when z ∈ int(γ), γ crosses R 1 ∪ {z} ∪ R 2 at z, i.e., R i γ and exact one component of γ \ {z} approaches to z along the entrance E; (2) when z ∈ end(γ), γ approaches to z along the entrance E.
If such (z, R 1 , R 2 ) does not exist at any point z ∈ γ, we say γ is regulated.
Remark 3.1. (1) Here, the terminology "obstruction" factually means an obstruction for γ to be approximated by iterated preimages under f of a graph. This point is needed in Section 6, where it is proved that any regulated arc, i.e., arc without obstructions pointwise, can be arbitrarily approximated by iterated preimage of graphs with some specific properties (Proposition 6.1);
(2) Arcs formed by finitely many internal rays are regulated; (3) DH-regulated arcs of postcritically finite polynomials are regulated; (4) Due to the absence of obstructions at endpoints, a regulated arc γ tends to its accessible endpoint z either along an internal ray or avoiding all rays in Acc(z). And the latter happens only if the entrance at z where γ going along is special. This fact implies sub-arcs of γ may fail to be regulated (See Figure 2) . In the remaining part of this section, we will introduce two kinds of specific regulated arcs. For this point, we need to classify accessible points according to their combinatorial information.
3.2.
The classification of accessible points. Let z be an accessible point. Recall that Dom(z) denotes the family of all Fatou domains whose boundaries contain z, and Acc(z, U ) with U ∈ Dom(z) represents the family of internal rays within U terminating at z.
An accessible point z ∈ ∂U is said semi-buried if it is disjoint from the boundary of any component of int(K U ) (= C \ U ). When z is semi-buried, it occurs that Dom(z) = {U }. If Dom(z) = {U, U }, we denote by Ω resp. Ω the component of int(K U ) resp. int(K U ) containing U resp. U . The classification of accessible points are stated in the following form. type 1: #Dom(z) = #Acc(z) = 1 type 1a: z is not semi-buried. type 1b: z is semi-buried. type 2: #Dom(z) = #Acc(z) = 2, aaaaaaaaDom(z) := {U, U } type 2a: {z} = ∩ n ]x n , y n [ ∂Ω with x n , y n ∈ ∂Ω ∩ ∂Ω . type 2b: z is not of type 2a. type 3: #Dom(z) = #Acc(z) ≥ 3. type 4: #Dom(z) < #Acc(z) type 4a: z is not semi-buried in ∂U with Acc(z, U ) ≥ 2. type 4b: z is semi-buried in ∂U thus #Dom(z) = 1. (2) In Figure 3 , the tip points in the Julia set of airplane are semi-buried in the basin of infinity U ∞ and thus type 1b. A point in the boundary of a bounded Fatou domain is of type 4a, if it receives at least two external rays; otherwise, is of type 2a. Restricted on real axis, there are uncountably many type 4b points.
(3) In Figure 4 , the intersection ∩ i=0,1,2 ∂U i is a type 3 Julia point z 0 . The preimages ∪ i≥0 f −i (z 0 ) are of type 3 as well. The set ∂U 0 ∩∂U 1 is a cantor set with (∂U 0 ∩∂U 1 )\∪ i≥0 f −i (z 0 ) consisting of type 2a and 2b Julia points. Proof. By definition, any accessible point of type 3 is contained in the common boundaries of at least three distinct Fatou domains. Then, according to Lemma 2.2, such kind of points are at most countable.
Given a Fatou domain U and a component Ω of C \ U , we define
The union of all accessible points of type 4a can be represent as
where U runs over all Fatou domains. Thus it suffice to show that the set S(Ω, U ) is at most countable. Note that any z ∈ S(Ω, U ) corresponds to a non-trivial open arc
where R U (θ z ) and R U (θ z ) land at z together. Note that I z ∩ I w = ∅ for z = w ∈ S(Ω, U ). It is clear that the family {I z } is at most countable, and thus S(Ω, U ) is at most countable as well.
Finally, we prove that the points of type 2b are at most countable. For any two distinct Fatou domains U 1 , U 2 , there exist unique components Ω i of C \ U i , i ∈ {1, 2}, such that
It is clear that Ω 1 , Ω 2 are Jordan disks and ∂U 1 ∩ ∂U 2 = ∂Ω 1 ∩ ∂Ω 2 . Then the components of ∂Ω i \ (∂Ω 1 ∩ ∂Ω 2 ) are open internals. The collection of these intervals is denoted by I(U 1 , U 2 ). Obviously I(U 1 , U 2 ) is at most countable. Then the set
which contains all of the type 2b Julia points, is countable as well. The proof is complete.
3.3. First-in and Last-out rule. In this subsection, we show that any two points in C can be joined by an arc which intersects any Fatou domain (if non-empty) at segments of internal rays. This point is realized by the so-called First-in and Last-out rule.
Let γ : [0, 1] → C be an arc and S a closed set in C such that γ ∩ S = ∅. Let
Then the first-in time that γ meets S is t 1 and the first-in place is γ(t 1 ); similarly, the last-out time of γ meets S is t 2 , at the last-out place γ(t 2 ). Proof. Enumerate all Fatou domains of f as U n , n ≥ 1 such that diam (U n ) ≥ diam (U n+1 ) for all n ≥ 1, and set γ 0 := γ. We will inductively construct a sequence of arcs γ n and intervals I n such that the limit of γ n is as required.
For n ≥ 1, if γ n−1 ∩ U n contains at most one point, we set γ n = γ n−1 and I n = ∅. Otherwise, we have the first-in time a n and last-out time b n of γ n−1 meeting U n , at the corresponding places x n := γ n−1 (a n ), y n := γ n−1 (b n ). In this case, we remove the open segment ]x n , y n [ γ n−1 and replace it by the union of two internal rays of U n which land at x n , y n . The new arc γ n obtained in this way differs from γ n−1 only on the interval I n = [a n , b n ].
Let I denote the collection of non-empty intervals I n = [a n , b n ], n ≥ 1. The construction above implies that either I m ⊆ I n or int (I n ) ∩ int (I m ) = ∅ for 1 ≤ m < n, and γ(t) coincides with γ n (t) at any t ∈ [0, 1] \ (∪ i≥1 I i ). We define a partial relation "≺" on I such that
Observe that γ(a n ), γ(b n ) ∈ U n and lim n→∞ diam (U n ) = 0. Hence, any totally ordered subsets of I under this partial relation is finite, and thus has a maximal element. Let {I n k , k ≥ 1} be the collection of maximal elements in I with n 1 < n 2 < · · · . It follows that these I n k s have mutually disjoint interiors, and their union equals ∪ n≥1 I n .
We now check the uniform convergence of γ n . For any > 0, since the diameter of I n k tends to 0 as k goes to ∞, the uniform continuity of γ 0 on [0, 1] implies that there exists
Hence, for any m, n ≥ n L and any t ∈ [0, 1], we have the estimation:
It follows that γ n uniformly converges to a limit, say γ ∞ . The intersection property of γ ∞ and the closures of Fatou domains follows directly from the inductive construction of γ n .
Remark 3.3.
(1) Lemma 3.3 will be frequently used in the sequel. For simplicity, we usually denote γ ∞ , the resulting arc after the first-in and last-out processes upon an arc γ, by First-Last (γ).
(2) Let γ ∞ := First-Last(γ). Then int(γ ∞ ) avoids the accessible points of type 1b and 4b. To see this, if not, assume z is such a point in ∂U . Then at least a component of γ ∞ \ {z} converges to z in K U ; The topology structure of K U implies that γ ∞ intersects ∂U at infinitely many points, a contradiction.
3.4. Clean arcs. We introduce here the first kind of regulated arcs, called clean arcs. They are the "units" to build up the other specific regulated arcs and certain graphs. Definition 3.4 (Clean arcs). Let f be a PCF, and γ be an arc that intersects F f exactly at several internal rays. Then we call γ clean, provided that
• any accessible point z ∈ int(γ) is of either type 1a or 2a, and it holds that the rays in Acc(z) belong to γ; • the arc γ has no obstructions at its Julia-type endpoints.
Evidently, clean arcs are always regulated. Moreover, sub-arcs, whose endpoints consisting of Julia points or Fatou centers, of clean arcs, is clean as well.
Lemma 3.5 (Avoiding countably many points). Let D ⊆ C be a Jordan domain and S be a countable set in C. Let γ be an arc with
Then for any > 0 there exists an arc γ with end( γ) = end(γ) satisfying (3.2) such that
Since S is countable, there is a t 0 ∈ [0, 1] such that the arc γ := ψ(γ × {t 0 }) avoids S. Then γ is as required.
Proposition 3.6 (Existence of clean arcs I). Let γ be an arc joining distinct points z 1 , z 2 ∈ J f . Then for any > 0 there exists a clean arc γ ∞ joining z 1 , z 2 such that
Proof. By Lemmas 3.2 and 3.5, one can revise γ in its small neighborhood to an arc γ joining z 1 , z 2 , such that, the interior of γ avoids the accessible points of type 2b, 3 and 4a, and that γ is approaching to
Without loss of generality, we assume that the initial γ satisfies these two properties.
By Lemma 3.3, we obtain an arc
is disjoint from the accessible points of type 2b, 3 and 4a, and γ 1 has no obstruction at z 1 , z 2 . According to Remark 3.3. (2), int(γ 1 ) also avoids the accessible points of type 1b or 4b. Thus, the accessible points contained in int(γ 1 ) are of either type 1a or 2a. Moreover, in the case of z ∈ int(γ 1 ) type 2a, it holds that rays in Acc(z) belong to γ 1 , as γ 1 intersects the boundary of any Fatou domain at most two points. As a consequence, the points that obstruct γ 1 to be clean are those:
is of type 1a and the unique ray in Acc(z) does not belong to γ 1 , which are called dusty points of γ 1 .
The strategy of constructing γ ∞ is as follows: enumerate all Fatou domains such that
then, for each n ≥ 1 we modify the behavior of γ n near γ n ∩ ∂U n such that dusty points of the resulting arc γ n+1 disappear on the boundaries of U 1 , . . . , U n ; and finally, we prove that such a sequence of arcs {γ n , n ≥ 1} uniformly converges to a required arc γ ∞ .
For simplicity, an arc δ with endpoints in J f is called pre-clean if, firstly, the intersection of δ with the closure of any Fatou domain is either empty, or one point or the union of two closed internal rays; and secondly, the accessible points in int(δ) is of types 1a or 2a. The argument in the second paragraph implies the following claim.
Claim. Any type 2a Julia point z in the interior of a pre-clean arc δ must have R 1 , R 2 ⊆ δ, where Acc(z) := {R 1 , R 2 }. Moreover, any arc α, with end(α) ⊆ J f , and with int(α) disjoint from type 2b, 3 and 4a Julia points, must have First-Last(α) is pre-clean.
The construction goes by induction. Assume that γ n (n ≥ 1) is a pre-clean arc joining z 1 , z 2 such that int(γ n ) ∩ (∂U 1 ∪ · · · ∪ ∂U n−1 ) contains no dusty points. If int(γ n ) ∩ ∂U n has no dusty points, let γ n+1 := γ n , we are done. Otherwise, it holds that int(γ n ) ∩ U n is a singleton, which is a dusty point, say z (by the definition of pre-clean). We firstly choose a pair of nested open disks D n D n around z, such that
• the closure of any Fatou domain which intersects D n is contained in D n , except U n .
Assume γ n (I n ) =]w − , w + [ γn with I n ⊆ [0, 1]. Now, we just need to revise γ n within D n , such that the resulting pre-clean arc γ n+1 has the properties:
To do this, we choose two Julia points z − , z + ( = z) such that z ∈ [z − , z + ] γn ⊆ D n (this can be done, as z is accumulated by Julia points in γ n in both direction). Take an arc δ in D n \ U n , joining z − , z + , disjoint from Julia points of type 2b, 3 and 4a.
Applying the First-in Last-out rule on δ , one get an arc δ joining z − , z + , which by the claim is pre-clean. Moreover, it is contained in D n by the assumption on D n . Note that all arcs [w − , z − ] γn , δ, and [z + , w + ] γn are pre-clean and disjoint from U n . We can thus find an arc
joining w − , w + . The arc α n is pre-clean in D n and disjoint with U 1 , . . . , U n . We define
Then γ n+1 satisfies properties (1), (2),(3).
We are left to check that the sequence {γ n } n≥1 uniformly converges to an arc γ ∞ and that the limit γ ∞ is as required. Indeed, for any 1 ≤ m < n, by properties (2), (3) above, we have the estimation
Thus {γ n } uniformly converges to a curve γ ∞ : [0, 1] → C. From the choice of D n and I n , we have (1) the intervals I n , n ≥ 1, are either nested or disjoint, and their lengths converge to 0 as n → ∞;
These two properties imply that γ ∞ is injective, hence is an arc. From the construction, γ ∞ is pre-clean, and contains no dusty points. Then γ ∞ is clean. The points of γ ∞ ∩ J f are contained in the neighborhood of γ ∩ J f . Since γ 1 has no obstructions at z 1 , z 2 , so does γ ∞ . The proof is complete.
Remark 3.4. In Proposition 3.6, if the initial γ satisfies the following two conditions:
(1) int(γ) is disjoint from the closures of the given Fatou domains V 1 , · · · , V s ; (2) neither z 1 , z 2 belongs to the set 1≤i =j≤s
then the resulting clean arc γ ∞ can be chosen also disjoint from V 1 , . . . , V s except the endpoints.
To see this, we first revise γ near its endpoints such that γ approaches to each z i through a Fatou domain not in V 1 , . . . , V s (if any), by the requirement on z 1 , z 2 . The revised arc, also denoted by γ, still avoids V 1 , . . . , V s except the endpoints.
for n ≥ 1, we can inductively choose each D n for dusty point z ∈ γ n ∩ ∂U n disjoint from the closures of these given Fatou domains. It implies that all arcs γ n , n ≥ 1, avoid V 1 , . . . , V s . As a consequence, the limit arc γ ∞ must be disjoint from the closures of these Fatou domains: if not, the arc γ ∞ have to contains an internal ray in some V i , 1 ≤ i ≤ s, since int(γ ∞ ) contains no dusty points, which implies γ n intersects V i for large n, a contradiction. The absence of obstructions at z 1 , z 2 is according to the modification at the beginning near z 1 , z 2 . We get that, if z i is accessible, then γ ∞ tends to z i through an internal ray except the case that Dom(z i ) = {V k }, k ∈ {1, . . . , s}.
Proposition 3.7 (Existence of clean arcs II). Let γ be an arc with its endpoints either Julia pints or Fatou centers. Then for any > 0 there exists a clean arc γ having the same endpoints as γ such that
Furthermore, if the initial γ avoids the closures of the given Fatou domains V 1 , . . . , V s expect its endpoints z 1 , z 2 , and non of z 1 , z 2 belongs to the intersection ∂V i ∩ ∂V j with any 1 ≤ i = j ≤ s, then the resulting clean arc γ ∞ can be chosen also disjoint from V 1 , . . . , V s except the endpoints.
Proof. By Lemma 3.2 and Lemma 3.5, we may assume that int(γ) avoids the union of type 2b, 3 and 4a Julia points. Let z 1 , z 2 be the endpoints of γ. If z 1 , z 2 ∈ J f , the conclusion follows from Proposition 3.6 and Remark 3.4.
We now assume that z 1 is the center of the Fatou domain U and z 2 ∈ J f . If z 2 ∈ ∂U , the required arc γ can be chosen as the internal ray of U landing at z 2 . Otherwise, let w be the lastout place of γ meeting U and α := [w, z 2 ] γ . Then there exists a component Ω of int(K U ) such that w ∈ ∂Ω and α ⊆ Ω. Note that α avoids V 1 , . . . V s , U except possibly w, z 2 . By Proposition 3.6 and Remark 3.4, we can find a clean arc α with endpoints w, z 2 such that int( α) ⊆ Ω is disjoint from V 1 , . . . V s , and α ∩ J f ⊆ N (α ∩ J f , ). Let R w be the internal ray of U landing at w. Since w is type 1a or 2a and disjoint from V 1 , . . . V s , the arc γ := R w ∪ α is still clean and avoids V 1 , . . . V s except possibly z 2 , thus as required.
Finally, we suppose that z i is the center of the Fatou domain U i with i = 1, 2. Let Ω i be components of int(K U i ) such that U 2 ⊆ Ω 1 and U 1 ⊆ Ω 2 . Let w 1 (resp. w 2 ) be the last-out (resp. first-in) place of γ meeting U 1 (resp. U 2 ). If w 1 = w 2 , then w 1 is of type 2a and clearly γ := R 1 ∪ {w 1 } ∪ R 2 is as required, where {R 1 , R 2 } = Acc(w 1 ). Otherwise, the open arc ]w 1 , w 2 [ γ is contained in a component of Ω 1 ∩ Ω 2 , say W , and avoids V 1 , . . . V s , U 1 , U 2 . Using Proposition 3.6 and Remark 3.4 again, one can find a clean arc α with endpoints
. Since w 1 , w 2 are type 1a or 2a and disjoint from V 1 , . . . V s , the arc γ = R 1 ∪ α ∪ R 2 is still clean and avoids V 1 , . . . V s , thus as required.
3.5. Regulated arcs relative to Fatou domains. Let U be a Fatou domain, K U := C \ U . Consider two points z 1 , z 2 , which are either Julia points or Fatou centers, and do not lie in the closure a common component of int(K U ) (= C \ U ). Then any clean arc joining z 1 , z 2 must transverse the Fatou center c(U ). However, in many cases, we need a regulated arc joining z 1 , z 2 within K U , just as the DH-regulated arc in polynomial case. This motivates us to define regulated arcs relative to U . Definition 3.8 (K U -regulated arcs). Let f be a PCF and U a Fatou domain. An arc γ ⊆ K U is called K U -regulated, provided that, for any component Ω of int(K U ), whenever γ ∩ Ω contains at least two points, it holds that (1) γ Ω := γ ∩ Ω is a clean arc with its interior in Ω; (2) γ Ω contains a Fatou center; (3) once an endpoint z of γ Ω lies in ∂Ω, then γ Ω approaches z along an internal ray, if such rays exist.
Remark 3.5.
(1) The requirements (2)(3) in Definition 3.8 is especially related to Definition 4.2 below, essentially used for the construction of required graphs (see Proposition 4.4).
(2) For any accessible point z ∈ int(γ), in the case of z semi-buried in ∂U , naturally no obstruction appears at z; in other cases, z belongs to Ω, the absence of obstructions of the clean arc γ Ω ensures that γ has no obstructions at z. Thus K U -regulated arcs are regulated in the sense of Definition 3.1.
(3) There is an overlap between clean arcs and K U -regulated arcs: any K U -regulated arc with endpoints contained in the closure of a component of int(K U ) is clean; conversely, any clean arc disjoint from U is K U -regulated.
(4) If f is a postcritically finite polynomial, and U denotes the basin of infinity, then its K U -regulated arcs are just the DH-regulated arcs.
Lemma 3.9 (Existence of K U -regulated arcs). Let f be a PCF, and U be a Fatou domain. Let γ be an arc in K U with endpoints z 1 , z 2 either Julia points or Fatou centers. Then there exists a
Proof. By revising γ in its sufficiently small neighborhood if necessary, we can assume the following properties hold for γ : for each Ω ∈ int(K U ) with int(γ ) ∩ Ω = ∅, denote γ Ω := γ ∩ Ω, then (1) int(γ Ω ) ⊆ Ω and γ Ω intersects Fatou set; (2) for any endpoint z of γ Ω , γ Ω approaches to z through a Fatou domain contained in Ω (if such Fatou domains exist).
Thus, by Proposition 3.7, for each component Ω ∈ int(K U ) with int(γ ) ∩ Ω = ∅, one can find a clean arc γ Ω with the same endpoints as γ Ω , such that the requirements in Definition 3.8 hold for this γ Ω and γ Ω ∩ J f ⊆ N (γ Ω ∩ J f , ). From γ , by replacing each γ Ω with γ Ω and keep other points unchanged, we get an arc γ in K U joining z 1 , z 2 . This arc γ is as required.
Lemma 3.10. Let U be a Fatou componnet. Let z ∈ ∂U such that #Dom(z) = 1. Then for any > 0, there exists δ > 0 such that any Julia point z ∈ ∂U with dist(z, z ) < δ can be connected to z by a K U -regulated arc with diam(γ) ≤ .
Proof. Since K U is locally (path-)connected, there is a connected open set W of K U containing z such that diam W ≤ /9, and any Julia point w ∈ W ∩ ∂U can be linked to z by an arc β w in W . One can require further that the diameter of any Fatou domain intersecting W is less than /9 (because Dom(z) = {U }).
By Lemma 3.9, there exists a K U -regulated arc joining z, w and satisfying γ w ∩ J f ⊆ N (β w ∩ J f , /9). Since β w avoids all Fatou domains of diameter larger than /9, so does γ w by Proposition 3.7. Thus, for each x ∈ γ w , we have the estimation
where U is the Fatou domain containing x, if x ∈ F f and x ∈ γ w ∩ ∂U . Let x 1 , x 2 ∈ γ w such that diam(γ w ) = dist(x 1 , x 2 ). It follows from the estimation above that
The proof is complete.
Lemma 3.11. Let z 1 , · · · , z n be Fatou centers in distinct components Ω 1 , · · · , Ω n of int(K U ) respectively. Then there exists a tree T in K U connecting z 1 , · · · , z n , such that
• the endpoints of T are contained in {z 1 , . . . , z n };
• any edge of T is K U -regulated;
• any Julia-type vertex z ∈ T is contained in ∂U and the edges of T starting from z belong to distinct components of K U \ {z}.
Proof. The proof goes by induction on the number n . If n = 2, the proposition holds by Lemma 3.9. For k ≥ 2, suppose T k is the required tree connecting Fatou centers z 1 , · · · , z k . We aim to construct T k+1 with the required properties. Let Ω be the component of int(K U ) containing z k+1 .
We first assume that Ω intersects T k . Let W be the component of Ω \ T k such that z k+1 ∈ W . If ∂W ∩ Ω contains branched points of T k , they are Fatou centers by induction; otherwise, T k ∩ Ω = ∂W ∩ Ω is contained in an edge, which is K U -regulated, of T k . Hence ∂W ∩ Ω contains a Fatou center by Definition 3.8 (2) . Therefore, in both case, we can find a Fatou center ω ∈ ∂W ∩ Ω.
Let γ be an arc joining z k+1 , w, such that int(α ) ⊆ W . According to Proposition 3.7, we can turn γ into clean arc γ such that γ ∩ T k consists of Fatou centers. Let ξ be the first-in place of γ meeting T k . Then the tree T k+1 := T k ∪ [z k+1 , ξ] γ is as required.
It suffices to deal with the case that Ω ∩ T k = ∅. Now, we denote by T de k the decorated tree formed by the union of T k and all Ω with Ω ∈ int(K U ) such that T k ∩ Ω = ∅. Clearly z k+1 ∈ T de k . We consider a projection
defined by letting π(z) be the first-in place of any arc starting from z and terminating in T de
Let w := π(z k+1 ), and γ be a K U -regulated arc joining z k+1 and w. Then int(γ) ∩ T k = ∅. If w ∈ T k , it must belong to the boundary of a component of int(K U ) which intersects T k . By the argument above, there exists a clean arc β joining w and a Fatou center in T k , with its interior disjoint from T k . If w ∈ T k , then w is a branched point of K U , and γ belongs to a component of K U \ {w} disjoint from T k . We set β := ∅ in this case. According to the discussion above, the tree T k+1 := T k ∪ γ ∪ β is as required. (1) The intersection T Ω := T ∩ Ω for any component Ω of int(K U ), if non-empty, must be a tree, whose endpoints are either Fatou centers or Julia points in the boundary of Ω. Moreover, it holds that T Ω = T ∩ Ω.
(2) The construction of T is optional in the components Ω i . Suppose that the set J ⊆ Ω i belongs to J f , and that all endpoints of T Ω are contained in one component of Ω i \ J. Then, the subtree T Ω can be chosen to avoid J. This fact will be used in Proposition 4.4.
Regulated graphs
Definition 4.1 (Linking condition and regulated graphs). Let f be a PCF. A graph G = (V, E) is called regulated (with respect to f ) provided that, all its edges are regulated arcs, and at any Julia-type vertex z ∈ V, it satisfies the following so-called linking condition:
• whenever z is buried in J f , then z is an endpoint (that is, valence(z, G) = 1);
• in the other cases, any special entrance of z (See the definition at (3.1)) intersects at most one edge from E(z), where E(z) denotes the collection of edges linking to vertex z.
Remark 4.1.
(1) The linking condition restricts the manner of edges of G linking to a Juliatype vertex z. In the case that z is accessible, any edge e ∈ E(z) has no obstruction at z (because e is assumed regulated); the linking condition means edges in E(z) approach to z along either distinct internal rays or distinct special entrances.
(2) A regulated graph G = (V, E) may fail to be regulated when adding some Julia point z into V. See Figure 2 for example.
(4) When #Acc(z) = #Dom(z) ≥ 2, z ∈ V ∩ J f , then any edge in E(z) goes to z along an internal ray in Acc(z).
Definition 4.2 (F-disconnected).
A regulated graph G is called F-disconnected (literal meaning "disconnected by Fatou set"), provided that, for any Fatou domain U , and any component Ω of int(K U ) with G ∩ Ω = ∅, we have
where G Ω := G ∩ Ω. In other words, any arc in G Ω joining distinct points of ∂Ω is disconnected by the Fatou set (i.e., contains a Fatou center).
The F-disconnected property will be frequently used in our construction of regulated graphs in Proposition 4.4 below. The following result tells us when this property holds. Lemma 4.3. Let α i be clean arcs and β j be K U j -regulated arcs (these U j possibly equal for distinct j) with 1 ≤ i ≤ n, 1 ≤ j ≤ m. Suppose that • each endpoint of α i is either a Fatou center or a buried point;
• each endpoint of β j is a Fatou center.
If the set G = ∪ i,j (α i ∪ β j ) is a regulated graph with its vertex set chosen as
Proof. Let U be any Fatou domain, and Ω be a component of int(K U ) intersecting G. We postulate on the contrary that there exists an arc γ ⊆ G Ω ∩ J f with both endpoints ξ 1 , ξ 2 ∈ ∂Ω.
Claim 1. γ does not belong to any clean arc α i . If not, since the endpoints of α i are either Fatou centers or buried points, then ξ 1 , ξ 2 ∈ int(α i ). By the definition of clean arc, α i must contain the internal rays of U landing at ξ 1 , ξ 2 , which forms a loop, impossible.
Claim 2. γ does not belong to any K U j -regulated arc β j . Assume on the contrary that γ ⊆ β j . Clearly we have U j = U , otherwise, Definition 3.8 (2) implies γ contains a Fatou center, a contradiction. Assume U ⊆ Ω j for some component Ω j of int(K U j ). Then we have either
In the former case, we have γ ⊆ β Ω j := β j ∩ Ω j ; if both ξ i , are disjoint from ∂Ω j , then they belong to the interior of clean arc β Ω j (as an endpoint of β Ω j not in ∂Ω j must be that of β j and so is a Fatou center), thus rays in Acc(ξ i ) belong to β Ω j , which implies that β Ω j contains a loop, impossible. Hence at least one of ξ i , say ξ 1 , belongs to the intersection ∂Ω j ∩ ∂Ω. Definition 3.8 (3) implies γ possesses an internal ray in Acc(ξ 1 ), impossible. In the latter case: U j ⊆ Ω, then int(γ) ⊆ Ω j ∩ Ω. By the same argument on ξ i , this case cannot happen. The claim follows.
The above two claims show that int(γ) contains a Julia branched point ξ of G. By Definition 4.1. (1), ξ is accessible. The linking condition of G at ξ gives us that: there are two adjacent rays R 1 = R 2 ∈ Acc(ξ, U ), U ∈ Dom(ξ), such that they surround a Jordan disk W , which is compactly contained in Ω, with W ∩ γ = ∅. Since end(γ) ∈ ∂Ω and W Ω, γ intersects R 1 ∪ R 2 at least two points. Therefore, γ possesses a Fatou point, a contradiction. Using clean arcs and K U -regulated arcs, we can build up a regulated graph with a specific property (property (4.1) below). Such graphs are the starting point of our construction of invariant graphs. Proof. The special case is that F f is connected. After conformal conjugation, f is a polynomial without bounded Fatou domains. Then G can be chosen as the DH-regulated convex hull of P \ {∞} within the dendrite J f , together with all internal rays landing at P \ {∞}. So, in what follows, we assume F f has at least two components. The construction proceeds in several steps.
Step 0. Select marked Fatou domains. We decompose P ∩ J f into five disjoint subsets:
with U periodic.} P 3 = {z ∈ P is of type 1a, Dom(z) = {U }, with U periodic.} P 4 = {z ∈ P is of type 1b, Dom(z) = {U }, with U periodic.} P 5 = {z ∈ P, either #Dom(z) ≥ 2 or Dom(z) = {U } with U strictly pre-periodic.}
We first choose the Fatou domains whose boundaries intersect P as marked ones. The collection of these Fatou domains is denoted by U 0 . By Lemma 2.3 (4), U 0 is finite.
When z ∈ P 1 , for any U ∈ U 0 , there exists a unique component Ω U,z of int(K U ) such that z ∈ Ω U,z . Within the component Ω z of intersection ∩ U ∈U 0 Ω U,z containing z, select a Fatou domain U z as a marked one. The collection of such U z , z ∈ P 1 , is denoted by U 1 .
A point z in P 2 disconnects K U into #Acc(z, U ) components; within each of them, choose a Fatou domain as a marked one; then let U 2 be the collection of them, as z runs over all points in P 2 .
When z ∈ P 3 , in each component of int(K U ), whose boundary contains z, we choose a Fatou domain as a marked one. Let U 3 be the collection of them as z runs over all points in P 3 .
In the case of z ∈ P 4 , we choose a topological disk B z centered at z. Each disk B z is so small that it is disjoint from the closure of marked Fatou domains except U . By the topology of K U , one can assume ∂B z ∩ K U is a singleton. Choose a Fatou domain in B z as a marked one. The collection of all such Fatou domains is denoted by U 4 .
Finally, the union U = ∪ 0≤i≤4 U i is the whole family of marked Fatou domains. By the way, since F f has at least two Fatou domains, by adding some Fatou centers to P if necessary, we may assume that #U ≥ 2.
Step 1. Connect the buried points in P 1 .
For each point z ∈ P 1 and its associated domains Ω z , U z , we choose an arc γ z ⊆ Ω z joining z to the center c(U z ), such that these arcs γ z , z ∈ P 1 , are pairwise disjoint. By Proposition 3.7, one can turn each γ z to a clean arc γ z ⊆ Ω z with the same endpoints, such that (γ z ∩J f )∩(γ w ∩J f ) = ∅ for any z = w ∈ P 1 . Since the Fatou domains with diameters greater than a positive number are finite, the set G 1 = z∈P 1 γ z is a finite (possibly disconnected) graph, whose branched points are Fatou centers, and endpoints equal to P 1 .
Step 2. Connect the centers of marked Fatou domains.
Since U is finite and C \ (G 1 ∩ J f ) is connected, we can pick a Jordan curve γ which passes through all the centers of Fatou domains in U and avoids G 1 ∩ J f . We arrange the centers as z 1 , z 2 , · · · , z n , z n+1 := z 1 in γ in the cyclic order. According to Proposition 3.7, one can turn
Note that the Fatou domains with diameters greater than a positive number are finite. Then
is a finite graph, whose branched points are Fatou centers. Then endpoints of G 2 coincides with P 1 . Hence G 2 is regulated, in particular, is a strongly-regulated graph with vertices chosen in the natural way (See Lemma 4.3).
Step 3. Turn periodic Fatou centers into non-cut points.
Enumerate the periodic Fatou domains as
is formed by the union of clean arcs and K U j -regulated arcs, 0 ≤ j ≤ k. Furthermore, it is strongly-regulated; (ii) the centers of U 0 , . . . , U k are non-cut points with respect to G If we set U −1 := ∅, then G 0 2 satisfies all above inductive properties. Observe that, for a regulated graph Γ,
Thus, to obtain G k+1 2 , we need to join components of G k 2 ∩ K U k by clean arcs or K U k -regulated arcs within K U k . From the definitions, the following fact holds. From this fact and the inductive property (i) for G k 2 , it holds that G k 2 ∩ K U k is covered by the closures of finitely many components of int(K U k ). Among these components, let Ω 1 , · · · , Ω l be the ones whose interiors intersect G k 2 . Let
G Ω consists of finitely many points in ∂Ω. They cannot be endpoints of G k 2 . Therefore, any z ∈ G Ω is contained in the interior of an edge e of G k 2 , which is K U j -regulated, 1 ≤ j ≤ k − 1, or clean. Since c(U k ) is an endpoint of e and e ∩ U k is an internal ray. Then, by Fact 4.5, there is an
Considering the set G Ω i , it has the properties that Thus, by Proposition 3.7, one can join these Fatou centers together by finitely many clean arcs in Ω i \ (G Ω i ∩ J f ). We define G Ω i as the union of G Ω i and these new clean arcs. Then G Ω i is a graph, and moreover, is regulated, because the branched points of G Ω i other than those of
We pick a Fatou center z Ω i in each G Ω i , i = 1, . . . , l. By Lemma 3.11, there exists a regulated tree
avoids the points of G Ω i ∩ ∂Ω i , according to Remark 3.6.(2), one can assume T k
intersects G Ω i at finitely many Fatou centers). Otherwise, for each z ∈ G Ω i ∩ ∂Ω i which belongs to T k
, denote e z the edge of T k Ω i with one endpoint z. Deleting all such edges from T k Ω i , the remaining subtree is denoted by T k
and define
is a regulated graph with c(U k ) a non-cut point, and its Julia branched points other than those of G k 2 are exact the Julia branched points of T k . Then the inductive property (iii) holds for G is induced by the following simple fact: Fact 4.7. Let Γ be a graph in C and γ be an arc, whose endpoints lie in Γ. Suppose Γ = Γ ∪ γ is a graph. Then a point z is a cut-point with respect to Γ ⇒ z is a cut-point with respect to Γ.
Finally, the graph G 3 := G m 2 is strongly-regulated, containing all Fatou centers of U and satisfies requirement (4.1).
Step 4. Connect the Julia points in P \ P 1 .
Firstly, all points z ∈ ∂U k in P 2 are indeed contained in G 3 : from the choice of marked Fatou domains in U 2 , the tree T k (⊆ K U k ) joins distinct components of K U k \ {z} and thus passes through z. Now we try to connect each points in P 3 to graph G 3 by induction. Suppose
is strongly regulated. By the F-disconnected property of G k−1 3 and Proposition 3.7, there is a clean arc γ z with int(γ z ) ⊆ Ω k joining z k and c(U k ), such that the union
with R k the unique internal ray in U k landing at z k , is a regulated graph. Note that γ z ∪ R k forms a clean arc joining two Fatou centers. By Lemma 4.3 and Fact 4.7, it holds that G k 3 is strongly-regulated without additional cut-points. Then we can continue the process for z k+1 . Let G 4 := G l 3 . Clearly P 3 ⊆ G 4 and G 4 satisfies requirement (4.1). Consider any z ∈ P 4 with its marked disk B z and Fatou domain U z ∈ U 3 . Assume z ∈ ∂U and Acc(z) = {R z }. Then one can draws a K U -regulated arc γ z in B z connecting z and c(U z ). Under the assumption on B z , we have γ z ⊆ B z , and hence the arcs {γ z , z ∈ P 4 } are mutually disjoint. Let a z denote the first place of γ z meeting G 3 . Then a z is either a Fatou center or a point in ∂U with Acc(a z , U ) ≥ 2. We denote α z := [z, a z ] γz . It follows that
is a regulated graph, but fails to be strongly-regulated, as α z ∪ R z is neither clean nor K Uregulated. Clearly, G 5 also satisfies property 4.1 by Fact 4.7.
Finally, we denote G the union of G 5 and the closures of all internal rays in Acc(z), z ∈ P 5 . Due to Lemma 2.3 (4) and Fact 4.7, G is the graph as required. The proof is then complete.
The regulated graph G constructed in the proof of Proposition 4.4 satisfies some extra properties. We write them as a corollary, which will be needed in Section 6, 7.
Corollary 4.8. Let f be a PCF, and P ⊇ Post(f ) be a finite set consisting of Julia points and Fatou centers. Then there exists a regulated graph G containing P , with V = P ∪ {v ∈ G, valence(v, G) ≥ 3}, such that (1) periodic Fatou centers are non-cut points with respect to G; (2) any Julia-type vertices v ∈ V \ P have #Acc(v) ≥ 3; (3) all internal rays landing at accessible points in P are contained in G; (4) The buried points in P are endpoints of G. z Figure 5 . Counterexample: z is a cutpoint, the shade area is an n-face.
Tiles with respect to graphs
In this section, we shall define n-tiles with respect to graphs under Assumption 5.1, and illustrate some dynamical properties of the tiles and graphs. These materials are used to approximate regulated arcs by iterated preimages of graphs (See Section 6). Throughout this section, we keep the following assumption. 5.1. n-faces and n-sectors. Since Post(f ) ⊆ G, each iterated preimage f −n G, n ≥ 0, is connected, or equivalently, any X n in Comp( C \ f −n G) is simply connected. We call X n an n-face (with respect to (f, G)). 
where the subscript z goes through all periodic Fatou centers. The connected set Y 0 is called a 0-subface (of X 0 ), and each connected component of Z 0 is called a 0-sector (of X 0 ). Notice that the closure of 0-sector possibly equals the whole D z , and this happens if and only if z ∈ end(G). We emphasis that sectors of X 0 belong to distinct Fatou domains, (5.1) because periodic Fatou centers are non-cut points with respect to G (See Figure 5 for counterexamples). The reason we require (A2) in Assumption 5.1 is just to obtain this property, and it will be frequently used in the sequel.
For n ≥ 1, note that f n maps an n-face X n onto a 0-face X 0 conformally. This induces such bijections
where Y n , Z n are the pullbacks of Y 0 , Z 0 by f n | Xn . We call Y n an n-subface (also the subface of X n ) and a connected component of Z n an n-sector of X n .
By Lemma 2.1, we choose a system {(U, φ U )} U ∈Comp(F f ) of Böttcher coordinates for f . Given θ 1 , θ 2 ∈ R/Z, let (θ 1 , θ 2 ) denote the open sub-arc of R/Z consisting all angles θ such that θ 1 , θ, θ 2 are in the counterclockwise cyclic order, and |θ 2 − θ 1 | denote the length of (θ 1 , θ 2 ).
By definition, any n-sector Z n is compactly contained in a Fatou domain U n , and its boundary consists of two subarcs of internal rays, say R Un (θ n ), R Un (θ n ), such that R Un (θ) with θ ∈ (θ n , θ n ) intersects Z n , together with a subarc of the equipotential curve φ
−1
Un (∂D rn ). Thus Z n can be characterized by (U n , θ n , θ n , r n ). If f maps an (n + 1)-sector Z n+1 onto Z n , we have
The width of sector Z n is defined as
Un {re 2πiθ , θ ∈ (θ , θ )}}.
Lemma 5.2. Following the notations above, we have that
(1) the maximum diameters among all the n-subfaces converge to zero as n → ∞.
(2) the maximum widths among all the n-sectors converge to zero as n → ∞.
(3) if a sequence of closures of k n -sectors {Z kn , n ≥ 0} Hausdorff converges, then its limit is either a Julia point or a closed internal ray.
(1) Any 0-subface Y 0 intersects Post(f ) only possibly at its boundary. Assume 
Consider the compact set W = Y 0 \ ∪ 1≤k≤s B k . It is disjoint from Post(f ). By Lemma 2.5 again, the diameters of components of f −n W tend to 0, as n → ∞. Since Y n is mapped onto Y 0 homeomorphic. Then Y n is covered by just one component of f −n W and one component of f −n B k for each 1 ≤ k ≤ s. Combining the results above, we have
where W −n , B −n k goes over components of f −n W, f −n B k respectively. Thus (1) is proved.
(2) Given any > 0, by Lemma 2.1. (3), only finitely many Fatou domains U 1 , · · · , U n have diameters ≥ . By adding finitely many Fatou domains if necessary, one may assume Given any n-sector Z = (U, θ, θ , r). If U is not in {U 1 , · · · , U n }, we have
Otherwise, the itinerary of U under f is always contained in {U 1 , · · · , U n }. Since each Fatou cycle contains at least a critical point. There is an integer N such that,
If the level n is greater than such N , formulas (5.2) and (5.3) imply that
From the choice of η , we have width(Z) < when n ≥ N . So the proof of (2) is completed.
(3) Assume Z kn = (U kn , θ kn , θ kn , r n ). When the diameter of Fatou domain U kn tends to zero, then clearly the Haussdorff limit Z is a Julia point. Otherwise, by discarding finitely many Z kn , one can assume that U kn = U for all k n . From inequalities (5.4) and (5.5), it holds that |θ kn − θ kn | → 0 and r kn → 1 as n → ∞.
The Haussdorff convergence of Z kn implies that θ kn , θ kn tends to an argument, say θ. Therefore R U (θ) ⊆ Z.
On the other hand, given any z ∈ Z, there exists a sequence {z kn , n ≥ 1} with z kn ∈ Z kn tending to z. Assume z kn lies in the ray R U (η kn ). Since η kn ∈ [θ kn , θ kn ], then η kn → θ as n → ∞. It follows that R U (θ) = lim n→∞ R U (η kn ) contains z. Point (3) is then proved.
5.2.
From n-faces to n-tiles. We still assume (f, G) satisfies Assumption 5.1. Given a positive number 0 , according to Lemma 5.2. (1), there exists an integer n 0 such that the diameter of any n-subface Y n with level n ≥ n 0 is less than 0 . Thus there is a unique component Q of C \ Y n , such that diam(Q) ≥ 0 . Since Y n is simply connected and has locally connected boundary, then Q is a Jordan domain ( [7, Proposition 2.3] ). We call the closed Jordan domain Y n := C \ Q an n- subtile (for (f, G) ). Let X n be the n-face containing Y n , and Z 1 , · · · , Z s be the n-sectors of X n lying outside of Y n . We then set Z n = Z 1 ∪ · · · ∪ Z s and X n = Y n ∪ Z n . Since Z 1 , · · · , Z s come from distinct Fatou domains (Recall (5.1)), X n is still a closed Jordan domain, called an n- tile (for (f, G) ). The closed sets Z 1 , . . . , Z s are called n-sectors of tiles. Sometimes we may also call the tripe ( X n , Y n , Z n ) an n-tile. By definitions, the n-faces, nsubfaces and n-sectors of faces are all open sets, while the n-tiles, n-subtiles and n-sectors of tiles are all closed.
From this definition, it is clear that the interiors of any two n-tiles resp. n-subtiles are either disjoint or nested.
We are mainly interested in the maximal n-tiles resp. n-subtiles, in sense that: a maximal n-tile resp. n-subtile is not contained in any n-tiles resp. n-subtiles except itself. The collection of maximal n-tiles is denoted by X n .
In order to describe the shape of tiles, we introduce the following definition
Due to the construction of n-tiles and Lemma 5.2, we summarize the following results.
Lemma 5.3. Let n ≥ n 0 such that n-tiles can be defined. Then we have
(2) X n covers the whole sphere. (3) max ρ( X n ), X n ∈ X n → 0 as n → ∞.
(4) Given R 0 := R U (θ 0 ) and an arbitrary small interval ]θ − , θ + [ including θ 0 , there exists n 1 such that, for any n ≥ n 1 and any n-tile ( X n , Y n , Z n ) ∈ X n , there is at most one n-sector in Z n contained in U , and the relation between R 0 and X n are exact one of the following:
Moreover, there exists another n-tile X n , such that
Dynamical properties on graphs.
Lemma 5.4. Let (f, G) satisfy Assumption 5.1. Then for any accessible point z of type 4, i.e., #Dom(z) < #Acc(z), there is an integer N such that f n (z) ∈ G whenever n ≥ N . Furthermore, if the orbit of z avoids the critical points of f , then
Proof. Since Post(f ) ⊆ G, we just need to consider the point z such that its orbit avoids Crit(f ). Let U ∈ Dom(z) such that #Acc(z, U ) ≥ 2. Then K U := C \ U is a locally connected full continuum. From Lemma 2.3, we have
Assume b < ∞. Then we can list all the b internal rays in Acc(z, U ) and the b components of K U \ {z} by the cyclic order:
Given i ∈ {1, · · · , b}, from Lemma 5.3 (4), for sufficiently large n, any n-tile X n that contains R U (θ i ) is disjoint from the set ∪ 1≤j =i≤b R U (θ j ) \ {c(U )}. Thus, by setting X n ∩ U = ∪ η 1 ≤η≤η 2 R U (η), one of the following three cases happens:
U (e 2πiη 2 ) ∈ K i . Then the Jordan arc γ i := ∂ X n \ U is contained in K i and joins z and z i .
U (e 2πiη 1 ) ∈ K i−1 . Then the Jordan arc γ k−1 := ∂ X n \U is contained in K i−1 and joins z and z i−1 .
As a consequence, we obtain Jordan arcs γ 1 , · · · , γ b with γ i ⊆ K i and γ i ⊆ f −n G for sufficiently large n. Locally consider the conformal mapping f n | Bn on a neighborhood B n of z. By choosing a shorter subarc incident to z i of γ i if necessary, one may assume all
We then complete the proof of this lemma in the case of b < ∞. Moreover, the arc f n (γ i ) \ {f n (z)} is contained in the Jordan domain bounded by the two internal rays f n (R U (θ i )), f n (R U (θ i+1 )) for 1 ≤ i ≤ b. This point will be used in the proof of Theorem 5.6.(1) (3).
If b = #Acc(z, U ) = ∞. One may choose any number of internal rays R U (θ 1 ), · · · , R U (θ s ) landing at z. The same discussion as above shows that valence(f n (z), G) is larger than the arbitrary number s, a contradiction.
Corollary 5.5. Let (f, G) satisfy Assumption 5.1 and z be a biaccessible point, i.e., #Acc(z, U ) ≥ 2 for some Fatou domain U . Then f n (z) ∈ G for all large n. Theorem 5.6. Let f be a PCF, and z be an accessible point. Then we have (1) if #Acc(z) ≥ 3, then z is eventually periodic; (2) #Acc(z) < ∞; (3) the set of periodic points z with #Acc(z) ≥ 3 are finite.
Proof. By Proposition 4.4, we can find a graph G = (V, E) satisfying Assumption 5.1. To prove (1), we assume by contrary that z is wandering. Set z n := f n (z). Following Sullivan's No Wandering Fatou Domain Theorem, the elements in Dom(z n ) = {U 1 , . . . , U m } are all periodic for large n. By considering suitable iterating of f if necessary, we can assume U 1 , . . . , U m are fixed by f . It follows that z n belongs to the common intersection of ∂U 1 , . . . , ∂U m for all large n. Now we divide it into several cases to analyze. Case 1: m ≥ 3. This means that the intersection ∂U 1 ∩ ∂U 2 ∩ ∂U 3 contains infinitely many points {z n }, contradicting Lemma 2.2.
Case 2: m = 1. Then #Acc(z n , U 1 ) ≥ 3. By Lemma 5.4, the graph G would have infinitely many branched points, impossible.
From the proof of Lemma 5.4, we know that each component of C \ (R n ∪ R n ) intersects G for large n. Let W n denote the Jordan domain bounded by R n , R n disjoint from Ω. Then W n 1 ∩ W n 2 = ∅ for any n 1 = n 2 . Note that each W n possesses a vertex of G, we thus have either #V = ∞, or valence(G, c(U 1 )) = ∞, a contradiction.
(2) According to (1) , it suffices to consider the case that z is periodic. Then point (2) follows from Lemma 2.3. (4). (3) The points with the required properties can be decomposed into three disjoint sets:
and z is periodic}; B 2 = {z ∈ J f , #Dom(z) = 2, #Acc(z) ≥ 3 and z is periodic}; B 3 = {z ∈ J f , #Dom(z) ≥ 3 and z is periodic}.
Note that the Fatou domains in Dom(z) are periodic (Lemma 2.3. (4)), then Lemma 2.2 shows that B 3 is finite. By Lemma 5.4, the set B 1 , B 2 belong to G, and the points in B 1 are branched points of G, thus #B 1 < ∞.
Suppose #B 2 = ∞. Then there are two periodic Fatou domain U 1 , U 2 , such that U 2 belongs to a component Ω of int(K U 1 ), and #∂Ω∩B 2 = ∞. Pick a infinite subsets {z n , n ≥ 1} ⊆ ∂Ω∩B 2 and denote Acc(z n , U 1 ) = {R n , R n }. As above, R n , R n surround a Jordan domain W n disjoint from Ω, and it holds that W n ∩ G = ∅. It follows that each W n possesses a vertex of G. This implies either #V = ∞ or valence(G, c(U 1 )) = ∞, impossible. Hence B 2 is finite.
Remark 5.1. The results in Theorem 5.6 are well-known for postcritically finite polynomials (See [11, 18] ). Here we generalize them to the rational situation.
Approximation of regulated arcs
As illustrated in the introduction, the first step towards the construction of invariant graphs is to find a graph G 0 such that each edge of G 0 can be arbitrarily approximated by an arc in f −n (G 0 ) for large n. We will clarify this point in this section, by finding suitable properties on graphs such that the iterated preimages of such graphs can be sufficiently close to a given regulated arc.
Note that, according to Theorem 5.6, the periodic points z with Acc(z) ≥ 3 are finite. This section is devote to proving the following. Proposition 6.1. Let f be a PCF. Let P ⊆ Post(f ) be a finite set containing all periodic points z with #Acc(z) ≥ 3, such that f (P ) ⊆ P . If a graph G = (V, E) satisfies that (1) the vertex set V contains P ; (2) the intersection between G and the Fatou set consists of internal rays; (3) periodic Fatou centers are non-cut points with respect to G; (4) all internal rays in Acc(z) are contained in G whenever z ∈ P ∩ J f , then, given any > 0, and regulated arc γ such that its endpoints z 1 , z 2 belong to J f and are eventually iterated into the marked set P , there exists an arc γ ⊆ f −n (G) linking z 1 , z 2 such that γ ⊆ N (γ, ), for all large n.
A graph with the required properties in Proposition 6.1 clearly satisfies Assumption 5.1. So all materials in Section 5 can be used in its proof. Besides, the existence of such graphs is guaranteed by Corollary 4.8. Figure 7 . Illustration of the proof of Proposition 6.1. The dark area shows the -neighborhood of the given arc γ (the black straight line). As shown, γ is covered by many irregular polygon regions, namely n-tiles. The wicked sectors (long spines) within a tile are distributed in the same side of γ. Thus one can find a path γ (the red arc) along the boundary of tiles avoiding these wicked sectors.
Proof of Proposition 6.1. According to Lemma 5.3 (3) , there is an integer n 0 such that for all n-tiles ( X n , Y n , Z n ) with levels n ≥ n 0 have
For such n, let X n (γ) denote the collection of all n-tiles ( X n , Y n , Z n ) such that
Note that a sector Z in Z n intersecting γ more than one point implies that Y n ∩ γ = ∅. Thus X n (γ) forms a covering of γ.
Now we try to modify all n-tiles ( X n , Y n , Z n ) in X n (γ) to get the so-called modified tiles X n such that X n ⊆ N (γ, ). The processes are as follows.
(i) diam X n < . In this case, X n ⊆ N (γ, ), and we set X n := X n .
(ii) diam X n ≥ . By the structure of n-titles, we have the inequality
Since diam Y n ≤ /3, there are n-sectors in Z n with diameters larger than /3. Among these "long" sectors, those that intersect γ at most one point (must be a Fatou center if exists) are called wicked sectors (e.g. Z, Z , Z in Figure 7) , and the remaining ones are called non-wicked (e.g. Z in Figure 7 ). Any non-wicked sector contains an subarc of γ formed by a segment of an internal ray. Thus, each non-wicked sector Z of Comp( Z n ) satisfies Z ⊆ N (γ, ) by (6.1). If wicked n-sectors of X n do not exist, we define X n := X n . Otherwise, let Z 1 , · · · , Z s be the collection of wicked sectors in Comp( Z n ). Then the mutually disjoint closed arcs
In this case, the following closed Jordan disk
is defined as a modified n-tile. The arcs 1 , . . . , s are called wicked edges of X n .
From the construction, we have that X n (γ), the collection of modified n-tiles X n with X n ∈ X n (γ), is still a covering of γ. We need the following crucial claim.
Claim 1 There is an integer n 1 (≥ n 0 ) such that, for any modified n-tile X n in (ii) with n ≥ n 1 , it holds that its wicked edges are contained in the same component of ∂ X n \ γ.
Proof of Claim 1. We argue by contradiction. From the definition of wicked sectors one may assume that, there exist a sequence of n k -tiles {(
(1) the diameters of both Z n k , Z n k are greater than /3; (2) Z n k , Z n k intersect γ at most one point; (3) wicked edges
Lemma 5.3 (3) shows that Y is a Julia point, say {z}, contained in the arc γ. Since Z n k , Z n k always belong to distinct Fatou domains with diameters bounded below by /3, then, by Lemma 5.2.(3), the limits R , R are closure of internal rays R , R from distinct Fatou domains, say U , U . As k large enough, we also have Z n k U , Z n k U . By point (2) above, each component of γ \ {z} approaches to z via neither R nor R .
To get contradiction, it suffices to show that (z, R , R ) is an obstruction of γ (See Definition 3.1).
We first claim that R and R are adjacent. It is clear in the case of #Acc(z) = 2. Suppose #Acc(z) ≥ 3. By Theorem 5.6 and the requirement on P , the point z is eventually iterated into P . Thus for sufficiently large k, each ray in Acc(z) is contained in the boundary of an n k -tile by property (4) on G. This implies the union of rays in Acc(z) together with z cannot disconnect subtitles Y n k .
(6.3)
We choose a small disk B z around z such that the rays in Acc(z) decompose B z into exact #Acc(z) entrances. As k large enough, the diameter of Y n k is so small that it is completely covered by B z , and hence is contained the closure of exactly one entrance of z, say e, by (6.3). It implies that n k , n k ⊆ S 1 . According to Point (4), R , R ⊆ X n k for large k and they bound the entrance e, thus adjacent.
When z ∈ end(γ), by (6.2), γ goes to z along the ordinary entrance e bounded by R , R . Thus (z, R , R ) is an obstruction. If z ∈ int(γ), as a consequence of point (3), the two components of γ \ {z} terminate at z in distinct side of R ∪ {z} ∪ R ; again (z, R , R ) is an obstruction. The claim is proved.
By Claim 1, for n ≥ n 1 , there is at most one component of ∂ X n \ γ containing wicked edges of X n . We denote this component by L( X n ) if exists, and set L( X n ) := ∅ otherwise. Then we obtain an graph
where X n runs over all elements in X n (γ). From the construction, we have Γ ⊆ N (γ, ) and Γ ⊆ f −n G.
The graph Γ is connected. In fact, in each X n ∈ X n , every component of γ ∩ X n , except the ones containing endpoints of γ, is an arc with endpoints at ∂ X n \ L( X n ), thus can be projected to the boundary ∂ X n \ L( X n ) with endpoints fixed. We then get a projection from γ to Γ. This projection is continuous, and its image contains all points of γ ∩ Γ. Hence Γ is connected.
Let X 1 n , X 2 n denote the ones in X n (γ) containing the endpoints z 1 , z 2 of γ respectively. It follows from the connectedness of Γ that any given two Julia points z i ∈ ∂ X i n \ L( X i n ), i = 1, 2, can be linked via an arc β within Γ. Note that although z 1 , z 2 are contained in f −n (G) (since they are iterated into P ), they perhaps belong to the interior of X 1 n , X 2 n , so that can not be joined by arcs within Γ. In what follows, we will prove:
Claim 2 There exists an integer n 2 (≥ n 1 ) such that, for all n ≥ n 2 , each end point z i can be linked to z i along an arc β i in X i n ∩ f −n G.
Proof of Claim 2. We first show that ∂ X i n possesses at most one wicked edge for sufficiently large n. The argument is similar as Claim 1. If not, there are subsequences of wicked sectors Z n k ( U ), Z n k ( U ) such that they Haussdorff converge to the closed internal rays R , R . As shown before, U = U and R , R (∈ Acc(z i )) are not contained in γ. Since z i is iterated into P and rays in Acc(z), z ∈ P, belong to G. It concludes that R , R ⊆ X i n k for large k, and that they bound an ordinary entrance along which γ approaches to z i . This means (z, R , R ) is an obstruction of γ, a contradiction.
Let be the wicked edge in ∂ X i n if exists. Observe that
n is disjoint from int( ) (Otherwise, X i n would have two sectors within one Fatou domain, impossible).
Then the set f −n G ∩ X i n is connected and contains z i , z i . Therefore, one can find an arc
By Claim 2 and the discussion above, the required arc γ in this proposition can be derived from β 1 ∪ β ∪ β 2 .
Invariant graphs
With all preparations above, we can prove the main result (Theorem 1.1) in this final section, along the outline given in the introduction.
A set S is said f n -invariant, n ≥ 1, if f n (S) ⊆ S. Let P 0 = P 0 (f ) be the f -invariant set consisting of
• the postcritical points of f ; • all periodic points z with #Acc(z) ≥ 3;
• all periodic accessible points z whose periods are no more than that of the Fatou domains in Dom(z).
Note that P 0 is finite by Theorem 5.6.
7.1. Admissible graphs.
Definition 7.1. Let f be a PCF, and P ⊇ P 0 be a finite and f -invariant marked set. A graph G = (V, E) is called admissible (with respect to (f, P )), provided that (A1) the graph G is regulated (See Definition 4.1); (A2) P ⊆ V ⊆ ∪ k≥0 f −k P ; (A3) periodic Fatou centers are non-cut points with respect to G; (A4) all internal rays in Acc(z) are contained in G whenever z ∈ P ∩ J f ; Proposition 7.2 (Existence of admissible graphs). Let f be a PCF and P be an f -invariant and finite marked set containing P 0 . Then the admissible graph with respect to (f, P ) exists.
Proof. By Corollary 4.8, there exists a graph G = (V, E) with vertex set V consisting of P and the branched points of G, such that properties (A1), (A3) and (A4) hold for G. Moveover, since any Julia-type vertex v ∈ V \ P has #Acc(v) ≥ 3 (See Corollary 4.8 (2)). Then, according to Theorem 5.6 and the choice of P 0 , we have f N (V) ⊆ P for some integer N , proving (A2).
Next, we will prove that an admissible graph can be modified in its arbitrary small neighborhood to a new one with a "local invariant" property (See Proposition 7.4).
To do this, we divide further type 2a Julia points z into two types. Assume Dom(z) = {U, U }, Ω resp. Ω the component of int(K U ) resp. int(K U ) such that U ⊆ Ω resp. U ⊆ Ω ; then z is said to be of type 2a-1 if there exists an arc l ⊆ ∂U ∩ ∂U with z ∈ int(l) (e.g. type 2a points in Figure 3) , and of type 2a-2 otherwise (e.g. type 2a points in Figure 4 ). Lemma 7.3. Let U be any Fatou domain, and Ω be a component of int(K U ). Then the accessible points of type 1a or 2a-1 are dense in ∂Ω.
Proof. It suffices to show that any closed segment I 0 ⊆ ∂Ω, disjoint from type 2a-1 Julia points, must contain a Julia point of type 1a.
Note that the Julia points in I 0 cannot be of type 1b or 4b. By Lemma 3.2, we enumerate the Julia points of type 3 and 4a as a k , k ≥ 1. For another Fatou domain U 1 , if U 1 ∩ Ω = ∅, then ∂U 1 ∩ Ω, hence ∂U 1 ∩ I 0 , contains at most one point; if U 1 ⊆ Ω, since I 0 avoids accessible points of type 2a-1, any component of ∂U 1 ∩ ∂Ω contained in I 0 is a point. Thus, in both cases, we can choose a closed segment I 1 ⊆ I 0 such that I 1 is disjoint from ∂U 1 and a 1 . Inductively, for other Fatou domains U 2 , U 3 , · · · , we get a sequence of nested closed segments I 2 , I 3 , · · · , in ∂Ω such that I k avoids ∂U k and a k . Then the intersection I ∞ = ∩ k≥0 I k (⊆ ∂Ω) consists of only accessible points of type 1a. The proof is complete.
Proposition 7.4. Let G = (V, E) be an admissible graph with respect to (f, P ). Then for any > 0, there is an admissible graph G = (V , E ) such that
Fatou domains whose centers are Fatou-type vertices in V.
Proof. The following claim is repeatedly used in our construction.
Claim 1. Let U be a Fatou domain and z ∈ ∂U with Acc(z, U ) = {R}. Then for any > 0, there is δ > 0 such that for any z ∈ ∂U with dist(z, z ) < δ and any R ∈ Acc(z , U ), we have R ⊆ N (R, ).
Proof of Claim 1. Let z n be points in ∂U converging to z, and R n be internal rays of arguments θ n in U landing at z n . Let θ be any accumulation point of {θ n }. By the uniform continuity of φ −1 U on D, R n ∪ {z n } Hausdorff converges to R ∪ {z} of U , where R is an internal ray of argument θ landing at z (Compare the proof of Lemma 5.2 (3)). Since Acc(z, U ) = {R}, we hence have R = R = R U (θ). This argument shows that when z ∈ ∂U is close enough to z, the internal angles resp. internal rays, associated to z are close to θ resp. R U (θ). Thus we finish the proof.
Let E re be the collection of edges e of G, such that
• an endpoint of e is a Fatou-type vertex of G, say c(U ), and • the landing point of internal ray e ∩ U is never iterated into P .
Here the subscript "re" means revision. By deleting all int(e), e ∈ E re , from G, we obtain a set G 0 (a subgraph, if still connected).
Let e be any edge in E re with endpoints z i , i = 1, 2. We denote by U i the Fatou domain containing z i (if exists), R i := e ∩ U i , and ξ i the landing point of R i .
Claim 2. For any > 0, there exists a regulated arc e joining z 1 , z 2 , such that (1) e ⊆ N (e, ) and e coincides with e near z i whenever z i ∈ J f ; (2) the landing point of R i := e ∩ U i is iterated into P .
We first complete the proof of Proposition 7.2 under Claim 2. By choosing e close enough to e for each e ∈ E re , the arcs int( e), e ∈ E re , are mutually disjoint, and do not intersect G 0 . Thus, the graph G := G 0 { e : e ∈ E re } has the vertex set V, and is homeomorphic to G under a homeomorphism φ : G → G defined as, φ(e) := e if e ∈ E re and φ(e) := e otherwise. It follows immediately that G is an admissible graph as required.
Proof of Claim 2. Suppose z 1 a Fatou center. We simply write z 1 , U 1 , R 1 , ξ 1 as z, U, R, ξ. Note that ξ ∈ int(e) and #Acc(ξ) = 1, 2. Otherwise, either ξ ∈ V or #Acc(ξ) ≥ 3; in both case ξ is eventually mapped into P , which contradicts the choice of e. Given any > 0, we make modifications according to the following four cases.
Case 1: #Dom(ξ) = 1. We choose a preperiodic point ξ ∈ ∂U close enough to ξ, such that it is eventually mapped into P (since ∪ k≥0 f −k (P 0 ) is dense in the boundary of any Fatou domain). Let R be an internal ray in U landing at ξ . By Claim 1, we have
Following Lemma 3.10, there exists a K U -regulated arc γ joining ξ , ξ, with diameter less than . Within the connected set R ∪ γ ∪ (e \ R), one can derive a new edge e connecting the endpoints of e. It is clear that e is regulated, and differs from e exact in an -neighborhood of R.
In the following, we assume Dom(ξ) = {U, U },
Case 2: ξ is of type 2a-1. The absence of obstructions of e implies R ⊆ e. In this case, there exists an open arc l ⊆ ∂Ω ∩ ∂Ω such that ξ ∈ l. Note that these points z ∈ l with #Acc(z) ≥ 3 are dense in l. Indeed, if not, some subarc of l is an open set of the Julia set. It follows that f is one of the special cases z → z d or z → 1/z d , whose invariant graphs obviously exist. Let ξ be such a point close enough to ξ, and R , R are internal rays in U, U respectively landing at ξ . Then ξ is eventually mapped into P according to Theorem 5.6, and it holds that
by Claim 1. The new edge e is defined as e := R ∪ R ∪ (e \ R ∪ R ).
Case 3: ξ is of type 2a-2. Also, we have R ⊆ e. Consider the intersection Ω ∩ Ω , whose components are Jordan domains and are bounded by subarcs of ∂Ω and ∂Ω . There are domains W n ∈ Comp(Ω ∩ Ω ), converging to ξ, with
Then choose a large N such that W N ⊆ N (ξ, ) and such that any point in l N resp. l N satisfies Claim 1. Due to Lemma 7.3, one can pick type 1a or 2a-1 Julia points ξ ∈ l N , ξ ∈ l N , and denote R , R the internal rays in U, U landing at z, z respectively. By Proposition 3.7, let γ be a clean arc joining ξ , ξ with its interior in W N . We set
If ξ is eventually mapped into P , it is done. Otherwise, since ξ is of type 1a or 2a-1, one can modify e as in Case 1 and 2 again. The resulting edge, still denoted by e , satisfies that e ⊆ N (e, ), ξ := e ∩ ∂U is iterated to P , and e coincides with e near z 2 if z 2 = c(U ).
Case 4: ξ is of type 2b. This implies ξ is contained in the boundary of a component of Ω ∩ Ω , say W . Assume l = ∂W ∩ ∂Ω, l = ∂W ∩ ∂Ω . We choose a disk B centered at ξ, with diam B < /2, such that except U, U , the diameters of Fatou domains intersecting B are less than /2.
By Lemma 7.3, choose a type 1a or 2a-1 point ξ ∈ B ∩ l. If R ⊆ e, set ξ a type 1a or 2a-1 point in B ∩ l ; otherwise, e approaches to ξ within W and set in this case ξ a Julia point in (e \ R) ∩ B. By Proposition 3.7 and the choice of W , there exists a clean arc γ joining ξ , ξ with its interior in W , such that
where V runs over all Fatou domains intersecting B. We define the new edge e as the form in (7.3) if R ⊆ e, and as e := R ∪ α otherwise, where α is the arc in (e \ R) ∪ γ joining ξ and z 2 . Similar as stated in Case 3, after possible re-modifications as in Case 1 or 2, the arc e is as required. Now, we have revised the edge e near the point z 1 . If the other endpoint z 2 of e is a Julia point, then e := e satisfies the required properties in Claim 2. Otherwise, we repeat the process above by replacing z, U, e, R, ξ with z 2 , U 2 , e , R 2 , ξ 2 , and the resulting edge, denoted by e, is as required.
7.2. Pipes of admissible graphs. Let f be a PCF, and G = (V, E) be an admissible graph with respect to f . We will construct a set P = P(G), called pipe of G, which is almost a tuber neighborhood of G. It coincides with G on Fatou domains with centers in V (See Figure 8) .
By Proposition 7.4, we can add the Julia-type endpoints of G ∩ U , where U runs over the finitely many Fatou domains with c(U ) ∈ V, into the vertex set V.
Let z be any vertex of G. If z is Fatou-type, let B z = {z}; if z is Julia-type, choose a closed topological disk B z around z and assume B z is well-behaved: B z ∩ e, e ∈ E(z), is connected (i.e., a short arc), and B z ∩ B z = ∅ whenever z = z ∈ V.
Next, we assign each edges a tuber-like neighborhood P e . An edge e ∈ E is called trivial, if one of its endpoints is a Fatou center.
By the above setting, any trivial edge e ∈ E is formed by an internal ray. In this case, we set
where z is the landing point of this internal ray, or equivalently, the Julia-type vertex of e. When e is non-trivial, both of its endpoints are Julia points. Let g be a homeomorphism, defined on a neighborhood of e, sending e into C such that
where end(e) = {z, z }. Given an argument θ close to zero, we have four arcs
and
We define H e as the closed quadrilateral surrounding by e up , e down , e lef t and e right .
One may assume that H e ∩ H e = ∅ if e = e ∈ E. For each e ∈ E, we denote P e := B z ∪ H e ∪ B z , called a pipe of e. Finally, the union
is called a pipe of the graph G.
Existence of invariant graphs.
Proposition 7.5. Let f be a PCF, and G = (V, E) be an admissible graph for (f, P ). Then for any > 0, there exists an f n -invariant graph G ∞ = (V, E ∞ ) in the neighborhood of G, for any sufficiently large n, such that G is isotopic to G ∞ relative to V.
Proof. By Proposition 7.4, we can assume that G is f n -invariant for large n, when restricted on the union of Fatou domains whose centers are Fatou-type vertices in V. The Julia-type endpoints of this restriction (which are f n -invariant) are also assumed contained in V in advance.
Let P 0 be a pipe of the graph
The proof is broken up into three steps. Figure 8 . A pipe of the graph G: the two disks with shadow are Fatou domains; G is composed of the black lines; while the area surrounded by the red lines is a pipe P of G. It looks like a tuber enclosing G, though degenerated in the Fatou domains that contain vertices.
Step 1. Construct an isotopic f n -invariant graph G 1 = (V 1 , E 1 ) and its pipe P 1 . Let δ 0 be a positive number such that, for all non-trivial edge e, it holds that z∈e D(z, 4δ 0 ) ⊆ P 0 .
Consider an edge e ∈ E 0 with end(e) = {z, z }. If e is trivial, then it is formed by an internal ray. In this case, we have e ⊆ f −n (G 0 ) for all n ≥ m 0 (m 0 depends on (f, G), and this point follows directly from the assumption on G at the begining of the proof and Definition 7.1.(A2),(A4)), and define l e := e. If e is non-trivial, both of its endpoints are Julia points. Since e is regulated with endpoints iterated to P (by Definition 7.1), Proposition 6.1 shows that there exists an arc l e ⊆ f −n G 0 ∩ N (e, δ 0 ) connecting z, z for all large n. We set
Note that all trivial edges of G 0 are contained in G 1 . Moveover, as the Julia-type vertices of G 0 , except the endpoints, are accessible and satisfy the linking condition (since G 0 is regulated), the interiors of these l e have no intersection in neighborhoods of vertices, and thus are mutually disjoint. It implies that G 1 is indeed a graph and homeomorphic to G 0 . Since each l e is closed enough to e, then the graph G 1 is isotopic to G 0 rel. V 0 (refer to [2, Proposition 11.7] ). The vertex set V 1 of G 1 is defined as V 1 = f −n V 0 ∩ G 1 . Clearly each l e is made up of several edges of G 1 . An edge in E 1 is said trivial if its image under f n is trivial in E 0 .
Let Φ 0 : [0, 1] × G 0 → P 0 be an isotopy rel. V 0 such that, for each e ∈ E 0 , Φ 0 (0, ·) = id, Φ 0 (1, e) = l e , Φ 0 (t, a) = a, ∀t ∈ [0, 1], a ∈ end(e).
In particular, if e is trivial, Φ 0 (t, ξ) = ξ, ∀ t ∈ [0, 1], ξ ∈ e. The isotopy Φ 0 induces a homeomorphism φ 0 := Φ 0 (1, ·) from G 0 onto G 1 such that φ 0 (v) = v for v ∈ V 0 and φ 0 (e) = l e for e ∈ E 0 . We also have φ 0 | e = id e if e is trivial.
Besides, for any ξ ∈ G 0 , the isotopy Φ 0 also induces a curve γ ξ : [0, 1] t → Φ 0 (t, ξ).
From the uniform continuity of Φ 0 , there is a number Λ, independent on ξ ∈ G 0 , such that each curve γ ξ can be broken up into at most Λ subcurves Now we aim to construct a pipe of G 1 from P 0 . Note that each e ∈ E 1 is a lift of e = f n ( e). Assume end( e) = {w, w }, then end(e) = {f n (w), f n (w )}. Let (B w , B w , H e ) be the pullbacks of (B f n (w) , B f n (w ) , H e ). We then set P e = B w ∪ H e ∪ B w , and call it the pipe of e (induced by P 0 ). The pipe of G 1 (induced by P 0 ) is defined as
It is nested in P 0 after letting n be sufficiently large by Lemma 2.5.
Step 2. Construct a sequence G k+1 = (V k+1 , E k+1 ), Φ k , φ k , P k+1 , k ≥ 1, by induction. Indeed, for any k ≥ 1, let
be an isotopy between G k−1 and G k . Since the critical values of f n are contained in Post(f ) ⊆ V k−1 , the isotopy Φ k−1 can be lift by f n to a unique isotopy
such that, Φ k (0, ·) = id G k , and f n • Φ k (t, ξ) = Φ k−1 (t, f n (ξ)) for all (t, ξ) ∈ [0, 1] × G k . We define the graph G k+1 := Φ k (1, G k ), and the homeomorphism φ k : G k → G k+1 as φ k := Φ k (1, ·). It follows immediately that f n (G k+1 ) ⊆ G k , and f n • φ k = φ k−1 • f n on G k . The vertex set V k+1 of G k+1 is defined as
An edge of G k+1 is called trivial if it is mapped onto a trivial edge of G k by f n .
For each ξ ∈ G k , let w = f kn (ξ) ∈ G 0 . Then the curve γ ξ : [0, 1] t → Φ k (t, ξ), and its subcurves γ 
w , · · · , γ
w defined in Step 1 under f kn . One can estimate the distance between G k and G k+1 . If ξ is not contained in a trivial edge of G k , it follows from Lemma 2.4 that
otherwise, we have dist O (ξ, φ k (ξ)) = 0 since Φ k ([0, 1], ξ) = ξ in this case. It follows that the Hausdorff distance between G k , G k+1 in the sense of orbiford metric is bounded by CΛM/λ kn .
It remains to construct a pipe P k+1 of G k+1 . Each edge e ∈ E k+1 is sent to e = f n ( e) ∈ E k . Assume end( e) = {w, w }. Then (B w , B w , H e ) are the pullbacks of (B f n (w) , B f n (w ) , H e ) under f n . Let P e = B w ∪ H e ∪ B w , called the pipe of e. Then we set
It is clear that P k+1 is nested in P k by induction.
In summary, this step is devoted to producing a sequence of {(G k+1 , P k+1 )} k≥1 satisfying
(1) f n G k+1 ⊆ G k ; (2) G k+1 G k rel. V k ; (3) dist O (ξ, φ k (ξ)) ≤ CΛM/λ kn ∀ ξ ∈ G k ; (4) G k+1 ⊆ P k+1 ⊆ P k ; and (5) max {diam P e : e ∈ E k non-trivial} goes to 0 as k → ∞.
The shrinking condition in (5) is due to Lemma 2.5.
Step 3. The convergence of the sequence (G k , P k ).
For each k ≥ 0, we define h k = φ k • · · · • φ 0 . This map is a homeomorphism from G 0 onto G k , keeping V 0 fixed. Actually, the sequence h k uniformly converges. To see this, for any integers m > l ≥ 1 and ξ ∈ G 0 , we have .
Let h ∞ denote the limit of h k , and set G ∞ := h ∞ (G 0 ). Then, by point (1), (4) in Step 2, we have V 0 ⊆ G ∞ ⊆ P ∞ := ∩ k≥0 P k , and f n (G ∞ ) ⊆ G ∞ .
Next, we show that G ∞ is indeed a graph.
Consider an edge e ∈ G 0 with end(e) = {z, z }. For any k ≥ 0, the arc h k (e) is composed of several edges, say e 1 , · · · , e i , in E k . Let L k (e) := P e 1 ∪ · · · ∪ P e i .
Then we have P k = ∪ e∈E 0 L k (e). On the other hand, from the iterated construction of G k in
Step 2, it holds that h k+1 (e) ⊆ L k+1 (e) ⊆ L k (e) for all k ≥ 0.
Let L ∞ (e) := ∩ k≥1 L k (e). It then follows that h ∞ (e) ⊆ L ∞ (e).
We claim that h ∞ (e) coincides with L ∞ (e), and is an arc isotopic to e rel. V 0 . From the continuity of h ∞ , the set h ∞ (e) is an arc-connected continuum containing z, z . Then one can derive an arc γ e in h ∞ (e) linking z, z . Then L ∞ (e) = γ e . Indeed, if not, one can find a point ζ ∈ L ∞ (e) \ γ e . For all k ≥ 0, there exists a non-trivial edge e k ∈ E k such that the pipe P e k of e k contains ζ. Note that γ e lies in L k (e), and P e k disconnects L k (e), then γ e has to pass through the "passage" P e k to connect components of L k (e) \ P e k . We thus have the estimation dist (ζ, γ e ) ≤ dist (ζ, γ e ∩ P e k ) ≤ diam P e k for all k ≥ 0. As diam P e k tends to zero (by (5) in Step 2), it follows that dist(ζ, γ e ) = 0, a contradiction. Since h ∞ (e) is contained in the neighborhood of e, it is disjoint from the points in V 0 except z, z . Combining the fact that h k (e) ∼ e rel. V 0 for all k ≥ 0, we get that h ∞ (e) is isotopic to e rel. V 0 . The claim is then proved.
We are left to check that the interiors of arcs h ∞ (e), h ∞ (e ) are disjoint for distinct e, e ∈ E 0 . To see this, observe that, for any k, the quantities L k (e), L k (e ) defined above can only possibly overlap on B z,k and B z ,k with end(e) = {z, z }; while the disks B z,k , B z ,k are shrinking to points z, z , respectively, as k → ∞. So h ∞ (e) ∩ h ∞ (e ) = L ∞ (e) ∩ L ∞ (e ) ⊆ {z, z }.
Hence G ∞ is a graph. Since the graphs G ∞ and G are homeomorphic, with the same vertex set V 0 , and every edge h ∞ (e) of G ∞ is isotopic to an edge e of G 0 rel. V 0 , then the graphs G and G ∞ are isotopic rel. V 0 (see [3, A.5 Theorem, p. 411]).
Proof of Theorem 1.1. It follows immediately from Propositions 7.2 and 7.5.
