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Abstract
In this paper we review recent progress in relativistic anisotropic hydrodynamics. We begin
with a pedagogical introduction to the topic which takes into account the advances in our under-
standing of this topic since its inception. We consider both conformal and non-conformal systems
and demonstrate how one can implement a realistic equation of state using a quasiparticle ap-
proach. We then consider the inclusion of non-spheroidal (non-ellipsoidal) corrections to leading-
order anisotropic hydrodynamics and present the findings of the resulting second-order viscous
anisotropic hydrodynamics framework. We compare the results obtained in both the conformal
and non-conformal cases with exact solutions to the Boltzmann equation and demonstrate that,
in all known cases, anisotropic hydrodynamics best reproduces the exact solutions. Based on this
success, we then discuss the phenomenological application of anisotropic hydrodynamics. Along
these lines, we review techniques which can be used to convert a momentum-space anisotropic fluid
into hadronic degrees of freedom by generalizing the original idea of Cooper-Frye freeze-out to
momentum-space anisotropic systems. And, finally, we present phenomenological results of 3+1d
quasiparticle anisotropic hydrodynamic simulations and compare them to experimental data pro-
duced in 2.76 TeV Pb-Pb collisions at the LHC. Our results indicate that anisotropic hydrodynamics
provides a promising framework for describing the dynamics of the momentum-space anisotropic
QGP created in heavy-ion collisions.
Keywords: quark-gluon plasma, hydrodynamics, anisotropic hydrodynamics, non-equilibrium
dynamics
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1. Introduction
The ongoing ultrarelativistic heavy-ion collision (URHIC) experiments at the Relativistic Heavy
Ion Collider (RHIC) at Brookhaven National Laboratory (BNL) and the Large Hadron Collider
(LHC) at the European Organization for Nuclear Research (CERN) aim to produce and study
the properties of the quark-gluon plasma (QGP) using a variety of collision systems, e.g. AA,
pA, dA, and pp over a wide range of center-of-mass energies. One of the surprising findings of
the experiments at RHIC was that the collective behavior of the soft hadrons pT . 2 GeV was
qualitatively well-described by ideal relativistic hydrodynamics [1–3]. In these early days, due to
the fact that ideal hydrodynamics implicitly relies on an assumption that the system is in perfect
isotropic local thermal equilibrium, this led to the widespread supposition that the QGP created in
URHICs underwent fast isotropization/thermalization on a timescale τ ∼ 0.5 fm/c (see e.g. [4–9]).
Despite subsequent relativistic hydrodynamics research [10–41]1, which included the effect of
dissipative corrections in the form of second-order viscous hydrodynamics (vHydro) and explicitly
included pressure anisotropies in the form of the viscous stress tensor, it was hard to dislodge the
idea that the QGP generated in URHICs was in perfect local isotropic equilibrium. Simultaneously
to these phenomenological developments, fundamental studies of the thermalization and isotropiza-
tion of the QGP were undertaken in the context of quantum field theories in both the weak [45–70]
1These modern studies extended the seminal works of Mueller, Israel, and Stewart [42–44]
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and strong coupling [71–82] limits. The conclusion of these studies was that, due to the extreme
conditions in which the QGP is created, it is not possible to achieve isotropization on a sub-fm/c
timescale. This motivated the investigation of the impact of momentum-space anisotropies on
QGP dynamics and signatures and, after many years, there is now a consensus in the theoretical
community that the QGP possesses a high degree of momentum-space anisotropy at early times
and near the dilute edges of the system [83, 84]. In practice, one finds that, in these spacetime
regions, the transverse pressure in the local rest frame greatly exceeds the longitudinal pressure and
that, in the center of the fireball, it takes many fm/c for the system to become even approximately
isotropic. Faced with this, researchers began looking for ways to formulate hydrodynamics in a
momentum-space anisotropic QGP.
A significant breakthrough occurred in this direction with two papers, one from Florkowski
and Ryblewski [85] and the other from Martinez and Strickland [86] in 2010. In both papers, the
authors considered a boost-invariant and transversally homogeneous system but in the first paper
the authors postulated an equation governing entropy production in an anisotropic system, whereas
in the second one the authors took moments of the Boltzmann equation in relaxation-time approx-
imation. These papers demonstrated that it was possible to formulate relativistic hydrodynamics
using an intrinsically momentum-space anisotropic distribution in the local rest frame. In addition,
the Martinez and Strickland paper demonstrated that (a) the resulting dynamical equations could
reproduce both the ideal hydrodynamics limit (η/s = 0) and the free-streaming limit (η/s = ∞)
and (b) that, in the case of weak momentum space isotropy (PL ≈ PT ), the formalism reproduced
standard viscous hydrodynamics. This framework has become known, generally, as anisotropic hy-
drodynamics (aHydro). The original ideas presented in Refs. [85, 86] have since been generalized and
extended to fully 3+1d systems with broken conformal symmetry. These generalized frameworks
have been applied successfully to heavy-ion collision phenomenology (see e.g. [87–104]).
In this review, rather than directly presenting the modern version of aHydro, we will attempt to
make historical review, highlighting the important advances in stages in order to make the material
more accessible to readers who are unfamiliar with the literature. We begin with a pedagogical
introduction to the topic which takes into account the advances in our understanding of this topic
since its inception. We consider both conformal and non-conformal systems and demonstrate how
one can implement a realistic equation of state using a quasiparticle approach. We then consider the
inclusion of non-spheroidal (non-ellipsoidal) corrections to leading-order anisotropic hydrodynamics
and present the findings of the resulting second-order viscous anisotropic hydrodynamics framework.
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We compare the results obtained in both the conformal and non-conformal cases with exact solutions
to the Boltzmann equation and demonstrate that, in all known cases, anisotropic hydrodynamics
best reproduces the exact solutions. Based on this success, we then discuss the phenomenological
application of aHydro. Along these lines, we review techniques which can be used to convert
a momentum-space anisotropic fluid into hadronic degrees of freedom by applying the original
idea of Cooper-Frye freeze-out to momentum-space anisotropic systems. And, finally, we present
phenomenological results of 3+1d quasiparticle anisotropic hydrodynamic simulations and compare
them to experimental data produced in 2.76 TeV Pb-Pb collisions at the LHC. Our results indicate
that aHydro provides a promising framework for describing the dynamics of the momentum-space
anisotropic QGP created in heavy-ion collisions.
Conventions and notation
Unless otherwise indicated, the Minkowski metric tensor is taken to be “mostly minus”, i.e.
gµν = diag(+,−,−,−). The transverse projection operator ∆µν ≡ gµν−uµuν is used to project
four-vectors and/or tensors into the space orthogonal to uµ. Parentheses and square brackets on
indices denote symmetrization and anti-symmetrization, respectively, i.e. A(µν) ≡ 12 (Aµν+Aνµ) and
A[µν] ≡ 12 (Aµν−Aνµ). Angle brackets on indices indicate projection with a four-index transverse
projector, A〈µν〉 ≡ ∆µναβAαβ, where ∆µναβ ≡ ∆(µα ∆ν)β − ∆µν∆αβ/3 projects out the traceless and
uµ-transverse components of a rank-two tensor.
2. Historical foundations and pedagogical introduction
In this section, we review the method presented originally in Ref. [86] in a concise and updated
manner. At the end, we will highlight the important findings. We will attempt to present the
material in a pedagogical manner so as to provide the reader a firm basis to build upon. As in the
original paper, we will make several simplifying assumptions: (1) that the system is invariant under
longitudinal boosts, (2) that the system is transversally homogenous, and (3) that the system is
conformal (massless particles). Hence, we consider here, a conformal 0+1d system. In the course
of this review, we will relax all of these assumptions.
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2.1. Moments of the Boltzmann equation
The starting point for the derivation presented in Ref. [86] was the relativistic Boltzmann
equation
pµ∂µf(x, p) = −C[f ] , (1)
where pµ and xµ are the particle four-momentum and -position, respectively, f is the one-particle
distribution function, and C[f ] is the collisional kernel which includes both elastic and inelastic
scatterings to all orders. For this discussion, we will assume that the system is boost-invariant and
transversally homogenous (0+1d) and that there is no chemical potential.
To proceed, one can take moments of Eq. (1) using the integral operator
Oˆn g = Oµ1µ2···µn [g] ≡
∫
dP pµ1pµ2 · · · pµn g(p) , (2)
where ∫
dP ≡ Ndof
∫
d4p
(2pi)4
2piδ(p2 −m2) 2θ(p0) = Ndof
∫
d3p
(2pi)3
1
E
, (3)
is the Lorentz-invariant momentum integration measure with E = uµp
µ being the local rest frame
energy and Ndof being the number of degrees of freedom (degeneracy). Acting with Oˆ0 on Eq. (1),
one obtains the “zeroth-moment” of the Boltzmann equation
∂µ
(∫
dP pµf
)
= −
∫
dP C[f ] . (4)
Using the fact that the particle current is defined as
Jµ =
∫
dP pµf , (5)
and defining a general moment of the collisional kernel via
Cµ1µ2···µnr ≡ −
∫
dP (p · u)rpµ1pµ2 · · · pµn C[f ] , (6)
we can write the zeroth moment compactly as
∂µJ
µ = C0 . (7)
Repeating this exercise using Oˆ1, one obtains the first-moment of the Boltzmann equation
∂µT
µν = Cν0 , (8)
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where
Tµν ≡
∫
dP pµpνf , (9)
is the energy-momentum tensor. For any valid microscopic model, the energy and momentum con-
serving delta function inherent in the collisional kernel ensures that Cν0 = 0. If, instead, one works
with an effective collisional kernel such as the relaxation-time approximation (RTA) model [105],
the requirement that Cν0 = 0 becomes a constraint which must be enforced on any parameters
appearing in the model’s kernel. We will return to this point later. Hence one finds, in general,
that the first moment of the Boltzmann equation results in the simple statement of energy and
momentum conservation
∂µT
µν = 0 . (10)
In Ref. [86] the zeroth and first moments were used to obtain the necessary equations of motion,
however, in order to bring the material up to date, we would like to also compare a different
prescription in which one uses a linear combination of equations obtained from the second moment
of the Boltzmann equation [92]. For this purpose, we note that, for a general moment, one obtains
∂µI
µν1ν2···νn = Cν1ν2···νn0 , (11)
where Iµν1ν2···νn ≡ ∫ dP pµpν1pν2 · · · pνnf .
2.2. Tensor basis
At this point in the discussion it is helpful to write down the most general forms for the particle
current nµ, energy-momentum tensor Tµν , and third-rank tensor Iµνλ. For this purpose, we need
only consider the symmetries of the system. To begin, we introduce four 4-vectors which span
spacetime in the local rest frame (LRF) [88, 89]:
Xµ0,LRF ≡ uµLRF = (1, 0, 0, 0) ,
Xµ1,LRF ≡ XµLRF = (0, 1, 0, 0) ,
Xµ2,LRF ≡ Y µLRF = (0, 0, 1, 0) ,
Xµ3,LRF ≡ ZµLRF = (0, 0, 0, 1) . (12)
These four-vectors are orthonormal in all frames. The vector Xµ0 is associated with the four-
velocity of the LRF and is conventionally called uµ. One can also identify Xµ1 = X
µ, Xµ2 = Y
µ,
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and Xµ3 = Z
µ as indicated above.2
The metric tensor can be expressed in terms of these four-vectors as
gµν = uµuν −
∑
i
Xµi X
ν
i , (13)
where the sum extends over i = 1, 2, 3. In addition, the standard transverse projection operator,
which is orthogonal to Xµ0 , can be expressed in terms of the basis (12)
∆µν = gµν − uµuν = −
∑
i
Xµi X
ν
i , (14)
from which one finds uµ∆
µν = uν∆
µν = 0. The space-like components of the tensor basis are
eigenvectors of this operator, i.e. Xiµ∆
µν = Xνi .
Using these basis vectors, we can expand any tensor. For example, the number current, which
is a rank-1 tensor, can be written in general as
Jµ = nuµ +
∑
i
niX
µ
i . (15)
Since the 0+1d distribution function is reflection symmetric in momentum-space around the x, y,
and z directions in the LRF, the space-like coefficients ni = 0, leaving in this case
Jµ = nuµ . (16)
Likewise, since the the energy-momentum tensor is symmetric Tµν = T νµ, one has
Tµν = t00g
µν +
3∑
i=1
tiiX
µ
i X
ν
i +
3∑
α,β=0
α>β
tαβ(X
µ
αX
ν
β +X
µ
βX
ν
α) , (17)
where the coefficients t00, etc. are scalar fields. Using the symmetries associated with the 0+1d
case considered in this section, one can simplify this to [89]
Tµν = (+ PT )u
µuν − PT gµν + (PL − PT )ZµZν , (18)
where , PT , and PL are the energy density, transverse pressure, and longitudinal pressure in
the LRF. Above, L and T correspond to the directions parallel and transverse to the anisotropy
direction nˆ = zˆ, respectively.
2In the lab frame, the three space-like vectors Xµi can be written entirely in terms of X
µ
0 = u
µ. This is because
Xµi can be obtained by a sequence of Lorentz transformations/rotations applied to the LRF expressions specified
above [88, 89].
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Finally, we can repeat this exercise for the rank-three tensor Iµνλ
I = Iu [u⊗ u⊗ u]
+ Ix [u⊗X ⊗X +X ⊗ u⊗X +X ⊗X ⊗ u]
+ Iy [u⊗ Y ⊗ Y + Y ⊗ u⊗ Y + Y ⊗ Y ⊗ u]
+ Iz [u⊗ Z ⊗ Z + Z ⊗ u⊗ Z + Z ⊗ Z ⊗ u] , (19)
where we have already made use of the 0+1d symmetries. All other possible combinations vanish
by symmetry. Iu and Ii can be found by appropriate projections, for example, Iu can be obtained
by taking uµuνuλ of I
µνλ as follows
Iu = uµuνuλI
µνλ =
∫
dPE3f . (20)
We note that, for the 0+1d case, the corresponding basis vectors in the lab frame can be obtained
using a longitudinal boost with the boost velocity equal to the spatial rapidity ς = arctanh(z/t)
since the system is boost-invariant. This gives
uµ = (cosh ς, 0, 0, sinh ς) ,
Xµ = (0, 1, 0, 0) ,
Y µ = (0, 0, 1, 0) ,
Zµ = (sinh ς, 0, 0, cosh ς) . (21)
We will make use of these forms in the forthcoming discussion.
2.3. The conformal 0+1d aHydro distribution and bulk variables
To proceed one must specify a form for the distribution function which appears in the various
integrals above. In anisotropic hydrodynamics one allows the one-particle distribution function in
the LRF to be intrinsically momentum-space anisotropic. For this introductory presentation, we
are considering a 0+1d system, in which case it suffices to introduce a single momentum-space
anisotropy parameter ξ, as follows,
f(x, p) = fRS(x, p) = feq
(√
p2 + ξ(x)p2z
Λ(x)
,
µ(x)
Λ(x)
)
, (22)
where fRS indicates the Romatschke-Strickland form [50, 53], feq(Eˆ) = 1/[exp(Eˆ) + a] is an equi-
librium distribution function with a = 0, 1, and −1 corresponding to classical, Fermi-Dirac, and
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Bose-Einstein statistics, respectively, ξ(x) is the local anisotropy parameter, Λ(x) is the local scale
parameter which reduces to the temperature in the isotropic limit, ξ(x)→ 0, and µ(x) is the local
chemical potential. Note that all momenta appearing above are specified in the LRF of the system.
We will formulate this in an explicitly Lorentz-invariant manner in a forthcoming section, but for
now we will continue with this form. In what follows, we will additionally assume zero chemical
potential, µ = 0.
Using this form, it is possible to evaluate the necessary moments of the distribution function
analytically. For example, in the conformal case considered in this section, the number density in
the LRF can be factorized into a function that depends solely on ξ and another function which
depends solely on the scale Λ
n(ξ,Λ) ≡
∫
d3p
(2pi)3
feq
(√
p2 + ξ(x)p2z/Λ(x)
)
=
1√
1 + ξ
∫
d3p
(2pi)3
feq (|p|/Λ(x))
=
1√
1 + ξ
neq(Λ) , (23)
where, in order to evaluate the integral, we have made a change of variables to p¯z ≡
√
1 + ξ pz, then
relabeled p¯z → pz, and recognized that the remaining integral is nothing but the isotropic number
density evaluated at the momentum scale Λ. Similarly, the components of the energy-momentum
tensor can be evaluated analytically, e.g. the LRF energy density can be factorized
 =
∫
dPE2feq
(√
p2 + ξ(x)p2z/Λ(x)
)
=
∫
d3p
(2pi)3
√
p2x + p
2
y + p
2
z feq
(√
p2 + ξ(x)p2z/Λ(x)
)
=
1√
1 + ξ
∫
d3p
(2pi)3
|p|
√
sin2 θ +
cos2 θ
1 + ξ
feq (|p|/Λ(x))
=
(
1
2
√
1 + ξ
∫
d(cos θ)
√
sin2 θ +
cos2 θ
1 + ξ
)
︸ ︷︷ ︸
≡R(ξ)
∫
d3p
(2pi)3
|p| feq (|p|/Λ(x))︸ ︷︷ ︸
=eq(Λ)
. (24)
Performing the angular integration and repeating this exercise for the transverse and longitudinal
pressures given by T xx = T yy and T zz, respectively, one obtains
 = R(ξ)eq(Λ) ,
PT = RT (ξ)Peq(Λ) ,
PL = RL(ξ)Peq(Λ) , (25)
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with
R(ξ) = 1
2
[
1
1 + ξ
+
arctan
√
ξ√
ξ
]
,
RT (ξ) = 3
2ξ
[
1 + (ξ2 − 1)R(ξ)
ξ + 1
]
,
RL(ξ) = 3
ξ
[
(ξ + 1)R(ξ)− 1
ξ + 1
]
, (26)
which satisfy 3R = 2RT +RL. This follows from the fact that the conformal energy-momentum
tensor is traceless, Tµµ = 0.
Turning, finally to the rank–three tensor, using the 0+1d aHydro distribution function, one
finds
Iu = Su(ξ)Ieq(Λ) ,
Ix = Iy = ST (ξ)Ieq(Λ) ,
Iz = SL(ξ)Ieq(Λ) , (27)
with Ieq(Λ) =
1
3
∫
dPE3feq and
Su(ξ) = 3 + 2ξ
(1 + ξ)3/2
,
ST (ξ) = 1√
1 + ξ
,
SL(ξ) = 1
(1 + ξ)3/2
, (28)
which satisfy 2ST + SL = Su.
2.4. The 0+1d equations of motion
We will now put together the pieces presented in the previous subsections in order to obtain
the aHydro equations of motion. Starting with the zeroth-moment we can use Eqs. (7) and (15) to
obtain
Dun+ nθu = C0 , (29)
where Du = u
µ∂µ is the co-moving derivative and θu = ∂µu
µ is the expansion scalar. Using the
0+1d basis vector (21) and transforming to Milne coordinates using τ = t cosh(ς) and z = t sinh(ς),
one obtains
∂τn+
n
τ
= C0 . (30)
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In order to reach the final form we will need to specify the collisional kernel. Following Ref. [86]
we will assume that the collisional kernel is given by the RTA form
C[f ] =
p · u
τeq
[f − feq(T )] , (31)
where τeq = 5η¯/T is the relaxation time [25, 30], which must be inversely proportional to the local
(effective) temperature T in the conformal case and η¯ = η/s is the shear viscosity to entropy density
ratio.
As mentioned previously, in order to conserve energy and momentum it is necessary that the
first moment of the collisional kernel vanish, i.e.
∫
dP pµC[f ] = 0. This is trivially satisfied for
µ = 1, 2, 3 in RTA due to the symmetries of f and feq and for ν = 0 it results in the so-called
Landau matching condition
(ξ,Λ) = eq(T ) . (32)
Using this and Eq. (26), in the 0+1d conformal case, one obtains
T = R1/4(ξ)Λ . (33)
The temperature determined in this manner will be called the effective temperature. In the end it
is a stand-in for the local energy density which is well-defined both in and out of equilibrium.
Evaluating C0 using Eq. (23), one obtains
C0 = neq
τeq
(
1√
1 + ξ
−R3/4(ξ)
)
. (34)
Again using Eq. (23), we can expand the left-hand-side of Eq. (30) in terms of derivatives of ξ and
Λ. Doing so and simplifying the result gives
1
1 + ξ
∂τξ − 6
Λ
∂τΛ− 2
τ
=
2
τeq
(
1−R3/4(ξ)
√
1 + ξ
)
. (35)
Performing a similar manipulation on the first moment equation, starting from the simplified
form of energy conservation in 0+1d, i.e.
∂(τ)
∂τ
= −(τ) + PL(τ)
τ
, (36)
one obtains
R′(ξ)
R(ξ) ∂τξ +
4
Λ
∂τΛ =
1
τ
[
1
ξ(1 + ξ)R(ξ) −
1
ξ
− 1
]
. (37)
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Note that the three equations related to momentum conservation are, once again, automatically
satisfied if the distribution function is reflection symmetric in momentum space.
Finally, turning to the second moment, the zz projection of Eq. (11) with n = 2 gives
(logSL)′∂τξ + 5∂τ log Λ + 3
τ
=
1
τeq
[
R5/4
SL − 1
]
, (38)
and the xx and yy projections both give
(logST )′∂τξ + 5∂τ log Λ + 1
τ
=
1
τeq
[
R5/4
ST − 1
]
. (39)
Combining the zz projection minus one-third of the sum of the xx, yy, and zz projections gives
1
1 + ξ
∂τξ − 2
τ
+
R5/4(ξ)
τeq
ξ
√
1 + ξ = 0 . (40)
Summarizing, from the zeroth, first, and second moments of the Boltzmann equation we obtain
three equations of motion given by Eqs. (35), (37), and (40). Of course, we can continue in this
manner ad-infinitum to the third moment, etc., however, in practice we only need two equations of
motion to evolve ξ and Λ. Since energy-momentum conservation is sacrosanct, it must be included
in the set. In addition, since higher moments are sensitive to high-momentum behavior of the
distribution and we are looking for equations that describe the long wavelength dynamics, we are
guided naturally to consider the lowest possible momentum-moments. Therefore, based on the
equations presented thus far, that leaves two possibilities: (a) zeroth+first and (b) first+second. In
order to decide which option to use in practice, ones needs to consider the near equilibrium (small
anisotropy) limit. One can show that the option (a) does not reproduce the correct near-equilibrium
equations if one uses τeq = 5η¯/T ; however, as we will demonstrate in the next subsection, option
(b) automatically reproduces the correct near-equilibrium limit [92].3
Note that above we painted an agnostic view concerning whether one should use the zeroth
moment of the Boltzmann equation as one of the equations of motion for 0+1d conformal aHydro
and concluded that the combination of the first and second moments was more appropriate because
the near-equilibrium limit was correctly reproduced. While this is an accurate statement, we now
understand that the zeroth moment should only be used if one is trying to describe the evolution
of a system at finite chemical potential. At finite chemical potential, one must evolve µ, Λ, and ξ
3In Ref. [86] the authors used option (a), but fixed it by hand by adjusting the relaxation time by a factor two in
order to match Israel-Stewart theory in the near-equilibrium limit.
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using the zeroth, first, and second moments [99]. In what follows, we will continue to work at zero
chemical potential, in which case it makes sense to proceed with the first and second moments of
the Boltzmann equation.4
2.5. Relation to second-order viscous hydrodynamics in the small anisotropy limit
In order to make the connection to standard second-order vHydro, one can rewrite Eq. (40) in
terms of the single shear stress tensor component pi ≡ piς ς necessary for a conformal 0+1d system,
i.e. PT = Peq(T ) + pi/2 and PL = Peq(T ) − pi. To start, we note that the energy conservation
equation (36) can be expressed in terms of pi as
τ∂τ log  = −4
3
+
pi

. (41)
To relate pi and ξ one can use pi = Peq − PL, to obtain
pi(ξ) ≡ pi

=
1
3
[
1− RL(ξ)R(ξ)
]
. (42)
In the left panel of Fig. 1 we plot pi as a function of ξ determined via Eq. (42) and, in the right
panel, we plot ξ as a function of pi determined via numerical inversion of Eq. (42). Importantly,
one observes that in aHydro pi is bounded, −2/3 < pi < 1/3. This is related to the positivity of
the longitudinal and transverse pressures which naturally emerges in this framework. Note that, at
leading order in aHydro all pressures are positive, however, if one includes the next-to-leading-order
corrections in δf˜ then it is possible to also describe negative longitudinal pressures (see Sec. 5 for
more information). That said, using a purely particle-based transport model at very early times
does not capture the essence of the physics necessary and, instead, one should consider generalizing
aHydro to include background chromofields which are evolved self-consistently with the distribution
function. In this way, the chromofield pressure contribution would result in a negative longitudinal
pressure in a manner which is closer to the spirit of the colored-glass-condensate framework.
One can easily show that pi is related to the shear inverse Reynolds number via [33]
R−1pi ≡
√
piµνpiµν
Peq
= 3
√
3
2
|pi| , (43)
from which one can see that the shear inverse Reynolds number measures the relative magnitude
of the shear viscous correction to the energy-momentum tensor compared to the isotropic pressure.
4For a discussion of the inclusion of a chemical potential and the role of the zeroth moment, we refer the reader
to Ref. [99].
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Figure 1: The left panel shows pi as a function of ξ found using Eq. (42). The right panel shows ξ as a function of pi
found using numerical inversion of Eq. (42).
We also note that, as a consequence of Eq. (43), a series in pi can be loosely understood as a series
in R−1pi .
Using Eq. (42), one can show that
∂τpi

= pi′∂τξ + pi∂τ log  , (44)
which upon using Eqs. (42) and (41) gives
∂τξ =
1
pi′
[
∂τpi

+
pi
τ
(
4
3
− pi

)]
, (45)
where pi′ ≡ dpi/dξ.
Plugging (45) into (40), one obtains
∂τpi

+
pi
τ
(
4
3
− pi

)
−
[
2(1 + ξ)
τ
− H(ξ)
τeq
]
pi′(ξ) = 0 , (46)
with
H(ξ) ≡ ξ(1 + ξ)3/2R5/4(ξ) , (47)
and the understanding that ξ = ξ(pi) where ξ(pi) is the inverse function of pi(ξ) (see right panel of
Fig. 1). Written in this form, we can see explicitly that the aHydro second-moment equation sums
an infinite number of terms in the expansion in the inverse Reynolds number (43). This follows
because the quantity in square brackets in Eq. (46) is a function that contains all orders in ξ and,
hence, Π. As we will see subsequently, this is extremely important because the exact attractor
possesses a large Reynolds number in the limit τT → 0. Before proceeding to this, in the next
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subsection we expand this equation in powers of ξ through second order (near-equilibrium limit)
and compare it to standard vHydro.
Small-ξ expansion
In order make the connection to standard vHydro, one can expand Eq. (46) in a Taylor-series
in ξ around ξ = 0. In order to accomplish this we need the ξ-expansions of the non-linear functions
appearing. To O(ξ2), one finds
pi =
8
45
ξ
[
1− 13
21
ξ +O(ξ2)
]
,
pi′ =
8
45
[
1− 26
21
ξ +
131
105
ξ2 +O(ξ3)
]
,
(1 + ξ)pi′ =
8
45
[
1− 5
21
ξ +
1
105
ξ2 +O(ξ3)
]
,
H = ξ + 2
3
ξ2 +O(ξ3) . (48)
With this, we can invert the relationship between pi and ξ, obtaining
ξ =
45
8
pi
[
1 +
195
56
pi +O(pi2)
]
, (49)
which results in
pi′ =
8
45
− 26
21
pi +
1061
392
pi2 +O(pi3) ,
(1 + ξ)pi′ =
8
45
− 5
21
pi − 38
49
pi2 +O(pi3) ,
H = 45
8
pi
[
1 +
405
56
pi +O(pi3)
]
,
Hpi′ = pi + 15
56
pi2 +O(pi3) . (50)
Using this expansion in Eq. (46) and keeping terms through linear order in pi gives
∂τpi − 4η
3τpiτ
+
38
21
pi
τ
= − pi
τpi
, (51)
where we have made use of the fact that for a conformal (massless) system one can eliminate the
energy density by expressing it in terms of the transport coefficients
 =
15
4
η
τeq
, (52)
and relabeled τeq → τpi in order to express the equations in standard second order hydrodynamics
form. Equation (51) agrees with previously obtained RTA second-order vHydro results [25, 33, 36,
16
37, 107], demonstrating that, in the limit of small momentum-space anistropy, aHydro automatically
reproduces the correct second-order vHydro equations if one uses the first and second moments of
the Boltzmann equation to generate the dynamical equations.5
2.6. Ideal and free streaming limits
In the previous subsection we proved that, using the first and second moments of the Boltzmann
equation, aHydro reduces to vHydro (vHydro) in the small anisotropy limit. In RTA, the small
anisotropy limit is appropriate when the relaxation time of the system τeq = 5η¯/T is very small,
which occurs in the limit that η¯ → 0 (or T → ∞). From the previous subsection it is easy to see
that when η¯ → 0 and hence τeq = τpi → 0, the aHydro equations reproduce the equation of motion
of ideal hydrodynamics [86]. Importantly, however, the equations also contain the free streaming
(FS) limit. To see this, we consider the opposite limit, namely the limit η¯ →∞, which corresponds
to τeq →∞.
Taking the τeq →∞ limit in Eq. (40) one obtains
1
1 + ξ
∂τξ =
2
τ
, (53)
which has a solution of the form
ξFS = (1 + ξ0)
(
τ
τ0
)2
− 1 . (54)
Using (53), the energy conservation equation (37) then becomes
∂τΛ = 0 , (55)
which tells us that in the FS limit ΛFS = Λ0. These solutions for ξ and Λ correspond precisely
with the analytic result for the case of 0+1d free streaming [108–111]. The fact that aHydro can
reproduce the ideal limit, the free streaming limit, and second-order vHydro in the limit of small η/s
makes it a unique approach to dissipative dynamics. Typically, one must rely on arguments based on
near-equilibrium limits to obtain fluid dynamical equations, however, aHydro shows that it may also
5The reader may be wondering how the agreement between aHydro and vHydro is maintained if one goes beyond
leading-order to include the δf˜ corrections. In practice, one finds that equations of motion are affected in such a
way that the near-equilibrium vHydro limit is unaffected, however, agreement with known exact solutions of the
Boltzmann equation is improved when including the residual anisotropy tensor corrections. For more information
concerning next-to-leading order aHydro, the vHydro limit, and comparisons to available exact solutions see Secs. 5
and 7.
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Figure 2: (Color online) The effective temperature T (left) and the 0+1d pressure anisotropy PL/PT (right) versus
proper time predicted by two versions of aHydro: (i) Using the first and second moments (solid lines) [92] and (ii)
using the the zeroth and first moment prescription of Ref. [86] (dashed lines). The initial conditions for both schemes
were T0 = 600 MeV, ξ0 = 0, τ0 = 0.25 fm/c.
be possible to describe certain classes of far-from-equilibrium dynamics using an optimized fluid-
dynamical approach. Note, however, demonstrating that aHydro reproduces the free streaming
limit has only been proven for Bjorken and Gubser flows. It would be interesting to see if a general
proof could be constructed, but at this point in time, we are not aware of such a proof.
2.7. aHydro numerical solution and comparison to vHydro
Next, we turn to the numerical solution of the 0+1d conformal aHydro and vHydro equations.
In Fig. 2 we plot the effective temperature and pressure anisotropy (PL/PT ) as a function of proper
time (τ). For these figures we used an initial condition of T0 = 600 MeV, ξ0 = 0, τ0 = 0.25 fm/c. The
solid lines were generated using Eqs. (37) and (40) with τeq = 5η¯/T and the effective temperature
given by Eq. (33). The dashed lines were generated using Eqs. (35) and (37) with τeq = 5η¯/(2T )
using the original prescription in Ref. [86]. As can be seen from the left panel the temperature
evolution predicted by both aHydro schemes is quite similar, however, the pressure anisotropy
predicted by the two schemes is quantitatively different, particularly at large values of η/s. That
being said, comparing the qualitative aspects we find similar predictions from both schemes. Since
the scheme which uses 1st and 2nd moments automatically reproduces the near-equilibrium limit
it is natural to use this scheme if one uses the method of moments of the Boltzmann equation.6
6Once again we remind the reader that we now understand that it is appropriate to use the zeroth moment only if
one is considering finite chemical potential in which it can be used to obtain an equation of motion for the chemical
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Figure 3: (Color online) A comparison of the 0+1d pressure anisotropy PL/PT versus proper time predicted by
aHydro and DNMR vHydro for T0 = 600 MeV (left) and T0 = 300 MeV (right) with τ0 = 0.25 fm/c. In both panels
we took the system to be initially isotropic corresponding to ξ0 = 0 and pi0 = 0 for aHydro and vHydro, respectively.
The four sets of solid and dashed lines correspond to 4piη/s ∈ {1, 2, 10, 100}.
In Fig. 3, we compare the 0+1d pressure anisotropy PL/PT as a function of proper time predicted
by the aHydro 1st and 2nd moment scheme and Denicol-Niemi-Molnar-Rischke (DNMR) vHydro
[33] for T0 = 300 MeV (left) and T0 = 600 MeV (right) with τ0 = 0.25 fm/c. For DNMR vHydro
we numerically solved Eqs. (41) and (51). DNMR vHydro is a complete second-order treatment
which is based on kinetic theory. In both panels of Fig. 3 we took the system to be initially
isotropic in momentum space, corresponding to ξ0 = 0 and pi0 = 0 for aHydro and vHydro,
respectively. As one can see from this figure, aHydro and vHydro agree qualitatively concerning
the magnitude of the pressure anisotropy. Comparison of the left and right panels demonstrates
that lower initial temperatures result in larger deviations from isotropy. This is to be expected
since the relaxation time scales inversely with the local effective temperature. Finally, we note that
there are sizable quantitative differences between aHydro and vHydro evolutions. Importantly, we
note that in both panels, the vHydro pressure ratio is observed to go negative for large values of
η/s. This is indicative of a complete breakdown of vHydro which is not surprising when η/s is large
since traditional vHydro are based on a linearization around local isotropic equilibrium7 and the
corrections are proportional to this ratio. We note, however, that at even lower temperatures one
potential.
7Traditional viscous hydrodynamics is a linearization since a dual expansion and truncation in Knudsen number
and inverse Reynolds number is performed. This procedure is expected to work only very close to equilibrium.
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sees this breakdown for even small values of η/s. Finally, we note that apart from this apparent
violation of positivity of the longitudinal pressure, it’s hard to say whether aHydro or vHydro
provide a more quantitatively reliable description of the system’s evolution. In a forthcoming
section, we will compare the various schemes developed with exact solutions of the Boltzmann
equation which are available in some simple situations. From these comparisons we will learn that
the aHydro framework provides the most quantitatively reliable method.
2.8. Summary
In this section, we presented the basic ingredients of the aHydro formalism in the case of a
conformal system which is transversally homogeneous and boost invariant (0+1d). We demon-
strated that aHydro reproduces the ideal hydrodynamics and free streaming limits. In addition,
we demonstrated that it reproduces the correct equations of second-order vHydro in the limit of
small anisotropy. This sets the stage for (a) extending the formalism to 3+1d by relaxing all of
the symmetries assumed in the prior subsection and (b) applying the formalism to non-conformal
(massive) gases. In the next section, we will do this at leading order in the aHydro expansion.
3. 3+1d leading-order aHydro for non-conformal systems
In this section we will present 3+1d aHydro for a non-conformal QGP at leading-order in
the aHydro expansion. By “leading-order” we simply mean that we take into account possible
momentum-space anisotropies by allowing for a generalized ellipsoidal form for the one-particle
distribution function and ignore any possible deviations from the assumed form. In aHydro, one
assumes that the full one-particle distribution function is given by a leading-order term of gener-
alized Romatschke-Strickland form [50, 53] plus a correction term which accounts for deviations
from the generalized ellipsoidal form
f(x, p) = feq
(
1
λ
√
pµΞµνpν ,
µ
λ
)
+ δf˜ , (56)
where λ is an energy scale which becomes the temperature in the isotropic equilibrium limit and µ
is the chemical potential.8 The anisotropy tensor has the form Ξµν ≡ uµuν + ξµν−∆µνΦ where ξµν
is a symmetric traceless tensor obeying uµξ
µν = 0 and ξµµ = 0, Φ is the bulk degree of freedom,
8We have called the scale λ here to emphasize that it not necessarily equal to the momentum scale Λ associated
with the canonical Romatschke-Strickland form used in the previous section. The explicit relation between the two
scales can be found in Sec. IIC of Ref. [93].
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and ∆µν is the transverse projector defined in the conventions and notation block in the beginning
of the review [89, 93]. Using the ellipsoidal form (56) and the tracelessness of ξµν , we are left with
six independent parameters out of the seven original parameters Φ, Ξii, and Ξij = Ξji. Combining
these six with the three independent parameters which describe uµ and the one for the momentum
scale λ, we arrive at ten degrees of freedom, which suffice to describe the dynamics of the ten
independent components of the energy-momentum tensor. In thermal equilibrium, the distribution
function feq(x) can be identified as Fermi-Dirac, Bose-Einstein, or Maxwellian distribution. Unless
otherwise indicated, we will take the Boltzmann form. Finally, in this section, following the leading-
order aHydro model, we ignore the non-ellipsoidal and non-exponential deviations accounted for
by δf˜ . We will return to this issue in Sec. 5 where we will discuss second-order aHydro (dubbed
vaHydro in the literature) in which one uses orthonormal polynomial expansions of δf˜ similar to
standard vHydro to compute these corrections systematically.
In what follows in this section, we will consider a 3+1d system consisting of particles with a
temperature independent mass following Ref. [93]. The introduction of the mass scale will allow us
to study bulk viscous corrections in the context of aHydro. For simplicity, we will assume vanishing
chemical potential herein.
3.1. Basis vectors
As mentioned previously, the lab frame basis vectors for a general 3+1d system can be ob-
tained by a set of Lorentz transformations applied to the LRF basis vectors [87, 89]. The set of
Lorentz transformations correspond to a longitudinal boost by ϑ along the beam line, a rotation
by ϕ ≡ tan−1(uy/ux) around the beam line, and a transverse boost θ⊥, which together yield
uµ ≡ (u0 coshϑ, ux, uy, u0 sinhϑ) ,
Xµ ≡
(
u⊥ coshϑ,
u0ux
u⊥
,
u0uy
u⊥
, u⊥ sinhϑ
)
,
Y µ ≡
(
0,− uy
u⊥
,
ux
u⊥
, 0
)
,
Zµ ≡ (sinhϑ, 0, 0, coshϑ) , (57)
where u⊥ ≡
√
u2x + u
2
y =
√
u20 − 1 = sinh θ⊥ and u0 = cosh θ⊥ is the Lorentz factor associated with
the transverse boost. Note that these basis vectors reduce to the 0+1d form specified in Eq. (21)
under the assumption of transverse homogeneity (uy → 0 followed by ux → 0) and boost invariance
(ϑ→ ς).
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3.2. Diagonal ellipsoidal form
In order to simplify the formalism, in this section we will make an additional assumption, namely
that the anisotropy tensor Ξµν is diagonal in the local rest frame, i.e. ΞµνLRF = diag(0, ξx, ξy, ξz). This
assumption is exact for central collisions if smooth Glauber-like initial conditions are used, however,
would be violated if event-by-event fluctuations are included. In general, we must also consider
the effect of off-diagonal anisotropies. For non-central collisions, results from standard vHydro
simulations find that the off-diagonal components of the shear are small [112], which suggests
that one can treat the off-diagonal anisotropies perturbatively. In forthcoming sections (Secs. 6
and 5, respectively), we will discuss how to relax this assumption in the context of leading- and
second-order aHydro.
Due to the tracelessness of the ξµν tensor, one has ξx + ξy + ξz = 0. Expanding the argument
of the square root appearing in Eq. (56) in the LRF gives
f(x, p) = feq
(
1
λ
√
pµΞµνpν
)
= feq
(
1
λ
√∑
i
p2i
α2i
+m2
)
, (58)
where i ∈ {x, y, z} and we have introduced some more convenient anisotropy parameters
αi ≡ (1 + ξi + Φ)−1/2 . (59)
This set of three anisotropy parameters αi replace the two independent components of ξ and the
degree of freedom Φ. Using Eq. (59) and ξµµ = 0, one has
Φ =
1
3
∑
i
α−2i − 1 . (60)
3.3. Dynamical equations
Assuming a diagonal anisotropy tensor, the energy-momentum tensor can be expressed as
Tµν = uµuν + PxX
µXν + PyY
µY ν + PzZ
µZν . (61)
The associated energy density and pressures can be expressed as
 = H3(α, mˆ)λ4 ,
Pi = H3i(α, mˆ)λ4 , (62)
with i ∈ {x, y, z} and the H-functions are
H3(α, mˆ) ≡ N˜α
∫
d3pˆ R(pˆ,α) feq
(√
pˆ2 + mˆ2
)
, (63)
H3i(α, mˆ) ≡ N˜αα2i
∫
d3pˆ Ri(pˆ,α) feq
(√
pˆ2 + mˆ2
)
, (64)
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where α = (αx, αy, αz), pˆ = p/λ, mˆ = m/λ, i ∈ {x, y, z}, α ≡
∏
i αi, and N˜ ≡ Ndof/(2pi)3. The R
and Ri functions appearing above are
R(pˆ,α) ≡
√
α2x pˆ
2
x + α
2
y pˆ
2
y + α
2
z pˆ
2
z + mˆ
2 , (65)
Ri(pˆ,α) ≡ pˆ
2
i
R(pˆ,α)
. (66)
More details concerning the H-functions and their efficient evaluation can be found Refs. [93, 97,
100, 104]. Note that, in the isotropic limit, α → 1, and assuming Boltzmann statistics, one has
λ→ T and
H3 → H3,eq(1, mˆeq) = 4piN˜mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
, (67)
H3i → H3i,eq(1, mˆeq) = 4piN˜mˆ2eqK2 (mˆeq) , (68)
where mˆeq = m/T .
3.3.1. First moment
The first moment of Boltzmann equation results in four equations
Du+ θu + PxuµDxX
µ + PyuµDyY
µ + PzuµDzZ
µ = 0 ,
DxPx + Pxθx − XµDuuµ − PyXµDyY µ − PzXµDzZµ = 0 ,
DyPy + Pyθy − YµDuuµ − PxYµDxXµ − PzYµDzZµ = 0 ,
DzPz + Pzθz − ZµDuuµ − PxZµDxXµ − PyZµDyY µ = 0 , (69)
where Du ≡ uµ∂µ, Dx ≡ Xµ∂µ, Dy ≡ Y µ∂µ, and Dz ≡ Zµ∂µ. Likewise, the expansion scalars
are θu = ∂µu
µ, θx = ∂µX
µ, θy = ∂µY
µ, and θz = ∂µZ
µ. Explicit expressions for these derivative
operators and expansion scalars can be found in Refs. [93, 97, 100, 104].
3.3.2. Second moment
Using the diagonal ellipsoidal form, the tensor-basis coefficient functions for the second moment
(19) are [93]
Ii(α, λ,m) = αα
2
i Ieq(λ,m) ,
Ieq(λ,m) = 4piN˜λ
5mˆ3K3(mˆ) , (70)
where α =
∏
i αi and K3 is a modified Bessel function of the second kind.
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Using the diagonal form of the anisotropy tensor, there are seven independent microscopic
variables, αx, αy, αz, ux, uy, ϑ, and λ and, additionally, one must use the Landau-matching
condition to determine the effective temperature T . Therefore, we need only eight equations in
order to evolve the system. Since there are, in general, ten independent tensor components of the
second moment of Boltzmann equation, we need to select an appropriate reduced set of components
to evolve. For this purpose, we take the three diagonal projections of the equation of motion of the
third moment, i.e. XµXν∂αI
αµν , YµYν∂αI
αµν , and ZµZν∂αI
αµν giving [93]
DuIi + Ii(θu + 2uµDiX
µ
i ) =
1
τeq
[
Ieq(T,m)− Ii
]
, (71)
where we have specialized to the case of the RTA collisional kernel and i ∈ {x, y, z}.
The effective temperature T appearing above can be determined using the requirement of
energy-momentum conservation, which results in the following matching condition between the
non-equilibrium kinetic energy density and the equilibrium energy density
H3(α, mˆ)λ4 = H3,eq(1, mˆeq)T 4. (72)
In the end, for diagonal ellipsoidal 3+1d aHydro evolution, we have eight equations resulting from
the first (69) and second (71) moments of the Boltzmann equation, together with the matching
condition (72).
3.4. Numerical solution in the 0+1d limit
In Fig. 4 we compare the proper-time evolution of the bulk pressure
Πζ(τ) =
1
3
[PL(τ) + 2PT (τ)− 3Peq(τ)] , (73)
obtained by solving the dynamical equations in the case of a transversally-homogeneous and boost-
invariant (0+1d) system. We compare the results obtained by solving the non-conformal aHydro
equations specified above and labelled as “aHydro (full)” to (a) the exact solution of the RTA
Boltzmann equation with massive particles [113] and (b) the spheroidal prescription without an
explicit bulk degree of freedom [93]. As we can see from this figure, the inclusion of the bulk
variable Φ results in much better agreement with the exact solution of the Boltzmann equation.
The agreement can be further improved by going to second-order as we will demonstrate in a
forthcoming section. In addition, we will discuss how the exact solution shown in Fig. 4 was
obtained in a Sec. 7, where we present three exact solutions to the RTA Boltzmann equation and
the lessons learned from comparisons of various aHydro and vHydro schemes to them.
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Figure 4: (Color online) Proper-time evolution of the bulk pressure correction using three different approaches: (i)
exact solution of the Boltzmann equation [113] (black solid line), (ii) the full aHydro equations including the bulk
degree of freedom (red dashed line), and (iii) the aHydro equations with the ellipsoidal bulk degree of freedom set
to zero (blue dot-dashed line). For both panels we used m = 300 MeV, τ0 = 0.5 fm/c, τeq = 0.5 fm/c, and T0 =
600 MeV. In the top panel, we fixed the initial spheroidal anisotropy parameter ξ0 = 0 and, in the bottom panel, we
chose ξ0 = 100. Figure used with permission from Ref. [93].
4. 3+1d quasiparticle anisotropic hydrodynamics
In the last section, we introduced aHydro for a non-conformal QGP, but we considered the
mass to be constant in the discussion. In this section, we will introduce quasiparticle anisotropic
hydrodynamics (aHydroQP) to take into account the non-conformality of QCD in a self-consistent
manner. As many perturbative methods suggest, the QGP can be described as a system of mas-
sive quasiparticles with temperature-dependent masses. For example, in the hard thermal loop
(HTL) resummation studies [114–120] one finds that both quarks and gluons acquire temperature-
dependent quasiparticle masses and non-trivial dispersion relations. In this section, we will review
the quasiparticle method presented originally in Ref. [97] by summarizing the main points.
4.1. The realistic equation of state
At high temperatures, quarks and gluons can be considered as an ideal gas due to asymptotic
freedom, but at lower temperatures, mainly around the critical temperature, one should consider
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non-perturbative methods, i.e. lattice QCD to obtain the energy density and pressure as a function
of temperature. In this section, we will introduce the realistic equation of state (EoS) taken from the
Wuppertal-Budapest collaboration [121]. Then, we will show how one can obtain the thermal mass
from the realistic EoS. Finally, we will specify the transport coefficients used here in aHydroQP in
RTA.
To obtain the energy density and pressure we use an analytic parameterization for the trace
anomaly obtained from Ref. [121]
Ieq(T )
T 4
=
[
h0
1 + h3t2
+
f0
[
tanh(f1t+ f2) + 1
]
1 + g1t+ g2t2
]
exp
(
−h1
t
− h2
t2
)
, (74)
where the trace anomaly is defined by Ieq = eq − 3Peq, and the parameters introduced above in
Eq. (74) are t ≡ T/(0.2 GeV), h0 = 0.1396, h1 = −0.1800, h2 = 0.0350, f0 = 2.76, f1 = 6.79,
f2 = −5.29, g1 = −0.47, g2 = 1.04, and h3 = 0.01.
Once one has the trace anomaly, the pressure can be obtained by integrating the trace anomaly
Peq(T )
T 4
=
∫ T
0
dT
T
Ieq(T )
T 4
, (75)
then the energy density can be obtained using the definition of the trace anomaly
eq(T ) = 3Peq(T ) + Ieq(T ) , (76)
At high temperatures, both the energy density and pressure approach the ideal limit (Stefan-
Boltzmann limit) given by
PSB =
SB
3
=
NdofT
4
pi2
, (77)
with
Ndof =
pi4
45
(
N2c − 1 +
7
4
NcNf
)
, (78)
where Nf and Nc are the number of flavors and colors respectively taken here to be Nf = Nc = 3.
Next, to find the thermal mass, one can use the following thermodynamic identity to solve for
m(T ) knowing the energy density and pressure from lattice QCD
eq + Peq = Tseq = 4piN˜T
4 mˆ3eqK3 (mˆeq) , (79)
where seq here is calculated for an equilibrium massive gas using a Boltzmann distribution function.
In Fig. 5-a, we show the temperature dependence of the energy density and pressure obtained
from lattice QCD scaled by SB and PSB, respectively. At high temperatures as expected both the
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Figure 5: (Color online) In panel (a) we show the energy density scaled by the Stefan-Boltzmann limit /SB (solid
line) and the pressure scaled by the Stefan-Boltzmann limit P/PSB (red dashed line) where both as a function of
temperature. In panel (b) we show the temperature dependence of the quasiparticle mass scaled by the temperature.
Figure used with permission from Ref. [97].
energy density and pressure approach the ideal limit, but have large corrections to the ideal limit at
lower temperatures. In Fig. 5-b, we show the temperature dependence of the thermal mass scaled
by the temperature. As can be seen from this figure, m ∼ T at high temperatures, indicating that
the quasiparticle mass is consistent with expectations from hard-thermal-loop perturbation theory
[114–120] in this regime.
We now turn to the transport coefficients used in the aHydroQP in RTA. The quasiparticle
expressions for the shear viscosity and the bulk viscosity taken from Refs. [124] and [125] are
η
τeq
=
1
T
I3,2(mˆeq) , (80)
ζ
τeq
=
5
3T
I3,2(mˆeq)− c2s(+ P ) + c2sm
dm
dT
I1,1(mˆeq) , (81)
where c2s is the speed of sound squared given by (c
2
s = ∂Peq/∂eq), and the special functions are
given by
I3,2(x) =
NdofT
5 x5
30pi2
[
1
16
(
K5(x)− 7K3(x) + 22K1(x)
)
−Ki,1(x)
]
, (82)
I1,1(x) =
NdofT
3 x3
6pi2
[
1
4
(
K3(x)− 5K1(x)
)
+Ki,1(x)
]
, (83)
Ki,1(x) =
pi
2
[
1− xK0(x)s−1(x)− xK1(x)s0(x)
]
, (84)
where Kn are the modified Bessel functions of the second kind, and sn are the modified Struve
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Figure 6: (Color online) The bulk viscosity scaled by the entropy density ζ/s as a function of T is shown for the
quasiparticle model (black solid line), Bayesian analysis (red short-dashed line) [122], and Black hole engineering
(blue long dot-dashed line) [123].
functions. Using Eq. (80), the relaxation time can be written as
τeq(T ) = η¯
+ P
I3,2(mˆeq)
. (85)
As a result, by using the RTA, one has no control on all transport coefficients, i.e., once η/s is
fixed, the bulk viscosity (ζ/s) is not a free parameter anymore. In Fig. 6, we show the temperature
dependence of bulk viscosity scaled by the entropy density ζ/s predicted by the quasiparticle model
compared to other two methods’ predictions: Bayesian analysis [122] and black hole engineering
[123]. From this figure, one can see that all results presented are quite similar. Later on, we will
comment on the bulk viscosity predicted by other vHydro studies which is quite large compared to
these results.
4.2. Thermodynamic consistency in aHydroQP
For a massive gas of particles using Boltzmann distribution function, the equilibrium energy
density, pressure, and entropy density are given by
eq(T,m) = 4piN˜T
4 mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
, (86)
Peq(T,m) = 4piN˜T
4 mˆ2eqK2 (mˆeq) , (87)
seq(T,m) = 4piN˜T
3 mˆ2eq
[
4K2 (mˆeq) + mˆeqK1 (mˆeq)
]
. (88)
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However, if one simply inserts temperature-dependent masses into the bulk variables above, one
finds that the resulting expressions are not thermodynamically consistent. To see how this problem
arises, the entropy density can be obtained in two different ways, one by seq = (eq + Peq)/T and
second by seq = ∂Peq/∂T . Using the expressions above, one finds that these two methods do
not give the same answer when we have a temperature-dependent mass m(T ). To fix this, one
introduces a background field in the energy-momentum tensor definition
Tµνeq = T
µν
kinetic,eq + g
µνBeq(T ) . (89)
As a result, bulk thermodynamic variables for an equilibrium Boltzmann gas of quasiparticles
become
eq(T,m) = 4piN˜T
4 mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
+Beq , (90)
Peq(T,m) = 4piN˜T
4 mˆ2eqK2 (mˆeq)−Beq , (91)
seq(T,m) = 4piN˜T
3 mˆ2eq
[
4K2 (mˆeq) + mˆeqK1 (mˆeq)
]
. (92)
As we can see, the energy density is modified by kinetic +Beq, and the pressure is modified as well
by Pkinetic −Beq. Now, to determine Beq, one should requires the thermodynamic consistency
Tseq = eq + Peq = T
∂Peq
∂T
. (93)
For this identity to hold, using Eqs. (90), (91), and (93) one obtains
dBeq
dT
= −1
2
dm2
dT
∫
dP feq(x, p) ,
= −4piN˜m2TK1(mˆeq)dm
dT
. (94)
One can obtain the full Beq by integrating Eq. (94). In Fig. 7, we show the temperature dependence
of Beq scaled by T
4 .
4.3. 3+1d dynamical equations in aHydroQP
In the case of having thermal quasiparticles, one should use the Boltzmann equation in its
general form which accounts for spatial variation of the particle mass [97, 124, 126]
pµ∂µf(x, p) +
1
2
∂im
2∂i(p)f(x, p) = −C[f ] , (95)
where at leading-order in the aHydro expansion f(x, p) is the anisotropic distribution function
specified in Eq. (58). Below we will only list the differences between what we presented before in
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Figure 7: This figure shows the temperature dependence of Beq scaled by T
4. Figure used with permission from
Ref. [97].
Sec. 3 and the quasiparticle method. As we discussed before, to keep thermodynamic consistency
one should modify the energy-momentum tensor by adding a background field
Tµν ≡
∫
dP pµpνf(x, p) +B(α, λ)gµν (96)
where B(α, λ) is the non-equilibrium background field which generalizes the modification of the
equilibrium energy-momentum tensor. This results to modification of the previous definitions of
the energy density and pressure components defined in Eqs. (62), by including the effect of the
background field as follows
 = H3(α, mˆ)λ4 +B ,
Pi = H3i(α, mˆ)λ4 −B , (97)
where mˆ ≡ m/λ. As explained before, for the equilibrium state, in order to conserve the energy-
momentum tensor, there must be a relation between the background field and the thermal mass
that should be satisfied. In a non-equilibrium situation, this relation is given by
∂µB = −1
2
∂µm
2
∫
dPf(x, p) . (98)
The first moment equations in this case are the same as the ones presented before in Eqs. (69) with
 and P obtained from the quasiparticle-modified forms. However, the second moment is modified
by an extra term corresponding to the thermal mass
∂αI
ανλ − J (ν∂λ)m2 = −
∫
dP pνpλC[f ] , (99)
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where Jν is the number current. The term involving the particle current has no effect on the
XµXν∂αI
αµν , YµYν∂αI
αµν , and ZµZν∂αI
αµν projections, but it results in an additional contribution
for some other projections such as uµXν∂αI
αµν [97].9 In summary, in 3+1d systems, we have eight
independent variables αi, ux, uy, ϑ, T , λ, so we need eight equations which are: four from the first
moment presented in Eqs. (69), three from the second moment shown in Eqs. (71) and one from
the matching condition in Eq. (72). Later on, we will show the phenomenological results of 3+1d
aHydroQP.
4.4. Standard anisotropic hydrodynamics
In this section, we will try to emphasize the importance of the way that the EoS is implemented
in aHydro. In a prior approach to implement a realistic EoS, dubbed standard aHydro, a straight-
forward method to implement the EoS in the context of aHydro was proposed, however it took the
non-conformality of the QGP into account only in an approximate way [97, 127]. Since, later in
this review, we will show some phenomenological results using this method, we give a very brief
introduction to it and show some comparisons with aHydroQP in some simple systems.
In standard aHydro, one assumes the system to be massless and to implement a realistic EoS,
one relates the energy density and pressure components by hand similar to how it is done in standard
vHydro. In standard aHydro, where m → 0, the energy density and pressure components can be
written as
 = H3(α)λ4 ,
Pi = H3i(α)λ4 , (100)
where we have H3(α) ≡ H3(α,m = 0) and H3i(α) ≡ H3i(α,m = 0).10 We notice that the
energy density and pressure components are factorized into two functions where one of them is
the isotropic energy density and pressure components and the other one carries all the anisotropy
information, i.e., H-functions. Standard aHydro uses the above relations, relating the factor of λ4
to the equilibrium energy density and pressure components as follows
eq(λ) = 24piN˜λ
4 ,
Peq(λ) = 8piN˜λ
4 , (101)
9This is due to the fact that the particle current Jµ is purely timelike at leading order.
10Equation (97) reduces to (100) in the limit B → 0 and m→ 0.
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where N˜ is defined below Eq. (64). Substituting Eq. (101), one can rewrite Eqs. (100) as
 = Hˆ3(α) eq(λ) ,
Pi = Hˆ3i(α)Peq(λ) , (102)
with Hˆ3(α) ≡ H3(α)/(24piN˜) and Hˆ3i(α) ≡ H3i(α)/(8piN˜). Hence, in this approximate way one
can impose the realistic EoS by replacing eq(λ) and Peq(λ) using lattice QCD calculations.
Next, we turn to some comparisons between standard aHydro and aHydroQP in simple systems.
To begin, we consider a boost-invariant and transversally-homogeneous system (0+1d). In Fig. 8,
we show the bulk pressure scaled by the equilibrium pressure for 4piη/s = 1 and 3 in panel (a)
and (b) respectively. As clearly can be seen from these comparisons, we see a substantial difference
between these two methods depending on the way that the EoS is implemented. The large difference
seen in the evolution of the bulk pressure correction stems from the consistent inclusion of conformal
symmetry breaking effects in the quasiparticle model, as opposed to the standard implementation
which only partially accounts for conformal symmetry breaking. For example, in the standard
implementation although one includes conformal symmetry breaking effects at the level of the
equation of state, non-conformal corrections to transport coefficients are not properly treated.
As can be seen from Fig. 8, the standard EoS implementation results in a larger bulk pressure
correction which naively would translate into larger radial flow. We also point out that, for both
the quasiparticle and standard EoS implementations, one observes that it takes quite a long time
for the system to approach the Navier-Stokes behavior, ΠNS = −ζθ. This is due to the shear-bulk
coupling which emerges in second-order viscous hydrodynamics [40] and anisotropic hydrodynamics
[93].
To illustrate this we next consider a boost-invariant and azimuthally-symmetric system (1+1d).
We show the primordial spectra of pions and kaons for 4piη/s = 1 and 3 in Fig. 9. For this figure, we
implemented fixed energy-density freeze-out at an energy density which corresponds to an effective
temperature of TFO = 150 MeV. Although both methods agree quite well at high pT , they clearly
disagree at low pT where standard aHydro obviously underestimates the spectra. As we will see later
on, this will cause some disagreement with the experimental data in 3+1d systems. Note, however,
that the expectation that the standard method results in stronger radial flow is demonstrated
clearly in Fig. 9.
32
aHydroQP
Standard aHydro
��� � � �� �� ��� ���
����
����
����
����
����
τ[fm/c]
Π ζ/� �
�
(a)
4πη/s=1
��� � � �� �� ��� ���-����
����
����
����
����
τ[fm/c]
Π ζ/� �
�
(b)
4πη/s=3
Figure 8: (Color online) In panel (a) and (b) we show the bulk pressure scaled by the equilibrium pressure predicted
by aHydroQP (black solid line) and aHydro (red dashed line) for 4piη/s = 1 and 3, respectively. Figure used with
permission from Ref. [97].
5. Second-order anisotropic hydrodynamics
As mentioned previously, the conceptual starting point for second-order aHydro is an expansion
of the one-particle distribution function around an ellipsoidally-deformed form (56). In this section,
we will review efforts to systematically include the corrections stemming from the non-ellipsoidal
terms captured by δf˜ . There have been a few works along these lines, see e.g. Refs. [91, 95, 98, 99,
128] and here we would like to provide a brief presentation of the method and some key results,
focussing on the non-conformal framework laid out in Refs. [95] since it includes the conformal case
as a special case.
5.1. Setup and thermodynamic moments
When one includes the corrections from δf˜ the framework has been dubbed “viscous anisotropic
hydrodynamics” (vaHydro) in order to distinguish it from leading-order aHydro. In this framework,
one takes a simple form for the leading-order one-particle distribution function which accounts for
non-spheroidal momentum-space anisotropies in a perturbative manner. As a result, in vaHydro
one can assume that the background anisotropy tensor is spheroidal and of Romatschke-Strickland
form generalized to a non-conformal system [89]. For a non-conformal spheroidally-anisotropic
system, the anisotropy tensor Ξµν can be expanded as [89]
Ξµν = uµuν − Φ∆µν + ξzµzν . (103)
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Figure 9: (Color online) The pions and kaons spectra are shown as a function of transverse momentum pT in 1+1d
systems for Pb-Pb collisions obtained from aHydroQP (black solid line) and standard aHydro (red dashed line) for
4piη/s = 1 and 3 in left panel and right panels respectively. Figure used with permission from Ref. [100].
In the LRF, the non-conformal extension of the Romatschke-Strickland form, fRS, is
fRS = fiso
(
1
Λ
√
m2+(1+Φ)p2T+(1+Φ+ξ)p
2
z
)
≡ fiso
(
ERS
Λ
)
, (104)
where E2RS≡ (1+Φ)m2T cosh2 y + ξm2T sinh2 y − Φm2, with m2T =m2+p2T . Above we have assumed
vanishing chemical potential and that f0 has the functional form of a local thermal equilibrium
distribution as discussed previously.
The starting point for the derivation of the vaHydro dynamical equations is the relativistic
Boltzmann equation for a system of massive particles (1). The particle four-current and the energy-
momentum tensor can be obtained from the first and second moments of f
Jµ = 〈pµ〉 , (105)
Tµν = 〈pµpν〉 , (106)
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where 〈O〉 ≡ ∫ dP O(p)f(x, p) with dP being the Lorentz invariant momentum-space measure in-
troduced in Eq. (3).
If the system is approximately spheroidal in momentum-space, one can expand f as
f(x, p) = fRS(x, p) + δf˜ , (107)
and Jµ and Tµν can be tensor decomposed as
Jµ = nuµ + v〈µ〉 , (108)
Tµν = uµuν − (PT + Π˜)∆µν + (PL − PT ) zµzν + p˜iµν . (109)
Above v〈µ〉 is the particle current transverse to uµ. The tilde variables collect the non-spheroidal
corrections to Jµ and Tµν , with Π˜ being the residual bulk viscous pressure, and p˜iµν being the
residual shear stress tensor defined by
n ≡ 〈E〉RS , vµ ≡ 〈pi〉δ˜Xµi ,
 ≡ 〈E2〉RS , PT ≡ 〈p2T 〉RS , PL ≡ 〈p2z〉RS ,
Π˜ ≡ −13〈∆αβpα pβ〉δ˜ , p˜iµν ≡ 〈p〈µpν〉〉δ˜ .
(110)
Above, 〈· · · 〉RS ≡
∫
dP (· · · )fRS and 〈· · · 〉δ˜ ≡
∫
dP (· · · )δf˜ , and we have made use of the generalized
Landau matching conditions 〈E〉δ˜ = 〈E2〉δ˜ = 0. We note that, in this context, the total bulk viscous
pressure Π can be obtained from
Π =
2PT + PL
3
− Peq + Π˜ , (111)
and the total shear stress tensor can be obtained from
piµν = (PL−PT )
(
∆µν
3
+ zµzν
)
+ p˜iµν . (112)
5.2. 14-moment expansion
In the 14-moment approximation, the deviation δf˜ from the locally anisotropic state appearing
in Eq. (104) is expanded to second order in momenta as [91, 95]
δf˜
fRSf˜RS
= −βE + wE2 − w
3
∆µνpµpν + w〈µν〉p〈µpν〉 , (113)
where f˜RS ≡ 1 − afRS, β ≡ 1/T , and w ≡ uµuνwµν with wµν being a general rank-two tensor.
Since so far the equations of motion have only been presented for zero chemical potential, there is
no heat current v˜µ and the coefficients of any terms linear in p〈µ〉 in Eq. (113) vanish. Plugging
Eq. (113) into Eqs. (110), the 14-moment coefficients can be expressed in terms of macroscopic
quantities (moments of the distribution) by inverting a matrix equation [91, 95].
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5.3. Leading-order moment equations
From the zeroth moment of the Boltzmann equation one obtains
Dun+ nθu = C0 , (114)
where, as previously, Du ≡ uµ∂µ and θu = ∂µuµ. From the projections of the first moment of the
Boltzmann equation along and transverse to uµ one obtains [91, 95]
Du+ (+PT+Π˜)θu + (PL−PT )uνDzzν − p˜iµνσµν = 0 , (115)
and
(+PT+Π˜)Duu
α −∇α(PT+Π˜) + ∆αν∂µp˜iµν
+zαDz(PL−PT ) + zα(PL−PT )(∂µzµ) + (PL−PT )Dzzα − (PL−PT )uαuνDzzν = 0 , (116)
where σµν ≡ ∇〈µuν〉. Finally, from the equation of motion for the second moment of the Boltzmann
equation projected with ∆αβµν in order to isolate the traceless and transverse components, one
obtains [95]
X
〈α
i X
β〉
j
[
DuI˜ij10 + ψijΠDuΠ˜ + ψijµνpi Dup˜iµν + Π˜DuψijΠ + p˜iµνDuψijµνpi
]
+X
〈α
i X
β〉
j
[
DuI˜ij10 + ψijΠ Π˜ + ψijµνpi p˜iµν
]
θu
+2
[
DuI˜ij10 + ψijΠ Π˜ + ψijµνpi p˜iµν
]
∆αβνλ
(
Xνi DuX
λ
j +X
ν
i Dju
λ
)
= C〈αβ〉0 . (117)
The definitions of the various special functions appearing above can be found in Ref. [95].
5.4. Equations of motion for the non-spheroidal corrections
The moment equations above involve both p˜iµν and Π˜. In order to close the system, one must
obtain equations of motion for their evolution similar to how the standard viscous shear tensor
and bulk evolution equations are obtained. The starting points for this procedure are the kinetic
definitions of Π˜ and p˜iµν [25, 33, 91]:
DuΠ˜ = −m
2
3
∫
dP Duδf˜ , (118)
Dup˜i
〈µν〉 = ∆µναβ
∫
dP p〈αpβ〉Duδf˜ . (119)
To proceed, one writes the Boltzmann equation as Duδf˜ = −DufRS − (p·∇(fRS+δf˜)− C[f ])/E.
Plugging this into Eqs. (118) and (119) and computing the necessary moments of the one-particle
distribution function gives [95]
− 3
m2
DuΠ˜− C−1 =W −X θu − Yµνσµν + 3
m2
Π˜θu − δµνΠΠΠ˜∇µuν − p˜iαβδµναβΠpi ∇µuν , (120)
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Dup˜i
〈µν〉 − C〈µν〉−1 = Kµν + Lµν +Mµν +Hµνλ (Duzλ + uα∇λzα) + (1 + Φ)Qµνλα∇λuα
−5
3
p˜iµνθu − 2p˜i〈µλ σν〉λ + 2p˜i〈µλ ων〉λ + 2Π˜σµν
−Π˜δµναβpiΠ ∇αuβ − δµναβσλpipi p˜iσλ∇αuβ . (121)
Expressions for the various dissipative forces (e.g. W and Yµν) and transport coefficients (e.g. δµνΠΠ
and δµναβΠpi ) appearing above can be found in Ref. [95]. Eqs. (114), (115), (116), (117), (120), and
(121) are the final closed set of evolution equations for vaHydro in the 14-moment approximation.
In closing, we note that it is possible to go beyond the 14-moment approximation in vaHydro. For
more information about this possibility see Ref. [98].
5.5. 0+1d Bjorken expansion
Assuming that the system is describable using kinetic theory, undergoing 0+1d Bjorken expan-
sion, possessing classical statistics, and subject to an RTA collisional kernel, the equations above
reduce to the following [95]
(∂ξ)∂τξ + (∂Λ)∂τΛ + (∂Φ)∂τΦ = −1
τ
(
+ PL + Π˜− p˜i
)
,
∂τξ
1+Φ+ξ
− 2
(
3+mˆ
K1(mˆ)
K2(mˆ)
)
∂τΛ
Λ
+
(
2
1+Φ
+
1
1+Φ+ξ
)
∂τΦ
=
2
τ
+
2
τeq
(
1− T
Λ
K2(mˆeq)
K2(mˆ)
(1+Φ)
√
1+Φ+ξ
)
, (122)
which come from the first and second moments, respectively. The evolution equations for the
non-spheroidal corrections are
∂τ Π˜ = −Γ
(
2P⊥+PL
3
−Peq+Π˜
)
+
m2
3Λ
(
J˜0,0,1∂τΛ
Λ
− 1
2
J˜ zz0,0,−1∂τξ −
3
2
J˜2,1,−1∂τΦ + 1+Φ+ξ
τ
J˜ zz0,0,−1
)
− λΠΠ Π˜
τ
− λΠpi p˜i
τ
,
(123)
∂τ p˜i = −Γ
(
p˜i − 2
3
(PL − P⊥)
)
+
1
Λ
[(
J˜ zz0,0,1 − J˜2,1,1
)∂τΛ
Λ
+
(
1+Φ+ξ
τ
− ∂τξ
2
)(
J˜ zzzz0,0,−1−J˜ zz2,1,−1
)
− 3
2
(
J˜ zz2,1,−1−
5
3
J˜4,2,−1
)
∂τΦ
]
+λpiΠ
Π˜
τ
+ λpipi
p˜i
τ
. (124)
Note that for 0+1d Bjorken expansion there is only one independent component of the shear stress
tensor and above we see that both ξ and p˜i appear as independent variables. In this context, p˜i
encodes the corrections to the pressure anisotropy which are not captured by the leading-order
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Figure 10: (Color online) The left panel shows the pressure anisotropy PL/PT as a function of proper time and the
right panel shows the bulk viscous correction multiplied by the proper time, τΠ, again as a function of proper time.
The exact solution to the Boltzmann equation is shown as a solid black line [113], vaHydro as a red long-dashed line,
LO aHydro as a blue long dot-dashed line [93], second-order vHydro as a green short-dashed line [25, 33, 34], and
finally, vaHydro with the shear-bulk couplings turned off as a purple short-dashed line. Initial conditions, masses
used, etc are indicated above each panel. Figure used with permission from Ref. [95].
evolution of ξ. It is possible to subsume all shear corrections into the leading-order anisotropy pa-
rameter using the so-called anisotropic matching principle which we will discuss in the next section.
In Fig. 10, we present a comparison presented originally in Ref. [95] between various hydrodynam-
ical frameworks applied to the non-conformal Boltzmann equation subject to Bjorken flow. As
can be seen from this figure, the aHydro framework most accurately reproduces both the pressure
anisotropy (related to the shear correction) and the bulk viscous correction when compared to the
exact solution [113]. Additionally, we see that vaHydro provides a clear quantitative improvement
over the leading-order aHydro results. For more information about the exact solution presented in
Fig. 10, see Sec. 7.
6. The anisotropic matching principle
As mentioned earlier, the most widely used method for obtaining the dynamical equations in the
framework of aHydro is taking moments of the Boltzmann equation with a specific prescription for
the collisional kernel. However, this method suffers from an ambiguity in the choice of dynamical
equations, because, it provides us with an uncontrolled number of equations which often does not
match the number of dynamical variables. While this ambiguity has been successfully treated in
the framework of second-order vHydro [40, 41, 107], this treatment cannot be naively extended
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to aHydro, because in aHydro we have at least one more degree of freedom (e.g. longitudinal
momentum-space anisotropy parameter).
An alternative method for obtaining the dynamical equations for the pressure corrections, e.g.
piµν and Π, directly from the Boltzmann equation [94] is the so-called anisotropic matching principle,
which is based on a generalization of the Landau matching condition. In conventional hydrody-
namics approaches, the Landau matching condition allows one to fix the LRF of the fluid and
accordingly defines the effective temperature in such a way as to enforce energy conservation. In
anisotropic matching, we basically use the new degrees of freedom (e.g. anisotropy parameters and
bulk degree of freedom) to fix the dissipative pressure corrections.
6.1. Extending Landau matching
For elaboration of the idea, we remind the reader that in the general formulation of aHydro we
have ten degrees of freedom, i.e. three independent components of four velocity, momentum scale
λ, bulk degree of freedom, and five independent anisotropy tensor components. This is exactly the
same as the number of independent parameters of energy-momentum tensor
Tµν =  uµuν − (Peq + Π)∆µν + piµν . (125)
Through implementation of the Landau matching condition in traditional hydrodynamics, where
f(x, p) = feq(x, p) + δf(x, p), we fix only the fluid four-velocity, i.e.
uµT
µν = uν , (126)
or
∆µαuβT
αβ =
∫
dP (p · u)p〈µ〉δf = 0 , (127)
which also implies that
 =
∫
dP (p · u)2f =
∫
dP (p · u)2feq . (128)
One can generalize this method to aHydro, with f(x, p) = fa(x, p) + δf˜ , by assuming that all
components of Tµν (including dissipative pressure corrections) can be reproduced using only the
leading-order anisotropic distribution function, i.e.
Tµν =
∫
dP pµpνf =
∫
dP pµpνfa , (129)
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with fa given by Eq. (58), which implies∫
dP pµpνδf˜ = 0 . (130)
This anisotropic matching prescription [94] can be used to determine equations of motion for
the dissipative corrections. Calculating the first moment of the Boltzmann equation one obtains
the equations for evolution of the energy density and the fluid four-velocity, which are similar to
those obtained using standard vHydro
Du = − (+ Peq + Π) θ + σµνpiµν , (131)
(+ Peq + Π)Duu
α = −∇α (Peq + Π)−∆αµ∂νpiµν . (132)
In order to derive the equations for evolution of pressure corrections, one starts from
DuT
µν =
∫
dP pµpνDuf , (133)
to obtain the exact convective derivatives of the pressure corrections as
Dupi
〈µν〉 =
∫
dP p〈µpν〉Duf , (134)
DuΠ = −1
3
∫
dP (p ·∆ · p)Duf −DuPeq . (135)
Next, by using the definition of four-index projection operator and the Boltzmann equation itself,
one has
Dupi
〈µν〉 − C〈µν〉−1 = −∆µνρσ∇α
∫
dP
pρpσpα f
(p · u) −
(
σρσ +
1
3
θ∆ρσ
)∫
dP
p〈µpν〉pρpσ f
(p · u)2 ,
DuΠ +
1
3
∆µνCµν−1 = −DuPeq +
1
3
∆µν∇ρ
∫
dP
pµpνpρ f
(p · u)
+
1
3
(
σρσ +
1
3
θ∆ρσ
)∫
dP
(p ·∆ · p)pρpσ f
(p · u)2 , (136)
with Cµ1...µnr defined in Eq. (6). So far no approximation has been made and, correspondingly, the
set of equations is not closed. Writing f = fa + δf˜ , the anisotropic matching principle tells us that
δf˜ does not contribute to any of the terms appearing in Eqs. (131) and (132) [94]. It is therefore
natural to close the system of equations (131)-(136) by ignoring δf˜ everywhere, i.e. by substituting
f = fa also in the collision terms and in all the integrals on the right-hand-side of Eqs. (136).
To further simplify the equations one can assume RTA for the collisional kernel (31). Equations
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(136) then become
Dupi
〈µν〉 +
1
τeq
piµν = −
(
σρσ +
1
3
θ∆ρσ
)∫
dP
p〈µpν〉pρpσ fa
(p · u)2 − 2pi
<µ
α σ
ν>α
+2P σµν − 5
3
θ piµν + 2pi<µα ω
ν>α, (137)
DuP +
1
τeq
(P − Peq) = 1
3
(
σρσ +
1
3
θ∆ρσ
)∫
dP
(p ·∆ · p)pρpσ fa
(p · u)2 +
2
3
piµνσ
µν − 5
3
P θ , (138)
with P = Peq + Π.
6.2. 0+1d limit
Although above we presented the anisotropic matching principle as it was originally introduced
by Tinti [94], an alternative derivation which yielded the same result was presented in Ref. [99].
Here we will demonstrate explicitly that the two methods are equivalent for a 0+1d conformal
system, i.e. Π = 0, piµν = diag{0, pi/2, pi/2,−pi}, σµν = diag{0, 1, 1,−2}/(3τ), ωµν = 0, and
θ = 1/τ . Using these simplifications and adding the zz-projection of Eq. (137) to Eq. (138), one
obtains
∂τPL +
1
τ
(3PL − I240) = − 1
τeq
(PL − Peq) , (139)
with PL = P − pi and
I240 =
∫
dP E−2p4zf(x, p) . (140)
The above equation is precisely that obtained in Ref. [99]. We will present comparisons of the
anisotropic matching principle with the method of taking momentum-moments of the Boltzmann
equation in the next section.
7. Testing against exact solutions to the Boltzmann equation
One way to assess which hydrodynamical formalism, e.g. Israel-Stewart vHydro, DNMR vHy-
dro, or aHydro, is the best is to make phenomenological predictions for typical experimental observ-
ables and then fit any free parameters, e.g. initial central temperature, freeze-out temperature(s),
etc., and compare the fit quality among the various approaches. However, since in practice the
number of free parameters, e.g. transport coefficients, might be quite large (even infinite), this
procedure would be replete with uncertainty, making it difficult to draw firm conclusions from such
theory/data comparisons. Another way to proceed is to find some cases in which exact solutions
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to a given microscopic model are possible and then to apply each hydrodynamical formalism to
this microscopic model and determine which one best reproduces the exact solution. This line of
inquiry was followed by several authors in recent years in the context of the Boltzmann equation
in RTA subject to some flow profiles that are similar to what is generated in URHICs, e.g. Bjorken
and Gubser flows [113, 129–132].
The starting point for all of the solutions presented in this section is the relativistic RTA
Boltzmann equation specified by Eqs. (1) and (31). For the purposes of this review, we will assume
a single component fluid and take the background equilibrium distribution function feq to be a
classical Boltzmann distribution
feq =
2
(2pi)3
exp
(
−p · u
T
)
. (141)
However, it is possible to obtain the exact solution to the RTA Boltzmann equation for quantum
distributions [133] and multi-component fluids [134].
7.1. 0+1d Bjorken Flow
In 0+1d, the general solution of the RTA Boltzmann equation (1) and (31) can be expressed
as [108, 129, 130, 135–137]
f(τ, w, pT ) = D(τ, τ0)f0(w, pT ) +
∫ τ
τ0
dτ ′
τeq(τ ′)
D(τ, τ ′) feq(τ ′, w, pT ) , (142)
where
w ≡ tpL − zE , (143)
and we have introduced the damping function
D(τ2, τ1) ≡ exp
[
−
∫ τ2
τ1
dτ ′′
τeq(τ ′′)
]
. (144)
7.1.1. Exact solution to the 0+1d conformal RTA Boltzmann equation
Multiplying the left- and right-hand-sides of Eq. (142) by E2 and integrating both sides using the
Lorentz-invariant integration measure
∫
dP and assuming that the initial distribution function is of
Romatschke-Strickland form (22), one obtains an integral equation for the energy density [129, 130]
¯(τ) = D(τ, τ0)
R(ξFS(τ))
R (ξ0) +
∫ τ
τ0
dτ ′
τeq(τ ′)
D(τ, τ ′) ¯(τ ′)R
(( τ
τ ′
)2 − 1) , (145)
where ¯ = /0 is the energy density scaled by its initial value, R is defined in Eq. (26), ξ0 is the
initial momentum-space anisotropy, ξFS(τ) = (1 + ξ0)(τ/τ0)
2 − 1, and
D(τ2, τ1) = exp
[
−
∫ τ2
τ1
dτ ′′ τ−1eq (τ
′′)
]
, (146)
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Figure 11: (Color online) Comparisons of results obtained using various aHydro and vHydro dynamical equations
and the exact solution of the 0+1d RTA Boltzmann equation for for a conformal system undergoing Bjorken flow. A
detailed description of the figure can be found in the text.
is the damping function. This integral equation can be solved using the method of iteration: one
makes an initial guess for the energy density as a function of proper time in a given interval and
then evaluates the right-hand-side of Eq. (145) using discrete quadratures. Once this step is done,
one uses the result obtained from this procedure for the next iteration and keeps iterating until a
desired convergence level is achieved in the interval considered. In practice, this method converges
reasonably quickly, allowing one to numerically obtain the exact solution. A public code which
efficiently solves Eq. (145) and computes the most relevant momentum-moments can be found
here [138].
Once the energy density as a function of proper time is obtained using this procedure one
automatically obtains the effective temperature via the scaled fourth root of the energy density.
From this, one can compute the full distribution function using Eq. (142). If one is interested
in, for example, the transverse and longitudinal pressures, one can proceed taking moments of
this equation, all relevant moments of the distribution function, e.g. once T (τ) is obtained, the
longitudinal pressure can be computed using
PL(τ) = D(τ, τ0)
RL
(
ξFS(τ)
)
RL (ξ0) +
∫ τ
τ0
dτ ′
τeq(τ ′)
D(τ, τ ′) ¯(τ ′)RL
(( τ
τ ′
)2 − 1) . (147)
In Fig. 11 we show comparisons of results obtained using various aHydro and vHydro dynamical
equations and the exact solution of the 0+1d RTA Boltzmann equation for a conformal system
undergoing Bjorken flow. The left panel shows the pressure ratio PL/PT as a function of proper time
obtained from the exact solution (solid black line), the aHydro solution obtained from the trace-
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subtracted second moment (red dashed line), the aHydro solution obtained using the anisotropic
matching principle i.e. Eq. (136) with f = fa (blue long-dashed line), the second-order vHydro
equations of DNMR (green dot-dashed line) [33], and the third-order vHydro equations of Jaiswal
[37] (red dotted line). The right panel shows the ratio of the result obtained in each scheme to
the exact result. As can be seen from this figure, the two aHydro prescriptions perform the best
compared to both 2nd-order and 3rd-order vHydro even though they are formally only leading-
order in the aHydro expansion. At late times, the 3rd-order result gives slightly higher accuracy
in this specific case, however, we note that a systematic study varying both the initial conditions
and value of η/s shows that aHydro provides the most accurate dynamics compared to the exact
solution, particularly for initial conditions which deviate strongly from isotropy and/or large values
of η/s. Finally, we note that the accuracy of aHydro can be even further increased by going to
second-order using vaHydro [91, 95]. We will present some comparisons of the vaHydro result with
exact solutions in the subsequent discussion.
7.1.2. Exact solution to the 0+1d non-conformal RTA Boltzmann equation
A similar procedure can be used to solve the 0+1d RTA Boltzmann equation for massive particles
allowing one to study the impact of the breaking of conformal symmetry and to assess which
dissipative hydrodynamics framework provides the most accurate description of the bulk viscous
correction to the pressure. The resulting integral equation is [113]
2m2T (τ)
[
3T (τ)K2
(
m
T (τ)
)
+mK1
(
m
T (τ)
)]
= D(τ, τ0)Λ
4
0H˜2
[
τ0
τ
√
1 + ξ0
,
m
Λ0
]
+
τ∫
τ0
dτ ′
τeq(τ ′)
D(τ, τ ′)T 4(τ ′)H˜2
[
τ ′
τ
,
m
T (τ ′)
]
, (148)
where
H2(y, ζ) = y
(√
y2 + ζ2 +
1 + ζ2√
y2 − 1 tanh
−1
√
y2 − 1
y2 + ζ2
)
. (149)
In this case the integral equation is written in terms of the effective temperature T (τ). It can, once
again, be solved using the iterative method [139]. In the massless limit (m→ 0), Eq. (148) reduces
to Eq. (145).
In Fig. 12 we show a comparison of the evolution of the pressure anisotropy for two different
initial momentum anisotropies obtained from numerical solution to Eq. (148). The top and bottom
panels show the results for isotropic and oblate initial momentum-space anistropies, respectively.
In both panels, the solid black line indicates the massless solution and the red dashed line indicates
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Figure 12: (Color online) Comparison of the evolution of the pressure anisotropy for two different initial momentum
anisotropies obtained from numerical solution to Eq. (148). The top and bottom panels show the result for isotropic
and oblate initial momentum-space anistropies, respectively. In both panels, the solid black line indicates the massless
solution and the red dashed line indicates the solution obtained assuming m = 300 MeV. Figure used with permission
from Ref. [113].
the solution obtained assuming m = 300 MeV. As can be seen from this figure, the mass of the
particle does not have any appreciable effect on the level of momentum-space anisotropy emerging
during the evolution. Next, in Fig. 13 we show comparison of the exact solution obtained using
Eq. (148) (solid black line), vHydro (green long-dashed line) [41], leading-order aHydro (blue dot-
dashed line) [93], and vaHydro (green dashed line) [95]. In this figure, we show the evolution of
the pressure anisotropy in the left column and the bulk viscous correction to the pressure in the
right column. As can be seen from this figure, all schemes show a good qualitative agreement
with the exact solution, however, vaHydro proves to be the most accurate prescription as might
be expected since it is second-order in the aHydro expansion.11 Note, importantly, that the non-
conformal Israel-Stewart equations fail to describe the exact solution even qualitatively because
11Further comparisons of different leading-order aHydro schemes with the exact solution in the non-conformal case
can be found in Ref. [140].
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Figure 13: (Color online) Comparison of the exact solution obtained using Eq. (148) (solid black line), vHydro (green
long-dashed line) [41], leading-order aHydro (blue dot-dashed line) [93], and vaHydro (green dashed line) [95]. The
left panels show the pressure anisotropy as a function of proper time assuming an initially isotropic state (top)
or oblate anisotropic state (bottom). The right panels show the bulk correction to the pressure times the proper
time as function of proper time. Once again the top and bottom panels show two different initial momentum-space
anisotropies. Figure used with permission from Ref. [95].
this, now rather dated, formalism neglects the coupling between the shear and bulk corrections to
the pressures in the dynamical equations [40].
7.2. 1+1d Gubser flow
In order to have a test case that is more closely connected to heavy-ion collisions, it is desirable to
have exact solutions to the Boltzmann equation in a case in which there is also transverse expansion.
Such a profile is provided by the so-called Gubser flow [141, 142].12 Gubser flow is established
based on symmetries: one assumes that the system is boost invariant, cylindrically symmetric
12In this section, we use the mostly plus convention for the Minkowski metric, i.e. gµν = diag(−1, 1, 1, 1), in order
to connect more easily to existing literature on Gubser flow.
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Figure 14: (Color online) Lines of constant ρ in the (τ, r) plane. The origin in de Sitter time, ρ= 0, corresponds to
the line going through (qτ, qr) = (1, 0) and the upper right corner of the graph. Figure used with permission from
Ref. [131].
with respect to the beam line at all times, and reflection symmetric about the xy-plane. With
these assumptions, one can construct a flow with SO(3)q ⊗SO(1,1)⊗Z2 symmetry [141, 142]. The
requirement of SO(3)q symmetry couples the temporal and radial dependence, resulting in a non-
trivial radial flow pattern which makes Gubser flow unique. As a result of the imposed symmetries,
all dynamical variables only depend on τ =
√
t2 − z2 and r =
√
x2 + y2 through the dimensionless
combination G(τ, r) = (1 − q2τ2 + q2r2)/(2qτ), where q is an arbitrary energy scale that sets
the physical size of the system. The resulting flow profile is u˜µ = (cosh θ⊥, sinh θ⊥, 0, 0), with
tanh θ⊥ ≡ 2q2τr/(1 + q2τ2 + q2r2). In this expression, the tilde indicates polar Milne coordinates
with position four-vector x˜µ = (τ, r, φ, ς) and φ = tan−1(y/x) and ς is the spatial rapidity.
To map this to a static flow, one performs a Weyl-rescaling and then a change of variables to
de Sitter coordinates sinh ρ = −(1 − q2τ2 + q2r2)/(2qτ) and tan θ = 2qr/(1 + q2τ2 − q2r2). The
variable ρ is the ”de Sitter time” and θ is an angular variable and, due to the symmetries of this
flow, physical quantities only depend on ρ. At fixed r, the limit τ → 0+ corresponds to the limit
ρ → −∞ and the limit τ → ∞ corresponds to the limit ρ → ∞. This means that the de Sitter
map covers the entire forward light cone. In the text that follows, Weyl-rescaled de Sitter-space
quantities are indicated with a hat.
Because, using this setup, the system effectively maps to a one-dimensional problem in Weyl-
rescaled de Sitter-space, one can construct the exact solution in a similar manner as was done with
Bjorken flow in the previous subsection. One starts with the Boltzmann equation in Weyl-rescaled
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de Sitter-space, constructs the exact solution for the one-particle distribution function, and then
takes Weyl-rescaled de Sitter-space momentum moments of the exact solution to obtain integral
equations for the moments of interest. The resulting one-dimensional integral equation for the
Weyl-rescaled de Sitter-space energy density is [131, 132]
εˆ(ρ) =
3
pi2
[
D(ρ, ρ0)H
(
cosh ρ0
cosh ρ
)
Tˆ 40 +
1
c
∫ ρ
ρ0
dρ′D(ρ, ρ′)H
(
cosh ρ′
cosh ρ
)
Tˆ 5(ρ′)
]
, (150)
where c = 5η/s,
D(ρ2, ρ1) = exp
(
−
∫ ρ2
ρ1
dρ′′
Tˆ (ρ′′)
c
)
, (151)
and
H(x) = 1
2
x2 + x4 tanh−1
(√
1−x2
)
√
1−x2
 . (152)
As before, one can solve this integral equation using the method of iteration. A code for this
purpose can be downloaded here [138].
7.2.1. Leading-order aHydro for Gubser flow
We now introduce our ansatz for the leading-order aHydro one-particle distribution function.
Since the system is cylindrically symmetric with respect to the beam line, the de Sitter space
anisotropy tensor can be assumed to be diagonal.13 An ellipsoidally anisotropic distribution func-
tion can be constructed by introducing a tensor of the form Ξˆµν = uˆµuˆν + ξˆµν , where uˆµ is the de
Sitter-space four-velocity and ξˆµν is a symmetric traceless anisotropy tensor [96, 144]. Expanding
ξˆµν in the de Sitter-space basis gives ξˆµν = ξˆθΘˆ
µΘˆν + ξˆφΦˆ
µΦˆν + ξˆς ςˆ
µςˆν , where Θˆµ, Φˆµ, and ςˆν are
Weyl-rescaled de Sitter space basis vectors which obey uˆµuˆµ = −1, ΘˆµΘˆµ = 1, ΦˆµΦˆµ = 1, ςˆµςˆµ = 1.
The anisotropy tensor is traceless, i.e. ξˆµµ = 0, and orthogonal to the flow, i.e. uˆµξˆ
µν = 0. Using the
tensor Ξˆµν , one can construct an anisotropic distribution function for a conformal system [96, 144]
f(xˆ, pˆ) = feq
(
1
λˆ
√
pˆµΞˆµν pˆν
)
, (153)
where we have assumed vanishing chemical potential and λˆ is a non-equilibrium scale (transverse
temperature) which can be identified with the de Sitter-space temperature, Tˆ , only when ξˆµν = 0.
To determine the ρ-dependence of the scale λˆ and anisotropies ξˆi, we take moments of the
Boltzmann equation in RTA pˆ · Df = pˆ · uˆ (f − feq)/τˆeq, where Dµ is the covariant derivative,
13Any off-diagonal contributions quickly relax to zero even if they are initially non-zero [143].
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Figure 15: (Color online) In the top row, we compare the de Sitter-space effective temperature Tˆ obtained from the
exact kinetic solution obtained in Refs. [131, 132] (black solid line), the leading-order aHydro equations obtained
in Ref. [144] (red dashed line), DNMR second-order vHydro obtained in Ref. [143] (green dot-dashed line), and
Israel-Stewart second-order vHydro obtained in Ref. [143] (blue dotted line). Figure used with permission from
Ref. [131].
and τˆeq is the Weyl-rescaled relaxation time. For a conformal system in RTA, one has τˆeq =
5ˆ¯η/Tˆ , where ˆ¯η = ηˆ/sˆ = η/s with ηˆ and sˆ being the Weyl-rescaled shear viscosity and entropy
density, respectively. Taking the first and second moments of the Boltzmann equation in de Sitter
coordinates, one obtains two coupled ordinary differential equations [144]
4
d log λˆ
dρ
+
3αˆ2ς
(
H2L(y¯)
H2(y¯)
+ 1
)
− 4
3αˆ2ς − 1
d log αˆς
dρ
+ tanh ρ
(
H2T (y¯)
H2(y¯)
+ 2
)
= 0 , (154)
6αˆς
1− 3αˆ2ς
dαˆς
dρ
− 3
(
3αˆ4ς − 4αˆ2ς + 1
)
4τˆeqαˆ5ς
(
Tˆ
λˆ
)5
+ 2 tanh ρ = 0 , (155)
where αˆς ≡ (1 + ξˆς)−1/2, y¯2 ≡ (3αˆ2ς − 1)/2, and Tˆ = αˆς λˆ (H2(y¯)/2)1/4/y¯. The definitions of the
H-functions appearing above can be found in Ref. [144].
In Fig. 15 we present a comparison of the exact solution of the RTA Boltzmann equation subject
to Gubser flow with various dissipative hydrodynamics approaches. The columns in Fig. 15 (from
left to right) correspond to three different choices of the shear viscosity to entropy density ratio
with 4piη/s ∈ {1, 3, 10}, respectively. In the top row, we compare results for the scaled effective
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temperature obtained using varies approaches and, in the bottom row, we compare results for the
scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ) obtained with the same approaches. The and values of 4piη/s in the
bottom row are the same as in the top row. In all cases, at ρ = ρ0 = −10, we fixed the initial
effective temperature to be Tˆ0 = 0.002 and the initial anisotropy to be αˆς,0 = 1, which corresponds
to an isotropic thermal equilibrium initial condition in de Sitter space.
As can be seen from this figure, the leading-order aHydro equations obtained in Ref. [144]
provide the best approximation to the exact result. From the top row, we see that it is very
difficult to distinguish the aHydro result for the effective temperature from the exact result. From
the bottom row, we see that the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ) has visible differences between the
aHydro solutions and the exact solution in the region above ρ & 0, however, in all cases, at large ρ,
one sees that aHydro has the correct asymptotic behavior unlike the other approaches considered.
The latter observation can be proven analytically [144]. In Ref. [144] anisotropic initial conditions
were also considered with the conclusion being the same. Based on these findings the authors
of Ref. [144] concluded that leading-order aHydro described the spatio-temporal evolution of the
system better than all dissipative hydrodynamics approaches known at the time.
7.2.2. Second-order aHydro for Gubser Flow
It is possible to further improve the agreement between aHydro and the exact solution by going
to second-order (vaHydro) [128]. In Ref. [128] two different improved aHydro approaches were
considered: (1) Using the anisotropic matching principle at leading-order [94] and (2) computing the
second-order (viscous) corrections to the Nopoush-Ryblewski-Strickland (NRS) solution presented
in the previous subsection. We would now like to summarize their main findings for both cases.
Anisotropic Matching Principle: This method uses the first moment of the Boltzmann equation
to enforce energy conservation
∂ρˆ+ tanh ρ
(
8
3
ˆ−pˆi
)
= 0 . (156)
The anisotropic matching principle [94] is then used to obtain the equation of motion for pˆi [128]
∂ρ ˆ¯pi +
ˆ¯pi
τˆr
=
4
3
tanh ρ
(
5
16
+ ˆ¯pi − ˆ¯pi2 − 9
16
F(ˆ¯pi)
)
, (157)
where
ˆ¯pi(ξ) =
3pˆi
4ˆ
=
1
4
(
3R220(ξ)
R200(ξ) − 1
)
, (158)
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and
F(ˆ¯pi) ≡ R240
(
ξ(ˆ¯pi)
)
R200
(
ξ(ˆ¯pi)
) . (159)
In the equations above, ξ(ˆ¯pi) is understood to be the inverse of the function of ˆ¯pi(ξ) specified in
Eq. (158).
The special functions required are
R200(ξ) = R(ξ) ,
R220(ξ) = −1
ξ
[
1
1 + ξ
−R(ξ)
]
,
R240(ξ) = 1
ξ2
[
3 + ξ
1 + ξ
− 3R(ξ)
]
, (160)
with R(ξ) defined in Eq. (26).
NRS scheme at NLO: The leading-order NRS equations were obtained from the zz projection
minus one third of the sum of the xx + yy + zz projections of the second moment of the Boltzmann
equation. At second-order one includes a viscous correction to the energy-momentum tensor such
that PˆL = Pˆ
RS
L +
ˆ˜pi. The differential equations necessary can once again be expressed in terms
of moments of the distribution function, however, now the equations involve the residual viscous
correction ˆ˜pi. The first-moment equation (energy conservation equation) becomes
∂ρˆ+ tanh ρ
(
8
3
ˆ−pˆiRS
)
= ˆ˜pi tanh ρ , (161)
where we have used PˆRSL = Pˆ0 + pˆiRS = ˆ/3 + pˆiRS.
From the second-moment of the Boltzmann equation one can obtain an equation for ξ using
the NRS prescription
∂ρξ +
ξ(1 + ξ)3/2 Rˆ5/4200(ξ)
τˆr
= −2 tanh ρ (1+ξ) , (162)
and an equation of motion for the residual shear pressure [128]
∂ρ ˆ˜pi = − pˆiRS+
ˆ˜pi
τˆr
− tanh ρ
[
4
3
ˆ˜pi + αˆ Iˆ240 − βˆ Iˆ340 + 4
3
ωˆ Iˆ440 +
1
2
ωˆ〈ηη〉
(
3 Iˆ460−Iˆ440
)]
−∂ρΛˆ
Λˆ2
(
Hˆ221−1
3
Hˆ201
)
− tanh ρ
Λˆ
(
4
3
Hˆ42−1−Hˆ44−1 − 1
3
Hˆ40−1
)
+
∂ρξ
2Λˆ
(
Hˆ44−1−1
3
Hˆ42−1
)
. (163)
The definitions of the various special functions and symbols above can be found in Ref. [128].
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Figure 16: (Color online) Scaled temperature and the normalized shear stress vs de Sitter time obtained using the
exact solution of the RTA Boltzmann equation (black solid lines) and four different hydrodynamic approximations:
second-order vHydro (DNMR theory, short-dashed magenta lines), aHydro using the anisotropic matching principle
(dotted red lines), leading-order aHydro using the Nopoush-Ryblewski-Strickland scheme (NRS, dash-dotted green
lines), and second-order aHydro in the NRS scheme now including the residual viscous corrections (NLO NRS,
long-dashed blue lines). Figure used with permission from Ref. [128].
7.2.3. Comparison of results
In Fig. 16 we present a figure from Ref. [128] which compares various schemes: second-order
vHydro (DNMR), aHydro using the anisotropic matching principle, leading-order aHydro using
the NRS prescription, and second-order NRS aHydro. In the figure, the left column shows the
Weyl-rescaled temperature Tˆ , the second column shows the scaled temperature obtained using the
various hydrodynamical schemes scaled by the exact solution, the third column shows the scaled
shear correction ˆ¯pi, and the fourth column shows the scaled shear correction obtained using the
various hydrodynamical schemes scaled by the exact solution. From this figure, we see that all
aHydro implementations better reproduce the exact solution than standard second-order vHydro.
The maximum error in Tˆ is approximately 4% in the range shown and the maximum deviation in
ˆ¯pi is approximately 3%. Comparing the different aHydro results, we see that going to second-order
marginally improves the agreement with the exact solution [145]. We note also that the NLO
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NRS results and anisotropic matching condition results are almost indistinguishable, suggesting a
connection between these two schemes which is further elaborated in Ref. [128].
8. The anisotropic non-equilibrium attractor
As mentioned in the introduction, the QGP generated in URHICs is highly momentum-space
anisotropic. However, despite these large momentum-space anisotropies the system is seemingly
well-described by relativistic dissipative hydrodynamics. The timescale for the onset of hydrody-
namical behavior in the QGP has been dubbed “hydrodynamization” time scale. Many disparate
theories find that this time scale is much shorter than the isotropization time [71, 73, 76, 78, 79,
81, 82, 146–156]. In recent years, we have learned that the process of hydrodynamization is driven
by a dynamical attractor which varies a bit depending on the model one considers [149, 156–162].
In a recent paper [159] it was shown how to determine the dynamical attractor associated with
aHydro and two different second-order vHydro frameworks: DNMR and Mueller-Israel-Stewart
(MIS). Here we will briefly review the method for obtaining the 0+1d attractor equation for con-
formal systems using aHydro and demonstrate that it provides the best approximation to the true
attractor determined by exact solution of the Boltzmann equation.
8.1. Attractor variables
It is useful to introduce the dimensionless “time” [157]
w ≡ τT (τ) , (164)
where T (τ) ≡ γ1/4(τ) is the effective temperature with γ collecting all numerical factors associated
number of degrees of freedom, etc. From this, one readily obtains
ϕ(w) ≡ τ w˙
w
= 1 +
τ
4
∂τ log  , (165)
where, on the left, we have introduced the amplitude ϕ.14 From this we see that a solution for the
proper-time evolution of the energy density uniquely specifies the w-dependence of the amplitude
ϕ. The amplitude ϕ is bounded by energy positivity to the region 0 ≤ ϕ ≤ 1 [163].
14In the original literature the variable ϕ was simply called “f”, however, in order to avoid overlap with the
one-particle distribution function, we have modified the notation slightly.
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8.2. Conformal 0+1d aHydro attractor
We begin by changing variables in the two conformal 0+1d aHydro dynamical equations to ϕ
and w. The starting point are the first and second moments of the 0+1d conformal Boltzmann
equation given in Eqs. (36) and (46), respectively. The first moment can be written as
τ∂τ log  = −4
3
+
pi

= 4(ϕ− 1) , (166)
where here pi is the single independent component of the 0+1d shear tensor with PT = P − pi/2
and PL = P + pi. Using this, pi ≡ pi/ can be expressed solely in terms ϕ
pi = 4
(
ϕ− 2
3
)
. (167)
Note that the inverse Reynolds number is related to pi (and hence ϕ) by R−1pi ≡
√
piµνpiµν/P0 =
3
√
3/2 |pi|.
From the first moment of the Boltzmann equation, by taking an additional derivative with
respect to τ and changing variables to ϕ and w, one can obtain the following first-order differential
equation for ϕ(w) [157]
wϕϕ′ = −8
3
+
20
3
ϕ− 4ϕ2 + τ
4
p˙i

, (168)
where p˙i = ∂τpi and from the aHydro second moment equation (46), one obtains [159]
τ
4
p˙i

=
8
3
− 20
3
ϕ+ 4ϕ2 +
{
1
2
[1 + ξ(pi)]− w
4cpi
H(ξ)
}
pi′ , (169)
where cpi is the constant that relates the relaxation time and the inverse temperature τeq(T ) = cpi/T
which, for a RTA collisional kernel is cpi = 5, pi
′(ξ) = dpi(ξ)/dξ, and H(ξ) ≡ ξ(1 + ξ)3/2R5/4(ξ) with
R(ξ) defined in Eq. (26).15
Combining these two results gives us the aHydro “attractor equation”
wϕ
∂ϕ
∂w
=
{
1
2
[1 + ξ(ϕ)]− w
4
H(ξ)
}
pi′ , (170)
where w = w/cpi. Note, importantly, that the right-hand-side of Eq. (170) resums an infinite
number of terms in the inverse Reynolds number. This is due to the fact that (a) the inverse
function ξ(ϕ) is nonlinear and (b) the H function itself contains all orders in ξ. As it stands the
15In the final expression, ξ should be understood to be a function of pi, and hence ϕ since pi = 4ϕ−8/3. For further
information, we point the reader to Sec. 2.5.
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Figure 17: (Color online) In the left panel, we compare the solutions to the attractor equations for various models.
The aHydro (black solid line), DNMR (red short-dashed), MIS (blue long-dashed), and NS attractors (green dot-
dashed) compared to the exact solution. In the right panel, we plot the pressure anisotropy emerging from the aHydro
attractor (solid black line) along with several direct numerical solutions to the aHydro dynamical equations (37) and
(40) (grey dashed lines) corresponding to a variety of initial conditions for pi assuming 4piη/s = 2. Figures used with
permission from Ref. [159].
attractor equation is nothing but a rewriting of the equations of motion, however, by fixing the
boundary condition at w → 0 one can obtain a unique solution which can be seen to be an attractor
for the general dynamical equations. To obtain the aHydro attractor numerically, this differential
equation must be solved with the boundary condition limw→0 ϕ(w) = 3/4 [159]. This boundary
condition can be determined analytically by making a “slow-roll” approximation to the differential
equation in the small-w limit. The precise value of ϕ(0) depends on the hydrodynamic framework
being considered. The value of 3/4 obtained in aHydro is special because it guarantees that the
resulting attractor solution possesses positive longitudinal pressure as w → 0.
Comparison of the aHydro attractor and the exact solution
In Fig. 17 we present two panels. In the left panel, we compare the solutions to the attractor
equations for various models for a system undergoing 0+1d boost-invariant Bjorken expansion. The
aHydro (black solid line), DNMR (red short-dashed), MIS (blue long-dashed), and Navier-Stokes
(NS) attractors (green dot-dashed) compared to the attractor obtained via exact solution of the
Boltzmann equation.16
16For more information about the method for obtaining the exact attractor solution, we refer the reader to the
supplemental material supplied in Ref. [158].
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As can be seen from this figure, aHydro agrees best with the exact solution [129, 130] for the
0+1d conformal attractor. In addition, one finds that the aHydro attractor possesses positive
pressures for all values of w, whereas, the different second-order frameworks have attractors which
result in negative pressures. This is reflected in the left panel by the fact that ϕ is bounded between
1/2 and 3/4 for aHydro whereas vHydro can violate these bounds. In particular, if ϕ > 3/4 a
negative longitudinal pressure results.
In the right panel of Fig. 17, we plot the pressure anisotropy emerging from the aHydro attractor
(solid black line) along with several direct numerical solutions (grey dashed lines) corresponding
to a variety of initial conditions for pi assuming 4piη/s = 2. This figure demonstrates the essential
behavior of the attractor in that the black line divides the initial condition space in two, with all
solutions with mildly oblate or prolate initial anisotropy approaching the attractor from above and
those with extremely oblate initial anisotropy approaching from below. The numerical solutions
approach the attractor solution by a proper-time τ ∼ τattractor. In LHC heavy-ion collisions, one
expects initial temperatures T0 . 500 MeV at τ0 = 0.25 fm/c and η/s ∼ 0.2, which translates
into τattractor & 1.3 fm/c.17 Prior to τ ∼ τattractor, each local region of the system is subject to
the evolution of non-hydrodynamic modes [156, 164–166] whose precise evolution depends on the
microscopic theory being considered. In addition, since the damping time of non-hydrodynamic
modes scales inversely with the local effective temperature (determined from the energy density),
one expects their effects to be more important in the dilute edges of the plasma.
Faced with such a situation it becomes critically important to identify the appropriate micro-
scopic theory to describe the dynamics of the system. In the center of the fireball, where the energy
densities are the largest at early times, one would expect perturbative QCD approaches to be the
most appropriate description, however, as one approaches the dilute edges a formulation in terms
of hadronic kinetic theory would seem to be the most appropriate. Since both regions could, in
principle, be described in terms of the Boltzmann or Boltzmann-Vlasov equation and the same
theories match smoothly onto the late-time hydrodynamical attractor, this naturally leads one to
focus on hydrodynamic theories that can be obtained from kinetic theory. This further motivates
continuing to develop aHydro into an accurate phenomenological tool.
17This number was determined by computing T (τ) using the aHydro dynamical equations and solving for the
proper-time at which w = 2.
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9. Anisotropic Freeze-out
In this section, we will review the freeze-out procedure in aHydro in a pedagogical way following
Ref. [127]. At low temperatures, the QGP undergoes a transition from quarks and gluons to
hadrons. Due to this transition one should deal with particles’ momenta and energies which can
be measured experimentally rather than the bulk variables such as the energy density and pressure
components in the QGP phase. The standard way to do this is through “Cooper-Frye freeze-out”
which is based on the equivalence of the energy-momentum tensor before and after the transition
Tµνhydro(x) = T
µν
kinetic(x) =
∑
i
∫
dP pµpνfi(x, p) , (171)
where i sums over all hadrons and fi has the microscopic anisotropy tensor Ξ
µν and scale λ as
the local fluid element in which the matching occurs. This matching is done on a freeze-out
hypersurface where the system EoS is well-described by a non-interacting gas of hadrons. As a
result, one can only apply this procedure in dilute regions where interactions are expected to be
small. The quantity that we are looking for eventually is the distribution of particles over pT ,
rapidity y, etc. We shall start by finding the number of particles in a small volume which can be
written in a compact way as
dN = dVµ
∫
d3p
(2pi)3Ep
pµ f(x, p) , (172)
where dVµ is the vector volume which is the local three-volume times a four-dimensional unit vector
orthogonal to the local volume. By integrating over the entire volume one obtains the total number
of particles produced from the fireball
N =
∫
dVµ(x)
∫
d3p
(2pi)3Ep
pµf(x, p) , (173)
or, expressing dVµ = d
3Σµ where d
3Σµ is the four-dimensional vector element of volume, one has
explicitly
N =
∫
d3p
(2pi)3Ep
∫
d3Σµ p
µf(x, p) , (174)
where Σµ is a 3d hypersurface defining the 4d volume occupied by the fluid at the freeze-out
temperature and d3Σµ is volume vector. We will show later on some visualizations to make this
understandable, but for now let us continue the formalism. We should note here that Eq. (174) is
called the Cooper-Frye formula which is in principle counting the number of all particles emitted
from the fluid through the hypersurface which can be parametrized in many ways, but it should be
around all the fluid.
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Figure 18: A schematic diagram showing the system of coordinates (τ, r, φ, ς) used to parametrize the freeze-out
hypersurface which is defined in Eq. (175).
9.1. The Krakow parameterization
One of the parameterizations, in Milne coordinates, that we used in phenomenological compar-
isons is [167–170]
τ = τ0 + d(ζ, φ, θ) sin θ sin ζ ,
r = d(ζ, φ, θ) sin θ cos ζ ,
φ = φ ,
ς =
d(ζ, φ, θ) cos θ
Λ
, (175)
where Λ is an arbitrary length scale which is introduced for dimensional purposes. In Fig. 18, we
show a schematic diagram to help visualizing this parametrization to understand the hypersurface
structure. As can be seen from this sketch, d(ζ, φ, θ) is the distance between any point on the
hypersurface and the origin where θ and ζ are the polar and azimuthal angles in the (r, τ − τ0,Λς)
three-dimensional subvolume.
9.2. Implementing anisotropic Cooper-Frye freezeout
To find the normal vectors to the hypersurface at any point one can find the “Jacobian” with
respect to ζ, φ, and θ
d3Σµ = µαβγ
∂xα
∂ζ
∂xβ
∂φ
∂xγ
∂θ
dζdφdθ , (176)
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where µαβγ is the 4d Levi-Civita symbol defined as
µαβγ =

+1 For even permutation ,
−1 For odd permutation ,
0 otherwise .
(177)
As an example, let us take the zeroth-component of d3Σµ
d3Σ0 = 0αβγ
∂xα
∂ζ
∂xβ
∂φ
∂xγ
∂θ
dζdφdθ . (178)
Now, one can sum over repeated indices or use the determinant method choosing 0123 = +1 where
both will give exactly the same answer. For illustration, let’s do that for one case, the zeroth
component
0αβγ
∂xα
∂ζ
∂xβ
∂φ
∂xγ
∂θ
=
∣∣∣∣∣∣∣∣∣
∂x
∂ζ
∂x
∂φ
∂x
∂θ
∂y
∂ζ
∂y
∂φ
∂y
∂θ
∂z
∂ζ
∂z
∂φ
∂z
∂θ
∣∣∣∣∣∣∣∣∣ . (179)
By evaluating the determinant, one can obtain the necessary Jacobian. Since in the final state
one has many different particles species i with different properties, spin (si), isospin (gi), and mass
(mi) resulting in a different distribution function for each species (fi), we will sum over all possible
hadrons. Hence, the total number of particles is given by the sum over i for all known hadrons and
hadron resonances
N =
∑
i
(2si + 1)(2gi + 1)
(2pi)3
∫
d3p
1√
m2i + p
2
∫
fi(x, p) p
µd3Σµ , (180)
where (2si + 1)(2gi + 1) is the degeneracy factor which depends on the spin si and isospin gi of the
hadron i. In practice, we will assume that each of the hadronic distribution functions fi(x, p) is in
generalized Romatschke-Strickland form (56) and, in leading-order aHydro, one ignores the residual
dissipative corrections δf˜ . This is a reasonable thing to do since the aHydro form incorporates the
largest deviations from isotropic equilibrium, however, if one has a complete next-to-leading order
aHydro scheme, then one should also include the corrections associated with δf˜ similarly to how
δf is included in standard viscous hydrodynamics.
Equation (180) is all that is needed to compute the particle multiplicities, but we still have to
calculate some quantities inside this formula, mainly pµΞµνp
ν which is the argument of the distri-
bution function and pµd3Σµ. Starting with p
µΞµνp
ν , we need to come up with a parametrization
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Figure 19: (Color online) Comparisons of the freeze-out hypersurfaces in 1+1d systems between aHydroQP (black
solid line) and standard aHydro (red dashed line) for 4piη/s = 1 in panel (a) and 4piη/s = 3 in panel(b). Figure used
with permission from Ref. [100]
of pµ which is convenient in our case
pµ ≡ (mT cosh y, pT cosϕ, pT sinϕ,mT sinh y) , (181)
where mT is the transverse mass mT ≡
√
p2T +m
2, y = tanh−1(pz/p0) is the particle’s rapidity,
and ϕ is the particle’s azimuthal angle. Now we have
pµΞ
µνpν = pµ(u
µuν + ξµν −∆µνΦ)pν . (182)
We need the contractions of pµ and the basis vectors which are
p · u = mT cosh(θT ) cosh(y − ς)− pT sinh(θT ) cos(φ− ϕ) ,
p ·X = mT sinh(θT ) cosh(y − ς)− pT cosh(θT ) cos(φ− ϕ) ,
p · Y = pT sin(φ− ϕ) ,
p · Z = −mT sinh(y − ς) . (183)
Using all that above, one can show that (pµΞµνp
ν) is given by [100]
pµΞµνp
ν = (1 + Φ)
[
mT cosh θT cosh(y − ς)−pT sinh θT cos(φ− ϕ)
]2
+ξx
[
mT sinh θT cosh(y − ς)− pT cosh θT cos(φ− ϕ)
]2
+ξy p
2
T sin
2(φ− ϕ) + ξzm2T sinh2(y − ς)− Φm2 . (184)
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Figure 20: Freeze-out hypersurface (FOHS) determined by TFO = 130 MeV, at two different proper times for a central
Pb-Pb collision using optical Glauber initial conditions in the transverse plane and a central-rapidity plateau with
Gaussian tails as described in Ref. [104]. The top row shows τ = 0.75 fm/c and the bottom row shows τ = 5 fm/c.
The color-coding in the left and right columns shows αx and αz on the FOHS, respectively.
Finally, we need to expand Eq. (176) for xµ = (t, x, y, z) and contracting with pµ to obtain [127]
pµd3Σµ =
τ
Λ
sin θd2
[
pT sin(φ− ϕ)∂d
∂φ
+
Λ
τ
mT cos ζ sin θ sinh(y − ς)
(
d cos θ +
∂d
∂θ
sin θ
)
+ cos ζ sin θ
(
pT cos ζ cos(φ− ϕ) +mT sin ζ cosh(y − ς)
)(
d sin θ − ∂d
∂θ
cos θ
)
+ cos ζ
∂d
∂ζ
(
pT sin ζ cos(φ− ϕ)−mT cos ζ cosh(y − ς)
)]
dζdφdθ . (185)
The above formalism is for a general 3+1d system. For a 1+1d system, we refer the reader to
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Ref. [127].
In Fig. 19, we show the freeze-out hypersurface in 1+1d systems for different shear viscosity
to entropy density ratios: 4piη/s = 1 and 3 in panels (a) and (b) respectively. For this purpose,
we initialized the system with a central temperature of 0.6 GeV at 0.25 fm/c using a Glauber
wounded-nucleon profile and extracted the freeze-out hypersurface using a constant energy density
corresponding to an effective temperature of TFO = 150 MeV. First, we want to show the hyper-
surface shape in this simple case. We note here that the system undergoes the freeze-out at outer
regions at very early times since these regions are much colder than central regions. However, at
central regions the freeze-out happens at late times τ ∼ 12 fm/c. Second, we want to show the
effect of the way that the EoS is implemented. As can be seen from this figure, standard aHydro
predicts a smaller freeze-out volume which will result in few particles being generated. We will
return to this discussion when we present the spectra.
For illustration purposes, in Fig. 20 we show the 3d freeze-out hypersurface for central Pb-Pb
collisions determined by TFO = 130 MeV at different proper times. In the top row we take τ = 0.75
fm/c while in the bottom row we take τ = 5 fm/c. We also show the color-coding of αx and
αz in the left and right columns, respectively. As can be seen from this figure, at early times
(top panels) the anisotropy parameter αz is quite different than αx indicating that there are large
momentum-space anisotropies on the hypersurface. However, at later times (bottom panels) we see
αz approaching αx, which shows that the system is evolving towards an isotropic state although it
is still not perfectly isotropic on the freeze-out surface. We also note that the transverse expansion
of the material is clearly seen by comparing the top and bottom panels.
10. 3+1d anisotropic hydrodynamics phenomenology
The main motivation behind introducing aHydro is to be able to extract the QGP properties
in a more reliable way. However, at this point in time aHydro is not as well-developed as viscous
hydrodynamics. In this section, we will present some recent phenomenological results of aHy-
droQP using smooth Glauber-like initial conditions in order to perform an initial baseline study.
Although the aHydro results shown here do not include fluctuations, they do treat the deviations
from isotropy more consistently and do not require arbitrary regulators to remove instabilities as-
sociated with large shear corrections. In all results presented here the comparisons were between
aHydroQP predictions and ALICE data for Pb-Pb collisions at 2.76 TeV. Here, we will show only
some comparisons and refer the reader for more details to Refs. [103, 104]. However, we would like
62
to mention a few important things regarding some assumptions that we used in this model. First,
we used smooth Glauber initial conditions which means that we neglect the effects of fluctuations
of nucleons inside the nuclei which is an important ingredient for some observables like the elliptic
flow for very central collisions. We also assumed that η/s = const, but as we know from hadron
resonance gas and the perturbative QCD methods, η/s depends on the temperature. The temper-
ature dependence of η/s is hard to determine from first principles. Nevertheless, one can propose
models for the temperature dependence of η/s and see which one the data favors more. Another
assumption is that we used isotropic initial conditions αi(τ = 0) = 1. We are planning to include
these necessary ingredients to our model in the near future. After the freeze-out, the degrees of
freedom change from quarks and gluons to hadrons and then we need another code to perform the
hadronic freeze-out. For this purpose, we used a customized version of THERMINATOR 2 which
allows for momentum-space anisotropies at freeze-out [138, 169]. By fitting to the pion, kaon, and
proton spectra in the 0-5% and 30-40% centrality classes we found an initial central temperature
of T0 = 600 MeV at τ0 = 0.25 fm/c, η/s = 0.159, and TFO = 130 MeV.
10.1. Standard anisotropic hydrodynamics
However, before presenting the aHydroQP results, we would like to show some theory/data
comparisons resulting from initial attempts to implement the EoS by only taking into account the
breaking of conformality in the EoS. This comparison will set the stage for comparisons of the
quasiparticle method which takes into account non-conformality in a self-consistent manner.
In Fig. 21, we show some comparisons for standard aHydro with ALICE data published in
[173, 174]. In panel (a), the spectra of pions, kaons, and protons are shown as a function of the
spectra in 0-5% centrality class. As discussed before, in Sec. 4.4., we see that the standard aHydro
underestimate the spectra at low pT . In panel (b), on the other hand, we see a quite good agreement
between theory and experimental data. However, the agreement of the standard aHydro elliptic
flow with data should be interpreted with caution since the spectra are not well-reproduced in this
scheme. We showed these comparisons to highlight how some observables are sensitive to the way
that EoS is implemented.
10.2. Quasiparticle anisotropic hydrodynamics
Next, we turn to 3+1d aHydroQP predictions. In Fig. 22, we show the pions, kaons, and protons
spectra as a function of the transverse momentum pT in four centrality classes 0-5%, 5-10%, 10-
20%, and 20-30%. As can be seen from these comparisons, the aHydroQP model shows a good
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Figure 21: (Color online) In the left panel, we show comparisons of the pion, kaon, and proton spectra as a function
of pT in 0-5% centrality class obtained using the standard implementation of the equation of state in aHydro with
experimental data
. In the right panel, we show the elliptic flow coefficient as a function of pT in 20-30% centrality
class. The experimental data is taken from the ALICE collaboration [171, 172]. Figure used with
permission from Ref. [173]. The initial time for the hydrodynamic simulation was taken to be
τ0 = 0.25 fm/c.
agreement with the experimental data over the entire shown pT range with some discrepancies at
high pT in relatively higher centrality classes as shown in panel (d). By integrating the spectra over
pT , one can get the average transverse momentum 〈pT 〉 and the multiplicity dN/dη. In Fig. 23, we
show the multiplicity as a function of pseudorapidity and the average transverse momentum as a
function of centrality in the left and right panels respectively. In panel (a), we show the multiplicity
in five centrality classes as shown in the figure. As we can see from this figure that aHydroQP
describes the multiplicity very well compared with experimental data. In the right panel, we show
〈pT 〉 as a function of centrality classes up to quite large centrality classes ∼ 60% where aHydroQP
agrees with the data quite well.
Note that the freeze-out temperature we found via fits, TFO = 130 MeV, is much lower than
what is typically used. As we will present below, even so, we able to describe both the spectra (and
hence relative abundances) of pions, kaons, and protons without having to invoke partial chemical
equilibrium. Our extracted temperature is a more consistent way to fit spectra that typical “thermal
fits” since it folds into the calculation the effects of kinetic non-equilibrium which are discarded by
thermal fits which assume perfect kinetic equilibration, tunable fugacities, and blast wave profiles.
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Figure 22: (Color online) The spectra of pi±, K±, and p + p¯ as a function of pT in four centrality classes is shown
with the data taken from the ALICE collaboration [171]. For this figure we used an admixture of wounded nucleon
and binary scattering profiles with a central temperature of T0 = 600 MeV at τ0 = 0.25 fm/c, η/s = 0.159, and
TFO = 130 MeV. For full details of the simulation we refer the reader to Ref. [104]. Figure used with permission from
Ref. [104].
In addition, we observed that the standard hadron resonance gas EoS based on all particles from
the SHARE data table doesn’t seem to quantitatively describe the lattice EoS until temperatures
less than 135 MeV. To us, this suggests that above such temperatures modeling the system as a
non-interacting hadron gas is too simplistic.
Moving forward with our comparisons, we show, in Fig. 24, the identified elliptic flow as a
function of pT in two different centrality classes 20-30% and 30-40%. As can be seen from this
figure, aHydroQP was able to describe the data quite well up to pT ∼ 2 GeV. At higher pT , our
model predictions fail to match the data and they keep increasing. Finally, we show comparisons
of HBT radii ratios Rout/Rside, Rout/Rlong, and Rside/Rlong as a function of the average transverse
momentum. In the top row of Fig. 25, we show the HBT ratios for 0-5% centrality class while in
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Figure 23: (Color online) In panel (a), the charged-hadron multiplicity dN/dη as a function of pseudorapidity η is
shown for five centrality classes where data are from the ALICE collaboration Refs. [175, 176]. In panel (b), we show
〈pT 〉 of pions, kaons, and protons as a function of centrality where data are from the ALICE collaboration Ref. [171].
Figure used with permission from Ref. [104].
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Figure 24: (Color online) The identified elliptic flow coefficient as a function of pT is shown for pi
±, K±, and p+ p¯ in
20-30% and 30-40% centrality classes. The experimental data shown are from the ALICE collaboration [172]. Figure
used with permission from Ref. [104].
the bottom row of Fig. 25 we show the HBT ratios for 20-30% centrality class. In both centrality
classes we see a good agreement between the aHydroQP predictions and the experimental data.
In Ref. [104] we present ratios of HBT radii in more centrality classes along with the separate
results for Rside, Rlong, and Rout compared to experimental data. In all cases, the HBT radii were
extracted by computing the pair correlation function and making fits to extract the radii using the
Therminator 2 codebase.
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Figure 25: (Color online) The HBT radii ratios are shown as a function of (kT ) for pi
+pi+ in 0-5% and 20-30%
centrality classes in the top row and bottom row respectively. The solid lines are the aHydroQP predictions and the
experimental data are from the ALICE collaboration [178]. Figure used with permission from Ref. [104].
Next, we would like to talk about the bulk viscosity predicted using aHydroQP model when
compared with the data. As can be seen from Fig. 6, the peak value is ∼ 0.05 where in some
other models [177], the peak value of the bulk viscosity used there, ζ/s ∼ 0.5 which is quite large
compared with aHydroQP prediction. This difference between models should be investigated more
to constrain the bulk viscosity of the QGP. For additional model-data comparisons, we refer the
reader to the original references [103, 104].
11. Conclusions and outlook
In this review we have attempted to provide a comprehensive overview of the progress made
in anisotropic hydrodynamics since its inception in 2010. We demonstrated that at leading-order
it is possible to find an efficient and accurate description of systems that are momentum-space
anisotropic by deforming the argument of the distribution function such that positivity of the one-
particle distribution function is guaranteed at all times in the evolution and in all regions of phase
space. After some intermediate developments, the modern aHydro framework now includes full
3+1d dynamics which takes into account three diagonal anisotropy parameters and self-consistently
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implements a non-conformal equation of state using a quasiparticle model. This allows for model-
ing of both shear and bulk viscous corrections in extreme conditions. Comparisons of soft hadron
production with experimental data showed that quasiparticle aHydro is able to describe the data
quite well in its initial application [103, 104]. Along the way we presented updates to the origi-
nal formalism which have improved and extended the applicability of the aHydro approach. We
presented methods for testing different hydrodynamic frameworks which rely on exact solution to
the Boltzmann equation for 0+1d and 1+1d conformal and non-conformal systems. In all cases
tested, researchers have found that aHydro provides the most accurate reproduction of the exact
solution and that agreement can be further improved in a systematic manner using the vaHydro
method. We also demonstrated that in the simple test cases currently known, using the anisotropic
matching principle results in second-order accuracy at leading-order in the aHydro expansion.
Looking to the future, there are many open questions which are currently being researched or
need to be studied
• All phenomenological aHydro studies to date have used the relaxation-time approximation for
the collisional kernel. There need to be investigations of the impact of the collisional kernel
itself on the dynamics.
• To date, phenomenological aHydro comparisons with data have used only smooth Glauber-
like initial conditions. Future work will focus on the efficient and stable implementation of
fluctuating initial conditions.
• In order to be complete, the 3+1d aHydro code and associated frameworks need to be able
to efficiently take into account off-diagonal anisotropies.
• The frameworks and associated codes need to be extended to finite chemical potential and
initial conditions appropriate for lower-energy collisions need to be prepared.
• Interfacing aHydro to different hydrodynamic afterburners like URQMD in order to more
properly investigate the impact of late-time hadronic kinetic transport.
• Phenomenological calculations of various signatures of the QGP, such as electromagnetic
emissions, heavy-quarkonium suppression, jet quenching, etc. making use of the 3+1d aHydro
background. Some work along these lines has already been done, see e.g. Refs. [170, 179–
186], however, in most cases these studies were limited to conformal aHydro with a single
anisotropy parameter.
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• Continued exploration of the non-relativistic limit of aHydro and its application to cold atoms,
see e.g. Ref. [102].
There is much work left to do, but based on works to date it is clear that anisotropic hydrodynamics
can further improve our understanding of out-of-equilibrium relativistic systems. Looking to the
future, one very promising area where anisotropic hydrodynamics might be expected to provide
important improvements over standard viscous hydrodynamics is in the study of small systems,
such as pp and pA. Since deviations from isotropy are also large in these systems and the lifetimes
are significantly shorter, one expects large viscous corrections at freeze-out.
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