In dynamic stochastic user equilibrium simultaneous route and departure time choice (DSUE-SRDTC) problems, route travel costs can be non-monotone even if route travel times are monotone with respect to route flows. As a result, the mapping function of the variational inequality (VI) problems for the DSUE-SRDTC problems can be non-monotone, and many existing solution algorithms developed for the DSUE-SRDTC problems do not guarantee convergence under this non-monotone condition. This paper formulates the DSUE-SRDTC problem with fixed demand as a system of nonlinear equations. The mapping function of the proposed system of nonlinear equations is defined by a dynamic route choice problem, which can also be formulated as a VI problem with a strictly monotone mapping function under some assumptions. This property enables that the solution algorithm for the DSUE-SRDTC problem can avoid the requirement of the monotonicitiy of the route travel cost functions for the convergence of the solution procedure. A backtracking inexact Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is adopted to solve the system of nonlinear equations, and iterative methods are developed to generate an initial solution for the BFGS method and solve the dynamic route choice problem. Finally, numerical examples are set up to show that the proposed method outperforms many existing algorithms for solving the DSUE-SRDTC problem in terms of guaranteeing solution convergence.
Introduction
Dynamic traffic assignment (DTA) problems have two fundamental components: the traffic flow component and the travel choice principle (Szeto and Lo, 2006) . The traffic flow component depicts how traffic propagates inside a traffic network and hence governs the network performance in terms of travel time (see e.g., Szeto, 2008; Sumalee et al., 2012; Ngoduy, 2013; Zhang et al., 2013; Zhong et al., 2013; Balijepalli et al., 2014; Chen et al., 2014; Chiabaut et al., 2014) . This is sometimes referred to as a dynamic network loading (DNL) model.
A travel choice principle models travelers' propensity to travel, e.g., how they select their routes, departure times, modes, or destinations. Traditionally, most of DTA problems assume that travelers have perfect travel information and their travel choices are governed by either the dynamic system optimal principle (e.g., Merchant and Nemhauser, 1978a,b; Ma et al., 2014; Mesa-Arango and Ukkusuri, 2014; Shen and Zhang, 2014) or the dynamic user optimal (DUO) principle (e.g., Iryo, 2013; Blumberg-Nitzani and Bar-Gera, 2014) . The DUO principle assumes that travelers select their routes and/or departure times to minimize their actual travel costs. However, travelers may have imperfect information and different perceptions toward travel costs rather than perfect information and homogeneous perceptions (Han, 2003) . To overcome this limitation, the dynamic stochastic user equilibrium (DSUE) principle was proposed to model how travelers behave in transportation networks (e.g., Vythoulkas, 1990; Chen and Feng, 2000; Lim and Heydecker, 2005; problem for the DSUE-SRDTC problem can be non-monotone, and the convergence requirement of many existing solution algorithms for the DSUE-SRDTC problems which are formulated as VI problems in general networks cannot be met.
Different from traditional methods, this paper analytically reformulates the DSUE-SRDTC problem with fixed demand as a system of nonlinear equations instead of a FP problem or a VI problem, whose decision variables are not route flows but the minimum perceived travel costs of OD pairs instead. Under the DSUE-SRDTC condition, the perceived travel costs are the same for all travelers who belong to the same OD pair. If the minimum perceived travel costs are given for all OD pairs, then the total fixed demand for each OD pair can be retrieved endogenously by the specified equilibrium cost via solving a relaxed DSUE-SRDTC problem. In this case, we can solve the relaxed DSUE-SRDTC problem to obtain the equilibrium route flows and the corresponding total OD demands, which are the sum of route flows associated with the OD pairs over time. By setting the retrieved OD demands equal to the actual OD demands, we can define a system of nonlinear equations, whose mapping function is defined by a relaxed DSUE-SRDTC problem. We found that the relaxed DSUE-SRDTC problem can be equivalently reformulated as a dynamic route choice problem. Both the relaxed DSUE-SRDTC problem and the equivalent dynamic route choice problem can be formulated as a VI problem. However, the mapping function of the VI problem for the former can be non-monotone, while the mapping function of the VI problem for the latter is strictly monotone under some assumptions. Therefore, we can solve the equivalent dynamic route choice problem instead of the relaxed DSUE-SRDTC problem to evaluate the mapping function of the proposed system of nonlinear equations. This paper develops an iterative method to solve the VI problem for the DSUE-SRDTC problem and the VI problem for the equivalent dynamic route choice problem of the relaxed DSUE-SRDTC problem. As mentioned above, the mapping function of the VI problem for the DSUE-SRDTC problem can be non-monotone, and the proposed iterative method may fail to solve the DSUE-SRDTC problem. However, the mapping function of the VI problem for the dynamic route choice problem is strictly monotone under some assumptions, and hence the iterative method guarantees convergence if the assumptions are satisfied. This paper also adopts the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which is one of the most popular members of quasi-Newton methods, to solve the proposed system of nonlinear equations. The advantage of a BFGS algorithm over a Newton method is that the super-linear convergence of the former is sufficiently fast, while its computational complexity is significantly less than that of the Newton method. The major difficulty for solving the system of nonlinear equations by the BFGS methods is the lack of practical line search strategy. A backtracking inexact BFGS method proposed by Yuan and Lu (2008) is adopted to solve the proposed system of nonlinear equations. The merits of this method include the following: It has a norm descent property (i.e., the search direction is descent for the norm function), and its global and superlinear convergence can be achieved under mild conditions (Yuan and Lu, 2008) . Compared with traditional methods for solving the DSUE-SRDTC problem, the proposed method can avoid the requirement of the monotonicitiy of the route travel cost functions for the convergence of the solution procedure. It only requires the route travel time functions are monotone. Numerical experiments show that the proposed method outperforms many existing solution algorithms in terms of guaranteeing convergence.
The contributions of this paper include the following:
First, this paper provides a new approach to formulate the DSUE-SRDTC problem. Instead of using route flows as decision variables as in the classical VI or FP formulations, equilibrium cost is used as a decision variable in a system of nonlinear equations. This formulation approach can be adopted to formulate other DTA or traffic assignment problems.
Second, we develop a novel, efficient, and robust solution methodology to solve the DSUE-SRDTC problem with fixed demand. This methodology relies on the backtracking inexact BFGS method to determine OD travel cost and an iterative scheme to solve many DSUE route choice subproblems and determine an initial feasible solution. The convergence of our algorithm only requires the monotonicity of route travel time.
Third, we illustrate the non-monotonicity of generalized route travel cost functions in DSUE-SRDTC problems. This implies that most of existing algorithms that rely on the monotonicity of the mapping function of VI may not be able to get optimal solutions for DSUE-SRDTC problems.
The rest of this paper is organized as follows: In the next section, the FP and VI formulations of the DSUE-SRDTC problem is presented, and an alternative DSUE-SRDTC condition is developed.
The DSUE-SRDTC problem is equivalently reformulated as a system of nonlinear equations in Section 3. Section 4 provides a BFGS method to solve the DSUE-SRDTC problem. Numerical examples are given in Section 5 to illustrate the performance of the proposed solution algorithms.
Finally, conclusions are drawn in Section 6.
Dynamic stochastic user equilibrium simultaneous route and departure time choice problem

Notations
We consider a network G (N, A) with multiple origins and destinations, where N is defined as the set of nodes and A denotes the set of arcs (links). R and S denote the set of origin nodes and the set of destination nodes, respectively. We discretize the time period T of interest into a finite set of time intervals
T is assumed to be long enough, and travelers depart from their origins at a set of time Ω feasible solution set of the DSUE-SRDTC problem.
Overview of the DSUE-SRDTC problem
Following the static stochastic user equilibrium principle (Daganzo and Sheffi, 1977) 
where r θ is a dispersion parameter associated with traveler's route choice.
For the logit model, travelers' expected perceived travel cost can be formulated as follows (Williams, 1977; Lim and Heydecker, 2005) :
rs rs rs rs rs
Similar to the dynamic route choice model, if the expected travel cost associated with the departure time is assumed to be independently and identically distributed Gumbel variates, then we can obtain a logit-based departure time choice model:
where t θ is a dispersion parameter associated with traveler's departure time choice, and t r θ θ ≤ (Lim and Heydecker, 2005 
Eqs. (5) and (6) imply flow conservation, i.e., the summation of route flows equals the total OD demand, given as follows:
Eqs. (5) and (6) also imply flow non-negativity:
because total demands and route and departure time choice probabilities are non-negative.
By substituting (2) and (4) into Eqs. (6) and (5) 
where 
Since the right hand side of Eq. (14) is independent of a specific time interval k, we can define: 
This completes the proof. □
An equivalent VI formulation
Similar to the stochastic dynamic route choice problem (Chen and Feng, 2000; Han, 2003) , the DSUE-SRDTC problem can be formulated as a VI problem. According to Theorem 1, the DSUE-SRDTC condition can be rewritten as follows: 
The first term on the right hand side of the second equality sign in Eq. (21) is the actual route travel cost, and the second and the third terms on the right hand side of the second equality sign in Eq. (21) are perceived components of the perceived travel cost, respectively.
Equivalently, the DSUE-SRDTC condition can be rewritten as follows:
ˆ( ) 0, , , ,
The logit-based DSUE-SRDTC problem with fixed demand is to determine a vector of route flows to satisfy (7), (8), and (20) 
where Ω is a closed convex set, and
The proof directly follows Friesz et al. (1993) and Chen (1999) .
Generalized route travel cost function and its non-monotonicity
The generalized travel cost for travelers departing from r to s is assumed to be made up of two components (Huang and Lam, 2002; Szeto and Lo, 2004; Lim and Heydecker, 2005) : (1) 
where α is the unit cost of travel time; β and γ are the unit cost of schedule delay time-early and -late, respectively. According to empirical results (Small, 1982) , we have β α γ < < .
Substituting the route travel time into the generalized travel cost function (26), we can obtain the generalized route travel cost as follows: 
Since the DSUE-SRDTC problem is formulated as a VI problem and the solution set is closed and convex, if its mapping function (i.e., perceived route travel cost functions) is continuous with respect to route flows, then there is at least a solution to the problem. If its mapping function is further strictly monotone with respect to route flows, then there is exactly one solution to the problem. According to Huang and Lam (2002) and Szeto and Lo (2004) , route travel cost functions are continuous if route travel times are continuous with respect to route flows. It is obvious that the perceived components of the perceived route travel costs in Eq. (21) are continuous with respect to route flows. Therefore, the perceived route travel costs are continuous with respect to route flows. This implies that if route travel times are continuous with respect to route flows, then the mapping function of the VI problem for the DSUE-SRDTC problem is continuous and the DSUE-SRDTC problem must have at least a solution. Smith and Ghali (1990) proved that route travel times are monotonic with respect to the route flows for a single bottleneck. However, Ghali and Smith (1993) pointed out that the generalized route travel cost functions are not necessarily monotone if there are multiple active bottlenecks per route, but they did not give an example to show it. In the following example, we show that the actual route travel cost functions can be non-monotone, even if the route travel time function is monotone.
Example 1. Non-monotonicity of route travel cost functions.
We consider the single bottleneck model (Vickrey, 1969) . Assume that there is a highway with a single bottleneck connecting a residential district with the central commercial district (CBD). Without loss of generality, we assume the travel time from bottleneck to destination is zero, and the official work start time is zero. The DUO-based solution to the bottleneck model is given as follows (see Arnott et al., 1990 , for details):
, for [ , ] , ( ) , for [ , ] . Consider a different flow pattern that is resulted from an adjustment of the equilibrium flow pattern. We increase commuters' departure rates during [ , ] 
The route flow rates in Eqs. (28) and (30) generate the following dot products (see Appendix A for details):
, and (31) ( )
where r is the vector of flow rates, and ( Substituting the parameters into Eqs. (28)- (32), we have 63.39ˆ, 1500
According to Eq. (33),
. This implies that the perceived route travel cost function can be non-monotone with respect to route flow rates, even if the route travel time function is monotone. Therefore, the mapping function of the VI problem (24) may be non-monotone due to the non-monotonicity of the actual route travel cost function, and the DSUE-SRDTC problem may not have a unique optimal solution. This property leads to the situation that many existing solution algorithms (e.g., Han, 2003; Lim and Heydecker, 2005; Szeto et al., 2011) developed for solving the DSUE-SRDTC problems cannot guarantee convergence under this non-monotonicity condition.
A novel formulation
A relaxed DSUE-SRDTC problem
According to Theorem 1, the perceived route travel cost for the used routes are equal and minimal.
If the minimum perceived route travel cost of each OD pair is given and the demand constraints are eliminated, then we can obtain a relaxed DSUE-SRDTC problem where its optimal flow pattern also satisfies the DSUE-SRDTC conditions (22) and (23). Similarly, the relaxed DSUE-SRDTC problem can also be formulated as a VI problem: finding a vector
where ˆr s π is the minimum perceived route travel cost associated with OD pair (r, s) and is predetermined for the VI problem (34).
The relaxed DSUE-SRDTC problem can be equivalently reformulated as a dynamic route choice problem, given as follows:
Theorem 4. The VI problem (34) can be equivalently formulated as the following VI problem: finding a vector 
Proof. Firstly, we prove that any solutions of the VI problem (35) 
According to Eqs. (21) and (36), respectively, we have
Combining Eqs. (38)- (40), we can conclude that * f satisfies the DSUE-SRDTC condition (19).
Hence, * f is also an optimal solution to the VI problem (34).
Secondly, we prove that any solutions of the VI problem (34) are also solutions of the VI problem 
Since the function 
Eqs. (42) and (43) imply that the condition (37) We can obtain the diagonal elements of the Jacobian matrix ∇ f η as follows: (34) and (35) 
Eqs. (44) and (45) imply that −∇ f η is a diagonal matrix with positive diagonal elements, and Assumption 2 is satisfied, i.e., the matrix In the VI problem (34), the vector of the minimum perceived OD travel costs π is a model input.
For any given π , we can obtain an optimal solution to the VI problem (34). Using Eq. 
The DSUE-SRDTC problem formulated as a system of nonlinear equations
According to the preceding discussion, the vector of retrieved OD demands is a function of the vector of the minimum perceived OD travel costs π . Let the vector function of retrieved OD demands be equal to the vector of total demands, i.e., ( ) = S π Q . Then, we can obtain a system of nonlinear equations, whose decision variables are the minimum generalized perceived OD travel costs π . The value of retrieved OD demand function ( ) S π can be obtained by solving a relaxed DSUE-SRDTC problem (34), while the total demand vector Q is an input to the DSUE-SRDTC problem and is predetermined. In order to simplify the description of the solution algorithm in the next section, we define the following system of nonlinear equations: Proof. Since the traffic demand Q is assumed to be fixed in this paper, −Q is monotone with respect to π . Under Assumption 3, ( ) S π is monotone. Therefore, ˆ( ) ( ) = − Z π S π Q is monotone with respect to π . This completes the proof. □
Solution algorithms
According to Theorems 5 and 6, we can obtain an optimal solution to the DSUE-SRDTC problem by solving the system of nonlinear equations (46) and the VI problem (35). In this paper, the BFGS method will be adopted to solve the systems of nonlinear equations (46). During the implementation of the BFGS method, we evaluate the mapping function ( ) Z π , in which the function ( ) S π can be obtained by solving the VI problem (35). In this section, we will firstly develop an iterative method to solve the VI problem (24), which can generate an initial solution for the BFGS method. The iterative method will be further extended to solve the VI problem (35). Therefore, the BFGS method forms the main solution algorithm, and the iterative method forms a sub-algorithm. Before describing of the two solution methods, some gap functions are provided to evaluate the convergence of the algorithms used in this paper and the quality of the solutions obtained.
Gap functions
In this paper, the following two gap functions are adopted to evaluate the quality of the solutions of the dynamic route choice problem and the DSUE-SRDTC problem, respectively:
Eqs. (51) and (52) give the maximum gap (i.e., the largest difference between the route travel times and the corresponding reference route travel times) for the dynamic route choice problem and the maximum gap (i.e., the largest difference between the route travel costs of all used routes and the corresponding minimum route travel costs) for the DSUE-SRDTC problem, respectively.
The following gap function is used to evaluate the convergence of the BFGS method for the proposed system of nonlinear equations:
If π is a solution to nonlinear equations (46), then the gap function (53) is equal to zero and π is the vector of minimum perceived OD travel costs. Otherwise, the gap is positive.
In order to compare with existing solution methods, the following gap function is adopted to evaluate solution quality for the DSUE-SRDTC problem:
According to Eq. (6), if f is an optimal solution to the DSUE-SRDTC problem, then the gap function (54) is equal to zero. Otherwise, the gap is positive.
Iterative method
We firstly provide the general iterative scheme proposed by Nagurney (1993) , and then develop a new smooth function for the general iterative scheme to solve the DSUE-SRDTC problem. The proposed function satisfies the required properties of the generalized iterative scheme.
General iterative scheme
Assume that there exists a smooth function ( , ) :
with the following two properties: (i) ( , ) ( ) = g f f c f for all ∈ Ω f , and (ii) for every fixed , ∈ Ω f h , the n n × matrix , ( , ) ∇ f g f h is symmetric and positive definite. Then, any function ( , ) g f h with the above properties can be used in the following general iterative solution scheme for the VI problem (24):
Step 0: Initialization. Select an initial solution 0 ∈ Ω f and set 0.
ι =
Step 1: Constructing and computing subproblem. Compute 
Therefore, the VI problem (56) 
The proposed smooth function for the iterative scheme
In the framework of the general iterative scheme, we propose the following smooth function for solving the DSUE-SRDTC problem (24) and the dynamic route choice problem (35): 1 ( , ) ( ) (ln ln ),
where ρ is positive and fixed. It is obvious that function (59) has the two properties required for the general iterative scheme, and we can obtain the line integral of ( , ) g f h , given as follows: 
Since the flows on all routes in the path set are positive for the logit-based DSUE problems, the non-negativity constraints of problem (62) will never be active and hence can be eliminated. Selecting a reference path index rs p P ∈ and a reference interval index
Substituting Eq. (63) into the objective function of problem (62), we can reformulate the optimization problem (62) as an unconstrained optimization problem, given as follows: 
Eq. (65) 
The value of * µ can be obtained by solving the one-dimensional nonlinear equation (67), and can be further substituted into Eq. (66) to obtain the solution to problem (62). In this paper, the one-dimensional nonlinear equation (67) is solved by Newton's method, and the gap function (52) is adopted to check convergence of the iterative method for solving the DSUE-SRDTC problem.
Function (59) was also adopted to develop an iterative method to solve the VI problem (35) 
where ρ is a positive constant.
Solving the optimization problem (68), we have
To check the convergence of the iterative method for solving the DSUE-SRDTC problem (24) and the dynamic route choice problem (35), the gap function (51) was adopted. In theory, the convergence of the iterative scheme for solving these two problems requires their mapping functions to be continuous and strictly monotone (Theorem 1.6 in Nagurney, 1993) . Example 1 shows that the mapping function of the VI problem (24) may be non-monotone, and hence the iterative scheme for solving the DSUE-SRDTC problem cannot always guarantee convergence. Propositions 1 and 2 show that the mapping function of the dynamic route choice problem (35) is continuous and strictly monotone under some assumptions, and hence the iterative scheme for solving the dynamic route choice problem guarantees convergence under such assumptions.
A BFGS method for solving the DSUE-SRDTC problem
According to Theorems 5 and 6, we can obtain an optimal solution to the DSUE-SRDTC problem by solving the system of nonlinear equations (46). In this section, a BFGS method is adopted to solve the system of nonlinear equations (46). During the implementation of BFGS method, we evaluate the mapping function ( ) Z π , in which the function ( ) S π can be obtained by solving the VI problem (35) using the iterative method described in Section 4.2.2. Therefore, the BFGS method forms the main solution algorithm, and the iterative method forms a sub-algorithm.
The BFGS method for solving the system of nonlinear equations (46) Step 1 Step 3. Update of the minimum perceived generalized travel cost. Set
Step 4 
= ι ι
, and return to Step 1.
In
Step 0, the initial solution 0 π can be any positive vector. In our numerical example, the iterative method is adopted to generate the initial solution 0 π . We firstly implement the iterative method until either the value of the gap function G 4 is less than a predetermined convergence tolerance 3 ε or the average value of the gap function G 2 for consecutive 100 iterations is not decreasing. If the iterative method terminates due to the fact that the first condition is met, we have obtained an approximate solution to the DSUE-SRDTC problem, and the BFGS method will not be implemented.
Otherwise, we set the average perceived travel cost of each OD pair as the initial solution of the BFSG method. Following the literature, we set the initial symmetric positive definite matrix 0 H to be an identity matrix. Then, the convergence criterion is checked in Step 1.
Step 2, a backtracking inexact line search technique, which was originally proposed by Yuan and Lu (2008) , is adopted to determine the stepsize. Different from some traditional line search techniques, the technique (70) can avoid the computation of the Jacobian matrix of ( ) Z π , and thus can reduce the computation difficulty, especially for the large-scale problems. The sub-algorithm in the next subsection is adopted to evaluate the function ( ) S π and consequently evaluate the mapping function ( ) Z π in Step 2 and also in Step 4.
Step 3 updates the minimum perceived generalized travel cost and Step 4 updates the symmetric positive definite matrix.
The advantage of the proposed solution algorithm (which incorporates BFGS as the main algorithm) for the DSUE-SRDTC problem is that it can avoid the requirement of the monotonicitiy of the route travel cost functions for the convergence of the solution procedure. Many existing solution algorithms for the DSUE-SRDTC problems require the mapping function of the VI problem for the DSUE-SRDTC problem to be monotone. However, this requirement cannot be met, and many existing solution algorithms may fail to solve the DSUE-SRDTC problems (See numerical examples for details).
The BFGS method has a norm descent property, and its global and superlinear convergence have been proved under mild conditions (Yuan and Lu, 2008) :
. The Jacobian of ( ) Z π is symmetric, bounded, and positive definite on the convex set.
• ι H is a good approximation to '( ) ι Z π .
• '( ) ι Z π is Hölder continuous at an optimal solution.
However, the Jacobian matrix of ( ) Z π is in general asymmetric, and hence the global and superlinear convergence of the above BFGS method for the DSUE-SRDTC problem is left for future investigation. According to Proposition 3, the mapping function of the proposed system of nonlinear equations is monotone under Assumption 3. Therefore, some other BFGS methods developed for nonlinear monotone equations (e.g., Solodov and Svaiter, 1998; Zhou and Li, 2008) can also be adopted to solve the DSUE-SRDTC problem. The BFGS method developed by Zhou and Li (2008) Zhou and Li (2008) was also adopted to solve the DSUE-SRDTC problem, and the detailed algorithm is presented in Appendix B.
Numerical example
A great many dynamic network loading (DNL) models can be used to depict how traffic propagates inside a traffic network along assigned routes (see Mun, 2007 for a comprehensive review) and hence governs the network performance in terms of travel time. The proposed DTA model is formulated in a general form, and any type of DNL models can be used to estimate the traffic pattern over time, and then calculate link travel times by link travel time models. The DNL model used in this paper is the point-queue (PQ) model (see Huang and Lam, 2002; Nie and Zhang, 2005 for details).
The underlying reasons for choosing the PQ model are: (i) the PQ model is easy to calibrate since its parameters, including free-flow travel time and bottleneck capacity, are all well-defined physical quantities that are relatively easy to measure; (ii) the PQ model has an advantage of the computational efficiency, and behaves identically as Daganzo's (1995) cell transmission model (CTM) if queue spillback does not occur (Nie and Zhang, 2005) ; and (iii) the path travel time and path travel cost obtained from the PQ model are continuous with respect to path flows (Huang and Lam, 2002; Szeto and Lo, 2006) . The calculation of route travel time directly follows the method in the study by Huang and Lam (2002) . The following example is developed to illustrate the performance of the proposed method for solving the DSUE-SRDTC problem.
Example 2. Sioux Falls network: Comparing the efficiency of the proposed algorithm with existing algorithms
As shown in Fig. 1 , the Sioux Falls network is adopted to illustrate the performance of the proposed methods. The Sioux Falls network consists of 24 nodes and 76 links (Leblanc, 1975) .
Following Han (2003) , we considered only 12 OD pairs in the network, and adopted Dial's (1971) STOCH method to generate the reasonable path set under the free-flow condition. The OD pairs and the number of paths in the reasonable path set are given in Table 1 Usually, CPU time is widely used to evaluate the efficiency of solution algorithms. However, CPU time relies on the compiler, the coding skills, the performance of the used computer, and so on. Since the implementation of DNL is the most time consuming step in solving DTA models, we mainly use the number of DNLs performed instead of CPU time to evaluate the performance of the solution methods tested in this study. We set the maximum number of DNLs performed be 400000 and compared the performance of the proposed methods with three existing solution algorithms: PNL (see Han, 2003 for details), MSA, and SRAM (See Liu et al., 2009 for details) . We also adopted IM to represent the iterative method described in Section 4.2, BFGS to represent the backtracking inexact BFGS method (Yuan and Lu, 2008) , and M-BFGS to represent the BFGS method for nonlinear monotone equations (Zhou and Li, 2008) for short.
The value of the dispersion parameters plays a significant role on the computation time required by the solution algorithms for the logit-based SUE traffic assignment (e.g., Han, 2003; Bekhor and Toledo, 2005; Long et al., 2010) . Firstly, the special case of the DSUE-SRDTC problem, i.e., the Table 3 imply that the smaller the value of t θ is, the easier the DSUE-SRDTC problem can be solved.
We Tables 2   and 3 , i.e., the lower the value of dispersion parameters, the easier the DSUE-SRDTC problem can be solved.
The congestion level is also an important factor that can influence the efficiency of the solution algorithms for the DSUE-SRDTC problem. To illustrate this effect, we changed the OD demand of all OD pairs from 20 veh to 400 veh, and implemented all solution algorithms, respectively. The numbers of DNLs required for all solution algorithms are provided in Table 4 . We can observe that the lower the level of congestion, the easier the DSUE-SRDTC problem can be solved. The results presented in Table 4 also show that the iterative method outperforms the three existing methods (i.e., PNL, MSA, and SRAM), and the BFGS method outperforms all other solution algorithms. This is consistent with the results presented in Tables 2 and 3 .
According to the first term on the right hand side of Eq. (32) , and implemented all solution algorithms, respectively. The number of DNLs required for each solution algorithm is reported in Table 5 . We can observe from the table that the three existing solution algorithms (i.e., PNL, MSA, and SRAM) fail to solve the DSUE-SRDTC problem. Moreover, the iterative method can only solve the DSUE-SRDTC problem when the value of γ is very small, and both the BFGS method and the M-BFGS method can solve the DSUE-SRDTC problem with all the settings of the values of γ shown in the table. The results presented in Table 5 also confirm that the smaller the value of γ is, the easier the DSUE-SRDTC problem can be solved.
The DSUE-SRDTC condition and the special case of the DSUE-SRDTC condition in Theorems 
Conclusion
The DSUE-SRDTC problems cannot always be solved by many existing solution algorithms due to the non-monotonicity of route travel cost function. This paper formulates the DSUE-SRDTC problem with fixed demand as a system of nonlinear equations, whose mapping function is defined by a dynamic route choice problem. Since the dynamic route choice problem can be formulated as a VI problem with a strictly monotone mapping function under some assumptions, we can avoid the In this paper, the PQ model was adopted as the DNL model. This type of models ignores the interactions of adjacent links in a network under heavy congestion such as queue spillovers. This greatly simplifies the modeling framework but at the same time may be not really realistic. Some physical queue models, such as the CTM (Daganzo, 1994 (Daganzo, , 1995 and the link transmission model (LTM) (Yperman, 2007) , can capture important and realistic traffic dynamics such as queue spillbacks that often occur in congested urban traffic networks. However, spillbacks may introduce discontinuities to DTA problems (Szeto and Lo, 2006) , and Assumption 1 may not be satisfied.
However, once Assumptions 1 and 2 are satisfied by DTA problems with physical queues, the proposed algorithm can be used to obtain their solutions. For future studies, we will develop more efficient solution algorithms, and apply the DTA model to evaluate the effect of various traffic management and transport planning measures such as road pricing (Lo and Szeto, 2005) , network design (e.g., Szeto et al., 2010 Szeto et al., , 2014 Miandoabchi et al., 2012a,b) , staggered work hours (e.g., Yushimito et al., 2014) , incident detection (e.g., Ghosh and Smith, 2014) , and traffic flow/density forecasting (e.g., Szeto et al., 2009; Ye et al., 2012; Anand et al., 2014; Chiou et al., 2014) .
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The linear travel cost function is given as follows: 
The equilibrium flow pattern after a fluctuation, the corresponding queue length, the travel time and the generalized travel cost are given as follows: 
Using Eqs. (28), (75), (30) and (78) 
Let φ and φ  , respectively, be the vectors of the perceived component of the perceived trip cost with respect to the flow patterns r and r  , i.e., ).
