Solodkii (1998) applied the modified projection scheme of Pereverzev (1995) for obtaining error estimates for a class of regularization methods for solving ill-posed operator equations. But, no a posteriori procedure for choosing the regularization parameter is discussed. In this paper, we consider Arcangeli's type discrepancy principles for such a general class of regularization methods with modified projection scheme.
Assumption (1)
These assumptions are general enough to include many regularization methods such as the ones given below.
For applying our discrepancy principle, we would like to impose two additional conditions :
Assumption ( (a) Tikhonov Regularization:
Here g α (λ) = 1 λ + α .
Assumptions (1), (2) , (3) , (4) hold with ν 0 = 1, and κ 0 in Assumption (3) can be taken as greater than or equal to 1/(α 0 + T 2 ).
(b)Generalized Tikhonov Regularization :
Here g α (λ) = λ q λ q + α q+1 , Assumptions (1), (2) , (3), (4) hold with ν 0 = q + 1, q ≥ −1/2, and κ 0 in (3) can be taken as greater than or equal to 1/ α q+1 0 + T 2(q+1) .
(c) Iterated Tikhonov Regularization : In this method, the k-th iterated approximation x (2) , (3) , (4) hold with ν 0 = k and the constant κ 0 in (3) can be taken as any number greater than or equal to 1/(α 0 + T 2 ) k .
In order to obtain numerical approximations ofx α = g α (T * T )T * ỹ , one may have to replace T by an approximation of it, say by T n , where (T n ) is a sequence of finite rank bounded operators which converges to T in some sense, and consider
in place ofx α . One of the well-considered finite rank approximation in the literature for the case of Tikhonov regularization is the projection method in which T n is taken as either T P n or P T P m , where for each n ∈ N, P n : X → X is an orthogonal projection onto a finite dimensional subspace X n of X.
In [11] , Periverzev considered Tikhonov regularization, with
with R(P 2 k+1 ) ⊆ R(P 2 k+1 ) and showed that the computational complexity for obtaining the solutionx
is far less than that for ordinary projection method when T and T * are having certain smoothness properties and (P n ) is having certain approximation properties.
Recently Solodkii [14] applied the above modified projection approximation to the general regularization method, and obtained error estimate for the approximatioñ
under an a priori choice of the regularization parameter α.
In this paper we not only consider the above class of regularization methods defined
for choosing the regularization parameter α. Here (a n ) is a sequence of positive real numbers such that a n → 0 as n → ∞. It is to be mentioned that, in [10] , the authors considered the above discrepancy principle for Tikhonov regularization with T n as in (1.2).
The advantage of having a general sequence (a n ) instead of the traditional ( n ), where T − T n = O( n ), is that the order of convergence of the approximation is in terms of powers of δ +a n , in place of powers of δ + n with a n smaller than n . By properly choosing (a n ), it can happen that, for a small δ, the values of n for which a n = O(δ), can be much smaller than that required for n = O(δ). In this paper we are going to use the estimate T − T n = O( n ), n = 2 −nr , proved in [10] , where r > 0 is a quantity depending on the smoothness property of T , and take (a n ) such that 2 −nr = O a λ n for some λ > 0. For instance one my take a n = 2 −nr/λ for any λ ∈ (0, 1].
In order to specify the smoothness properties of the operator T and approximation property of (P n ), we adopt the following setting as in ( [11] , [10] ).
For r > 0, let X r be a dense subspace of the Hilbert space X and L r : X r → X be a closed linear operator. On X r consider the inner product
and the corresponding norm
It can be seen that, with respect to the above inner product ·, · r , X r is a Hilbert space.
If A : X → X, B : X r → X, C : X → X r are bounded operators, then we shall denote their norms by A , B r,0 , C 0,r respectively.
We assume that T : X → X is a compact operator having the smoothness properties
being bounded operators, so that there exist positive real numbers γ 1 , γ 2 , γ 3 such that
Further we assume that (P n ) is a sequence of orthogonal projections having the approximation property
where c r > 0 is independent of n.
Error Estimate and Discrepancy Principle 2.1 Error Estimate
Let T : X → X be a compact operator having the smoothness properties specified by (1.4) and (1.5) and (P n ) be a sequence of orthogonal projections having the approximation property (1.6). For each n ∈ N, let T n be defined by (1.2). Let y ∈ R(T ) andỹ ∈ X be such that
Let {g α : α > 0} be a set of Borel measurable functions defined on (0, b], where
and satisfying the assumptions (1), (2), (3), (4) listed in the last setion. Let
, and
In order to find an estimate for the error x −x α,n , first we observe that
By the definition of x α,n ,x α,n , and using spectral results, we have
Therefore, using the assumption (2) on g α , we get
Thus, we have
The following theorem supplies an estimate for x − x α,n . For its proof we shall make use of the result
proved in Vanikko and Veretennikov [15] for positive, self adjoint, bounded operators A and A n on X, with (A n ) uniformly bounded, where a > 0 is independent of n.
Proof. We observe that
Now, using the assumption (1) on g α ,
and by assumption (1) on g α and the result (2.8) with A = T * T , A n = T * n T n and = ν,
Since T * n P 2 n = T * n ,x = (T * T ) νû and using the assumption (2) on g α we have
Using the above estimates .9) we get the required result.
2
In view of the relation (2.7) and the above proposition, we have to find estimates for the quantities
It is proved in Periverzev [11] (also see Solodkii [14] ) that
so that
Also, the estimate for (T n − P 2 n T )(T * T ) ν given in the following lemma can be deduced from a result of Solodki [14] . Here we shall give an independent and detailed proof for the same. We shall use the estimates
11)
obtained by Pereverzev [11] (cf. also Nair and Rajan [10] ) and the estimate
given in Plato and Vainikko [12] .
Proof. It can be seen that
Now using (1.6), (2.11), (2.12), (2.13), it follows that
Thus the lemma is proved.
2 Now, the estimates in (2.10) and (2.14) together with Proposition 2.1 and the relation (2.7) gives the following result.
where ν 1 = min{ν, 1}, ν 2 = min{2ν, 1}.
Discrepancy Principle
We consider the discrepancy principle
where (a n ) is a sequence of positive reals such that a n → 0 as n → 0. Let
We observe that
Hence, by assumptions (1) and (3) on g α , α > 0, and using spectral theory, we have
Therefore, it follows that
Hence by intermediate value theorem and the assumption (4) on {g α }, there exist a unique α satisfying the discrepancy principle (2.15). It also follows that (δ + a n )
For the next result we make use of the estimate
proved in Nair and Rajan [10] .
PROPOSITION 2.4 Supposex ∈ R(T * T ) ν for some ν with 0 < ν ≤ ν 0 , (a n ) is such that 2 −nr = O(a λ n ) for some λ > 0 and α is chosen according to the discrepancy principle(2.15). Then (δ + a n )
where
Proof. From the discrepancy principle(2.15) we have (δ + a n )
Now, using the fact thatx = (T * T ) νû , the assumption (1), on g α , α > 0, and spectral results, we have
Also, we have
Now by the results (2.8), (2.16), (2.17), and the assumption 2
In addition to the assumptions in Proposition 2.4, suppose
Proof. Clearly, p ≤ s + 2q min{1, λ(2 + ν 2 )} implies µ > 0. Now to obtain the estimate for x −x α,n , first we recall from Theorem 2.3 that
Now, using the assumption 2 −nr = O(a λ n ) for some λ > 0, and the relation (2.16), we have
for any > 0, by Proposition 2.4,
.
2 The following corollary whose proof is immediate from the above theorem, specifies a condition required to be satisfied by λ, and there by the sequence (a n ), so as to yield somewhat realistic error estimate.
COROLLARY 2.6
In addition to the assumption in Theorem 2.5, suppose λ, p, q are such that
Then s and µ in Theorem 2.5 are given by
In particular, with λ as above, we have the following :
We may observe that the result in (iii) of the above corollary shows that the choice of p, q in the discrepancy principle (2.15 does not depend on the smoothness of the unknown solutionx. Also, from the above corollary we can infer that for the Arcangeli's discrepancy priciple T nxα,n −ỹ = δ + a n √ α one obtains the error estimate
provided (a n ) satisfies
In particular, for Tikhonov regularization, where ν 0 = 1, we have the order O (δ + a n ) 2ν/3 whenever 2/3 ≤ λ ≤ 1.
Numerical Example
In this section, we carry out some numerical experiments using JAVA programming for Tikhonov regularization, and implements our discrepancy principle. We also implement the a priori parameter choice strategy numerically, Consider the Hilbert space X = Y = L 2 [0, 1] with the Haar orthonormal basis {e 1 , e 2 , . . . , }, of piecewise constant functions, where e 1 (t) = 1 for all t ∈ [0, 1], and for m = 2 k−1 + j, k = 1, 2, . . . , j = 1, 2, . . . ,
Let T : X → X be the integral operator,
with the kernel
We take X r with r = 1 as the Sobolev space of functions f with derivative f ∈ L 2 [0, 1]. In all the following examples, we havex ∈ R((T * T ) ν ) with 2ν ≤ 1. In this case the error estimate in Theorem 2.3 take the form
Taking the a priori choice of the parameter α as
we get the optimal order x −x α,n = O δ 2ν/(2ν+1) .
In a posterirori case, we find α using Newton-Raphson method, namely
Here we used notation [A] ij for the ij-the entry of an n × n matrix A and [B] i for the i-the entry of a n × 1 (column) matrix B.
In the following examples, we take the purturbed dataỹ as
For the a posteriori case, we take p and q such that
, and a n = (2 −n ) 1/λ with λ = 2/3. As per our result Corollary 2.6, the rate is O (δ + a n ) pν/(q+1) . We shall use the notationẽ α,n for the computed value of x −x α,n .
Example 1
Let y(s) = 1 6 (s − s 3 ). In this case, it can be seen thatx(t) = t, t ∈ [0, 1]. It is known (cf. e.g. Gfrerer [5] ) thatx ∈ R(T * T ) ν for all ν < 1 8 . In the following two case we take ν = 1/9. (s − 2s 3 + s 4 ). In this case,x(t) = (t − t 3 ), t ∈ [0, 1] andx ∈ R(T * T ) ν for all ν < 5/8(cf. Gfrerer [5] ). 
