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The stability of the financial system is associated with systemic risk factors such
as the concurrent default of numerous small obligors. Hence it is of utmost impor-
tance to study the mutual dependence of losses for different creditors in the case of
large, overlapping credit portfolios. We analytically calculate the multivariate joint
loss distribution of several credit portfolios on a non-stationary market. To take
fluctuating asset correlations into account we use an random matrix approach which
preserves, as a much appreciated side effect, analytical tractability and drastically
reduces the number of parameters. We show that for two disjoint credit portfolios
diversification does not work in a correlated market. Additionally we find large
concurrent portfolio losses to be rather likely. We show that significant correlations
of the losses emerge not only for large portfolios with thousands of credit contracts
but also for small portfolios consisting of a few credit contracts only. Further-
more we include subordination levels, which were established in collateralized debt
obligations to protect the more senior tranches from high losses. We analytically
corroborate the observation that an extreme loss of the subordinated creditor is
likely to also yield a large loss of the senior creditor.
1. Introduction
The subprime crisis 2007–2009 had a drastic influence on the world economy, due to the almost
concurrent default of many small debtors. Most of the credit contracts where bundled into
credit portfolios in the form of collateralized debt obligations (CDOs). Realistic estimates for
credit risks and the possible losses, particularly of large portfolios are important not only for
the creditors, also and maybe even more from a systemic viewpoint. There is a wealth of
studies on credit risk, see Refs. [1, 2, 3, 4, 5] and references therein.
In a credit portfolio it is of utmost importance to consider the correlations of the asset values.
It has been shown that in the presence of even little correlations the concept of diversification
is deeply flawed, see Refs. [6, 7, 8]. Hence it is not possible to lower the tail risk significantly
by enlarging the number of credit contracts in a credit portfolio. In general, diversification is
not always fruitful [9, 10].
To obtain a comprehensive understanding of systemic credit risk, it is important to study
and model the mutual dependence of losses of different portfolios. Here we are interested
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in the joint probability distribution that contains all the information on the individual loss
distributions as well as their dependence structure. We apply the Merton model [11, 12]
to several credit portfolios simultaneously. Additionally we take fluctuating asset correlations
into account. These emerge because of the intrinsic non-stationarity of financial markets which
leads to a change of the correlation and covariance matrix in time [13, 14, 15]. To describe
this non-stationarity we use an ensemble approach which was recently introduced in Ref. [16].
It results in a multivariate asset return distribution averaged over the fluctuating correlation
matrices. The validity of this approach has been confirmed by empirical data analysis [8, 14].
The ensemble approach leads to a drastic reduction of the number of parameters describing
the distribution. Remarkably, only two parameters, the average correlation level of the asset
values and the strength of the fluctuations are sufficient. From the asset return distribution
we analytically derive a joint probability distribution of credit portfolio losses. In addition
we derive a limiting distribution for infinitely large credit portfolios. We analyze in detail
two non-overlapping credit portfolios that operate on the same market. Moreover we include
subordination levels [17, 18, 19]. At maturity time the senior creditor is paid out first and the
junior subordinated creditor is only paid out if the senior creditor regained the full promised
payment. This is related to CDO tranches and gives further information on to multivariate
credit risk [20, 21].
Furthermore, we consider a single credit portfolio that operates on several markets which
are on average uncorrelated. We are able to derive a limiting distribution for an infinitely large
credit portfolio. Here, the tail risk is lower than in the case of one market with homogeneous
correlation structure, but still diversification is limited.
The paper is organized as follows. In section 2 we introduce the Merton model and derive
the portfolio loss distributions for different debt structures. In section 3 we present our results
for empirical estimated parameters. We conclude our observations in section 4.
2. Model
We extend the Merton model to a multivariate scenario with two creditors and K correlated
obligors with asset values or economic states Vk(t), k = 1, . . . ,K at time t. Each obligor may
hold a credit contract from each creditor. In the Merton model the asset values Vk(t) are
estimated by the stock prices of the corresponding obligors. So we assume that all K obligors
are companies which can be traded on a stock market. We claim that the asset values follow
a geometric Brownian motion. Further, we assume subordinated debt where at maturity time
T the senior creditor is paid out first and the junior subordinated creditor is only paid out
if the senior creditor regained the full promised payment. Suppose each obligor has to pay
back the face value Fk at maturity time T . We consider large time scales such as one year or
one month. The face value of each obligor is composed of the face value of the senior creditor
F
(S)
k and the face value of the junior subordinated creditor F
(J)
k , that is Fk = F
(S)
k + F
(J)
k . A
default occurs if the asset value drops below the face value i.e. Vk(T ) < Fk for at least one
obligor. The severity of the loss depends on the value of the obligors V (T ) at time maturity.
For Fk > Vk(T ) > F (S)k the default is completely defrayed by the junior subordinated creditor
meaning that the senior creditor does not incur any loss. Only if Vk(T ) < F (S)k the senior
creditor will incur a loss while the junior subordinated creditor will sustain a total loss. A
visualization of the underlying process for a single asset is shown in Fig. 1. The normalized
loss L(S)k that a senior creditor and the normalized loss L
(J)
k that a junior subordinated creditor
2
Vk(0)
Vk(t)
Fk
T t
F
(J)
k
F
(S)
k
Figure 1: Schematic visualization of the Merton model. A default occurs if the asset value at
maturity VK(T ) drops below the face value Fk. In the red sketched scenario a default
occurs only to the junior subordinated creditor while the senior creditor obtains no
loss.
is suffering can be expressed as
L
(S)
k =
(
1− Vk(T )
F
(S)
k
)
Θ
(
F
(S)
k − Vk(T )
)
(1)
L
(J)
k =
(
1− Vk(T )− F
(S)
k
F
(J)
k
Θ
(
Vk(T )− F (S)k
))
Θ (Fk − Vk(T )) , (2)
respectively. The Heaviside step functions Θ(x) ensure that the losses are strictly positive.
We introduce the fractional face values f (S)k and f
(J)
k for the senior and junior subordinated
creditors
f
(S)
k =
F
(S)
k∑K
l=1 F
(S)
l
and f (J)k =
F
(J)
k∑K
l=1 F
(J)
l
, (3)
respectively. This enables us to define the normalized portfolio losses L(S) and L(J) for the
senior and junior subordinated creditors as weighted sums
L(S) =
K∑
k=1
f
(S)
k L
(S)
k and L
(J) =
K∑
k=1
f
(J)
k L
(J)
k , (4)
respectively. Our aim is to derive the bivariate distribution p(L(S),L(J)) of the portfolio losses.
This can be done by integrating over all portfolio values and filtering those that lead to a given
bivariate total loss (L(S),L(J))
p(L(S),L(J)) =
∫
d[V ]g(V |Σ) δ
(
L(S) −
K∑
k=1
f
(S)
k L
(S)
k
)
δ
(
L(J) −
K∑
k=1
f
(J)
k L
(J)
k
)
, (5)
where g(V |Σ) is the multivariate distribution of the correlated asset values of the obligors at
maturity, Σ is the covariance matrix of the asset values, which is in our model well estimated
by that of the stock prices. δ(x) is the Dirac delta function and V = (V1(T ), . . . ,VK(T )) is the
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K component vector of the asset values. The measure d[V ] is the product of all differentials
and the integration domain ranges from zero to infinity for every integral. Using the Fourier
representation of the δ function as well as Eqs. (1) and (2), we find
p(L(S),L(J)) = 1(2pi)2
∞∫
−∞
dν(S)e−iν
(S)L(S)
∞∫
−∞
dν(J)e−iν
(J)L(J)
×
K∏
k=1

F
(S)
k∫
0
dVk exp
(
iν(S)f
(S)
k
(
1− Vk
F
(S)
k
)
+ iν(J)f (J)k
)
+
Fk∫
F
(S)
k
dVk exp
(
iν(J)f
(J)
k
(
1− Vk − F
(S)
k
F
(J)
k
))
+
∞∫
Fk
dVk
 g(V |Σ) , (6)
where we split the Vk integrals in three parts. We will use this expression later on, but we first
need to specify the multivariate distribution of the correlated asset values g(V |Σ).
Our goal is to calculate joint loss distributions which take the non-stationarity of the covari-
ances into account,
〈p〉(L(S),L(J)) =
∫
d[V ]〈g〉(V |Σ) δ
(
L(S) −
K∑
k=1
f
(S)
k L
(S)
k
)
δ
(
L(J) −
K∑
k=1
f
(J)
k L
(J)
k
)
(7)
and according for Eq. (6). We will argue that this is achieved by properly averaging the
multivariate distribution g(V |Σ), resulting in 〈g〉(V |Σ).
2.1. Average distribution
Following Refs. [8, 12, 14], we use a random matrix concept to capture the non-stationarity of
the correlations between the asset values Vk. The covariances of the returns
rk(t) =
Vk(t+ ∆t)− Vk(t)
Vk(t)
, (8)
with the return interval ∆t are ordered in the K×K covariance matrix Σ. It can be expressed
as Σ = σCσ with the correlation matrix C and the diagonal matrix σ = diag (σ1, . . . ,σK)
containing the volatilities of the different return time series rk. As the covariance matrices
differ significantly for different times, we obtain an existing ensemble of different covariance
matrices. In Refs. [8, 12, 14] it was demonstrated that this data ensemble can be very efficiently
modeled by random covariance or correlation matrices distributed according to Wishart [22]
w(W |Σ,N) =
√
N
KN√
det(2piΣ)N
exp
(
−N2 trW
†Σ−1W
)
. (9)
This distribution defines an ensemble of random covariance matrices WW †. They fluctuate
around the average covariance matrix Σ which is empirically evaluated over the whole time
interval. The symbol † denotes the transpose of a vector or matrix. The model matrices W
have dimension K × N . Here the free parameter N corresponds to the length of the model
time series, it has to be determined from the data. N controls the strength of the fluctuations
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around the average covariance matrix Σ. The smaller N , the larger are the fluctuations. The
ensemble average leads to the following general result for the average return distribution in
the presence of fluctuating covariance matrices,
〈g〉 (r|Σ,N) =
√
N
K
√
2N−2Γ(N/2)
√
det(2piΣ)
K(K−N)/2
(√
Nr†Σ−1r
)
√
Nr†Σ−1r(K−N)/2
, (10)
where K(K−N)/2 is the Bessel function of second kind and of order (K − N)/2 [14]. Σ in
Eq. (10) is the average over the whole data interval considered. In this notation and all further
notations we omit the time dependences of r and V . Since we assume all credit contracts to
have the form of zero coupon bonds, we consider our return intervals to have the same length
as the maturity time, i.e. ∆t = T .
In Refs. [8, 14] it has been shown that an effective average correlation matrix of the form
C = (1− c)1K + ceKe†K =

1 c c . . .
c 1 c . . .
c c 1 . . .
...
...
... . . .
 (11)
with 1K being the K ×K unit matrix and eK being a K component vector containing ones,
yields a good description of empirical data in the present setting. If we studied non-averaged
quantities depending on a specific correlation structure, this approach would be much less likely
to give satisfactory results. The choice has two major advantages. First we achieve analytical
tractability what can be seen later on in section 2.2, second we can describe the complexity of
a correlated market with only two parameters. The first parameter c is an effective average
correlation level and the second parameter N describes the strength of the fluctuations around
this average. Both parameters have to be estimated from empirical data.
Due to the fact that we need the asset values Vk(T ) in our loss distribution (5) while covari-
ances are measured with returns, we have to perform a change of variables using Ito’s lemma
[23]
rk → ln Vk(T )
Vk0
−
(
µk − ρ
2
k
2
)
T , (12)
where Vk0 = Vk(0) is the initial asset value. This is a geometric Brownian motion with drift µk
and standard deviation ρk with σk = ρk
√
T . The expression (10) can now be rewritten using
Fourier integrals. After employing and adjusting the steps in Ref. [7], we arrive at the double
integral
〈g〉 (V |c,N) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2piz
√
N
2piz(1− c)T
K ∞∫
−∞
du exp
(
−N2zu
2
)
×
K∏
k=1
1
Vkρk
exp
− N2z(1− c)Tρ2k
(
ln Vk
Vk0
−
(
µk − ρ
2
k
2
)
T +
√
cTuρk
)2 . (13)
The random matrix model of non-stationarity together with the effective average correlation
matrix results in an expression for the joint multivariate distribution of the asset values in terms
of a bivariate average of the product of geometric Brownian motions over a χ2 distribution in
z and a Gaussian in u. We do not perform the u integration yet, because we will factorise the
Vk integrals when computing the loss distribution (5) later on.
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2.1.1. Several on average uncorrelated markets
To be more realistic we consider not just one market but several markets which are on average
uncorrelated. This is an extension of unpublished work by T. Nitschke [24]. We define the num-
ber of uncorrelated markets to be β. In this case the correlation matrix C = diag(C1, . . . ,Cβ)
is block diagonal where Cl = (1 − cl)1Kl + cleKle†Kl are matrices themselves with dimensions
Kl × Kl for l ∈ {1, . . . ,β}. The correlation matrix C has dimension K × K and therefore∑β
l=1Kl = K holds. This block structure in not reflected in the random correlation matrices
fluctuating about C, see Eq. (9). Hence, there are correlations between the blocks, only their
average is zero. The correlation structure allows us to study the impact when going from one
market to several markets. Within one market we again have an on average effectively corre-
lation structure and across the markets we have an average correlation of zero. Importantly,
this only means the absence of correlations on average. The correlations in our model and in
reality fluctuate, implying that in any short instant of time, correlations can be present whose
strength is governed by the parameter N . Furthermore each market has its own volatility
matrix σl = diag(σl1, . . . ,σlKl) and drift vector µl = (µl1, . . . ,µlKl)† for l ∈ {1, . . . ,β}. We
properly extend the calculations in Ref. [7] with the difference that we have to apply l Fourier
integrals, yielding
〈g〉 (V |c,N) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2piz
β√
N
2pizT
K  β∏
l=1
Kl∏
k=1
1
Vlkρlk

×
β∏
l=1
1√
1− clKl
∞∫
−∞
dul exp
(
−N2zu
2
l
)
× exp
− N2zT ∑
k
(
ln VlkVlk0 −
(
µlk − ρ
2
lk
2
)
T +
√
clTulρlk
)2
(1− cl)ρ2lk
 . (14)
This multiple integral depends on the number of markets β. The index l indicates each market,
the index k indicates the asset in a specified market l. In general, the index pair (l,k) denotes
the kth asset on the lth market.
2.2. Average loss distribution
We work out the average loss distribution (7) using the above results for the average distribution
〈g〉 (V |c,N). After inserting Eq. (13) into Eq. (6) we obtain
〈p〉 (L(S),L(J)) = 1
(2pi)22N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2piz
∞∫
−∞
du exp
(
−N2zu
2
)
×
∞∫
−∞
dν(S)e−iν
(S)L(S)
∞∫
−∞
dν(J)e−iν
(J)L(J)I
(
ν(S),ν(J),z,u
)
, (15)
with the term
I
(
ν(S),ν(J),z,u
)
=
K∏
k=1
1 +
∞∑
j=1
ij
j!m
(SD)
j,k
(
ν(S),ν(J),z,u
)
+
∞∑
j=1
(
iν(J)f
(J)
k
)j
j! m
(J)
j,k (z,u)
 (16)
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and
m
(SD)
a,k
(
ν(S),ν(J),z,u
)
=
a∑
j=0
(
a
j
)(
ν(S)f
(S)
k
)j (
ν(J)f
(J)
k
)a−j
m
(S)
j,k (z,u) (17)
and the moments
m
(S)
j,k (z,u) =
Fˆ
(S)
k∫
−∞
dVˆk
(
1− Vk0
F
(S)
k
exp
(√
zVˆk +
(
µk − ρ
2
k
2
)
T
))j
×
√
N
2pi(1− c)Tρ2k
exp
[
N
2(1− c)Tρ2k
(
Vˆk +
√
cTuρk
)2]
(18)
m
(J)
j,k (z,u) =
Fˆk∫
Fˆ
(S)
k
dVˆk
(
1 + F
(S)
k
F
(J)
k
− Vk0
F
(J)
k
exp
(√
zVˆk +
(
µk − ρ
2
k
2
)
T
))j
×
√
N
2pi(1− c)Tρ2k
exp
[
N
2(1− c)Tρ2k
(
Vˆk +
√
cTuρk
)2]
, (19)
where we use the change of variables Vˆk = (lnVk/Vk0− (µk − ρ2k/2)T )/
√
z with proper adjust-
ment of the integration bounds Fˆk and Fˆ (S)k . The moments m
(S)
j,k (z,u) and m
(J)
j,k (z,u) are given
in appendix A for j = 0,1,2. The term m(SD)j,k
(
ν(S),ν(J),z,u
)
formally corresponds to those
events that lead to a loss large enough that the senior creditor is affected. We use a binomial
sum for the decoupling of the ν(S) and ν(J) integrals later on.
Now we assume large portfolios where all face values are of the same order, to carry out
an approximation to the second order in f (S)k and f
(J)
k by performing steps generalizing the
one in Ref. [7]. This is justified when we consider all face values are of the same order, so all
fractational face values are of order 1/K. We finally arrive at
〈p〉 (L(S),L(J)) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
∞∫
−∞
du exp
(
−N2 u
2
)
× 1√
2piM (S)2 (z,u)
exp
−
(
L(S) −M (S)1 (z,u)
)2
2M (S)2 (z,u)

× 1√
2piM2(z,u)
exp
−
(
L(J) −M1(L(S),z,u)
)2
2M2(z,u)
 (20)
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for the average distribution with
M1(L(S),z,u) = M (J)1 (z,u) +
K∑
k=1
f
(J)
k f
(S)
k N
(S)
k (z,u)
L(S) −M (S)1 (z,u)
M
(S)
2 (z,u)
(21)
M2(z,u) = M (J)2 (z,u)−
1
M
(S)
2 (z,u)
(
K∑
k=1
f
(J)
k f
(S)
k N
(S)
k (z,u)
)2
(22)
M
(S)
1 (z,u) =
K∑
k=1
f
(S)
k m
(S)
1,k (23)
M
(S)
2 (z,u) =
K∑
k=1
f
(S)
k
2
(
m
(S)
2,k −m(S)1,k
2
)
(24)
M
(J)
1 (z,u) =
K∑
k=1
f
(J)
k
(
m
(S)
0,k +m
(J)
1,k
)
(25)
M
(J)
2 (z,u) =
K∑
k=1
f
(J)
k
2
(
m
(S)
0,k +m
(J)
2,k −m(S)0,k
2 −m(J)1,k
2 − 2m(S)0,km(J)1,k
)
(26)
N
(S)
k (z,u) = m
(S)
1,k
(
1−m(S)0,k −m(J)1,k
)
. (27)
Thus, we expressed the average loss distribution as double average of Gaussians with mean
values M1(L(S),z,u) and M (S)1 (z,u) and variances M2(z,u) and M
(S)
2 (z,u) that non-trivially
depend on the integration variables. To keep the notation transparent, we dropped the ar-
guments of the functions m(S)j,k (z,u) and m
(J)
j,k (z,u). Due to the complexity of the last two
expressions in Eq. (20) the z and u integrals have to be evaluated numerically. We notice that
the normalization of the average distribution is for L(S)k ,L
(J)
k ∈ [0,1] only valid up to the order
of our approximation. Later on we will concentrate on the contributions of no default.
2.3. Homogeneous portfolio
Apart from the large K approximation, all results above are valid in general and apply to
all portfolios for which the individual fractational face values are of order 1/K. To further
evaluate our results and to obtain a visualization, it is instructive to consider homogeneous
portfolios, in which the senior and junior face values are equal,
F
(S)
k = F
(S)
0 and F
(J)
k = F
(J)
0 (28)
such that
f
(S)
k = f
(J)
k =
1
K
. (29)
Furthermore, we assume that the stochastic processes have the same initial values, drift and
standard deviations,
Vk0 = V0 , µk = µ0 , ρk = ρ0 . (30)
Of course, this does not mean that the realized stochastic processes are the same. By dropping
the dependence of k, the moments m(S)a,k (z,u) = m
(S)
a,0 (z,u) and m
(J)
j,k (z,u) = m
(J)
j,0 (z,u) and thus
the average distribution 〈p〉 (L(S),L(J)) can be computed much faster.
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2.4. Distribution of the loss given default
Only the full dynamics of our model without any approximations gives us information on the
contribution of the non-analytic part of the average loss distribution. In particular, absence
of losses is reflected in non-analytic δ functions at zero. To examine this we start from the
averaged version of Eq. (6) by inserting the distribution of asset values for a homogeneous
portfolio with an effective average correlation matrix
〈g〉h (V |c,N) =
1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2piz
∞∫
−∞
du exp
(
−N2zu
2
)
×
√ N
2piz(1−c)T
1
V ρ0
exp
− N2z(1−c)Tρ20
(
ln V
V0
−
(
µ0 − ρ
2
0
2
)
T +
√
cTuρ0
)2K
=
∞∫
0
dz
∞∫
−∞
duf(z,u)ω˜K(V,z,u), (31)
with
f(z,u) = 1
2N/2Γ(N/2)
zN/2−1e−z/2
√
N
2piz exp
(
−N2zu
2
)
(32)
ω˜(V,z,u) =
√
N
2piz(1−c)T
1
V ρ0
exp
− N2z(1−c)Tρ20
(
ln V
V0
−
(
µ0 − ρ
2
0
2
)
T +
√
cTuρ0
)2 . (33)
Due to the homogeneity, the product in Eq. (6) also becomes a K-th power, to which we apply
the multinomial theorem. We thus arrive at
〈p〉 (L(S),L(J)) =
∞∫
0
dz
∞∫
−∞
duf(z,u) 1(2pi)2
∞∫
−∞
dν(S)e−iν
(S)L(S)
∞∫
−∞
dν(J)e−iν
(J)L(J)
×
∑
k1+k2+k3=K
(
K
k1,k2,k3
)eiν(J)/K
F
(S)
0∫
0
dV exp
(
iν(S)
K
(
1− V
F
(S)
0
))
ω˜(V,z,u)

k1
×

F0∫
F
(S)
0
dV exp
(
iν(J)
K
(
1− V − F
(S)
0
F
(J)
0
))
ω˜(V,z,u)

k2 ∞∫
F0
dV ω˜(V,z,u)

k3
(34)
with the multinomial coefficient (
K
k1,k2,k3
)
= K!
k1!k2!k3!
. (35)
From Eq. (34) we see that δ functions only appear under the condition k1 · k2 = 0. For
k1 = k2 = 0 we have no default at all, the only contribution to the distribution stems from
the last integral in Eq. (34) leading to a δ peak δ(L(S)k )δ(L
(J)
k ) at the origin. This δ peak
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is associated with the absence of default neither on the junior nor on the senior level. The
probability therefore is
P (ND) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2piz
∞∫
−∞
du exp
(
−N2zu
2
)
×
(
1
2 −
1
2 erf
[√
N
2z(1− c)Tρ20
(
ln F0
V0
−
(
µ0 − ρ
2
0
2
)
T +
√
cTuρ0
)])K
. (36)
It obviously decreases with increasing K.
For k1 = 0, k2 6= 0 we find the contribution of the events that lead to a total junior default
but not to a senior default. In this case we have a single δ function δ(L(S)k ) which represents
a moderate loss such that the senior subordinated creditor will not sustain a loss. The special
case k1 6= 0, k2 = 0 leads to a sum of δ functions δ(L(J)k −k1/K) where k1 runs from 1 toK. This
is due to the sum in Eq. (34). These δ functions belong to the events where there is either no
default at all or k1 severe defaults such that for k1 = 1, . . . ,K obligors the junior subordinated
creditor has a complete failure i.e. L(J)k = 1 and the senior subordinated creditor may sustain
a loss i.e. L(S)k ≥ 0. All these δ functions are not unmated but weighted with some integral
prefactors to preserve the normalization of the distribution 〈p〉 (L(S),L(J)). Furthermore the δ
functions disappear when we only consider the loss given default, which in our model means
L(J) > 0 and also L(S) > 0. The non-analytic parts cannot be obtained in the second order
approximation we used to derive the average loss distribution (20).
2.5. Infinitely large portfolios
We now consider the caseK →∞ for the homogeneous portfolio to analyze whether diversifica-
tion works or not in the discussed multivariate scenarios. It has been shown that diversification
does not work in a correlated univariate model with only one bank [7].
The homogeneous versions of Eqs. (22) and (24)
M2(z,u) =
1
K
m(S)0,0 +m(J)2,0 −m(S)0,0 2 −m(J)1,0 2 − 2m(S)0,0m(J)1,0 − m
(S)
1,0
2 (
1−m(S)0,0 −m(J)1,0
)2
m
(S)
2,0 −m(S)1,0
2

(37)
M
(S)
2 (z,u) =
1
K
(
m
(S)
2,0 −m(S)1,0
2
)
(38)
imply thatM2(z,u)→ 0 as well asM (S)2 (z,u)→ 0 forK →∞. This means that both Gaussians
1√
2piM (S)2 (z,u)
exp
−
(
L(S)−M (S)1 (z,u)
)2
M
(S)
2 (z,u)
 and 1√2piM2(z,u) exp
−
(
L(J)−M1(L(S),z,u)
)2
M2(z,u)

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in Eq. (20) become δ functions. Thus we arrive at
〈p〉 (L(S),L(J)) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
∞∫
−∞
du exp
(
−N2 u
2
)
× δ
(
L(S) −M (S)1 (z,u)
)
δ
(
L(J) −M1(L(S),z,u)
)
= 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
∞∫
−∞
du exp
(
−N2 u
2
)
× δ
(
L(S) −m(S)1,0
)
δ
(
L(J) −m(S)0,0 −m(J)1,0
)
. (39)
To make this equation numerically manageable we use the identity
δ (f(u)) =
∑
i
δ(u− ui)
|f ′(ui)| , (40)
where ui are the roots of the function f(u), with f ′(ui) 6= 0. Using this identity three times
allows us to solve the remaining two integrals and we finally obtain the limiting loss distribution
〈p〉 (L(S),L(J)) = 1
2N/2Γ(N/2)
√
N
2piz
N/2−1
0 exp
(
−z02
)
exp
(
−N2 u
(S)2(L(S),z0)
)
× 1∣∣∣∣ ∂∂u m(S)1,0 (z0,u)∣∣∣u=u(S)(L(S),z0)
∣∣∣∣ · ∣∣∣∣ ∂∂u [m(S)0,0 (z0,u) +m(J)1,0 (z0,u)]u=u(S)(L(S),z0)
∣∣∣∣
× 1∣∣∣ ∂∂z [u(S)(L(S),z)− u(J)(L(J),z)]z=z0∣∣∣ . (41)
Here the implicit functions
u(S) = u(S)(L(S),z) with 0 = L(S) −m(S)1,0 (z,u(S)) (42)
u(J) = u(J)(L(J),z) with 0 = L(J) −m(S)0,0 (z,u(J))−m(J)1,0 (z,u(J)) (43)
z0 = z0(L(S),L(J)) with u(S)(L(S),z0) = u(J)(L(J),z0) , (44)
are unique and have to be calculated numerically. The dependence on L(S) and L(J) is now
implicit in the functions u(S),u(J) and z0. The very last derivatives in Eq. (41) can be done
by using the implicit function theorem. They can be traced back to derivatives of m(S)0,0 ,m
(S)
1,0
and m(J)1,0 . The functions m
(S)
1,0 and m
(S)
0,0 +m
(J)
1,0 are strictly monotonically increasing in u and
z for fixed z and u, respectively. Thus we can solve Eqs. (42) and (43) locally to u, where we
obtain u(S) and u(J). These equations can be derived by z using
∂u(S)
∂z
(L(S),z0) = −
∂
∂zm
(S)
1,0 (z,u)
∂
∂um
(S)
1,0 (z,u)
∣∣∣∣∣∣
u=u(S)(L(S),z0)
(45)
and ∂u
(J)
∂z
(L(J),z0) = −
∂
∂z
(
m
(S)
0,0 (z,u) +m
(J)
1,0 (z,u)
)
∂
∂u
(
m
(S)
0,0 (z,u) +m
(J)
1,0 (z,u)
)
∣∣∣∣∣∣
u=u(J)(L(J),z0)
. (46)
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2.6. Absence of subordination
Now we consider the same model as discussed before, but without taking subordination into
account. That means a loss is evenly distributed among the creditors. This model is closely
related to that in Ref. [25]. Here we have B ≥ 2 creditors with the face value F (b)k , b =
1, . . . ,B, k = 1, . . . ,K of obligor k within creditor b and the normalized loss according to
obligor k
L
(b)
k =

(
1− Vk(T )Fk
)
Θ (Fk − Vk(T )) if F (b)k > 0
0 else ,
(47)
with the total face value Fk =
∑B
b=1 F
(b)
k of obligor k and asset value Vk(t). In Eq. (47) for
F
(b)
k > 0 the losses do not have any dependence on the obligors. In case of default the creditors
are not distinguished and suffer the same normalized loss. Hence we write Lk instead of L(b)k .
Again we define the normalized portfolio losses L(b) and the fractional face values f (b)k ,
L(b) =
K∑
k=1
f
(b)
k Lk and f
(b)
k =
F
(b)
k
K∑
k=1
F
(b)
k
, (48)
corresponding to creditor b, respectively. The multivariate distribution of the total average
loss is
〈p〉 (L) =
∫
d[V ] 〈g〉 (V |Σ) δ
(
L−
K∑
k=1
fkLk
)
, (49)
with L = (L(1), . . . ,L(B))† and fk = (f (1)k , . . . ,f
(B)
k )†. Adjusting our calculations in the subor-
dinated case above and also applying a second order approximation for f (b)k we arrive at the
final result
〈p〉 (L) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
∞∫
−∞
du exp
(
−N2 u
2
)
× 1√
det (2piM2(z,u))
exp
(
−12 (L−M1(z,u))
†M−12 (z,u) (L−M1(z,u))
)
, (50)
where
M1(z,u) =
K∑
k=1
fkm1,k(z,u) (51)
M2(z,u) =
K∑
k=1
Dk
(
m2,k(z,u)−m21,k(z,u)
)
(52)
with the dyadic matrices
Dk = fkf †k (53)
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and with
mj,k(z,u) =
Fˆk∫
−∞
dVˆk
(
1− Vk0
Fk
exp
(√
zVˆk +
(
µk − ρ
2
k
2
)
T
))j
×
√
N
2pi(1− c)Tρ2k
exp
[
N
2(1− c)Tρ2k
(
Vˆk +
√
cTuρk
)2]
(54)
Fˆk =
1√
z
(
ln Fk
Vk0
−
(
µk − ρ
2
k
2
)
T
)
. (55)
The moments mj,k(z,u) are the same as in Eq. (18). For this model we only consider het-
erogeneous portfolios for the whole market as homogeneous portfolios would lead to singular
matrices Dk as defined in Eq. (53) and the losses would exactly be the same for all creditors.
Instead we consider cases where the volume of credit differs among the creditors or we consider
cases where the portfolios are non-overlapping or may only partially overlap.
Although our results are general, we now only consider B = 2 creditors to feasible render
a visualization. We denote them as creditor one and creditor two, respectively. Moreover we
address the most general setup where two credit portfolios may partially overlap, see Fig. 2.
Again we consider K obligors in total. Let R1 be the number of obligors with only one credit
Figure 2: Setup of the generalized model illustrating the correlation matrix of a financial market
with homogeneous correlations. The two rimmed squares correspond to two partially
overlapping portfolios.
contract, say from creditor one, depicted in the upper square on the left-hand side. Let R12
be the number of creditors that raise credits from both creditors. These creditors correspond
to the overlapping area in Fig. 2. The proportions correspond to the fractions r1 = R1/K and
r12 = R12/K. Creditor one deals in R1 +R12 credits and creditor two deals in K −R1 credits.
This model for example also includes two disjoint portfolios, we just have to set r12 = 0. The
face value of the R12 obligors consist of the sum of two face values Fk = F (1)k + F
(2)
k that do
not necessarily have the same size. For later convenience we consider homogeneous portfolios
Fk = F0 and we assume that the face values in the overlapping part of the portfolios are equal
within a portfolio but can differ across the portfolios. That means we introduce a parameter
γ ∈ [0,1] with F (1)k = γF0 and F (2)k = (1− γ)F0.
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For a market with homogeneous parameters we find the result (50) with
M1(z,u) = m1,0(z,u)
[
1
1
]
(56)
M2(z,u) =
(
m2,0(z,u)−m21,0(z,u)
) 1
K
[
α1 α12
α12 α2
]
(57)
where
α1 =
r1 + γ2r12
(r1 + γr12)2
(58)
α12 =
γ(1− γ)r12
(r1 + γr12)(1− r1 − γr12) (59)
α2 =
1− r1 − γ(2− γ)r12
(1− r1 − γr12)2 . (60)
We notice α12 = 0 for γ = 0 or γ = 1.
2.6.1. Absence of subordination on several markets
To treat several uncorrelated markets we perform the same calculations as in the previous
section. We insert the average asset value distribution (14) into Eq. (49) with the slight
difference that we have to replace the sum over k by two sums over l and k. We arrive at the
final result which is up to an factor formally identical to Eq. (50)
〈p〉 (L) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
β ∫
d[u] exp
(
−N2 u
2
)
× 1√
det (2piM2(z,u))
exp
(
−12 (L−M1(z,u))
†M−12 (z,u) (L−M1(z,u))
)
(61)
with
M1(z,u) =
β∑
l=1
Kl∑
k=1
flkm1,l,k(z,ul) (62)
M2(z,u) =
β∑
l=1
Kl∑
k=1
Dlk
(
m2,l,k(z,ul)−m21,l,k(z,ul)
)
with Dlk = flkf †lk (63)
and u = (u1, . . . ,uβ). Here d[u] denotes the product of all differentials dul. The moments
m1,l,k(z,ul) and m2,l,k(z,ul) are the same as in Eq. (55) including an additional index for each
market l ∈ {1, . . . β}. In this way we are able to vary the parameters like drift and volatility
across the markets. We found it useful depending on the size of β, to use polar or spherical
coordinates for the evaluation of the multivariate u integral.
2.7. Absence of subordination and infinitely large portfolios
We now consider two infinitely large portfolios, taking the limit K →∞. We point out that r1
and r12 do not scale with K in the case of two infinitely large portfolios. We will consider the
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case of one infinitely large portfolio and one portfolio of finite size later on. Now the matrix
M2(z,u) converges to a zero matrix. This implies that the exponential term and its prefactor
converge to δ functions and we find the final result
lim
K→∞
〈p〉 (L(1),L(2)) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi
∞∫
−∞
du exp
(
−N2 u
2
)
× δ
(
L(1) −m1,0(z,u)
)
δ
(
L(2) − L(1)
)
. (64)
This result is quite remarkable. We point out first, there is no dependence on the structure of
the portfolios anymore as the distribution (64) is independent of the parameters α1,α12 and
α2. Second, in the limiting case the losses of both portfolios will always be equal to each other
so that they are perfectly correlated. In other words the loss of one large creditor can be used
as a forecast for the loss of another large creditor on the same market. This holds even if the
creditors have disjoint portfolios and it also does not depend on the strength of the correlations
across the asset values.
A different situation appears when we consider a portfolio of finite size and another infinitely
large one. Due to the high asymmetry of the market shares of the portfolios, we solely examine
two disjoint portfolios. Say, portfolio one is the finite one with R1 companies. Then the matrix
element α1 in Eq. (57) scales with K and α2 converges to one. By calculating the limit K →∞
only one δ function emerges and by using property (40) of the δ function we find
lim
K→∞
〈p〉 (L(1),L(2)) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
√
N
2pi exp
(
−N2 u
2
0
)
×
√
R1
2pi(m2,0(z,u0)−m21,0(z,u0))
exp
(
− R1(L
(1) −m1,0(z,u0))2
2(m2,0(z,u0)−m21,0(z,u0))
)
× 1|∂m1,0(z,u)/∂u|z,u0
, (65)
where u0(L(2),z) is an implicit function defined by
0 = L(2) −m1,0(z,u0) . (66)
We note that the dependence on L(2) in the limit distribution is encoded in u0(L(2),z). Moreover
the above result is in line with the second order approximation even though one of the matrix
elements does not scale with K.
Finally we analyze two disjoint infinitely large portfolios, where each portfolio invests on a
separate market. We start from distribution (61) and perform the limit K → ∞. Again we
find two δ functions and by applying Eq. (40) twice we obtain
lim
K→∞
〈p〉 (L(1),L(2)) = 1
2N/2Γ(N/2)
∞∫
0
dzzN/2−1e−z/2
N
2pi exp
(
−N2 u
2
10
)
exp
(
−N2 u
2
20
)
× 1|∂m1,1,0(z,u)/∂u|z,u10
1
|∂m1,2,0(z,u)/∂u|z,u20
, (67)
where
0 = L(1) −m1,1,0(z,u10) and 0 = L(2) −m1,2,0(z,u20) (68)
define the implicit functions u10(L(1),z) and u20(L(2),z).
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3. Calibration of our model and visualization of the results
We always employ the approximation (11) to the mean correlation matrix, which yields as
already emphasized, very good fits to empirical data due to the very nature of the ensemble
average. Furthermore we restrict our analysis to homogeneous portfolios.
3.1. One portfolio, two markets
There are four parameters in our model, the average drift µ, the average volatility ρ, the
average correlation level c and the parameter N which controls the strength of the fluctuations
around the mean correlation level. In Refs. [7, 8, 14] the values of the parameters are directly
estimated from empirical data. The parameter N is determined by a fit of distribution (10)
to the data. These consists of 307 stocks that are taken from the S&P500 index traded in
the period from 1992 to 2012 [26]. We find the following empirical results µ = 0.17 year−1,
ρ = 0.35 year−1/2, N = 6, c = 0.28, T = 1 year.
We study the impact of investing into two uncorrelated markets. We thus assume two
identical uncorrelated markets with the same average correlation level. Furthermore we assume
the empirical parameters to be the same for both markets. The results are shown in Fig. 3.
For a comparison we also show the limiting distribution for only one market β = 1 with the
0.05 0.10 0.15 0.20
0.05
0.10
0.50
1
5
10
50
〈p
〉
(L
)
L
K = 10, β = 2
K →∞, β = 2
K →∞, β = 1
Figure 3: Average loss distribution on a logarithmic scale for different number of markets and
market size. The markets are homogeneous and we choose a face value of F0 = 75
and the initial asset value V0 = 100.
same parameters as in the case of two markets. This distribution is the univariate version of
the distribution (64) see also Ref. [8]. As expected we see that the diversification, i.e. the
separation of the correlation matrix into two blocks leads to a reduction of large portfolio
losses. Hence, reducing the risk of large losses can be achieved more effectively by splitting the
portfolio onto different uncorrelated markets than by solely increasing the number of credit
contracts on one single market. Obviously this is due to the on average zero correlations in
the off-diagonal blocks. A further reduction of the risk can only be achieved by either splitting
the portfolio in more than two markets or investing into markets where the average correlation
level is low with little fluctuations. Nevertheless by increasing the number of uncorrelated
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markets β we obtain for β → ∞ the same scenario as in the case of one market with average
correlation zero. Here the diversification effect is limited to the strength of the fluctuations N ,
where the tail of the loss distribution would only vanish for large N .
3.2. Absence of subordination and disjoint portfolios of equal size
We begin with varying the number of companies K and study the impact on the multivariate
loss distribution as well as on the default correlation and the default probabilities. Fig. 4
shows the average loss distribution (50) with homogeneous correlation matrix and homogeneous
parameters for two disjoint portfolios of equal size, for different numbers of companies K =
10,20,100 and empirical values for the parameters. We choose the face value F0 = 75 and
Figure 4: Average loss distribution for two disjoint portfolios of same sizes on a logarithmic
scale. We show different market sizes, K = 10 orange, K = 20 blue and K = 100
green. The parameters are µ = 0.17 year−1, ρ = 0.35 year−1/2, N = 6, c = 0.28 and
a maturity time of T = 1 year.
the initial asset value V0 = 100. The distribution is symmetric. It converges to the limiting
distribution (64) as K increases. We thus infer a high correlation of the portfolio losses even for
a small number of obligors. The striking peak around the origin L(1) = L(2) = 0 corresponds
to those events that lead to little portfolio loss. This peak arises because of the large drift.
Due to the positive drift the overall number of companies which do not default is larger than
the number of companies that default at maturity. Still, this peak does not represent the δ
peak at the origin which stands for the probability of total survival of all companies. This
becomes clear when we calculate the survival probability for all companies. This probability
does not depend on whether we have subordinated debt or not and it also does not depend
on the composition of our portfolios, see Eq. (36). The effect of different drift parameters µ is
shown in Fig. 5. For every value of µ the probability of having zero total portfolio loss decreases
with increasing number of companies K. Hence the weight of the δ peak on the portfolio loss
distribution at L(1) = L(2) = 0 becomes smaller. This is quite intuitive, the larger K the more
likely is the default of at least one company.
When looking at the portfolio loss correlations we find large values for little or even zero
asset correlation. For a market size of K = 100, i.e. each portfolio is of size 50, we obtain
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Figure 5: Probability of zero portfolio loss depending on the portfolio size K for different drift
parameters µ on a logarithmic scale.
for an average asset correlation of c = 0 a correlation of the portfolio losses of 0.71. This
high loss correlation is based on the fact that the asset correlations fluctuate around the mean
asset correlation of zero. Due to this fluctuation we have individual positive and negative
correlations. The negative correlations only have a limited effect because the asymmetry of
credit risk projects all non defaulting events onto zero while only defaulting events contribute to
the loss distribution. Hence, the positive asset correlations dominate the negative ones causing
a high portfolio loss correlation. The results is shown in Fig. 6. They are in accordance with
the simulation results in Ref. [25]. The portfolio loss correlation is a monotonic function of
the asset correlation c and for a fixed asset correlation we find with increasing K an increasing
portfolio loss correlation. Depending on the number of companies, the portfolio loss correlation
is a convex function (namely, K = 2,4) or a concave function (K ≥ 8). However, we emphasize
that these results are subject to the second order approximation which yields better results
the larger K. Large numbers of K lead to very high loss correlations. This confirms that even
without average asset correlation c = 0 the loss of one large portfolio serves as a forecast for
another large portfolio.
3.3. Absence of subordination and disjoint portfolios of various size
Looking at portfolios of various sizes yields much improved understanding of whether diversi-
fication works or not. To analyze this we consider portfolio one with fixed size R1 = 10 and we
consider the overall size of the market K = 30,110 and the limit K →∞. In this scenario the
market share of portfolio one will steadily decrease and converge to zero in the limiting case.
Hereby, we are able to compare somewhat smaller portfolios with very large ones.
For our calculations we use the same empirical parameters as in section 3.2. The effect of
different market size K on the loss distribution 〈p〉 (L(1),L(2)) is shown in Fig. 7. There are
regions where we have heavy-tailed behaviour of the distributions but also others where the
distributions decay very fast. In this latter regions that always fulfill the condition L1 > L2
the loss distribution decays considerably faster with increasing market size K. Hence we find
large deviations between the distributions of different market sizes. These deviations only play
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Figure 6: Portfolio loss correlation on a linear scale depending on the asset correlation c. Both
portfolios are homogeneous and have the same size. The market size K ranges from
2 (blue) over 4,8,10,20,30,50,100,200 to 500 (green). The bisecting line is shown in
black.
a minor role because they emerge at a significant low order of the loss distribution. In general,
for increasing market size K the second portfolio describes the market in a better manner.
Hence it is very unlikely for the first portfolio to suffer a big loss in times when the second
portfolio of large size exhibits little loss. This explains the fast decay of the loss distribution in
the L1 > L2 corner. However the most important fact is that along the diagonal L1 = L2 and
in the upper corner L1 < L2, significant deviations between the loss distributions for different
market sizes do not occur. Here, we also observe heavy-tails of the loss distribution. Especially
when we consider the diagonal we find no deviations and thus no diversification at all. This
means that increasing the size of portfolio 2 while keeping the size of portfolio 1 constant does
not yield a decrease of concurrent large portfolio losses of equal size. Interestingly, it is more
likely to find an event in the upper off-diagonal corner with L1 < L2 than in the lower corner.
This can be explained by the fluctuations around the mean correlation level of c = 0.28 and the
positive drift µ = 0.17 year−1. The fluctuations ensure that there is a probability for the assets
of portfolio one to be adversely correlated to the assets of portfolio two. Accordingly there is a
significant probability that the small portfolio one suffers no or little default while the second
portfolio suffers a major one. This probability decreases when we enlarge the size of portfolio
one while keeping the size of portfolio two fixed and still larger than the size of portfolio one.
Due to the asymmetry of the portfolio loss distributions regarding the diagonal we find lower
loss correlation for the same market size than in the case of two equal sized portfolios, see
Fig. 8. In contrast to two portfolios of equal size there is a limit correlation of the portfolio
losses depending on c in the limit K →∞. One clearly sees that the limiting curve is reached
very quickly for increasing market size. This is due to the fixed size of portfolio one. Increasing
its size and the market size would raise the portfolio loss correlation.
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Figure 7: Average loss distribution for portfolios of different sizes on a logarithmic scale. Port-
folio one is of fixed size R1 = 10 and the market size is K = 30 (orange), K = 110
(blue) and K →∞ (green). The parameters are µ = 0.17 year−1, ρ = 0.35 year−1/2,
N = 6, c = 0.28 and a maturity time of T = 1 year.
3.4. Subordinated debt
The subordinated debt structure brings a high degree of asymmetry into effect, see Fig. 9. We
show the joint probability density of two equal-sized portfolios with face values F (S)k = 37 and
F
(J)
k = 38. Both, senior and junior subordinated creditor, operate on the entire market. The
loss of the junior subordinated creditor is always larger or equal than the loss of the senior
creditor. We thus have an cutoff along the diagonal line L(S) = L(J). Besides the near region
of a curved line, which we define as the back of the distribution, the number of obligors K
influences the joint probabilities drastically. Along the back of the distribution there is almost
no deviation between the surfaces of the joint probability densities. Independent of K, the
back of the distribution shows heavy tails. Importantly the curvature reaches for high losses
of the junior subordinated creditor evermore to higher losses of the senior creditor. This is an
important consequence in times of crisis. When the loss of the junior subordinated creditor
becomes extremely large it is most likely that also the senior creditor suffers a significant loss.
This explains why strong diversification effects do not exist, when we consider the marginal
distributions of each creditor, see Fig. 10. The upper three curves belong to the marginal
distributions of the junior subordinated creditor and the lower three curves belong to the
senior creditor. All distributions show heavy tails and the gap between the senior and junior
subordinated creditor enlarges with increasing loss L. The size of this gap becomes smaller
when the ratio F (S)k /F
(J)
k becomes larger.
4. Conclusions
Within the Merton model we calculated an multivariate joint average portfolio loss distribution,
taking fluctuating asset correlations into account. We used a random matrix model that is,
most advantageously, analytically tractable and also empirically a good match of stock market
data. The multivariate average asset value distribution depends on two parameters only, the
effective average asset value correlation and the strength of the fluctuations around this average.
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Figure 8: Portfolio loss correlation as a function of asset correlation c on a linear scale. Portfolio
one is of fixed size R1 = 10 and the market size K ranges from 30 (blue) over 50, 100,
200 to 500 (green). The limiting curve K → ∞ is shown in black and the bisecting
line is shown in red.
We showed that diversification is achieved much more efficiently by splitting a credit portfolio
onto different markets that are on average uncorrelated, than by solely increasing the number
of credit contracts on one single market.
For two non-overlapping portfolios of equal size we found a symmetric portfolio loss distri-
bution. Studying the portfolio loss correlations we showed that significant correlations emerge
not only for large portfolios containing thousands of credit contracts but also, in accordance
with a second order approximation, for small portfolios containing only a few credit contracts.
Two non-overlapping portfolios of infinite size have a loss correlation of one and will always
suffer the same relative loss.
When we analyzed two non-overlapping portfolios of different size we found the loss cor-
relations to be limited. Nevertheless, the distributions show heavy tails which make large
concurrent portfolio losses likely.
Furthermore, we included subordinated debt, related to CDO tranches. At maturity time
the senior creditor is paid out first and the junior subordinated creditor only if the senior
creditor regained the full promised payment. Here, we analytically derived that in case of
crisis, i.e. when a large loss of the junior subordinated creditor is highly likely, a large loss
of the senior creditor is also very likely. Thus, the concept of subordination does not work as
intended in times of crisis. In addition, the marginal distributions show that increasing the
size of both portfolios fails to reduce the tail risk significantly.
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Figure 9: Average portfolio loss distribution of a subordinated debt structure on a logarithmic
scale. Both portfolios operate on the entire market. We show different market sizes
K = 10 orange, K = 200 blue and K →∞ green.
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Figure 10: Marginal distributions of senior and junior subordinated creditor on a logarithmic
scale. The upper three lines belong to the junior subordinated creditor and the
lower three lines to the senior creditor.
22
References
[1] Tomasz R Bielecki and Marek Rutkowski. Credit risk: modeling, valuation and hedging.
Springer Science & Business Media, 2013.
[2] Christian Bluhm, Ludger Overbeck, and Christoph Wagner. Introduction to credit risk
modeling. Crc Press, 2016.
[3] Michel Crouhy, Dan Galai, and Robert Mark. A comparative analysis of current credit
risk models. Journal of Banking & Finance, 24(1-2):59–117, 2000.
[4] David Lando. Credit risk modeling: theory and applications. Princeton University Press,
2009.
[5] Alexander J McNeil, Rüdiger Frey, and Paul Embrechts. Quantitative risk management:
Concepts, techniques and tools. Princeton university press, 2015.
[6] Rudi Schäfer, Markus Sjölin, Andreas Sundin, Michal Wolanski, and Thomas Guhr. Credit
risk—a structural model with jumps and correlations. Physica A: Statistical Mechanics
and its Applications, 383(2):533 – 569, 2007.
[7] Thilo A. Schmitt, Desislava Chetalova, Rudi Schäffer, and Thomas Guhr. Credit risk and
the instability of the financial system: An ensemble approach. EPL (Europhysics Letters),
105(3):38004, 2014.
[8] Thilo A. Schmitt, Desislava Chetalova, Rudi Schäffer, and Thomas Guhr. Credit risk:
Taking fluctuating asset correlations into account. Journal of Credit Risk, 11(3):73–94, 09
2015.
[9] Rustam Ibragimov and Johan Walden. The limits of diversification when losses may be
large. Journal of Banking & Finance, 31(8):2551–2569, 2007.
[10] Wolf Wagner. Diversification at financial institutions and systemic crises. Journal of
Financial Intermediation, 19(3):373–386, 2010.
[11] Robert C Merton. On the pricing of corporate debt: The risk structure of interest rates.
The Journal of finance, 29(2):449–470, 1974.
[12] Michael C. Münnix, Rudi Schäfer, and Thomas Guhr. A random matrix approach to
credit risk. PLoS ONE, 9(5):1–9, 05 2014.
[13] Michael C. Münnix, Takashi Shimada, Rudi Schäfer, Francois Leyvraz, Thomas H. Selig-
man, Thomas Guhr, and H. Eugene Stanley. Identifying states of a financial market.
Scientific reports, 2(644), 2012.
[14] Thilo A. Schmitt, Desislava Chetalova, Rudi Schäffer, and Thomas Guhr. Non-stationarity
in financial time series: Generic features and tail behavior. EPL (Europhysics Letters),
103(5):58003, 2013.
[15] Dong-Ming Song, Michele Tumminello, Wei-Xing Zhou, and Rosario N. Mantegna. Evo-
lution of worldwide stock markets, correlation structure, and correlation-based graphs.
Phys. Rev. E, 84:026108, Aug 2011.
23
[16] Desislava Chetalova, Thilo A. Schmitt, Rudi Schäfer, and Thomas Guhr. Portfolio return
distributions: Sample statistics with stochastic correlations. International Journal of
Theoretical and Applied Finance, 18(02):1550012, 2015.
[17] Xudong An, Yongheng Deng, Joseph B Nichols, and Anthony B Sanders. What is sub-
ordination about? credit risk and subordination levels in commercial mortgage-backed
securities (cmbs). The Journal of Real Estate Finance and Economics, 51(2):231–253,
2015.
[18] Fischer Black and John C. Cox. Valuing corporate securities: Some effects of bond inden-
ture provisions. The Journal of Finance, 31(2):351–367, 1976.
[19] Gary Gorton and Anthony M Santomero. Market discipline and bank subordinated debt:
Note. Journal of money, credit and Banking, 22(1):119–128, 1990.
[20] Darrell Duffie and Nicolae Garleanu. Risk and valuation of collateralized debt obligations.
Financial Analysts Journal, pages 41–59, 2001.
[21] Francis A Longstaff and Arvind Rajan. An empirical analysis of the pricing of collateral-
ized debt obligations. The Journal of Finance, 63(2):529–563, 2008.
[22] John Wishart. The generalised product moment distribution in samples from a normal
multivariate population. Biometrika, 20A:32–52, 1928.
[23] Kiyosi Itô. Stochastic integral. Proceedings of the Imperial Academy, 20(8):519–524, 1944.
[24] Tobias Nitschke. Ensemble-ansatz zur modellierung des kreditrisikos im falle im mittel
unkorrelierter märkte. Master’s thesis, University of Duisburg-Essen, 2014.
[25] J. Sicking, T. Guhr, and R. Schäfer. Extreme concurrent portfolio losses in credit risk.
ArXiv e-prints, April 2016.
[26] Standard & Poor’s 500 data from Yahoo! Finance, http://finance.yahoo.com, 2017.
24
A. Moments
We define
τ ι,λj,k (z,u) =
Fˆ
(λ)
k∫
−∞
dVˆk
(
c(ι) − Vk0
Fˆ
(λ)
k
exp
(√
zVˆk +
(
µk − ρ
2
k
2
)
T
))j
×
√
N
2pi(1− c)Tρ2k
exp
[
N
2(1− c)Tρ2k
(
Vˆk +
√
cTuρk
)2]
, (69)
where ι = S,J and λ = S,J , as well as c(S) = 1 and c(J) = Fk
F
(J)
k
. Hence, we can write the
moments
m
(S)
j,k (z,u) = τ
S,S
j,k (z,u) (70)
m
(J)
j,k (z,u) = τ
J,J
j,k (z,u)− τJ,Sj,k (z,u) . (71)
With the following definition
Φ(x) = 12 +
1
2 erf
(
x√
2
)
(72)
and the error function
erf(x) = 2√
pi
x∫
0
dxe−x
2 (73)
we can express the quantities τ ι,λj,k (z,u) for j = 0,1,2
τ ι,λ0,k(z,u) =
√
N
2pi(1− c)Tρ2k
Fˆ
(λ)
k∫
−∞
dVˆk exp
[
N
2(1− c)Tρ2k
(
Vˆk +
√
cTuρk
)2]
= Φ
(√
N
(1− c)Tρ2k
(
Fˆ
(λ)
k +
√
cTuρk
))
(74)
τ ι,λ1,k(z,u) = c
(ι)τ ι,λ0,k(z,u)−
Vk0
F
(ι)
k
exp
[
z(1− c)Tρ2k
2N −
√
zcTuρk +
(
µk − ρ
2
k
2
)
T
]
× Φ
√ N
(1− c)Tρ2k
(
Fˆ
(λ)
k +
√
cTuρk
)
−
√
z(1− c)Tρ2k
N
 (75)
τ ι,λ2,k(z,u) = −c(ι)
2
τ ι,λ0,k(z,u) + 2c
(ι)τ ι,λ1,k(z,u)
+ V
2
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(ι)2
k
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2z(1− c)Tρ2k
N
− 2
√
zcTuρk + 2
(
µk − ρ
2
k
2
)
T
]
× Φ
√ N
(1− c)Tρ2k
(
Fˆ
(λ)
k +
√
cTuρk
)
− 2
√
z(1− c)Tρ2k
N
 . (76)
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