Abstract. This paper establishes error orders for integral limit approximations to traces of powers (to the pth order) of products of Toeplitz matrices. Such products arise frequently in the analysis of stationary time series and in the development of asymptotic expansions. The elements of the matrices are Fourier transforms of functions which we allow to be bounded, unbounded, or even to vanish on [)p, p], thereby including important cases such as the spectral functions of fractional processes. Error rates are also given in the case in which the matrix product involves inverse matrices. The rates are sharp up to an arbitrarily small e > 0. The results improve on the o(1) rates obtained in earlier work for analogous products. For the p ¼ 1 case, an explicit second-order asymptotic expansion is found for a quadratic functional of the autocovariance sequences of stationary long-memory time series. The order of magnitude of the second term in this expansion is shown to depend on the long-memory parameters. It is demonstrated that the pole in the first-order approximation is removed by the second-order term, which provides a substantially improved approximation to the original functional.
INTRODUCTION
Let f(x) and g(x) be integrable real symmetric functions on [)p, p]. Let R n and A n be n · n Toeplitz matrices with entries (R n ) j,k ¼ r |j)k| and (A n ) j,k ¼ a |j)k| , satisfying
inx f ðxÞ dx a n ¼
Z p
Àp e inx gðxÞ dx:
Let p be a fixed, arbitrary and positive integer. Define
The problem of bounding quantities of the form of (2) has a long history in the literature, dating back at least to Grenander and Szego¨(1956) . When f(x) and g(x) are consistent with the conditions X 1 j¼À1 ja j jjjj < 1 ð 3Þ
and X 1 j¼À1 jr j jjjj < 1; ð4Þ Taniguchi (1983) proved that D n,p ¼ O(n )1 ). The conditions (3)- (4) hold, for instance, when f(x) and g(x) are spectral densities of short-memory processes, such as those associated with autoregressive moving-averge (ARMA) models. It is straightforward to generalize this result to the case where S n,p and L p are defined as n À1 tr Q p j ¼ 1 fR n ðf j ÞA n ðg j Þg and ð2pÞ
2pÀ1 R p Àp Q p j ¼ 1 ff j ðxÞg j ðxÞg dx, respectively, as long as each f j and g j is consistent with (3) and (4).
The conditions (3), (4) do not hold for long-memory processes. In that case, when f(x) and g(x) satisfy jf ðxÞj ¼ Oðjxj Àa Þ as jxj ! 0; a < 1 ð5Þ and jgðxÞj ¼ Oðjxj Àb Þ as jxj ! 0; b < 1; ð6Þ Fox and Taqqu (1987, henceforth FT) proved that under the condition pða þ bÞ < 1 ð7Þ
. This bound is not sharp and we expect the error D n,p to be dependent on the parameters a and b governing the singularity of f and g. The present study proves this to be so. In particular, for f(x) and g(x) satisfying (5), (6) and under condition (7) D n;p ¼ Oðn À1þpðaþbÞþe Þ; 8e > 0; if a þ b > 0;
In establishing the o(1) rate for D n,p , FT use a probabilistic approach. Specifically, FT expressed S n;p ¼ 1 n 
FT showed that for any set E&U p on which Q(y) is bounded,
where l is a Lebesgue measure on U p , concentrated on the diagonal D of U p , and
The use of this weak convergence argument is imaginative but has the limitation that the best that can be achieved is an o(1) rate.
The present work makes use of some of FT's results, particularly the power counting theory, but keeps the original algebraic form of the problem. In doing so, we are able to obtain the O(n )1+p(a+b)+e ) rate given in (8), which is sharp up to the n e -factor. When the product involves inverse matrices such as
with f j and g j satisfying (5), (6), Dahlhaus (1989) used the Whittle approximation to R n (f) )1 in conjunction with Theorem 1 of FT to show that the quantity
The present study shows that
There are related studies on these types of approximations in both the shortand long-memory cases. Kac (1954) originally established an O(n )1 ) error rate for D n,p under the assumption that f and g are bounded, which precludes the longmemory case. Avram (1988) dealt with D n,p under assumptions different to those set by FT. His assumptions allow for the possibility that f and g are unbounded but only an o(1) result is proven. An O(n )1 log m n) error rate has recently been established by Dahlhaus (2000) , for some m > 0, for locally stationary processes. Again, his results do not allow for the possibility of long memory. Zani (2000) developed the O(n )1 ) term in the expansion to D n,p for locally stationary processes, not including the long-memory case. In short, as far as we are aware, the error bounds we prove for the long-memory case are new and are not documented anywhere in the literature.
The aforementioned results are particularly useful in the context of estimation of spectral density parameters of stationary Gaussian processes, possibly with unbounded or vanishing spectra at the origin. Such cases arise in the study of long-memory and anti-persistent time series. In this context, cumulants of loglikelihood derivatives can be shown to be finite sums of terms of the form SI n,p or S n,p and the bound on the error of their integral limits is useful in studies of highorder theory for maximum likelihood estimators (MLEs), on which some recent work has been performed by Lieberman et al. (2003) , Lieberman and Phillips (2004) and Andrews and Lieberman (2002) . The results are also useful for deriving large deviation results (see Bercu et al., 1997; Zani, 2000) .
In addition to the new error-order results, for the p ¼ 1 case we derive explicit second-order expansions to S n,1 . The expansions reveal how the asymptotic integral formula (1) breaks down as an approximation. In particular, the integral limit formula has a singularity at the boundary of the parameter space and the second-order term in the asymptotic expansion removes this singularity in the limiting integral approximation, thereby leading to a substantially improved approximation.
The paper is organized as follows. In Section 2 we establish an O(n )1+e ) order for D n,p , "e > 0, in the case where f and g are continuously differentiable. This rate is inferior to Taniguchi's (1983) 
) rate but is obtained under somewhat weaker conditions. The proof uses the power counting theory discussed by FT and is a building block for the case in which f and g satisfy (5)-(6). The latter is treated in Section 3 and the results are applied to obtain bounds on Toeplitz products of the form of SI n,p . Section 5 derives an explicit second-order expansion to the product trace in the p ¼ 1 case and demonstrates the existence of a removable singularity in the integral limit. A numerical illustration is provided. Section 6 gives some examples and Section 7 concludes.
BOUNDS IN THE SHORT-MEMORY CASE
This section provides a bound on D n,p in the short-memory case. The following result (see Taniguchi and Kakizawa, 2000) is due to Taniguchi (1983) .
Theorem 1 below gives a related result that is not as sharp but which holds under the following condition for which (3) and (4) are clearly sufficient.
The proof of Theorem 1 provides a step towards the result given in the next section on the bound in the long-memory case. The proofs of Theorems 1 and 2 make use of power counting theory and it is helpful to adopt the notation of FT. Consider the function P : R n fi R [ {1}, defined as
where
, the b j s and h j s are real constants and the M j s are linear functionals on
We use the following result (Theorem 3.1 of FT).
Lemma 2. Suppose that d(P, W) > 0 for every strongly independent set W&S. Then ò U t P(x) dx < 1, "t > 0.
Proof of Theorem 1. In what follows, K denotes a generic positive constant. Fixing p ‡ 1, it is easy to see from (10) that
Hence,
From (1), (2), (9) and (12),
jP n ðyÞfQðyÞ À Qðy 1 ; . . . ; y 1 Þgj dy:
Now, (10) can be rearranged as 
For any g 2 (0, 1) we also have
Under Assumption 1 we can expand Q(y) around y ¼ (y 1 , …, y 1 ) as
whereỹ ¼ ðy 1 ; c 2 ; . . . ; c 2p Þ and |c j ) y 1 | £ |y j ) y 1 |, j ¼ 2, …, 2p. Further,
Note that U p is a finite union of intersections of sets of the form
It follows from (13)- (18) that
where the outermost (finite) summation is over all possible configurations implied by (19) . Make the change of variables
and note that y 2p À y 1 ¼ P 2p m ¼ 2 x m . The Jacobian of transformation is unity and the transformed integration region is
The last integral becomes
It is clear that U p ¢&U 2pp , hence (20) is at most
For each k in (21), we set
For any W including either L k or L 2p+1 and with |W| ¼ r < 2p ) 1, s(W) includes both L k and L 2p+1 and so
Consider now a set W including either L k or L 2p+1 and with |W| ¼ 2p ) 1. Here S(W) ¼ T and
Note that positivity of d(p, W) is assured in this case due to the unit exponent on |x k |, a term arising due to the bound on |Q(y) ) Q(y 1 , …, y 1 )|. Finally, the case W ¼ S yields
By Lemma 2, the integral in (21) We make the following assumptions.
Assumption 2. The functions f(x) and g(x) are symmetric, real valued, continuously differentiable at all x " 0 and there exist 0 < c 1 < 1, 0 < c 2 < 1 such that jf ðxÞj c 1 jxj Àa ; a < 1; The proof of Lemma 3 relies on a weak convergence argument. The approach is to partition U p into three disjoint sets, E t , F t , G, satisfying
and
Then, the derivation proceeds as follows: (i) Q(y) is shown to be bounded on E t .
(ii) l n , defined in (11) 
The crux of the argument is (23) and relies on weak convergence, leading to the o(1) convergence of Lemma 3.
The following result uses an algebraic rather than probabilistic approach to provide more explicit information on the convergence rate.
Theorem 2. Under Assumptions 2 and 3 and the condition p(a + b) < 1,
Note that from (FT, p. 237) |y j | > t/2 2p)1 , j ¼ 1, …, 2p, on E t . Hence, by Assumptions 2, 3, Q and @Q/@y j are bounded on E t , j ¼ 1, …, 2p. Thus, the first integral on the rhs of (24) is less than or equal to (21), which is O(n )1+e ), "e > 0. To deal with the second integral, note that from (22) 
Make the change of variables
The transformed integration range is U t ¢ \ W c¢ , where
( )
The Jacobian of transformation is |z 1 ||z 1 z 2 |Á Á Á|z 1 Á Á Áz 2p)1 |, which is at most K|z 1 | 2p)1 on W c¢ . We can choose t sufficiently small such that d(z) ¼ 0 for all possible z. Using (13)-(16), (25) is less than or equal to
the last inequality following from the bounds implied by W c¢ . This integral is clearly finite under the conditions )1 ) p(a + b) + 2pg > )1 and 1 > g > 0, i.e. 2pg > pða þ bÞ and 1 > g > 0:
ð27Þ
It follows from (26), (27) The third integral on the rhs of (24) is handled in an analogous way. To deal with the fourth integral, we note that the order of the integral will follow from the order of 1 n A similar result follows for the last integral in (24). Thus, under Assumptions 2, 3 and the condition p(a + b) < 1, we obtain
It is clear from the proofs of Theorems 1 and 2 that these results also hold for the generalized difference 1 n tr
as long as each f j and g j satisfy Assumption 1 for Theorem 1, and Assumptions 2, 3 for Theorem 2.
PRODUCTS INVOLVING MATRIX INVERSES
Next, we provide error bounds on limiting approximations of traces of matrix products of the form SI n,p , where f j and g j satisfy Assumptions 2, 3, with exponents a and b, respectively. The following limit result is due to Dahlhaus (1989, Theorem 5 .1).
Lemma 4. For f j and g j satisfying Assumptions 2, 3 with exponents a and b, and under the condition p(b À a) < 1/2, lim n fi 1 DI n,p ¼ 0.
This lemma is useful in finding the order of magnitude of cumulants of Gaussian log-likelihood derivatives and is an important tool in the development of asymptotic expansions for the Gaussian MLE for fractional processes (see Lieberman et al., 2003) . In proving Lemma 4, Dahlhaus used two main arguments: (i) the Whittle approximation to R n (f) )1 , viz., R n ({4p 2 f} )1 ); and (ii) FT's Theorem 1(a). The following theorem improves on this result by providing an explicit rate for the convergence of DI n,p .
Theorem 3. For f j and g j satisfying Assumptions 2, 3 with exponents a, b < 1, and under the condition p(b À a) < 1/2,
Proof. By the triangle inequality,
It is clear from the proof of Theorem 5.1 of Dahlhaus (1989) that the first term of (28) is at most Kn )1/2+pmax{b)a,0}e , "e > 0. To deal with the second term, we note that by Theorem 2, if p(b ) a) < 1 and b ) a > 0, the second member is atmost Kn )1+p(b)a)+e , "e > 0. If p(b ) a) < 1 and b ) a £ 0, the second member is atmost Kn )1+e , and the stated result follows. QED
SECOND-ORDER EXPANSIONS FOR S N,1
This section provides an explicit second-order expansion for S n,p when p ¼ 1. The main result in this section is as follows.
Theorem 4. Let f(x) and g(x) be the spectral density functions of two longmemory times series defined as
j1 À e ix j 2d a ; with d r ; d a 2 0; 1 2 :
Proof. Observe that
The autocovariance r h is
which uses the reflection formula C(1 ) z)C(z) ¼ p/ sin (pz). From the asymptotic expansion of the gamma function for large h > 0, we have
Hence, for d r + d a < 1/2,
sin½pd a sin½pd a n 1À2d r À2d a ð1 À 2d r À 2d a Þ ½1 þ oð1Þ; ð31Þ as n fi 1. Next, take any integer L > 1 such that (1/L) + (L/n) fi 0 and write
We deduce from (30), (31) and (32) that S n;1 ¼ 2p
sin½pd r sin½pd a n 1À2d r À2d a
giving the stated second-order approximation. QED Remarks.
(a) Figure 1 shows the computed values of the asymptotic form, the secondorder expansion (29), and the exact value of S n,1 , for a range of 
and again the equivalence holds. (d) The second-order approximation (29) is new. It reveals how the first-order limit formula breaks down, shows that the second-order term removes the singularity in the limit approximation and provides what appears to be a substantially improved approximation.
APPLICATIONS
These results have applications to the distribution theory of Gaussian MLEs. For a zero mean, stationary, long-memory process with covariance matrix R n (f h ), the Gaussian likelihood is given by
where x n ¼ (X 1 , …, X n )¢ and f h (k) is the spectral density. The latter depends on a vector of unknown parameters h 2 Q&R m , satisfying f h ðkÞ $ jkj ÀaðhÞ A h ðkÞ as k ! 0; with 0 < a(h) < 1 and A h (k) slowly varying at 0. For a given set of subscripts m ¼ (r 1 …r q ), denote the log-likelihood derivative (
the a k s are constants, the g j s are derivatives of the spectral density with respect to h and
e.g. see Lieberman et al. (2003) . The cumulants of the LLDs are finite sums of terms proportional to
For a long-memory process, the
This result is important in establishing high-order theory for Gaussian MLEs of spectral parameters when there may be a singularity in the spectra. For the Gaussian ARFIMA(0, d, 0) model with d 2 (0, 1/2) and unit-error variance, Lieberman and Phillips (2004) The 'exact' Edgeworth expansion for the density ofd n is 
So the omitted term in the 'approximate' expansion (39) is contaminated by an approximation error of O(n )1+d ) arising from (40)-(42). Numerical calculations in Lieberman and Phillips (2004) indicate that (38) delivers a better general approximation than (39) and so the approximation errors (40)-(42) appear to be relevant in practice.
CONCLUSION
Products of Toeplitz matrices arise commonly in the Gaussian estimation of the parameters of time-series models. The evaluation of such products is needed for the development of first-order asymptotics and asymptotic expansions. Results such as (35) are useful in this respect because they allow for unbounded spectra and therefore give error bounds on the approximations that apply in longmemory models. In some cases, as apparent from the analysis in Section 5, the first-order theory breaks down because the limiting integral representation diverges although the finite sample cumulant is finite. Section 5 shows that a second-order asymptotic expansion successfully removes the singularity in this case and delivers a substantially improved approximation. Extension of these results to the general case seems worthwhile.
