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PERNYATAAN KEASLIAN DISERTASI 
 
Dengan ini saya menyatakan bahwa isi sebagian maupun keseluruhan 
disertasi saya dengan judul “Self Adaptable Coordination Overcurrent Digital 
Protection Relay for Power Distribution Network” adalah benar-benar hasil 
karya intelektual mandiri, diselesaikan tanpa menggunakan bahan-bahan yang tidak 
diijinkan dan bukan merupakan karya pihak lain yang saya akui sebagai karya 
sendiri. 
Semua referensi yang dikutip maupun dirujuk telah ditulis secara lengkap 
pada daftar pustaka. 
Apabila pernyataan ini tidak benar, saya bersedia menerima sangsi sesuai 
dengan peraturan yang berlaku. 
 
 
















































SELF ADAPTABLE COORDINATION OVERCURRENT 
DIGITAL PROTECTION RELAY FOR POWER 
DISTRIBUTION NETWORK 
 
Nama Mahasiswa : Anang Tjahjono 
NRP  : 2214 301 007 
Dosen Pembimbing : Prof. Ir. Mauridhi Hery Purnomo, M.Eng., Ph.D. 
   Dr. Ir. Margo Pujiantara, MT. 




Dengan terintegrasinya berbagai jenis sumber energi listrik dengan menggunakan 
distributed generation (DG) dalam satu sistem jaringan distribusi akan 
menimbulkan perubahan seting pada tiap perangkat rele, dimana mengikuti 
perubahan status dari DG yang mempunyai sifat intermitten. Pada penelitian ini 
telah dilakukan terobosan inovasi baru berupa pengembangan rele digital yang 
mempunyai fitur user-defined characteristic curve dengan cara memodelkan kurva 
karakteristik dengan menerapkan ujicoba algoritma polynomial Lagrange hingga 
algoritma artificial intelligence. Keberhasilan dalam memodelkan kurva 
karakteristik rele digital membawa dampak yang sangat luas, antara lain 
kemampuan perencanaan kurva non-standar, multi curve dalam satu rele serta 
kemampuan pemilihan kurva yang bersifat adaptif mengikuti kondisi atau status 
dari DG yang terdapat dalam jaringan distribusi. Inovasi terobosan baru selain 
pemodelan kurva adalah optimisasi parameter dari kurva karakteristik rele yakni 
plug seting (PS) dan time multiplier seting (TMS), dua parameter penting tersebut 
harus dicari nilai optimumnya agar dihasilkan koordinasi antar rele dalam satu 
jaringan distribusi yang maksimal dimana perangkat sumber energi listrik dan 
beban terlindungi dengan baik dengan bantuan algoritma optimisasi firefly yang 
dikembangkan, yakni modified firefly algorithm (MFA) serta adaptive modified 
firefly algorithm (AMFA). Ketercapaian pemodelan kurva karakteristik user-
defined dengan menggunakan artificial neural network (ANN) mencapai nilai 
MSE=0,00010, sedang nilai optimisasi yang tertinggi mencapai 42,22% dengan 
menggunakan AMFA. Dengan keberhasilan ini maka kebutuhan akan adaptive 
digital overcurrent relay yang mampu beroperasi pada active distribution network 
telah terjawab dan siap untuk dikembangkan pada tataran implementasi. 
 
Kata Kunci: distributed generation, intermitten, digital relay, user-defined 
characteristic curve, artificial intelligence algorithm, LaGrange interpolation, 
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With the integration of various types of electrical energy sources by using 
distributed generation (DG) in a distribution network system will cause changes in 
settings in each relay device, which follows the change in status of DG that has 
intermittent properties. In this research, innovation of digital relay has been 
developed with user-defined curve capability by modeling characteristic curves 
using Lagrange polynomial interpolation algorithm and artificial intelligence 
algorithm. Success in modeling digital relay characteristic curves has a wide 
impact, such as the ability of non-standard curve planning, multi curve in one relay 
and adaptive curve selection capability following the condition or status of DG in 
the distribution network. New breakthrough innovations besides curve modeling 
are parameter optimization of relay characteristic curves ie plug setting (PS) and 
time multiplier setting (TMS), two important parameters must be obtained optimum 
value to generate coordination between relays in a distribution network as much as 
possible, where the device The source of electrical energy and load is well 
protected, with the help of modification firefly optimization algorithm, called 
modified firefly algorithm (MFA) and adaptive modified firefly algorithm 
(AMFA). The user-defined curve modeling results using artificial neural network 
(ANN) get MSE 0.00010, while the highest optimization value reached 42.22% 
using AMFA. With the success of this research, the need for adaptive digital 
overcurrent relay capable of operating on active distribution network has been 
answered and ready to be developed at the implementation level. 
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BAB I   
PENDAHULUAN 
 
1.1. Latar Belakang 
Pada abad ke-21 dan seterusnya, teknologi yang terkait dengan smart grid 
dan energi terbarukan merupakan isu penting berkaitan dengan masalah perubahan 
iklim global dan ketersediaan energi masa depan. Evolusi pembangkitan energi 
listrik secara konvensional atau terpusat akan mulai dikembangkan menuju bentuk 
pembangkit listrik tersebar atau Distributed Generation (DG) [1] dengan jaringan 
microgrid. 
Dalam rangka memenuhi permintaan tenaga listrik yang semakin meningkat, 
tuntutan akan kualitas layanan dan produk yang tinggi serta target pengurangan 
kadar polusi udara yang tidak bisa dihindari, maka infrastruktur jaringan listrik 
yang ada harus dikembangkan menjadi smart grid yang fleksibel, dengan sistem 
jaringan yang terkoneksi dengan pembangkit energi listrik tersebar DG. Penelitian 
telah meramalkan bahwa sekitar 20% sumber energi untuk tahun 2010-2020 [2] 
akan dapat dipenuhi dari sumber energi yang dihasilkan dari DG dengan sistem 
multisource. 
Namun, mengintegrasikan DG ke sistem jaringan distribusi menyebabkan 
beberapa masalah teknis, khususnya yang terkait dengan sistem proteksi. Sistem 
proteksi model lama yang dirancang untuk sistem distribusi jaringan pasif dan 
radial tidak memadai lagi untuk “Emerging Distribution Grid”. Sebuah paradigma 
proteksi model baru beserta arsitektur jaringannya diperlukan dalam menjawab 
perubahan perilaku gangguan yang disebabkan oleh kondisi DG yang tidak 
menentu akibat dari kondisi cuaca atau kondisi alam yang selalu berubah. Hal ini 
berdampak pada seting parameter rele yang juga harus berubah mengikuti 
perubahan dari status DG. 
Proteksi konvensional yang dirancang untuk jaringan radial dan pasif tidak 
mampu memenuhi jaringan yang semakin komplek dan aktif tersebut, serta 
dimungkinkan memiliki topologi terintegrasi radial dan ring dengan beragam 
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sumber DG, penyimpanan, dan beban terkendali [3][4]. Desain sistem proteksi 
untuk sistem distribusi tersebut membutuhkan paradigma proteksi yang sama sekali 
baru, baik dari topologi jaringan, sistem monitoring dan kendali, sarana 
komunikasi, perangkat rele digital pintar serta dibantu dengan algoritma kecerdasan 
komputasional yang memadai. 
Perkembangan teknologi mikro elektronika memberikan sumbangsih yang 
sangat besar dalam perkembangan perangkat proteksi cerdas dengan dukungan 
algoritma kecerdasan buatan sebagai perangkat lunak yang mementukan fungsi 
kerja perangkat. Pada disertasi ini telah dilakukan inovasi baru untuk memodelkan 
kurva karakteristik rele digital standar hingga kurva karakteristik non-standard 
yang bersifat user-defined, dengan bantuan algoritma cerdas. Sehingga dihasilkan 
prototipe direction digital overcurrent relay yang mampu menyimpan beberapa 
model kurva karakteristik user-defined yang dapat dipilih secara otomatis sesuai 
dengan kebutuhan oleh unit pengendali terpusat atau koordinasi pintar antar rele 
dalam suatu jaringan distribusi.  
Dengan memanfaatkan internal peripheral communication yang terdapat 
didalam mikrokontroller sebagai sarana komunikasi untuk memilih kurva yang 
digunakan merupakan nilai lebih dari perangkat proteksi yang dibangun. Selain 
memodelkan kurva karakteristik juga telah dilakukan inovasi temuan baru untuk 
melakukan optimisasi parameter seting rele yang bekerja secara koordinatif dengan 
rele lainya dalam satu jaringan distribusi. 
Tindak lanjut kegiatan penelitian berikutnya adalah integrasi antara 
pemodelan kurva dan optimisasi menjadi satu kesatuan sistem yang mampu 
menjawab permasalahan sistem proteksi pada jaringan distribusi yang bersifat aktif. 
1.2. Rumusan Masalah 
Masalah yang dihadapi untuk menjawab tuntutan sistem proteksi yang 
mampu bersifat adaptif adalah: 
 Algoritma atau metode artificial intelligent yang digunakan untuk 
menghasilkan model kurva karakteristik harus akurat dengan kecepatan 
eksekusi yang masih dapat diterima sebagai perangkat proteksi digital. 
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 Sensor dan peripheral yang digunakan untuk membaca besar dan arah 
arus harus menghasilkan data yang bebas dari gangguan. 
 Peripheral konversi analog ke digital mempunyai kecepatan dan 
resolusi yang tinggi, paling tidak mampu melakukan data capturing satu 
periode sinyal gangguan. 
 Algoritma koordinasi komunikasi data antar rele atau rele dengan 
master control kurang dari batas minimum waktu pemutusan rele. 
 Algoritma optimisasi grading value antar rele menghasilkan nilai 
minimum namun masih memenuhi syarat koordinasi. 
 Algoritma kecerdasan buatan yang mampu memproses semua 
parameter yang dibutuhkan untuk memutuskan nilai seting yang 
optimum sesuai dengan kondisi saat itu secara cepat dan akurat. 
1.3. Tujuan dan Manfaat Penelitian 
Tujuan penelitian adalah untuk membangun prototipe perangkat proteksi rele 
digital arus lebih dengan kurva karakteristik yang dapat dimodelkan, baik berupa 
kurva standar maupun user-defined curve yang disimpan didalam rele dan dapat 
dipilih jenis kurva yang sesuai dengan kondisi jaringan distribusi saat itu, 
selanjutnya parameter yang ada pada masing-masing rele dilakukan optimisasi 
untuk keperluan koordinasi proteksi dalam satu jaringan distribusi.  
Manfaat penelitian yang akan dihasilkan adalah mampu menjawab 
ketersediaan perangkat proteksi digital dengan kurva proteksi yang dimodelkan dan 
dapat melakukan keputusan secara mandiri maupun koordinatif terkait dengan nilai 
setting parameter proteksi yang sesuai dengan kondisi sistem jaringan distribusi 
saat itu.   
1.4. Kontribusi dan Orisinalitas 
Kontribusi dari penelitian adalah terciptanya perangkat proteksi digital 
terprogram, adaptif serta optimal dalam seting parameternya yang mampu 
memenuhi kebutuhan yang sangat mendesak terkait dengan perkembangan jaringan 
distribusi aktif saat ini dan masa mendatang.   
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Orisinalitas dari penelitian ini adalah pemanfaatan algoritma kecerdasan 
buatan untuk merubah paradigma kurva berdasar persamaan standar pada rele 
digital menjadi kurva dalam bentuk model yang akan memperluas fungsi rele 
semakin advanced serta memberi keleluasaan kepada para user untuk merancang 
kurva sesuai yang dibutuhkan dan dampak secara luas adalah berubahnya fitur rele 
pasif menjadi rele adaptif yang mampu berkoordinasi dalam jaringan active 
distribution dengan parameter rele yang dioptimisasikan.     
1.5. Roadmap Penelitian 
Roadmap atau peta jalan penelitian secara keseluruhan yang dilakukan oleh 
peneliti diberikan pada Gambar 1.1 dalam bentuk fishbone diagram. Untuk 
menghasilkan target “self-adaptable coordination overcurrent digital protection 
relay for power distribution network” didukung oleh tiga sub topik yang terdiri dari 
pemodelan kurva atau curve modeling, optimisasi parameter seting rele atau 
parameter optimization serta koordinasi adaptif atau adaptive coordination. 
 Pada sub topik pemodelan kurva dilakukan upaya untuk merancang bangun 
kurva karakteristik yang biasanya berbasis persamaan kurva standar dirubah 
menjadi suatu model yang mampu berfungsi sama dengan saat menggunakan 
persamaan standar. Pemodelan dimulai dengan menggunakan metode sederhana 
seperti interpolasi polynomial Lagrange hingga algoritma kecerdasan buatan seperti 
adaptive neuro fuzzy inference system (ANFIS) serta artificial neural network 
(ANN). Pemodelan kurva karakteristik tidak hanya diuji coba untuk kurva standar 
atau konvensional namun juga diuji coba memodelkan kurva karakteristik rele 
digital non-konvensional, dengan harapan para operator peralatan proteksi dapat 
dengan leluasa merancang kurva sesuai dengan kebutuhan dilapangan atau disebut 
dengan user-defined curve. Hal ini sebagai langkah terobosan cerdik untuk 
mengembangkan rele digital yang bersifat adaptif, dimana dalam satu rele terdapat 
beberapa model kurva yang dirancang oleh operator dimana penggunaaanya 
tergantung dari kebutuhan saat itu yang dapat dipilih secara otomatis. 
Pada setiap kurva terdapat beberapa parameter penentu operasi kerja rele, 
seperti misalnya arus pickup atau plug setting (PS) dan time multiplier setting 
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(TMS) atau time dial setting (TDS). Dimana kedua parameter tersebut akan menjadi 
parameter penentu saat rele berkoordinasi dengan rele-rele lain atau perangkat 
pengaman lainnya dalam satu jaringan distribusi. Grading time antar kurva perlu 
dicari yang paling optimum, sehingga perangkat yang diamankan betul-betul 
dijamin tidak mendapatkan aliran arus yang sangat besar dalam waktu yang lama. 
Beberapa algoritma optimisasi telah diujicoba untuk membantu mendapatkan nilai 
yang optimum seperti firefly algorithm (FA), modified firefly algorithm (MFA) 
serta adaptive modified firefly algorithm (AMFA). 
Sub topik penelitian lanjutan adalah memodelkan koordinasi rele dalam satu 
jaringan distribusi sehingga perangkat pengaman bersifat adaptif pada jaringan 
yang bersifat dinamis dikarenakan penggunaan DG. Terdapat dua usulan yang akan 
dikerjakan pada masa datang yakni berbentuk master-slave serta autonomous. Pada 
konsep master-slave, dimana semua perangkat rele digital yang ada dalam satu 
jaringan dianggap sebagai slave yang bertugas untuk mengumpulkan kondisi saat 
itu dan mengirimnya ke master control, setelah semua informasi pada sisi slave 
terkumpul di master control, kemudian master akan melakukan proses perhitungan 
nilai seting untuk masing-masing rele dengan menggunakan model yang telah 
dikembangkan serta mengirimnya balik ke masing-masing rele hasil dari keluaran 
model. Sedangkan autonomous coordination adalah algoritma cerdas dengan cara 
membagi atau share informasi kondisi riel dari masing-masing slave rele sebagai 
dasar untuk memutuskan aksi pada masing-masing rele.   
Pada fish bone diagram terdapat tanda kotak berwarna dengan judul 
penelitian yang dilakukan, kotak warna hijau merupakan kegiatan yang telah 
dilakukan, kotak warna kuning sedang dilakukan serta kotak warna merah adalah 
rencana kegiatan penelitian selanjutnya serta warna hitam adalah penelitian atau 
publikasi terkait yang telah dilakukan oleh peneliti lain. Judul publikasi secara rinci 





Gambar 1.1 Fishbone Diagram 
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BAB II   
KECERDASAN KOMPUTASIONAL UNTUK PEMODELAN 




2.1. Konsep Dasar Sistem Proteksi 
Ketergantungan pasokan energi listrik terus meningkat dari masa ke masa 
baik di Negara sedang berkembang maupun telah berkembang, pemenuhan energi 
listrik terkait dengan reliabilitas, kualitas serta keamanan dengan harga ekonomis 
menjadi hal yang sangat penting bagi pelanggan. Keberlangsungan pasokan energi 
listrik menjadi hal yang sangat penting, dengan terus berupaya mengurangi 
kesalahan yang terjadi pada sistem pasokan energi listrik dengan menempatkan 
keamanan pasokan energi listrik pada tingkat yang paling tinggi [5]. 
Terkait dengan pasokan energi pada sistem jaringan distribusi perlu sejumlah 
dukungan untuk memenuhi persyaratan keselamatan, keandalan dan kualitas 
pasokan listrik dengan memasang perangkat proteksi atau pengaman yang 
terpasang pada sistem jaringan untuk mengeliminasi kesalahan dan membatasi 
gangguan pada peralatan jaringan distribusi.  
Diantara penyebab gangguan utama adalah adanya petir, kerusakan isolasi, 
vandalisme serta terhubungnya saluran karena ranting pohon atau hewan. 
Mayoritas gangguan bersifat sementara tanpa menghilangkan pasokan listrik 
sedangkan gangguan lainnya bersifat permanen yang menyebabkan pemadaman 
pasokan listrik. 
Sistem pengaman yang terkoordinasi dengan baik dapat menjamin 
ketersediaan pasokan listrik yang memadai sesuai ketentuan standar operasi, yang 
mampu dengan cepat secara otomatis melakukan isolasi pada lokasi gangguan 
sehingga dapat meminimalkan kerusakan peralatan serta menjaga ketersediaan 
pasokan pada lokasi lainnya. 
Prinsip dasar saat menerapkan perangkat pengaman pada sistem jaringan 
adalah kecepatan mendeteksi adanya gangguan atau kondisi abnormal dan segera 
 12   
 
melakukan isolasi pada daerah gangguan agar tidak mempengaruhi ketersediaan 
pasokan listrik pada area yang tidak terjadi gangguan. Pemutusan peralatan harus 
dibatasi pada jumlah minimum yang diperlukan untuk mengisolasi gangguan 
sistem. Perangkat pengaman harus cukup sensitif untuk beroperasi bila terjadi 
kesalahan pada kondisi gangguan minimum, namun cukup stabil agar tidak 
beroperasi bila peralatan yang terkait memberikan arus maksimum, yang mungkin 
merupakan aliran arus yang sangat singkat.  
Perlindungan pengaman cadangan untuk menutupi kemungkinan kegagalan 
pengaman utama diberikan pada kebanyakan rangkaian untuk meningkatkan 
keandalan sistem pengaman. Dibeberapa lokasi masih ditemukan rele 
elektromekanis sebagai perangkat pengaman namun cenderung untuk 
menggantinya dengan mikroprosesor dan rele numerik, terutama pada pengaturan 
pengamanan yang lebih komplek.    
Kriteria dan perencaan sistem proteksi harus memperhitungkan prinsip dasar 
sebagai berikut [5] [6]:  
 Reliability: kemampuan proteksi untuk beroperasi dengan benar saat terjadi 
kesalahan. 
 Kecepatan: waktu pengoperasian minimum untuk menyelesaikan saat 
terjadi kesalahan agar terhindar dari kerusakan pada peralatan. 
 Selektivitas: sistem proteksi harus memutuskan hanya komponen yang 
salah atau bagian terkecil yang mungkin mengandung kesalahan dari sistem 
untuk meminimalkan konsekuensi kesalahan. 
 Redundansi: sistem proteksi harus memperhatikan fungsi redundan rele 
agar dapat meningkatkan kehandalan. Fungsi redundan direncanakan dan 
disebut sebagai perlindungan cadangan. 
 Keamanan: kemampuan untuk menolak semua kejadian sistem tenaga dan 
transien yang bukan kesalahan sehingga bagian sistem tenaga yang tidak 
ada gangguan tidak perlu terputus. 
 Ketergantungan: kemampuan untuk mendeteksi dan melepaskan semua 
kesalahan dalam zona yang dilindungi 
 Biaya: maksimum perlindungan dengan biaya serendah mungkin. 
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Karena praktis tidak mungkin untuk memenuhi semua poin yang disebutkan 
di atas secara bersamaan, mau tidak mau kompromi diperlukan untuk mendapatkan 
sistem perlindungan yang optimal.  
Jenis rele berdasar besaran ukur dan prinsip kerja adalah[7]: 
 Rele arus lebih (Overcurrent relay) 
 Rele tegangan kurang (Under voltage relay) 
 Rele jarak (Distance relay) 
 Rele arah (Direction relay) 
 Rele hubung tanah (Ground fault relay) 
 Rele arus hubung tanah terbatas (Restricted Earth Fault) 
 Rele diferensial (Differential relay) 
Berdasarkan karakteristik operasi rele, overcurrent relay dapat 
diklasifikasikan menjadi tiga kelompok: definite current atau instantaneous, 
definite time, inverse time serta kombinasi inverse time dengan instantaneous. 




Gambar 2.1 Pembagian Overcurrent Relay 
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Pengaturan rele ditentukan untuk memberikan waktu operasi terpendek pada 
tingkat kesalahan maksimum dan kemudian diperiksa untuk melihat apakah operasi 
juga memenuhi kesalahan minimum dari yang diharapkan. Selalu dianjurkan untuk 
merencanakan kurva rele dan perangkat perlindungan lainnya, seperti sekering, 
yang beroperasi secara seri dalam skala yang sama, biasanya lebih mudah 
menggunakan skala yang sesuai dengan arus yang diharapkan pada basis tegangan 
terendah atau menggunakan basis main voltage.  
Aturan dasar untuk koordinasi rele yang benar umumnya dapat dinyatakan 
sebagai berikut [7] [8]: 
 Bila memungkinkan, gunakan rele dengan karakteristik operasi yang 
sama secara seri satu sama lain 
 Pastikan rele yang terjauh dari sumber memiliki pengaturan arus sama 
dengan atau kurang dari rele di belakangnya, yaitu arus utama yang 
diperlukan untuk mengoperasikan rele di depan selalu sama atau kurang 
dari arus utama yang diperlukan untuk beroperasi  rele di belakangnya 
2.2. Digital Overcurrent Relay 
Perangkat proteksi atau pengaman rele digital merupakan jenis akhir dari 
revolusi pengembangan pengaman dengan bantuan microprosesor atau 
microcontroller, dimana mempunyai fungsi yang sama dengan jenis rele mekanik 
dengan perbedaan yang cukup signifikan, mulai dari cara pembacaan nilai arus atau 
tegangan, pemrosesan sinyal hingga eksekusi berdasarkan algoritma [9][10]. 
Gambar 2.2.(a) ditunjukkan bagan umum dari rele digital yang berfungsi 
untuk melakukan proteksi pada beban listrik (B) yang diberi sumber arus bolak 
balik (S) dengan pengendali utama microcontroller, dengan bantuan sensor arus 
yang kemudian dibaca oleh perubah analog ke digital atau analog to digital 
converter (ADC) yang akan menjadi nilai masukan pada program yang berfungsi 
sebagai perangkat proteksi dengan keluaran berupa sinyal trip melalui general 
purpose input output (GPIO) dibantu dengan driver, untuk keperluan interaksi 
dengan pengguna dipergunakan display dan keypad yang terhubung ke GPIO. 
Untuk keperluan komunikasi dengan perangkat lain baik komputer maupun sesama 
rele menggunakan universal serial asynchronous receiver transmitter (USART). 
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Pada Gambar 2.2.(b) ditunjukkan alternatif pemrosesan sinyal digunakan chip 
tambahan diluar microcontroller yakni chip digital signal processing ADE, dimana 
terhubung secara serial melalui serial peripheral interface (SPI) pada 
microcontroller [11][12]. 
  
(a) Rele Digital Menggunakan ADC Internal 
 
(b) Rele Digital Menggunakan ADE 
 
Gambar 2.2. Bagan Rele Digital 
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2.3. Peran Kurva Karakteristik pada Rele Digital 
Pada Gambar 2.2 terdapat bagian yang memegang peran penting untuk fungsi 
kerja rele yakni bagian program, dimana didalamnya disusun serangkaian alur 
program berupa persamaan kurva karakteristik rele serta program pendukung. Pada 
rele tipe overcurrent relay (OCR) kurva karakteristik yang dipilih akan menentukan 
fungsi atau operasi dari rele tersebut, pada Gambar 2.3 diberikan penjelasan secara 
umum bagaimana kurva karakteristik menentukan operasi kerja dari rele digital. 
Pada saat arus fault IF yang dibaca oleh unit ADC melebihi arus setup (Iset) 
yang diakibatkan adanya gangguan maka dilakukan perhitungan waktu trip dengan 
menggunakan kurva karakteristik yang saat itu digunakan, setelah mendapatkan 
waktu trip (ttrip) atau trip circuit breaker (tcb) maka timer (TIM) akan mulai bekerja 
sesuai dengan nilai ttrip, jika waktu trip telah terlampahui maka microcontroller 
akan mengirim sinyal trip lewat GPIO untuk membuka circuit breaker (CB).  
Kecepatan microcontroller untuk mendapatkan nilai arus yang saat itu lewat 
pada beban dengan ketelitian yang tinggi serta kurva yang menjadi referensi adalah 
kunci dari keberhasilan kerja rele digital, sehingga banyak dilakukan penelitian 
terkait dengan metode untuk meningkatkan kecepatan dalam mendapatkan nilai 
arus oleh ADC dengan tanpa diikuti dengan gangguan atau noise. Selain kecepatan 
mendapatkan nilai arus, hal lain yang terus diteliti adalah terkait dengan kurva yang 
akan digunakan, mengingat saat implementasi akan ditemukan berbagai hal terkait 
dengan bentuk dan posisi kurva yang harus mengikuti kebutuhan sistem, atau 
dikenal dengan user-defined curve [9][15].  
 
Gambar 2.3. Peran Kurva Karakteristik pada Rele Digital 
 
 17   
 
Ada beberapa parameter penting dalam kurva karakteristik rele digital seperti 
ditunjukkan pada Gambar 2.4. terdapat tiga bagian, yakni kondisi normal (N) 
dimana arus yang lewat pada beban tidak melebihi ISET sehingga rele tidak bekerja, 
kondisi berikutnya adalah saat arus beban melebihi ISET dan kurang dari Ihset disebut 
dengan overcurrent (OC), pada kondisi ini nilai trip dicari dengan menggunakan 
persamaan kurva dengan masukan arus beban yang lewat saat itu, sedang kondisi 
dimana arus beban melebihi Ihset disebut dengan kondisi arus hubung singkat atau 
short circuit (SC) dimana nilai waktu trip adalah thset. Time dial setting (TDS) atau 
time multiplier setting (TMS) adalah parameter terkait dengan kelengkungan kurva. 
 
Gambar 2.4. Parameter Kurva Karakteristik Rele 
 
Parameter PS serta TMS merupakan parameter penting saat digunakan di 
lapangan, sehingga banyak riset yang dilakukan untuk mendapatkan nilai optimum 
saat melakukan koordinasi dengan rele lain saat beroperasi dalam suatu jaringan 
distribusi dengan jumlah rele lebih dari satu unit. 
Jenis rele sesuai standar IEC 60255 ditunjukkan pada Gambar 2.5, terdiri dari 
standard inverse, very inverse, extremely inverse dan long time inverse, diberikan 
contoh kurva karakteristik rele dengan beberapa nilai TMS. Masih banyak jenis 
atau tipe kurva karakteristik rele yang tidak disebutkan dalam Gambar 2.5, empat 
jenis ini yang akan dipakai dalam pemodelan kurva standar [13][14]. 
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       (c). Extremely Inverse            (d). Long Time Inverse  
Gambar 2.5. Kurva Karakteristik Rele 
 
 Persamaan masing-masing kurva karakteristik rele adalah sebagai berikut: 














    (2.1) 













      (2.2) 














    (2.3)  
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     (2.4) 
 Pada persamaan kurva karakteristik rele untuk mendapatkan nilai trip 
terdapat perbandingan rasio IL/IS, merupakan perbandingan arus yang melewati 
beban dibanding dengan arus set atau arus pickup, kemudian dikalikan dengan nilai 















       (2.5) 
 Dari persamaan (2.5) dapat disusun nilai konstanta yang membedakan 
keempat jenis kurva karakteristik rele seperti pada Tabel 2.1. 
 
Tabel 2.1. Konstanta pada Kurva Karakteristik Rele 
Jenis Kurva A B 
Standard Inverse 0,14 0,02 
Very Inverse 13,5 1 
Extremely Inverse 80 2 
Long Time Inverse 120 1 
 
Dengan semakin berkembangnya teknologi perangkat keras terutama 
microcontroller berdampak pada perkembangan rele digital, sehingga muncul 
banyak ide dan gagasan untuk mengembangkan rele digital yang sesuai keperluan 
dilapangan, salah satu contohnya adalah bagaimana agar pengguna bisa merancang 
kurva karakteristik sesuai kehendak dan keperluannya. 
Dengan latar belakang tersebut maka penulis melakukan penelitian terobosan 
baru sehingga menghasilkan penelitian yang bermanfaat sebagai berikut: 
 Menjawab kebutuhan adanya solusi dari kasus overlapping kurva 
beberapa rele yang tergabung dalam satu jaringan distribusi dalam 
 20   
 
skala besar, dengan cara merubah kurva yang semula berdasar 
persamaan standar menjadi kurva yang non-standar.  
 Pengguna diberi kebebasan untuk merancang kurva karakteristik 
rele varian baru yang belum ada hingga saat ini atau disebut dengan 
un-conventional curve.  
 Pengembangan rele digital dengan fitur multi kurva, sehingga 
mampu diakses pemilihan kurvanya sesuai keperluan saat itu, 
sehingga bisa digunakan untuk koordinasi secara adaptif. 
Untuk mewujudkan hal tersebut maka kurva harus dapat dimodelkan dan 
disimpan pada rele digital dimana dirancang oleh pengguna sendiri, Gambar 2.6 
memberikan penjelasan dari ide global bagaimana melakukan pemodelan rele 
digital. Secara lengkap parameter masukan untuk menyusun model adalah nilai 
TDS atau TMS, tipe kurva, arus setting atau plug setting, arus high set dan nilai trip 
saat high set dengan parameter keluaran model adalah waktu trip. Sedangkan 
masukan setelah menjadi model adalah arus beban yang mengalir saat itu.  
Gambar 2.7 ditunjukkan secara timing diagram operasi kerja rele digital saat 
berfungsi sebagai overcurrent relay (OC) maupun saat short circuit (SC) dengan 




Gambar 2.6. Parameter Lengkap Pemodelan Rele Digital 
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Gambar 2.7. Timing Diagram Operasi Kerja Rele Digital 
 
Sesuai Gambar 2.7  terdapat dua operasi kerja rele, yaitu kondisi 
overcurrent (OC) dan kondisi short circuit (SC), operasi OC adalah kondisi 
dimana arus beban IL melebihi arus pick-up IS dan arus beban tidak lebih dari 
arus high-set, dimana nilai trip didapatkan dari perhitungan persamaan atau 
model kurva yang digunakan saat itu. Sedangkan operasi SC akan bekerja saat 
nilai IL lebih atau sama dengan arus high-set, dimana nilai trip berupa konstanta 
yang telah direncanakan. Sehingga dapat dituliskan tiga syarat operasi kerja 
yakni saat kondisi normal, saat kondisi overload OC serta saat hubung singkat 
SC sebagai berikut: 
 
𝑘𝑜𝑛𝑑𝑖𝑠𝑖 𝑁𝑜𝑟𝑚𝑎𝑙:                𝑗𝑖𝑘𝑎 𝐼𝐿 <  𝐼𝑆    (2.6) 
 
𝑘𝑜𝑛𝑑𝑖𝑠𝑖 𝑂𝐶:                        𝑗𝑖𝑘𝑎  𝐼𝑆 <  𝐼𝐿 <  𝐼𝐻𝑆𝐸𝑇   (2.7) 
 
𝑘𝑜𝑛𝑑𝑖𝑠𝑖 𝑆𝐶:                         𝑗𝑖𝑘𝑎 𝐼𝐿 >  𝐼𝐻𝑆𝐸𝑇    (2.8) 
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2.4. LaGrange Interpolation Polynomial Characteristic Curve Modeling (LIP-
CCV) 
Untuk memperkirakan nilai suatu titik diantara dua titik dengan tepat secara 
umum digunakan metode interpolasi polinomial, dengan rumus umum untuk orde 
polinomial ke n adalah: 
  20 1 2
n
nf x a a x a x a x         (2.9) 
Untuk n + 1 titik data, ada satu dan hanya satu polinomial orde ke-n yang 
melewati semua titik. Interpolasi polinomial terdiri dari penentuan polinomial orde 
ke-n yang unik sesuai dengan n + 1 titik data. Polinomial ini kemudian memberikan 
rumus untuk menghitung nilai antara. Meskipun ada satu dan hanya satu orde 
polinomial ke-n yang sesuai n + 1 titik, ada beragam format matematis dimana 
polinomial ini dapat diekspresikan. Dua alternatif yang sesuai untuk implementasi 
komputer adalah: Newton dan Lagrange polinomial. Contoh polinomial interpolasi 
ditunjukkan pada Gambar 2.8: (a) orde pertama (linier) yang menghubungkan dua 
titik, (b) orde kedua (kuadrat atau parabola) yang menghubungkan tiga titik, dan (c) 
orde ketiga yang menghubungkan empat titik, dengan contoh titik-titik seperti yang 
ditunjukkan pada Gambar 2.8. 
 (a) orde satu (b) orde dua (c) orde tiga 
 
Gambar 2.8. Interpolasi Polinomial 
 
Prinsip interpolasi Lagrange adalah bahwa fungsi f(x) yang nilainya diberikan 
pada kumpulan titik diasumsikan oleh polinomial p(x) yang melewati setiap titik. 
Polinomial ini disebut polinomial interpolasi dan derajatnya kurang dari jumlah 
titik yang diberikan. Untuk dua titik data polinomial interpolasi diambil menjadi 
polinomial linier. Untuk tiga titik data, polinomial interpolasi diambil menjadi 
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kuadrat, empat titik data polinomial interpolasi diambil menjadi kubik, dan 
seterusnya. 
Pada garis linier p(x)=a0+a1x yang melewati dua titik (x0,f(x0)) dan titik 
(x1,f(x1)), dimana a0 dan a1 adalah konstanta, maka persamaan garisnya: 
     01 0 1
0 1 1 0
x xx x
p x f x f x




     (2.10) 
Untuk persamaan garis kuadrat p(x)=a0+a1x+a2x2 yang melewati titik-titik 
(x0,f(x0)) , (x1,f(x1)), serta (x2,f(x2)) maka persamaan garisnya: 
 0 21 2 0 1
0 1 0 2 1 0 1 2
( )( )( )( )
( ) ( ) ( )
( )( ) ( )( )
x x x xx x x x
p x f x f x
x x x x x x x x
  
  
   
 
        0 1 2




x x x x
f x
x x x x
 
 
     (2.11) 
Untuk persamaan garis kubik p(x)=a0+a1x+a2x2+a3x3  yang melewati titik-
titik (x0,f(x0)) , (x1,f(x1)), (x2,f(x2)) serta (x3,f(x3)) maka persamaan garisnya: 
 
   
   
 1 2 3 0
0 1 0 2 0 3
x x x x x x
p x f x





   
   
 0 2 3 1
1 0 1 2 1 3
x x x x x x
f x





   
   
 0 1 3 2
2 0 2 1 2 3
x x x x x x
f x





   
   
 0 1 2 3
3 0 3 1 3 2
x x x x x x
f x




    (2.12) 
Interpolasi Lagrange hanyalah sebuah perumusan dari polinomial Newton 
yang menghindari perhitungan perbedaan yang terbagi. Hal ini juga dapat diwakili 
secara ringkas dengan rumus: 





f x L x f x

       (2.13) 
















        (2.14)  
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Dengan menggunakana algoritma Lagrange akan dilakukan pemodelan 
dengan cara memberikan sebagian titik-titik pasangan data kurva rasio dan waktu 
trip, selanjutnya akan didapatkan titik-titik lainnya yang mampu mewakili kurva 
secara keseluruhan [15].  
2.5. Artificial Neural Network Characteristic Curve Modeling (ANN-CCM) 
ANN atau dalam bahasa Indonesia disebut dengan jaringan syaraf tiruan 
merupakan salah satu jenis algoritma cerdas yang mampu untuk memodelkan suatu 
fungsi dimana terdapat hubungan antara input dan output dalam suatu fungsi. Pada 
bagian ini akan dijelaskan bagaimana jaringan syaraf tiruan belajar dari 
pengetahuan para ahli, struktur dan pelatihan jaringan syaraf tiruan dalam istilah 
matematika, serta gambaran umum deskripsi matematis jaringan umpan balik atau 
feedforwards networks dan algoritma pelatihan [16] [17].  
 
2.5.1. Model Neuron 
Bagian fundamental dari jaringan syaraf biologis adalah neuron, yang juga 
dikenal sebagai sel syaraf elementer atau elementary nerve cell. Sebuah neuron 
menerima sinyal dari neuron lain melalui interkoneksi yang komplek. Keluaran 
neuron adalah fungsi dari sinyal yang diterima dan karakteristik internal neuron. 
Sebuah jaringan syaraf biologis memproses informasi dengan cara yang 
cukup komplek. Model neuron yang ditunjukkan pada Gambar 2.9 dikembangkan 
oleh McCulloch dan Pitts, dan telah dimodifikasi untuk digunakan di banyak bidang 
rekayasa. Model ini adalah versi sederhana dari bentuk biologisnya, namun mampu 
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Unit pemroses masing-masing neuron juga dikenal sebagai simpul yang 
menerima sinyal input x = [x1, x2, ..., xn)T ∈ X, dengan X adalah ruang input, serta 
bias dengan simbol b. Sinyal masukan x diperkecil oleh bobot w = [w1, w2, ..., wn]T 
∈ W, di mana W adalah ruang bobot. Bias bisa dilihat sebagai masukan dengan 
bobot koneksi +1. Semua sinyal masukan tertimbang dijumlahkan untuk 







s w x b w x b

          (2.15) 
 Sinyal output neuron o, adalah fungsi dari s digambarkan sebagai: 
( )o f s          (2.16) 
dengan f adalah fungsi aktivasi. 
Fungsi aktivasi biasanya dipilih sebagai fungsi monoton non-decereasing 
dan differentiable. Fungsi sigma merupakan satu fungsi aktivasi yang paling 
populer karena menyerupai perilaku neuron biologis. Fungsi sigmoid unipolar 








         (2.17)  
Seperti yang terlihat pada Gambar 2.10. 
 
 
Gambar 2.10. Tipikal Fungsi Aktivasi Sigmoid Unipolar  
 
Dengan fungsi aktivasi dan berdasarkan struktur model ini, x dan w sendiri 
dapat sepenuhnya menggambarkan perilaku input-output neuron. 
 
 26   
 
2.5.2.  Model Jaringan Neural Feedforward Multi-layer 
Dasar jaringan multi-layer feedforward berisi tiga komponen, yakni input 
layer, satu atau beberapa lapisan tersembunyi atau hidden layer, dan lapisan 
keluaran atau output layer, seperti yang ditunjukkan pada Gambar 2.11, dimana 
setiap lapisan jaringan berisi seperangkat unit pengolahan yang disebut node atau 
neuron, seperti yang dijelaskan pada bagian sebelumnya. Setiap node dalam lapisan 
jaringan akan mengirimkan keluarannya ke semua simpul dari lapisan berikutnya 
secara uni-directionally. Pada lapisan input, node menerima sinyal eksternal dari 
dunia luar. 
Input layer jaringan syaraf berfungsi sebagai antarmuka yang mengambil 
informasi dari dunia luar dan mentransmisikannya ke unit pemroses internal 
jaringan, analog dengan bagian antarmuka manusia seperti mata kita dan sel 
penginderaan jari-jari kita. Demikian pula lapisan output dari jaringan syaraf tiruan 
berfungsi sebagai antarmuka yang mengirimkan informasi dari unit pemroses 
internal unit syaraf ke dunia luar. Simpul di hidden layer adalah unit pemroses 
internal jaringan syaraf tiruan. 
 
 
Gambar 2.11. Struktur Dasar Jaringan Syaraf Tiruan Feedforward Multi Layer 
 
Dalam jaringan syaraf feedforward, neuron di lapisan yang sama tidak 
memiliki hubungan satu sama lain, tidak seperti jenis jaringan syaraf lainnya seperti 
jaringan rekuren, dan biasanya semua simpul pada hidden dan output layer 
memiliki struktur yang sama seperti yang ditunjukkan pada Gambar 2.9, setiap 
simpul j di hidden layer dan keluaran menerima sinyal v = [v1, v2 ...., vk]T dari 
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simpul lapisan sebelumnya, diskalakan oleh bobot wj = [wj1, wj2, ..., wjk]T simpul 




j ji i j j
i
s w v b wj x b

          (2.18)  
dengan bj adalah istilah bias neuron ke j. Kuantitas sj akan diproses oleh fungsi 
aktivasi biasanya nonlinear dan akan memberikan output oj dari neuron ke j: 
 j jo f s    ( ,w)= ,   –  p p p pe e x y x w y x     (2.19) 
Tidak seperti node hidden layer dan output layer, node lapisan input secara 
konvensional menggunakan fungsi aktivasi linier dan bukan fungsi sigmoid, dan 
setiap node lapisan hanya menerima satu sinyal masukan, v = [xj], seperti yang 
ditunjukkan pada Gambar 2.11 yang mewakili setiap pengukuran sinyal secara 
konvensional dari dunia luar. Masukan ke jaringan syaraf normal dinormalisasi 
antara [0, 1] untuk alasan stabilitas numerik. 
Dalam jaringan syaraf feedforward, masing-masing neuron individu tidak 
terlalu kuat dalam hal perhitungan atau representasi. Namun, dengan 
menghubungkan neuron bersama-sama untuk membentuk jaringan besar, para 
periset telah membuktikan bahwa jaring pengaman dapat mengkodekan pemetaan 
input-output kontinyu yang komplek. Neuron yang berada di lapisan yang sama 
tidak memiliki hubungan satu sama lain, namun mereka menerima sinyal dari 
lapisan sebelumnya dan mengirimkan sinyal ke lapisan berikutnya setelah sinyal 
masukan telah diproses. Setiap koneksi yang menghubungkan node ke node lain 
memiliki bobot yang terkait dengannya. Hal ini dengan mengubah nilai bobot ini 
sehingga jaringan syaraf dapat belajar atau dilatih melalui algoritma pelatihan yang 
tepat.  
2.5.3.  Formulasi Matematika untuk Neural Network Training 
Ada berbagai cara untuk melihat jaringan syaraf tiruan. Dari sudut pandang 
teknik, mungkin lebih mudah untuk memvisualisasikan jaringan syaraf tiruan 
sebagai pembelajaran pemetaan input-output suatu sistem [19]. Kemampuan belajar 
ini bisa digunakan untuk melakukan pemodelan kurva karakteristik rele. Bagian ini 
akan menyajikan deskripsi matematis untuk melatih jaringan syaraf tiruan 
mempelajari hubungan input-output dari sistem yang diberikan. 
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Misalkan sebuah sistem seperti ditunjukkan pada Gambar 2.12, dimana 
memiliki input x = [x1, x2, ..., xn]T, seperti pengukuran sensor, dan keluaran yang 
sesuai y(x) = [y1, y2, ..., ym]T. Lebih mudah merepresentasikan sistem sebagai 
hubungan M antara ruang input X: {x ∈ X | x adalah input ke sistem} dan ruang 
output Y: {y (x) ∈ Y | Y adalah output dari sistem dengan input x}, seperti yang 
dinyatakan dalam persamaan: 
M: X ⟶  Y         (2.20) 
Selanjutnya jaringan syaraf tiruan mempelajari hubungan semacam M. Output 
sebenarnya dari jaringan syaraf tiruan dinotasikan sebagai ŷ (x|w), yang termasuk 
dalam ruang keluaran Y, yang diberi parameter dengan bobot w ∈ W, bobot ruang, 
dan masukan yang diberikan x. 
 
 
Gambar 2.12. Diagram Skematik Input-output Sistem Aktual dan ANN 
 
Proses pelatihan jaringan dapat dianggap sebagai pelatihan jaringan untuk mewakili 
M melalui hubungan input-output sedekat mungkin dengan menyesuaikan 
parameter internal jaringan atau bobot w, yang ditunjukkan secara matematis 
sebagai: 
min ( | ) ( ) ,w W y x w y x x X        (2.21) 
Biasanya, ukuran yang berbeda digunakan untuk memantau proses pelatihan. 
Ukuran yang populer adalah perbedaan antara output jaringan ŷ(x,w) dan keluaran 
aktual y(x) dengan input yang sama x, yaitu ‖ŷ(x|w) – y(x)‖, di mana ‖·‖ adalah 
beberapa norma yang sesuai. Diingiinkan ‖ŷ(x|w) – y(x)‖ ≤ 𝜀, di mana 𝜀 nilai 
toleransi kesalahan kecil preset yang tepat dari perbedaan antara ŷ(x,w) dan y(x). 
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Jika 𝜀 sangat kecil, maka ŷ dikatakan telah dilatih untuk mewakili secara dekat 
terhadap y. 
Relasi yang pasti dari sistem M(x) biasanya tidak diketahui secara pasti. Jika 
M(x) diketahui secara pasti, maka tidak perlu melatih jaringan syaraf untuk 
mempelajari relasinya, secara umum pengukuran beberapa input P diambil dari 
pemetaan M dan digunakan sebagai contoh pelatihan untuk jaringan syaraf tiruan, 
[20] membahas penggunaan teori pembelajaran untuk memperkirakan jumlah 
contoh pelatihan P yang dibutuhkan untuk melatih jaringan ke dalam nilai ambang 
batas tertentu. Pengukuran diskrit {(x1, y1), (x2, y2), ..., (xp, yp)} dari x dan y(x) = 
M(x) biasanya dapat diperoleh dengan mudah. Proses pelatihan jaringan terdiri dari 
pelatihan jaringan untuk belajar M berdasarkan seperangkat pengukuran input-
output diskrit. Dalam hal terminologi jaringan syaraf tiruan, xp adalah pola masukan 
ke-p, yp = y(xp) adalah pola output yang sesuai, dan (xp, yp) adalah pola latihan ke-
p. 
Misalkan ada pola pelatihan input-input P yang tersedia untuk melatih 
jaringan syaraf tiruan, dan dua ukuran normalnya digunakan. Proses pelatihan dapat 
diwakili secara matematis sebagai berikut:  
2min ( , ) ( )p pw W y x w y x   
    
1
1





w W y w P

       (2.22) 
Parameter 𝜀 adalah toleransi kesalahan untuk menunjukkan keberhasilan 
pelatihan. Jika ‖·‖ ≤ 𝜀, maka jaringan dikatakan telah mengetahui pemetaan sistem 
yang sebenarnya, yaitu ‖ŷ(x|w) – y(x)‖ ≤ 𝜀 pada persamaan 2.21, asalkan data 
pelatihan mewakili perilaku sistem [20]. Ukuran dua norma,yang merupakan salah 
satu ukuran paling populer yang digunakan dalam pelatihan jaringan syaraf tiruan 
digunakan dalam persamaan 2.22, namun ukuran norma lain yang sesuai juga dapat 
digunakan untuk memenuhi aplikasi spesifik pengguna, misal ℯp sebagai kesalahan 
pelatihan dari pola pelatihan p, yaitu perbedaan antara output dari jaringan dan 
output dari sistem dengan input xp dan bobot jaringan saat ini w: 
   ( ,w)= ,   –  p p p pe e x y x w y x      (2.23) 
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Selama pelatihan jaringan meminimalkan kesalahan untuk semua pola 
pelatihan daripada meminimalkan kesalahan untuk pola pelatihan tunggal. Oleh 








E w e x w
p 
         (2.24) 
Blok diagram proses pelatihan ditunjukkan pada Gambar 2.13. 
 
Gambar 2.13. Supervised Training dari Artificial Neural Networks 
 
Metode untuk melatih jaringan feedforward network dengan meminimalkan 
E dalam persamaan 2.24 yang merupakan blok utama untuk keberhasilan penerapan 
jaringan syaraf tiruan. Pada tahun 1970an, beberapa terobosan dilakukan dalam 
pengembangan algoritma pelatihan untuk jaring umpan maju multi lapis [16]. Saat 
ini, algoritma pelatihan yang lebih terkenal mencakup algoritma backpropagation 
[21] dan simulasi annealing [20]. Metode ini melatih jaringan dengan secara iteratif 
menyesuaikan bobot jaringan untuk meminimalkan E. Algoritma backpropagation 
sejauh ini merupakan algoritma pelatihan yang paling populer untuk jaring umpan 
maju. 
2.5.4.  Algoritma Pelatihan Backpropagation 
Algoritma pelatihan backpropagation pada dasarnya adalah metode turunan 
cerdas yang mencari nilai optimal w untuk meminimalkan kesalahan E dalam 
persamaan 2.22. Prosedur umumnya adalah sebagai berikut: 
1. Berikan bobot awal wq, q = 0, dengan q menunjukkan nomor iterasi pelatihan 
saat ini. 





 , yang merupakan kemiringan E sehubungan dengan w. 











      (2.25) 
Dengan  𝜂 adalah tingkat belajar atau ukuran langkah dalam algoritma steepest 
descent, biasanya angka positif kecil misal 0,1 tanda minus menunjukkan arah 
negatif. 
4. Update bobot wq ke wq+1 sebagai: 
 
1  q q qw w w           (2.26)  
5. Ulangi langkah-langkah ke-2 sampai ke-4 hingga 
𝜕𝐸(𝑤)
𝜕𝑤
 ≈ 0, yang berarti bahwa 
sedang berada pada nilai di mana itu adalah solusinya. 
 
Untuk lapisan output, kuantitas 
𝜕𝐸(𝑤)
𝜕𝑤
 dalam persamaan 2.25 dapat dengan 
mudah dihitung dengan mengambil turunan E berkenaan dengan bobot w dari 
lapisan keluaran, sedangkan 
𝜕𝐸(𝑤)
𝜕𝑤
  untuk bobot pada hidden layer memerlukan 
penggunaan aturan rantai untuk membalikkan kembali sinyal kesalahan yang dituju 
pada output layer ke hidden layer. 
Aturan delta yang digunakan untuk menyesuaikan bobot jaringan telah 
diturunkan secara rinci [21] [17] dan telah ditulis dalam persamaan untuk referensi. 
   1  –  j j j pj jo o y o   untuk ouput layer node j   (2.27) 
(1 )j j j k kjo o w     untuk hidden layer node j   (2.28) 
1q q
ji j j jiw o w 
           (2.29) 
1q n q
ji ji jiw w w
           (2.30) 
 dengan 𝛿j oj = - 
𝜕𝐸(𝑤)
𝜕𝑤
 adalah kemiringan proses iterasi pada persamaan 2.25. 
Di persamaan 2.30 𝜂 disebut tingkat pembelajaran atau learning rate, setara dengan 
ukuran langkah dalam algoritma steepest descent dan 𝛼 disebut momentum rate. 
Istilah tambahan 𝛼 ∆wqji dalam persamaan 2.30 dibandingkan dengan persamaan 
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2.29 disebut istilah momentum term, termasuk dalam persamaan pembaruan bobot 
untuk menghindari standar lokal [21] [17]  
Dimana pemetaan yang diinginkan dijelaskan oleh serangkaian data input-
output, bobotnya dimodifikasi secara empiris setelah penyajian setiap rangkaian 
pola input-output, metode ini disebut sebagai pembaharuan pola atau pattern update 
dan merupakan perkiraan kemiringan gradien sejati yang umumnya berlaku bila 
ukuran yang cukup kecil adalah ukuran yang digunakan. Pembaruan secara batch, 
yang mana perubahan bobot terakumulasi di atas satu sapuan keseluruhan 
rangkaian pola pelatihan sebelum diterapkan, kadang-kadang digunakan untuk 
meniru kemiringan gradien.   
 
2.6. Adaptive Neuro Fuzzy Inference System untuk Characteristic Curve 
Modeling (ANFIS-CCM) 
Adaptive Neuro-Fuzzy Inference System (ANFIS) merupakan metode fuzzy 
inference system (FIS) yang diadaptasikan ke dalam arsitektur jaringan syaraf. Pada 
penelitian ini digunakan sistem inferensi fuzzy model Tagaki-Sugeno-Kang (TSK) 
orde satu yang bertujuan untuk memudahkan serta meminimalisir kesalahan pada 
saat komputasi [22] [23] [24]. 
Adaptive Neuro Fuzzy Inference System (ANFIS) merupakan gabungan 
antara Artificial Neural Network dan Fuzzy Inference System, yang diadaptasi dari 
model inferensi Sugeno. Pada FIS diberikan nilai input dan output dengan 
permisalan x dan y untuk input dan z untuk output. Dengan mengadaptasi model 
Sugeno orde satu diberlakukan aturan sebagai berikut: 
IF x is A1 AND y is B1 THEN f1 = p1x+q1y+r1 
IF x is A2 AND y is B2 THEN f2 = p2x+q2y+r1 
Sehingga di dapatkan fungsi seperti yang di tunjukkan pada Persamaan 2.31 
ini: 
1 1 2 2
1 1 2 2
1 2
' f ' f






      (2.31) 
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Untuk memudahkan pemahaman, dibuat arsitektur ANFIS dengan 
permisalan yang telah di jabarkan sebelumnya, yakni menggunakan 2 input dan 1 
ouput. Pada Gambar 2.14 digambarkan arsitektur ANFIS yang terdiri atas 5 layer. 




Gambar 2.14. Arsitektur ANFIS 
 
 Layer 1 : Pada layer 1 terdapat proses fuzzyfication yang masing-masing 
node nya berfungsi untuk membangkitkan derajat keanggotaan atau biasa 
disebut juga premis. Ai dan Bi merupakan himpunan fuzzy. Sedangkan Oli 
merupakan output dari node i pada layer ke-1 dinotasikan. Setiap node pada 
layer ke- i bersifat adaptif. Aturan yang diterapkan pada layer ini dapat 
dilihat pada Persamaan 2.32: 
 
1 , 1,2i iO A i   
 1 2 , 3,4i iO B i           (2.32) 
 Layer 2: Pada layer 2, node yang ada berfungsi untuk menghitung firing 
strength atau fungsi untuk menghitung nilai keanggotaan baru hasil operasi 
dua himpunan pada setiap rule sebagai output dari semua input yang masuk. 




( )  ( )
( )  ( )
w A x AND B y





       (2.33) 
 Layer 3: Pada layer 3 setiap node yang ada berfungsi untuk menghitung 
perbandingan antara firing strength pada aturan yang berlaku pada tiap 
aturan ke-i terhadap total nilai firing strength secara keseluruhan. Setiap 
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node pada lapisan ini bersifat non- adaptif. Aturan yang digunakan dapat 










       (2.34) 
 Layer 4 : Pada layer 4 menerima output hasil dari layer 3 yang dituliskan 
dengan wi’. Pada Persamaan 2.35 dituliskan aturan untuk layer  ini, dimana 
(pix+qiy+ri) adalah himpunan parameter pada fuzzy model Sugeno orde 
satu. Node pada layer 4 bersifat adaptif: 
4 '. '( )i i i i i i iO w f w p x q y r          (2.35) 
 
 Layer 5 : Pada layer 5 terdapat proses yakni mengumpulkan seluaruh output 
hasil dari layer 4 yang merupakan penjumlahan dari semua sinyal yang 
masuk. Aturan pada layer ini di tuliskan pada Persamaan 2.36, dimana ∑ 
















      (2.36) 
Kelima layer tersebut akan membentuk suatu adaptive network yang secara 
fungsional sama dengan fuzzy model Sugeno orde satu. Digunakan Fuzzy Clustering 
Mean (FCM) untuk memberi nilai awal pada parameter premis pada bagian 
membership function.  
Pada arsitektur ANFIS, node yang bersifat adaptif terdapat pada layer ke-1 
dan ke-4, node pada layer ke-1 mengandung parameter premis yang nonlinier 
sedangkan pada layer ke-4 mengandung parameter konsekuen yang linier. Untuk 
memperbaharui parameter–parameter tersebut diperlukan proses learning atau 
training. ANFIS menggunakan hybrid supervised method yang berbasis pada dua 
metode, yaitu least squares dan gradient descent. 
Untuk arah maju atau forward, parameter premis tidak dirubah-rubah. 
Dengan menggunakan metode Least Square Estimator (LSE), parameter 
konsekuen diperbaiki berdasarkan  pasangan data pada training set. Metode LSE 
dapat diterapkan  karena parameter konsekuen yang diperbaiki bersifat linier. 
Setelah parameter konsekuen diperoleh, data masukan dilewatkan ke jaringan 
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adaptif kembali dan hasil keluaran jaringan adaptif ini dibandingkan dengan 
keluaran yang diharapkan. 
Pada arah mundur atau backward, parameter konsekuen dibuat tetap. 
Kesalahan atau error antara keluaran jaringan adaptif dan target dipropagasikan 
balik menggunakan gradient descent untuk memperbarui parameter premis. Satu 
tahap pembelajaran maju–mundur  ini dinamakan satu epoch. 
 
2.6.1.  Proses Pembelajaran dengan RLSE untuk Parameter Konsekuen 
Dari arsitektur ANFIS yang ditunjukkan pada Gambar 2.14 sebelumnya, 
dapat diamati bahwa ketika nilai parameter premis telah ditetapkan dan tidak 
berubah, output secara keseluruhan dapat dinyatakan sebagai kombinasi linier dari 
parameter konsekuen. Dalam simbol, output "f" yang terdapat pada Gambar 2.14, 
dapat ditulis ulang dengan Persamaan 2.37 berikut: 
   
           
1 1 2 2
1 1 1 1 2 2 2 2
1 1 1 1 1 1 2 2 2 2 2 2
  
  
f w f w f
w p x q y r w p x q y r
w x p w y q w r w x p w y q w r
 
     
     
 (2.37) 
Beberapa parameter konsekuen yang terdapat pada Persamaan 2.37 
merupakan parameter yang linier terhadap output dari sistem. Jika sejumlah N data 
training diaplikasikan pada Persamaan 2.37, didapat persamaan baru, yakni: 
 
           
           
1 1 1 1 1 1 2 2 2 2 2 2
1 1 1 2 2 2
1 1 1 1 1 1 2 2
1




n n n n n n
w x p w y q w r w x p w y q w r
w x p w y q w r w x p q y
y
w y w r





Sehingga jika diubah dalam bentuk matriks akan terlihat seperti pada Persamaan 
2.39: 
A y           (2.39) 
Variabel θ merupakan vektor 6x1 yang terdiri atas elemen-elemen dari 
himpunan parameter konsekuen, sedangkan y merupakan vektor output yang 
elemen-elemennya merupakan data output dari sistem. Untuk mendapatkan hasil 
terbaik untuk θ adalah dengan meminimumkan nilai pada persamaan || A θ =y||2, 








* T TA A A y

        (2.40) 
Variabel θ * dihitung menggunakan rumus Recursive LSE (RLSE). Sehingga 
menghasilkan persamaan baru, yakni: 
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    

     (2.41) 
Variabel  ai
T  merupakan vektor baris dari matriks A pada persamaan 2.39, yi 







         (2.42)  
2.6.2. Proses Pembelajaran Backpropagation-error untuk Parameter Premis 
Parameter premis yang digunakan dalam proses learning untuk algoritma 
backpropagation merupakan parameter adaptif dimana proses pembelajarannya 
menggunakan metode sistem jaringan syaraf feedforward learning dengan gradient 
descent. Dimisalkan sebuah sistem jaringan adaptif direpresentasikan dengan L 
lapisan dan lapisan ke-I dituliskan dengan (i = 0, 1, ..., L; i = 0) yang menyatakan 
input layer yang mempunyai N(i) node. Output yang dihasilkan dan fungsi node ke-
l [l = 1, ..., N(l)] pada lapisan ke-l dinyatakan dengan xl,i dan f l,i yang digambarkan 
pada Gambar 2.15. Output node merupakan fungsi dari sinyal input dan parameter 
sistem, sehingga diperoleh persamaan: 
  , , 1,1 1, 1, , , , ,l i l i l l N lx f x x             (2.43) 
Dengan α, β, γ adalah parameter node. 




Gambar 2.15.  Model jaringan syaraf feedforward. 
 
Untuk proses learning jaringan adaptif, dimisalkan sejumlah pasangan data 
yakni P, yang selanjutnya dapat didefinisikan untuk menghitung dan mengukur 
nilai error pada data training ke-p yang merupakan jumlah kuadrat kesalahan yang 












         (2.44) 
Variabel dkp merupakan elemen ke-k dari vektor output yang dibutuhkan dan 
xpL,k adalah vektor output aktual yang dihasilkan dari sistem jaringan adaptif dengan 
input yang berasal dari vektor input ke-p dari himpunan P data training. Tujuan dari 
sistem adaptif adalah untuk meminimalisir kesalahan dalam menghitung maupun 
mengukur nilai error pada Persamaan (2.44) dengan mengubah parameter-
parameter adaptifnya. Dengan mendefinisikan signal error atau kesalahan sinyal 
ε1,i sebagai ordered derivative terhadap output node ke-i, pada lapisan ke-l, maka 












        (2.45) 
Kesalahan sinyal untuk output node ke-i pada lapisan ke-l dapat dihitung 












       (2.46) 
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Jika terjadi pengukuran kesalahan seperti yang dituliskan pada Persamaan 
2.44 maka persamaan sebelumnya akan berubah menjadi: 
 , ,2 p pL i i L id x           (2.47) 
Untuk node pada lapisan ke-l dan posisi ke-i, sinyal kesalahan dapat diraih 
menggunakan aturan rantai yang didefinisikan pada Persamaan 2.48: 
   1 1
1, 1,
, 1,
1 1, 1, , ,
  
    1
N l N l
p p l m l m
l i l m
m ml i l m l i l i
sinyal kesalahan sinyal kesalahan
pada lapisan l pada lapisan l
E E f f










   
  
   
    (2.48) 
Variabel 0≤ l ≤ L-1 merupakan sinyal kesalahan node pada lapisan ke-l dan 
dapat dinyatakan sebagai kombinasi linier dari sinyal kesalahan simpul pada lapisan 
ke (l +1). Sehingga untuk menghitung sinyal kesalahan pada simpul ke-i lapisan ke-
l (l < L), yang pertama dilakukan adalah menghitung dengan menggunakan 
Persamaan 2.46 untuk mendapatkan sinyal kesalahan pada lapisan output  
kemudian Persamaan 2.48 dilakukan secara terus menerus hingga mencapai lapisan 
yang diinginkan. Langkah-langkah diatas disebut feed-forward backpropagation 
dikarenakan sinyal kesalahan dihitung secara mundur atau berkebalikan yakni 
dihitung dari lapisan output hingga lapisan input. Vektor gradient diinterpretasikan 
sebagai ordered derivative dari pengukuran kesalahan terhadap tiap parameternya. 
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      (2.49) 
 
Jika terbukti α merupakan parameter yang ada pada beberapa simpul maka 
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        (2.50) 
Dengan S merupakan himpunan simpul yang berisikan α sebagai parameter, 
sedangkan x* dan f* adalah output dan fungsi dari simpul yang bersangkutan. 
Turunan masing-masing secara keseluruhan yang dihasilkan dari pengukuran 
kesalahan akan menghasilkan Persamaan 2.51 berikut: 













         (2.51) 
Dengan metode gradient simple steepest descent, j memperbaiki parameter α 
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        (2.53) 
Sedangkan k merupakan ukuran dari langkah atau step size dari aturan yang ada 
yang dapat diubah untuk mempercepat konvergensi. 
 
2.7. Modified Firefly (MFA) dan Adaptive Modified Firefly Algoritma (AMFA) 
Parameter Seting Rele 
Berbagai macam algoritma optimisasi telah digunakan untuk membantu 
menyelesaikan problem secara khusus terkait koordinasi proteksi [30]-[44] maupun 
electrical engineering secara umum [45]. Xin She Yang mengusulkan algoritma 
FA [46]-[51] dari Universitas Cambridge, yang terinspirasi oleh perilaku kunang-
kunang. FA dapat digambarkan dengan tiga karakteristik. Yang pertama, dua 
kunang-kunang tertarik satu sama lain terlepas dari jenis kelamin mereka karena 
semua kunang-kunang adalah unisex. Yang kedua, daya tarik sebanding dengan 
kecerahannya, dimana kunang-kunang terang akan menarik kunang-kunang dengan 
lebih rendah. Yang ketiga, fungsi objektifnya adalah kecerahan kunang-kunang. 
Dalam masalah minimisasi, brightness firefly memiliki fungsi obyektif yang lebih 




mrr e      1m        (2.54) 
jarak antara dua kunang-kunang i dan j dihitung dengan jarak Cartesian adalah r, 
yang ditunjukkan dengan persamaan sebagai berikut: 
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
       
,1 ,2 ,3 ,, , ...,j j j j j kX x x x x     
,1 ,2 ,3 ,, , ...,i i i i i kX x x x x                 (2.55) 
Gerakan kunang-kunang dengan kecerahan yang lebih rendah (Xi) tertarik 




i i j i iX X e X X
                  (2.56) 
Dengan εj adalah nilai acak distribusi Gaussian. Dalam persamaan 2.56, 
menunjukkan bahwa pergerakan kunang-kunang terdiri dari tiga hal. Yang pertama, 
gambaran posisi sekarang dari kunang-kunang. Yang kedua, gerakan kunang-
kunang dengan kecerahan rendah tertarik ke yang lain yang lebih cerah. Yang 
ketiga, menggambarkan pergerakan acak kunang-kunang dengan nilai dari interval 
[0,1]. Flowchart FA ditunjukkan pada Gambar 2.16. 
 
2.7.1. Algoritma MFA  
Algoritma modified firefly algorithm (MFA) [52]-[56] adalah algoritma FA 
yang dimodifikasi digunakan untuk menghilangkan kelemahan FA dengan 
meningkatkan keacakan kunang-kunang karena mempengaruhi kunang-kunang 
dalam eksplorasi solusi optimal. MFA mengurangi keacakan kunang-kunang 
dengan menggunakan parameter pengacakan α. Dalam proses FA, mutasi 
sederhana dari parameter pengacakan α sesuai dengan perubahan iterasi. Dalam 
setiap iterasi, parameter pengacakan α berkurang sebesar 0,001. MFA akan 
membantu dalam mendapatkan konvergensi dengan cepat. Flowchart MFA 
ditunjukkan pada Gambar. 2.17. 
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Gambar 2.16 Flowchart Firefly Algorithm  
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Gambar 2.17. Flowchart Modified Firefly Algorithm 
2.7.2  Algoritma AMFA  
Berbagai metode telah diadopsi untuk memperbaiki kinerja FA, dua 
parameter yang sering diatur adalah faktor pergerakan acak (α) dan koefisien 
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penyerapan (γ). Namun, jika nilai ini dipilih dengan tidak tepat maka konvergensi 
lambat untuk dicapai, hasilnya tidak optimal dan mungkin terjebak dalam optima 
lokal. 
Parameter α memainkan peran penting dalam mengendalikan pergerakan 
acak untuk mendapatkan solusi, dan umumnya mengambil nilai antara 0 dan 1. 
Nilai α yang tinggi akan memiliki tingkat akurasi yang rendah untuk mencari nilai 
optimal karena perpindahan acak kunang-kunang menjadi terlalu lebar sehingga 
gerakan kunang-kunang tidak mengarah ke titik yang diinginkan. Sebuah α kecil di 
sisi lain akan menghasilkan tingkat konvergen yang baik untuk perpindahan 
kunang-kunang menuju titik yang diinginkan. Namun, jika nilai awal α diatur ke 
nilai kecil, maka α akan berkurang menjadi nilai yang hampir sama dengan 
menghilangkan perpindahan acak dari kunang-kunang. Hal ini tidak diinginkan 
karena perpindahan acak membantu menemukan koordinasi yang lebih baik. Selain 
itu, memodifikasi α dengan mengurangi nilainya menjadi menghambat kemampuan 
untuk memperoleh konvergensi maksimum karena nilai iterasi maksimum yang 
dikurangi sehingga sulit ditemukan konvergensi. Oleh karena itu, memodifikasi 
nilai α secara adaptif akan memecahkan masalah ini. Meskipun kunang-kunang 
memiliki nilai acak, namun tetap bisa bergerak menuju titik optimal karena nilai α 
akan berubah sesuai jarak. Seiring jarak mendekati optimal, α akan menjadi lebih 
kecil untuk meminimalkan nilai acak. 
Algoritma yang diusulkan bertujuan untuk secara dinamis menyesuaikan nilai 
α dalam iterasi dan menghilangkan kelemahan FA [57] dengan mengelola α yang 
mempengaruhi kunang-kunang untuk mengeksplorasi koordinasi OCR yang 
optimal. Karena memiliki sifat adaptif maka algoritma yang diusulkan disebut 
dengan algoritma adaptive modified firefly algorithm (AMFA).  
AMFA menjamin konvergensi yang lebih cepat untuk menemukan solusi 
optimum global. AMFA menurunkan pergerakan acak kunang-kunang dengan 
menerapkan m pergerakan acak α yang dikontrol secara adaptif sesuai dengan 
perubahan iterasi. Faktor pergerakan acak α disetel secara dinamis pada setiap 
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 
      (2.57) 
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k adalah urutan iterasi, kmax adalah iterasi maksimum. Gambar 2.18 ditunjukkan 
diagram alir AMFA. 
 




 PEMODELAN KURVA KARAKTERISTIK DIGITAL 
OVERCURRENT RELAY 
 
3.1   Metode Pemodelan Kurva Karakteristik Digital Overcurrent Relay  
Kurva karakteristik suatu rele memegang peran yang sangat vital, fungsi 
dasar rele terletak pada kurva yang digunakan didalam rele tersebut, pada rele 
digital modern dengan basis embedded microcontroller unit akan sangat mudah 
merancang suatu digital protection relay yang bersifat programmable dari sisi 
kurva karakteristik didalamnya [58] [59]. 
Dengan berkembangnya teknologi perangkat keras dengan proses waktu 
eksekusi semakin cepat dengan jumlah memori semakin besar kapasitasnya serta 
didukung kemudahan implementasi algortima cerdas menggunakan mikrokontroler 
sangat terbuka lebar ide-ide inovasi untuk pengembangan rele digital terkait dengan 
pemodelan kurva karakteristik untuk kebutuhan khusus dimana tidak mampu lagi 
digunakan kurva standar [60]-[65].  
Ide menggantikan kurva karakteristik yang berdasarkan pada persamaan 
standar menjadi bentuk model adalah terobosan yang dilakukan untuk memberikan 
kebebasan para user untuk membuat kurva karakteristik baik standar maupun non-
standard dengan jumlah model yang memadai dalam satu rele, maka akan 
menjawab jaringan distribusi yang bersifat dinamis atau jaringan distribusi yang 
bersifat aktif.      
Gambar 3.1 diberikan alur metodologi pemodelan yang dilakukan, pada 
langkah ke-1 dengan menggunakan data-data parameter masukan model dan 
parameter keluaran model, selanjutnya dihasilkan data pembelajaran yang didapat 
dari kurva karakteristik standar. Selanjutnya pada langkah ke-2 dengan 
menggunakan data-data tersebut dilakukan pemodelan dengan beberapa algoritma 
regresi polinomial maupun algoritma kecerdasan komputasional, dan langkah ke-3 
akan menghasilkan model kurva karakteristik, pada langkah ke-4 dilakukan 
evaluasi performansi dengan membandingkan hasil waktu trip hasil dari pemodelan 
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kurva dibanding dengan nilai waktu trip berdasar kurva standar, langkah ke-5 
melakukan analisis dan modifikasi untuk menghasilkan pemodelan yang semakin 
akurat.  
Telah dilakukan ujicoba pemodelan kurva karakteristik rele menggunakan 
tiga jenis algoritma, yakni dengan menggunakan interpolasi polynomial Lagrange 
[15], adaptive neuro fuzzy inference system (ANFIS) dan artificial neural network 
(ANN) yang akan dipaparkan pada bab ini.  
 
 
Gambar 3.1. Metode Pemodelan Kurva Karakteristik Rele Digital 
 
3.2.  Memodelkan Kurva Karakteristik Rele Digital dengan Interpolasi 
Polynomial Lagrange 
Kemampuan interpolasi polynomial [66] adalah untuk mendapatkan titik-titik 
lainnya jika kita mempunyai beberapa titik disekitarnya, dengan dasar ini maka 
akan dilakukan ujicoba untuk membentuk sebuah model untuk kurva karakteristik 
rele digital. Gambar 3.2 adalah penjelasan bagaimana membuat model kurva 
karakteristik dari interpolasi Lagrange, yakni dengan menggunakan data-data dan 





Gambar 3.2 Pemodelan Kurva dengan Interpolasi Lagrange 
Menggunakan persamaan interpolasi Lagrange sebagai berikut:   





f x L x f x

       (3.1) 
















        (3.2) 
 Dari persamaan tersebut dirancang pseudo code untuk program simulasi, 
seperti ditunjukkan pada Gambar 3.3.  
   
1. read x, n 
2. for i=1 to (n+1) step=1 
 read xi, dan fi 
   end for i 
3. sum=0 
4. for i=1 to (n+1) step=1 
5. function=1 
6. for j=1 to (n+1) step=1 
7.      if (ji) then 
     function=function * (x-xj)/(xi-xj) 
 end for j 
8. sum=sum+fi*function 
   end for i 
9. write x,sum 
10. end 
 
Gambar 3.3 Pseudo Code Model Kurva dengan Interpolasi Lagrange 
Selanjutnya dirancang tabel data untuk empat kurva pada Tabel 3.1 hingga 3.4. 
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  Tabel 3.1. Data Rasio dan Trip untuk Kurva Standard Inverse  Tabel 3.2. Data Rasio dan Trip untuk Kurva Extremely Inverse 
 
Kurva Karakteristik Extremely Inverse/trp/TMS  Kurva Karakteristik Extremely Inverse/trp/TMS 
rasio trp/1,0 trp/0,8 trp/0,6 trp/0,4 trp/0,2 trp/0,1  rasio trp/1,0 trp/0,8 trp/0,6 trp/0,4 trp/0,2 trp/0,1 
1,1 67,006 53,604 40,203 26,802 13,401 6,701  1,1 344,679 275,743 206,807 137,872 68,936 34,468 
1,2 38,324 30,659 22,994 15,329 7,665 3,832  1,2 181,818 145,455 109,091 72,727 36,364 18,182 
1,7 13,122 10,498 7,873 5,249 2,624 1,312  1,7 39,468 33,862 25,397 16,931 8,466 4,233 
2,2 8,808 7,047 5,285 3,523 1,762 0,881  2,2 19,619 16,667 12,500 8,333 4,167 2,083 
2,7 6,978 5,582 4,187 2,791 1,396 0,698  2,7 12,202 10,175 7,631 5,087 2,544 1,272 
3,2 5,948 4,759 3,569 2,379 1,190 0,595  3,2 8,363 6,926 5,195 3,463 1,732 0,866 
3,7 5,281 4,225 3,168 2,112 1,056 0,528  3,7 6,125 5,043 3,783 2,522 1,261 0,630 
4,2 4,808 3,846 2,885 1,923 0,962 0,481  4,2 4,688 3,846 2,885 1,923 0,962 0,481 
4,7 4,454 3,563 2,672 1,781 0,891 0,445  4,7 3,710 3,035 2,276 1,517 0,759 0,379 
5,2 4,176 3,341 2,506 1,671 0,835 0,418  5,2 3,012 2,458 1,843 1,229 0,614 0,307 
5,7 3,952 3,162 2,371 1,581 0,790 0,395  5,7 2,495 2,032 1,524 1,016 0,508 0,254 
6,2 3,767 3,014 2,260 1,507 0,753 0,377  6,2 2,102 1,709 1,282 0,855 0,427 0,214 
6,7 3,611 2,888 2,166 1,444 0,722 0,361  6,7 1,795 1,458 1,094 0,729 0,365 0,182 
7,2 3,476 2,781 2,086 1,391 0,695 0,348  7,2 1,551 1,259 0,944 0,629 0,315 0,157 
7,7 3,360 2,688 2,016 1,344 0,672 0,336  7,7 1,355 1,098 0,823 0,549 0,274 0,137 
8,2 3,257 2,606 1,954 1,303 0,651 0,326  8,2 1,193 0,966 0,725 0,483 0,242 0,121 
8,7 3,166 2,533 1,900 1,267 0,633 0,317  8,7 1,059 0,857 0,643 0,428 0,214 0,107 
9,2 3,085 2,468 1,851 1,234 0,617 0,308  9,2 0,946 0,765 0,574 0,383 0,191 0,096 
9,7 3,011 2,409 1,807 1,205 0,602 0,301  9,7 0,851 0,688 0,516 0,344 0,172 0,086 
10,2 2,945 2,356 1,767 1,178 0,589 0,294  10,2 0,765 0,621 0,466 0,311 0,155 0,078 
10,7 2,884 2,307 1,730 1,154 0,577 0,288  10,7 0,716 0,564 0,423 0,282 0,141 0,070 
11,2 2,828 2,262 1,697 1,131 0,566 0,283  11,2 0,621 0,514 0,386 0,257 0,129 0,064 
11,7 2,777 2,221 1,666 1,111 0,555 0,278  11,7 0,610 0,471 0,353 0,235 0,118 0,059 




           Tabel 3.3 Data Rasio dan Trip untuk Kurva Very Inverse        Tabel 3.4 Data Rasio dan Trip untuk Kurva Long Time Inverse 
 
Kurva Karakteristik Very Inverse/trp/TMS  Kurva Karakteristik Long Time Inverse/trp/TMS 
rasio trp/1,0 trp/0,8 trp/0,6 trp/0,4 trp/0,2 trp/0,1  rasio trp/1,0 trp/0,8 trp/0,6 trp/0,4 trp/0,2 trp/0,1 
1,11 122,727 98,182 73,636 49,091 24,545 12,273  1,11 1090,909 872,727 654,545 436,364 218,182 109,091 
1,2 67,500 54,000 40,500 27,000 13,500 6,750  1,2 600,000 480,000 360,000 240,000 120,000 60,000 
1,7 19,286 15,429 11,571 7,714 3,857 1,929  1,7 171,429 137,143 102,857 68,571 34,286 17,143 
2,2 11,250 9,000 6,750 4,500 2,250 1,125  2,2 100,000 80,000 60,000 40,000 20,000 10,000 
2,7 7,941 6,353 4,765 3,176 1,588 0,794  2,7 70,588 56,471 42,353 28,235 14,118 7,059 
3,2 6,136 4,909 3,682 2,455 1,227 0,614  3,2 54,545 43,636 32,727 21,818 10,909 5,455 
3,7 5,000 4,000 3,000 2,000 1,000 0,500  3,7 44,444 35,556 26,667 17,778 8,889 4,444 
4,2 4,219 3,375 2,531 1,688 0,844 0,422  4,2 37,500 30,000 22,500 15,000 7,500 3,750 
4,7 3,649 2,919 2,189 1,459 0,730 0,365  4,7 32,432 25,946 19,459 12,973 6,486 3,243 
5,2 3,214 2,571 1,929 1,286 0,643 0,321  5,2 28,571 22,857 17,143 11,429 5,714 2,857 
5,7 2,872 2,298 1,723 1,149 0,574 0,287  5,7 25,532 20,426 15,319 10,213 5,106 2,553 
6,2 2,596 2,077 1,558 1,038 0,519 0,260  6,2 23,077 18,462 13,846 9,231 4,615 2,308 
6,7 2,368 1,895 1,421 0,947 0,474 0,237  6,7 21,053 16,842 12,632 8,421 4,211 2,105 
7,2 2,177 1,742 1,306 0,871 0,435 0,218  7,2 19,355 15,484 11,613 7,742 3,871 1,935 
7,7 2,015 1,612 1,209 0,806 0,403 0,201  7,7 17,910 14,328 10,746 7,164 3,582 1,791 
8,2 1,875 1,500 1,125 0,750 0,375 0,188  8,2 16,667 13,333 10,000 6,667 3,333 1,667 
8,7 1,753 1,403 1,052 0,701 0,351 0,175  8,7 15,584 12,468 9,351 6,234 3,117 1,558 
9,2 1,646 1,317 0,988 0,659 0,329 0,165  9,2 14,634 11,707 8,780 5,854 2,927 1,463 
9,7 1,552 1,241 0,931 0,621 0,310 0,155  9,7 13,793 11,034 8,276 5,517 2,759 1,379 
10,2 1,467 1,174 0,880 0,587 0,293 0,147  10,2 13,043 10,435 7,826 5,217 2,609 1,304 
10,7 1,392 1,113 0,835 0,557 0,278 0,139  10,7 12,371 9,897 7,423 4,948 2,474 1,237 
11,2 1,324 1,059 0,794 0,529 0,265 0,132  11,2 11,765 9,412 7,059 4,706 2,353 1,176 
11,7 1,262 1,009 0,757 0,505 0,252 0,126  11,7 11,215 8,972 6,729 4,486 2,243 1,121 




 Dari data-data yang telah dihasilkan dengan beberapa TMS yang berbeda 
selanjutnya ditunjukkan dalam bentuk kurva karakteristik dan ditampilkan pada 
Gambar 3.4 sampai dengan Gambar 3.7 untuk kurva karakteristik SI, EI, VI serta 
LTI secara berurutan.  
Terlihat bentuk kurva yang berbeda karena perbedaan TMS, dipilih hanya 
beberapa nilai TMS untuk ujicoba. Selanjutnya bentuk kurva ini digunakan sebagai 
kurva referensi untuk program algoritma Lagrange.   
 
 
Gambar 3.4. Kurva Karakteristik Standard Inverse dengan Variasi TMS 
 
Perbedaan bentuk grafik akan membentuk jarak antara satu kurva dengan 
kurva lain, ini disebut dengan grading time, parameter ini penting diperhatikan saat 
rele melakukan koordinasi dengan sesama rele atau perangkat proteksi lainnya. 






Gambar 3.5. Kurva Karakteristik Extremely Inverse  
 





Gambar 3.7. Kurva Karakteristik Long Time Inverse 
  
3.3.  Performansi Model Menggunakan Interpolasi Lagrange 
Dengan menggunakan data kurva rasio sebagai masukan dari fungsi model 
Lagrange selanjutnya didapatkan hasil waktu trip, hasil pemodelan kurva 
karakteristik ditampilkan pada Gambar 3.9 sampai dengan Gambar 3.12.  
 
 












Performansi model yang dihasilkan dengan menggunakan interpolasi 
polinomial Lagrange pada kurva standar inverse dengan beberapa TMS secara 
grafik diberikan pada Gambar 3.9, tanda garis lurus adalah grafik menggunakan 
persamaan standar sedang tanda silang adalah hasil pemodelan dengan Lagrange, 
warna grafik menunjukkan nilai dari TMS. Performansi model dihitung dengan 
mean absolute deviation (MAD), mean square error (MSE), root mean square 
error (RMSE) serta mean absolute percentage error (MAPE) ditunjukkan pada 
Tabel 3.5. Semakin kecil nilai TMS menghasilkan nilai error yang cenderung kecil, 
dikarenakan bentuk kurva dengan lengkung yang semakin lentur. 
Gambar 3.9. Hasil Pemodelan Kurva Karakteristik Standard Inverse  
 
Tabel 3.5. Performansi Model Lagrange Kurva Standard Inverse 
 
TMS MAD MSE RMSE MAPE 
1,0 0,043 0,00715 0,085 0,675 
0,8 0,014 0,00076 0,028 0,280 
0,6 0,010 0,00043 0,021 0,280 
0,4 0,007 0,00019 0,014 0,280 
0,2 0,003 0,00005 0,007 0,280 
0,1 0,002 0,00001 0,003 0,280 
54 
 
Gambar 3.10 ditunjukkan hasil performansi dari kurva extremely inverse 
dengan beberapa nilai TMS, hasilnya dapat dilihat pada Tabel 3.6, baik MAD, MSE 
serta RMSE menunjukkan nilai yang semakin kecil sesuai nilai TMS, semakin kecil 
nilai TMS semakin kecil error yang didapat. Pola kurva mirip dengan kurva SI 
namun nilai trip maksimum pada kurva EI melebihi dari kurva SI. Hasil pemodelan 
dengan algoritma Lagrange mampu mengikuti bentuk kurva referensi yang 
digunakan sebagai target, tanda silang adalah hasil pemodelan dan tanda garis 
adalah referensi. 
Gambar 3.10. Hasil Pemodelan Kurva Karakteristik Extremely Inverse 
 
Tabel 3.6. Performansi Model Lagrange Kurva Extremely Inverse 
 
TMS MAD MSE RMSE MAPE 
1,0 0,035 0,0213 0,146 0,507 
0,8 0,028 0,0125 0,112 0,507 
0,6 0,021 0,0070 0,084 0,507 
0,4 0,014 0,0031 0,056 0,507 
0,2 0,007 0,0008 0,028 0,507 
0,1 0,003 0,0002 0,014 0,507 
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Gambar 3.11 adalah hasil pemodelan kurva karakteristik kurva very inverse 
dengan beberapa nilai TMS, performansi menunjukkan hasil dengan pola yang 
hampir sama dengan karakteristik sebelumnya, yakni semakin kecil nilai TMS 
semakin kecil error yang dihasilkan, dengan nilai performansi error pada tabel 3.7, 
hasil kurva pemodelan Lagrange dengan tanda silang terbukti mampu mengikuti 
pola kurva referensi dengan tanda garis lurus sebagai target. Warna kurva 
menunjukkan nilai TMS yang berbeda. 
Gambar 3.11. Hasil Pemodelan Kurva Karakteristik Very Inverse 
 
Tabel 3.7. Performansi Model Lagrange Kurva Very Inverse 
 
TMS MAD MSE RMSE MAPE 
1,0 0,012 0,00243 0,049 0,1335 
0,8 0,009 0,00142 0,038 0,1335 
0,6 0,007 0,00080 0,028 0,1335 
0,4 0,005 0,00036 0,019 0,1335 
0,2 0,002 0,00009 0,009 0,1335 
0,1 0,001 0,00002 0,005 0,1335 
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Gambar 3.12 dan Tabel 3.8 adalah hasil pemodelan untuk kurva long time 
inverse dengan beberapa TMS, error menunjukkan nilai yang semakin kecil untuk 
nilai TMS yang semakin kecil. Kurva hasil pemodelan Lagrange dengan tanda 
silang secara runtut mampu mengikuti pola kurva referensi sebagai target dengan 
tanda garis lurus, perbedaan nilai trip pada kurva jenis LTI lebih tinggi jika 
dibanding dengan jenis kurva VI.  
 
Gambar 3.12. Hasil Pemodelan Kurva Karakteristik Long Time Inverse 
 
Tabel 3.8. Performansi Model Lagrange Kurva Long Time Inverse 
 
TMS MAD MSE RMSE MAPE 
1,0 0,104 0,192 0,438 0,1335 
0,8 0,083 0,112 0,335 0,1335 
0,6 0,062 0,063 0,252 0,1335 
0,4 0,042 0,028 0,168 0,1335 
0,2 0,021 0,007 0,084 0,1335 
0,1 0,010 0,002 0,042 0,1335 
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Sebagai konklusi dari hasil pemodelan menggunakan algoritma Lagrange 
untuk kurva karakteristik SI, EI, VI dan LTI diberikan pada gambar 3.13 untuk 
performansi dari sisi mean absolute deviation, serta Gambar 3.14 untuk 
performansi dari sisi root mean square error. Kurva karakteristik jenis LTI 
mempunyai nilai error paling tinggi diantara jenis kurva lainnya, dan kurva VI 
mempunyai nilai error yang paling kecil secara keseluruhan. 
 
 
Gambar 3.13. Mean Absolute Deviation Model Lagrange 
 
 







































Untuk memberikan penjelasan terkait dengan model kurva dengan algoritma 
Lagrange pada Gambar 3.15 diberikan blok diagram penerapan model pada rele 
digital. Pada sisi microcontroller yang digunakan sebagai digital protection relay 
menggunakan algoritma yang telah di deploy didalam memori program 
microcontroller sebagai dasar perhitungan waktu trip, saat ada nilai rasio yang 
masuk saat kurva bekerja, selanjutnya nilai keluaran dari model merupakan nilai 
on-delay dari timer yang akan digunakan untuk memerintahkan circuit breaker 




Gambar 3.15 Posisi Model Lagrange pada Rele Digital 
   
3.4.  Pemodelan Kurva Karakteristik Digital Overcurrent Relay 
Menggunakan Artificial Neural Network  
 
Setelah berhasil melakukan pemodelan dengan algoritma interpolasi 
Lagrange pemodelan dilanjutkan dengan menggunakan artificial neural network 
(ANN) seperti pada Gambar 3.16. Dengan menerapkan langkah yang hampir sama 
dengan saat menggunakan interpolasi Lagrange, data-data dari perbandingan IL/IS 
digunakan sebagai data masukan dan waktu trip masing-masing jenis kurva sebagai 
data target untuk membuat model. 
Selama melakukan pembelajaran dilakukan perbandingan antara keluaran 
ANN dengan data target, jika belum sesuai maka akan dilakukan proses iterasi 
berulang hingga didapatkan hasil yang dikehendaki, dengan merubah parameter 
bobot dan bias serta menghitungnya kembali sebanyak epoch yang ditentukan. Jika 
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telah diapatkan nilai yang sesuai target maka akan didapatkan nilai bobot dan bias 
yang yang sesuai. 
Selama pembelajaran dilakukan perbaikan atau tuning dengan merubah 
parameter dalam jaringan misal jumlah neuron dalam input layer, atau parameter 
konstanta yang lain. Setelah selesai proses pembelajaran maka nilai parameter 
seperti bobot dan bias yang didapatkan akan menjadi konstanta tetap sewaktu 
melakukan eksekusi algoritma ANN, yang selanjutnya disebut dengan model kurva 
yang dicari.   
 
 
Gambar 3.16. Metode Pemodelan dengan ANN 
 
Pembuatan data pembelajaran dirancang seperti pada Tabel 3.1 hingga Tabel 
3.4. dengan tetap menggunakan persamaan standar, dimana sebagai data masukan 
adalah rasio IL/IS dan target adalah waktu trip. Sedang persamaan standar yang 
digunakan adalah sebagai berikut: 
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       (3.6) 
 
Untuk perencanaan ANN digunakan konfigurasi seperti pada Gambar 3.17, 
dengan rincian seting parameter sebagai berikut: 
 Menggunakan satu masukan dan satu keluaran 
 Multi perceptron dua layer, layer input dan layer output 
 Jumlah Neuron n=2 sampai n=8, epoch 100 
 Fungsi aktivasi sigmoid untuk input layer dan linier untuk output layer 
 Fungsi learning Levernberg Marquardt 




Gambar 3.17 Konfigurasi ANN untuk Pemodelan Kurva Karakteristik  
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3.5.  Performansi Model Menggunakan Artificial Neural Network (ANN) 
Dengan menggunakan data kurva SI seperti ditunjukkan pada Tabel 3.1, dan 
dengan menggunakan konfigurasi pada Gambar 3.17 dengan jumlah neuron pada 
input layer sejumlah dua neuron dan pada layer output satu neuron, didapatkan 
hasil seperti pada Gambar 3.18. Hanya ada dua data hasil pemodelan ANN dengan 
tanda lingkaran merah yang mendekati dengan data training bertanda garis lurus 
biru.  
 
 Gambar 3.18. Pemodelan Kurva SI dengan Jumlah Neuron=2 
 
Hasil performansi dan regresi dengan menggunakan neuron pada sisi input 
layer=2 ditunjukkan pada Gambar 3.19 (a) dengan nilai epoch=1000 dan iterasi 
berhenti pada saat nilai epoch tercapai dengan nilai MSE=0,0089391, ditinjau dari 
regresi seperti ditunjukkan pada Gambar 3.19 (b) mempunyai R=0,99533 serta 
perbandingan atara target dan keluaran yang dihasilkan dapat dinyatakan dengan 
persamaan output=0,996 x Target + 0,00013, sehingga dapat dinyatakan bahwa 
pemodelan belum berhasil, karena hasil keluaran model belum mendekati target 




(a). Performansi Training 
 
(b) Performansi Regresi 
Gambar 3.19. Hasil Performansi MSE dan Regresi ANN 
 
Salah satu cara untuk meningkatkan performansi hasil dengan cara 
menambah jumlah neuron hingga didapat nilai yang hampir mendekati nilai target 
dengan cara melakukan observasi performansi MSE dan regresi, pada Gambar 
3.20(a) diberikan kurva hasil pemodelan dengan jumlah neuron=3 dan pada 
Gambar 3.20(b) dengan jumlah neuron=5, peningkatan performansi sudah mulai 
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kelihatan dengan semakin banyaknya data berimpit antara data training dan data 
hasil model.   
 
      (a) Jumlah Neuron=3   (b) Jumlah Neuron=5 
Gambar 3.20 Pengaruh Jumlah Neuron pada Layer Input 
 
Pada Tabel 3.9 dan grafik Gambar 3.21 diberikan data pengaruh peningkatan 
jumlah neuron pada layer input terhadap nilai RMSE, terlihat pada jumlah 
neuron=7 dan neuron=8 mempunyai nilai RMSE yang hampir sama, hal ini 
memberikan tanda bahwa pemilihan jumlah neuron yang optimum adalah 
neuron=7, karena semakin banyak jumlah neuron maka semakin banyak memori 
yang dibutuhkan sewaktu menjalankan program perangkat lunak, dampak lain 
adalah pada waktu eksekusi yang semakin lama.     
 













Gambar 3.21 Pengaruh Jumlah Neuron pada Layer Input Terhadap Nilai RMSE  
 
 Selanjutnya untuk melihat keberhasilan pemodelan dilihat dari performansi 
dengan mean absolute deviation (MAD), mean square error (MSE), root mean 
square error (RMSE) serta mean absolute percentage error (MAPE), Gambar 3.22 
dan Tabel 3.10 adalah hasil performansi pemodelan kurva karakteristik SI.  
Untuk ujicoba pemodelan digunakan epoch=100, jumlah neuron=7, untuk 
training digunakan fungsi Levernberg-Marqaurdt, uji performansi digunakan MSE.  
 
 
Gambar 3.22 Hasil Pemodelan Kurva SI dengan ANN 

















Jumlah Neuron vs RMSE Kurva SI
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Kurva karakteristik SI dengan TMS semakin besar ternyata cenderung 
mempunyai nilai error yang semakin besar. Dilihat dari bentuk kurva hasil 
pemodelan ANN dengan tanda silang mampu mengikuti bentuk kurva target 
dengan tanda garis lurus menunjukkan keberhasilan hasil pemodelan  
 
Tabel 3.10 Performansi Model Kurva SI dengan ANN 
 
TMS MAD MSE RMSE MAPE 
1,0 0,072 0,01028 0,101 1,474 
0,8 0,057 0,00603 0,078 1,463 
0,6 0,043 0,00340 0,058 1,473 
0,4 0,028 0,00149 0,039 1,430 
0,2 0,015 0,00039 0,020 1,494 
0,1 0,007 0,00009 0,010 1,430 
 
Untuk kurva karakteristik yang lain akan dilakukan uji performansi yang 
sama untuk melihat keberhasilan pemodelan yang dihasilkan, pada Gambar 3.23 
ditunjukkan hasil perormansi kurva extremely inverse. Hampir sama pola error 
yang didapatkan, semakin kecil TMS akan cenderung mempunyai nilai error yang 








Nilai RMSE yang ditunjukkan pada Tabel 3.11 mempunyai nilai error yang 
cenderung semakin kecil mengikuti nilai TMS, hal ini dipengaruhi dari bentuk 
kurva yang cenderung landai pada jenis kurva EI. 
 










 Hasil performansi untuk kurva jenis VI ditunjukkan pada Gambar 3.24, 
dimana bentuk kurva mendekati SI. Kurva dengan TMS yang berbeda akan 
mempengaruhi bentuk yang agak signifikan sehingga akan berpengaruh terhadap 
error performansi yang dihasilkan.  
 
Gambar 3.24 Hasil Pemodelan Kurva VI dengan ANN 
 
TMS MAD MSE RMSE MAPE 
1,0 0,261 0,648 0,805 2,602 
0,8 0,207 0,380 0,616 2,334 
0,6 0,154 0,214 0,462 2,093 
0,4 0,105 0,095 0,308 2,651 
0,2 0,052 0,024 0,154 2,477 
0,1 0,026 0,006 0,077 2,578 
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 Tabel 3.12 adalah pola error dengan nilai TMS yang berbeda untuk kurva 
VI, hasil yang sama dengan bentuk kurva yang lainnya dimana error semakin kecil 
untuk nilai TMS yang semakin kecil. 
Tabel 3.12 Performansi Model Kurva VI dengan ANN 
 
TMS MAD MSE RMSE MAPE 
1,0 0,1060 0,0884 0,2974 1,3936 
0,8 0,0840 0,0519 0,2277 1,3204 
0,6 0,0632 0,0291 0,1706 1,3582 
0,4 0,0423 0,0130 0,1139 1,3816 
0,2 0,0209 0,0032 0,0568 1,3126 
0,1 0,0105 0,0008 0,0285 1,3145 
 
 
 Yang terakhir adalah performansi untuk kurva karakteristik LTI, dimana 
bentuk kurva cenderung mempunyai karakteristik delay yang agak lama sehingga 
akan berpengaruh terhadap error performansi yang didapat yakni tidak begitu besar 
perbedaanya. 
Gambar 3.25 Hasil Pemodelan Kurva LTI dengan ANN 
 
Performansi error kurva LTI ditunjukkan pada Tabel 3.13 memberikan 
informasi kecenderungan error yang semakin kecil dengan nilai yang cukup 




Tabel 3.13 Performansi Model Kurva LTI dengan ANN 
 
TMS MAD MSE RMSE MAPE 
1,0 0,940 6,987 2,643 1,371 
0,8 0,743 4,096 2,024 1,275 
0,6 0,563 2,306 1,518 1,355 
0,4 0,375 1,025 1,012 1,351 
0,2 0,188 0,256 0,506 1,371 
0,1 0,094 0,064 0,253 1,371 
 
Dari semua hasil performansi kurva yang telah dilakukan eksperimen maka 
dapat diberikan resume dari empat jenis kurva seperti ditunjukkan pada Tabel 3.14, 
kurva VI mempunyai nilai rerata RMSE yang paling kecil diantara empat jenis 
kurva, sedang nilai terbesar rerata RMSE adalah kurva karakteristik LTI. Demikian 
juga untuk MAD mempunyai pola yang sama dengan RMSE, nilai rerata MAD 
terkecil adalah VI dan terbesar adalah LTI. Secara grafik ditunjukkan pada Gambar 
3.26 (a) dan 3.26 (b). 
 















SI 0,0280 0,1453 0,2815 0,1094 0,5734 1,1427 
EI 0,0261 0,1341 0,2611 0,0771 0,4039 0,8051 
VI 0,0105 0,0545 0,1060 0,0285 0,1491 0,2974 
LTI 0,0940 0,4839 0,9402 0,2531 1,3262 2,6433 
 
Sama dengan pemodelan menggunakan algoritma Lagrange, dimana kurva 
jenis VI mempunyai nilai error terkecil diantara empat jenis kurva lainnya, sedang 
kurva LTI mempunyai error terbesar, hal ini dipengaruhi dari bentuk kelandaian 
dari masing-masing jenis kurva. 
 Pada saat digunakan sebagai model kurva karakteristik, model ANN 
menggantikan kurva yang sebelumnya menggunakan persamaan standar. Dengan 
masukan model adalah rasio IL/IS dan keluaran model berupa nilai waktu trip yang 
akan digunakan oleh timer untuk melakukan on delay, Gambar 3.27 ditunjukkan 




(a) Performansi RMSE Model dengan ANN 
 
(b) Performansi MAD 
Gambar 3.26 Performansi RMSE dan MAD Model Kurva dengan ANN 
 
 









































3.6.  Pemodelan Kurva Karakteristik Digital Overcurrent Relay 
Menggunakan ANFIS 
Algoritma ketiga yang akan diujicoba memodelkan kurva karakteristik adalah 
algoritma adaptive neuro fuzzy inference system (ANFIS), data rasio IL/IS 
digunakan sebagai parameter masukan model dan data waktu trip dari keempat jenis 
kurva sebagai data target, keluaran dari algoritma ini adalah fuzzy inference system 
(FIS) dimana didalamnya telah berisi sejumlah fungsi keanggotaan atau 
membership function (MF) beserta rule yang telah terbentuk saat melakukan 
pembelajaran. FIS yang telah didapatkan akan menjadi model kurva karakteristik 
rele yang dikehendaki pada saat proses eksekusi atau running. Gambar 3.28 
diberikan blok fungsi pemodelan kurva karakterisik saat proses pembelajaran dan 
proses running dengan menggunakan ANFIS. 
Saat proses pembelajaran ANFIS digunakan data yang sama dengan saat 
ujicoba algoritma lainnya yakni menggunakan data pada Tabel 3.1 sampai dengan 
Tabel 3.4, selanjutnya akan dilakukan pemodelan untuk masing-masing jenis kurva 
dan masing-masing nilai TMS.  
Saat proses running model akan bekerja sebagai kendali logika fuzzy dengan 
fungsi keanggotaan dan rule dari hasil pembelajaran ANFIS. Perbedaan dengan 
kontrol logika fuzzy umum adalah tidak perlu merancang posisi fungsi keanggotaan 
dan menyusun rule serta tuning yang memakan waktu lebih lama, FIS yang 
dihasilkan dari ANFIS hanya membutuhkan data masukan dan data target untuk 
keperluan pembelajaran.     
Gambar 3.28 Metode Pemodelan dengan ANFIS 
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Untuk keperluan pemodelan kurva proteksi rele digital digunakan personal 
computer sebagai pemroses utama dengan menggunakan algoritma ANFIS. 
Aplikasi perangkat lunak sudah dibuat dan telah digunakan untuk proses learning 
dan running dengan data-data dari kombinasi arus beban dan waktu trip dari 
persamaan standar. Gambar 3.29. Menunjukkan proses tahapan untuk melakukan 
pemodelan kurva dengan menggunakan Levenberg-Marquardt Backpropagation 
(LMBP).  
 
Gambar 3.29. Tahapan Pemodelan Kurva dengan ANFIS 
 
Untuk melakukan ujicoba pemodelan menggunakan ANFIS, telah 
dikembangkan modul aplikasi GUI berbasis Matlab dengan tampilan seperti pada 
Gambar 3.30. Sehingga pengguna dengan leluasa dapat melakukan seting 
parameter pembelajaran dan melihat hasilnya.  
Tampilan di GUI dilengkapi dengan seting jumlah MF dan epoch yang 
diinginkan, jenis fungsi keanggotaan yang akan digunakan baik disisi input maupun 
disisi output, juga paremeter yang dibutuhkan saat pembelajaran serta metode untuk 
optimisasi yang digunakan. 
Ditampilkan gambar grafik untuk fungsi keanggotaan saat sebelum 
pembelajaran dan setelah pembelajaraan juga ditampilkan, grafik hasil pemodelan 




Gambar 3.30 Tampilan GUI untuk Ujicoba Pemodelan dengan ANFIS 
 
Setelah melakukan seting parameter dan memilih file input dan target 
kemudian dijalankan akan didapat bentuk fungsi keanggotaan logika fuzzy sebelum 




Gambar 3.31 Fungsi Keanggotaan Sebelum dan Setelah Pembelajaran 
 
Setelah melakukan pembelajaran dilakukan observasi menggunakan rule 
viewer, dimana bisa diketahui fungsi kerja dari rule berdasar fungsi keanggotaan 




Gambar 3.32 Tampilan Rule Viewer 
 
Bentuk fuzzy inference system (FIS) yang dihasilkan dapat diobservasi 
dengan FIS output surface, karena kasus yang sedang diuji coba hanya mempunyai 
satu input dan satu output sehingga menghasilkan surface satu dimensi seperti 
ditunjukkan pada Gambar 3.33. 
 
Gambar 3.33 Tampilan Surface dari Fuzzy Inference System  
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Sebagai hasil akhir berupa FIS yang siap digunakan untuk operasi rele digital 
yang dapat menggantikan persamaan standar, seperti ditunjukkan pada Gambar 
3.34. 
 
Gambar 3.34.  FIS sebagai Model Kurva Menggunakan ANFIS 
 
Untuk melihat hasil pemodelan kurva karakterisik dari proses pembelajaran 





Gambar 3.35 Bentuk Kurva Hasil Pembelajaran dan Check 
 
Untuk melihat error dalam bentuk RMSE saat pembelajaran dan saat check 
dapat ditampilkan secara grafis seperti ditunjukkan pada Gambar 3.36. Juga 
ditampilkan nilai RMSE yang dihasilkan pada GUI saat pelatihan dan saat check 
dalam bentuk text box dengan label error training dan error check, dengan harapan 




Gambar 3.36 Grafik Error RMSE saat Pelatihan dan Check 
 
3.7.    Performansi Model Menggunakan ANFIS 
Untuk melakukan pemodelan kurva dengan menggunakan ANFIS digunakan 
data-data pada Tabel 3.1 sampai dengan Tabel 3.4 sama seperti yang digunakan saat 
melakukan pemodelan menggunakan Lagrange dan ANN, dengan penambahan 
data check seperti ditunjukkan pada Tabel 3.15 kolom data rasio [check]. 
Sehingga terdapat dua grup data, menggunakan kolom rasio [ref] dan trp 
[persamaan] untuk pembelajaran dan rasio [check] untuk melakukan test hasil 
model, dimana hasilnya akan nampak pada kolom trp model ANFIS. 
Seting saat melakukan ujicoba pemodelan digunakan fungsi keanggotaan 
Gaussian untuk sisi input dan linier untuk sisi output, dengan optimisasi mode 
hybrid, epoch 1500, error goal=0, init step=0,01, step decrement=0,9 serta step 
increment=1,1, data yang digunakan sebanyak 24 buah. 
Selanjutnya akan dilakukan ujicoba pemodelan dengan satu jenis kurva 
dengan perubahan jumlah fungsi keanggotaan, untuk dilakukan observasi dampak 
dari perubahan fungsi keanggotaan, sehinga bisa digunakan untuk referensi 
















1,11 67,01 1,11 67,01 67,0055 
1,2 38,32 1,2 38,32 38,3237 
1,7 13,12 1,75 12,44 12,7237 
2,2 8,81 2,25 8,56 8,3825 
2,7 6,98 2,75 6,85 6,9702 
3,2 5,95 3,25 5,87 5,7526 
3,7 5,28 3,75 5,23 5,3157 
4,2 4,81 4,25 4,77 4,7037 
4,7 4,45 4,75 4,42 4,4511 
5,2 4,18 5,25 4,15 4,1521 
5,7 3,95 5,75 3,93 3,9125 
6,2 3,77 6,25 3,75 3,7756 
6,7 3,61 6,75 3,60 3,5702 
7,2 3,48 7,25 3,46 3,4799 
7,7 3,36 7,75 3,35 3,3440 
8,2 3,26 8,25 3,25 3,2424 
8,7 3,17 8,75 3,16 3,1695 
9,2 3,08 9,25 3,08 3,0609 
9,7 3,01 9,75 3,00 3,0173 
10,2 2,94 10,25 2,94 2,9303 
10,7 2,88 10,75 2,88 2,8794 
11,2 2,83 11,21 2,83 2,8278 
11,7 2,78 11,701 2,78 2,7763 
12,2 2,73 12,2 2,73 2,7290 
 
 
Ujicoba awal dilakukan dengan menggunakan data kurva SI dengan 
TMS=1,0, untuk jumlah fungsi keanggotaan atau membership function (MF) 
dimulai dengan MF=2 pada sisi input, fungsi aktivasi menggunakan gausian, dan 
fungsi aktivasi linier untuk fungsi keanggotaan output. Dengan menggunakan 
aplikasi GUI yang telah dirancang didapatkan hasil seperti pada Gambar 3.37. 
Dengan memilih dua fungsi keanggotaan, terlihat sebelum dan sesudah 
pembelajaran terjadi pergeseran dengan nilai-nilai tertera pada tabel tampilan GUI, 
serta nampak hasil kurva pemodelan dan error kurva, nilai error saat pembelajaran 




Gambar 3.37 Tampilan GUI Hasil Pemodelan dengan MF=2 
 
Untuk melakukan observasi hasil pemodelan dengan perubahan MF maka 
telah dicoba dengan merubah mulai MF=2 hingga MF=8, dihasilkan bentuk kurva 
pemodelan dibanding dengan referensi ditunjukkan pada Gambar 3.38. 
Hasil pemodelan dengan MF=2 terdapat beberapa data pemodelan yang sama 
dengan referensi dengan error RMSE=1,314 saat pembelajaran dan RMSE=1,245 
pada saat check. Dengan meningkatkan jumlah MF=3 terdapat delapan data model 
yang sama dengan data referensi dengan error RMSE=0,200 saat pembelajaran dan 
RMSE=0,267 saat check model. 
Pada MF=4 terlihat banyak data model yang mendekati data referensi dimana 
menghasilkan error RMSE=0,074 saat pembelajaran. Semakin meningkat jumlah 
MF maka akan menurun error yang dihasilkan, seperti ditunjukkan pada Tabel 
3.16. Pada Gambar 3.39 ditunjukkan kurva hasil pemodelan dengan MF=8, 
menunjukkan hasil yang sangat baik dengan RMSE=0,012 saat pembelajaran dan 
rsme=0,218 saat check data.  
 
Tabel 3.16   RMSE hasil Pemodelan dengan MF berbeda 
 
MF 2 3 4 5 6 7 8 
err train 1,314 0,200 0,074 0,027 0,025 0,018 0,012 











     (a) MF=2              (b) MF=3 
     (c) MF=4             (d) MF=5 
 
Gambar 3.38  Hasil Pemodelan dengan MF yang berbeda 
  
Gambar 3.39 Kurva Hasil Pemodelan dengan MF=8 
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Selanjutnya akan diberikan hasil pemodelan dengan ANFIS untuk kurva 
karakteristik SI, EI, VI dan LTI dengan berbagai TMS. Pada Gambar 3.40 
ditunjukkan tampilan GUI yang merupakan hasil akhir pemodelan kurva SI dengan 
TMS=1 dengan seting parameter sebagai berikut: 
 Jumlah data pembelajaran=24, data check=24 
 Jumlah MF=11 
 Input MF=Gaussian 
 Output MF=linier 
 Epoch=1500 
 Error goal=0 
 Optimum mode=hybrid 
 
 
Gambar 3.40 Tampilan Akhir GUI ANFIS Kurva SI dengan TMS=1 
 
Pada Gambar 3.41 ditunjukkan hasil akhir dari pemodelan kurva SI dengan 
beberapa TMS, tanda ‘x’ adalah hasil model dengan ANFIS dan ‘-‘ adalah data 
referensi atau target. Setiap kurva mempunyai warna yang berbeda untuk 
membedakan nilai TMS yang diujicoba. 
Tabel 3.17 adalah hasil performansi model kurva SI, dapat disimpulkan 
bahwa pemodelan dengan ANFIS telah memenuhi syarat untuk dijadikan model 




Gambar 3.41 Hasil Pemodelan Kurva SI dengan ANFIS 
 
Tabel 3.17 Performansi Pemodelan Kurva SI dengan ANFIS 
TMS MAD MSE RMSE MAPE 
1,0 0,043 0,00715 0,085 0,675 
0,8 0,014 0,00076 0,028 0,280 
0,6 0,010 0,00043 0,021 0,280 
0,4 0,007 0,00019 0,014 0,280 
0,2 0,003 0,00005 0,007 0,280 
0,1 0,002 0,00001 0,003 0,280 
 
Gambar 3.42 adalah hasil akhir dari pemodelan kurva EI dengan beberapa 
nilai TMS, garis lurus adalah data target yang akan dicapai dan tanda silang adalah 
hasil pemodelan dengan warna grafik menunjukkan nilai TMS. Bentuk kurva yang 
berbeda dengan kurva SI sehingga berbeda pula untuk performansi yang dihasilkan. 
Tabel performansi diberikan pada Tabel 3.18, TMS semakin kecil 
menghasilkan error yang cenderung kecil, nilai RMSE paling kecil adalah 0,033 
dan paling besar RMSE=0,340 pada TMS=1,0. dengan demikian masih 
dimungkinkan untuk melakukan peningkatan jumlah MF untuk mendapatkan nilai 





Gambar 3.42 Hasil Pemodelan Kurva EI dengan ANFIS 
 
Tabel 3.18 Performansi Pemodelan Kurva EI dengan ANFIS 
TMS MAD MSE RMSE MAPE 
1,0 0,127 0,115 0,340 1,186 
0,8 0,101 0,068 0,260 1,184 
0,6 0,076 0,038 0,196 1,182 
0,4 0,051 0,017 0,130 1,184 
0,2 0,025 0,004 0,065 1,184 
0,1 0,013 0,001 0,033 1,184 
 
 
Untuk pemodelan kurva karakteristik VI ditunjukkan pada Gambar 3.43, 
mempunyai karakteristik kurva yang mirip dengan EI namun tidak terlalu tajam 
lengkung kurvanya. Titik kurva data target diberikan tanda minus dan data-data 
hasil model ANFIS diberi tanda silang, nilai TMS yang berbeda ditunjukkan 
dengan warna yang berbeda. 
Hasil performansi pemodelan kurva karakteristik VI diberikan pada Tabel 
3.19, dengan nilai RMSE terbesar 0,120 pada TMS=1,0 dan nilai RMSE terkecil 




Gambar 3.43 Hasil Pemodelan Kurva VI dengan ANFIS 
 
Tabel 3.19 Performansi Pemodelan Kurva VI dengan ANFIS 
 
TMS MAD MSE RMSE MAPE 
1,0 0,050 0,0143 0,120 0,7402 
0,8 0,040 0,0084 0,092 0,7403 
0,6 0,030 0,0047 0,069 0,7403 
0,4 0,020 0,0021 0,046 0,7403 
0,2 0,010 0,0005 0,023 0,7403 
0,1 0,005 0,0001 0,011 0,7403 
 
 
Gambar 3.44 adalah hasil akhir pemodelan kurva karakteristik LTI, bentuk kurva 
cenderung mempunyai nilai trip yang lebih lama dibanding dengan jenis kurva yang 
lainnya. Tanda minus merupakan data-data referensi atau target sedang tanda silang 
adalah data-data hasil pemodelan dengan warna yang berbeda untuk nilai TMS 
yang berbeda. 
 Performansi hasil model kurva LTI diberikan pada Tabel 3.20, dengan nilai 
RMSE terkecil 0,102 untuk TMS=0,1 dan nilai RMSE terbesar 0,612 untuk 
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TMS=1,0. secara keseluruhan untuk model kurva karakteristik rele digital masih 
dapat diterima.  
 
 
Gambar 3.44 Hasil Pemodelan Kurva LTI dengan ANFIS 
 
Tabel 3.20 Performansi Pemodelan Kurva SI dengan ANFIS 
TMS MAD MSE RMSE MAPE 
1,0 0,288 0,374 0,612 0,616 
0,8 0,230 0,220 0,469 0,616 
0,6 0,267 0,374 0,611 0,740 
0,4 0,178 0,166 0,407 0,741 
0,2 0,089 0,041 0,203 0,741 
0,1 0,045 0,010 0,102 0,741 
 
Evaluasi secara keseluruhan untuk pemodelan kurva karakteristik dengan 
algoritma ANFIS dilihat dari sisi MAD dan RMSE ditunjukkan pada Gambar 3.45 
dan Gambar 3.46. dimana nilai MAD terkecil adalah kurva karakteristik jenis SI 
dan nilai MAD terbesar adalah jenis kurva karakteristik LTI. Demikian juga untuk 
nilai RMSE, nilai terkecil adalah kurva karakteristik SI dan terbesar adalah LTI. 
Secara keseluruhan dengan nilai error tersebut dapat diterima sebagai model kurva 
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untuk digunakan pada rele digital, syarat untuk nilai trip pada rele digital adalah 
satu digit dibelakang koma dengan satuan dalam orde detik. 
     
 
Gambar 3.45 Performansi MAD Pemodelan Kurva dengan ANFIS 
 
 
Gambar 3.46 Performansi RMSE Pemodelan Kurva dengan ANFIS 
 
Pada Gambar 3.47 ditunjukkan posisi model kurva karakteristik yang 
dihasilkan dengan algoritma ANFIS pada rele digital sebenarnya. Yang digunakan 
adalah model fuzzy inference system (FIS) yang dihasilkan selema proses 
pembelajaran dengan ANFIS, dengan basis kontrol logika fuzzy model akan bekerja 







































menjadi masukan dari timer yang digunakan didalam rele digital.  Setelah mencapai 




Gambar 3.47 Posisi Model ANFIS pada Rele Digital 
 
Tinjauan dari sisi model yang nantinya akan ditanam didalam rele digital saat 
eksekusi atau menjalankan model, ketiga jenis algoritma akan mempunyai 
karakteristik masing-masing sebagai berikut: 
 Algoritma Lagrange memerlukan waktu eksekusi panjang karena harus 
menggunakan semua pasangan data kurva untuk mendapatakan satu 
titik data model, selain program perlu menyimpan data pasangan kurva 
didalam memori, sehingga memerlukan memori yang cukup banyak. 
 Algoritma ANN memerlukan waktu yang cepat karena model berbentuk 
persamaan dan hanya memerlukan data bobot dan bias yang didapat saat 
pembelajaran, satu model bisa mewakili empat jenis model kurva 
karakteristik mengingat sifat ANN yang bisa multi input dan multi 
output.  
 Algoritma ANFIS yang dikembangkan hanya bisa satu output, artinya 
satu jenis model memerlukan satu FIS. 
Mengingat masing-masing algoritma mempunyai kelebihan dan kekurangan, 
maka keputusan akhir adalah kembali pada tujuan awal yakni membangun digital 
protection relay dengan menggunakan mikorokntroller sebagai unit utama 
pemroses dan penentu keputusan, dimana operasi kerja rele berbentuk program 
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yang harus disimpan pada unit memori mikrokontroller dan dibutuhkan kecepatan 
eksekusi yang cepat.  
Dengan mempertimbangkan evaluasi tersebut maka dipilih algoritma ANN 
untuk implementasi user-defined curve pada ujicoba selanjutnya, dengan harapan 




























BAB IV   
DIRECTIONAL DIGITAL PROTECTION RELAY DENGAN 
FITUR USER-DEFINED CHARACTERISTIC CURVE 
 
4.1.  Metode Pemodelan Kurva Karakteristik Digital Overcurrent Relay Non-
standar 
Kurva karakteristik yang tidak sesuai dengan standar persamaan atau disebut 
dengan unconventional curve diperlukan pada saat-saat tertentu, misal pada saat 
integrasi perencanaan sistem proteksi dilapangan dimana diperlukan bentuk kurva 
khusus atau saat dilakukan penggabungan dengan beberapa rele ternyata ditemukan 
adanya interseksi antar kurva, hal ini akan mempengaruhi sistem proteksi secara 
keseluruhan dalam suatu jaringan distribusi. Maka pengguna harus merancang atau 
merubah bentuk kurva karakteristik yang ada saat itu, hal ini yang menjadi 




Gambar 4.1. Metode Pemodelan User-defined Characteristic Curve 
 
Gambar 4.1. diberikan ilustrasi bagaimana mengembangkan rele digital 
dimana kurva karakteristik ditentukan oleh user secara mandiri. Pada sisi personal 
computer pihak user melakukan perancangan kurva dengan modul aplikasi yang 
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telah dibuat, user dapat melakukan pemilihan jenis kurva standar sebagai referensi, 
kemudian melakukan perencanaan kurva secara mandiri dengan bantuan ANN akan 
dihasilkan model kurva yang telah dirancang. 
Setelah mendapat model yang sesuai dengan yang dikehendaki, selanjutnya 
model ditransfer ke perangkat rele digital. Karena model telah terbenam didalam 
rele maka pada saat running, rele digital akan menjadi intelligent electronic device 
(IED) yang berfungsi sebagai rele digital dengan kurva karakteristik diprogram oleh 
user. 
Dengan keberhasilan user-defined curve maka telah terbuka jalan untuk 
mengembangkan pada riset selanjutnya yakni rele yang bersifat adaptif, dimana 
dalam satu rele tersimpan beberapa model yang siap digunakan secara terkontrol 
sesuai dengan kebutuhan saat itu, hal ini sangat diperlukan pada sistem jaringan 
distribusi yang bersifat aktif, dimana sumber energi listrik bersifat intermittent. 
Sehingga dapat memenuhi kebutuhan sistem jaringan dengan jumlah rele yang 
banyak dimana membutuhkan koordinasi secara adaptif pada setiap rele yang ada. 
4.2.  Pemodelan User-defined Characteristic Curve 
Rele digital yang telah dibuat sebagai prototype digital protection relay 
(DPR) dikembangkan sesuai dengan fungsional blok diagram pada Gambar 4.2, 
dengan basis microcontroller keluarga ARM STM32F7 serta dengan bantuan chip 
ADE 7080 sebagai electrical measurement integrated circuit (EMIC) melalui serial 
parallel interface (SPI) saat berkomunikasi dengan microcontroller. 
 Perangkat EMIC bertugas membaca arus dan tegangan sehingga mampu 
mengenali arah aliran daya, pembacaan data arus digunakan current transformer 
(CT) dengan perbandingan 2000:1, serta data tegangan dengan bantuan pembagi 
tegangan menggunakan resistor, didalam EMIC telah dilengkapi dengan filter 
sebelum dikonversi oleh ADC yang menyatu dalam satu chip tersebut. Untuk 
memproses sinyal-sinyal arus dan tegangan hingga menjadi nilai siap diproses oleh 
unit microcontroller didalam EMIC digunakan digital signal processor (DSP).  
DPR dilengkapi dengan perangkat komunikasi serial communication device 
(COMM) RS-232C yang digunakan untuk menerima model yang telah dirancang 
dari sisi personal computer. Dengan menggunakan model yang telah ditanam di 
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microcontroller unit (MCU) maka kerja DPR akan sesuai dengan kurva didalam 
model, untuk melakukan aksi pemutusan arus digunakan actuator (ACT) berupa 
rele daya rendah yang terhubung dengan parallel port yang merupakan bagian dari 
general purpose input output (GPIO), rele daya rendah tersebut akan 




Gambar 4.2. Digital Protection Relay Berbasis Microcontroller Unit (MCU) 
 
Untuk merencanakan DPR secara lengkap termasuk perangkat lunak disisi 
komputer dan di sisi microcontroller, perlu disusun secara utuh flowchart urutan 
operasi kerja secara sistem seperti ditunjukkan pada Gambar 4.3. Perangkat lunak 
pada sisi komputer berupa aplikasi untuk merancang kurva, pembelajaran ANN 
hingga menghasilkan model dan pengiriman model ke DPR. Sedang pada sisi 
microcontroller perlu disusun perangat lunak untuk menerima model, menjalankan 
fungsi sebagai DPR saat dihubungkan dengan jaringan distribusi.  
Sesuai Gambar 4.3 user akan melakukan perencanaan kurva dengan 
menentukan titik-titik kurva, dari titik-titik kurva tersebut akan dilakukan 
pembelajaran menggunakan ANN hingga didapatkan model yang sesuai dengan 
user. Selanjutnya kurva yang telah menjadi model dikirim ke DPR. 
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Pada sisi DPR yang merupakan IED yang berfungsi sebagai perangkat 
proteksi akan bekerja sesuai dengan kurva karakteristik berupa model yang telah 
ditanam didalam MCU. Jika didalam DPR ditanam beberapa model yang telah 
dihasilkan selama perencanaan maka diperlukan perangkat komunikasi untuk 
memilih model yang sesuai saat itu, dimana pemilihan bisa dikendalikan oleh 


























Gambar 4.3. Flowchart Sistem User-defined Characteristic Curve 





















Kurva yang telah direncanakan oleh user selanjutnya dilakukan pemisahan 
atau parsing, sehingga menjadi dua grup data yakni data rasio IL/IS serta data trip. 
Data rasio sebagai data masukan dan data trip sebagai data target untuk 
pembelajaran ANN yang akan menghasilkan model seperti ditunjukkan pada 
Gambar 4.4.   
 
 
Gambar 4.4. Proses Pemisahan Data Pembelajaran dan Pemodelan 
 
 Untuk pemodelan kurva dipilih ANN multi-layer perceptron sebanyak dua 
layer, input layer dan output layer seperti ditunjukkan pada Gambar 4.5, n adalah 
jumlah neuron pada input layer sedangkan O adalah jumlah neuron pada output 
layer. Penentuan jumlah neuron didasarkan atas hasil evaluasi dari beberapa 
ujicoba, sedangkan konfigurasi ANN yang digunakan dengan rincian sebagai 
berikut: 
  
Neuron input layer=5, Output layer=1 
Type NN Feedforward Backpropagation 
Total layer 2 
Input, output 1, 1 
Activation function 
Log sigmoid pada output layer, linier untuk output 
layer 
Learning function Levernberg Marquardt 
Data Normalization mapminmax 
Divide function  Random 
Percentage of dividend Training=70%, Validation=15%, Test=15% 
Performance Mean Squared Error (MSE) 







Gambar 4.5 Struktur ANN untuk Pemodelan User-defined Curve 
 
Modul aplikasi untuk merencanakan kurva oleh user ditunjukkan pada 
Gambar 4.6, yang pertama dipilih adalah pemandu basis tipe kurva yang akan 
dirancang, apakah SI, EI, VI atau LTI. Kemudian user membuat kurva sendiri pada 
halaman layar. 
Setelah selesai dibuat kurvanya, selanjutnya dilakukan pemilihan parameter 
seting pembelajaran dari ANN. Langkah berikutya adalah melakukan pembelajaran 
hingga didapatkan performansinya, jika telah sesuai dengan kebutuhan maka model 








 Model yang telah selesai dilakukan ujicoba dengan Simulink, seperti 
ditunjukkan pada Gambar 4.7, bagian ini juga merupakan cara uji performansi dari 
model yang telah dibuat. 
 
Gambar 4.7. Ujicoba Model dengan Simulink 
 
 Ujicoba hasil pembelajaran diketahui dari performansi selama pembelajaran 
dengan grafik relasi antara data target dan output selama training, validasi dan 
testing seperti ditunjukkan pada Gambar 4.8. 
 
Gambar 4.8. Performansi Pembelajaran ANN 
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Secara visual hasil kurva yang dibentuk oleh user dibandingkan dengan hasil 
model, Gambar 4.9 adalah contoh hasil pemodelan untuk kurva karakteristik 
standard invers dengan TMS=0,1, tanda merah adalah kurva yang dirancang oleh 
user dan garis biru adalah hasil model dengan menggunakan ANN. 
 
 
Gambar 4.9. Visualisasi Kurva Hasil Model dan Perancangan oleh User 
 
Hasil pemodelan adalah berupa nilai-nilai yang telah disusun sedemikian rupa 
sehingga sewaktu dikirim ke DPR akan mudah untuk diterjemahkan oleh 
microcontroller untuk diintegrasikan dengan library yang sudah disusun. 
Pada Gambar 4.10 ditunjukkan protokol komunikasi yang telah disusun untuk 
bisa berkomunikasi dengan DPR, nilai-nilai tersebut adalah data model yang 
mengandung jumlah data, jumlah neuron, nilai bias dan nilai bobot atau weight baik 
pada output layer maupun pada output layer yang diperoleh saat pembelajaran. 
Nilai-nilai tersebut akan dibaca dan ditaruh pada bagian konstanta library 
program microcontroller, sedangkan program untuk menjalankan ANN pada 
microcontroller telah didapatkan source code saat terbentuk model dengan 
kemampuan generation code oleh program Simulink dengan memilih target 
microcontroller ARM STM32F7, data-data untuk keperluan display pada sisi DPR 
juga dikirim. Pada bagian ini merupakan hasil inovasi keterbaruan pada pemodelan 





Gambar 4.10 Urutan Data Model yang Dikirim ke DPR 
 
4.3.  Performansi Pemodelan User-defined Characteristic Curve 
Selanjutnya akan dilakukan ujicoba dengan menggunakan GUI yang telah 
dibuat untuk perancangan kurva karakteristik user-defined dengan basis kurva SI, 
EI, VI serta LTI dengan nilai TMS=1,0 dan nilai TMS=0,1. 
Pada Gambar 4.11 ditunjukkan hasil pemodelan setelah dilakukan 
perancangan kurva dengan bantuan kurva SI dengan TMS=0,1, sebelum melakukan 
eksekusi pembelajaran user terlebih dahulu merancang kurva kemudian melakukan 
seting parameter pada grup seting curve reference, yakni jenis kurva sebagai 
referensi, nilai pickup, nilai short circuit, nilai TMS dan nilai step data.  
Setelah mengisi parameter tersebut baru dilihat model kurva sebagai 
referensinya dengan cara menekan tombol view reference curve, setelah muncul 
kurva SI sebagai guidance pembuatan kurva, maka selanjutnya mulai membuat 
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titik-titik pembentuk kurva dengan terlebih dahulu menekan tombol create curve. 
Pada Gambar GUI ditunjukkan kurva hasil perancangan user dengan warna merah. 
Sebelum melakukan pembelajaran parameter seting untuk ANN perlu dipilih, 
mulai dari jumlah neuron pada output layer, jumlah epochs, nilai learning rate, 
nilai gradient, nilai goal, nilai mu serta prosentase pembagian data untuk learning, 
testing dan evaluation. Juga parameter ANN yang lain yang bisa dipilih adalah 
fungsi learning dan dipilih Levernberg Marquardt, jenis fungsi keanggotaan untuk 
input dan output serta mode pemisahan data dipilih log sigmoid untuk input, linier 
untuk output dan random untuk pemisahan data. 
Setelah pembelajaran didapatkan hasil mse=0,00012562, dengan nilai regresi 
antara target dan keluaran model adalah ro=0,99998 bo=0,0016069 mo=0,99882. 
jika dikehendaki dapat dilakukan tuning untuk mendapatkan nilai mse yang lebih 
kecil dengan beberapa strategi pemilihan nilai parameter pembelajaran. 
 Performansi pemodelan terkait dengan evaluasi regresi antara target 
dibanding dengan hasil pemodelan diberikan pada Gambar 4.12, untuk evaluasi 
data training, validasi dan test dengan hasil yang sangat baik dengan nilai regresi 
training=0,99999, validation=0,99998, test=0,99997, untuk meningkatkan hasil 
yang lebih akurat masih bisa dilakukan dengan menambah jumlah neuron atau 
menambah jumlah iterasi, namun yang lebih signifikan adalah dengan melakukan 
penambahan jumlah neuron dengan dampak menambah ruang memori pada DPR.  
    




Gambar 4.12. Performansi Regresi kurva user-defined basis SI dengan TMS=0,1 
 
Pada Gambar 4.13 diberikan bentuk kurva hasil pembelajaran dibanding 
dengan kurva target, dimana kurva hasil model ANN mengikuti kurva referensi, hal 
ini telah menunjukkan pemodelan telah berhasil mengikuti target yang diinginkan.  
Gambar 4.13 Kurva Model dan Referensi Jenis Kurva SI TMS=0,1 
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Untuk ujicoba berikutnya adalah kurva karakteristik SI dengan TMS=1,0, 
setelah dilakukan proses pembelajaran untuk membangun model didapat nilai 
MSE=0,027588, ro=0,99997, bo=0,00066159, mo=0,99996 seperti ditunjukkan 
pada Gambar 4.14. Sedangkan performansi terkait dengan hubungan target dan 
hasil pemodelan diberikan pada Gambar 4.15, dengan nilai rerata 0,99997.   
 
Gambar 4.14 User Interface untuk Kurva Dengan Referensi SI TMS=1,0 
Gambar 4.15 Performansi Regresi Kurva Model SI TMS=1,0 
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Gambar 4.16 adalah hasil kurva pemodelan dibanding dengan referensi kurva 
yang telah dirancang oleh user, tanda bintang merah adalah kurva target dan kurva 
gasris berwarna biru adalah hasil pemodelan dengan ANN. 
Gambar 4.16  Kurva Model dan Referensi Jenis Kurva SI TMS=1,0 
 
Ujicoba berikutnya adalah kurva karakteristik EI dengan nilai TMS=0,1, hasil 
dari pemodelan adalah MSE=0,00035742, ro=1, bo=0,00081944, mo=0,99962 
seperti ditunjukkan pada Gambar 4.17, performansi pada masing-masing data 
regresi training=validation=test=1, hal ini menunjukkan bahwa antara target dan 
model telah sama hasilnya, dengan bentuk kurva hasil pemodelan ditunjukkan pada 
Gambar 4.19, dimana kurva model mampu mengikuti kurva target. 
Gambar 4.17 User Interface untuk Kurva Dengan Referensi EI TMS=0,1 
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Gambar 4.18 Performansi Regresi Kurva Model EI TMS=0,1 
 
 
Gambar 4.19 Kurva Model dan Referensi Jenis Kurva EI TMS=0,1 
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Ujicoba untuk jenis kurva karakteristik EI dengan TMS=1,0 hasilnya 
ditunjukkan pada Gambar 4.20, capaian hasil pemodelan dengan MSE=0,06555, 
nilai parameter regresi ro=1, perpotongan y untuk regresi linear bo=0.0061615, 
lereng regresi linear simulasi network mo=1,001 dengan jumlah neuron pada output 
layer adalah 5. Gambar 4.21 diberikan grafik performansi target dan hasil keluaran 
model untuk tiga jenis data, dimana semuanya menunjukkan hasil signifikan=1. 
 
Gambar 4.20 User Interface untuk Kurva Dengan Referensi EI TMS=1 
Gambar 4.21 Performansi Regresi Kurva Model EI TMS=1 
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Gambar 4.22 adalah kurva hasil pemodelan, dimana tanda arteristik merah 
adalah nilai referensi dan garis biru adalah keluaran model ANN, dimana model 
mampu mengikuti titik-titik data referensi yang menunjukkan keberhasilan 
pemodelan dengan nilai-nilai parameter error seperti yang telah dihasilkan. 
  
Gambar 4.22 Kurva Model dan Referensi Jenis Kurva EI TMS=1,0 
 
Untuk pemodelan kurva karakteristik VI dengan TMS=0,1 hasilnya 
ditunjukkan pada Gambar 4.23, dengan hasil capaian pemodelan nilai 
MSE=9,9197e-05, ro=1, bo=0,00043582, mo=0,99941, performansi regresi antara 
target dan keluaran model diberikan pada Gambar 4.24, dimana nilai hubungan 
antara target dan model untuk semua jenis data training, validasi dan test semuanya 
menunjukkan angka signifikan sama dengan 1, yang berarti nilai target sama 
dengan nilai model. 
Bentuk kurva karakteristik VI dengan TMS=0,1 ditunjukkan pada Gambar 
4.25, titik-titik model berhasil mengikuti titik-titik kurva referensi yang 
menunjukkan keberhasilan dari pemodelan dengan ANN. 





Gambar 4.23. User Interface untuk Kurva Dengan Referensi VI, TMS=0,1 
 
 




Gambar 4.25. Kurva Model dan Referensi Jenis Kurva VI, TMS=0,1 
  
Untuk pemodelan kurva karakteristik VI dengan TMS=1,0 hasilnya 
ditunjukkan pada Gambar 4.26 dengan hasil capaian pemodelan nilai 
MSE=0,0048756, ro=1, bo=-0,012755, mo=1,0003, dengan performansi regresi 
semua nilai R=1 pada Gambar 4.27.  
 
 
Gambar 4.26. User Interface untuk Kurva Dengan Referensi VI, TMS=1,0 
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Demikian juga bentuk kurva pada Gambar 4.28 menunjukkan keberhasilan 
dalam pemodelan dengan bukti dua jenis titik-titik berimpit, antara target dan 
model. 
Gambar 4.27. Performansi Regresi Kurva Model VI, TMS=1,0 
Gambar 4.28. Kurva Model dan Referensi Jenis Kurva VI, TMS=1,0 
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Ujicoba dengan kurva karakteristik LTI dengan TMS=0,1 diberikan pada 
Gambar 4.29 dengan hasil MSE=0,011949, ro=0,99999, bo=-0,023522, 
mo=1,0012, dengan performansi regresi adalah R=1 untuk training dan validasi dan 
R=0,99999 untuk data test ditunjukkan pada Gambar 4.30. 
 
Gambar 4.29. User Interface untuk Kurva Dengan Referensi LTI, TMS=0,1 
Gambar 4.30. Performansi Regresi Kurva Model LTI, TMS=0,1 
107 
 
Gambar 4.31 ditunjukkan bentuk kurva karakteristik antara target atau 
referensi dengan hasil model kurva dengan ANN, dengan hasil yang signifikan 
bahwa model mengikuti referensi sepenuhnya. 
 
Gambar 4.31. Kurva Model dan Referensi Jenis Kurva LTI dengan TMS=0,1 
 
Untuk pemodelan kurva karakteristik LTI dengan TMS=1,0 ditunjukkan pada 
Gambar 4.32 dengan hasil keluaran MSE=0,45262, ro=1, bo=-0,081823, 
mo=1,0005, dengan menggunakan neuron pada sisi input n=5. Terlihat titik-titik 
kurva hasil rancangan user diberikan warna merah, untuk memperbaiki nilai-nilai 
tersebut masih terbuka lebar dengan merubah beberapa parameter seting ANN, 
namun pada ujicoba ini telah cukup dengan n=5, mengingat semakin banyak jumlah 
neuron maka akan menyebabkan bertambahnya memori saat program running, 
selain juga akan memperlambat proses kalkulasi matematiknya. 
Performansi regresi Gambar 4.33 menunjukkan hubungan antara data 
referensi yang diberikan oleh user dibanding dengan data model mempunyai nilai 
R=1 saat training dan validasi, nilai R=0,99999 untuk test. Hal ini menunjukan 




Gambar 4.32. User Interface untuk Kurva Model LTI dengan  TMS=1,0 
 
Bentuk kurva hasil pemodelan kurva LTI dengan TMS=1,0 ditunjukkan pada 
Gambar 4.34, dimana titik-titik referensi dan model selalu berimpit. 




Gambar 4.34. Kurva Model dan Referensi Jenis Kurva LTI dengan TMS=1,0 
 
Secara keseluruhan ujicoba pemodelan kurva dengan metode user-defined 
curve dengan menggunakan algoritma ANN menghasilkan Tabel 4.1, pada kurva 
dengan karakteristik LTI pada TMS=1,0 mempunyai nilai MSE yang paling besar. 
Walaupun begitu nilai regresi untuk semua ujicoba mempunyai nilai yang 
semuanya mendekati nilai=1, hal ini menunjukkan ada hubungan atau relasi yang 
sangat kuat antara target dengan hasil pemodelan menggunakan algoritma ANN.  
 
Tabel 4.1 Resume Performansi Pemodelan User-defined Curve 
Kurva 
TMS 







SI/0,1 0,00013 0,9999 0,00161 0,9989 1 1 1 
SI/1,0 0,02759 0,9999 0,00066 0,9999 0,9999 0,9999 0,9999 
EI/0,1 0,00036 1 0,00082 0,9997 1 1 1 
EI/1,0 0,06555 1 0,00616 1,001 1 1 1 
VI/0,1 0,00010 1 0,00044 0,9995 1 1 1 
VI/1,0 0,00488 1 -0,01276 1,0003 1 1 1 
LTI/0,1 0,01195 0,9999 -0,0235 1,0012 1 1 0,9999 




 Uji performansi berikutnya dilakukan dengan cara mengirim model kurva 
yang dihasilkan dari simulasi untuk ditanam di rele digital seperti ditunjukkan pada 
Gambar 4.35, parameter model berupa nilai bobot dan bias serta informasi 










Gambar 4.35 Pengiriman Model ke Digital Protection Relay 
 
Setelah model terikirim dan tertanam didalam DPR maka ujicoba dilakukan 
dengan cara mengirim nilai rasio lewat serial komunikasi personal computer 
menuju ke rele digital, selanjutnya hasil keluaran berupa nilai trip dari model kurva 
didalam digital rele dikirim balik ke personal computer, untuk dilakukan analisa 
dengan mengirim sejumlah data test, Gambar 4.36 menunjukkan aliran data saat uji 









Gambar 4.36. Uji Performansi Model didalam DPR 
 
Setelah dilakukan ujicoba dengan empat buah jenis kurva dengan beberapa  
TMS didapatkan data seperti ditunjukkan pada Tabel 4.2, kolom simulasi adalah 
Data Rasio IL/IS dari PC ke DPR 
Nilai trip dari DPR ke PC 
Personal computer DPR 
Pengiriman Model ke DPR 
Personal computer DPR 
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hasil ujicoba dengan simulasi pemodelan menggunakan program di personal 
komputer, sedang kolom DPR adalah hasil pemodelan saat model ditanam di unit 
microcontroller, pada umumnya nilai TMS=0,1 mempunyai nilai error yang lebih 
kecil daripada model dengan nilai TMS=1,0. nilai RMSE yang paling besar adalah 
kurva LTI pada saat ujicoba di DPR RMSE 0,35, sedang RMSE LTI pada saat 
ujicoba simulasi menunjukkan hasil error yang lebih kecil yakni 0,11. 
Hasil tersebut telah membuktikan bahwa nilai error masih dalam range yang 
memenuhi syarat menjadi model kurva rele digital, dengan menambahkan jumlah 
neuron akan memperkecil nilai error pada kurva LTI baik pada saat simulasi 
maupun saat uji coba model di tanam di DPR. 
  




TMS SIMULASI DPR 
MSE RMSE MSE RMSE 
SI 0,1 0,000125 0,011176 0,000172 0,013127 
1,0 0,030475 0,174572 0,027825 0,166808 
EI 0,1 0,000359 0,018943 0,000382 0,019534 
1,0 0,063377 0,251749 0,064205 0,253387 
VI 0,1 0,000100 0,010023 0,000375 0,019364 
1,0 0,063377 0,251749 0,064205 0,253387 
LTI 0,1 0,012333 0,111053 0,123071 0,350815 
1,0 0,020745 0,144030 0,035837 0,189308 
 
Setelah berhasil melakukan ujicoba model dengan simulasi menggunakan 
program maupun ujicoba model yang ditanam di microcontroller, maka langkah 
selanjutnya adalah melakukan ujicoba menggunkan nilai rasio perbandingan IL/IS  
yang berasal dari hasil pengukuran riel yang berasal dari trafo arus CT dan diproses 
oleh DPR dengan terlebih dahulu mengirimkan model dari personal komputer ke 
DPR. 
Dengan menggunakan pengaturan arus pada sisi beban maka dapat 
disimulasikan berapa nilai arus overcurrent yang melewati DPR saat itu, pada saat 
nilai overcurrent melebihi arus pickup maka kurva yang telah dimodelkan akan 
mampu memberikan nilai trip yang selanjutnya akan memerintahkan timer untuk 
mulai menghitung mundur, dan jika telah mencapai nilai trip maka microcontroller 
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akan memerintahkan CB melalui GPIO dan driver untuk memutuskan arus yang 
lewat saat itu, perekaman sinyal input dan output DPR direkam menggunakan 
digital oscilloscope, seperti yang ditunjukkan pada Gambar 4.37. dengan demikian 
fungsi IED sebagai perangkat pengaman atau proteksi telah dipenuhi.  
 
Gambar 4.37 Uji Performansi Menggunakan Arus Riel 
 
Gambar 4.38 ditunjukkan secara rinci blok diagram untuk melakukan 
pengukuran secara terintegrasi, besar arus beban ditentukan dengan cara mengatur 
resistor beban, untuk memasukkan arus beban pada saluran dengan cara menutup 
switch fault, dan switch S1 dan S2 digunakan untuk menentukan arah arus yang 
lewat DPR. 
Gambar 4.38 Blok Diagram Rinci Uji Performansi Terintegrasi 
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Hasil monitoring dan perekaman pada Gambar 4.38 ditunjukkan pada 
Gambar 4.39. Program perangkat lunak yang telah dirancang didalam 
microcontroller bertujuan untuk melihat performansi model yang telah tertanam 
didalamnya dengan urutan sebagai berikut: 
 Pada saat switch fault ditutup maka arus yang mengalir pada beban akan 
naik, seperti terekam pada digital oscilloscope pada CH-4. 
 Kenaikan arus akan terdeteksi dan ditandai dengan rising-up pulsa pada 
CH-1, selanjutnya saat falling-edge akan dilakukan perhitungan nilai 
trip menggunakan model yang ada. 
 Saat setelah selesai mendapatkan nilai trip keluaran dari model, maka 
akan melakukan loading nilai trip ke unit timer ditandai dengan rising-
up pulsa pada CH-2. 
 Pada saat timer overflow dimana diberi tanda dengan falling-edge CH-2 
maka sinyal trip akan dikeluarkan sesuai dengan tanda rising-up pulsa 
CH-3. 
 Sinyal trip akan memutuskan aliran arus menuju beban dengan 












Dengan melakukan beberapa ujicoba dengan beberapa rasio IL/IS untuk kurva 
SI dengan TMS=1, didapatkan hasil seperti ditunjukkan pada Tabel 4.3. dengan 
hasil yang bisa diterima karena selisih antara saat model ditanam di DPR dengan 
saat model diuji dengan riel arus beban kurang dari 0,1 detik, dengan asumsi nilai 
terkecil trip adalah 0,1 detik. 
 









19,1 0,24 0,27 
17,62 0,25 0,28 
15,61 0,27 0,29 
11,67 0,32 0,34 
10,68 0,33 0,36 
8,59 0,38 0,38 
6,42 0,46 0,48 
4,34 0,62 0,67 
2,24 1,45 1,47 
 
Gambar 4.40 diberikan gambar prototipe digital protection relay yang selesai 
dibangun dilengkapi dengan display touch screen, lengkap dengan sarana 











Gambar 4.40 Prototipe Digital Protection Relay 
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Gambar 4.41 dan Gambar 4.42 ditunjukkan situasi saat prototipe diuji di 
laboratorium dilengkapi dengan peralatan perekam digital oscilloscope, sumber AC 
dan perangkat beban beserta modul generate fault. 
 
 

















Gambar 4.42 Terhubung Dengan Beban untuk Ujicoba Saat Overload  
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4.4. Performansi untuk Pemodelan Kurva Ekstrim 
Ujicoba selanjutnya setelah berhasil memodelkan kurva karakateristik 
dengan basis SI, VI, EI dan LTI adalah dengan kurva dengan bentuk ekstrim, seperti 
ditunjukkan pada Gambar 4.43, dimana kurva tersebut sebenarnya adalah gabungan 
kurva inverse time overcurrent, definite time dan instaneous relay. Pengguna 
membuat kurva dan melakukan pembelajaran ANN dengan menggunakan program 
aplikasi yang telah dikembangkan.   
   
Gambar 4.43 Program Aplikasi untuk Merancang Kurva Karakteristik Rele 
 
Pembelajaran untuk menghasilkan model dilakukan dengan memilih 
parameter pembelajaran, dengan memilih jumlah neuron pada hidden layer akan 
dihasilkan performansi yang berlainan, Gambar 4.44 ditunjukkan hasil performansi 
dengan jumlah neuron mulai dari 5 hingga 17, dengan jumlah neuron 5 dan 10 hasil 
pemodelan kurva belum menunjulkan kesamaan antara target dan model, dan 
setelah dinaikkan menjadi 15 kurva model mulai menunjukkan hasil yang baik dan 
setelah dilakukan penambahan neuron menjadi 17 dihasilkan model yang cukup 
baik.    
Gambar 4.45 adalah proses saat pembelajaran dengan memonitor perhitungan 
mse dari tiga parameter akni pelatihan, evaluasi dan testing dengan hasil terbaik 
mse=0,00177 pada iterasi ke 394 dari 800 iterasi yang dipilih oleh pengguna. 
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(a) Neuron=5         (b) Neuron=10 
              (c) Neuron=15         (d) Neuron=17 
 
Gambar 4.44 Performansi Pemodelan dengan Jumlah Neuron Berbeda 
 
 
Gambar 4.45 Hasil Performansi Parameter Training, Evaluasi dan Testing 
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Gambar 4.46 Performansi Pemodelan untuk Kurva Ekstrim 
 
Gambar 4.46 adalah performansi hubungan antara kurva hasil pemodelan 
ANN dengan kurva referensi yang telah dirancang oleh pengguna, dengan 
konfigurasi seting parameter dan hasil sebagai berikut:  
 Jumlah layer=2, learning function=leverneberg marquardt. 
 Activation function=logsig untuk hidden layer dan fungsi purelin 
untuk output layer. 
 Random Devision [learning=70%, test=15%, eval=15%]  
 Dengan jumlah neuron =17 
 Error mse=0,0015298 
 Nilai parameter regresi ro=0,99971, bo=0,0063306, mo=0,99801 
 Iterasi berhenti pada epochs =394 
Hal ini membuktikan bahwa hasil pemodelan kurva user-defined mampu 
dikembangkan lebih lanjut dengan perbaikan pada algortima dan user interface 
yang lebih baik.  
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BAB V  
OPTIMISASI PARAMETER SETING DOCR 
 
 
5.1.  Metode Optimisasi Parameter Seting Digital Overcurrent Relay (DOCR) 
Setelah mendapatkan model kurva yang tertanam didalam rele dan secara 
mandiri pengguna mampu merancang kurva karakteristik yang dibutuhkan, 
penelitian selanjutnya adalah bagaimana melakukan optimisasi dari parameter-
parameter seting yang dibutuhkan dalam suatu rele saat berkoordinasi dengan 
banyak rele dalam suatu jaringan distribusi. 
Ide inovasi ini akan menghasilkan kontribusi pengurangan stressing time saat 
peralatan industri ter-aliri arus yang sangat besar yang terjadi saat ada gangguan 
dalam jaringan distribusi, hal ini terjadi karena nilai arus plug setting (PS) serta nilai 
time multiplier seting (TMS) yang digunakan sesuai hasil perhitungan manual 
belum dilakukan optimisasi. Gambar 5.1 adalah metode melakukan optimisasi dua 
parameter PS dan TMS menggunakan algoritma firefly dan modifikasinya yakni 
modified firefly algorithm (MFA) serta adaptive modified firefly algorithm 
(AMFA).    
 
Gambar 5.1. Metode Optimisasi Parameter Seting DOCR 
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Sebelum menjalankan program optimisasi dengan menggunakan algoritma 
MFA dan AMFA pengguna telah merencanakan sistem jaringan yang akan 
digunakan serta telah melakukan perhitungan sebagai bahan perhitungan data 
masukan pada program optimisasi meliputi data trafo, data kabel, unit pembangkit, 
beban, data trafo arus serta rele ang digunakan. Dari data-data tersebut selanjutnya 
digunakan untuk menghitung arus beban penuh (IFL), arus hubung singkat ISC 
minimal, batas waktu operasi trip rele, batas PS serta batas TMS yang akan menjadi 
data masukan program optimisasi, dengan nilai fungsi objektif ang telah ditetntukan 
pula. 
Ide atau inovasi optimisasi dilakukan dengan cara melakukan modifikasi 
algoritma firefly standar dengan cara mengurangi nilai α dengan konstanta tertentu 
pada setiap iterasi yang terjadi yang selanjutnya disebut dengan MFA, serta dengan 
merubah secara adaptif nilai dari α pada setiap iterasi dengan menggunakan 
persamaan tertentu yang selanjutnya disebut dengan AMFA.    
5.2. Optimisasi Parameter Seting DOCR menggunakan Modified Firefly 
Algorithm (MFA) 
 
DOCR mempunyai parameter atau variabel penting untuk tujuan optimasi 
koordinasi yakni PS sebagai penentu operasi rele dan TMS untuk menentukan 
waktu operasi rele, oleh karenanya harus didapatkan nilai minimal untuk 








minimize OF W t

       (5.1) 
dengan: 
n= jumlah rele 
tj.k = waktu operasi kerja rele Xj saat ada gangguan di k. 
Wj= nilai bobot yang menunjukkan probabilitas gangguan pada saluran 
 
Karena probabilitas gangguan sama pada setiap saluran maka W=1, 
sedangkan waktu total pengoperasian rele diminimalkan dengan batasan-batasan 
tertentu, persamaan berikut memberikan batasan koordinasi:  
, ,j k i kt t t           (5.2)  
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dengan  tj,k adalah waktu operasi rele cadangan untuk arus gangguan pada k, 
ti,k adalah waktu operasi rele utama untuk arus pada k, dan Δt adalah clearing time 
interval (CTI) dengan nilai dari 0,2 sampai 0,5s [24]. 
Waktu operasi rele juga memiliki kendala karena persyaratannya dalam 
waktu operasi minimum atau maksimum: 
 𝑡𝑗,𝑚𝑖𝑛 ≤  𝑡𝑗.𝑘 ≤ 𝑡𝑗,𝑚𝑎𝑥          (5.3) 
dengan tj,min adalah waktu operasi terkecil untuk rele j, sedangkan tj,max adalah 
waktu operasi maksimum untuk rele j. 
Waktu operasi rele langsung dipengaruhi oleh TMS, oleh karena itu, kendala 
dapat ditunjukkan sebagai: 
 ,min ,maxj j jTMS TMS TMS         (5.4) 
dengan TMSj,min adalah nilai optimum dalam TMS untuk rele j, dan TMSj,max 
adalah nilai optimum dalam TMS untuk rele j. 
Persamaan berikut menunjukkan batas-batas PS pada setiap rele: 
 , ,maxj min j jPS PS PS         (5.5) 
dengan PSj,min adalah nilai terkecil untuk rele PSj, dan PSj,max adalah nilai 
optimum untuk PS pada rele j. 














      (5.6) 
dengan Ij,m adalah arus yang melewati rele. 
5.2.1. Modified Firely Algorithm (MFA) 
Xin She Yang adalah pengusul firely algorithm (FA) di universitas Cambridge, 
yang terinspirasi oleh perilaku kunang-kunang. FA dapat digambarkan dengan tiga 
karakteristik:  
 Dua kunang-kunang tertarik satu sama lain terlepas dari jenis kelamin 
mereka karena semua kunang-kunang adalah unisex.  
 Daya tarik sebanding dengan kecerahannya, dimana kunang-kunang 
terang akan menarik kunang-kunang dengan lebih redup. 
 Fungsi objektifnya adalah kecerahan kunang-kunang.  
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Dalam masalah minimisasi, brightness firefly memiliki fungsi obyektif yang 
lebih rendah. Secara matematis, daya tarik dapat ditunjukkan pada persamaan (5.7):   
( )
0( )
mrr e     1m   (5.7)  
Dengan jarak antara dua kunang-kunang i dan j dihitung dengan jarak 







ij j i j m i m
m
r X X x x

     
,1 ,2 ,3 ,, , ...,j j j j j kX x x x x      
,1 ,2 ,3 ,, , ...,i i i i i kX x x x x           (5.8) 
Gerakan kunang-kunang dengan kecerahan yang lebih rendah (Xi) tertarik 





i i j i iX X e X X
           (5.9) 
dengan εi adalah nilai acak distribusi Gaussian. Dalam persamaan (5.9), 
menunjukkan bahwa pergerakan kunang-kunang terdiri dari tiga hal. Yang pertama, 
menggambarkan posisi sekarang dari kunang-kunang itu. Yang kedua, gerakan 
kunang-kunang dengan kecerahan rendah tertarik kepada kunang-kunang dengan 
kecerahan lebih tinggi. Yang ketiga, menggambarkan pergerakan acak kunang-
kunang dengan nilai dari interval [0,1].   
 Algoritma MFA ini diusulkan untuk menghilangkan kelemahan FA dengan 
meningkatkan keacakan kunang-kunang karena mempengaruhi kunang-kunang 
dalam eksplorasi solusi optimal. MFA mengurangi keacakan kunang-kunang 
dengan menggunakan parameter pengacakan α. Dalam proses FA, mutasi 
sederhana dari parameter pengacakan α sesuai dengan perubahan iterasi. Dalam 
setiap iterasi, parameter pengacakan α berkurang sebesar 0,001. MFA akan 
membantu dalam mendapatkan konvergensi dengan cepat. Pseudo code MFA 
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Fungsi obyektif f (x), x = (x1,........, xd) T 
Buat populasi awal kunang-kunang xi (i = 1, 2,........., n) 
Intensitas cahaya Ii pada xi ditentukan oleh f (xi) 
Tetapkan koefisien penyerapan cahaya γ 
while  (t <iterasi maksimum) 
   for i = 1: n semua n kunang-kunang 
       for  j = 1: n semua n kunang-kunang 
         if (Ij> Ii), kunang-kunang i untuk j dalam d dimensi; end if 
         Variasi banding ke jarak r melalui exp [-γr] 
         Perbaharui Nilai alfa melalui pengurangan dengan U tiap iterasi 
        Evaluasi solusi baru dan intensitas cahaya yang diperbarui 
    end j 
 end i 
Atur kunang-kunang dan temukan yang terbaik saat ini 
end while  
Tampilkan hasilnya dari proses keseluruhan 
 
Gambar 5.2. Pseudo Code MFA 
 
Algoritma yang diusulkan disimulasikan dalam jaringan radial, yang terdiri 
dari grid, win turbine generator (WTG), generator, transformator 138 / 13,8 kV, 4 
sistem bus dan 6 OCR seperti ditunjukkan pada Gambar 5.3. Daya masuk dari grid 
adalah 3 fasa 138 kV, dengan transformator menjadi 13,8 kV. Generator 
berkapasitas 4 MW dipasang di bus 3. Turbin angin dengan kapasitas 2,5 MW 
terpasang di bus 2. Sistem ini dilengkapi dengan 3 beban. Di dalam bus 2, beban 1 
dipasang dengan kapasitas 2,218 MVA. Beban 2 dipasang dengan kapasitas 0,775 
MVA di dalam bus 3. Beban 3 dipasang dengan kapasitas 1,1 MVA di bus 4. 
Algoritma yang diusulkan diimplementasikan pada empat kasus uji yang berbeda 
seperti pada Tabel 5.1, dimana perubahan sistem dengan adanya DG mempengaruhi 
pengaturan koordinasi proteksi dalam setiap kasus, hasil algoritma yang diusulkan 
dibandingkan dengan metode FA dan konvensional. Pada Gambar 5.4, ditunjukkan 
fault current dalam empat kondisi sistem yang berbeda untuk kesalahan tiga fasa 
pada setiap bus.  
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Tabel 5.1 Rincian Status Sumber pada Setiap Kasus 
Kasus 
Status 
Grid Generator WTG 
1 ON ON ON 
2 ON ON OFF 
3 ON OFF OFF 


















































Gambar 5.3 Jaringan Radial untuk Uji Simulasi  
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Gambar 5.4 Arus Fault pada Setiap Bus 
5.3. Performansi Optimisasi Menggunakan MFA 
5.3.1. Kasus 1 
Uji performansi dilakukan dengan menggunakan jaringan radial pada Gambar 
5.3, ujicoba pada kasus 1 adalah semua sumber ON dengan diberikan arus gangguan 
pada setiap bus seperti ditunjukkan pada grafik Gambar 5.4. Untuk gangguan pada 
bus 4, OCR R4 mewakili rele utama dan rele lainnya sebagai rele cadangan.  
Pada Tabel 5.2 hasil ujicoba menunjukkan bahwa koordinasi optimal dengan 
menggunakan algoritma MFA memiliki error yang lebih kecil daripada algoritma 
FA, mengacu pada nilai Objective Function MFA 3.0528 detik dan FA 5.1253 
detik. Secara total terjadi pengurangan sebesar 40,44% untuk semua rele jika 
dibandingkan antara MFA dengan FA. Ini menunjukkan bahwa perlindungan 
koordinasi dengan menggunakan MFA dalam kasus 1 lebih optimal daripada FA, 
MFA mengurangi waktu operasi FA secara signifikan. Pada Gambar 5.5 MFA 
memiliki konvergensi yang lebih cepat daripada FA. Nilai α akan mempengaruhi 
keakuratan optimasi karena pergerakan kunang-kunang acak yang lebar 
menghasilkan pergerakan yang tidak mengarah ke titik yang diinginkan atau tidak 
optimal. Dengan mengurangi nilai α akan meminimalkan pergerakan kunang-
kunang, dan mempengaruhi kenaikan kecepatan konvergensi dan akurasi nilai 
optimal.  
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Pada Gambar 5.6 menunjukkan bahwa rele beroperasi pada urutan operasi 
relay primer dan cadangan untuk setiap lokasi kesalahan sehingga arus kesalahan 
dapat diisolasi dengan menggunakan waktu operasi rele yang optimum. Hasil ini 
menunjukkan bahwa algoritma MFA dapat menjamin keandalan dan kecepatan 
pengoperasian rele. 
 















PS TMS PS TMS 
R4 0,968 0,196 0,967 0,105 
R32 0,825 0,328 0,824 0,216 
R2 0,977 0,420 0,976 0,206 
R1 0,882 0,494 0,879 0,350 
R5 0,862 0,444 0,861 0,305 
Objective Function 5,1253 detik 3,0528 detik 


























Gambar 5.6 Hasil Koordinasi Kasus 1 (a) Konvensional (b) MFA 
 
5.3.2. Kasus 2 
Dalam kasus 2, MFA diimplementasikan dalam sistem tanpa mengoperasikan 
WTG. Sistem ini memiliki arus gangguan yang lebih rendah daripada arus 
gangguan pada kasus 1. Untuk fault pada bus 4, OCR R4 mewakili rele primer dan 
rele lainnya sebagai rele cadangan. Pada Tabel 5.3 menunjukkan bahwa error pada 
koordinasi optimal dengan menggunakan MFA lebih rendah daripada FA. Nilai 
kesalahan mengacu pada nilai Objective Function MFA 2,5623 detik dan FA 
4,0496 detik.  
Pengurangan keseluruhan dari MFA untuk semua rele adalah 36,73% bila 
dibandingkan dengan FA. Ini menunjukkan bahwa perlindungan koordinasi dengan 
menggunakan MFA dalam kasus 2 lebih optimal daripada FA, dan MFA secara 
signifikan mengurangi masa operasi FA. Pada Gambar 5.7 algoritma MFA dengan 
memperbarui α memiliki konvergensi yang lebih cepat daripada FA. Nilai α 
mempengaruhi keakuratan pengoptimalan, karena pergerakan kunang-kunang acak 
yang besar menghasilkan gerakan yang tidak mengarah ke titik yang diinginkan 
atau tidak optimal. Dengan mengurangi nilai α akan meminimalkan pergerakan 
kunang-kunang, sehingga meningkatkan kecepatan konvergensi dan akurasi nilai 
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optimal. Pada Gambar 5.8 menunjukkan bahwa rele beroperasi dalam urutan 
operasi rele primer dan cadangan untuk setiap lokasi kesalahan sehingga arus fault 
dapat diisolasi menggunakan waktu operasi rele yang optimum. Hal ini 
menunjukkan bahwa algoritma MFA dapat menjamin keandalan dan kecepatan 
pengoperasian rele. 
 




PS TMS PS TMS 
R4 0,970 0,276 0,967 0,107 
R32 0,826 0,406 0,824 0,216 
R2 0,977 0,383 0,976 0,196 
R1 0,882 0,522 0,879 0,356 





Gambar 5.7 Kurva Konvergensi Kasus 2 antara FA dan MFA 
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(a) (b)
Gambar 5.8 Hasil Koordinasi Kasus 2 (a) Konvensional (b) MFA 
 
5.3.3. Kasus 3 
Dalam kasus 3, algoritma MFA diimplementasikan pada sistem dengan grid 
sedangkan generator dan WTG tidak dioperasikan. Untuk fault pada bus 4, OCR 
R4 mewakili rele utama dan rele lainnya sebagai rele cadangan. Pada Tabel 5.4, 
hasil menunjukkan bahwa koordinasi optimal dengan menggunakan MFA memiliki 
kesalahan yang lebih rendah daripada FA, dimana masing-masing nilai mengacu 
pada nilai Objective Function MFA 2,0805 detik dan FA 3,2166 detik.  
Keseluruhan pengurangan algoritma MFA untuk semua rele adalah 35,31% 
dibandingkan dengan FA. Ini menunjukkan bahwa perlindungan koordinasi dengan 
menggunakan MFA dalam kasus 3 lebih optimal daripada penggunaan FA dan 
mengurangi secara signifikan waktu operasi FA. Pada Gambar 5.9, algoritma MFA 
dengan pembaharuan α memiliki konvergensi yang lebih cepat daripada waktu di 
FA. Nilai α mempengaruhi keakuratan optimasi karena pergerakan acak yang besar 
dari kunang-kunang menghasilkan pergerakan tidak mengarah ke titik yang 
diinginkan atau tidak optimal. Dengan mengurangi nilai α akan meminimalkan 
pergerakan kunang-kunang, dan mempengaruhi kenaikan kecepatan konvergensi 
dan akurasi nilai optimal. Pada Gambar 5.10, menunjukkan bahwa rele beroperasi 
dalam urutan operasi rele primer dan cadangan untuk setiap lokasi gangguan 
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sehingga arus fault dapat diisolasi menggunakan waktu operasi rele yang optimum. 
Hasil penelitian menunjukkan bahwa algoritma MFA dapat menjamin keandalan 
dan kecepatan pengoperasian rele. 
 
Tabel 5.4 Performansi dengan FA dan MFA pada Kasus 3 
Rele 
FA MFA 
PS TMS PS TMS 
R4 0,968 0,277 0,967 0,105 
R32 0,825 0,385 0,824 0,201 
R2 0,977 0,391 0,976 0,181 
R1 0,882 0,554 0,879 0,352 
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(a) (b)
Gambar 5.10 Hasil Koordinasi kasus 3 (a) Konvensional (b) MFA  
 
5.3.4. Kasus 4 
Pada kasus 4, algoritma MFA diimplementasikan pada sistem tanpa grid. 
Sistem ini memiliki gangguan yang terkecil dari kasus lainnya. Untuk kesalahan 
pada bus 4, OCR R4 mewakili rele utama dan rele lainnya sebagai rele cadangan. 
Pada Tabel 5.5 menunjukkan bahwa error dalam koordinasi optimal dengan 
menggunakan algoritma MFA lebih rendah daripada kesalahan pada FA, yang 
masing-masing mengacu pada nilai Objective Function MFA 2,1091 detik dan FA 
3,5764 detik. Secara keseluruhan dari algoritma MFA untuk semua rele adalah 
41,03% dibandingkan dengan FA. Ini menunjukkan bahwa perlindungan 
koordinasi dengan menggunakan MFA dalam kasus 4 lebih optimal daripada 
penggunaan FA, dan MFA mengurangi secara signifikan waktu operasi FA.  
Pada Gambar 5.11 algoritma MFA dengan memperbarui α memiliki 
konvergensi yang lebih cepat daripada waktu dengan FA. Nilai α mempengaruhi 
keakuratan optimasi karena pergerakan kunang-kunang acak yang besar 
menghasilkan gerakan kunang-kunang tidak menuju titik yang diinginkan atau 
tidak optimal. Nilai α mempengaruhi keakuratan pengoptimalan, karena pergerakan 
kunang-kunang acak besar menghasilkan gerakan yang tidak mengarah ke titik 
yang diinginkan atau tidak optimal. Dengan mengurangi nilai α akan 
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meminimalkan pergerakan kunang-kunang, sehingga meningkatkan kecepatan 
konvergensi dan akurasi nilai optimal.  
Pada Gambar 5.12 menunjukkan bahwa rele beroperasi pada urutan operasi 
rele primer dan cadangan untuk setiap lokasi kesalahan sehingga arus kesalahan 
dapat diisolasi menggunakan waktu operasi rele yang optimum. Hasil ini 
menunjukkan bahwa algoritma yang diusulkan dapat menjamin keandalan dan 
kecepatan pengoperasian rele. 
 





PS TMS PS TMS 
R4 0,970 0,293 0,967 0,106 
R23 0,936 0,317 0,935 0,181 
R6 0,828 0,364 0,827 0,207 






Gambar 5.11 Kurva Konvergensi Kasus 4 antara FA dan MFA 
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(a) (b)  
Gambar 5.12 Hasil Koordinasi Kasus 4 (a) Konvensional (b) MFA 
 
Pada Tabel 5.6 dibandingkan antara algoritma MFA dengan metode 
konvensional untuk memastikan keandalan dan kecepatan operasi rele untuk 
mengisolasi area yang fault dan mengevaluasi kinerja algoritma MFA, hasilnya 
menunjukkan bahwa semua rele dalam algoritma MFA memiliki pengurangan 
waktu operasi rele untuk semua rele pada metode konvensional.  
Oleh karena itu, MFA untuk koordinasi proteksi dapat mengurangi secara 
signifikan jumlah keseluruhan waktu operasi rele dibandingkan dengan metode 
konvensional pada sistem radial dengan DG, yang dapat mengurangi tegangan 
mekanik atau listrik pada peralatan listrik utama. Hasil optimisasi dalam setiap 
kasus diimplementasikan dalam jaringan secara riil dengan menyusun basis data 
dan mengoperasikan metode pencarian tabel. Kondisi sumber sebagai tabel 
pencarian input digunakan untuk mengetahui nilai TMS dan PS masing-masing 
rele. 
Setelah berhasil mendapatkan nilai optimal setiap rele, perlu dilakukan 
penelitian lebih lanjut untuk menjalin koordinasi dengan banyak rele dengan 
menggunakan hasil optimasi yang telah diperoleh, dan didukung oleh algoritma dan 
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Konvensioanl (s) FA (s) MFA (s) 
Kasus 1 R1 300 0,460 0,738 0,395 
R32 600 0,905 1,134 0,746 
R3 2700 0,959 1,452 0,779 
R4 300 1,448 1,454 1,251 
R6 900 1,267 1,57 1,078 
Kasus 2 R1 300 0,576 0,738 0,403 
R32 600 0,905 1,405 0,746 
R3 2700 0,959 1,450 0,742 
R4 300 1,448 1,869 1,272 
Kasus 3 R1 300 0,576 1,043 0,395 
R32 600 0,905 1,328 0,715 
R3 1800 0,996 1,914 0,885 
R4 300 1,448 1,984 1,258 
Kasus 4 R1 300 0,576 1,105 0,399 
R32 592 0,729 1,181 0,674 
R6 596,5 1,392 1,590 0,908 
 
5.4. Optimisasi Parameter Seting DOCR menggunakan Adaptive Modified 
Firefly Algorithm (AMFA) 
 
Berbagai metode telah diupayakan untuk memperbaiki kinerja FA. Dua 
parameter yang sering diatur adalah faktor pergerakan acak (α) dan koefisien 
penyerapan (γ). Namun, jika nilai ini dipilih secara tidak tepat maka terjadi 
kelambatan mencapai konvergensi, dan hasilnya tidak optimal dan mungkin 
terjebak dalam optima lokal. 
Parameter α seperti yang telah disebutkan sebelumnya, memainkan peran 
penting dalam mengendalikan gerakan acak untuk mendapatkan solusi, dan 
umumnya mengambil nilai antara 0 dan 1. Nilai α yang tinggi akan memiliki tingkat 
akurasi yang rendah untuk mencari nilai optimal. Karena perpindahan acak kunang-
kunang menjadi terlalu lebar sehingga gerakan kunang-kunang tidak mengarah ke 
titik yang diinginkan. Sebuah α kecil di sisi lain akan menghasilkan tingkat 
konvergensi yang baik untuk perpindahan kunang-kunang menuju ke titik yang 
diinginkan. Namun, jika nilai awal α diatur ke nilai kecil, maka α akan berkurang 
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menjadi nilai yang hampir sama dengan menghilangkan perpindahan acak dari 
kunang-kunang. Hal ini tidak diinginkan karena perpindahan acak membantu 
menemukan koordinasi yang lebih baik. Selain itu, mengurangi nilai α akan 
menghambat kemampuan untuk mendapatkan konvergensi maksimum karena nilai 
iterasi maksimum yang dikurangi, sehingga sulit untuk menemukan konvergensi. 
Oleh karena itu, memodifikasi nilai α secara adaptif akan memecahkan 
masalah ini. Meskipun kunang-kunang memiliki nilai α acak, namun tetap bisa 
bergerak menuju titik optimal karena nilai α akan berubah sesuai jarak. Seiring jarak 
mendekati optimal, α akan menjadi lebih kecil untuk meminimalkan nilai acak. 
Algoritma yang diusulkan bertujuan untuk secara dinamis menyesuaikan nilai 
α dalam iterasi dan menghilangkan kelemahan FA dengan mengelola α yang 
mempengaruhi kunang-kunang untuk mengeksplorasi koordinasi OCR yang 
optimal. Memiliki sifat adaptif seperti itu, algoritma yang diusulkan disebut 
adaptive modified firely algorithm (AMFA). 
AMFA menjamin konvergensi yang lebih cepat untuk menemukan solusi 
optimum global. AMFA menurunkan pergerakan acak kunang-kunang dengan 
menerapkan faktor pergerakan acak α yang dikontrol secara adaptif sesuai dengan 












    
 
      (5.10) 
k adalah urutan iterasi dan kmax adalah iterasi maksimum. Gambar 5.13 
menunjukkan diagram alir AMFA. 
Untuk melakukan implementasi ide inovasi AMFA seperti layaknya 
membangun program optimisasi pada umumnya yakni menentukan Objective 
Function yang menjadi sasaran akhir dari program optimisasi yang dikembangkan. 
Langkah berikutnya adalah melakukan inisialisasi kunang-kunang beserta definisi 
parameternya serta formulasi intensitas cahaya dan koefisien penyerapan cahaya. 
Setelah beberapa parameter siap, langkah selanjutnya adalah melakukan 
inisialisasi lokasi kunang-kunang sebagai posisi awal dari kunang-kunang yang ada 
sebelum menjalankan iterasi berulang untuk mendapatkan nilai optimum.  
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Looping dimulai dengan pengaturan parameter attractive serta perpindahan 
posisi kunang-kunang dari i ke posisi j dengan variasi masing-masing kunang-
kunang dengan jarak r, selanjutnya melakukan pengaturan secara adaptif parameter 
 pada setiap iterasi, setelah itu dilakukan perbaikan intensitas cahaya, demikian 
seterusnya hingga menemukan nilai optimal dengan batasan nilai iterasi sudah 
tercapai. 
Dengan empat buah kasus diasumsikan bahwa sumber energi listrik akan 
berhenti beroperasi untuk beberapa saat, dengan konfigurasi yang berubah-ubah 
tersebut menuntut seting rele akan berubah pula dan setiap kasus dilakukan 
optimisasi nilai parameternya untuk semua rele yang beroperasi, dengan demikian 
kita telah siap dengan seting rele yang terkait dengan perubahan sumber secara 
otomatis.  
Dengan algoritma monitoring status sumber saat itu maka kendali terpusat 
akan melakukan instruksi kepada masing-masing rele untuk mempergunakan seting 
parameter yang sesuai dengan kondisi saat itu. Dengan demikian telah terbangun 
sistem rele yang bersifat adaptif terhadap perubahan kondisi sumber.  
5.5. Performansi Optimisasi Menggunakan Adaptive Modified Firefly 
Algorithm (AMFA) 
 
Ujicoba optimisasi dengan menggunakan algoritma AMFA dilakukan persis 
sama dengan saat melakukan ujicoba dengan MFA, baik dari topologi jaringan 
distribusi radial seperti ditunjukkan pada Gambar 5.3, kondisi sumber energi listrik 
menggunakan empat kasus seperti Tabel 5.1 serta arus gangguan yang diberika 
pada setiap kasus pada setiap bus seperti ditunjukkan pada Gambar 5.4. 
Hasil ujicoba akan ditampilkan dengan membandingkan hasil optimisasi 
dengan menggunakan algortima FA, MFA serta AMFA untuk empat kasus yang 
berbeda. 
Langkah-langkah yang ditempuh sama dengan saat ujicoba dengan 
menggunakan MFA, mulai dari ujicoba performansi, kurva konvergensi serta kurva 
hasil optimisasi secara keseluruhan dengan rele yang lain, sehingga dapat diketahui 
performansi dari ketiga jenis algoritma secara menyeluruh. 
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Gambar 5.13. Flowchart AMFA 
 
  136   
 
5.5.1. Kasus 1 
Pada kasus 1, algoritma AMFA diimplementasikan dengan kondisi grid, 
generator dan WTG ON. Kondisi tersebut menghasilkan kesalahan arus terbesar di 
antara kondisi lainnya. Tabel 5.7 menunjukkan hasil yang optimal dengan AMFA. 
Ada 5 OCR untuk koordinasi rele dengan R23 sebagai directional OCRs untuk 
mem-backup R1. Pada saat bus 4 diberi fault, hasilnya menunjukkan bahwa fungsi 
objektif untuk semua rele dengan AMFA lebih rendah dari FA dan MFA pada uji 
kasus 1 dengan nilai masing-masing 2,9915 detik, 5,1253 detik dan 3,0528 detik. 
Pengurangan fungsi objektif untuk rele menggunakan metode AMFA 
adalah 41,63% lebih rendah dari pada FA. Ini menunjukkan bahwa AMFA untuk 
manajemen perlindungan dalam kasus uji 1 lebih optimal dan secara signifikan 
dapat mengurangi keseluruhan waktu operasi rele dibandingkan dengan FA pada 
jaringan DG radial.  
Pada Gambar 5.14, tingkat konvergensi untuk algoritma yang diusulkan 
adalah konvergensi yang lebih cepat dibandingkan FA dan MFA. Koordinasi 
optimal OCR dengan AMFA ditunjukkan pada Gambar 5.15.  
Skema proteksi koordinasi AMFA dapat membuat operasi rele dapat 
diandalkan dan selektif untuk mengisolasi arus gangguan yang dianggap baik dalam 
melindungi peralatan listrik.  
 




FA MFA AMFA 
PS TMS PS TMS PS TMS 
R1 0,968 0,196 0,967 0,105 0,879 0,101 
R23 0,825 0,328 0,824 0,216 0,824 0,211 
R3 0,977 0,42 0,976 0,206 0,976 0,199 
R4 0,882 0,494 0,879 0,350 0,879 0,346 
R6 0,862 0,444 0,861 0,305 0,861 0,301 
Objective Function 5,1253 detik 3,0528 detik 2,9915 detik 
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(a) (b)  
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5.5.2. Kasus 2 
Pada kasus 2, AMFA diimplementasikan dengan kondisi WTG yang tidak 
beroperasi. Kondisi ini memberikan kesalahan arus lebih rendah daripada kesalahan 
pada kasus 1. Tabel 5.9 menunjukkan hasil yang optimal dengan AMFA. Ada 4 
OCR untuk koordinasi rele dengan R23 sebagai directional OCRs untuk mem-
backup R1. Fault pada bus 4, hasilnya menunjukkan bahwa fungsi objektif untuk 
semua rele metode yang diusulkan lebih rendah dari FA dan MFA dengan nilai 
masing-masing 2,5052 detik, 4,0496 detik dan 2,5623 detik. 
Pengurangan fungsi objektif untuk semua rele menggunakan AMFA 
mencapai 38,14% lebih rendah dari pada FA. Ini berarti bahwa AMFA untuk 
manajemen perlindungan dalam kasus 2 lebih optimal karena dapat mengurangi 
secara signifikan keseluruhan waktu operasi rele dibandingkan dengan FA di 
jaringan radial DG.  
Pada Gambar 5.16, tingkat konvergensi dari metode yang diusulkan sangat 
cepat, sedangkan metode yang diusulkan memiliki konvergensi yang lebih cepat 
dibandingkan FA dan MFA. Koordinasi optimal OCR dengan metode yang 
diusulkan ditunjukkan pada Gambar 5.17.  
Skema proteksi koordinasi dengan AMFA mampu membuat operasi rele 
dapat diandalkan dan selektif untuk mengisolasi arus gangguan. 
 
Tabel 5.9 Performansi Kasus 2 dengan FA, MFA dan AMFA 
  
Rele 
FA MFA AMFA 
PS TMS PS TMS PS TMS 
R1 0,970 0,276 0,967 0,107 0,966 0,101 
R23 0,826 0,406 0,824 0,216 0,824 0,211 
R3 0,977 0,383 0,976 0,196 0,976 0,191 
R4 0,882 0,522 0,879 0,356 0,879 0,351 
Objective Function 4,0496 detik 2,5623 detik 2,5052 detik 
 




Gambar 5.16 Kurva Konvergensi Kasus 2 antara FA, MFA dan AMFA 
 
(a) (b)
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5.5.3. Kasus 3 
Pada kasus 3, AMFA diuji dalam kondisi pasokan yang hanya dari grid 
sedangkan generator dan WTG tidak dioperasikan. Kondisi ini untuk perlindungan 
koordinasi lebih sederhana daripada kasus uji lainnya.  
Tabel 5.10 menunjukkan hasil koordinasi yang optimal dengan AMFA. Ada 
4 OCR untuk koordinasi rele sedangkan R23 adalah directional OCRs untuk mem-
backup R1. Pada kasus 3, rele 32 tidak aktif karena daya mengalir hanya dari satu 
arah. Pada fault bus 4, hasilnya menunjukkan bahwa fungsi objektif untuk semua 
rele dengan AMFA kurang dari FA dan MFA yang nilainya masing-masing 2,0237 
detik, 3,2166 detik dan 2,0805 detik. 
Pengurangan fungsi objektif untuk semua rele menggunakan AMFA 
mencapai 37,09% lebih rendah dari penggunaan FA. Ini menunjukkan bahwa 
AMFA untuk perlindungan dalam kasus 3 lebih optimal dan jumlah waktu operasi 
rele tanpa DG signifikan dibanding dengan FA pada jaringan radial.  
Pada Gambar 5.18 tingkat konvergensi algoritma AMFA memiliki 
konvergensi yang lebih cepat dibandingkan FA dan MFA. Pengelolaan OCR yang 
optimal dengan AMFA ditunjukkan pada Gambar 5.19.  
Skema proteksi koordinasi AMFA dapat memastikan keandalan dan operasi 
rele yang selektif untuk mengisolasi arus gangguan. 
 











FA  MFA  AMFA 
PS TMS PS TMS PS TMS 
R1 0,968 0,277 0,967 0,105 0,966 0,101 
R23 0,825 0,385 0,824 0,207 0,824 0,201 
R3 0,977 0,391 0,976 0,181 0,976 0,176 
R4 0,882 0,554 0,879 0,352 0,879 0,346 
Objective Function 3,2166 detik 2,0805 detik 2,0237 detik 
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(a) (b)  
Gambar 5.19 Hasil Koordinasi Kasus 3 (a) Konvensional (b) AMFA  
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5.5.4. Kasus 4 
Kasus 4 menunjukkan percobaan AMFA tanpa grid. Arus fault kurang dari 
kasus uji lainnya. Kondisi ini bergantung pada dua generator yang menjamin 
kelangsungan pasokan listrik. Tabel 5.11 menunjukkan hasil yang optimal dengan 
AMFA. Ada 3 OCR untuk koordinasi rele, R23 adalah directional OCRs untuk 
mem-backup R1. Pada saat fault di bus 4, hasilnya menunjukkan bahwa fungsi 
objektif untuk semua rele dengan AMFA kurang dari FA dan MFA yang masing-
masing 2,0663 detik, 3.5764 detik dan 2.1091 detik. 
Pengurangan fungsi objektif untuk semua rele menggunakan AMFA 42,22% 
dibandingkan dengan FA. Hal ini menunjukkan bahwa AMFA untuk koordinasi 
proteksi pada kasus uji 4 lebih optimal dan dapat membuat semua operasi waktu 
rele lebih signifikan daripada FA di jaringan DG radial.  
Pada Gambar 5.20 tingkat konvergen dari AMFA lebih cepat daripada waktu 
konvergensi dengan FA dan MFA. Pengelolaan OCR yang optimal dengan metode 
AMFA ditunjukkan pada Gambar 5.21.  
Skema proteksi koordinasi AMFA dapat memastikan operasi rele dapat 
diandalkan dan selektif untuk mengisolasi arus gangguan yang merupakan 
koordinasi proteksi yang baik.   
 
Tabel 5.11 Performansi Kasus 4 antara FA, MFA dan AMFA 
 
Rele 
FA MFA AMFA 
PS TMS PS TMS PS TMS 
R1 0,970 0,293 0,967 0,106 0,966 0,101 
R23 0,936 0,317 0,935 0,181 0,935 0,176 
R6 0,828 0,364 0,827 0,207 0,827 0,204 
Objective Function 3,5764 detik 2,1091 detik 2,0663 detik 
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.  
Gambar 5.20 Kurva Konvergensi Kasus 4 algoritma FA, MFA dan AMFA 
 
 
(a) (b)  
Gambar 5.21 Hasil Koordinasi Kasus 4 (a) Konvensional (b) AMFA 
 
Tabel 5.12 ditunjukkan hasil simulasi dari semua rele yang menggambarkan 
pengurangan waktu operasi saat digunakan algoritma AMFA dibanding dengan 
metode konvensional. Ini menunjukkan bahwa metode yang diusulkan ketika 
digunakan untuk mengoptimalkan pengelolaan OCR dapat menurunkan secara 
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signifikan seluruh waktu operasi semua rele dibandingkan dengan skema 
konvensional pada jaringan DG radial. 
 
 








Kasus 1 R1 300 0,460 0,388 
R23 600 0,905 0,775 
R3 2700 0,959 0,767 
R4 300 1,448 1,253 
R6 900 1,267 1,093 
Kasus 2 R1 300 0,576 0,388 
R23 600 0,905 0,757 
R3 2700 0,959 0,729 
R4 300 1,448 1,264 
Kasus 3 R1 300 0,576 0,388 
R23 600 0,905 0,731 
R3 1800 0,996 0,718 
R4 300 1,448 1,253 
Kasus 4 R1 300 0,576 0,388 
R23 592 0,729 0,678 














KESIMPULAN DAN PENELITIAN SELANJUTNYA 
 
 
6.1.  Kesimpulan 
1. Uji coba dengan menggunakan tiga jenis algoritma pemodelan kurva 
karakteristik rele telah berhasil di-deploy pada unit microcontroller 
sehingga menjadi prototipe digital protection relay dengan kurva 
berupa model yang ditanam pada unit microcontroller.  
2. Pemodelan kurva menggunakan algoritma interpolasi Lagrange 
menghasilkan MSE minimum 0,000012 untuk kurva Standard Inverse 
dengan TMS=0,1 dan MSE maksimum 0,19175 untuk kurva Long Time 
Inverse dengan TMS=1,0, namun mempunyai kekurangan dalam hal 
pembenaman model di microcontroller dikarenakan harus menyertakan 
semua data kurva yang dibutuhkan saat eksekusi model. 
3. Performansi pemodelan kurva menggunakan ANFIS mencapai MSE 
minimum 0,0000119 untuk kurva Standard Inverse dengan TMS=0,1 
dan MSE maksimum 0,374 kurva Long Time Inverse dengan TMS=1,0 
dengan epochs 1000 dan jumah membership function MF=8, namun 
mempunyai kekurangan dalam ujicoba ini dikarenakan ANFIS bersifat 
multi input single output sehingga akan menambah memori saat model 
dideploy di unit microcontroller. 
4. Performansi pemodelan kurva menggunakan ANN dengan 30 neuron 
mencapai MSE minimum 0,000232 untuk kurva karakteristik Standard 
Inverse dengan TMS=0,1, karena bersifat multi input dan multi output 
sehingga hanya memerlukan sedikit memori untuk menyimpan model.  
5. Dari hasil evaluasi secara keseluruhan terkait dengan pembenaman 
model di microcontroller, ANN lebih mempunyai peluang untuk 
dikembangkan karena source code memerlukan memori yang lebih 
kecil dan akan berdampak pada kecepatan akses dari model yang 
dihasilkan. 
6. Dengan pertimbangan ANN lebih mempunyai peluang untuk dipilih 
sebagai algoritma pemodelan maka pada riset ini dikembangkan 
direction digital protection relay dengan fitur user-defined 
characteristic curve, dan telah menghasilkan performansi 
MSE=0,00010 untuk basis kurva Very Inverse. 
7. User-defined characteristic curve direction digital protection relay 
merupakan suatu prototipe rele digital yang berhasil dibuat pada 
disertasi ini dengan kemampuan memodelkan kurva karakteristik 
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standar hingga pemodelan kurva gabungan inverse dan definite time 
dengan menggunakan neuron sejumlah 7 buah menghasilkan 
mse=0,0015298. Kurva-kurva yang telah dimodelkan disimpan 
didalam rele dan dapat dipilih sesuai kebutuhan saat itu dengan 
memanfaatkan perangkat komunikasi yang ada didalam rele sehingga 
mampu melakukan koordinasi baik dengan sesama rele maupun dengan 
master control sehinga menjadi rele digital yang bersifat adaptif. 
8. Untuk kepentingan koordinasi dalam satu jaringan distribusi, parameter 
seting pada kurva-kurva rele yang terpasang dalam jaringan dsitribusi 
perlu dicari nilai yang optimum, kenaikan performansi dengan 
algortima AMFA dibanding algoritma FA mampu meningkatkan 
performansi hingga 42,22%.   
6.2.  Penelitian Selanjutnya 
1. Riset lanjutan untuk topik adaptive protection relay adalah melakukan 
optimisasi parameter seting pada masing-masing rele yang ada didalam 
jaringan distribusi yang telah dimodelkan. 
2. Riset lain yang juga akan dikembangkan adalah pemodelan koordinasi 
dari rele-rele yang terdapat dalam satu jaringan distribusi aktif, 
mengingat sumber energi dalam satu jaringan distribusi bersifat 
intermitten sehingga dibutuhkan perubahan seting parameter rele yang 
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