The accuracy of a diagnostic test, which is often quantified by a pair of measures such as sensitivity and specificity, is critical for medical decision making. Separate studies of an investigational diagnostic test can be combined through metaanalysis; however, such an analysis can be threatened by publication bias. To the best of our knowledge, there is no existing method that accounts for publication bias in the meta-analysis of diagnostic tests involving bivariate outcomes. In this paper, we extend the Copas selection model from univariate outcomes to bivariate outcomes for the correction of publication bias when the probability of a study being published can depend on its sensitivity, specificity, and the associated standard errors. We develop an expectation-maximization algorithm for the maximum likelihood estimation under the proposed selection model. We investigate the finite sample performance of the proposed method through simulation studies and illustrate the method by assessing a meta-analysis of 17 published studies of a rapid diagnostic test for influenza.
Introduction
Meta-analysis of diagnostic test studies combines information from multiple publications and investigates whether a test is sufficiently specific or sensitive to fulfill its intended purpose in clinical practice. The accuracy of a diagnostic test is often quantified by a pair of measures, such as sensitivity and specificity, where sensitivity refers to the proportion of subjects correctly identified as having the disease or condition, and specificity refers to the proportion of subjects correctly identified as not having the disease or condition. The sensitivity and specificity within a study are independent as they are estimated from different sub-groups, but in a quantitative synthesis via meta-analysis, they are dependent across studies. By simultaneously modeling both outcomes, Reitsma et al. 1 proposed a bivariate meta-regression model to analyze the data based on a linear mixed model (LMM). Instead of pooling information of sensitivity and specificity into a summary measure, the bivariate approach preserves the two-dimensional nature of the original data. Through the use of random effects, the correlation between sensitivity and specificity can be taken into account. Chu and Cole 2 extended this approach using a generalized linear mixed model (GLMM) to jointly model sensitivity and specificity. The GLMM approach yields unbiased and more efficient results, particularly for the situation in which the data are sparse and there are a small number of positive or negative results. In addition to bivariate random-effects models, Rutter and Gatsonis 3 developed a hierarchical summary receiver operating characteristic model that accounts for both between-and within-study variabilities. Interestingly, Harbord et al. 4 found that bivariate random-effects meta-analysis and the hierarchical regression approach are very closely related, and even identical under some circumstances. See Ma et al. 5 for an overview of the existing methods, including LMM and GLMM, and a discussion of their advantages and limitations. Hattori and Zhou 6 recently proposed a Copas-type selection model for diagnostic studies and proposed a sensitivity analysis approach to evaluate the effects of publication on the summary receiver operating characteristic curve.
Despite the many approaches proposed for meta-analysis of diagnostic tests, the validity of meta-analysis may be threatened by the well-known issue of publication bias. 7 Publication bias occurs when the decision to publish a study relies on the direction of the results, statistical significance of the results, and other factors. 8 Such a problem has been extensively studied in the context of meta-analysis of clinical trials, and many methods have been developed to account for publication bias; for instance, the funnel plot, 9 rank correlation, 10 linear regression, 11 ''trim and fill'' methods, 12 ,13 the Copas model, [14] [15] [16] [17] [18] and Bayesian selection models. 19 However, the impact of publication bias has been understudied in the context of systematic reviews of diagnostic test accuracy. One possible reason is that the statistical significance of treatment efficacy is well defined in clinical trials; however, statistical significance is less intuitively defined for measures of diagnostic test accuracy and (even if well defined) is much less relevant in diagnostic studies. Nevertheless, empirical evidence has demonstrated that smaller studies tend to report greater diagnostic test accuracy; thus, ignoring the impact of publication bias when conducting a meta-analysis can lead to the overestimation of the diagnostic test accuracy. 20 In systematic reviews of diagnostic test accuracy, it is common practice for investigators to evaluate the evidence of publication bias by evaluating a univariate summary of test accuracy such as the diagnostic odds ratio (DOR); see, for example, Xing et al. 21 and Glas et al. 22 Such a procedure may lead to biased results and loss of efficiency. 23 Deeks et al. 23 conducted comprehensive simulation studies and suggested that Begg, 10 Egger 11 and Macaskill tests 24 that use the typical DORs are likely to be seriously misleading with inflated type I error rates. Bu¨rkner et al. compared the performance of several tests using different univariate measures of diagnostic accuracy. 25 They recommended that the trim and fill test combined with the log of DOR has reasonable performance to detect publication bias in diagnostic meta-analyses, while some regression-type methods based on univariate measures may perform poorly with either inflated type I error rates or low power.
The purpose of this paper is to fill this methodological gap by proposing a selection model that can explicitly account for the selective reporting process in the context of studies of diagnostic test accuracy. We extend the Copas selection model 14 to the setting of bivariate outcomes so that the separate impacts of sensitivity and specificity on the publication process are allowed. We then equip the commonly used bivariate random effects model 1 with the proposed bivariate Copas-like model to study the potential impact of publication bias in systematic review of diagnostic accuracy. We further propose an expectation-maximization (EM) algorithm for the maximum likelihood estimation under the bivariate Copas-like selection model. The proposed EM algorithm is computationally efficient and stable.
The remainder of this paper is organized as follows. We introduce the bivariate Copas-like selection model and describe the proposed EM algorithm for parameter estimations in Section 2. In Section 3, we conduct simulation studies to assess the finite sample performance of the proposed method, and compare with existing methods. We apply the proposed method to a meta-analysis of rapid diagnostic tests for influenza in Section 4. We briefly discuss the results and possible extensions of the proposed method in Section 5.
Model and estimation
Denote D as the disease status ascertained by the gold standard test and T as the disease status ascertained by a diagnostic test under investigation. For a specific study, denote n 11 , n 00 , n 01 and n 10 as the number of true positives, true negatives, false positives and false negatives, respectively. Let n 1þ ¼ n 11 þ n 10 be the number of patients with the disease and n 0þ ¼ n 01 þ n 00 be the number of patients without the disease. Estimated sensitivity is b Se ¼ n 11 =n 1þ and estimated specificity is c Sp ¼ n 00 =n 0þ , as shown in Table 1 . The variances of sensitivity and specificity on the logit scale can be estimated by varflogitð b SeÞg ¼ 1=n 11 þ 1=n 10 and varflogitð c SpÞg ¼ 1=n 01 þ 1=n 00 if the numbers of patients with and without the disease are large. For studies with entries of zero, e.g. n 00 ¼ 0 or n 11 ¼ 0, a continuity correction can be made by adding 0.5 to each cell in the 2 Â 2 table. Specifically, the estimated sensitivity is b Se ¼ n 11 þ 0:5 f g = n 1þ þ 1 È É , and the estimated specificity is c Sp ¼ n 00 þ 0:
A bivariate Copas selection model
Consider N studies to be reviewed. For study i, let b Se i and c Sp i denote the respective empirical estimates of the sensitivity and specificity of diagnostic test T. Denote s i1 and s i2 as the respective standard errors of b Se i and c Sp i on the logit scale. Following the bivariate linear mixed-effects model proposed by Reitsma et al., 1 we assume that the sensitivities and specificities from individual studies (on the logit scale) are approximately normally distributed around the mean values after the ad hoc continuity correction. In the section 5, we discuss the use of generalized linear mixed models as a possible alternative. Allowing for between-study heterogeneity, we assume the variance component models
Here, 1 and 2 are, respectively, the underlying true sensitivity and specificity on the logit scale. The residuals i1 and i2 are independent standard normal random variables, and i ¼ 1, . . . , N. The residuals i1 and i2 are assumed to be independent since sensitivity and specificity are estimated from different sub-groups within a study. The random effects u i1 and u i1 are assumed to follow the respective normal distributions N(0, 2 measure the between-study heterogeneities. To account for the potential (negative) correlation between the sensitivities and specificities across studies, we let corrðu i1 , u i2 Þ ¼ B .
To account for publication bias in a meta-analysis, selection models that impose parametric distributions to characterize the underlying publication mechanism are usually assumed. Among many selection models for assessing publication bias, the Copas model is popular for its ability to account for both the effect size and the precision.
14 However, the Copas selection model cannot be directly applied to the meta-analysis of diagnostic tests because it is based on a univariate outcome. Here, we propose a bivariate Copas-like selection model for the metaanalysis of diagnostic tests. Motivated by Copas et al., 14 we postulate a latent variable Z i for the publication process, defined as
It is assumed that study i is published if the latent variable Z i 4 0. The parameter 0 controls the overall likelihood of a study being published, and the parameters 1 and 2 characterize how the chance of publication depends on the precision of the estimated sensitivity and specificity, respectively. In general, 1 and 2 are positive, so studies with smaller standard errors are more likely to be published. We expect 1 and 2 to be positive such that studies with larger sensitivities and specificities tend to be published. Using the multivariate normality assumption, we can rewrite the models as
where
! Note that the model in equation (1) is slightly different from the Copas selection model. [14] [15] [16] [17] Here, we treat the within-study variance as known and use the observed within-study variance to approximate the true within-study variance. Under this modified selection model, the number of parameters is fixed and does not increase with the number of studies in the meta-analysis. Hereafter, we refer to this modified Copas model as a Copas-like model. Under the selection model, the probability of the ith study being published is PðZ 
and s i2 can be written as
, and C is a constant that does not depend on the parameters. In equation (4), P represents the probability function and f represents the density function. Note that in the above equation, we have
, s i2 g follows Nð ic , ic Þ using the conditional distribution properties of the multivariate normal distribution. When both 1 and 2 equal zero, i.e. ð b Se i , c Sp i Þ and Z i are unrelated, the probability of being published is not impacted by the estimated sensitivity and specificity. Under this scenario, Èð ic = ffiffiffiffiffi ffi ic p Þ reduces to Èð 0 þ 1 =s i1 þ 2 =s i2 Þ, and the above likelihood is equivalent to the likelihood obtained from standard random effects models. In other words, when 1 ¼ 2 ¼ 0, there is no publication bias.
Estimation: an EM algorithm
For the univariate Copas selection model, as acknowledged by Copas et al., 17 maximizing the observed likelihood is computationally challenging because the likelihood takes its maximum over a very flat plateau and often has non-convergent results. We expect similar computational challenges for the bivariate Copas-like selection model. To circumvent this computing challenge, we exploit the underlying feature of biased sampling and propose the following EM algorithm.
We denote the observed (published) data as
For each observed study i, i ¼ 1, Á Á Á, N, we assume that there are additional m i (m i ! 0) studies that are not observed due to publication bias, where the value of m i is unknown. Based on the symmetry assumption from the random effects models in equation (1), the m i studies have sensitivity and specificity values that are symmetrical around the underlying true values, and we let O
, s i2 , IðZ ij 5 0Þ, j ¼ 1, Á Á Á, m i g be the corresponding unpublished data. Here Z ij is the latent variable of the jth unpublished study corresponding to the ith published study, which controls for the publication process. By the biased data generating mechanism for the ith study (there are m i unpublished studies and one published study) and the definition of the geometric distribution, the random integer m i follows a geometric distribution
Þ is the probability of the ith study being published given the observed data.
Following the principle of the EM algorithm, we treat fO i , O Ã i , i ¼ 1, Á Á Á, Ng as the ''complete data'' and derive the full likelihood, including the published data and the unpublished data. The corresponding log-likelihood based on the complete data is
We denote the current parameter value in the EM step by
In the E-step, given the observed data and Ã , the conditional expectation of m i is
It follows that the expected complete-data log-likelihood function, given the current parameter estimates, is
The last equation is derived based on the marginal and conditional properties from the multivariate normal distributions
and
In the M-step, we maximize the conditional expectation of the complete data log-likelihood (5) from the E-step, and update the estimates for the unknown parameters. With a given convergence criterion, we can solve iteratively. The parameters from the selection model are treated as free parameters in the sensitivity analysis for the original Copas selection model. [14] [15] [16] [17] Of note, this is different from the proposed Copas-like selection model. For the proposed method, the parameter vector , including the parameters from the selection model, is estimable and is updated in each iteration of the EM algorithm. Hereafter, we name the proposed method as EM under Copas-like model (EM-CLM). We use the estimation procedure by Louis et al. 26 for the variance estimation. Louis 26 proposed techniques to derive the observed information matrix of the EM algorithm through the computation of the conditional exception of the second derivative matrix and the square of the complete-data gradient vector. Specifically
where B i ðjOÞ and S i ðjOÞ are the Hessian matrix and score of the complete-data log-likelihood function. All three terms in equation (6) can be easily calculated using R functions ''hessian'' and ''jacobian'', or the by-products of the EM algorithm. Similar to the trim and fill method, 12 the proposed EM-CLM can provide an estimate of the total number of non-published studies.
Simulation studies
We conducted simulation studies to evaluate the finite sample performance of the proposed EM-CLM. For comparison purpose, we also conducted the bivariate LMM (hereafter referred to as Bivariate-LMM) without considering the potential publication bias. Here, we considered three different sizes of meta-analyses, a moderate sample size (N ¼ 15) and two large sample sizes (N ¼ 50 or 200). Although most meta-analyses have small sample sizes, we include the scenario with 200 studies to empirically validate the large sample properties. We have performed the simulation studies by varying the values of all parameters under the model. Specifically, we have considered combinations of the following settings: the sensitivity and specificity were, respectively, set to be (0.5, 0.85), (0.8, 0.8) or (0.9, 0.4); the between-study variances were (0.5, 0.5) or (1, 2) ; the correlation between sensitivity and specificity B was À0.3 or À0.6; the correlation parameters 1 and 2 were (0.3, 0.3) or (0.2, 0.5); and the nonpublishing rate was set to be 15% or 30% by letting ð 0 , 1 , 2 Þ ¼ ðÀ0:35, 0:3, 0:3Þ or ð 0 , 1 , 2 Þ ¼ ðÀ0:9, 0:3, 0:3Þ, respectively. We generated the study-specific variances for both sensitivity and specificity under logit scales from the square of a normal random variable Nð0:5, 0:25Þ. In total, we considered 54 unique simulation settings under different combinations of the parameter values. Due to limited space, we have included some of the results in the Supplementary Materials (Tables S1-S7) .
The left panels of Tables 2 and 3 summarize the empirical biases, empirical standard deviations, average estimated standard errors, root mean squared errors (RMSEs) and coverage probabilities of the 95% confidence intervals (CIs) of sensitivity, specificity on the logit scale and between-study heterogeneities based on 1000 simulations. For the EM-CLM, the parameters were well estimated in all scenarios: the biases were small and the standard errors were close to the empirical deviations, which suggested that the proposed EM-CLM can effectively reduce the publication bias. As expected, the standard errors of all estimates decreased as the sample sizes increased. Furthermore, the coverage probabilities obtained from the EM-CLM were close to the nominal level when the sample sizes were large (N ¼ 200). The right panels of Tables 2 and 3 summarize the results from the Bivariate-LMM method. The Bivariate-LMM method yielded relatively larger biases for the parameters of main interest 1 and 2 (sensitivity and specificity on the logit scale). The coverage probabilities obtained from the Bivariate-LMM method were not close to the nominal level.
One potential limitation of the EM algorithm is that the algorithm may converge to a local maxima of the likelihood function depending on the starting values. To assess this issue, we maximized the likelihood by using 10 different sets of initial values, in which the final estimators are defined as the maximizer over the 10 resulting estimators. We compared the simulation results obtained by using a single set of initial values to those obtained by using 10 different sets of initial values. The results were almost identical, suggesting that the EM algorithm is quite robust to the choice of the initial values under the Copas selection model.
Data application
Influenza, also known as the flu, is an infectious disease caused by the influenza virus, of which there are three known types, influenza viruses A, B, and C. 27 According to the estimates from the World Health Organization, these influenza viruses cause about 3 to 5 million cases of severe illness and approximately 250,000 to 500,000 deaths each year throughout the world. 28, 27 Therefore, the early diagnosis of influenza is essential for infection control. Many rapid diagnostic tests for influenza are available. They can quickly detect influenza viruses and so are commonly used to screen patients with suspected influenza infection. 28 However, even though such diagnostic tests can produce quick results, they may have inconsistent accuracy, especially regarding the sensitivity of the test, which may range from 10% to 80%. 28, 29 We considered the EM-CLM and Bivariate-LMM applied to a systematic review of published studies that evaluated one of the rapid diagnostic tests for influenza, the BinaxNOW influenza A and B, compared with the gold standard of using reverse transcriptase polymerase chain reaction (RT-PCR) to identify the virus. This systematic review reported by Chartrand et al. 28 combined 17 studies of 7619 patients with influenza between 2008 and 2011. We conducted the meta-analysis based on the Bivariate-LMM method, which took into account the negative association between sensitivity and specificity, but without adjusting for potential publication bias. The resulting estimate of sensitivity was 48.0% (95% CI ¼ 39.2-56.7%) and that of specificity was 98.0% (95% CI ¼ 96.1-99.9%). Considering the potential publication bias, we applied the proposed EM-CLM to this metaanalysis. The estimated sensitivity of the BinaxNOW influenza A and B test was 43.4% (95% CI: 36.1-50.7%) and the estimated specificity was 98.0% (95% CI: 96.0-99.9%). The between-study heterogeneities were, respectively, 0.75 (95% CI: 0.26-1.31) and 0.42 (95% CI: 0.13-0.88) for sensitivity and specificity on the logit scale. The estimated negative correlation between sensitivity and specificity was À0.48 (95% CI: À0.99 to À0.01). For the selection model, the estimated parameter associated with correlation 1 was 0.37 (95% CI: 0.10 to 0.48) and that of 2 was 0.40 (95% CI: 0.25-0.71). The estimated parameters were ðÀ0:40, 0:48, 0:66Þ T with 95% CIs (À0.71, 0.08), (0.38, 0.57) and (0.34, 0.98), respectively. The mean estimate for the total number of unpublished studies was 2.1. Compared to the results of the bivariate-LMM without adjusting for publication bias, the estimated results we obtained after adjusting for publication bias suggested that the diagnostic test had lower sensitivity, but similar specificity. Figure 1 presents the summary points and their 95% confidence regions for the pair of true positive rate (TPR) and false positive rate (FPR) under logit scale, where the regions are calculated as Wald-based confidence regions. 30 As shown in Figure 1 , these confidence regions are elliptical because the estimated overall sensitivity and specificity are correlated. In addition, we observe that the sensitivity was low with wide confidence interval. Due to the lower sensitivity of this test, physicians may need to verify negative tests with other alternative tests, especially during periods of peak influenza activity (i.e., high prevalence).
In practice, the positive predictive value (PPV) and negative predictive value (NPV) can assist physicians in making decisions in the context of different levels of influenza activity. Figure 2 shows the results on the PPV and NPV from methods that do and do not adjust for publication bias given 10% and 25% disease prevalence, and their associated 95% CIs. In the left panel of Figure 2 , given the prevalence of influenza of 10%, the estimate of PPV from the EM-CLM was slightly different from the result obtained without adjusting for publication bias. When the prevalence increased to 25%, both methods had similar results. For the NPV, both methods had similar results regardless of the prevalence level, as shown in the right panel of Figure 2 . Figure 3 presents the estimated PPV and NPV with respect to a given disease prevalence, with their pointwise 95% CIs. Plots for the range of clinically likely prevalence can indicate the usefulness of the test at different levels of incidence of the condition. For example, in the left panel of Figure 3 , when the prevalence of influenza is 10%, the estimated overall PPV and NPV are 73% (95%CI ¼ 69.1-76.5%) and 94.4% (95% CI ¼ 87-97.7%) based on the method that does not adjust for publication bias, whereas the EM-CLM provides the estimated overall PPV of 70.3% (95% CI ¼ 66.6-73.8%) and NPV of 94.0% (95% CI ¼ 86.0-97.5%). These results suggest that the method that ignores publication bias tended to overestimate the NPV in the meta-analysis of the BinaxNOW influenza A and B test. Interestingly, the impact of publication bias on the NPV was less severe than that on the PPV in our application, which can be explained by the high specificity and small impact of publication bias on the specificity of the BinaxNOW influenza A and B test. In this particular example, it seems that there is no strong evidence of severe publication bias. In practice, investigators are encouraged to perform the proposed method as a sensitivity analysis, and compare how the results will vary with or without adjusting for the potential publication bias. Bivariate measures such as sensitivity and specificity are commonly used in the meta-analysis of diagnostic tests. The existing literature of methods to account for publication bias has mainly focused on univariate metaanalysis. 10, 11, 31 Intuitively, there are at least two advantages to considering publication bias in the multivariate meta-analysis framework. The first advantage is the potential gain in power: multivariate outcomes are often correlated, which allows for borrowing of information across outcomes. The second advantage is the avoidance of inconsistent inference: applying univariate methods separately to each outcome may lead to different conclusions on the number of unpublished studies. In this article, we propose a bivariate Copas-like selection model to account for the effect of the potential publication bias in the meta-analysis of diagnostic test accuracy. Our model has two components: the first component is the joint modeling of sensitivity and specificity (on the logit scale), which accounts for the heterogeneity and negative correlation through a LMM, 1 and the second component is the selection model accounting for the probability process. We use a latent variable, the distribution of which is related to the estimated sensitivity and specificity (and related standard errors) of the test, to describe the probability of publication for each study. We further develop an EM algorithm to facilitate the model fitting, which is computationally stable as suggested through simulation studies.
Of note, there are differences between the proposed method and the Copas-type method proposed by Hattori and Zhou, 6 although both are extensions of the Copas selection model for diagnostic tests. First, the model assumptions are different. Hattori and Zhou 6 assumed a bivariate binomial model on the pair of true positive and false positive rates, and modeled the correlation between them due to sharing the study-specific cutoff values by using shared random effects. We assumed a random effects model on the pair of sensitivity and specificity values explicitly. The selection model from the proposed method is more intuitive since we can easily correlate the publication propensity with the diagnostic accuracies. Second, the maximum likelihood estimators of the parameters under the proposed models can be obtained using the EM algorithm, while a sensitivity approach was used to evaluate the effects of publication on the summary receiver operating characteristic curve in the paper by Hattori and Zhou.
There are some assumptions and limitations of the proposed method. First, we assume parametric assumptions of the bivariate random effects model in equation (1) and the selection process in equation (2) . Particularly, the latent variable Z for the publication process is assumed to follow a normal distribution. With this normal distribution and the symmetric assumption implied in equation (1), we can determine the distribution of the latent variable m i , the number of unpublished studies corresponding with the ith published studies. We have conducted sensitivity studies to evaluate the robustness of the proposed method with respect to violations of model assumptions under two scenarios: (i) violation of the normality assumptions; and (ii) violation of the publication process assumption and using an alternative process to introduce publication bias. For both scenarios, the proposed method is relatively robust and the estimated results for the parameters of interest ( 1 , 2 ) remain in a reasonable range. More details can be found in the Supplementary Materials. Second, due to the bivariate nature of the analysis, the number of parameters under the diagnostic meta-analysis is more than that under the univariate meta-analysis. Also, we need several additional parameters to characterize the publication process. Hence, a moderate sample size is required, considering the number of parameters that need to be estimated. A Bayesian method provides an alternative way to fit the proposed Copas-like selection model. For metaanalysis of univariate outcomes, Mavridis et al. 19 implemented a Bayesian method for model fitting under the Copas model. As stated, the major advantage of using the Bayesian framework is that the prior knowledge on the probability of publication can be utilized in the specification of the prior distributions, and may help model fitting in the scenario with small sample sizes. For the univariate setting, the performances of the Bayesian method and the EM algorithm have been compared, and are comparable in many scenarios. 18 To the best of our knowledge, there is no available literature about adjusting for publication bias in diagnostic meta-analysis using a Bayesian framework. Further performance comparisons between the Bayesian method and EM algorithm under a bivariate meta-regression model is beyond the scope of this article, and is a worthy objective for future research.
In this article, we restrict our attention to the setting in which there are no study-level covariates. To accommodate the possibility of study-level covariates, we can incorporate these covariates into the first component of the proposed model in equation (1) . To model the pairs of sensitivity and specificity, we used the LMM proposed by Reitsma et al. 1 instead of the GLMM for model fitting simplicity. Reitsma et al. 32 commented that the differences in fitting results between GLMM and LMM are likely to be small from the clinical perspective, and fitting the ''exact'' binomial model requires a more complex fitting algorithm. The bivariate LMM is subject to two limitations: the required normality assumption and the needed continuity correction. Following the bivariate GLMM proposed by Chu et al., 33 we may generalize the logit transformation to a general link function and consider the misspecification issues of the link function. Also, the selection model can be extended as Z i ¼ 0 þ 1 =f ðs i Þ þ i , where f ðs i Þ represents a function combining the variation from logit sensitivity and logit specificity. For example, it could be the trace or determinant 34 of the within-study variance-covariance matrix of logit sensitivity and specificity. Determining how to choose the best function to summarize this information is worthy of future work and beyond the scope of this paper.
Another extension of our proposed method is to accommodate the case in which a gold standard does not exist. Although several papers have discussed this issue for both the traditional univariate meta-analysis and multivariate meta-analysis, [35] [36] [37] [38] it is not clear how to incorporate an adjustment for this scenario in the selection model for the publication bias adjustment. This is beyond the scope of this paper and will be investigated in the future.
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