Abstract. Let X, X 1 , X 2 , ... be i.i.d. random variables with EX = 0, and set Sn = X 1 + ... + Xn. We prove that, for 1 < p < 3/2,
Introduction
Let {X, X k , k ≥ 1} be i.i.d. random variables with EX = 0 and partial sums {S n , n ≥ 1}, and consider series of the type (1) f (ε) = n t n P (|S n | ≥ εc n ), ε > 0, where t n , c n > 0 and n t n = ∞. f is a nonincreasing function and, under appropriate moment conditions, a threshold α may be determined such that f (ε) = ∞ for ε < α, while f (ε) < ∞ for ε > α. Then it is sensible to look for a normalizing function g(ε), ε > α, such that the ratio f (ε)/g(ε) has a nondegenerate limit l as ε α. The literature on this so-called precise asymptotics problem is reasonably rich, almost exhaustive references being given in Spȃtaru [13] . (We record here three new papers in the field by Scheffler [11] and Rozovsky [9, 10] , and recent related work on counting processes, record times, and partial maxima: Gut and Steinebach [5] , Gut [2] , Wang and Yang [14] , and Wang, Yan and Yang [15] .)
The starting point for the present research is the following theorem, concerning moderate deviations, due to Lai [7] . Theorem A. Let p > 1, and assume that
Conversely, if the sum is finite for some ε, then E[|X| 2p (log
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We obtain the next precise asymptotics describing the behaviour of the series in (2) near the threshold σ √ 2p − 2.
Since truncations of X may have nonzero expectations, we needed to prove in fact the following more general result. (Notice that the convergence of the sum in (2) implies that
There are two rather distinct methods to derive exact asymptotics for the series in (1) as ε α. The first step of both methods consists in finding l under the special assumption that X is stable. The classical method, as illustrated in Heyde [6] , Spȃtaru [12] , Gut and Spȃtaru [3] , etc., proceeds with the assumption that X is in the domain of attraction of a stable law, and uses a version of the powerful Fuk-Nagaev inequality (see Spȃtaru [12] ). This inequality is applicable only if the working condition has the form E |X| r < ∞ for some r. The second approach, introduced and practised by Gut and Spȃtaru [4] , and Spȃtaru [13] , is suitable for cases when Fuk-Nagaev type inequalities prove useless. It assumes existence of finite variance, and after the first step, it goes on via truncation and departure from normality.
The case of Lai's theorem seems to be the most difficult encountered so far, since p may be as large as one wants, while √ n log n is smaller than any n 1/s , s < 2. Because the Fuk-Nagaev inequality is inadequate, we make use of the second method. However, appealing to the Berry-Esseen inequality to estimate the error in the normal approximation, as in Gut and Spȃtaru [4] , and Spȃtaru [13] , does not suffice, so we need the non-uniform estimate of Nagaev (see, e.g., Petrov [8] , p. 125). Nevertheless, since the factor n −1/2 in the Nagaev inequality (and in the Berry-Esseen inequality) is unimprovable, the case p ≥ 3/2 remains unsettled in general; cf. also Proposition 1.
Without loss of generality we assume that σ 2 = 1. Let Φ denote the standard normal distribution function, and put Ψ(
. Throughout, C and K will denote positive constants and real constants, respectively, independent of ε, possibly varying from place to place. Also γ > 1/2, [x] will stand for the largest integer ≤ x, and log + x = log(e ∨ x), x ≥ 0. To simplify the exposition, we assume
Proof of Theorem 1
The next proposition shows that Theorem 1 holds without the restriction p < 3/2, if Φ is the distribution function of X.
Proposition 1. If X has a standard normal distribution, then
Proof. On account of the Euler-MacLaurin sum formula (see Cramér [1] , p. 124), we have
where
and so (4) lim
By putting y = ε √ log x and partial integration, as Ψ(
Therefore, the substitution y ε 2 − 2p + 2 = εz yields
The conclusion now follows from (3)- (5).
The following two propositions also hold without the restriction p < 3/2.
Proposition 2.
For any K ∈ R, we have
Proof. By Lagrange's theorem,
2 /2 , n ≥ 2, and so
Hence, by the change of variable y = (ε 2 − 2p + 2) log x, we see that
Also, for ε > 0 and n ≥ 2, put
The moment assumption in the next proposition is weaker than that required for Theorem 1.
Proposition 3. Assume that E[X
Proof. We begin by noticing that lim n→∞ σ n (ε) = 1 uniformly with respect to ε > √ 2p − 2. Then choose n 0 (independent of ε) such that σ n (1 + σ n ) ≥ 1 for n ≥ n 0 . Hence, by Lagrange's theorem, arguing as in the proof of Proposition 2, we see that
Taking into account that the function x −1 √ log x is decreasing for x > √ e, and applying Fubini's theorem, we obtain
Further, the substitution y = (ε 2 − 2p + 2) log x yields (9)
Notice also that E[X 2 log
by virtue of (6) . Since the function √ ye −y/2 , y ≥ 0, is bounded, (9) and (10) show that (11) lim
by the bounded convergence theorem. As for Σ 2 , EX = 0 and
and so
Finally, the result follows from (8) , (11) and (13) .
Proposition 4. Assume that 1 < p < 3/2 and E[|X|
Proof. For sufficiently large n ≥ n 1 (say), by the Nagaev inequality, we have
Let Σ stand for the sum in (14 
where the last inequality above is obtained via (6) .
We are now prepared to prove Theorem 1 .
Proof of Theorem 1 . From Propositions 1-4, we see that
Put γ = (3/2) ∧ γ. On account of (12), we have
and so P (|U n −EU n | ≥ ε n log n + C √ n(log n) −γ ) ≤ P (|U n | ≥ ε n log n + a n )
≤ P (|U n − EU n | ≥ ε n log n − C √ n(log n) −γ ), n ≥ 2. (16) From (15) and (16), we obtain lim ε √ 2p−2 ε 2 − 2p + 2 n≥2 n p−2 P (|U n | ≥ ε n log n + a n ) = 2 p − 1 , which completes the proof, since
