A new proof for comparison theorems for stochastic differential inequalities with respect to semimartingales  by Ding, Xiaodong & Wu, Rangquan
Stochastic Processes and their Applications 78 (1998) 155{171
A new proof for comparison theorems for stochastic
dierential inequalities with respect to semimartingales
Xiaodong Ding , Rangquan Wu
Department of Basic Sciences, China Textile University, Shanghai 200051, People’s Republic of China
Received 26 June 1997; received in revised form 8 June 1998; accepted 16 June 1998
Abstract
By the local time method we prove comparison theorems for systems of stochastic dierential
inequalities with respect to semimartingales. Furthermore, we construct the ‘maximal=minimal
solution’ of a system of stochastic dierential inequalities by the monotone iterative technique.
In one-dimensional case, using the comparison results, we give a stochastic Bihari-type inequal-
ity and its application to multi-dimensional stochastic dierential equations. c© 1998 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The comparison method is an important and eective technique in the theory of
stochastic dierential equations (cf. Ikeda and Watanabe, 1981; Barlow and Perkins,
1984; Gei and Manthey, 1994 and the references therein). More recently, Assing and
Manthey (1995) studied comparison theorems for systems of stochastic dierential in-
equalities. They mentioned that the famous machinery of the Ito^ formula does not work
in inequalities and developed another method. In this paper, by modifying the methods
used in stochastic dierential equations we shall use the Ito^ formula to inequalities.
Namely, applying the local time methods, in Section 3 we establish the comparison the-
orems for stochastic dierential inequalities (SDIs). We allow the coecients of SDIs
to depend on !2
 and the driving processes of SDIs to be semimartingales, which
introduce no real complications and will actually be convenient for deriving our results
(see Remarks 4.4 and 4.7). Our conditions are weaker than that in Assing and Manthey
(1995), but with our technique, we have not the strong comparison result. Inspired by
the deterministic theory, in Section 4, we employ the monotone iterative technique
for the ‘maximal=minimal solution’ of SDI. The corresponding results in Assing and
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Manthey (1995) are extended. In dimension one, this leads to the stochastic Bihari-
type inequality, a generalization of the stochastic Gronwall-type inequality, by which
the usual results on pathwise uniqueness to multi-dimensional stochastic dierential
equations are extended.
2. Preliminary
Suppose (
;F; (F)t>0; P) is a ltered probability space satisfying the usual hy-
potheses. All the processes used below are assumed to be real-valued and adapted to
(F)t>0. For a one-dimensional continuous semimartingale Zt; t>0, the local time of
Z at a, Lat (Z), is dened by Tanaka’s formula
(Zt − a)+ = (Zs − a)+ +
Z t
s
1(Zu>a) dZu +
1
2
(Lat (Z)− Las (Z)); La0(Z)= 0 (2.1)
or
jZt − aj= jZ0 − aj+
Z t
0
sgn(Zu − a) dZu + Lat (Z); (2.2)
where 06s6t, sgn(0)=−1. It is well known that there exists a version of Lat (Z),
which is continuous at t and right continuous at a. We also denote this version by
Lat (Z).
The generalized Ito^’s formula
f(Zt)=f(Z0) +
Z t
0
f0(Zs) dZs +
1
2
Z
R
Lat (Z)(da); (2.3)
where f is the dierence of two convex functions, f0 is the left derivative of f and 
denote the signed measure associated with the generalized second derivative of f.
The density of occupation time formula
Z t
s
g(Zu) dhZiu =
Z
R
g(a)(Lat (Z)− Las (Z)) da (2.4)
for 06s6t and bounded and measurable function g(a). For a detailed account on local
times of semimartingales we refer the reader to Protter (1990) for instance.
Lemma 2.1 (Stochastic Gronwall-type inequality). Let Nt; Ut; Bt (t>0) be one-
dimensional continuous processes such that N. and B. are a semimartingale and a
nondecreasing process; respectively; and for s>0
Ut6Nt +
Z t
s
Uu dBu; t>s; a:s:
Then Ut6(Nse−Bs +
R t
s e
−Bu dNu)eBt a.s.
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Proof. By Ito^’s formula on [s; t], we have
Nte−Bt =Nse−Bs +
Z t
s
e−Bu dNu −
Z t
s
e−BuNu dBu;
e−Bt
Z t
s
Uu dBu=
Z t
s
e−BuUu dBu −
Z t
s
e−Bu
Z u
s
Ua dBa

dBu
which implies
Ute−Bt 6Nte−Bt + e−Bt
Z t
s
Uu dBu
= Nse−Bs +
Z t
s
e−Bu dNu +
Z t
s
e−Bu

Uu − Nu −
Z u
s
Ua dBa

dBu
6Nse−Bs +
Z t
s
e−Bu dNu a:s:
The proof is completed.
Consider the following stochastic dierential equation and two systems of stochastic
integral inequalities (SIIs):
Zi(t)=Zi(0) +
Z t
0
fi(u; !; Z(u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; Z(u)) dMk(u); (2.5)
Xi(t)6Xi(s) +
Z t
s
ai(u; !; X (u)) dAi(u) +
rX
k=1
Z t
s
ik(u; !; X (u)) dMk(u); (2.6)
Yi(t)>Yi(s) +
Z t
s
bi(u; !; Y (u)) dAi(u) +
rX
k=1
Z t
s
ik(u; !; Y (u)) dMk(u); (2.7)
where 06s6t; i = 1; : : : ; d; M =(M1; : : : ; Mr) is a given r-dimensional continuous
local martingale, Ai is a given one-dimensional continuous increasing process and
fi; ai; bi; ik : R+
Rd!R are all P⊗B(Rd) measurable (here P is the pre-
dictable -eld) and continuous for each !2
, a.s.
Now we introduce some conditions on the coecients of (2:5){(2:7) used further
on.
(MC) (a monotonicity condition) For N>0, there exists a measurable process
KN (t; !) such that
fi(t; !; x)− fi(t; !; y)6KN (t; !)
dX
j=1
(yj − xj);
Z t
0
KN (s; !) dAi(s)<1 a:s:
for t 2 [0; N ]; i=1; : : : ; d and x; y2Rd with kxk; kyk6N and xj6yj (j=1; : : : ; d).
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(C ) For N>0, there exists an increasing function N :R+!R+ and a predictable
process GN (t; !) such that
rX
k=1
jik(t; !; x)− ik(t; !; y)j6GN (t; !)N (jxi − yij);
rX
k=1
Z t
0
GN (s; !) dhM is <1 a:s:;
Z
0+
−2N (u) du=1
for all t 2 [0; N ]; i=1; : : : ; d and x; y2Rd with kxk; kyk6N .
(Ca; b) For any t>0; i=1; : : : ; d and x; y2Rd, the inequality
ai(t; !; x)<bi(t; !; y) a:s:
holds provided xi=yi and xj6yj; j=1; : : : ; d; j 6= i.
(Ca; b) For any t>0; i=1; : : : ; d and x2Rd
ai(t; !; x)6 bi(t; !; x) a:s:
holds.
The denitions of the local solutions to the SIIs (2:6) and (2:7), and the maximal=
minimal (local) solution of the SII (2:6)=(2:7) are the same as that in Assing and
Manthey (1995). By X , we denote the explosion time of X .
The following lemma is an important tool and can be proved as in LeGall (1984)
or Barlow and Perkins (1984) with only minor modications.
Lemma 2.2. Assume X and Y are all d-dimensional processes satisfying
Xi(t)=V
(1)
i (t) +
rX
k=1
Z t
0
ik(s; !; X (s)) dMk(s);
Yi(t)=V
(2)
i (t) +
rX
k=1
Z t
0
ik(s; !; Y (s)) dMk(s);
where M =(M1; : : : ; Mr) is a given r-dimensional continuous local martingale, V 1i and
V 2i are all continuous and of nite variation on compact sets (i=1; : : : ; d) a.s. If 
satises (C ); then L0t (Xi − Yi)= 0 for all 06t<= X ^ Y ; i=1; : : : ; d a.s.
Proposition 2.3. Let =(ik)dr satisfy (C ) and f=(f1; : : : ; fd) satisfy that; for
each N>0; there exists a measurable process LN (t; !) such that
kf(t; !; x)− f(t; !; y)k6LN (t; !)kx − yk;
Z t
0
LN (s; !) dAi(s)<1; a:s: (2.8)
for all t>0 and x; y2Rd with kxk, kyk6N . Then Eq. (2.5) has a unique local
(strong) solution.
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Proof. Using the usual truncation and prolongation method, we dene f(N )(t; !; x)=
(f(N )1 ; : : : ; f
(N )
d ) as follows. For !2
; t>0
f(N )j (t; !; x)=
(
fj(t; !; x) if t _kxk6N;
f(N )j (t
; !; x) if t _kxk>N;
where (t; x) is the point of intersection of the straight line connecting (t; x) with (0; 0)
and the boundary of f(t; x): t _kxk6Ng. By this way we can dene (N ). Obviously,
kf(N )k+k(N )k6H (!)<+1, H (!) is a random variable. By Theorem 3.25 of Jacod
and Memin (1980), we know that the following equation has a weak solution:
Zi(t)=Zi(0) +
Z t
0
f(N )i (u; !; Z(u)) dAi(u) +
rX
k=1
Z t
0
(N )ik (u; !; Z(u)) dMk(u);
(2.9)
i=1; : : : ; d.
Now we shall show the pathwise uniqueness for Eq. (2.9). Let Z , Z be two solu-
tions of Eq. (2.9) with Z(0)=Z(0)2F0, let TN = infft>0: kZ(t)k_ kZ(t)k>Ng
(inff;g=1), then TN " = Z ^ Z . From Lemma 2.2 we can derive, for the one-
dimensional process Zi−Zi (i=1; : : : ; d); Lt^TN (Zi−Zi )= 0; t>0 a.s. which, together
with the Tanaka’s formula (2:2), yields
jZi(t ^TN )− Zi (t ^TN )j
6
Z t^TN
0
jf(N )i (u; !; Z(u))− f(N )i (u; !; Z(u))j dAi(u)
+
rX
k=1
Z t^TN
0
((N )ik (u; !; Z(u))− (N )ik (u; !; Z(u))) dMk(u):
Then, by the condition (2.8),
kZ(t ^TN )− Z(t ^TN )k6
Z t^TN
0
kZ(u)− Z(u)k dB(u) + N (t ^TN )
where B(t)=
R t
0 LN (s; !) d(
Pd
i=1 Ai(s)); t 2 [0; TN ] is an increasing process and N (t)=Pd
i=1
Pr
k=1
R t
0 (
(N )
ik (u; !; Z(u))− (N )ik (u; !; Z(u))) dMk(u); t 2 [0; TN ] is a continuous
local martingale. From Lemma 2.1 we have
E[kZ(t ^TN )− Z(t ^TN )ke−B(t^TN )] = 0
which implies Z(t ^TN )=Z(t ^TN ); t>0 a.s. By Theorem 2.25 of Jacod and Memin
(1980) (a generalized result of the well-known Yamada{Watanabe theorem), weak
existence and pathwise uniqueness together imply that Eq. (2.9) has a unique (strong)
solution Z (N )(t); t>0. Put
N = infft>0: kZ (N )(t)k>Ng:
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From the denitions of f(N ) and (N ), we see that Z (N ) =Z (N+1) on [0; N ^N ) a.s.
Set
Z(t)=
(
Z (N )(t); t 2 [0; N ^N ); N =1; 2 : : : ;
; t 2 [limN!1 N ^N;1):
then Z is a local solution of Eq. (2.5), Z = limN!1 N . The proof is completed.
Remark 2.4. It is well known that =1 a.s., if  and f satisfy the linear growth
condition (cf. Jacod and Memin, 1980)
kf(t; !; x)k+ k(t; !; x)k6H (t; !)(1 + kxk)
where H (t; !); t>0 is a predictable process such that
R t
0 H
2(s; !) d(Ai(s)+hMkis)<1;
i=1; : : : ; d; k =1; : : : ; r a.s.
In this paper the inequality x6y (x<y) means for x; y2Rd.
3. Comparison theorems
At this section, we shall give the comparison theorems of the SIIs (2:6) and (2:7).
Theorem 3.1. Let X and Y be local solutions to the SIIs (2:6) and (2:7); respectively.
Suppose the conditions (C ) and (Ca; b) hold. Then X (0)6Y (0) a.s. implies
P(f!: X (t)6Y (t); t 2 [0; )g)= 1
where = X ^ Y .
Proof. The proof is divided in two steps.
(I) We additionally assume that one of a(t; !; ) and b(t; !; ) is local Lipschitz
continuous. Without loss of generality, we assume that b(t; !; ) satises the condition
(2:8).
Dene the stopping times
TN = inf
(
t 2 [0; ): kX (t)k_ kY (t)k_
rX
k=1
hMkit _
Z t
0
kdA(s)k>N
)
^N:
Then TN " . We shall follow the idea of the proof for the one-dimensional stochastic
dierential equations (cf. Mel’nikov, 1983 or Barlow and Perkins, 1984) to modify it
for our purpose. Let, for i=1; : : : ; d,
i= infft>0: Xi(t)− Yi(t)>0g (inff;g=1); = 1 ^    ^ d:
Then X (0)6Y (0) a.s. implies Xi()6Yi() (i=1; : : : ; d) a.s. For our conclusion, it
suces to show that, for each N>0;
P(f!: <TNg)= 0: (3.1)
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Set, for i=1; : : : ; d,
i= infft>: ai(t; !; X (t))>bi(t; !; Y1(t); : : : ; Yi−1(t); Xi(t); Yi+1(t); : : : ; Yd(t))g;
= 1 ^    ^d:
The continuity of a and b, the condition (Ca; b) and X ()6Y () a.s. imply that <
on f!: <g. Let s0 be a positive rational number, =(+ s0)^ ^TN and

i= f!: Xi()− Yi()>0g; i=1; : : : ; d:
Assume for a moment we would have that
P(
i)= 0; i=1; : : : ; d: (3.2)
It follows
Xi()− Yi()60; i=1; : : : ; d on f!: <TNg a:s:
Since X (t) and Y (t) are continuous and s0 is a rational number, we have that
Xi((+ t)^ ^TN )− Yi((+ t)^ ^TN )60; i=1; : : : ; d; t>0
on f<TNg a:s:
which, together with that < on f!: <g, implies Eq. (3.1). Therefore it remains
to verify Eq. (3.2) for each i. To do this, we put, for each i,
i=supft 2 (; ): Xi(t)− Yi(t)60g:
Since X ()6Y () a.s., we see that Xi(i)− Yi(i)60 (i=1; : : : ; d) and

i= f!: i<g;
Xi(t)− Yi(t)>0; t 2 (i; ]; !2
i:
(3.3)
We have from the SIIs (2:6) and (2:7) that
Xi(t)− Yi(t)6Vi(t); t 2 (i; ]; !2
i;
where Vi(t)=
R t
i
[ai(u; !; X (u)) − bi(u; !; Y (u))] dAi(u) +
Pr
k=1
R t
i
[ik(u; !; X (u)) −
ik(u; !; Y (u))] dMk(u): It is, for t 2 (i; ],
[Xi(t)− Yi(t)]1
i6Vi(t)1
i : (3.4)
We need the following lemma which will be proved after the end of the present
proof.
Lemma 3.2. It holds
L0t (Vi)− L0i(Vi)= 0; t 2 (i; ] on 
i a:s:
This lemma leads to
[L0t (Vi)− L0i(Vi)]1
i =0; t 2 (i; ] a:s:;
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which, together with the Tanaka’s formula (2:1), implies that
V+i (t)1
i =
Z t
i
1(Vi(u)>0)1
i [ai(u; !; X (u))− bi(u; !; Y (u))] dAi(u) + Ni(t);
where Ni(t)=
Pr
k=1
R t
i
1(Vi(u)>0)1
i [ik(u; !; X (u))−ik(u; !; Y (u))] dMk(u); t 2 (i; ]
is a continuous local martingale as 
i= f!: i<g2Fi . Since bi(t; !; x) satises the
condition (2.8), we have from the denition of  and Eq. (3.3) that, for t 2 (i; ],
V+i (t)1
i = Ni(t) +
Z t
i
1(Vi(u)>0)1
i [ai(u; !; X (u))
− bi(u; !; Y1(u); : : : ; Xi(u); : : : ; Yd(u))] dAi(u) +
Z t
i
1(Vi(u)>0)1
i
[bi(u; !; Y1(u); : : : ; Xi(u); : : : ; Yd(u))− bi(u; !; Y (u))] dAi(u)
6Ni(t) +
Z t
i
1(Xi(u)−Yi(u)>0)1
iLN (u; !) jXi(u)− Yi(u)j dAi(u)
which, together with the inequality (3.4), yields, for t 2 (i; ],
V+i (t)1
i6Ni(t) +
Z t
i
V+i (u)1
i dBi(u);
where Bi(t)=
R t
i
LN (u; !) dAi(u); t 2 (i; ] is an increasing process.
Using Lemma 2.1, we get E[1
iV
+
i () exp(−Bi())]60. Consequently, from
the inequality (3.4)
Xi()− Yi()60 on 
i a:s:
which implies P(
i)= 0 a.s. for each i, that is Eq. (3.2).
(II) Applying the approach used by Gei and Manthey (1994), (p. 27) (or see
Assing and Manthey, 1995), (p. 501), by choosing a Lipschitz continuous mapping
c(; !; )= (c1; c2; : : : ; cd) :R+Rd!Rd for each !2
 such that, for a xed N>0
and i=1; : : : ; d,
ai(t; !; x)<ci(t; !; z)<bi(t; !; y)
for t 2 [0; N ]; kxk; kyk6N and xi=yi= zi and xj6zj6yj; j 6= i; j=1; : : : ; d, one can
remove the additional condition (2:8) similarly. The proof is completed.
Proof of Lemma 3.2. We use the notations in the proof of Theorem 3.1. For each i
and N>0, by the density of occupation time formula (2:3), we have, on 
i,
Z 
i
1(Vi(u)>0)
d hViiu
2N (Vi(u))
=
Z
R
[La(Vi)− Lai(Vi)]−2N (a) da: (3.5)
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From the Kunita{Watanabe inequality (cf. Protter, 1990, p. 61), (3:3), (3:4) and (C ),
we get that
Z 
i
1(Vi(u)>0)
−2
N (Vi(u)) dhViiu6C
rX
k=1
Z 
i
1(Xi(u)−Yi(u)>0)
−2
N (Vi(u))
[ik(u; !; X (u))− ik(u; !; Y (u))]2 d hMkiu
6C
rX
k=1
Z 
i
GN (u; !) d hMkiu <1 (3.6)
where C is a positive constant.
Since
R
0+ 
−2
N (du)=1; we have from Eqs. (3.5), (3.6) and the continuity of local
time that
L0(Vi)− L0i(Vi)= 0 on 
i a:s:
for each i and N>0. The proof is completed.
Remark 3.3. In the case of that Ai(t)= t (i=1; : : : ; d) and M is a given r-dimensional
Wiener process, and the coecients of SIIs (2:6) and (2:7) all do not depend on !;
Assing and Manthey (1995) proved the same result as Theorem 3.1 under the condition
(C) which is a special case of (C ) when N (u)= u; > 12 ; and mentioned that it
is dicult to use the techniques of the Ito^ formula with respect to inequalities. Under
(C ) we establish the comparison theorem for SIIs with respect to semimartingales,
but, in the case of the strict inequality, with our techniques we have no the conclusion
that the solutions cannot come in contact with each other as in Assing and Manthey
(1995).
Now we shall replace (Ca; b) with (Ca; b). For this purpose we need the so-called
quasi-monotonicity which is used in stochastic dierential equations by Mel’nikov
(1983) and Gei and Manthey (1994), in stochastic dierential inequalities by Ass-
ing and Manthey (1995), and is dened as follows.
Denition 3.4. A function f=(f1; f2; : : : ; fd) :Rd!Rd is called quasi-monotonously
increasing, if for i=1; : : : ; d
fi(x)6fi(y)
whenever xi=yi and xj6yj; j 6= i.
Theorem 3.5. If SII (2.6) (or SII (2.7)) is an equation for which the pathwise unique-
ness holds. If the drift coecient a (resp. b) is quasi-monotonously increasing in
the third variable, then the condition (Ca; b) of Theorem 3.1 can be replaced by the
condition (Ca; b).
We omit the proof here. Or one can prove it as that in Assing and Manthey (1995).
Namely, using Theorem 3.1 in place of the comparison theorem in Gei and Manthey
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(1994), the proof is exactly the same as the proof of Theorem 1.2 in Gei and Manthey
(1994).
4. Existence
In the case cited in Remark 3.3, Assing and Manthey (1995) showed that there exist
the maximal and minimal (local) solutions to the SIIs (2:6) and (2:7), respectively,
under the condition (C) (see Remark 3.3) and the local Lipschitz condition on the
drift coecients. In this section we shall prove the same result for the SIIs (2:6) and
(2:7) with respect to semimartingales under weaker condition (C ) and the monotone
condition (MC) on the drift coecients. In dimension one, we shall give the stochastic
Bihari-type inequality and its application to multi-dimensional stochastic dierential
equations, too.
At rst, let us consider Eq. (2.5). We expect to nd a maximal and a minimal
solutions. To this, the crucial tool is the monotone iterative technique (cf. Ladde and
Lakshmikantham, 1985) which has to be applied to one-dimensional stochastic dier-
ential equations (cf. Ding and Sun, 1998).
Let  satisfy the condition (C ). Assume that f satises the condition (MC) and is
quasi-montonously increasing. Then
fi(t; !; x)− fi(t; !; y)6fi(t; !; x)− fi(t; !; y1; : : : ; xi; : : : ; yd)
+f(t; !; y1; : : : ; xi; : : : ; yd)− fi(t; !; y)
6−KN (t; !)(xi − yi) (4.1)
for t 2 [0; N ]; x; y2Rd and kxk; kyk6N with xj6yj (j=1; : : : ; d). We search for two
local Lipschitz functions g(; !; ); h(; !; ) :R+Rd!Rd such that, for any N>0 and
i=1; : : : ; d,
gi(t; !; x)<fi(t; !; z)<hi(t; !; y)
for t 2 [0; N ]; kxk; kyk6N and xi=yi= zi and xj6zj6yj; j 6= i; j=1; 2; : : : ; d.
By the same method as that in the proof of Proposition 2.3 we dene (N ); f(N ); g(N )
and h(N ). Then
g(N )i (t; !; x)<f
(N )
i (t; !; z)<h
(N )
i (t; !; y) (4.2)
for i=1; : : : ; d; t 2 [0; N ]; kxk; kyk6N and xi=yi= zi and xj6zj6yj; j 6= i;
j=1; : : : ; d. Denote (KN is that in the condition (MC))
Fi (t; !; x)=f
(N )
i (t; !; (t))− KN (t; !)(xi − i(t))
for i=1; : : : ; d; x2Rd; () which is an arbitrary adapted continuous process, then
F(t; !; ) is Lipschitz continuous. Therefore, the following equation has a unique
(strong) solution which is called the solution corresponding to (t):
Xi(t)=Xi(0) +
Z t
0
Fi (u; !; X (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; X (u)) dMk(u): (4.3)
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Consider the equations, for i=1; : : : ; d,
Ui(t)=Xi(0) +
Z t
0
g(N )i (u; !; U (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; U (u)) dMk(u); (4.4)
Vi(t)=Xi(0) +
Z t
0
h(N )i (u; !; V (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; V (u)) dMk(u): (4.5)
By Proposition 2.3 and Remark 2.4, Eqs. (4.4) and (4.5) all have a unique (strong)
solution which are denoted by U (N ) and V (N ), respectively. We have by the inequality
(4.2) and Theorem 3.1 that U (N )(t)6V (N )(t); t>0, a.s. Put [U (N ); V (N )] = f: () is
a d-dimensional (Ft)-adapted continuous process with U (N )(t)6(t)6V (N )(t); t>0;
a.s.g.
Lemma 4.1. For any 2 [U (N ); V (N )]; let A=X where X is the unique solution of
Eq. (4.3) corresponding to ; then
(1) U (N )6AU (N ) and AV (N )6V (N );
(2) A: [U (N ); V (N )]! [U (N ); V (N )] is a monotone operator.
Proof. (1) Let AU (N ) = , then, for any t>0 and i=1; : : : ; d,
i(t)=Xi(0) +
Z t
0
FU
(N )
i (u; !; (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; (u)) dMk(u): (4.6)
Applying Lemma 2.2 to Eqs. (4.4) and (4.6), we have for any t>0 that L0t (U
(N )
i −
i)= 0; i=1; : : : ; d a.s. Using Tanaka’s formula (2:1), we get from the inequality (4.2)
that
E(U (N )i (t)− i(t))+ = E
Z t
0
1(U (N )i (s)−i(s)>0)[g
(N )
i (s; !; U
(N )(s))
−f(N )i (s; !; U (N )(s)) + KN (s; !)(i(s)− U (N )i (s))] dAi(s)
6 E
Z t
0
1(U (N )i (s)−i(s)>0)KN (s; !)(i(s)− U
(N )
i (s)) dAi(s)60
which implies U (N )(t)6i(t); t>0; i=1; : : : ; d a.s. That is U (N )6AU (N ). In a similar
way one can prove AV (N )6V (N ).
(2) Let X; Y 2 [U (N ); V (N )] with X (t)6Y (t); t>0 a.s. Dene AX = ; AY = . Using
Lemma 2.2, we see that L0t (i − i)= 0; t>0; i=1; : : : ; d a.s. By Tanaka’s formula
(2:1) and (4:1)
E(i(t)− i(t))+ = E
Z t
0
1(i(s)−i(s)>0)[F
X
i (s; !; (s))− FYi (s; !; (s))] dAi(s)
6 E
Z t
0
1(i(s)−i(s)>0)KN (s; !)(i(s)− i(s)) dAi(s)60:
Thus i(t)6i(t); t>0; i=1; : : : ; d, a.s. This ends the proof.
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Proposition 4.2. Let  satisfy (C ), and let f satisfy (MC) and be quasi-monotonously
increasing. Then the Eq. (2.5) has a maximal (local) solution and a minimal (local)
solution.
Proof. Using the notations cited above, we dene the sequences fU (N )(n) g and fV (N )(n) g
by
U (N )(0) =U
(N ); U (N )(n) =AU
(N )
(n−1); V
(N )
(0) =V
(N ); V (N )(n) =AV
(N )
(n−1)
for n=1; 2; 3; : : : . Then by Lemma 4.1
U (N )(0) 6U
(N )
(1) 6   6U (N )(n) 6V (N )(n) 6   6V (N )(1) 6V (N )(0)
on [0;1) a.s.
Since U (N )(n) (t) and V
(N )
(n) (t) are continuous semimartingales, they are bounded on each
compact interval of [0;1). Thus, for every T>0; fU (N )(n) g; fV (N )(n) g converge monotoni-
cally on [0; T ] with probability 1. We set
X (N ) = lim
n!1U
(N )
(n) ; X
(N ) = lim
n!1V
(N )
(n)
on [0; T ] a.s. Since f(N )(; !; ) and (N )(; !; ) are continuous and bounded we have
from the dominated convergence theorem for semimartingales (see Protter, 1990,
Theorem 32) that X (N ) and X (N ) are solutions of the equation
Xi(t)=Xi(0) +
Z t
0
f(N )i (u; !; X (u)) dAi(u) +
rX
k=1
Z t
0
(N )ik (u; !; X (u)) dMk(u)
(4.7)
i=1; 2; : : : ; d.
For every solution X (N ) of Eq. (4.7), by the inequality (4.2) and Theorem 3.1, we
see that X (N ) 2 [U (N ); V (N )]. Assume that U (N )(k) 6X (N ) on [0;1) a.s. As the proof of
Lemma 4.1, we can prove U (N )(k+1)(t)6X
(N )(t); t>0 a.s. So we induce
U (N )(n) (t)6X
(N )(t); t>0 a:s:
for n=0; 1; 2; : : : : So X (N )6X (N ) on [0;1) a.s. Hence, X (N ) is the minimal solution
of Eq. (4.7). Similarly, we can get that X (N ) is the maximal solution of Eq. (4.7).
Now we introduce
TN = infft>0: kX (N )(t)k>Ng:
Then (see the proof of Proposition 2.3)
X (N )(t)=X (N+1)(t); t 2 [0; TN ^ N ) a:s:;
as f(N ); (N ) and f(N+1); (N+1) coincide on f(t; x): t _ kxk6Ng. Therefore, we can
dene a process X by setting
X (t)=
(
X (N )(t); t 2 [0; TN ^ N ); N =1; 2; : : :
; t 2 [limN!1 TN ^ N;1)
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which immediately follows that X is a minimal local solution of Eq. (2.5) and X =
limN!1(TN ^ N ).
In an analogous way, we can get X , the maximal local solution of Eq. (2.5). The
proof is completed.
The following result is a generalization of Proposition 3.2 in some sense.
Proposition 4.3. Let X and Y be solutions of the SIIs (2:6) and (2:7); respectively;
and X (0)6Y (0) a.s. Suppose the conditions (C ) and (Ca; b) hold.
(1) If the coecient a(; ; ) satises the condition (MC) and is quasi-monotonously
increasing, then there exists a local solution X to the SII (2:6), such that for every
local solution Y of the SII (2:7), the following equality holds:
P(f!: X (t)6Y (t); t 2 [0; )g)= 1; = X ^ Y :
(2) The coecient b(; ; ) satises the condition (MC) and is quasi-monotonously
increasing, then there exists a local solution Y to the SII (2:7) such that for every
local solution X of the SII (2:6), the following equality holds:
P(f!: X (t)6Y (t); t 2 [0; )g)= 1; = X ^ Y :
Proof. (1) By the hypothesis, the coecient a satises the inequality (4.1), that is
ai(t; !; x)− ai(t; !; y)6−KN (t; !)(xi − yi) (4.8)
for t 2 [0; N ]; x; y2Rd, and kxk; kyk6N with xj6yj; j=1; : : : ; d:
For any local solution of the SII (2:7), Y , dene ai (t; !; x)= ai(t; !; x^Y (t)) where
x^Y (t)= (x1^Y1(t); : : : ; xd^Yd(t)), then a satises the conditions of Proposition 4.2.
So the equation
X i (t)=Xi(0) +
Z t
0
ai (u; !; X (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; X (u)) dMk(u);
i=1; 2; : : : ; d, has the local solution X .
Dene the stopping times, for = X  ^ Y ,
TN = inf
(
06t<: kX (t)k ^ kY (t)k ^
rX
k=1
hMkit ^
dX
i=1
Z t
0
jdAi(s)j>N
)
^ N
then TN " .
For a positive rational number s0, let = s0 ^ TN , and

i= f!: X i ()− Yi()>0g;
i= supf0<t<: X (t)− Yi(t)60g; i=1; : : : ; d:
Then, by X (0)=X (0),(

i= fi<g2Fi ;
X i (t)− Yi(t)>0; t 2 (i; ] on 
i:
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Repeating the argument of the part (I) on the proof of Theorem 3.1, we can get
(X i (t)− Yi(t))1
i6Vi(t)1
i ; t 2 (i; ];
E[V+i (t)1
i ] =E
Z t
i
1(X i (u)−Yi(u)>0)1
i [a

i (u; !; X
(u))− bi(u; !; Y (u))] dAi(u);
where Vi(t)=^
R t
i
[ai (u; !; X (u))− bi(u; !; Y (u))] dAi(u) +
Pr
k=1
R t
i
[ik(u; !; X (u))−
ik(u; !; Y (u))] dMk(u). From the inequality (4.8) and (Ca; b) we have
E[Vi (t)1
i ] = E
Z t
i
1
i1(X i (u)>Yi(u))[ai(u; !; X
(u) ^ Y (u))− ai(u; !; Y (u))
+ ai(u; !; Y (u))− bi(u; !; Y (u))] dAi(u)
6 E
Z t
i
1(X i (u)−Yi(u)>0)K(u; !)(Yi(u)− X i (u)) dAi(u)= 0:
So V+i (t)60 on 
i; t 2 [i; ] a.s.
Consequently,
X i ()− Yi()60; !2
i; a:s:
which leads P(
i)= 0 a.s. Since X  and Y are continuous and s0 is any rational
number, we have X (t)6Y (t); t 2 [0; TN ] a.s. Let N!1 we have X (t)6Y (t);
t 2 [0; X  ^ Y ) a.s. Therefore, X  is a local solution of the equation
Xi(t)=Xi(0) +
Z t
0
ai(u; !; X (u)) dAi(u) +
rX
k=1
Z t
0
ik(u; !; X (u)) dMk(u)
which has a minimal local solution X by Proposition 4.3. Therefore X (t)6Y (t); t 2 [0;
X ^ Y ).
(2) Setting bi (t; !; y)= bi(t; !; y_X (t)) and proceeding as before, one can similarly
prove (2). The proof is completed.
Remark 4.4. From the proof of Proposition 4.3, the coecients of the SIIs (2:6) and
(2:7) depending on !2
 actually simplify things slightly.
It is easy to prove the following theorem by Propositions 4.2 and 4.3.
Theorem 4.5. Let the condition (C ) hold. If the coecient a (resp. b) is quasi-
monotonously increasing in the third variable as well as satises the condition (MC).
Then for each initial value X (0) (resp. Y (0)) there exists the maximal (resp. minimal)
local solution X (resp. Y ) to the SII (2:6) (resp. (2:7)).
Next we concentrate on the case of dimension one, and derive the stochastic Bihari-
type inequality (cf. Bihari, 1956 for the Bihari’s inequality).
Proposition 4.6. Let T>0; ut>0; t 2 [0; T ]; and let ut ; Nt and Bt be one-dimensional
continuous processes such that N: and B: are a local martingale and an increasing
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process respectively (t 2 [0; T ]). Let H :R+!R+ be an increasing function. If
ut6u0 +
Z t
0
H (us) dBs +
Z t
0
H (us) dNs; t 2 [0; T ] a:s:;
then there exists a continuous local martingale N : such that d
〈
N

t6dhN it for
t 2 [0; T ] and
ut6G−1(G(u0) + Bt + Nt)
whenever
G(u0) + Bt + Nt 2Dom(G−1);
where G(r)=
R r
T (H (s))
−1 d s; r>0, and G−1 is the inverse function of G.
In particular, if, moreover, u0 = 0 and
R
0+(H (s))
−1 ds=1 then ut =0; t 2 [0; T ] a.s.
Proof. Mt=^
R t
0 H (us) dNs; t>0 is a continuous local martingale. From Propositions 4.2
and 4.3, we see that the equation
Zt = u0 +
Z t
0
H (Zs) dBs +
Z t
0
dMs
has the solution Z: such that ut6Zt; t 2 [0; T ]. Applying the Ito^’s formula (2:3) to
G(Z:); we have
G(Zt) = G(u0) +
Z t
0
dBs +
Z t
0
H (us)
H (Zs)
dNs − 12
Z
R
Lat (Z)
H 2(a)
H (da)
6G(u0) + Bt +
Z t
0
H (us)
H (Zs)
dNs
as G00(dr)=−H−2(r)H (dr) is a negative measure.
Let Nt =
R t
0 H (us)=H (Zs)dNs then d
〈
N

t =H
2(us)H−2(Zs)dhN it6dhN it , and
G(ut)6G(u0) + Bt + Nt:
This ends the proof.
Remark 4.7. The proof of Proposition 4.6 show that driving process of the SII being
semimartingale actually simplify things slightly.
Finally, we give an application of Proposition 4.6 to the multi-dimensional stochastic
dierential equation:
Xi(t)=Xi(0) +
Z t
0
fi(u; !; X (u)) dA(u) +
rX
k=1
Z t
0
ik(u; !; X (u)) dMk(u); (4.9)
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where A is a given continuous nite variation process and M =(M1; M2; : : : ; Mr) is a
given continuous local martingale.
Proposition 4.8. Let the coecients of Eq. (4.9), f and  satisfy the following condi-
tion. There exist a measurable process K(t; !) and an increasing function H :R+!R+
such that
R t
0 K(s; !)jdA(s)j<1; t>0 a.s.,
R
0+(H (u))
−1 du=1 and
2jhx − y; f(t; !; x)− f(t; !; y)ij+ k(t; !; x)− (t; !; y)k2
6K(t; !)H (kx − yk2); (4.10)
where hx; yi=Pdi=1 xiyi; x; y2Rd, and =(ik)dr .
Then the pathwise uniqueness holds for Eq. (4.9).
Proof. For t 2 [0; T ]; T>0, let X and Y are two solutions of Eq. (4.9) with X (0)=
Y (0)2F0. By the Ito^’s formula we have
kX (t)− Y (t)k2 =
Z t
0
2 hX (s)− Y (s); f(s; !; X (s))− f(s; !; Y (s))i dA(s)
+Nt +
Z t
0
k(s; !; X (s))− (s; !; Y (s))k2 dhM is ;
where Nt =
Pd
i=1
P r
k=1
R t
0 2(Xi(s)− Yi(s))(ik(s; !; X (s))− ik(s; !; Y (s))) dMk(s) and
hM it =
Pr
k=1 hMkit :
Then, by the inequality (4.10),
kX (t)− Y (t)k26
Z t
0
H (kX (s)− Y (s)k2) dBs + Nt;
where Bt =
R t
0 K(s; !)jdA(s)j is a continuous increasing process. So we have from
Proposition 4.6 that X (t)=Y (t); t 2 [0; T ] a.s. This ends the proof.
Remark 4.9. If the function H (u) in the inequality (4.10) is additionally assumed
to be concave, the pathwise uniqueness to Eq. (4.9) is well-known (cf. Situ, 1985;
Mao, 1991). Proposition 4.8 gives a more general case, such as H (u)= u−2e−1=u; u>0
(H (0)= 0) which is an increasing and a convex function near u=0; and
satises
R
0+(H (u))
−1du=1:
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