Restructuration de programme en milieu paginé by Gaspard, Guy
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES INFORMATIQUES
Restructuration de programme en milieu paginé
Gaspard, Guy
Award date:
1976
Awarding institution:
Universite de Namur
Link to publication
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 23. Jun. 2020
·"':;·• 
• , . l 
' 
. ) 
/ 
' } t···'.) 
'i 1 
1 
,, : î 
,,\ ;: 
t . ·.· f, 
:- 1 
. . ' 
J 
. : 
\' . 
,·'.. ;, 
·, ' 
' 1 
··1 
_; 
. , . . ·-~! 
' ·''), ; 
! ;i 
. ' . 
. ' 
fACUlHS tdOTRf DAME DE U P!iX 
msmur D' IHfOHMATIOUE 
Annaa mdêmiqua 1915 - !SlS 
RESTRUCTURATiON DE PROGRAMMES 
PAGl~JE MillEU -
Guy GASPARD 
Mémoire prégenté en vue da l'obtention 
du grada de licencié et Maitra an 
Informatique 
Je remercie les personnes m'ayant 
aidé à l'élaboration de ce mémoire. 
Ma profonde reconnaissanice va à 
Monsieur le Professeur J. RA~Li\.EKERS 
dont 1 1 aide constante, les con.::.eils 
et les critiques constructives ont 
permis la réalisation de ce travail. 
Je tiens également à remercier 
Monsieur G. VANGHELUWE pour l'at-
tention qu'il a prêtée à mes 
travaux. 
Je remercie enfin mon épouse pour 
le soin et la diligence qu'elle a 
apporté à son impression. 
T A B L E D E S M A T I E R E S 
---------------------------------
CHAPITRE I I NTROD TJCTI ON 
1.1. 
1. 2 • 
La mémoire virtuelle 
La restructura:ti_on_ 
CHAPITRE II . : AFFINITE 
2.1. 
2.2. 
2.3. 
2.3.1. 
2.3.2 .. 
2.4. 
2. 5. 
2.5.1 . 
2.5.2 . 
Int roduction 
Concept d'affinité 
Ev luation théori ue de l'affinité 
Evaluation théorique de l'affinité 
hasée sur 1 1 emplacement des ré fé -
rences les unes par rapport aux 
autres dans la chaîne. 
Evalnation théorique de l'affinité 
basée sur le temps . 
Matrice d'affinité 
Méthodes d 1 évaluation_2_!'atique de_ l I af-
finité 
Introduction 
Calcul de l'affinité ba é sur des 
mesures statiques 
2.5.3. 
2.5.3.1. 
Calcul dynamique de l'affinité 
Cjlcul dynamique de . l'affinité 
hasé sur l'emplacement des ré-
férences les unes par rapport 
aux autres dans la chaîne. 
Calcul dynamique de l'affinité 2.5.3.2. 
2.5.3 . 2_. 1. 
2.5.3.2.2. 
.2.5.3.2.3. 
2.5.3.3. 
basé sur le temps. 
Extension des méthodes pré-
cédentes 
T~ilisation des working-sets 
Méthode des working- sets 
critiques. 
Calcul dynamique de l'affinité 
par échantillonnage de la chaine 
de référence. 
CHAPITRE III : RESTRUCTURATION 
3 • 1 . 
3 . 2. 
3.2.1. 
3.2.2. 
3 . 2.3. 
3.2.4. 
3. 3. 
Introduction 
A!_g9rLt_h~e~- t_epai:it ___ çqmpt_~ _d_~ __ la _pag-i-
nat i.on ._de la_ mémoire 
Algorithme de RYDER 
Algorithme d HATFIELD et GERALD 
Algorithme de ~~SUDA 
1) Jnsi fication 
AJ- g o_r-_Jt h!!!_es__i.!)Ç • p_~pdaf!.t.s _ de la pagi.:-
~t i.on ._ 
CHAPITRE IV : OPTI~ITSATION DES ALGORITH~ŒS 
4.1. 
4.2. 
4. 3. 
;I: nt r:.og_u_ç_t_:j.. on 
Recherche de . l'élément de valeur 
maxima 1 e da g_~---1.a_____m_at..rj,_çs, _ d_~_af_f_i_=.. 
nité . 
0 timisation de l'accès à la ta-
h.l..e __ de&_igent ific~:teurs de blocs 
CHAPITRE V : RESTR{ CTURATION AUTOMATIQUE 
5.1 . 
5. 2. 
5. 3. 
5.4. 
Introduc tion 
Im <;>rtance de l 'éd_iteur ci.e ~~ien:3 
Le tri_~.Qg!_~_ d I auto-adaQt._atior:!_ 
FonctionnemenL de __ l I éditeu._r__d_e 
liens, 
Possibilité d'y inclure des mo-
dules dt:L.:r.~_structuration. 
CHAPITRE VI : TEST DES N01NE LLES IMPLANTATIONS 
6 .1. Int :rQduct ion 
6 . 2. Descri12._t ion de . notre simul teur 
CHAPITRE VII : RESULTATS DES TESTS DE QUELQUES 
MET HODES DE CALCTTL DE L_t AFFINITE 
ET DE RESTRUCTURATION 
7 .1. 
7.2. 
Int roèuct ion 
Résultats 
CHAPITRE VirII : c mTCLT!SIONS 
I-1 
CHAPITRE 1 I NTRODUCTI o. T 
1.1. 
1. 2. 
1.1. 
La mémoire virtuelle 
La restructuration 
La mémoire virtuelle. 
Dans les systèmes à mémoire virtuelle, tout spéciale-
ment s'ils sont multiprogrammés les programmes en 
cours d'exécution ne- se trouvent pas entièrement en 
mémoire principàle. Ces programmes devront donc être 
scindés en portions qui seront chargées succes ive-
ment en mémoire lors de 1 'exécution. Pour ce qui nous 
occupe, ces portions sont de taille fixe; ce sont les 
11 pages 11 .La mémoire physique est alors scindée en "ca-
dres" de taille correspondante. 
La page constitue l'unité d'allocation de mémoire et 
de transfert d'information entre la mémoire principale 
et les mémoires périphériques . 
Un algorithme de gestion de mémoire détermine le nom-
bre de cadres alloués à chaque prog ramme ainsi oue les 
pages d'informations qui y seront mémorisées à chaque 
instant, en vue de maximiser la performance du système. 
De nombreux indices permettent d'évaluer la perforrnance 
d'un système. Nous avons c hoisi de l'évaluer grâce au 
taux de défauts de pages ou encore au nombre de défauts 
de pa~e (nombre de pages ne se trouvant pas en mémoire 
pri.ncipale quand le processeur en_ a besoin) générés par 
un prog ramme pendant son exécution. 
Le but d'un bon algorithme de gestion de mémoire est de 
prédire quelle pages seront référencées d ns un futur 
proche et de charger ces pages de fa ç on à ce que le pro-
cesseur les trouve quand il en a besoin. 
I 
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L'algorithme optimal est celui qui connait t oute la 
cha î ne des références futures, il n 'est donc pas réa-
lisable. 
Les recherches entreprises sur les alg orithmes réali-
sablei. ont montré qu'il existe entre eux . peu de dif-
férences du point de vue performance et qu I ils ne sont 
pas trop éloignés de l'algorithme optimal. 
En dépit de cela, il s'est avéré que les transferts de 
pages dans un système pouvaient devenir trop nombreux 
et provoqr.ter l'écroulement du système (trashing), ou 
du moins, une nette déterioration du temps de réponse. 
1.2. La restructuration. 
I l est donc néce saire d'adapter les programmes au mi-
lieu paginé. COMEAU /12 / pense que c'est au program-
meur d'avoir connaissance du milieu dans leque l sera 
traité son prog ramme. Cette solut ion est loin d'être 
satisfaisante. Des recherches sur l'adaptation des 
pro~rammes au milieu paginé se sont donc dé veloppés 
Cette adaptation porte le nom de restructuration. 
lin programme étant composé d'un ensemble de blocs 
d'informationa, une restructuration consiste à déter-
miner une implantation des blocs dans l'espace virtuel 
en fonction de mesures faites préalablement sur le 
proeramme. 
On s'efforcera pour ce faire d'exploiter la "localité" 
des programmes e n rendant contigues spatialement les 
parties qui le sont temporellement, c'est à dire q ui 
sont référencées endéans des courts i nterva lles de 
temps. 
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Le concept de localité est défini par Tsichritzis/29/ 
par le fait que pendant n' importe quel intervall de 
temps d'exécution un processu référence plus certains 
de ses constituants que d'autres, l 'ensemble des con -
tituants favorisés peut être différent pour des inter-
valles de temps différents. 
Cette propriété est due à plusieurs facteu~s : 
- l'organisation séquentielle des instructions : 
lorque l'on exécute une instruction, ii est très pro-
bable que la suivante soit en séquence dans la même 
page; 
la modularité 
un programme est presque toujours découpé en modules 
ayant une fonction spécifi que. 
- la structure des informations : 
les informations référencées à un moment donné sont 
souvent g roupées en raison des liens logiques exis-
tant entre elles (c'est le cas des données locales 
à une procédure) 
- certains mécanismes de programmation: 
par exemple : l es b oucles favorisent pendant leur 
exêcut ion la ou les pages qU:i les contiennent. 
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L 'e~emple qui suit montre que la rest ructuration d'un 
proe-ramme peut effect i. vement diminuer le nombre de dé-
fauts de page générés lors de son exécution. 
Soit un programme constitué de 7 blocs A, B, C, D, E, 
F, G. 
Le passage de contrôle d'un bloc à 1. 1 autre lors de 
l'exécution se faisant selon la séquence : 
A B C E C Il C E C F C B D B D G D B A 
Si les blocs sont implantés comme suit : 
Page 1. Page 2. Page 3. 
Le programme génère huit défauts de page en supposant 
qu'il dispose de 2 cadres mémoire, cette mémoire étant 
gérée par un algorithme de type LRU. 
Par contre, en gardant les mêmes hypothèses mais si les 
blocs sont implantés de la façon qui suit : 
le nomhr de défauts d page générés n'est plus que de 3. 
Il est p o i ble de démontrer sur ce même exemple que la 
res tructurat i on réduit la taille des working-sets du pro-
g r amm ,. 
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On s'attendra donc à ce que la restr1ct~ration des pro-
grammes produise différents effets bénéfiques : 
d'un point de vue global , le working-sets des pro-
grammes restructurés étant d · taille inférieur à la 
taille des working-sets des programme non restruc-
turés, un plus grand nombre ~e ceux ci peuvent occu-
per simult a nément la mémoire principale. 
- du p o i nt de v u e de chaque pro g r amme, une diminutio n 
du taux d e défauts de page réduit le temps de ré-
ponse et le temps d'exécution (elapsed time). 
Certaines cond itions doive nt cependant être nécessaire-
ment vérifiées: il importe que le comportement dynami-
que du programme que l'on souhaite restructurer ne va-
rie pas trop en fonction de ses données. 
En effet , il semble que cette propriété soit vérifiée 
pou~ des programmes de taille suffisament grande. 
HATFIELD et GERALD / 20/ ont montré la stabilité de com-
portement de plusieurs prog-ramme vis à vi de leurs 
données . Cette stabilité a également été vérifiée à 
l'IRIA /25/pour le compilateur PL/1 conversationnel. 
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La restructuration d'un programme telle que nous l'avons 
env i sag-ée comporte p l usieurs étapes : 
Etape 1. le programme est divisé . ,en blocs relogea-
bles. Ces blocs ont une taille moyenne très 
inférieure à la taille d'une page. 
Etape 2 . : l'affinité entre les différents blocs est 
estimée ou calculée. 
Etape 3. : un algorithme de restructnration trouve à 
partir de ces affinités le meilleur arran-
gement des hlocs dans les pages. 
Etape .4. : les blocs sont réarrangés dans l'espace vir-
tuel en fonction des résultats de l'étape 
précédente. 
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CHAPITRE II : AFFINITE 
2.1. 
2. 2. 
2. 3. 
2.4. 
2.5. 
2.1. 
Introduction 
Concept d'affinité 
Evaluation théorique de l'affinité 
Matrice d'affinité 
Méthode d •évaluation pratique de l'affinité. 
Introduction 
Ce chapitre débute par une définition du concept d'af-
finité; il se poursuit par la mise en évidence de dif-
férentes méthodes de calcul théoriques et pratiques de 
l'affinité exist ant entre les différents blocs d'un 
programme. La notion de bloc, unité de dé coupag e d'un 
programme , étant ici simplement liée à celle d'un e n-
semhle arbitraire de données ou d'instructions. 
Nous considérerons qu'un processus peut -être représenté 
par une chaîne de références. Cette chaîne est consti-
tuée de toutes le·s références aux blocs du programme, 
références générées par le processeur lors de l 'exécu-
tion du prog ramme. 
Si nous représentons toute référence au bloc X par la 
notation r, la chaîne prendra par exemple l' aspect 
X 
suivant : 
r r r r r 1 rb rb r rb rb rb r rb rh r r r r a a a a 1 c c a a a a 
dans le cas d'un p ogramme constitué de trois blocs 
A, D et C. 
Nous ferons l'hypothèse qu ' il est possible de consti-
tuer en parall\le avec la chaîne des réf'rences, une 
chaîne de temps consti. t uée des temps CPU relevés lors 
de chaque r~férence. 
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2. 2. Concept d 1 affinité. 
Lors d'une première approche.; nous définirons la contri-
bution à l'affinité entre deux blocs, au moyen d'une 
fonction décroissante du temps écoulé entre les réfé-
rence à ce blocs, et ce quel que soit le mécanisme 
de mesure de cet intervalle de temps: 
Soit une chaîne contenant les références ra et rb 
espacées de n références ou d'un temps t = t. - t. J l. 
f(n) ~ f(n - 1) 
0 ~ n +~ oo 
~ n références~ 
r 
a 
.•••••••.••••• . rb 
t. ~ - -----~,.. t . 
l. J 
= f(t. -t.) J l. 
t = t.-t . J 1 
f(t) ~ f(t - dt) 
dt ~ O 
O ~ t 6 ~ 
Nous tiendrons compte de plus des conditions aux limites 
qui sui vent : 
1) lim f(n) = 0 
n 7 00 
lim f(t) = 0 
t ~ 00 
ce qui implique qne des références très éloignées les 
une de autres ne contribuent pas à l 1établ is ement d e 
l'affinité entre l e s blocs auxquels elles réfèrent. 
2) lim f{n) 
n '7 0 
f ( 0) 
n 
lim f ( t) 
t ?> 0 
= 
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Par la suite, nous verrons que les mêthodes de calcul 
de l'affinité dnes ·à FERRARI sont basée sur d'autres 
notions : entre autre, l'appartenance des références 
à certaines sous-chaînes de la chaîne de référence ini-
tiale. 
L'affinité entre deux blocs A et B (aff(a, b)) d'un 
programme sera définie par la somme des contributions 
à l'affinité (aff(ra' rb)) pour ces mêmes blocs . 
aff (a, b) = L aff(r , rb) 
· chaîne a 
L'affinité entre deux blocs quelconques d'un programme 
peut donc être assimilée à la tendance qu'ont les ré-
férences à ces deux blocs d'apparaître de façon fré-
quemment conjointe dans la chaîne de références. 
Hne définition similaire pourrait être énonc ée pour un 
groupe quelconqu- den (n ~ 2) blocs. 
Différent éléments contribuent donc à l'établissement 
d'une affinité entre deux blocs d'un programme. Nous 
pouvons les classer en deux catégories : 
1. L'emplacement des références les une par rapport 
aux autres dans la chaîne. 
l'apparition consécutive des références dans la 
chaîne 
- la proximité des références dans la chaîne, comme 
c'est par exemple le cas pour les blocs A et B 
dans la chaîne : ra rc rb 
2. Le temps écoulé entre les réfé.rences aux deux blocs. 
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2. 3. Evaluat i on théorique de l'affinité. 
Cett~ évaluation théorique repose sur ce qui a été 
m.is en évidence à propos du concept d'affinité. 
2.3.1. Evaluation théorique de l'affinité basée 
sur l'empJacement des références les unes 
par rapport aux autres dans la chaîne. 
---------------------------------------~~ 
1. Dans 1 cas de la succession directe, si chacune 
des contributions à l'affinité entre deux blocs 
vaut 1 (f (0) = 1), l'affinité entre deux blocs 
n 
quelconques sera égale au nombre de transitions 
relevées entre ces deux blocs dans la chaîne de 
références. 
2. Le choix de la fonction f(n) qui lie la contribu-
tion à l'affinité due à des références espacées de 
n autres références à ce nombre constitue la prin-
cipale di fficnlté de cette méthode. 
De façon théorique, nous pourrions par exemple 
faire le choix de l'une ou l'autre des fonctions 
suivantes: 
f(n) = 1 
1 + n 
f(n) = k(C - n) 
f(n) = 0 
n ~ C 
n > C 
Ces fonctions répondent aux critères et conditions 
aux limites que nous nous sommes imposés : 
li.m 1 0 = lim k(C - n) - 0 
n • <X' 1 + 
lim 1 
n • o 1 + 
n 
= 1 
n 
n-::> oo 
lim k(C - n) = kC 
n ...;,O 
avec kC = 1 
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et f(n + 1) s f(n) car 
1 
n + 1 + 1 
n + 1 
2.3.2. 
1 
n + 1 
n + 2 
k(C - n - 1) ~ k(C - n) 
C - n - 1 
- 1 
~ C 
6 O 
- n 
Evaluation théorique de l'affinité basée sur 
le temp&. 
Le problème reste identique si l'on tient compte cette 
fois du temps écoulé entre les références. 
Nous introduirons dan ce cas une fonction de ce temps 
par exemple: 
f(t) = 1 f(t) = k{C - t) 
1 + t 
La vérification des conditions aux limites reste iden-
tique à .celle faite précédemment. Il reste à montrer 
que: 
dt~ O 
Ce qui est évident dans les deux cas. 
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2.4. ~~trica d 'affinit é . 
Un programme peut être représen-té pour ce qui nous oc-
cupe par son graphe de relation G(X, U) défini comme 
suit : 
X = ensemble des noeuds représentant les différents 
blocs constituant le programme. 
U = famille des arcs ou des arêtes représentant le 
appels possibles entre les différents blocs ' insi 
~1e les références à des données. 
Nou considérerons que ce graphe est non orienté : 
notre but étant de rechercher quels sont les blocs 
qui vont être placés ensemble dans une même page ou 
dans un même grQllpe de pages , il ne nous est pas utile 
de savoir par exemple de deux blocs quel est le bloc 
appelant et le hloc appelé. 
Les arêtes sont éventuellement pondérées par 1 1 affini-
té existant entre les blocs qu'elles relient. 
La représentation matricielle de ces affinités porte 
le nom de matrice d'affinité. 
Cette matrice est symétrique, nous ne la mémoriserons 
donc jamais dans son entièreté. De plu , les éléments 
de la diag onale principale seront négligés. 
2.5. 
2.5.1. 
2.5.2. 
2.5.3. 
2.5.1. 
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Méthodes d'évaluation pratiques de l'affinité 
-----------------~------------------------~--
Introduction 
Calcul de l'affinité basé sur des me ures 
statiques 
Calcul de l'affinité basé sur des mesures 
dynamiques 
Introduction. 
Les méthodes pratiques de calcul de l'affinité se 
scindent en deux groupes en fonction : 
1) des mesures statiques qui peuvent être réalisées 
avant toute exécution du programme par examen du 
code source. 
2) des mesures dynamiques basées sur une chaîne de ré-
férences obtenue pendant l' exécution du programme. 
La chaîne de références décrite précédemment étant 
difficilement utilisable par suite des coûts élevés 
de son extraction et de sa manipulation, est souvent 
remplacée par une chaîne réduite lors des calculs 
d'affinité. Cette dernière ne comporte par exemple 
que les passages de contrôle entre les différents 
blocs constituant le programme. La notion de temps 
y est éventuellement incluse par l'indication du 
temps CPU relevé lors de chaque passage de contrôle 
dll processeur. 
Cette chaîne prend par exemple l'aspect suivant : 
alors q1e po r la même exécution du programme la 
chaîne complète aurait pu prendre la forme : 
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où rf représente une référence à u n bloc de données, 
référence qui n'apparait plus dans la chaîne réduite. 
D'autres possibilités de réduction de coûts existent, 
par exemple l'échantillonnage des chaînes de référen-
ce. 
Les chaîne utilisées pratiquement constituent des 
sous-ensembles de la chaîne théorique. 
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2.5 . 2. Calcul s tat i q ue de l'affinité. 
Par un simple examen du code source du prog ramme dont 
on souhaite améliorer le comportement, il est possible 
de repérer les liens existants entre les différents 
hlocs qui le constituent. Ce niveau correspond à un re-
levé des appels inter-blocs du programme. 
Nous pouvons à ce stade tracer un graphe des relations 
du programme. 
Il est intéressant de remarquer ici que ce travail 
peut être réalisé automatiquement par un module d'ana-
]yse du programme inclus à l'éditeur de liens. Ce mo-
dule, à la condition que la notion de bloc soit iden-
tique à celle de module objet, dispose de toutes les 
informat i ons qni lui sont né cessaires dans les tables 
du relieur. 
Exemple soit le prog ramme FORTRAN 
PROGRAM MAIN Sl!BROUTI NE B SUBROUTINE D 
. . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . 
CALL B CALL D . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . E.ETURN 
CALL C RETURN 
........ .. 
END SUBROUTINE C 
.......... 
CALL D 
. . . . . . . . . . 
RETUR.i.~ 
II-10 
Son graphe des relat i ons se pré ente comme suit : 
13 
MAIN D 
C 
Il est possible de poursuivre la démarche entreprise 
en pondérant les arêtes du graphe en fonction de la 
probahilité qu'elles ont d'être parcourues lors des 
exécutions ultérieures, et de la fréquence de ces par-
cours. 
Notre expérience personnelle aux Facultés confirme 
l'expérience de COMEATJ et montre que ces estimations 
sont rarement correctes,/ 12/ 1 'exemple qui suit mon-
tre la difficulté d'évaluer la fréquence d'appel d'un 
hloc par un autre. 
SUBROUTINE A 
DO 100 I = 1, 100 
CALL B 
100 CONTINUE 
CALL C 
RETllRN 
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Lors d'un premier examen, le graphe partiel des rela-
tions de ce programme s'avère être : 
B 
A 
• 
C 
Nous serions tenter de pondérer les arêtes comme suit 
B 
A 
C 
tenant compte ainsi de la fréquence apparente des appels 
des blocs R et C par le bloc A. 
Mais il est possible que par le jeu des données et du 
code environnant que la probabilité de passage dans la 
bouc]e soit de 0.01 tandis que la probabilité de pas-
sa~e sur l'inst ruction d'appel au bloc C soit égale !\. 
1. 
La pondération des arêtes telle que nous l'avions pro-
posée ne s'explique plus, nous serions certainement 
plus proche de la réalité en proposant la pondération 
suivante : 
B 
A 
C 
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Des exemples multiples pourraient ainsi être présentés 
démontrant les inconvénients de cette méthode. 
Les améliorations peu importantes qu'elle apporte doi-
vent toutefois être considérées pour son coût réduit. 
Le mécanisme de pagination dépendant du comportement 
r.éel du programme, c'est à partir de mesures relevée 
dynamiquernent que nous allons calculer l'affinité en-
tre les blocs des programmes. 
2.5.3. 
2.5.3.1. 
2.5.3.2. 
2.5.3.3_ 
2.5.3.1. 
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Calcul dynamique de l'affinité. 
-----------~-------------------
Calcul dynamique de l'affinité basé sur 
l'emplacement des références les unes par 
rapport aux autres dans la chaine. 
Calcul dynamique de l'affinité basé sur 
le temps. 
Echantillonn~ge de la chaîne de référence 
Calcul ~ynamique de l'affinité basé sur 
l'emplacement des références les unes 
par rapport aux autres dans la chaîne. 
Il est possible de calculer 1 'affinité entre les dif-
férents blocs d'un prog ramme en ne tenant compte que 
des r é férences contig,Jes d'un bloc à un autre. 
Ce calcul se fera au moyen de la fonction 
f(n) = k(C - n) 
avec k = 1, 
C = 1, et dans ce cas~ n = 0 
Pour se faire, on examinera la chaîne de références 
con~tituées d'identificateurs de blocs (no~s ou n°) 
au travers d'une fenêtre ne permettant de voir que 
deux identificateurs contigus de la chaine. 
Nous comptabiliserons ces références dans une matrice 
d'affinit' et déplacerons ensuite la chaîne d'un iden-
tificateur vers la gauche de façon à faire apparaître 
la référence suivante. 
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Dans le cas d'une chaîne de référence constituée den° 
de blocs (il est toujoµrs po ible de se ramener à c 
cas) l'algorithme de calcul de l'affinité est le sui-
vant 
Début 
1 
Initialisation de la 
matrice d'affinité 
(aff) 
1 
i = premier n° lu sur 
la chaîne de références 
j = n° suivant lu sur la 
c haîne de références 
y >--------- Fin 
n 
aff(i, j) = aff(i, j) + 1 
1 
i = j 
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La chaîne r rh r rb rd rb rd rb r a C a 
sera par exemple traitée comme suit : 
r rb r rh r d rb rd rb r aff( r , rb) = aff(r, rb)+l a C a a a 
rh r rb rd rb rd rb r aff(rb, r ) = aff(rb, r )+l C a C C 
r rb rd rb rd rb r aff(r, rb) aff(r, rb)+l C a = C C 
rb rd rb rd rh r aff(rb, rd) aff(rb, rd)+l a = 
rd rb rd rb r aff(r d, rb) = aff(rd, rb)+l a 
rb rd rb r aff(rb' rd) aff(rb, rd)+l a == 
rd rb r aff(rd, rb) aff(rd, rb)+l a = 
rh r aff(rb, r ) = aff(rb, r )+1 a a a 
t FENETRE 
Si la chaîne comporte N identificateur.s , le nembre de 
comptabilisation à effectuer est {N-1) • On peut donc 
estimer que le temps de calcul des affinités est pro-
portionnel à N. 
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2. Un calcul similaire permet de tenir com.pte des réfé-
rence espacées, 
Nous examinerons cette fois la chaîne de références 
au travers d I une fenêtre laissant voir m( m > 2) iden-
tificateur de bloc contigu. La comptabilisation de 
l'affi nité sera réalisée comme suit pour chaque fe-
nêtre de taille n: 
r .. . -·1r ..... r •.... r 
al _ ai ai + 1 ai + 
.. , 
aff(r , r ) = aff(r , r )+ bl a. a. + 1 a. a. + 1 1 1 1 1 
aff(r , r ) = aff(r , r )+ bz a. a. + 2 a. a. 2 1 1 1 1 + 
............................................ 
aff(r , r )= aff(r , r )+rb a. a. 
m-1 a. a. 1 1 + 1 1. + m-1 m-1 
Les incréments rb , rb , 
1 2 
.••. ,rb sont choisis en fonc-
m-1 
tion de ce qui. a été convenu au paragraphe 2.3.1. 
Ils vérifieront en tout cas les iné~alités suivantes: 
......... .... ~ 
On choisit souvent la fonction 
f(n) = k(G - n) avec k = 1 
C = m - 1 
La cha îne de réf 1 r nces est comme précédemment dépla-
cée d'une référènce vers la g auche après chaque groupe 
de comptahilisations correspondant à une fen être. 
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Si la chaîne comporte N identificateurs et si la fe-
nêtre e t de taill, n ( n (( N) le temps de calcul de 
l'affinité est proportionnel à (N-n+l) et à (n-1) 
soient le nombre de déplacements de la fenêtre et le 
nombre de comptabilisations à effectuer pour chaque 
fenêtre. 
Le temps de calcul sera donc de l'ordre de N ~(n-1) . 
Pour n = 2 on retrouvera bien la valeur déduit au 
paragraphe précédent. 
Soient une chaîne de références constituée den° de 
hloc 
n la taille de la fenêtre 
b le vecteur des incréments 
l'algorithme -de calcul de l'affinité peut être re-
présenté par l ' organigramme suivant : (t.s.v.p.) 
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Début 
1 
Initialisation de la 
matrice d'affinité 
(aff ) 
1 
Lecture des {n-1) 
premi rs n° de la 
chaîne de références. 
i(l) 
1 
--------~~Lecture du n° suivant 
i(n) 
k = 2 
1 
V FIN 
_ _...,aff(i(l), i(k)) = aff(i(l),ii(k)) +b( k-1) 
1 
k = k+l 
y 
k ~ n 
n 
' ' 
m = l 
1 
_ _,_._j_ ( m) = i ( m+ 1,.) 
1 
m = m+l 
y 
m ~ n-1 
n 
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Exemple : la chaîne 
A 
1 
1 
r 
a 
sera traitée comme suit en tenant compte 
d'une fenêtre de taille 4 et des incré-
ments 
Fenêtre 
= 2 = 1 
aff(ra, rb) = aff(ra, rb)+3 
aff(r, r) = aff(r, r )+2 
a c a c 
aff(rb, rc) = aff(rb, rc)+l 
aff(rb, rc) = aff(r~, rc)+3 
aff(rb, rb) = aff(rb, rb)+2 
aff(rb, rd)= aff(rb, rd)+l 
aff(rc, rb) = aff(rc, rb)+3 
aff(rc, rd)= aff(r
0
, rd)+2 
aff(rc, rb) = aff(rc, rb)+l 
aff(rb, rd) = aff(rb, rd.)+3 
aff(rb, rb) = aff(rb, rb)+2 
aff(rb, rd) = aff(rb, rd)+l 
~ff(rd, rb) = aff(rd, r~)+3 
aff(rd, rd)= aff(rd, rd)+2 
aff(rd, rb) = aff(rd, rb)+l 
aff(rb, rd) = aff(rb, rd)+3 
aff(rb, rb) = aff(rb , rb)+2 
aff(rb, ra)= aff(rb, ra)+l 
2.5.3.2. 
2.5.3.2.1. 
2.5.3.2.2. 
2.5.3.2.3. 
2.5.3.2.1. 
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Calcul dynamique de l'affinité basé sur 
le t mp . 
------------------~--------------------
Extension des méthodes précédentes 
Utilisation d working-sets 
Méthode de working-sets critiques 
-----------------
Extension des méthode précédentes 
----------------------------------
Il serait possible d'établir un calcul de l'affi-
nité basé sur le temps séparant les références 
d'une manière quasiment identique à ce qui a été 
fait au paragraphe précédent. Il nous suffirait de 
définir une fenêtre dont la taille sera~t cette 
fois exprimée en unité de temps. Nous ne dévelop-
peron pas cette po ibilit', nou décrirons plu-
tôt deux algorithmes du à FERRARI qui corre pon-
dent à une approche quelque peu différente du cal-
cul de l'affinité. 
2 • 5 • 3 -· 2 • 2 • Utilisation des working-sets /lï / 
Il est nécessaire que nous introduisions ici une 
nouvelle notion : celle de working-set. / 13/ 
Le working-set au temps t. d'un programme corres ]_ 
pond à l'ensemble des blocs référencés par ce pro-
gramme durant l'intervalle de temps (t. - T,t.) où ]_ ]_ 
Test le paramètre dn working-set ou encore la 
taille de la fenêtre. (Si le temps séparant chaque 
référence est constant, la fenêtre utilisée au pa-
ragraphe prêc~d nt permet l'introduction de cette 
notion.) 
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T 
I I 
t. 
l. 
Pour ce qui suit nous con idérerons que Test cons-
tant et égal à t. 1 - t. quel que soit i. 1- 1 
·1. Considérons deux intervalle consécutifs 
(t. 1 , t.) et (t . , t . + 1 ) de durée T : l.- 1 l. 1 
I 
t. 1 1-
T 
I 
t. 
1 
T 
I 
Nous estimerons le working-set correspondant à 
la seconde période par le working-set de lapé-
riode précéd nte soit W(t., T). Toutefois, le 
:J. 
working-set de la seconde période est W(ti+l'T) 
et non W(t., T) . 
. 1 
L'ensemble M(t . , t ·+l) = W(t ·+l' T) \ W(t., T) 1 1. 1 1 
constitu l'en emble des blocs manquants : c'est 
à clire les blocs qui ont été référencés pendant 
la période (ti, ti+l) mais qui n'étaient pas in-
clus dans l'information e timée. 
Chacun de ,ces blocs est susceptible de provoquer 
un défaut de page (s'ils se trouvent tous dans 
des pages distinctes). Chaque page manquante sera 
ajoutée à celles se trouvant déjà en mémoire et 
accroîtra la taille du working-set. Le prog ramme 
sera suspendu s'il ~'Y a pas suffisament d 1espac 
mémoire disponib l • 
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L'ensemhle E(ti, ti+l) = W(ti, T) \ W(ti+l' T) re-
présente l'en emble de blocs en excès : ce sont 
les blocs qui font partie de l'information active 
estimée mais qui ne sont pas référencés pendant 
l'intervalle de temp (ti, ti+l), ils occupent donc 
la mémoire en pure perte. 
La prédiction de 1 1 information active serait par-
faite si les ensembles M et E étaient vide , donc 
si W(ti+l' T) était égal à W(ti, T). 
En con équence le groupement de deux blocs dans une 
page peut être utile dans les deux cas qui suivent 
- l'un des deux blocs fait partie du working-set 
estimé, l'autre étant un bloc manquant, soient 
les blocs pet q tels que: 
car la page contenant pet q ne sera plus man-
quante et la référence à q ne causera, de ce 
fait plus de défaut de page. 
- l'un des deux bloc est en excès, l'autre fait 
partie du working-set à la même période, soient 
les blocs rets tels que: 
E.. E(ti, ti+l) 
f:.. W(ti+l '?) 
car la pa~e contenant r ne sera plus en excès, 
l'on ne gardera donc pas de page inutile en mé-
moire pendant la période (ti' ti+l), 
l'algorithme se présentera donc comm suit : 
pour chaque paire d'intervalles consécutifs on c 1-
culera les ensemble Met E 
comptabilisations . qui suivent 
et l'on r é ali s era le 
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a) pour tous blocs pet q tels que 
p s W('ti' T) et q 6 M(ti, ti+l) 
aff(p, q) = aff(p, q) +1 
b) pour tous blocs rets tels que 
et s E:; W(ti+l' T) 
aff(r, s) = aff(r, s) +1 
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2.5.3.2.3. Méthode des working- set critiqnes /J..8 / 
---------------------------------------
Fn working- set critique est défini par FERRARI comme 
étant un workin~-set W(t, T) tel que la prochaine 
pag e référencée après 1 1 instant t n'appartient pa à 
W( t, T). Cette prochaine référence est appelée page 
critique. 
La matrice d'affinité e t con truite de telle façon 
que aff(i, j) représente le nombre de working-sets 
critiques de la chaîne de références ayant le bloc i 
comme référence critique et contenant le bloc j. 
2.5.3.3. 
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Calcul dynamique de l'affinité par échan-
t illonn e:e de la c îne de ré férenc s. 
Les calcnl dynamique· d'affinités décrits jusqu'ici 
présentent le désa antage d'être particulièrement coû-
teux du fait que leur temps d calcul est proportion-
nel à la taille de la chaîne de réf·rence~, taillg qu: 
est toujours très grande. Les es ais que nou avons ré -
alisés nou permettent d'affirmer que cette chaîne voit 
sa taille s'accroitre en moyenne de 1.500 identifica-
teurs par seconde CPU écoulée et ce en ne tenant compte 
que de tran ferts de contrôle. Une re tructuration ne 
s'appliquant qu I à des programmes importants, on compren-
dra que cette chaîne puisse compter plusieurs dizaines 
voire centaines de milliers d'identificateurs. 
En vue de réduire ces coO.ts, il est possible de ne pas 
utiliser l'entièreté de la chaîne de références en vue 
d l'établi ement de la matrice d'affinité, par ex m-
ple en échantillonnant cette chaîne, soit à partir d s 
références seules, soit à partir des temps CPU qu'il 
est pos ible de collecter à chaque transition. 
Dans le premier cas, nou considérerons des échantil-
lons de taille fixe comportant m références, les éch n-
tillon étant constitués toutes les N références. 
m m m m m 
------xxx------xxx------xxx------xxx------xxx 
0 M 2M 3.M nH 
(réf.) 
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Dans le second cas, les échantillon seront constitués 
des référence survenue pendant des intervalle de 
temps t à chaque période T. 
t t t t t 
------xxx------xxx------xxx------xxx------xxx 
0 T 2T 3T nT 
( temps CPU) 
Les méthodes de calcul de l'affinité examinée précé-
demment peuvent encore s'appliquer aux échantillons. 
Il en existe d'autre, plus spécialement adaptées. 
Nous allons en examiner deux: 
1) le calcul suivant est réalisé pour chaque échan-
tillon: 
aff(i,j) = aff(i,j) + S.* S~ 
1 J 
où ~- = 1 1 si le bloc i se 
trouve dans l ' échan-
tillon. 
= 0 sinon. 
L'affinité entre deux blocs est donc égale au nom-
bre d'échantillons comportant c es deux blocs. 
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2) pour chaque échantillon on calcule le nombre d'oc-
cnrences de chaqn ident i fîcateur de bloc : soit 
n . le nom.bre dt occurences de 1 1 ide nt i ficat ur i . 
1 
La matrice est en uite mise à jour comme suit : 
aff ( i , j ) = aff ( i, j ) + n. -:t n . 
1 J 
L 'échantillonn age de la chaîne de références permet 
de réduire le coût du calcul de l'affinité dans une 
proportion m/ M ou t / T suivant que l 1on échantillonne . 
cette chaîne par r apport aux références ou par rap-
port au temps . 
III-1 
CHAPITRE III : RESTRHCTHRA ION 
3.1. 
3.2. 
3. 3. 
3.lo 
Introduction 
Algorithme tenant compte de la pagination 
de la mémoire. 
Algorithmes indépendants de la pagination. 
Introduction. 
Après avoir s cindé le programme en blocs, calculé les 
affinités entre ceux-ci, nou nou proposons de dé-
crire ici quel ues algorithmes qui no, permettrons 
de restructurer le programme. 
La notion de bloc apparai nt dans ce chapitre est 
plus re trictive que cell que nou von d·c ite pr~-
cédemment : un b]oc représentera dorénavant un ensemble 
de donn~es ou d'in tructions relogeable. 
Il serait en outre souhaitable que la taille des blocs 
soit en moyenne très inf~rieure à la taill d ,tune page. 
Les différents algorithmes de restructuration que nnus 
allons examiner. se répart ia ent en deux class s: 
1. les al orithmes qui tiennent compte de 1 pagina-
tion de la mémoire en vue de minimiser le nombre 
de blocs s'étendant de part et d'autre d'une (de) 
frontière ( s) de page tout bloc dont la taille 
est inf.:ri.eure à une pag e, sera toujours mémorisé 
dans une et une seule pa"e. Ces al~orithmes ne don-
nent tout .foi3 pas toujours des résultats sati -
fai ant par su·t de f raction de p g s i..nutili-
s · qu'ils lai. ~ nt à la fin de la plupart d 
cell ~-ci . A11ssi a l'on nou:::, envis gé la pos~dbi-
li . • d d en, ifi r le progra~mes r tructu ~ ob-
tenus p ar ce~ techniqu 
III-2 
2. Nous donnerons par la suite quelques i ndications 
concernant la restructuration des programme cle 
façon indépendante de la paaination. 
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3.2. Algorithmes tenant compte de la pagination 
de la mémoire. 
-------------------------~----------------
3.2.1. 
3.2.2. 
3.2.3. 
J.2.4. 
Algorithme de RYDER. 
Algorithme de HATFIELD et GERALD 
Algorithme de MASUDA. 
Densification. 
--------------~-·-----
3.2.1. Algorithrtte de RYDER. /27 / 
Cet algorithme se décompose en deux phases di tinctes 
1. une simplification de la m~trice d'affinité, 
2. une exploitation de la matrice ain i simplifiée en 
vue d'obtenir de lits de chare-ement. 
Une li te de chargement est constituée d'une suite 
d 1 id ntificateurs de bloc, correspondant aux blocs 
devant être chargés dans une même page, ou dans un 
même groupe de pages~ 
Phase I . . 
1. Tout bloc dont la taille est supérieure 
à une page se r a toujours mémorisé à par-
tir d'une frontière de page. 
Le programmeur connaîtra ainsi l'emplacement des 
frontières de page à l'intérieur des blocs qu'il 
rédi ge. Il pourra par exemple éviter de placer une 
boucle de part et d'autre d'une frontière. 
Règle : Les affinités entr blocs dont la taille 
est supéri ure à une page seront annulées. 
2. 
3 • 
Règle 
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Tout bloc dont la taille est un 
multiple exact de la taille d'une 
page ne pourra être grvupé avec 
aucun autre bloc. 
Les affinité corre pondant aux blocs dont 
la taille et un multiple exact de la tail e 
d'une page seront annulée. 
Tout bloc dont la taille est su-
périeure à une page pourra être 
groupé avec un blo~ dont la taille 
est inférieure à une page si le 
groupement requiert moin de pages 
que les blocs n'en requé~ient de 
façon séparée. 
Par ex mple un bloc de 1 3/4 pages ne sera jamais 
groupé avec un bloc de 3/4 page. Le groupe oc-
cupe en effet 3 pages, soit le même nombre de pa-
ge que les blocs séparés. 
4. 
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Ceci implique qu'un bloc ne s'étendra jamais de 
part et d' utre d'une frontière d e page sauf si 
sa taille est supérieure à une page. 
Règle : Les affinités entre blocs dont la somme des 
"tailles modulo la taille d'une page" est 
supérieure à une page seront annulées. 
Les blocs ayant une affinité très faible 
seront placés, non plus en fonction de 
cette affinité, mais en fonction d'une 
utilisation aussi dense que possible de 
la mémo ire. 
Règle : Toutes les affinités inférieures à une cer-
taine constante seront annulées. 
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Phase II 
Etape 1. : Rechercher et annuler l' 1 lément de valeur 
maximale de la matrice d'affinit 1 • Si la 
matrice est nulle, lare tructuration est 
terminée, sinon trois situations peuv nt 
se présenter: 
1. aucun des deux blocs correspondants à 
l'élément maximum découvert ne font par-
tie d'une liste de chargement. 
(c'est certainement le cas lors du pre-
mier passage dans l'étape 1.). 
Règle: aller à l'étape 2. 
2. Les deux blocs font déjà partie de deux 
listes de chargement différente • 
Règle : aller à l'étape 3. 
3. un et uns ul de deux blocs fait déjà 
partie d •une liste de chargement. 
Règle : all r à l'étape 4. 
Etape 2. : Les simplifications précédentes de la ma 
trice d'affinité garanti ent que le deux 
blocs concernés peuvent être groupés dans 
une ou plusieurs p~ges. Une liste de char-
gement est con tituéa pour ces deux blocs. 
L'espace restant dans la page (ou dans la 
dernière page) et calcul 1 en con idérant 
la somme des tailles des bloc modulo la 
taille d'une page, somme que l'on soustrait 
de la taille de la page. 
Si cett quantit 1 et inférieure à la taille 
de tou les bloc non encore group' , la 
liste est compl'te, la matrice d'affinité 
peut-Atre simplifié en tenant compt d 
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fait q ue 1 s blocs ppartenant ~ un lit 
complète ne doivent plus êt re c o nsidérés. 
Aller à l'étape 1. 
Etape 3. : Les deux blocs concernés f ont déjà partie 
de deux li tes de chargement distincte . 
Les affinités existant entre l es blocs de 
deux listes sont annulées. 
Si les deux listes comportent chacunes un 
bloc dont la taille est supérieure à la 
taille d'une page ou si la somme des tailles 
des blocs des deux listes modulo la taille 
d'une page et supérieure à la t ai lle d'une 
page le deux listes ne peuvent être regrou-
pées en une seule. 
Aller à l'étape 1. 
Sinon 1 d eux liste sont groupée • L'es-
pace restant d ns la nouvelle li te ainsi 
formée est calculé, s'il est inf#rieur à la 
taille de tout bloc non encore gro upé , la 
liste est complète, tous les éléments de la 
matrice correspondants aux blocs de la liste 
sont annulés. 
Aller à l'étape 1. 
Etape 4. : Toutes les affini t és entre le nouveau bloc 
et les blocs de la liste concernée sont an-
nulées. 
Si la taille du nouveau bloc est supérieure 
à la taille d'un pag alors qu'il existe 
déjà dan la liste un bloc dont la taill 
est également supérieure à la taille d'une 
page 
ou si la taille modulo la taille d'une page 
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du no uv au bloc et supérieure à l'espace 
libre d e l a liste, le nouveau bloc ne pourra 
être inclu dans cette liste~ 
Aller à l'étape 1. 
Sinon le nouveau bloc est inclus dans la 
liste. 
L'addition d'un nouveau bloc à la liste nous 
oblige de recalculer l'espace libre de cette 
liste. Si cet espace est inférieur à la 
taille de tout bloc non g roupé, la liste est 
complète, tous les éléments correspondants 
aux blocs de la liste sont annulés. 
Aller à l'étape 1. 
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Quand la recherche d s liste s de chargement effectué 
par l'algorithme de RYDER st terminée, il reste géné-
ralement un certain nombre de blocs ne faisant partie 
d'aucune de ces liste. 
Ces blocs seront placés de façon à rendre l'occupation 
de la mémoire aussi dense que possible, on les placera 
donc dans les espaces inoccupés situés en fin des pages 
correspondants à des li tes non complètes et éventuel-
lement si cela et nécessaire dans des pages addition-
nelles. 
Diverses méthodes peuvent être mises en oeuvre pour se 
faire, il se peut entre autre qu'une solution appa-
raisse directement san nécessiter aucun calcul. Ce 
ne sera toutefois pas le cas en général, aussi allons 
nous développer une méthode heuri tique permettant 
d'obtenir une sol ut ion. / 08/ 
Notre problème peut s'énoncer comme suit : 
comment placer b blocs de t ailles variables dans 
t = t 1 + t 2 espaces comprenant t 1 e pace d e tailles 
variables (correspondants aux page partiellem nt rem-
plie) et t 2 espaces de tai l le fixe (page supplémen-
taires) de façon à occuper aus i p e u de pages s upplé-
mentaires que pos ible? 
Nous pouvon influencer le résultat par deux et seu-
lement deux paramètres : 
l'ordre du choix des blocs, 
1 'ordre du remplissage des trous. 
Pendant le remplissage, si les blocs de t ailles élevée 
sont laissés pour la fin, il sera sans doute difficile 
de le placer, on commencera donc par pla c e r l e bloc 
de taille maximale • 
Du f a it que n ous souh itons o ccuper un n ombre mini mum 
de page, nous es i ron en p remie lieu d r e mplir 
le pag p a rt i llement rempl i , et pari cell -c i 
cel le qui pré s ntent l e s p lu p e tit~ espac libr 
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3.2.2. Algorithme de HATFIELD et GERALD. /20/ 
Corre pondant à ch que arrangement des blocs d'un pro-
gramme, exi te un réarrangement des ligne et de co-
lonne de la matrice d'affinité. Il est évident que le 
arrangements qui se réflètent dans la matrice d'affinité 
par la présence des plus grands éléments de celie-ci 
pr~s de la diagonale principale sont les meilleurs . 
Si l'on adme·t que chaque page ne peut contenir qu'un 
nombre entier de blocs, on associera à toute page con-
tenants blocs une sous-matrices x s. Un bon arrange-
ment contiendra- les éléments de valeurs maximales de 
la matrice d'affinité dans ces sous-matrice _7 'comme le 
monttent les deux exemple suivants 
----.--1 
1
54 I 
28 ::!:d 1 
558 I 1~ ---t----.- ---------------7 
1 1 
1 1 
I 4 l00 1 
'-----·--·---+-,.-04-------~ -- ----- -, 
1 
1 40 
~40 
84 
5? 
1 
1 
1 
1 
1 
1 
1 
102 
L------~--------+-----,1- ----------
-!56 
L------------ - -----L- --C.1~6)~,S------
102 3~06 
108 
43 74 
680 
~----,- -----, 
54 7 1 .-: l 1 
7 942 28 2 1 1207 I 125 b 120 330 266 6 1a 12a2 n . 90 
1 
1 
4 21 1054 1 
1 
-7 
: 1 1 52 1 
1 60 20 1 29 9 1 
L_2~~---- - -· '---6_o _s?_6J-+, _ J_2.,1 _ __ __ 
7 
2-1 
1 2 
1 
e, 
~ --~-Jl_L..->c.c.8_. '+-----,'- - - 7 
1 12 1 
l :'5 
120 
42 6 · 39 
40 270 12 13 16 
2•14 
53 
29 : 2 IVUO 1 
L---~----~'-------------- - --7 
91 . 2-l SS : :a% 16 76 24 J 33û 
26b 
6 
18 
1?8:? 
72 
90 
4'..' 40 2J 4 
6 270 
12 
39 I J\G 
L------'---+---------,1 1 2'6 
1 
1 
1 
f 16 
1 
5) : 76 
1 ,. 
1 
16328 40 
,. 
116 
40 13<)]6 
240 
252 
l52 
990 
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A partir d'une matrice d'affinité donnée, nous recher-
cherons donc une méthode d e éarrangement de ses li-
~es et colonnes qui place les plus g rands éléments de 
cette matrice dans des sous matrices carrée situées 
sur la diagonale principale. 
Ce s ous- atrices n I auront pas t oute l ëLmême taille 
étant donné que les blocs sont de tai lle variable. 
On pourra s'attendre à trouver des nombres de blocs 
différents dans des pages différente. 
La méthode proposée peut-êt re visualisée comme suit : 
les différents blocs· d u programme sont repré entés . 
par les noeuds de poids nul d'un treillis. 
- ce noeuds sont reliés entre eux par des ressorts 
dont la force de rappel est proporti n nelle à l'af-
finité existant entre les blocs qu I ils représentent 
- d plu chaque noeud est relié au sol par un re sort 
dont la force de rappel est g . 
Exempl Soit un p rogramme c o r..stitué de quatre b locs 
A, B, C et D et dont la matrice d'affinité 
est la s uivante: 
A 
A 
B 3 
C 1 
D 4 
B 
2 
0 
C D 
5 
La repré entation statique en est d onnée à la f i gure 
ci-contre. 
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Pour connaître les hlocs devant se trouver dans la 
même page que le noeud i, nous soulèverons ce noeud 
jnsqu 1 à ce que ce dernier élève avec lui suffisament 
d'autres noeuds tels que les blocs qu'ils r présentent 
puissent remplir une page. 
Pour chaque noeud .i élevé à une hauteur h. nou sou-
1 
haiterons donc connaître les hauteurs atteintes par 
les noeuds qu'il entraîne. 
Ceci con titue un problème de statique qui peut être 
résolu en minimisant l'énergie du système ainsi cons-
truit. Les hauteurs relatives des noeuds p r rapport 
au noeud i sont données par la ième ligne de l'inverse 
d'une matrice D construite comme suit : 
d(i, j) = aff(i, j) pour i I j 
n--ç--
d (i, i) = L- aff(i, j) + g 
j=l 
g étant choisi de l'ordre 
de 2n 
n étant le nombre de bloc /20 / 
-1 , . Les lignes de D sont alors comparees en examinant 
pour chaque lig ne i, l'en e mble des noeuds proches 
du noeud i et l'ensemble des autres noeuds. L•en-
semhle des noeuds proche dei étant défini comme 
l'ensemble des noeuds représent ants des blocs pou-
vant se trouver dans la même page que le bloc i. 
La meilleure ligne est choisie en comparant les hau-
teurs rel atives au noeud ide noeuds proch s de 
celui -ci. 
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soit si ~i représente 1 'ensemble des noeuds proche de i 
on compare~a les sommes 
L dij V i 
j ~ o<j 
La ligne correspondant à la somme minimale sera choisie. 
Les candidats de la meilleur ligne sont retenus et la 
matrice D-l est réduite des lignes et colonnes corres-
pondant à ceux-ci. 
Le processus de sélection est alors itéré jusqu'à ce 
qne tout le blocs soient placés. 
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3.2.3. Algorithme de MASl!DA. /z2 / 
Le techniques d'essaimage peuvent être appliquées à 
notre problème de r'arganisation de programmes. 
La structure générale de l'algorithme que nous utili-
serons e t .1 a suivante : 
Etape 1. : Nous débutons avec n essaims, chacun étant 
constitué d'un et d'un se~l bloc du pro-
gramme. 
Nous numéroterons ces essaimode 1 à n. 
Etape 2. : Nous rechercherons les deux essaims ayant 
la plus forte affinité, soient les es aims 
pet q (p>q) et aff(p, q) leur affinité. 
Si cette affinité est inférieure à un nom-
bre donné, le regroupement et terminé. 
Etape 3. : nou~ réduirons le nombre d' ssaims de une 
unité en groupant les deux essaims p et q 
en un nouvel essaim q. 
Nous mettrons à jour la matrice d'affinité 
de manière à refléter les nouvelles affini-
tés entre l'essaim q et les autres. 
La ligne et la colonne relative à l'essaim 
p seront annul'es. 
Nous mémoriserons l'identité des essaims p 
et q ainsi que aff(p, q). 
Aller à l'étape 2. 
Cette structure permet d I implémenter différents algo-
rithmes suivant le choix du mode de mise à jour de la 
matric dtaffinit~ à l'étape 3. 
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MASUDA et autres /22/ ont développé une méthode de 
mi e à jo11r tenant compte des tailles des e aims. 
L'affinité entre deux essaims pet q est définie com-
me suit : 
1 
aff(p, q) = ---
s + s p g 
L j E:: q a ff ( i, j) 
ou s et s représentent la taille des es-p q 
saims pet q (la somme des 
tailles des blocs qui les cons-
tituent). 
l'affinité entre blocs doit bien évidemment être cor-
riRée comme suit 
aff(i, j) = aff(i, j) (s. + s.r 
+ J 
s. représentant la taille du bloc i. 
l. 
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3.2.4. Densification. 
Tous les blocs étant placést il reste le problème im-
portant des pages partiellement remplies. Si les bloc 
ne peuvent s'étendre de part et d'autre de frontières 
de page, il restera toujours des espaces inutilisés 
dans les pages; dans le cas contraire il est possible 
de densifier le programme restructuré de façon à ne 
plus laisser aucun espace inutilisé. Les expériences 
réalisées montrent les résultats encourageant de cette 
densification. 
Si les blocs peuvent traverser les frontières de page, 
un choix correct des groupe adj a cents devra être ré-
alisé. Un bloc situé sur une frontière de page ~eque-
rera probablement lors de son exécution les deux pages 
sur lesquelles il s'étend. 
En vue de s'a urer que les deux pag s soient en mé-
moire chaque fois que le bloc frontière est utilisé 
nous essaierons de placer les uns à la suite des au-
tres les groupes ayant les affinités les plus fortes •. 
Nous définirons l'affinité entre deux groupes A' et B 1 
comme la somme des affinités des blocs d'un des grou-
pes vis-à-vis des blocs de l'autre groupe, soit : 
aff (A 1 , B ') = 
i~A' 
jf:.B' 
aff(i, j) 
Notre problème consiste à découvrir un ordre des 
groupes de telle manière que la somme des affini-
tés entre les ~roupes contiŒtts soit maximale. 
Il se ramène facilement au problème du voyageur d 
commerce si l'on considère un circuit englobant les 
différents groupes. 
III-17 
3. 3 . Alg o r ithmes ind~pe nd ant s d e la pag inat ion. 
--------------------------------------~---
Ce algorithmes diffèrent en fait très peu de l'algo-
rithme de ~~SUDA. Ils sont basés sur la même structure 
que celle décrite au parag raphe 3.2.3. Seule est modi-
fiée la méthode de mise à jour de la matrice d'affinité 
qui cette fois ne dépend plus de la taille des essaims. 
L'affinité entre deux essaims p et q peut être par 
exemple définie comme suit : 
a) méthode de 1 1 affinité maximale. 
aff(p, q) = max 
if:.p,jf::q 
b) méthode de l'affinité minimale 
aff(p, q) = min 
i ~ p,jé:.q 
aff(i, j) 
a f f ( i , j) 
pour aff(i, j) 1 0 
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CHAPITRE IV OPTIMISATION D S ALGORITH~ŒS 
4.1. 
4.2. 
4. 3. 
4.1. 
Introduction. 
Recherche de l'élément de valeur maximale 
dans la matrice d'affinité. 
Optimisation de l'acc's à la table des 
identificateurs de blocs. 
I ntroduct i.on 
Les al~orithmes que nous avons décrits dans le cha-
pitre qui précède sont inutilisables pratiquement si 
certaines de leurs fonctions ne sont pas optimisées. 
En effet, le coù.t d'une restructuration peut-êtr tel 
qu'il ne soit pas économique de la réaliser. Aus .i , 
croyons-nous qu'il est indispensable d'examiner q uel-
ques améliorations permettant de réduire considéra-
blement le coût de la rest ruct urat ion d I un programme, 
Ces améliorations portent sur la recherche de 1 1 élé-
ment de valeur maximale de la matririe d'affinité et 
sur l'optimisation de l'accès à la table des symboles. 
4.2. Recherche de l'élément de valeur maximale de 
la matrice d'affinité. 
--------------------------------------------
Dans tous les al~orithmes , de restructuration, il est 
nécessaire à chaque itération de rechercher l'élément 
de valeur maximale dans la matrice d'affinité. 
Dans le cas d'un programme constitué den blocs, la 
,, n 7.:(n - 1) ,, 1 ,, matrice d'affinite comporte 2 e ements. 
Si la r cherche du maximum est séquentielle, elle se 
n *(n - 1) 
réalisera au moyen de 2 - 1 comparaisons. 
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Pour un programme décompos' en une centaine de bloc 
ceci conduit à chaque itération à (9900/2 - 1) = 4949 
comparaisons. 
Nous allons e ayer d réduire ce nombre et donc d'ac-
célérer la recherche du maximum en nous basant sur le 
fait que la matrice est souvent peu modifiée d'une ité-
ration à l'autre. 
Pour ce faire, nous utiliserons un vecteur de dimension 
n - 1, chacun des éléments de ce vecteur étant associé 
à une ligne de la matrice comme indiqué sur la figure. 
qui suit : 
1 2 3 4 
1 
2 1 1 
i 
3 
1 
1 
4 
Après avoir constituéi · la matrice, nous rechercherons 
le maximum d ns chacune des lignes et indiquerons le 
numéro de la colonne dans laque~le ce maximum apparait 
dans la case correspondante du vecteur: 
2 
3 
4 
1 
4 
3 
2 
2 
6 
7 
3 
1 
1 
2 
2 
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Ceci requiert 0 + 1 + 2 + ••.• +(n - 2) comp raisons 
. t (n - 2) ± (n - 1) . 
so1en · 2 comparaisons. 
Ceci fait, la recherche du maximum de la matrice ne 
doit plus se faire que sur 1 s maxima de ligne que 
l'on connait et qui sont au nombre de (n - 1). 
Etant donné qu'après avoir découvert le maximum de la 
matrice, on l'annule de façon à poursuivre le proces-
sus itérativement, il faut mettre à jour la case du 
vecteur correspondant à la ligne ou se trouvait ce 
maximum. Cette recherche du maximum de ligne comporte 
en moyenne (n - 2)/2 comparaisons. 
Ce procédé permet donc de calculer à chaque itération 
(sauf la première et celles qui modifient une colonne 
de la matrice) le maximum de cette matrice en 
(n - 2) + (n - 2)/2 = 3/2 * (n - 2) comparaisons . 
Le tableau qui suit permet d'estimer la réduction 
obtenue dans différents cas : 
:-----------:-----------------------------: 
: Programme . Nombre de comparaison . . . 
. constitué :-----------------------------: . 
: de n blocs: san . avec : . 
: : opti i ation : optimi ation . . 
:-----------:--------------:--------------: 
. 25 : 399 : 35 . . . 
: 50 : 1224 : 72 : 
. 100 . 4949 . 147 . . . . . 
: 200 19900 297 . . 
: 400 : 79800 597 : 
:-----------:--------------:--------------: 
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On peut montrer que la réduction du nombre de com- · 
paraisons est de l'ordre de n/3. 
En effet : 
n ±(n -
2 
1) 
3 
2 (n - 2) 
- 1 
= 
(n -k(n - 1)) - 2 
3(n - 2) 
= = 
4.3. 
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Opti, isation de 1 1 accès à la table des iden-
tificateurs de blocs. 
---------------------------------------------
D ns le cours du calcul d l'affinité entre les dif-
férents blocs du programme et en cours de restructu-
ration, il est fréquemment fait accès à la table des 
identificateurs de bloc. 
Cette table a c omme argument les identificateurs de 
blocs et comme valeurs le n°, la taille, l'adresse et 
d I autres renseignements se rapportant à chacun des 
blocs. 
Cette table étant très sollicitée il importe que les 
recherche que l'on y fait soient aussi rapides que 
possible. 
La manière la plus simple de l'organiser consiste à 
ajouter les arguments dans l'ordre dans lequel ils 
arrivent. trne recherche consi tera alors en une com-
parai on avec chaque entrée jusqu'à ce que l'on dé-
couvre le bon argument. 
Pour une table constituée den arguments ceci demande 
en moyenne n / 2 comparaisons. Sin est grand, cette mé-
thode est très inefficace. 
La recherche sera plus efficiente si la tabl est or-
donnée, nous pourrons alors utiliser une méthode de 
recherche tenant compte de ce fait, par exemple une 
recherche dichotomique. 
Le nombre maximum de comparaisons est dans ce cas de 
1 + log2 n. / 3 o/ 
Le tableau suivant montre clairement l'avantage d'une 
recherche dichotomique par rapport à une recherche sé-
quentiell • 
:-----------:--------------------------------:-------~--------------~: 
' 
Taille de 
l a tab le 
Recherche séquentie lle : Recherche dichotomique 
:----------------------~---------:-----------------------: 
Nombre moyen 
d e comparaisons 
Nombre maximum: 
de comp araison;: 
Nombre maximum 
de comparaisons 
:-----------:----------------:---------------:-----------~-----------: 
16 8 
32 16 
64 32 
128 64 
256 12 8 
512 256 
15 
31 
63 
. 127 . 
255 
511 
4 
5 
6 
7 
8 
9 
:-----------:----------------:--------~------:-----------------------: 
H 
< 
1 
°' 
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CHAPITRE V : RESTRUCTURATION AU'l'OMATIQUE 
5.1. 
5.2. 
5. 3. 
5.4. 
5.1. 
Introduction. 
Importance de l'éditeur de liens. 
Le triangle d'auto- adaptation 
Fonct·ionnement de 1 'éditeur de liens, 
Possibi lité d'y inclure des modules 
de restructuration. 
Introduction. 
Au stade auquel nous sommes arrivés, nous pouvons res-
sentir la nécessité d'un outil de restructuration pu-
rement automatique qui vienne s'incorporer à la chaîne 
habituelle de traitement des programmes : compilation -
liaison - exécution. 
Cet outil devrait occuper un emplacement privilégié 
d ans cette chaîne, en effet, il devrait : 
avoir une connaissance globale du pro~ramme, 
- être indépendant des langages de programmation, 
- pouvoir agir sur l'implanta~ion. 
5.2 . Importance de l'éditeur de liens. 
---------------------------------
Cet emplacement privilégié n'est autre que celui oc-
cupé par l'éditeur de liens statiques comme on peut 
le vérifier sur la chaîne de traitement qui suit : 
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L'éditeur de liens di. pose bien d'un connai sance 
~lobale du prog ramme : tou le mod 1 objets de 
ée dernier lui sont passés vec leurs tables. 
(Voir annexe II . structure du module objet IBM) . . 
Il est indépendant des lang ages de programmation 
étant donné qu'il n'utilise que de modules objets 
et pe1tt ag-ir sur l'implantation de ces module , 
cvest lui qui tran forme l'ensemble des module ob-
jets en un module cp.argeable. 
De plus. au niveau de l'éditeur de liens le program-
me est constitué de bloc bien adapt é s à la restruc-
turation. 
Il est toutefois utile de prendre la précaution que 
chaque module ob j et construit par un compilateur cor-
responde à la notion de bloc décrite au chapitre 3. 
Il suffit pour ce faire de compiler chaque routine sé-
parément de faç o n à ce que tous les modules objets ne 
comportent jamai s qu'une s eule section. Un e section 
étant la forme traduite en langage objet d'une rou-
tine source. 
L'éditeur de liens pourra réaliser les mesures néces-
saires à une restructuration de deux manières diffé-
rentes 
à l'édition de liens, il met en évi-
dence les liens de bloc à bloc et les 
mémorise dans une matrice d'affinité 
"statique". 
- à 1 'exécution, les références de bloc 
à bloc sont comptabilisée par un mo-
dule incorporé au programme par le re-
lieur. 
Ces caractéristiques de l'éd iteur d e liens nous per-
met d'introduire la notion de triang le d I ant o-adapta-
t ion due à MORISSET. 
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5. 3. Le triangle d'auto-adaptation. 
Ce trian~le d 'auto-ad ptation représent l'ensemble 
des moyen mis en oeuvre pour réaliser une restruc-
turation. 
Le point d'entrée du triangle est le relieur. C'est 
dans un fichier créé par le relieur que sont rangées 
toutes les informations relatives à la restructuration 
et en particulier les affinités statiques à la ?remière 
édition de liens, dynamiques après exécution. 
Il existe plusieurs cheminements possibles à l'inté-
rieur. de ce triangle: 
à la première édition de liens en fin de phase 1., 
le relieur après avoir chargé la matrice d'affinité 
statique peut demander l'établis ement d'une struc-
ture au module d I analyse, il tient compte de cette 
structure pour con tituer le module chargeable au-
quel il aura incorporé un module de mesure. 
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le pro~ramme est ensuite surveillé au cours de son 
exécution par le module de me ure (2) qui construit 
la matri ce d'affinité dynamique. 
apr' cette première mesure, il fait appel au mo-
dule d'analyse qui en déduit une nouvelle implan-
tation (3). 
le relieur restructure le programme en créant un 
nouveau modul chargeable auquel on pourra év ntu-
ellement encore incorporer un module de mesure de 
faqon à pouvoir créer une implantation qui tiennent 
compte de plusieurs exécutions (données du prog-ramme. 
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5.4 Fonctionnement de l'éditeur de liens - Po -
pos ibilit' d'y inclure des module de res-
tructura·tion. 
Si 1 'on con idère un ensemble de modules-ob jets fais : nt 
partie d'un même programme, d vant donc être exécuté 
ensemble, des lien- doivent avoir été, ou êtr établi 
entr elx au moment de l'exécution. Comme précédemme t 
nous supposerons que ces lien sont établis statique-
ment avant exécution. 
Nous appel rons "externe" tout objet permettant ces li-
en entre les différent modules objets. Un externe et 
défini dans le module par son nom et et rendu acce~-
sible aux autres par l'intermédiaire de ce nom. Il ac-
quiert ainsi une portée générale dans le programme. 
Le module qui défini un tel objet le déclare en défini-
tion d'externe DEFEXT. On trouvera par exemple dans 
le cod source : DEFEXT : long. 
Un module qui veut référencer un objet supposé défini 
en DEFEXT par un antre commence par le déclarer en 
référence d'externe : REFEXT. Le code source aura 
alors l'aspect suivant : REFEXT : Long; ..• ; ••• ; 
PROC CALCUL 
Aire = lo~g ± 2; 
: LONG 
--- lien de · , 
définition 
-- lien ef-
fectifs. 
Exempl s de liens établis entre modules . 
y .,.. 6 
Tont externe et défini par rapport à un module objet. 
(par hypothè e ch a que module obj t ne comporte qu'une 
seule section). 
Soit G(X, r ) le graphe de définition du prog ramme 
-
X . ens mble de objets du relieur -. . 
r : relation interne à X telle que l'on 
x \ y si 
Exemple E. = externe 
1 
X est défini par 
S.= section ou module objet. 
1 
E2 
E3 
E4 
rapport à y. 
Sl 
S2 
S3 
. 
. 
aie 
Les extrémités du graphe . s ont bien sûrs des sections. 
On remarque qu'il est nécessair~ de résoudre E2 et E3 
pour résoudre El et finalement ES. 
Si Gest le g raphe initial on calcule tous se puits, 
ce sont en effet les seuls éléments calculables à ce 
stade. 
On considère ensuite le g raphe G' = G - Lpuits de G et 
les arcs menant à ces puitsj et on calcule les puits 
de G', et ain ide suite jusqu'à épuis ement du graph. 
Si cette ét a pe ne peut êt r e a t teinte, l e s so mets res-
tants sont les éléments non calculab le . 
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Pratiquement, le fonct ionnement du relieur peut se dé-
compo er en trois étape : 
1ère étape : constitution de tables de modules objets 
et d •externes. 
2ème étape : le relieur décide de l'ordre d'implanta-
tion des sections du programme : 
3ème étape 
- soit de façon arbitraire (ordre de d'cla-
ration des section), 
- soit après une étude de la structure du 
programme en fonction des informations 
fournies par le graphe des liens entre 
qui à pu être constitué. 
traduit la définition en terme d'adresse 
des autres objet • 
constitution définitive du code exécutable 
C'est bien sOr lors de la seconde pha e, après l'étude 
menée sur la structure du programme que 1 1 on peut agir 
pour adapter cette structure au milieu physique dans 
lequel il sera implanté. 
La matrice d'affinité statique sera obtenue simplement 
Elle représente le graphe G(X,1) définit par: 
X: e nsemble des blocs 
r: relation de liaison 
entre les blocs. 
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CHAPITRE VI TEST DES NOFVELLES IMPLANTATIONS . 
6 .1. 
6.2 . 
6.1 . 
Introduction 
Description de notre simulateur 
Introduction. 
Disposant de différentes structures d'un programme~ 
nous nous trouvons maintenant devant le problème qui 
consiste à les comparer. 
Di fférehts indices de performance pourraient être uti-
lisés en vue de réaliser ces comparaisons. Parmi ceux-
ci, nous avons choisi de nous baser sur le nombre de 
défauts de page générés lors d e l' exécution des pro-
grammes . 
Cette mesure devant être prélevée dans de conditions 
identiqnes pour· toutes les structures testées, il ne 
nous a pas été possible de la réaliser lors d'exécu-
tions réelles des programmes. I l nous aurait en effet 
été impossible de maîtriser certains paramètres qui 
l'influencent, tel qv e par exemple la charge d u sys-
tème. Nous avons do nc élaboré un simulateur permettant 
de placer toutes les structures dans des conditions 
rigoureusement i.d nt iques . 
6.2. Description du simulateur. 
Le simulateur que nous avons construit utilise une 
chaîne de réf're nc es du programme. Comme pour le cal-
cul de l'affinité, nous n disposons pas ici de la 
chaine complète maisd 'nn sou - chaî.n ne comportant 
VI-2 
qne des passages de contrôles d'un bloc à un autre. La 
même chaîne sera bien évidemment utilisée .lors de cha-
que simulation. 
Le simulateur interprète cette chaîne de référence et 
simule le mécanisme de chargement des pa,ges dans une 
mémoire de taille fixe gérée par un algorithme de rem-
placement de type LRU. 
Le comportement simulé est différent du comportement 
réel, il est toutefois en accord avec les principes 
~é néraux de ce dernier et est de plus identique pour 
chaque structure. 
Le fonctionnement de ce simulateur est représenté sur 
l'alg orithme figurant à la page suivante. 
La variable ddp contiendra à la fin de la simulation 
de nombre de défauts de page générés. 
1 
Gérer le stack 
et placer la 
page référencée 
en haut du stack 
y 
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Début 
1 
ddp = O 
1 
lire 1 référence 
y 
FIN 
n 
n la page 
trouve-t-elle - ~--
en mémoire 
y 
ddp = ddp + 1 
y a-t-il encore 
la place en 
mémoire 
n 
enlever la 
page du bas 
du st ack 
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Exemple : 
soient : 
- la chaîne de référence initiale: 
- la structure testée: 
Bloc 
A 
B 
C 
D 
E 
F 
N° de la page 
dans laquelle 
il est implanté. 
1 et 2 
2 
2 
3 
4 
4 
Page 1. 
p age 2. 
p age 3. 
page 4. 
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- taille de la mémoire 3 cadre. 
Simulation : 
Chaine Chaîne Stack DDP 
initiale intermédiaire Mémoire 
--------
-------------
-------
A 1 1 1 
2 2 1 2 
B 2 2 1 
C 2 2 1 
B 2 2 1 
D 3 J 2 1 3 
E 4 4 3 2 4 
D 3 3 4 2 
B 2 2 3 4 
A 1 1 2 3 5 
2 2 1 3 
F 4 4 2 1 6 
A 1 1 4 2 
2 2 1 4 
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CHAPITRE VII : RE SULTAT DES TESTS DE QUELQUES ~lET.HO-
DES DE CALCUL DE L'AFFINITE ET DE RES-
TRUCTURATION. 
7.1. 
7. 2. 
7. 1. 
Introduction 
Ré ultats 
Introduction. 
Le programme que nous avons pu examiner appartient à 
la famille des pré-compilateurs. Il est con titué de 
63 routines FORTRAN que nous assimilerons à des blocs. 
Sa taille est de 26 pages. La distribution des tailles 
des blocs est donnée par le figures VII 1. et VII 2. 
La première correspond à la distribution complète. ( On 
remarquera qu'ancun bloc n'a une taille snp'rieure à 2 
pa~es), la seconde nous montre la distribution des tail-
les des blocs pour les blocs dont la taille est inféri-
eure à une page. 
La taille moyenne du bloc est de 1680 octets soit 0,41 
pa ~e. Si l'on ne tient compte dans ce calcul que des 
blocs dont la taille est inférieure à une page, la tail-
le moyenne du bloc est de l'ordre de 1/3 de page. 
Ceci nous place déjà dans des conditions favorables à 
une restructuration. 
La chaîne de références relevée lors d'une exécution 
de ce pro~ramme comportait approximativement 12000 
références. Elle correspond à un ~emps d'exécution du 
programme de l'ordre de 8 secondes. Tous les blocs 
n'ont pas été référencés lors de cette exécution. 
( routine d I erreurs ) 
Nous avons estimé le nombre de défauts de pag e générés 
par ce programme au moyen de simulateur décrit au cha-
pitre précédent. 
(%) 
100 
90 
80 
70 
60 
50 
40 
30 
20 
j ' 
10 . 
0 
0 
• 
l 
VII-2 
Distribution des · tai lles des 
blocs du programme MYDYN . 
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Distribution des tailles de 
blocs du programme ~ŒDYN. 
(bloc dont la taille est 
inférieure à la taille 
d'une page.) 
1 
0 512 1024 1536 2048 2560 3072 3584 4096 
( octets) 
Fi g VII 2. 
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7. 2. Résultats 
Divers e ... ais de restructuration ont été ré lisés au 
moyen de l'algorithme de RYDER, la matrice d'affini-
té étant con tituée par les méthode décrite au pa-
ra~raphe 2.5.3.1. (calcul ba é sur l'emplacement des 
réf'renc d n la chaine). Le seul paramètre modifié 
d •un essais à 1 1 autre étant la constante C de la fonc-
tion f(n) = k ( C - n) ( fenêtre) 
On pourra examiner l 1effet de ces restructurations 
grace aux graphiques qui suivent. 
Chacun de ceux- ci correspondant à un choix différent 
de la taille de la fenêtre utilisée lors du calcul de 
l'affinité, montre la dépendance du nombre de dé -
fa1~s de page vis à vis de la taille mémoire disponi-
ble ( en nombre de cadres). 
- la courhe en trait plein correspond au nombre de dé -
faut de page gén'rés par le programme initial, c'est 
à dire structuré san mesures par le programmeur; 
- la courbe en trait interrompu correspond au nombre 
de défauts de page gé n é rés par le progra1_T1me restruc-
turé. 
On remarquera que les effets de la rest ructuration sont 
les plus marqués pour des fenêtres de taille 5 ou 6 et 
cela quel que soit le nombre èe cadres alloués au pro-
gramme. 
Quand le nombre de cadres alloués au programme est pro-
che ou supérieur à la taille de ce dernier, on remarque 
que le nombre de défauts de page générés par le program-
me restructuré est plus élevé que le nombre de défauts 
de page ~énérés par le programme initial . 
Ce phénomène est dû au fait que les programmes restruc-
turés par des algorithmes tenant compte de la pagina-
tion de la mémoire occupent plus de pages après res-
tructuration qu I a v ant. 
VII-5 
Les courbes représentant le nombre de défauts de page 
en fonction de la taille mémo ire disponible pré ~entent 
toujours une asymptote horizontale~ 
En effet, quand le nombre d cadre disponible est 
égal ou supérieur au nombre de pages du programme , le 
nombre de défauts de page et égal à ce dernier nom-
br ( aucune page n'étant remplacée.) Ilet évident 
q ue 1 1 asymptote corre pondant au programme restr-uctu-
ré· est toujours à un niveau plus él.evé que celle cor-
respondant au programme non r estructuré . 
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Influence d'une re tructuration par 
l'algorithme de RYDER s u r le nombre 
de défauts de page. 
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1Infl uence d 1 une restructura·tion par 
l'algorithme· de RYDER sur le nomhre 
de défauts de p a ~e. 
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Influence d'une re tructuration par 
l'algorithme de RYDER sur le nombre 
de défauts de page. 
e: ~!YDYN 
5 1 () 15 20 
Nomhre de cadres di.sponihles 
programme non restructuré. 
programme restructuré. 
affinité calcnl é es au moy n 
d'un fenêtre de taille 4. 
TITR 
PRO 
N 
cl 
e 
d 
, 
e 
f 
él 
11 
t 
s 
d 
e 
p 
a 
~ 
e 
! (;~ - --
l.i .. 
e - .. 
.. - -
r, --
,1 -· -· 
') 
! (~ - -
~) - .. 
l1 
,' -- ·-
LEGE D 
M 
VII-9 
Inflti enc d'une restructuration par 
l'algorithme de RYDER sur le nombre 
de défaut d pag . 
e: 
5 10 15 
programme non restructuré. 
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affin ité calculée au moyen 
d 'une fenêtre d t ail le 5. 
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Influenc d'une re tructuration par 
RYDER sur le nombre l'algorithme de 
de d~fants d page. 
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Influence d 1une re tructurat i on par 
l'algorithme de RYDER sur le nombre 
de d ' f auts de page. 
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Influenc d'une restructuration par 
l'algorithme· de RYDER sur le nombre 
de d'fauts de page · 
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Influence d'une restructuration par 
l'algorithme de RYDER sur le nombre 
de défaut d page. 
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Influ nce d'une restructuration par 
l'algorithme de RYDER sur le nombre 
de défaut de pag~. 
E: MYDYN 
5 10 15 20 
Nomhre de cadres di sponH, les 
DE 
: pro~ramme non restruct ur~. 
pro~ramme restructuré. 
affinités calcul'e au moy n 
d'un e fen ... tre de taille 10. 
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L'effet du choix de la taille de la fenêtre utilisée 
pour le calcul de l'affinité est plus clairement vi-
sible sur le graphique qui suit. 
Chacune des courbes qui y figure montre la dépendance 
du nomhre de défauts de page vis à vis de la taille de 
la fenêtre utilisée pour le calcul de 1 1 aff init.:. et ce 
pour une disponibilité en mémoire fixée. 
Chacune de ces c ourbes présente un minimum pour une 
fenêtre de tille 5 ou 6. 
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TITRE R.EST R.f'CTî"RATION PAP L 1 ALGORITII;\Œ DE RYDER . 
Infln nce de lé1 taille de la fe nêtre ntilisée 
lors cln calcul d e s affinités sur le 
nomhre de défa,_tts de pag e . 
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Densification 
L'influence de la restructuration étant défavorable 
dans c rtains cas du fait de la taille accrue du pro-
gramme restructuré, il nous a paru utile de rendre au 
programme restructuré sa taillé initiale en le densi-
fiant. 
Les deux graphiques qui suivent montre le résultat 
d'une telle densification de 2 structures obtenues 
précédemment {calcul de !:'affinité par fenêtre de 
taille 5 et 10, algorithme de RYDER) 
L'influence de cette densification est déf vorable 
quand l'espace mémoire disponible est peu important. 
Elle corrige toutefois l'effet de l'accroissement de 
la taille du programme décrit précédemment. 
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Influence de la den i f ication des 
prog rammes r~st ructurés sur le 
nombre de défauts de page. 
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Influenc de la densification de 
prog rammes restructurés sur le 
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Nomhre de cadres d i.sponibles 
: prog ramme non restructuré. 
programme restructuré . Fenêtre 10. 
prog ramme restructuré et densifié. 
VII-20 
Deux essais de restructuration ont été réalisés à par-
tir de méthode d'essaimage. 
En premier lieu, une restructuration par 1 1 algorithme 
de MASUDA basée sur une matrice d'affinité con tituée 
au moyen de la fonction f(n) = 4 - n (fenêtre de taille 
5) ensuite une re tructuration tenant compte de la mise 
à jour de la matrice par la méthode de 11 1 'affinité la 
plus élevée" à partir de la même matrice d I affinité. 
Les courbes obtenues sont toutes deux caractéristi-
ques des classes des algorithmes de restructnration. 
1) l'algorithme de ~~SUDA présente le même défaut que 
l'algorithme de RYDER, (inefficacité quand un es-
pace disponible en mémoire a une taille proche ou 
supérieure à celle du programme) 
2) par contre, l'autre méthode présente une effica-
cité élevée et constante qui nous à d'ailleur éton-
né. 
En effet, quand nous avons utilisé cet algorithme 
en vue de re tructurer les 63 blocs du programme 
:r.rYDYN, il a produit une structure ne comportant que 
25 blocs (les autres algorithmes produisant tou-
jours une structure quasi-complète) 
Les ~8 blocs restants ont été adjoints à cette struc-
ture dans un ordre quelconque. 
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VII-21 
Influence d'une restructuration par 
l'algorithme de ~~SUDA sur le nombre 
de défauts de page 
M HYDYN 
5 10 15 20 
Nom~,re de carlres di.sponi1,les 
·-- ----- - ----
LEGENDE 
programme non restructuré 
progral!tme restructuré 
fenêtre 5. 
VII - 22 
TITR : Influence d 1 une restructuration par 
essaimage sur le nombre de défauts 
de page. ( affinité la plus élevée.) 
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VII-23 
Nous avon comparé des résultats avec ceux obtenus par 
l'algorithme de RYDER appliqué à la même ri1atrice d 'af-
finité. 
On remarque que 1 1 algorithme de MASIJDA fournit constem-
ment de moins bons résultats, tandis que l'autre métho-
de donne une structure plus performante que celle obte-
nue par l'alg orithme de RYDER densifiée (ou non.) 
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Compara:i.son de 
et de MASUDA . 
algorithmes de RYDER 
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1T oml, re de cadres di sponihles 
prog ramme non restructur é. 
prog ramme restructuré par l'algorithme 
de .HASUDA . 
p ro«ramme restructur' par l'algorithme 
de R yDER . 
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VII-25 
Comparai on d l'algorithme de RYDE~ et 
de lare tructuration par essaimage. 
(affinité la plus élévée). 
E: l'-!YDYN 
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DE 
: programme non restructuré. 
--- • programme restructuré par essaima~e. 
: prog:ramme restructuré par 1 1 algorithme 
de RYDER. 
VII-2 6 
Nous avons final e ment testé les différentes méthodes 
de c a lcul de l'affinité basées sur des échantillons 
de chaîne de référence. 
Celle - ci a été échantillonnée par rapport au temps la 
premiè re fois en considérant des échant i llons de 5 ms 
pris toutes les 50 m et ensuite des échantillons de 
10 m considérés toutes les 100 ms . 
L'affinit· a ensuite été calcul ·e par chacune d e deux 
méthodes exposée au paragraphe 2.5.3.3. 
La nonvelle structure a été obtenue par l'algorithme 
de RYDER . 
Le nombre de défauts de page ne semble pas être forte -
ment influencé par ces méthodes de calcul de l'affi-
nité. L'échantillonnage influence par cette méthode la 
performance de la nouvelle structure. Il apparait ainsi 
que les échantillons de 10 ms sont mal adaptés à no-
tre problème. 
Les ~raphiques qui suivent correspondent à une restruc-
turation réalisée à partir d'une matrice d'affinité 
obtenue par la méthode multiplicative. 
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TITA Influenc d l'échantillonnag e de la 
chaîne de référence. 
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VII-28 
Influ~ncè de l'échantillonnage de la chaîne 
de références. 
E MYD ' K 
·, 
5 10 15 20 
Nom~,re de cadres <lisponU,les 
LEGENDE 
prog ramme non restructuré . 
pro~ramme restructuré. (échant i llons de 
5 ms pris toutes les 50 ms ). 
VIII-1 
CHAPITRE VIII : C0NCLlTSI0NS 
Nous nous proposions dès le début de cette étude de 
restructurer des prog rammes en vue de les adapter au 
milieu paginé; et donc de diminuer leurs taux de dé-
fauts de page. 
L'ex p l que not1 avons con idérê ( le programme 
MYDYN) nons a donné entièrement satisfaction, les 
améliorations obtenues dépassent nettement les pré-
visions que nous avions pu faire à partir des résul-
tats proposés par les auteurs des différents algorith-
mes de calcul de l'affinité et de restructuration. 
Ce fait provient sans doute d'une bonne adaptation 
du programme MYDYN à la restructuration (taille des 
blocs). 
Dans le cadre des expériences que nous avons réalisées 
deux paramètres peuvent influencer le nomhre de défauts 
de page générés par le prog ramme étudié lors de son 
exécution ( simulée) dans un espace mémoire de taille 
fixe : 
1) le calcul de l'affinité : 
a) nous avons constaté l'existence d'une fenêtre 
de taille optimale lors du calcul de l'affinité 
par la méthode exposée au paragraphe 2.5.3.1 
au moyen de la fonction f(n) = k(C - n). 
(si la rest ructuration ultérieure est réalisée 
par 1 'alp:orithme de RYDER}. 
h) on remarquera qn'il convient d'être particuliè-
rement prudent lors du calcul de 1 1 affinité par 
échantillonnage de la chaîne de références. 
(in fluence de la taille des échantillons). 
2) les algorithmes de restructuration: 
a) hien que l' en emble des algorithmes de restruc-
turation étudiés nous ait donn • satisfaction 
dù . p oint de vue de la réduction du nombre de 
VIII-2 
défauts de page, il nous semble que les algo-
rithmes hasés sur l e techniques d'essaimage 
soient particulièrement intéressants du fait 
de 
- leur simplicité de programmation, 
- leur vitesse d'exécution (c~ût de la 
nouvelle structure). 
la qualité des structures qu ' ils 
produissent. 
b) Nous avons remarqué que les algorithmes indé-
pendants de la pagination de la mémoire pro-
duissent des structures plus efficaces que 
celles produites par les algorithmes dépendants 
de la pagination quand le nombre de cadres 
mémoire est égal ou supérieur an nombre de 
pages du programme. 
Il pourrait nous être reproché de ne pas avoir étudié 
la restructuration d'autres prog ramme, ce qui nous 
aurait sans doute permis de tirer des conclusions 
plus générales. On notera toutefois que dans le 
cadre de la réalisation d'un mémoire, forcément limi-
tée, il n'est pas toujours possible de réaliser toutes 
les expériences souhaitées. 
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