Photometric redshifts are a key component of many science objectives in the Hyper SuprimeCam Subaru Strategic Program (HSC-SSP). In this paper, we describe and compare the codes used to compute photometric redshifts for HSC-SSP, how we calibrate them, and the typical accuracy we achieve with the HSC five-band photometry (grizy). We introduce a new point estimator based on an improved loss function and demonstrate that it works better than other commonly used estimators. We find that our photo-z's are most accurate at 0.2 < ∼ z phot < ∼ 1.5, where we can straddle the 4000Å break. We achieve σ(∆z phot /(1 + z phot )) ∼ 0.05 and an outlier rate of about 15% for galaxies down to i = 25 within this redshift range. If we limit to a brighter sample of i < 24, we achieve σ ∼ 0.04 and ∼ 8% outliers. Our photo-z's should thus enable many science cases for HSC-SSP. We also characterize the accuracy of our redshift probability distribution function (PDF) and discover that some codes over/under-estimate the redshift uncertainties, which have implications for N (z) reconstruction. Our photo-z products for the entire area in the Public Data Release 1 are publicly available, and both our catalog products (such as point estimates) and full PDFs can be retrieved from the data release site, https://hsc-release.mtk.nao.ac.jp/.
Introduction
In the era of wide and deep imaging surveys, the photometric redshift technique (hereafter photo-z, see Hildebrandt et al. 2010 and references therein) has become compulsory to uncover the large-scale distance and time information of millions (soon billions) of galaxies. While photo-z algorithms and the photometry measurements have improved significantly over the past two decades (Coupon et al. 2009; Hildebrandt et al. 2008; Hildebrandt et al. 2012; Dahlen et al. 2013; Bonnett et al. 2016) , the challenge of acquiring photo-z estimates accurate enough to meet the requirements of cosmology and galaxy evolution studies continues to motivate the active development of photometry extraction and photo-z algorithms even today.
It is now clear that both template-fitting and machinelearning methods are complementary and necessary to compute meaningful photo-z's. Template-fitting methods (Arnouts et al. 1999; Bolzonella et al. 2000; Feldmann et al. 2006; Brammer et al. 2008; Kotulla et al. 2009 ) use known galaxy spectral energy distributions (SED) and priors (Benitez 2000; Ilbert et al. 2006; Tanaka 2015) to match the observed colors with predicted ones. Such an approach currently represents the only way to provide photo-z estimates in regions of color/magnitude space where no reference redshifts are available (but see also Leistedt & Hogg 2016) . Machine learning methods (Tagliaferri et al. 2003; Collister & Lahav 2004; Lima et al. 2008; Wolf et al. 2009; Carliles et al. 2010; Singal et al. 2011; Brescia et al. 2016 ) are complementary as they provide efficient photo-z estimates, in terms of speed and precision, but require a training sample that is a fair representation of the galaxy sample of interest, which is often difficult to construct due to missing regions in the multi-color space.
Precise photo-z's are needed to enable the selection of sharp, non-overlapping redshift bins to "slice" the Universe. For example, cosmic shear studies (Kilbinger et al. 2013; Hildebrandt et al. 2017 ) suffer from galaxies in adjacent redshift bins that dilute the cosmological signal and increase the importance of systematic biases such as the galaxy intrinsic alignments (Heymans et al. 2013) . For galaxy evolution studies, it is often important to infer physical properties of galaxies such as stellar mass in addition to redshifts. It is thus crucial to minimize catastrophic photo-z errors that lead to erroneous physical parameters.
The accurate characterization of the true underlying redshift distribution of a galaxy sample remains a major challenge in today's experiments. With samples composed of hundreds of millions of galaxies, systematic biases now largely dominate over statistical errors, and gathering a complete and numerous calibration sample has become increasingly pressing in the context of current and planned large-scale imaging surveys. Recently, significant progress has been made in building fainter spectroscopic redshift (hereafter spec-z) samples, e.g., DEEP2 (Davis et al. 2003; Cooper et al. 2011; Cooper et al. 2012; Newman et al. 2013) , VVDS (Le Fèvre et al. 2004; Le Fèvre et al. 2005; Le Fèvre et al. 2013) , VUDS (Tasca et al. 2016) , and 3D-HST (Skelton et al. 2014; Momcheva et al. 2016 ). These are complemented by larger but shallower surveys such as VIPERS (Garilli et al. 2014) , SDSS (Alam et al. 2015) , Wiggle-Z (Drinkwater et al. 2010) and GAMA (Liske et al. 2015) . More complete but with lower redshift resolution samples are also available from PRIMUS (Coil et al. 2011; Cool et al. 2013) along with many-band photo-z's from COSMOS (Laigle et al. 2016) . In parallel, the community has developed new powerful tools to identify deficiencies in existing spec-z samples (see e.g. Masters et al. 2015) in order to help focus resources on targeting specific galaxy populations with the adequate instruments.
Still, additional effort is required to (1) improve photoz algorithms to fully exploit the information provided by the calibration samples, (2) gather and homogenize heterogeneous datasets, and (3) fill in the underrepresented regions of color/magnitude space with reference redshifts in order to calibrate all of the galaxies observed in the deepest photometric surveys.
These challenges are faced by all on-going and future largescale photometric surveys, such as the Kilo-Degree Survey (KiDS, de Jong et al. 2013 ) which started in 2011 and whose aim is to map 1 500 deg 2 in four optical filters (u, g, r, i) at relatively shallow depths. At a similar depth but over a larger area, the Dark Energy Survey (DES, Flaugher 2005 ) is surveying 5 000 deg 2 in five filters (g, r, i, z, Y ) in the southern sky since 2013. In the future, Euclid (Laureijs et al. 2011 ), a space mission to be launched in 2020, will observe 15 000 deg 2 in one optical ("vis") and three near-infrared (Y, J, H) filters, complemented by optical multi-wavelength imaging data from the ground. The Large Synoptic Survey Telescope (LSST, Ivezić et al. 2008 ) will cover 20 000 deg 2 square degrees in 6 filters (u,g,r,i,z,y) over a period of 10 years, starting from 2022, with significantly deeper imaging data than the projects described above.
Here we present the photo-z results from the HyperSuprime-Cam Subaru Strategic Program (HSC-SSP, Aihara et al. 2017b ), a 300-night deep imaging survey dedicated to cosmology and the study of galaxy formation and evolution. The survey consists of three components: a Wide layer (r ∼ 26 at 5σ for point sources) over 1 400 deg 2 , a Deep layer (r ∼ 27) over 28 deg 2 , and an UltraDeep layer (r ∼ 28) over 4 deg 2 . This paper presents the efforts led by the photo-z team in HSC-SSP to develop new photo-z algorithms, gather a state-of-the art reference redshift sample, deal with an unprecedented amount of data, and release our products to the public.
The data presented in this study correspond to the Public Data Release 1 (PDR1) and the S16A internal data release. In Section 2, we describe the procedures used to build a robust training sample and to validate our photo-z estimates. In Section 3, we present our photo-z methods. Section 4 defines our adopted performance metrics. In Sections 5 and 6, we characterize our photo-z performance. We give an overview of our photo-z products included in the public release in Section 7 and finally conclude in Section 8. As our previous internal photo-z releases are often used in our science papers, we briefly summarize our previous data products in Appendix 1. Unless otherwise stated, all the magnitudes are AB magnitudes.
Training, Validation, and Test Samples
The HSC-SSP survey footprint has been designed in order to maximize the overlap with other photometric and spectroscopic surveys, while keeping the survey geometry simple. For photoz purposes, this means we can exploit a large number of public spectroscopic redshifts in our survey fields and use them to calibrate our photo-z's. This section describes how we construct the training sample, and how we calibrate, validate and test our photo-z codes (details of the codes can be found in Section 3).
Construction of the training sample
We first collect spectroscopic redshifts from the literature: zCOSMOS DR3 (Lilly et al. 2009 ), UDSz (Bradshaw et al. 2013; McLure et al. 2013 ), 3D-HST (Skelton et al. 2014; Momcheva et al. 2016) , FMOS-COSMOS (Silverman et al. 2015) , VVDS (Le Fèvre et al. 2013) , VIPERS PDR1 (Garilli et al. 2014) , SDSS DR12 (Alam et al. 2015) , GAMA DR2 (Liske et al. 2015) , WiggleZ DR1 (Drinkwater et al. 2010 ), DEEP2 DR4 (Davis et al. 2003; Newman et al. 2013) , and PRIMUS DR1 (Coil et al. 2011; Cool et al. 2013) . As each of these surveys have its own flagging scheme to indicate redshift confidence, we homogenize them for selection of secure redshift. The redshifts and flags are fed to the HSC database and matched with the HSC objects. This public spec-z table (described in detail on the spec-z page at the data release site) is included in the PDR1 of HSC-SSP and made available to the community.
Our training data include ∼170k and 37k high-quality specz and g/prism-z, respectively, taken from the matched catalogs described above. We supplement the training data with ∼ 170k COSMOS2015 many-band photo-zs (Laigle et al. 2016 ) along with a collection of private COSMOS spec-zs (Mara Salvato, private communication) exclusively used for our photo-z training (they are not included in the PDR1). Data are included in our training set if they meet the following quality cuts:
Public spec-z data:
1. 0.01 < z < 9 (no stars, quasars, or failures) 2. σz < 0.005(1 + z) (error cut) 3. SDSS/BOSS: zWarning = 0 (no apparent issues) 4. DEEP2: qFlag = 4 (> 99.5% confidence) 5. PRIMUS: qFlag = 4 (very confident) 6. VIPERS: qFlag = 3 − 4 (> 95% confidence) 7. VVDS: qFlag = 3 − 4 (> 95% confidence) 8. GAMA: qFlag ≥ 4 (very confident) 9. WiggleZ: qFlag ≥ 4 (very confident) 10. UDSz: qFlag ≥ 4 (provisional catalog only includes > 95% confidence) 11. FMOS-COSMOS: qFlag = 3 − 4, z > 0.01, flag star is False (> 95% confidence with no stars).
3DHST data:
1. flag star is False (no stars) 2. 0 < z < 9 (no stars, quasars, or redshift failures) 3. max(z82 − z50,z50 − z18) < 0.05(1 + z) (1σ redshift dispersion < 5%) 4. max(z97.5 − z50, z50 − z2.5) < 0.1(1 + z) (2σ redshift dispersion < 10%)
COSMOS data:
1. Spec-z: (a) 3 ≤ qFlag < 6 (> 99% confidence) (b) 0 < z < 7 (no stars or quasars) (c) For objects with repeat observations, σz < 0.005(1 + z ) (redshifts agree to within 0.5%) 2. Photo-z:
(a) flag capak is False (no bad photometry) (b) type = 0 (only galaxies) (c) χ 2 (gal) < χ 2 (star) and χ 2 (gal)/N bands < 5 (fits are reasonable and better than stellar alternatives) (d) z secondary < 0 (no secondary peaks) (e) log M * > 7.5 (stellar mass recovery successful) (f) 0 < z < 9 (no stars, quasars, nor X-ray detected sources) (g) max(z84 −z50,z50 −z16) < 0.05(1+z) (1σ redshift dispersion < 5%)
Objects are subsequently matched directly to a set target UltraDeep/Deep catalogs selected using the following criteria: These are designed to maximize completeness while removing objects with unreliable photometry. Objects are iteratively matched to this modified catalog within 1 arcsec at (1) UltraDeep, (2) Deep, and (3) Wide depths in order to take advantage of higher-S/N data when available while avoiding possible duplicates.
The following quantities are then selected and/or computed: The underlying and re-weighted magnitude and redshift distributions of our training sample are shown in Figures 1 and 2 , respectively. As described here, our training sample consists of various redshift measurements (spec, g/prism, and many-band photoz's). We use all of them as the 'truth' throughout the paper, but some of the redshifts (especially the many-band photo-z's) may be erroneous. We thus urge caution when interpreting the absolute numbers in our adopted metrics. We refer to these 'true' redshifts as reference redshifts (z ref ) throughout the paper.
Training and validation procedures
The training sample is split into k = 5 randomized 'folds'. Because each fold has a relatively large number of objects (∼ 75k), most of us employ a simple hold-out validation to train and validate our photo-z methods. To be specific, we use folds k = 1 − 3 to train our codes and k = 4 to validate them, with the last fold (k = 5) reserved for testing (see below). The only exception here is FRANKEN-Z, which uses cross-validation (i.e., it used 5 rotating folds for training and validation). Throughout the paper, all statistics are computed using the color-magnitude weights described in the previous section.
Test samples
We reserve a test sample from the training sample in order to evaluate the performance of our codes. Most of us use the subsample of the training sample described in the previous section (the 5th fold). For FRANKEN-Z, we use one of the 5-fold crossvalidation runs. We use the test sample to evaluate our performance at the UltraDeep depth. This is reasonable because a significant fraction of the objects in the test sample come from UltraDeep COSMOS, especially at faint magnitudes.
For the Wide-depth performance evaluation, we stack a subsample of the COSMOS UltraDeep data to the Wide depth in all the bands. We have computed the emulated Wide-depth photometric uncertainties as described earlier, but they turn out to be problematic in a few cases. Some of our codes use multiple photometry techniques (e.g., EPHOR uses exponential and de Vaucouleur fluxes from CModel), but because the measurements are done using the same pixels, these measurements are strongly correlated. The random flux perturbation is no longer valid and we find that the resultant photo-z's have weird features. We thus resort to the COSMOS Wide-depth stacks. Thanks to a large number of visits available in the field, we could generate stacks with three different seeing FWHMs (0.5, 0.7 and 1.0 arcsec), which we will later use to evaluate the seeing dependence. We call these stacks the Wide-depth 'best', 'median', and 'worst' seeing stacks. Because we use only a small subsample of the UltraDeep COSMOS data (typically 1/10 of all the visits), it is reasonable to assume that the photometry is quasi-independent from the training sample. But, again, we urge caution when interpreting the absolute numbers. We note that the Wide-depth stacks have the same N (z) distribution as the training sample, leading to some drawbacks we will discuss in Section 6.1. The COSMOS wide-depth stacks are included in the public data release ) and can be exploited by the community.
We note that the current Wide-depth stacks have a known issue that the i-band in the median seeing stack is slightly shallower than the Wide-depth (15min in total as opposed to the nominal exposure of 20min). But, for the purpose of photo-z analyses in this paper, we do not suffer significantly from this issue because we limit ourselves to relatively bright magnitudes of i < 25. Also, the slightly shallower depth only in one of the five bands does not have a major impact on the overall photo-z Fig. 1 . The original (dashed) and re-weighted (solid) normalized number densities of our training sample as a function of grizy (left-to-right) magnitude (top) and error (bottom). Note that we use asinh magnitudes (i.e., Luptitudes) here. Our color-magnitude weights are able to effectively correct for biases in our original training sample to better mimic the HSC-SSP Wide data.
Fig. 2.
The re-weighted, normalized redshift number density for our training sample. The full distribution is shown in solid black while the spec-z, g/prism-z, and many-band photo-z components are shown in solid red, purple, and blue, respectively. The dashed lines show these same components re-normalized to the full sample in order to better highlight their differences. We can see that most of the substructure in the redshift distribution of our training sample comes from the many-band COSMOS photo-z's, which also contribute almost all of our high-z sources.
performance.
Methods
As we reviewed in the introduction section, each photo-z technique has pros and cons. For HSC-SSP, we use all the template fitting, empirical fitting, and machine-learning techniques to cover the wide range of scientific applications. We describe each of our code in this Section.
DEmP
The Direct Empirical Photometric code (DEmP; Hsieh & Yee 2014) is the successor of the empirical quadratic polynomial photometric redshift fitting code (Hsieh et al. 2005) applied to the Red-Sequence Cluster Survey data. DEmP is designed to minimize major issues of conventional empirical-fitting methods, e.g., how to choose a proper form of the fitting functions, and biased results due to the population distribution of the training set, by introducing two techniques: regional polynomial fitting and uniformly weighted training set. The former is to perform fitting for each input galaxy using a subset of the training set galaxies with photometry and colors closest to those of the input galaxy, and the latter is to resample the training set to produce a flat population distribution. However, we find that using a uniformly weighted training set does not improve the overall photo-z quality. This is because the number density of this training set is sufficiently high thanks to the many-band photoz's from COSMOS; the subset of the training set used in the regional polynomial fitting consists of galaxies with very similar magnitudes and colors, which reduces the bias caused by the population distribution of the training set. Therefore, we use only the regional polynomial fitting to derive the HSC photozs.
The probability distribution of photo-z for each galaxy is generated using Monte Carlo technique and the bootstraping method. We use Monte Carlo technique to generate 500 data sets based on the photometry and uncertainties of the input galaxies to account for the effects due to photometric uncertainties. We then bootstrap the training set for each input galaxy 500 times for each of the Monte Carlo generated data set, to estimate the sampling effect in the training set. More details are described in Hsieh & Yee (2014) . We use the PSF-matched aperture photometry (a.k.a. the afterburner photometry; ) to derive photo-zs for all the primary objects even with only one-band detection.
Ephor
Extended Photometric redshift (EPHOR) is a publicly available, neural network photo-z code 1 . We use a feedforward neural network that has an input layer (x0), a series of hidden layers (xi for i = 1, . . . , n) and an output layer (y). Variables with the bold typeface are horizontal vectors.
We feed the neural network with two model fluxes; de Vaucouleur flux and exponential flux in each band. These are derived as part of the CModel photometry (Bosch et al. 2017) . The fluxes f k are normalized before being fed to the neural network:
in which µ k is the median of f k over the training dataset (training as opposed to validation and test), and σ k is the interquartile range, non-normalized, of the training dataset. arsinh is applied so that unusually large fluxes will not ruin the neural network.
The hidden layers employ softplus (softplus(x) = ln(1 + e x )) as the activation function:
where Wi is a weight matrix and bi is a bias vector, both of which are determined in the training. The softplus activation function is applied to the argument vector elementwise. The neural network performs slightly better with softplus than with the rectifier f (x) = max(0, x).
The output layer is softmax: y = σ(xn), or
We split the range of redshifts at equal intervals z0 < z1 < · · · < z d , and equate y k with the probability of the redshift being within the k-th bin [z k−1 , z k ). We train the neural network by means of ADAM (Kingma & Ba 2014 ) so that the cross entropy defined below is minimized:
in which the average is taken from the training dataset, and y ′ = (0 · · · 0 1 0 · · · 0) is a one-hot vector for a sample:
The default setup of EPHOR is to use the two model fluxes in each filter. But, we also run the code using the PSF-matched aperture photometry (one flux in each band) and we refer to the photo-z's as EPHOR AB. AB stands for afterburner. (FRANKEN-Z) is a hybrid approach that combines the data-driven nature of machine learning with the statistical rigor of posterior-driven (i.e. templatefitting) approaches. Using machine learning, FRANKEN-Z attempts to approximate the 'flux projection' from a set of unknown target objects to a corresponding set of training objects in the presence of observational errors within both datasets. The corresponding mapping to redshift is then computed by stacking each training object's posterior-weighted redshift kernel density estimate (KDE). This constitutes a generalization of typical template-fitting approaches to the machine-learning regime.
For the HSC-SSP PDR1, we approximated the associated flux projection using a collection of an object's nearest neighbors in magnitude space. We incorporated observational errors by selecting object neighbors to be the union of the 10 nearest-neighbors in magnitude space computed using the PSFmatched photometry over 25 Monte Carlo realizations. The loglikelihoods for each object i given training object j were then computed using the associated fluxes via
where the sum is taken over all bands indexed by b and n(i, j) is the number of bands where both i and j are observed. Because our nearest-neighbor search is in flux rather than redshift, our results are (somewhat) more robust to domain mismatches between the training/target datasets. We thus assume our prior is uniform over our training data such that our posterior is directly proportional to our likelihood. The redshift PDF P (z|i) then constitutes a posterior-weighted sum
where P (j|i) is the posterior and P (i|j) is again the likelihood.
We note that the full code is still under active development and is more flexible than the early version utilized here. It can be found at https://github.com/joshspeagle/frankenz. See Speagle et al. (in prep.) for additional details.
MLZ
SOMz is a part of the public photo-z code, MLZ, which enables us to estimate photometric redshift with Self-Organizing Map (SOM). The SOM algorithm itself is an unsupervised machine learning method and is widely used to classify a given dataset into small segments with similar properties. For photo-z measurements, we first apply the SOM to the training set and assign a redshift to each segment by computing the mean redshift of the galaxies in that segment. Then, we find the closest segment for every photometric objects to assign a redshift. Monte-Carlo and bootstrap resampling enables us to produce the probability distribution of every galaxy.
We describe each step in more detail. First we prepare the random map of Npix defined on a 2-dimensional sphere, where pixel is defined by Healpix pixelization with Npix = 12 × N 2 side . The p-th pixel has a vector wpi describing the object properties, e.g. 5-band magnitudes, where subscript p runs from 1 to Npix, and i = 1,2,· · · ,Natt with Natt being the number of properties to characterize objects, i.e. k-th galaxy has data vector x k = {x 1k , x 2k , · · · , x Natt k }. Here we utilize 5 band magnitudes of CModel photometry, and 10 colors derived from those magnitudes. During the optimization, we find that colors from afterburner photometry in addition to CModel magnitudes and colors, slightly improve the photo-z performance. Therefore, we characterize objects with 5+10+10 attributes with their measurement errors. Not all the attributes are independent and there are covariances between them. We ignore the covariances for now and leave it to our future work to evaluate their effects on photo-z's.
As an initial condition of the map, we set the vector value in each pixel randomly drawn from the data vector. The Euclidean distance between a given galaxy and pixel is defined as
Then we look for the nearest pixel for the given galaxy. For the nearest pixel of the k-th galaxyp(k),
The weight vectors of the nearest pixel and the vicinity of the nearest pixels are iteratively updated as,
where γ(p,p) is the angular distance between pixel p and the nearest pixelp and α, σ are monotonically decreasing functions with time t. The time t increases by 1 after we use one galaxy. After the pixels are updated using all galaxies, the same processes are iteratively applied except for setting the initial map to be random. We iterate this for Nite times. In order to obtain a reliable redshift probability distribution function, P (z), we make a perturbed catalog using both bootstrap resampling and Monte-Carlo methods. For the latter, we perturb all the magnitudes and colors according to their measurement errors. As a result, we have N boot × NMC samples to derive our final P (z).
As described in Section 2.2, we optimize the hyperparameters using fold 1-3 and evaluate the performance with fold 4. We note that the optimization is performed in terms of minimizing the σconv instead of loss function introduced in Section 4.1. That might partly be the reason why the MLZ performed worse than other machine-learning codes, as we discuss later. The hyper-parameters include Npix, Natt, Nite, N boot and NMC. Given the reasonable timescale to compute a large number of objects, we find out the optimal hyper-parameter set as Npix = 16, Natt = 5 + 10 + 10 = 25, Nite = 200, N boot = 24 and NMC = 16. Except for the Natt, the increase of those parameters do not significantly improve our results.
NNPZ
Nearest Neighbors P(z) (NNPZ) redshifts are computed following the method introduced by Cunha et al. (2009) . The principle of the method is explained in their Section 2.2 and can be summarized as finding the nearest neighbors around an unknown object in the Euclidian color/magnitude space from a reference sample and using the reference redshift histogram as the PDF. There exists, however, a number of differences between the original method and the one applied here:
• i, g −r, r −i, i−z, z −y color/magnitude attributes (CModel photometry) are used.
• The reference sample is the weighted training sample (fold 1-3) as described in Section 2.
• The neighbors are weighted according to the inverse Euclidean distance in the color/magnitude space.
• To avoid giving too much weight to a neighbor with low signal-to-noise photometry that accidentally lies very close to the target object, the neighbors with large photometric errors are down-weighted. To do so, we first compute a photometric-error estimate as the sum of the photometric errors in all bands from both the unknown and neighbor objects, and we take the inverse of the photometric-error estimate as the weight.
The final weight for each neighbor is the product of the reference, distance and photometric-error weights. The final object P (z) is thus the weighted histogram of the neighbors. We also record the neighbor redshifts and weights in additional output tables. We note that the choice of maximum number of neighbors, here 50, has little impact owing to the weighting scheme in color/magnitude space. We do not produce a P (z) when the CModel measurement has failed in any of the bands.
Mizuki
Finally, we use a template fitting-code MIZUKI (Tanaka 2015) . This code differs from classical template fitting codes in a few respects. It uses a set of templates generated with the Bruzual & Charlot (2003) There are pros and cons in using stellar population synthesis models. One disadvantage of using theoretical templates is that they deliver less accurate photometric redshifts than empirical templates because empirical templates often fit the observed SEDs of galaxies better. However, we correct for this template mismatch by applying a template error function (Brammer et al. 2008) , which comes in two terms both as a function of restframe wavelength. One is a systematic flux correction applied to the templates to reduce the mismatch and the other is template flux uncertainty to properly weight (un)reliable parts of SEDs. This template error function can be derived from the data by comparing the best-fit model fluxes and the observed fluxes of objects. We use the training sample (fold 1-3) to generate the template error function.
A big advantage of using theoretical templates is that we know the physical properties of galaxies such as SFR and stellar mass for each template. We apply a set of Bayesian priors on the physical properties and let the priors depend on redshift. Refer to Tanaka (2015) for details of the priors, but they are all observationally motivated. What these priors effectively do is (1) to keep the template parameters within realistic ranges to reduce the degeneracy in the multi-color space and also (2) to let templates evolve with redshift in an observationally motivated way. Both template error function and the physical priors improve photometric redshifts. An improvement to the original code is that the N (z|mag) prior is extended to multi-color space and it now uses N (z|g − i, i − y, i). We make grids in the two-color magnitude space and pre-compute N (z) in each grid using the training sample (fold 1-3). There are some redshift spikes in the COSMOS field and we apply Gaussian smoothing with σz = 0.05 in each grid to largely smear out the COSMOSspecific features. In addition to redshifts, we compute stellar mass, SFR, and extinction fully marginalized over all the other parameters, which can be useful for galaxy science. Appendix 2 compares stellar mass and SFRs from the code against an external multi-wavelength survey.
In addition to galaxy templates, we also include QSO/AGN templates and stellar templates. The QSO/AGN templates are generated by combining the type-1 QSO spectrum from Polletta et al. (2007) and young galaxy templates from Bruzual & Charlot (2003) assuming τ = 1Gyr, age< 2Gyr, and 0 < τV < 2, where τ is an exponential decay timescale of star formation history, age is time since the onset of star formation, and τV is the optical depth (attenuation) in the V -band. The relative fractions of the QSO and galaxy components are 0.5:1, 1:1, 2:1, and 4:1. These hybrid templates are similar to those presented in Salvato et al. (2009) . For the stellar templates, we use BaSeL 3.1 stellar library (Westera et al. 2002) . These QSO and stellar templates are used to give relative probabilities of objects being galaxy, QSO, or star. At this point, this functionality of the code is still preliminary, and for simplicity, we use stellar and QSO templates for compact sources (we use the standard extendedness parameter from the pipeline down to i ∼ 24 to identify compact objects and all the fainter objects are assumed to be extended; see for details). Only the galaxy templates are used for extended sources.
One important caveat in this release is that the code is trained using an old version of the training sample with erroneous weights (the one described in Section 2.1 but without the centroid sdss flag cut). We unfortunately did not have time to re-train the code with the new training sample. This might be part of the reason why the code performs worse than the other codes.
Metrics and Their Definitions

Metrics to characterize photo-z
There are a few standard quantities used to characterize photo-z accuracy. However, as their definitions are not always the same in the literature, we explicitly define them here for this paper. We also introduce new quantities.
• Bias: Photo-z's may systematically be off from spectroscopic redshifts and we call this systematic offset bias. We compute a systematic bias in ∆z = (
by applying the biweight statistics (Beers et al. 1990 ). The biweight is a robust statistical method to estimate the center and dispersion of a data sample by applying a weight function to down-weight outliers, which we often have in photoz's. We iteratively apply 3σ clipping for 3 times to further reduce outliers.
• Dispersion: In the literature, dispersion is often computed as
where MAD is the median absolute deviation. Note that this definition does not account for the systematic bias. In addition to this conventional definition, we also measure the dispersion by accounting for the bias using the biweight statistics. We iteratively apply a 3σ clipping as done for bias to measure the dispersion around the central value. We denote the conventional dispersion and the biweight dispersion as σconv and σ, respectively. • Outlier rate: The conventional definition is
where outliers are defined as |∆z| > 0.15. Again, this definition does not account for the systematic bias. The threshold of 0.15 is an arbitrary value but is probably reasonable for photo-z's with several bands. It is clearly too large for those with many bands. Together with this conventional one, we also define outliers as those 2σ away from the central value (these σ and center are from biweight; see above). This 2σ is an arbitrary choice, but it is motivated to match reasonably well with the conventional one for several band photo-z's. We will denote the σ-based outlier fraction as f outlier and the conventional one as f outlier,conv .
• Loss function: It can be cumbersome to use multiple indicators to characterize the photo-z accuracy. Here we define a simple loss function to remedy the complexity and help us capture the photo-z accuracy with a single number. We define a loss function as
This is an 'inverted' Lorentz function. The loss is zero when ∆z = 0 and continuously increases with larger ∆z. Thus, this can be considered as a continuous form of the outlier rate defined above. The loss also increases with the photo-z bias because a systematic bias means non-zero ∆z for most objects. The loss also increases with dispersion because a larger dispersion means larger ∆z. Therefore, it effectively combines the three popular metrics into a single number. In order to keep a rough consistency with the conventional outlier definition, we adopt γ = 0.15.
Optimal point estimates and photo-z risk parameter
Our photo-z methods do not output a point redshift directly, but instead infer a redshift PDF, P (z). We want to use the full P (z) for science, but it is often useful to reduce the PDF to a point estimate, z phot . There are several ways to do it; the mean, median or mode of P (z), for example. To obtain the "best" point estimate, however, we take the minimum risk strategy -we define a "risk" parameter as a function of redshift and choose the point where the risk is minimized as the best point estimate.
The loss function L(∆z) defined above is a function of z phot and z ref , and can be viewed as a loss arising from z phot being different from z ref . The expected amount of loss for a point estimate z phot can be estimated as
The integral R(z phot ) depends only on z phot and represents the expected loss for a given choice of z phot as the point estimate.
We employ R(z phot ) as the "risk" function. The risk R(z phot ) can be roughly interpreted as the probability of the inferred redshift z phot being an outlier: the loss L(∆z) is approximately 0 if the guess z phot is close to the true answer z ref , and it is approximately 1 if the guess z phot differs largely from the true answer z ref .
As mentioned above, we take the minimum risk strategy to choose a point estimate z phot at which the risk R(z phot ) is minimum, which we call the best point estimate z best :
This minimal point has no closed-form solution and must be searched for numerically. In addition to z best , we also compute zmean, z mode , and z median and make comparisons between them in the next section, where we demonstrate that z best indeed performs best.
Equally important to the point estimate is the reliability of the point estimate, and we naturally use the risk parameter, R(z phot ), for this 2 . We compute the risk parameter for each point estimate (e.g., R(zmean)). To facilitate comparisons to previous work, we also compute the commonly used estimator of redshift confidence, C(z), defined as
where z phot is a point estimate such as median and best. This is primarily to keep consistency with previous studies, since we will show later that R(z phot ) is a better estimator of photo-z reliability.
Performance Evaluation Using Point Estimates
We now characterize the performance of our photo-z's. We first evaluate how well the 'best' point estimator works compared to other popular statistics. We then move on to show our photoz accuracy at the Wide depth, followed by discussions on the depth and seeing dependence of the accuracy. We focus on the point estimator to characterize our photo-z performance in this section. We present PDF-based tests in Section 6.
The 'best' point estimate
One of the most popular point estimators used for photo-z is the median, which is defined as the redshift at which the integrated probability equals 0.5. The mode of PDF is also frequently used. We compare the mean, mode, median, and best redshifts using the COSMOS Wide-depth median seeing stack (see the next section for details) for MLZ in Table 1 . We use all galaxies with i < 25 here. The best estimator gives the smallest scatter and lowest outlier rate 3 compared to the other estimators.
The best estimator tends to introduce a small negative bias, but the bias is not sufficiently large to prevent most scientific applications. The other photo-z codes show the same trend. Based on this result, we will use the best estimator in what follows and denote the best redshift as z phot for simplicity.
Photo-z performance at the Wide-depth
We characterize the photo-z performance at the Wide-depth, representative depth of the HSC survey as a whole, using the metrics defined in Section 4. of the Wide survey and all the filters have 0.7 arcsec seeing. Fig. 3 shows the bias, scatter and outlier fraction as a function of i-band magnitude for all the codes. More statistics are summarized in Table 2 . Most of the reference redshifts at faint magnitudes come from the COSMOS photo-z catalog and they are not very accurate at i > ∼ 25. We thus cut at i = 25 and characterize the performance at brighter mags. Once again, not all the COSMOS photo-z's are correct and we inherit the systematic uncertainty from COSMOS. The absolute numbers of the statistics shown in the figure should thus be taken with caution.
Before we compare the codes, it is important to note that we observe a sign of of over-fitting in FRANKEN-Z even though the COSMOS Wide-depth stacks were not explicitly included during the training. This is likely due to FRANKEN-Z's sensitivity to both the redshift PDF and error distributions in both datasets, which makes it more sensitive to our assumption that the two datasets are quasi-independent (see section 6 for details). It is thus unfair to compare its performance directly with the other codes, since it is likely to be overly optimistic.
The photo-z accuracy is a strong function of magnitude, but it is relatively flat down to i ∼ 23 for all the codes. The scatter and outlier rate are about 0.03 and 5%, respectively, at this bright mags. This flat performance is likely because most objects within this magnitude range are located at z < ∼ 1.5, where we can obtain fairly good photo-z's with the grizy photometry (see below). At fainter mags, the fraction of z > 1.5 objects increases and these high redshift galaxies drive the poor performance at faint mags. It is encouraging that the bias is still within ∼ 1% at all mags for most codes. Fig. 4 shows the same metrics but as a function of z phot . Our performance is poor both at low-z (z < ∼ 0.2) and high-z (z > ∼ 1.5) ends. This is expected because our filter set (grizy) does not straddle the 4000Å break at these redshifts. We are not able to break the degeneracy between z ∼ 0 and z ∼ 2 solutions (i.e., 4000Å break and Lyman break degeneracy), resulting in poor performance at low-z. At z > ∼ 1.5, we probe only the featureless UV continuum and it makes it difficult to obtain good photo-z's there. The Lyman break comes in the g-band and some codes show improvements at z > ∼ 3.5,. In the good redshift range (0.2 < ∼ z < ∼ 1.5), our photo-z's are fair -the outlier rate is about 15% and the scatter is about 0.05. Note that these numbers are for all galaxies down to i = 25. If we use brighter galaxies with i < 24, the numbers improve to about 8% and 0.04. Our photo-z's should thus be sufficient to enable many of the science goals in HSC-SSP. Also, we can clip potential photo-z outliers to further improve the accuracy (see Section 5.5). Table 3 summarizes the statistical measures for all the codes.
Code-code comparisons
In the previous subsection, we plot the three metrics (bias, dispersion, and outlier rate) separately for each code. But, it is useful to use a single metric to compare the performance between the codes. For this, we use the loss parameter, L(∆z), introduced earlier. Because this is not a popular statistic used in the literature, we first show its relationship between the other statistical measures in Fig. 5 . The figure is for MLZ, but the other codes behave similarly. While all of the bias, scatter and outlier rate are correlated (all of them get worse at fainter magnitudes), it is clear that the mean loss most strongly correlates with the outlier rate. Loss should also change with bias and scatter at fixed outlier rate by definition, but it is the outlier rate that increases drastically at faint mags and the mean loss most strongly correlates with that parameter.
Figs. 6 and 7 shows the mean loss as a function of magnitude and z phot , respectively. All the codes show a similar behavior in these figures; the accuracy starts to get worse around i = 23 and the redshift range of 0.2 < ∼ z < ∼ 1.5 shows the best performance. Mizuki tends to perform worse than the other codes. Although it was trained on an earlier version of the training sample with sub-optimal weights (see Section 3.6), it is the only classical template-fitting code and it might suggest that machine-learning codes outperform template fitting. There are advantages and disadvantages in both techniques and we will discuss them further in Section 8. Again, note that the metrics for FRANKEN-Z are likely overly optimistic given some degree of over-fitting.
Seeing and depth dependence
The photometric accuracy is not only a function of integration time and sky transparency, but also seeing. As described in Section 2.3, we have generated the COSMOS wide-depth stacks for three different seeing FWHMs. We use them to evaluate the seeing dependence of our photo-z accuracy at the Wide-depth. Loss is larger at worse seeing as expected and we find ∆ < L(∆z) >∼ 0.05 between the two extremes. Most of the HSC data are taken under 0.5 − 1.0 arcsec seeing , and Fig. 8 gives the peak-peak variation of our photo-z performance across the Wide survey. EPHOR delivers photo-z's computed with CModel and PSF-matched aperture photometry (EPHOR and EPHOR AB, respectively). A comparison between them show how strongly each photometry technique suffers from the seeing variation. The PSF-matched photometry turns out to be less strongly affected by seeing than CModel; ∆ < L(∆z) >∼ 0.03 and 0.06 for PSF-matched and CModel photometry, respectively. The weaker seeing dependence of the PSF-matched photometry is not surprising because the images are smoothed to 1.1 arcsec FWHM, regardless of the native seeing. It is, however, rather surprising that the measurements under the native seeing deliver poorer photo-z accuracy. But, we note that the current CModel has issues with a prior, which affects the resultant photometry (Bosch et al. 2017; Huang et al. 2017) . It is unlikely that the color measurements are severely affected, but fluxes are undoubtedly affected. Also, the deblending algorithm tends to fail in dense regions such as cluster cores , which also affects CModel measurements. The PSFmatched photometry suffers less from the deblending issue because it is performed without deblending. Future improvements in the measurement algorithms will make CModel work better.
The depth dependence is shown in Fig. 9 . Again, all the codes behave similarly and the mean loss is smaller by ∼ 0.1 at the UltraDeep depth. Although not shown in the figure, the improvement is not limited to 0.2 < z < 1.5 but is observed at all redshifts. This implies that obtaining photometry in more filters is not the only way to improve photo-z's. Going deeper can be a useful alternative. 
Cut on the risk parameter
We have characterized our photo-z performance using all galaxies down to i = 25 without any clipping of potential outliers. We can achieve reasonably good photo-z accuracy at a somewhat limited redshift range due to the filter set as discussed above. Also, our photo-z's are of course not perfect and there are always outliers even within the good redshift range. There are a few quantities that can be used to indicate a reliability of photoz such as C(z) and odds (Benitez 2000) that allow us to remove potential outliers. We have introduced a new parameter, R(z), in Section 4.2 and here we compare this new parameter with the commonly used C(z). Fig. 10 compares C(z phot ) and R(z phot ). As defined earlier, z phot is the best point estimate. We remove objects with C(z phot )/R(z phot ) smaller/larger than a threshold value and plot the resultant < L(∆z) > as a function of the fraction of objects removed. At a given fraction of removed objects, < L(∆z) > is always smaller for R(z phot ) than for C(z phot ). For instance, at f removed = 0.5 (i.e., we remove a half of the objects), which roughly corresponds to C(z phot ) < 0.5 and R(z phot ) > 0.9 cuts, loss is smaller for R(z phot ) by about 0.02. R(z phot ) is designed to minimize loss and thus this may not be a fair comparison, but we observe the same trend if we plot other quantities such as the outlier rate. This demonstrates that R(z) works better at identifying outliers than the commonly used C(z).
Accuracy of PDF
We have focused on the point statistics in the previous section. We now move on to discuss the accuracy of the full PDF. We first focus on the N (z) distribution of galaxies and then turn our attention to Probability Integral Transform (PIT) and Continuous Ranked Probability Score (CRPS) to evaluate the PDF accuracy. Fig. 10 . Loss plotted against the fraction of objects removed by applying a cut on C(z phot ) and R(z phot ). z phot is denoted as z in the figure for simplicity. The dashed and solid curves are for C(z phot ) and R(z phot ) and threshold applied for each of them are shown in the figure. This is for Mizuki, but the other codes show a similar trend.
N(z) distribution
In various scientific uses, we often consider not only the redshift for single galaxy but also the global properties averaged over a number of objects. In this section, we show redshift distributions of photometric sample from the S16A internal release and compare them among the seven different photo-z codes.
Internal comparisons
As we will discuss in Section 7, we randomly draw a redshift from P (z) for each object (zMC). We first demonstrate that this Monte-Carlo draw from the PDF well reproduces the original PDF and is a very useful point estimate for a statistical sample. In Fig. 11 , we compare the stacked PDF and the sum of zMC using Gaussian Kernel Density Estimator (KDE),
where the kernel width h is set to the PDF resolution, 0.05 for EPHOR and EPHOR AB and 0.01 for all the other codes. The estimator reduces the discreteness of the sample, but we found that given the large number of objects, we do not see any major differences between the classical count-up histogram and KDE. As shown in the figure, we see a good agreement between N MC and N P for most codes, although N MC fails to trace small scale spiky features in NNPZ, EPHOR, EPHOR AB seen in N P . In the same figure, we also plot the N (z) distribution from z best using Eq. 17. Although the z best is the optimal point estimate in terms of minimizing the risk function (see section 4.2), N best amplifies the wiggle feature of the N (z) distribution. This might imply that the point estimates are affected by inhomogeneities in the training sample. For instance, the local peaks around z ∼ 1.5 are a consequence of the bumpy structure in the COSMOS 30-band photo-z, on which we highly rely to calibrate our photo-z's (see also Fig. 13 ). N best for Mizuki is least affected since the template fitting does not rely on the training sample very much, while machine learning codes do.
In the following, we use N MC as the representative of the redshift distribution instead of N P since summing up the full PDF is computationally much more expensive. Figure 12 shows the N (z) distribution from zMC for bright (i < 22.5) and faint ( i > 22.5) sample. Sharp drop of bright sample at z ∼ 1 reflects that we have few bright objects at z > 1. On the other hand, we have galaxies out to z ∼ 6 in the fainter sample. Although there are subtle differences between the codes, the overall redshift distributions are similar for all of the codes, which is encouraging.
External comparisons
We have compared the internal consistency in the previous section. We now turn our attention to external comparisons using the reference redshifts in the COSMOS Wide-depth median stack. Fig. 13 shows the comparison between N MC and N (z) based on the reference redshifts. Assuming that the reference redshifts are correct, the deviations from their N (z) is an indication of incorrect PDF. While all the codes reproduce the overall N (z) reasonably well, NNPZ reproduces the N (z) most accurately. Mizuki misses a peak at z ∼ 0.35, and EPHOR, MLZ, and NNPZ tend to overestimate at z ∼ 0.7. This has implications for weak-lensing science, which often relies on N (z) from photo-z. However, detailed discussions of the over/underestimated N (z) for weak-lensing are beyond the scope of the paper and can be found elsewhere (More et al. in prep.).
We have trained our codes using galaxies that are primarily from COSMOS especially at faint mags, and we have compared our N (z) against COSMOS. Re-weighting the training galaxies to reproduce the HSC Wide sample largely eliminates the circularity here. However, it will certainly be useful to have a separate field with different N (z) for more comparisons. Such a COSMOS-like field with accurate photo-z's down to faint mags is currently not available, which is a one of the major limitations of our photo-z tests. We will discuss our future directions in Section 8.
Tests on PDF
As a further test of the accuracy of PDF, we apply two techniques; Probability Integral Transform (PIT) and Continuous Ranked Probability Score (CRPS). They are summarized in Polsterer et al. (2016) , but a brief description is given here.
PIT was proposed as a visual diagnostic tool to check the calibration of PDF. It is a very simple diagnostic and one only . N (z) distributions for all galaxies in the Wide layer inferred using a few different estimators; sum of full PDF (gray histogram), Gaussian KDE for zMC (red line) and z best (blue line). Sum of full PDF and N (zMC) agrees very well, while N (z best ) estimates show sharp redshift spikes. This is likely due to the spikes present in the training data from COSMOS. needs to draw a histogram of the following integrated probability,
for all objects in the test sample. The left panels in Fig. 14 show the PIT histograms for all the codes. If the PDF is calibrated well, we expect to observe a flat PIT distribution. Deviations from the flat distribution is an indication of incorrect PDF and this formed a basis of the empirical PDF re-calibration by Bordoloi et al. (2010) . EPHOR AB shows a convex shape, which is a clear indication of overdispersed PDF, i.e., PDF is too wide. On the other hand, Mizuki has a concave shape and it indicates that the PDFs are underdispersed, i.e., PDF is too narrow. Most of the other codes show a relatively flat distribution, except at the two extremes of the distribution, where many codes show a spike. These spikes are caused by outliers and the figures suggest that the outliers are not properly captured in the PDFs.
FRANKEN-Z shows an interesting PIT distribution with a peak at the center. The peak indicates that a larger-than-expected fraction of objects have the median redshift almost exactly at z ref , which suggests that PDF is too accurate. We do not expect to see such a feature in the presence of random uncertainties. While we have not fully understood the origin of the peak, we tentatively interpret it as a sign of over-fitting. Most likely, this peak is due to FRANKEN-Zs inclusion of both the training and target errors when deriving likelihoods. Unlike other nearest neighbor methods such as NNPZ which select neighbors and derive weights using Monte Carlo procedures based on (modifications to the) Euclidean norm, FRANKEN-Z computes the intrinsic likelihood expected if training/testing objects were Monte Carlo realizations of the same underlying galaxy (Speagle et al. in prep.) . Objects whose photometry between the Widedepth stacks and Deep/UltraDeep observations are not fully independent can thus sometimes deviate much less than expected, leading to large contributions to the posterior and subsequent signs of over-fitting. We note that numerous cross-validation and hold-out tests have not found evidence of such behavior in the native training sample.
All of the codes have some degree of deviations from the flat PIT distribution. This motivates us to use the PIT distribution to empirically re-calibrate our P (z) (Bordoloi et al. 2010 ) in our future releases as it will likely improve our overall performance.
We turn our attention to the other technique, CRPS. CRPS is a measure of a 'distance' between PDF and z ref and is defined as
where H(z − z ref ) the Heaviside step-function;
The right panels of Fig. 14 show CRPS for all the codes. When PDFs are calibrated well, the mean CRPS is small. A large CRPS is an indication of incorrect PDF. To the first order, all the codes perform similarly well; < log CRP S >∼ −1. However, there are small differences in CRP S between the codes and machine-learning codes once again tend to perform better than the classical template-fitting code. It is interesting to note that a code with good performance with point estimates does not necessarily give a small CRPS. For instance, EPHOR AB has a smaller loss than EPHOR as shown in Fig. 8 . However, CRPS in Fig. 14 is larger, suggesting that PDF is less accurate. The PIT distribution indicates that EPHOR has over-dispersed PDFs, and this over-dispersed PDFs are likely driving the slightly larger CRPS. The analysis here suggests that accurate point estimates do not necessarily mean that PDFs are accurate. They are obviously closely related to each other but not exactly the same. Thus, in order to evaluate the photo-z performance, one needs to look both at the point estimates and PDFs.
Data Products
We make our photo-z products available to the community. This section summarizes our target selection criteria, 'common' outputs that are available for all the codes, as well as code-specific outputs.
HSC-SSP Public Data Release 1 (PDR1) includes our photoz's for the Deep and UltraDeep layers, covering over 30 square degrees in total. Due to a technical issue during the photo-z production run, we were unable to include our photo-z's for the Wide layer in PDR1, but they were made public as part of the first incremental data release occurred in June 2017. It is important to note that each code applies various cuts to select objects for photo-z production. That is, each code is applied to a different set of objects (but with a significant overlap) due to features of the code. Table 5 summarizes the target selection by codes. The table also indicates whether there are additional outputs from the code, which we will elaborate below. Most codes imposed detect is primary to select primary objects, except for EPHOR. DEmP and MLZ compute photo-z's for all the primary objects, but FRANKEN-Z and NNPZ requires good photometry in all the bands in addition to the primary flag. Mizuki computes photo-z's for primary objects with good CModel photometry in at least 3 bands (inclusive).
All the codes generate a PDF for each object. We run a common script to compute various point estimates, confidence intervals and other useful statistics. The common outputs are summarized in Table 4 . In addition to these common outputs, there are code-specific outputs as follows.
FRANKEN-Z
• model llmin: −2ln(max(Li)) = min(χ 2 n (i) − n(i)), where n(i) = 5 is the number of bands used in the fit.
• model levidence: −2 ln(evidence) = 2 ln( i Li), where
n (i) − n(i)]} and the sum over i is taken over all unique neighbors.
• model ntype: Number of unique neighbors used in the fit grouped by redshift type (spec, g/prism, and many-band photo-z).
• model ptype: Fraction of normalized likelihood contributed by each redshift type.
• model nsurvey: As above, but grouped by parent survey (SDSS, etc.).
• model psurvey: As above, but contributed by by each parent survey.
Mizuki
• reduced chisq, χ 2 ν : Reduced chi-squares of the best-fit model. It is recommended to remove objects having χ 2 ν > 5 for scientific use.
• stellar mass: Median stellar mass derived from P (M * ), which is stellar mass PDF marginalized over all the other parameters. The 68% confidence intervals are also available. All the uncertainties on physical parameters include uncertainties from photo-z's.
• sfr: Median star formation rate with 68% intervals.
• tauv, τV : Median dust attenuation in the V-band with 68% intervals. Note that AV = 1.09τV .
• prob x: x is either gal, qso or star, which denote the relative probability that an object is galaxy, QSO and star.
• rest-frame magnitudes: Rest-frame magnitudes in the GALEX, SDSS, HSC, and WFCAM filters. Only the magnitudes from the best-fit template at the median redshifts are computed and no uncertainties are currently available.
MLZ
• flux binary flag: Binary flag to show how many CMmodel fluxes at different filters are available,
where P Fi = 1 if fluxi > σfluxi, and N Fi = 1 if |fluxi| > σfluxi, and 0 otherwise. Index i denotes filters with 0 being g-band and 4 being y-band. If the object is well measured in all five bands, the flag have value 1023.
All of the catalog products such as photo-z point estimates are available in the database. The full PDFs are stored in the fits format and are available from the photo-z page of the PDR1 site.
Discussion and Summary
We have presented the photo-z's computed with several independent codes using the data from HSC-SSP. We have constructed the training sample by combining spec-z, grism-z, and high accuracy photo-z and applied a weight to each object to reproduce the color-magnitude distribution of galaxies in the Wide layer. The codes are trained, validated, and tested using this training sample. We also use the COSMOS wide-depth stacks, in which the photometry is quasi-independent from the training sample, in order to evaluate the seeing and depth dependence of our photo-z performance.
We have compared the performance between the codes in Section 5. There are trends common to all the codes such as, (1) our photo-z's are most accurate at 0.2 < ∼ z < ∼ 1.5 where we can straddle the 4000Å break with our filter set, and (2) accuracy is nearly constant at i < ∼ 23 and becomes worse at fainter magnitudes. We use a few different algorithms in our machine-learning codes (i.e., neural network, nearest-neighbor, self-organizing map), but all the machine-learning codes perform better than the classical template fitting code (Mizuki). Although this may not be a firm, general conclusion because we have only one template-fitting code (and it was trained against an old version of the training sample with problematic weights), this may have implications for our future photo-z strategy.
It is not a surprising result that machine-learning outperforms the classical template-fitting. There are multiple reasons for this. One of them would be that template-fitting codes suffer directly from systematic effects in the photometry such as less accurate CModel photometry at bright magnitudes (see , while machine-learning codes make the empirical mapping between the photometry and redshift including such systematic effects. Machine-learning codes are thus less prone to systematic effects.
However, in order to train a machine-learning code, we need an unbiased training sample. This is a fundamentally difficult problem because photometry always goes deeper than spectroscopy (at least with the current detector technology) and there is no complete spectroscopic sample down to faint enough (e.g., i = 25) magnitudes. There are on-going efforts to mitigate the problem and that will be useful for weak-lensing science, in which only relatively bright galaxies are used. However, in the UltraDeep layers of HSC-SSP for instance, we reach deeper than i = 27, where we have few spectroscopic redshifts.
While further spectroscopic efforts are definitely needed, another way to mitigate the problem would be to combine the template-fitting and machine-learning. We can first use the template-fitting technique with photometry in many filters. If our understanding of galaxy SEDs is reasonable, we can assume that these many-band photo-z's are relatively accurate even beyond the depth of the spectroscopic limit. We can then train machine-learning codes against these many-band photo-z's using much fewer filters to compute photo-z's over a wide area.
In fact, this is exactly what we did in our photo-z training; we trained our 5-band photo-z's against the COSMOS manyband photo-z catalog (Laigle et al. 2016) . However, there are problems in the current dataset. First, the current optical data in COSMOS used in the photo-z calculation is not very deep, roughly 30-60 min integration, and it is not quite deep enough to train our codes for the Wide survey with 20 min integration. Fortunately, the UltraDeep COSMOS data from HSC-SSP is much deeper and that will solve this problem. Another problem is that COSMOS is currently the only wide enough field observed in many filters and high accuracy photo-z's are available. As discussed in Section 6.1, there are significant largescale structures even in COSMOS with multiple redshift peaks. We have re-weighted the training sample to reproduce the multicolor distribution of galaxies in the Wide layer and that largely reduces the effects of large-scale structures in COSMOS. But, it will still be very useful to have multiple COSMOS-like fields to suppress any field-specific systematics. UDS may be the next COSMOS field given its deep optical to IR data over the wide area, although intensive spectroscopic efforts are unfortunately missing in the field. There are also very narrow spikes in the N (z) distribution of COSMOS, which are likely introduced by attractor solutions in the photo-z code and are not accounted for by the re-weighting. We need to run multiple template-fitting codes, not just one, to suppress such systematics.
We should also resort to clustering techniques to circumvent the problem. There are on-going efforts on clusteringbased N (z) estimations in HSC and we hope to report on that in our future paper. The technique does not suffer from any problems with photometry as it only requires positional information. A dense spectroscopic sample over the entire redshift range is needed, but SDSS already offers it at least for tests of N (z) reconstruction in the Wide layer. We could also apply the technique to validate the many-band photo-z's at very faint magnitudes, where no spectroscopic data is available, to check how reliable many-band photo-z's are beyond the reach of spectroscopic sensitivities. It is an open question how to handle the evolution of the galaxy bias, but the clustering-based redshift inference is certainly a promising way forward.
We have focused on redshifts in this paper, but there are other information we would need for science such as stellar mass and star formation rates of galaxies. A templatefitting code delivers such information, but we could also train machine-learning codes to compute these physical properties. The training sample will again come from COSMOS-like fields and we probably need to run multiple codes with templates from multiple stellar population synthesis codes in order to have a sense for systematics in the physical properties. That will also be our next step.
Aside from the problem of the training sample, there is another question of whether we should 'synthesize' photo-z estimates from all the codes into one, master photo-z. We probably should do so since the photo-z synthesis hopefully reduces uncertainties in each photo-z estimates under the assumption that not all the codes make the same mistake. It is also good for users to have just one photo-z for each object. Our preliminary analysis performed in an earlier photo-z production run suggests that, when there is a code that performs significantly better than the others, that code tends to dominate the master photo-z. However, in this release, most of the codes perform equally well and it is probably worth testing the photo-z synthesis again. This is another future task of the HSC photo-z group.
Finally, we remind the readers once again that the photoz products discussed in this paper are publicly available. The photo-z point estimates, confidence and risk parameters, as well as other ancillary information are all stored in the database. A full P(z) for each object is available in the fits format and can be downloaded from the photo-z page on the data release site. Some of our codes suffered from sub-optimal weights used in the training and also from over-training. We hope to mitigate these issues and release improved versions of our photo-z products in a future incremental release of HSC-SSP.
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Appendix 1 Previous Internal Photo-z Releases
As summarized in , we have made 5 internal data releases. For each release, the HSC photo-z working group computed photo-z's using several independent codes and released the photo-z products to the collaboration. As these internal photo-z products are used in our science papers, we briefly summarize them here. This paper is based on our photo-z products in the S16A internal data release (i.e., latest release at the time of writing). In the current release, we have used 6 codes. But, we started with 4 codes (DEmP, MLZ, Mizuki, and LePhare) in the first data release (S14A0). FRANKEN-Z was included in S15B and EPHOR in S16A. For MLZ, random-forest was used to compute photoz's until S15B and it changed to SOM in S16A. In the early runs, we used a template-fitting code, LePhare, but it was later replaced with NNPZ, which performs better. There have been incremental updates in all the codes in each release, which helped steadily improve our photo-z performance over the years. But, the performance in the earlier runs is not drastically different from that presented in this paper. Thus, the accuracy quoted in this paper can be used as a rough reference to our previous releases. Once again, the photo-z's for PDR1 are based on the S16A internal release.
Our calibration strategy in earlier releases were similar to the one presented in this paper, but we almost exclusively relied on the many-band photo-z's from COSMOS. We cross-matched the HSC objects with the COSMOS photo-z catalog by position and split it into two: training+validation and test. Each photo-z runner used the first sample to train and validate the code and applied the trained code to the second sample to test the performance. While this approach worked well for faint objects, bright nearby objects were under-represented in COSMOS and we discovered problems with low-z objects in the Wide area. This led to the combined sample of bright spec-z sample and faint photo-z sample used in the training in this paper. Also, the best point estimator and the risk parameter were first introduced in S16A and in this paper and were not used in our previous releases. Most papers based on our previous photo-z products use z median and C(z median ) instead.
Appendix 2 Biases and scatter in the physical parameter estimates by Mizuki
Mizuki infers physical properties of galaxies such as stellar mass and star formation rates(SFRs) self-consistently in addition to redshifts. This section evaluates how accurate the physical parameter estimates are. For this goal, we use data from the Newfirm Medium Band Survey (NMBS; Whitaker et al. 2011 ). We here focus on the AEGIS field and use the stellar mass and SFR estimates by Whitaker et al. (2011) based on the NMBS and multi-wavelength data available in AEGIS.
Fig 15 compares stellar mass and SFR from Mizuki against NMBS. As shown in the main body of the paper, our photoz's are not very accurate at z > ∼ 1.5, where we lose the 4000Å break, and we focus on galaxies at z < 1.5 here. Note that redshift is not fixed to those from NMBS but left as a free parameter. Overall, our stellar mass and SFR agree well with those from NMBS over the entire plotted range with a scatter of about 0.25 dex, including photo-z errors. However, there is a systematic bias; stellar mass is over-estimated by 0.2 dex and SFR underestimated by 0.1 dex. These biases in the physical properties are a function of redshift as shown in the top panels. The biases are likely due to combination of template error functions and physical priors applied (Tanaka 2015) . Work is in progress to reduce the systematic biases, but we note that a level of 0.3 dex biases are relatively common in this field; van Dokkum et al. (2014) found a relatively large stellar mass offset of 0.2 ∼ −0.3 dex between 3D-HST and UltraVISTA catalogs even though both catalogs have deep photometry in many filters. Part of the bias we observe here might come from systematics in the data (either in HSC or NMBS). Table 3 . Photo-z statistics for all the codes as a function of z phot . The number are for all galaxies down to i = 25. Second order moment around a point estimate (photoz X) derived from full PDF. photoz err68 min 16 % percentile in the PDF photoz err68 max 84 % percentile in the PDF photoz err95 min 2.5 % percentile in the PDF photoz err95 max 97.5 % percentile in the PDF Table 5 . Target selection applied by each code. The number of objects that satisfy the selection is shown. Details of other quantities available in the catalog can be found in Section 7.
