Introduction
An operation which, given two graphs G 1 and G2, constructs a third graph G will be called a composition. We write G = G1 G2. Conversely, a given graph G can be *-decomposed if there exist graphs G 1 and G 2 such that G a G 1 0 G 2 and each of G 1 and G 2 has fewer nodes than G.
Perfect araphs were introduced by Berge [1] as those graphs for which, in every node induced subgraph, the size of a largest clique is equal to the chromatic number.
In a very nice paper Burlet and Fonlupt Their main results are
(1) The malgan of two Meyniel graphs is a eyniel graph.
(ii) Conversely any feyniel graph can be amalgam decomposed in polynomial time into "basic" Meyniel graphs.
(iii)"Bastc" Meyniel graphs can be recognized in polynomial time.
It is natural to try a similar approach for the class of perfect graphs since, at present, there is no polynomrial algorithm to recognize perfect graphs. In this paper we describe a new composition of graphs, called the 2-amalgam, which generalizes and unifies all these cuspositions. In fact this operation, together with complementation, encompasses all the operations previously known to preserve perfection.
We also give a polynomial algorithmr to 2-amalgam decompose a general graph or show that no such decomposition exists. For a graph with n nodes and m edles the complexity of the algorithm is O(m 2 n 2 ). To find an 
A Graph COmpition Which Preserves Perfection
Given a node v in a graph, r(v) denotes the neighbor set of v, i.e.
the set of nodes adjacent to v.
Given the graphs G1 and G 2 , we define the composition *ik as follows:
For j1,2 let K be a clique of size k in G and, if i>1, consider another clique with I nodes v(,..,vj in G disjoint from K such that (I) K r(vi) for all hzl,...,i and
The composed graph G = G1 0 G 2 is obtained by identifying the cliques • J NOV $00 is the union of G 1 and G 2 ; *Ok is a clique identification;
10 is the Join of G1 and G2; Olk is the amalgam. *2k is called the 2-amalgam of 0G and G2 if the following condition is satisfied (see Figure 1) (ii) r(vl J)/ r(v 2 J) = K for j=l,2.
The l-join is the special case of the 2-amalgam where kO.
We shall prove that the 2-amalgam preserves perfection. We need the following lemma. If pj+qj~ke<wj the duplicates of v 1 belong to two cliques of size one with nodes from P and another with the duplicates of vi. This shows 1 2-that the pj colours which appear in Pj must also appear on the duplicates of v 2 . As a consequence Q can only be coloured with other colours, proving IC(P )AC(Q ) 12o.
If pj~qjk>wj, then the size of the clique formed by the duplicates of vi and vi and K is 2w-(pj+qj+k) and therefore p +q +k-w colours of C V 1
Thus these colours must appear both in P. and Q .
This completes the proof of the lema.
Theorer I The 2-amalgal preserves perfection.
Proof: Assume that G, and G 2 are perfect and let G = G, * G 2 . The size of the largest clique in G is max(w , w 2 , pl+p 2 +k, q 1 +q 2 +k).
We will
Construct a colouring of G with the same cardinality, using colourings of G, and G 2 which satisfy the conditions of Lemma 1. This will be sufficient to prove that G is perfect since any node-induced subgraph of G is obtained as the 2-ualgam of the corresponding node-induced subgraphs of G 1 and G 2 .
First identify the colours of C(K 1 ) with the colours of C(K 2 ). Let (This is the only step of our colouring algorithm where we actually perform a colour change.
In all the other steps we perform colour identification between colours of G 1 and colours of G 2 ).
Note Note that we end up with a proper colouring. This colouring has been constructed so that either Q2 is coloured only with colours of C(P 1 )D 1 or in (ii). If the colouring in Q2 was not modified then only w 2 colours are used to colour G. Now assume that the colouring in 0 2 was modified. This means that d 2 >O. Therefore, as it was noted after the statement of Lemma 1, all the colours of C(U 2 ) appear in the set P 2 U Q2 U K 2 .
Thus only colours of C(P l) U C(P 2 ) U C(K 2 ) are used to colour G, namely pI+p2 + k colours.
Case 4 C(P 1 ) U C(Q 1 ) is exhausted first in (i) and C(P 2 ) U C(Q 2 ) is exhausted first in (ii).
Then depending on whether R 2 or R 1 runs out first in (iii) we are back in case 2 or case 3.
So in all cases the maximum clique of G has a cardinality equal to the colouring number of G. This completes the proof.
Note that Theorem 1 does not generalize to i-amalgams for i>3. For example Figure 2 shows that the 3-join of two perfect graphs can contain a 7-hole. 
3.
Decomposition Algorithms Finally, a polynomial-time algorithm for recognizing join-decomposability (which includes by a simple construction recognition of substitution-decomposability) was given in E61.
In this section we let V, E denote the vertex-set and edge-set of G, and we put n= :Vs, m= :ES. We assume for convenience that G is connected.
Given a partition (A 1 , C, A 2 ) of V into three sets, let B 1 denote tu -A,:
uv t E for some v e A 2 ), and similarly for B 2 .
We say that (A 1 , C, A 2 ) is an (amalgam) split of G if:
(iii)uv k E whenever u t C, v c B 1 u B 2 ;
(iv) uv t E whenever u t B 1 , v s B 2"
It is easy to see that G is amalgam decomposable if and only if it adits a split (A 1 , C, A 2 ) as above. If (A 1 , C, A 2 ) has the property that one (and thus both) of B , B 2 is empty, then C is a clique cutset.
We may suppose that the O(nm) algorithm E10] for finding clique cutsets has already been applied, so we restrict attention here to the existence of splits (A 1 , C, A 2 ) for which BI and B2 are non-empty.
The algorithm for finding a split of G, or determining that there is none, uses ideas introduced in E61 for the case CzG.
We give an 0(n 2 ) * algorithm to determine for a fixed edge xy E E, whether there is a split Rule 3. If u E S, V t T, uv E E, uy J E, then v can be added to K if xv, yv e E, and otherwise v can be added to S.
. exist p E A 1 , q E A 2 with uq, pv E E. Since Rule 2 cannot be applied, we
have xv E E and, since Rule 3 cannot be applied, we have uy *; E. Then, since Rule 1 cannot be applied, we have uv c E. Thus (iii) is proved, so
It is now clear that our suggested algorithm is correct and that it '-will run in polynomial time. However, we claim that it can be implemented to run in time O(n 2 ) for each choice of x, y. The preliminary step which finds z is clearly O(n 2 ). All of Rules 1 to 6 are stated in terms of (some or all of) vertices u, v, x, y. Given the adjacency lists for each of these vertices in characteristic vector form and (S, K, T) represented by a (0, 1, -1 )-vector, we can decide whether one of Rules 1 to 6 can be applied, and make any necessary change to (S, K, T) in constant time. To enable the algorithm to perform correctly with only O(n 2 ) such operations, we process the vertices in a special order. Suppose that u L S, and we want to check for applications of Rules 1 to 4. Any v 4 S which cannot be added to S as a result of such an application, cannot later be added to S, using the current u. That is, we can check for all such applications, for J a fixed u, at one time.
We maintain a list L, of elements of S to be scanned, and a list L 2 of elements of K to be scanned. Initially, L 1 :{x,z), and L 2 z. Each time an element is added to S it is added to L 1 , and each time an element is " ' : " "-:
'i, ,.* r-:. V ' .7,.,
. ,. '
V-
. , ',%r. bound. Since we must run this algorithm for every choice of x, y, we have an 0(n 2m) algorithm to find an amalgam split.
Now we consider the recognition of 2-amalgam decomposability. In this case we require that the partition (A,, C, A 2 ) satisfy (ii), (iii), and (i'), (iv') below. As examples, we give two of these analogues.
Rule 1'.
If u c 3, v c T, uv 4 E and for some i, uy i E E, xiv t E, then v can be added to S.
Rule 51.
If u e K, v w T, uv 4 E and, for some i, xiv c E, then v can be added to S.
We also need two new rules, both based on the requirement that B 1 1 Bi 2 =# for i1s and 2.
Rule 7' If v r-T and x 1 V, x 2 v F E, then v can be added to K if vyl, vy 2 E, and otherwise v can be added to S. lherefore, at most n applications of these algorithms are needed to decompose a graph G into irreducible factors.
Finally, we mention that we may want to require that the two graphs to the case where xlx 2 , yly 2 c E.
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