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In a bilayer system of fermionic dipoles, a full control over the strength of the attractive interac-
tions between two layers leads to the BCS-BEC crossover. Here, using the BCS mean field theory, we
study such a crossover in symmetric bilayers of ultracold dipolar fermions with their dipole moments
being perpendicular to layers. In particular, we investigate how the pairing between two layers and
the many-body screening of interlayer interaction affect each other. We compare results for pairings
obtained with three different approximations for the interlayer interactions namely, bare dipole-
dipole interaction, the random-phase approximation for screening obtained in the normal phase,
and the self-consistent superfluid phase screening within the random-phase approximation. We find
that at weak couplings the screening further suppresses the pairing while at strong couplings, the
screening would be suppressed due to the pairing gap in the quasi-particle spectrum. Therefore a
self-consistent treatment of both screening and pairing on equal footings is necessary for obtaining
a correct picture of the phase diagram and order parameter at both small and large layer spacings
and densities. We also notice that the highly speculated density-wave instability in bilayers with the
parallel polarization of dipoles in two layers is simply an artifact of the incorrect screening scheme.
I. INTRODUCTION
In a two-component fermionic system with attractive
inter-component interactions, there exists a continuous
state evolution from a condensate of weakly coupled par-
ticles, known as the Bardeen-Cooper-Schrieffer (BCS)
state, to a condensate of tightly bounded particles, i.e.,
Bose-Einstein condensate (BEC), through increasing the
strength of the attractive interaction [1, 2]. This smooth
evolution is referred to as BCS-BEC crossover, which was
first investigated in excitonic systems [3–5]. In spite of
enormous theoretical proposals for the observation of this
crossover in platforms such as GaAs-AlGaAs heterostruc-
tures, double-layer graphene, and hybrid structures of
graphene-GaAs [6–18], there is yet no clear experimen-
tal evidence of interlayer superfluidity in such condensed
matter structures [14]. To hold out hope for the experi-
mental realization, one has to make screening of the inter-
layer interactions very weak [14–18]. On the other hand,
the requirement for a very clean system is felt [15].
Progress in cooling and trapping atomic gases in the
recent decades, together with the immense tune-ability
of the inter-particle interactions through the Feshbach
resonance have provided a revolutionary route towards
the better investigation and understanding of the con-
densed matter systems. The experimental observation
of BCS-BEC crossover in ultracold atomic gases [19–25]
might be a paramount example of this. Furthermore, re-
cent successful achievements of quantum degenerate state
of polar molecules and magnetic atoms [26–32] have of-
fered alternative scenarios, in which the long-range and
anisotropic characteristic of the dipole-dipole interaction
(DDI), as well as its high controllability via external
fields, provided new avenues to the observation of topo-
logical states [33, 34], density waves [35–46], and exotic
superfluidity [47–50]. For instance, engineering layered
structures of dipolar fermions offer a very powerful plat-
form to study interlayer superfluidity, thanks to the at-
tractive component of the interlayer interactions. More
importantly, layered structures provide lower inelastic
losses and chemical recombinations than bulk ones. This
new paradigm has been extensively studied using differ-
ent analytical and numerical methods [51–57].
One of the key questions for the observation of BCS-
BEC crossover is its stability against the many-body cor-
relation between particles, which can dramatically affect
the properties of interlayer pairing. This is in particular
very important in condensed matter systems where the
interaction between electrons is long range [13, 14].
Here, we consider an equally populated bilayer system
of identical dipolar fermions, whose dipoles are oriented
perpendicular to the layers and the polarization of dipoles
in two layers is in the same direction (see, Fig. 1).
At the level of mean field approximation for such sys-
tems, it has been shown that [51] the superfluid-normal
phase transition temperature is higher than that of the
ultracold gases with contact interaction. As the mean
field approach for 2D systems is only reliable at zero tem-
perature, a beyond mean-field study has been performed
in Ref. [54] at non-zero temperature, which shows that
many-body effects decrease (increase) the transition tem-
perature on the BEC (BCS) side of the crossover. The
phase diagram of dipolar bilayers has been also investi-
gated within both BCS and strong coupling approxima-
tions at zero and finite temperatures by Zinner et al. [56].
Our prime aim here is to examine BCS-BEC crossover
at zero temperature including the effects of intra-layer
screening on the interaction between dipoles of different
layers. To do this, we first write down the Hamiltonian
of the system and keep only the s-wave paring between
particles of different layers. The BCS mean field the-
ory enables us to obtain an equation for the superfluid
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2gap function, which should be solved self-consistently to-
gether with the number equation to assure the fixed num-
ber of dipoles in each layer. In order to solve these equa-
tions, one needs to first specify the interlayer interaction.
We employ three different approximations for it. In the
first approach, we use the bare (i.e., unscreened) inter-
layer interaction. In the following, we will call it the un-
screened (US) method. In the second approximation, the
interaction between two particles belonging to different
layers is screened within the random-phase approxima-
tion (RPA), while the system is considered to be in the
normal state. In other words, the dielectric function of
a normal bilayer is used to screen the interlayer interac-
tion, then the superfluid gap function is obtained with
this screened interaction. We will refer to this approxi-
mation as the normal-phase screening (NS). And finally,
in our most elaborate approximation, we consider that
the bilayer system is in the superfluid phase and use its
dielectric function to screen the inter-layer interaction
and obtain the gap function. As the dielectric function
itself depends on the gap parameter, screening and gap
equations should be solved self-consistently. This third
approximation will be referred to as the superfluid-phase
screening (SS).
In this paper, we compare the above mentioned three
different schemes for interlayer interaction and quantify
the interplay between many-body screening and the pair-
ing between two layers. We obtain the phase diagram of
bilayer system within these three approximations, where
we also explore the possibility of density-wave instability
(DWI), originating from the singularities of the density-
density response function of the system. The issue of
DWI in layered structures have attracted a lot of interest
over the last three decades. It has been suggested that
the enhanced correlations in layered geometries would
make the observation of DWI and Wigner crystallization
more feasible in electron-electron and electron-hole bi-
layers embedded in semiconductor heterostructure [58–
62]. In dipolar systems, the anisotropic form of the
dipole-dipole interaction would in general facilitate inho-
mogeneous density phases, even in the single layer struc-
tures [35–39]. DWI in bilayers and multilayers of dipolar
fermions have been theoretically envisioned as well [41–
46], but its competition with interlayer pairing in layered
structures, in particular when the dipoles are aligned per-
pendicular to the plane and therefore the interaction is
totally isotropic has not yet well understood.
The outline of the rest of this paper is as follows. In
Sec. II we present our model based on the BCS mean-
field theory and find the equations of the pairing gap
and the particle density of the system. Sec. III intro-
duces our different screening approaches and discusses
how to explore the possible density-wave instabilities of
the system. Sec. IV contains our numerical results illus-
trating the interlayer interaction and the effect of many-
body screening on the BCS-BEC crossover and on the
condensate fraction within different screening scenarios.
Finally, our conclusions are presented in Sec. V, where
FIG. 1. A bilayer system of parallel dipoles with the inter-
layer separation d. The in-plane distance between dipoles
r is shown. Two dipoles belonging to different layers at-
tract each other if the angle between them θ is less than
arctan(
√
2) ≈ 54.76◦.
we also discuss the experimental relevance of our find-
ings. The density-density linear response function in the
superfluid state is summarized in the Appendix.
II. MODEL AND FORMALISM
In this section, we first present the model Hamiltonian
describing a bilayer of fermions interacting via the dipole-
dipole interaction. We then apply the BCS mean field
theory to simplify the Hamiltonian into a single particle
problem, which enables one to obtain the pairing gap
and the chemical potential and thereby the condensate
fraction of the system.
A. Model Hamiltonian
The Hamiltonian below describes a bilayer system of
dipoles which are aligned perpendicular to the layers
H =
∑
k
ξaka
†
kak +
∑
k
ξbkb
†
kbk +
1
2A
∑
q
VS(q)ρ
a
qρ
a
−q
+
1
2A
∑
q
VS(q)ρ
b
qρ
b
−q +
1
A
∑
q
VD(q)ρ
a
qρ
b
−q.
(1)
Here, the operators ak(a
†
k) and bk(b
†
k) are annihilation
(creation) operators for dipoles in layers a and b, respec-
tively. ξ
a(b)
k = ~2k2/(2ma(b))−µa(b) is the single particle
energy of layer a (b) with respect to the chemical poten-
tial of the corresponding layer µa(b). We will consider
here only symmetric bilayers, therefore ma(b) = m and
µa(b) = µ. Third and fourth terms in Hamiltonian (1)
are intralayer interactions in each layer and the last term
is the interlayer interaction, with ρaq =
∑
k a
†
k+qak and
ρbq =
∑
k b
†
k+qbk being the density operators of each
layer, and A is the sample area. The same layer VS(r)
and different layers VD(r) interactions in the real space
3are written as [63]
VS(r) =
Cdd
4pi
1
r3
, (2)
and
VD(r) =
Cdd
4pi
r2 − 2d2
(r2 + d2)
5
2
, (3)
where Cdd is the dipole-dipole coupling constant and
depends on the nature of dipole moments, r is the in-
plane distance between two dipoles, and the separation
of two layers is indicated by d. Note that the bare in-
tralayer interaction is purely repulsive, while the bare
interlayer interaction is attractive for small in-plane sep-
arations i.e., r ≤ √2d and becomes repulsive at larger
separations. This introduces a critical angle of separa-
tion θc = arctan(
√
2) (see, Fig. 1).
The corresponding Fourier transforms of intralayer and
interlayer potentials can be obtained as [44]
VS(q) =
Cdd
4
[
8
3
√
2piw
− 2qeq2w2/2erfc( qw√
2
)], (4)
and
VD(q) = −Cdd
2
qe−qd. (5)
Here, erfc is the complementary error function and w is
a short distance cut-off introduced to heal the divergence
of the Fourier transform of VS(r) [44].
B. BCS mean field formalism
As the layer indices could be regarded as the pseudo-
spin degrees of freedom, one can use the standard
BCS mean-field approximation to reduce the many body
Hamiltonian (1) to a tractable single particle problem.
For the sake of simplicity, we neglect the intralayer in-
teractions in the mean field decoupling, as their primary
effect would be the Hartree-Fock renormalization of the
single particle energies. However, we should note that the
effects of intralayer interactions in the many-body screen-
ing of the interlayer interaction would be accounted for
later on. We keep only the s-wave pairing between par-
ticles of different layers, which is the dominant pairing
symmetry at low energies. Defining the gap function as
∆k = − 1
A
∑
k′
VD(k − k′)〈b−k′ak′〉, (6)
the mean field Hamiltonian could be written in the ma-
trix form as
HMF =
∑
k
(
a†k b−k
)( ξak −∆k
−∆∗k −ξbk
)(
ak
b†−k
)
. (7)
With the help of the Bogoliobov transformations one
finds the excitation energies of Hamiltonian (7) as E±k =
±Ek, where Ek =
√
ξ2k + ∆
2
k. It is evident from the exci-
tation spectrum that, contrary to the case of imbalanced
bilayers of dipoles [47], the system is always gapped in the
superfluid state. Minimizing the free energy with respect
to the order parameter, one obtains the gap equation as
∆k = − 1
2A
∑
k′
VD(k − k′)∆k
′
Ek′
tanh(
βEk′
2
), (8)
where β = 1/(kBT ) is the inverse temperature. Fixed
density of dipoles in each layer will give the number equa-
tion that complements the gap equation to investigate
the states of system. For our symmetric system (i.e.,
na = nb = n), we will have
n =
1
A
∑
k
a†kak =
1
2A
∑
k
[
1− ξk
Ek
tanh(
βEk
2
)
]
. (9)
In order to provide a description of the ground state of
the system, the interlayer interaction VD should be speci-
fied in the first place (see, next section). Afterward, a self
consistent solution of the gap and number equations (8)-
(9) will give all requirements to describe the system at the
mean field level. Once the gap function and the chemical
potential are known, we are in a position to calculate the
condensate fraction of the system, which for a uniform
system is given by [64, 65]
n0
n
=
1
4nA
∑
k
∆2k
E2k
tanh2(
βEk
2
), (10)
where n0 is the density of particles in the condensate
state.
III. SCREENING THE INTERLAYER
POTENTIAL WITHIN THE RANDOM PHASE
APPROXIMATION
Although in deriving the gap equation (8), we have
ignored the intralayer interactions, their effects through
the many-body screening of the interlayer potential VD
cannot be underestimated. In fact, the details of the ap-
proximations one uses to include these effects can qualita-
tively alter the final results [14]. In this section we aim to
include the effects of screening into our formalism, utiliz-
ing the previously introduced NS and SS approaches. As
interlayer interactions in both approaches are screened
within the RPA, this section starts with a review of it
applicable to a double layer configuration. Afterward,
we present the formalisms of the NS and SS schemes in
subsections III B and III C.
A. Random phase approximation
The effective interaction matrix within the RPA is [66]
W (q, ω) =
[
1 + V (q)χRPA(q, ω)
]
V (q), (11)
4where V (q) is the matrix of the bare interactions
Vq =
(
VS(q) VD(q)
VD(q) VS(q)
)
, (12)
and χRPA(q, ω) is the matrix of density-density response
functions in the RPA is written as
χRPA(q, ω) = [1− V (q)Π(q, ω)]−1Π(q, ω). (13)
Here, Π(q, ω) is the matrix of non-interacting density-
density response function, which for symmetric bilayers
reads
Π(q, ω) =
(
ΠS(q, ω) ΠD(q, ω)
ΠD(q, ω) ΠS(q, ω)
)
. (14)
We can write the eigenvalues of the RPA density-density
response matrix (13) as
χRPA± (q, ω) =
Π±(q, ω)
1− V±(q)Π±(q, ω) , (15)
where the symmetric (+) and antisymmetric (-) com-
ponents of the bare interaction and non-interacting re-
sponse function are defined respectively as
V±(q) = VS(q)± VD(q), (16)
and
Π±(q, ω) = ΠS(q, ω)±ΠD(q, ω). (17)
Note that the dispersions of collective modes of a bilayer
system could be obtained from the poles of interacting
density responses χRPA± (q, ω) in Eq. (15), while its pos-
sible singularities in the static limit (i.e., ω = 0) signal
instabilities toward density modulated phases such as the
density waves.
Finally, we can easily find the screened interactions
WS(D)(q, ω) =
1
2
[W+(q, ω)±W−(q, ω)] , (18)
where we have defined
W±(q, ω) =
V±(q)
1− V±(q)Π±(q, ω) . (19)
Improvements upon RPA, which is essential at strong
couplings, could be done through the inclusion of the
local field factors (LFF) [66] in the bare inter-particle in-
teraction matrix of Eq. (12). In the following we will use
the bare interlayer interaction VD(q), as the knowledge of
interlayer LFF for dipolar interactions, especially in the
presence of superfluidity is lacking, but for the intralayer
interaction we will use the Hubbard LFF [66], which has
proven to work well at intermediate and strong couplings
for dipolar systems [67, 68]. This will improve our model
in two ways: i) The spurious dependence of the bare in-
tralayer interaction potential Eq. (4) to the short-range
cutoff w will be removed, and ii) the effects of exchange
hole will be partially accounted for. Therefore in the
following, we will replace the bare intralayer interaction
VS(q), with
V HS (q) =
[
1−GH(q)]VS(q)
=
Cdd
2
[√
k2F + q
2 − q
]
.
(20)
Here, GH(q) = VS(
√
k2F + q
2)/VS(q) is used, kF =
√
4pin
is the Fermi wave-vector of a single component two-
dimensional Fermi gas, and the w → 0 limit is taken
at the end.
B. Screening in the normal state
When the bilayer system is in the normal state (NS)
(i.e., ∆k = 0), we have ΠD(q, ω) = 0, while ΠS(q, ω) is
the Stern-Lindhard function of a two-dimensional Fermi
gas, which in the static limit reads [66]
ΠNS (q) = −ν0[1−Θ(q − 2kF )
√
1− (2kF /q)2], (21)
where ν0 = m/(2pi~2) is the density of states. In this
case, for the static effective interlayer interaction we find
WND (q) =
VD(q)[
1− V+(q)ΠNS (q)
] [
1− V−(q)ΠNS (q)
] . (22)
In order to study the effect of normal screening on the
pairing, one has to replace VD(k − k′) with WD(k − k′)
in Eq. (8).
C. Screening in the superfluid state
As already mentioned, in the SS approach the su-
perfluid gap is assumed to be finite in obtaining the
screening. Therefore, the interlayer component of the
non-interacting density-density response ΠD would be
nonzero. Starting from the mean field Hamiltonian (7),
the intralayer and interlayer components of the non-
interacting susceptibility are obtained as (see, the Ap-
pendix for details)
ΠS(q) =
1
2A
∑
k
{(
1 +
ξk−ξk+
Ek−Ek+
)
nF(Ek−)− nF(Ek+)
Ek− − Ek+
−
(
1− ξk−ξk+
Ek−Ek+
)
1− nF(Ek−)− nF(Ek+)
Ek− + Ek+
}
,
(23)
and
ΠD(q) = − 1
2A
∑
k
∆k−∆k+
Ek−Ek+
{
nF(Ek−)− nF(Ek+)
Ek− − Ek+
+
1− nF(Ek−)− nF(Ek+)
Ek− + Ek+
}
,
(24)
5respectively where k± = k ± q/2 . It is clear that as
the screening itself is a function of the gap function ∆k,
Eqs. (23) and (24) should be solved self consistently to-
gether with the gap and number equations (8) and (9).
It is instructive to mention here that in the US ap-
proach, the superfluid gap is generally overestimated due
to the lack of screening. On the other hand, the NS
scheme normally underestimates the pairing gap. There-
fore the SS, which treats both screening and pairing on
equal footing is expected to provide the most trustable
results.
IV. RESULTS AND DISCUSSION
In this section, we present our numerical results for the
BCS-BEC crossover at vanishing temperature and within
the three above introduced approximations for the inter-
layer interaction, namely unscreened, screened within the
RPA for the normal state, and screened within the RPA
in the superfluid state. We also address the possibility
of DWI within different approximations. We should also
note that throughout this paper, we have scaled all the
lengths with r0 = mCdd/(4pi~2) and all the energies with
ε0 = ~2/(2mr20). Moreover, we note that at zero tem-
perature this symmetric bilayer system is identified by
two dimensionless coupling constants, the dimensionless
density parameter or the intralayer coupling constant de-
fined as λ = kFr0 [69], and the dimensionless interlayer
spacing d/r0.
A. Screened interlayer interaction and density
wave instability
Before turning to present our numerical results for the
superfluid order parameter, we first investigate the be-
havior of interlayer potential WD(q) within different ap-
proximations for screening. In Fig. 2 we compare the
bare interlayer interaction with the screened ones (i.e.,
NS and SS) at a fixed layer density and for different in-
terlayer spacings d. When the layer spacing is large (i.e.,
panel d) as the pairing gap is expected to be negligible,
both NS and SS give similar results and the screened in-
teraction is weaker than the bare one. At intermediate
and small layer separations (panels a-c), finite pairing gap
suppresses the screening and therefore the SS gives sim-
ilar results to the unscreened potential. When the sepa-
ration between two layers becomes very small (panel b),
the normal phase screening signals a sharp peak around
a specific wave vector and eventually diverges at smaller
distances (panel a). This behavior originates from the
vanishing of the dielectric function in the denominator of
Eq. (19) and could be a sign of a homogeneous system
becoming unstable towards density modulated phases.
Such a density wave instability is a common issue in lay-
ered structures at strong interlayer couplings. But as it
is clear from the SS results, this divergence goes away
! = 0.2	'(,* = 1 ! = 0.25	'(,* = 1
! = '(, * = 1! = 0.5	'(,* = 1
(a)
(d)
(b)
(c)
𝜈 "𝑊 $(𝑘
)
𝜈 "𝑊 $(𝑘
)
d = 0.2	r",λ = 1 d = 0.25	r",λ
d = 0.5	r",λ = 1 d = r",λ
FIG. 2. Comparison of the interlayer interaction obtained
within different approximations for screening at λ = 1 and for
several values of the layer spacing. Note that for λ = 1 the
interlayer potential within the NS diverges below d = 0.23 r0.
once the effects of pairing are incorporated in the re-
sponse functions. Therefore we conclude that DWI in
layered structures where the attractive interlayer inter-
action would essentially lead to pairing gap in the spec-
trum is just an artifact of the inappropriate screening
formalism. On the other hand, when the bare interlayer
interaction is repulsive as is the case for bilayers of two-
dimensional electron liquids [58] or dipoles with an an-
tiparallel polarization of the dipoles in two layers [68], as
the interlayer pairing is either absent or extremely weak,
one can expect DWI at strong interlayer couplings.
Since the self-consistent solution of the gap and par-
ticle number equations would fail due to the divergence
in the normal screened interlayer potential at small layer
spacings, below we analyze the criteria for this divergence
and we will always stay in the homogeneous liquid region
when considering the NS scheme.
Instability is identified by the poles of Eq. (15) in
the static limit. Within the NS one can get the crit-
ical distance, below which W+(q) and therefore WD(q)
have divergences. This critical spacing at weak and in-
termediate couplings (i.e., λ . 4) reads [68] 2kFdc =
ln
[√
5/2− 1 + 1/(2λ)].
Another quantity of interest is the average interlayer
interaction
∫
drVD(r) = VD(q = 0), which from Eq. (5)
evidently vanishes for the bare interlayer interaction as
the attractive and repulsive regions of interlayer inter-
action cancel each other. The same is also true for the
screened interaction in normal phase as it is clear from
Eq. (22). However, at finite pairings, the average inter-
layer interaction could be finite. This behavior is cap-
tured only by the superfluid screening scheme.
6B. BSC-BEC crossover within different screening
schemes
Fig. 3 illustrates the wave vector dependence of the
superfluid gap, corresponding to the same set of param-
eter values used in Fig. 2. The behaviors of the pairing
gaps are exactly as one expects from the behavior of in-
terlayer potentials. The superfluid gaps obtained from
the UN and SS schemes are almost on top of each other
in panels (a)-(c), as expected. In panel (a), the gap func-
tion for the NS is absent as the effective normal screened
interaction diverges at small layer spacings. The larger
superfluid gap of the NS in panel (b) with respect to the
bare one is just an artifact of the enhanced screened in-
terlayer potential in the vicinity of the DWI. In panel
(d) where the magnitude of the pairing gap is very small,
the NS and SS schemes give similar results. We should
also note that our results for the pairing gap obtained
with the bare potential agree qualitatively with the ones
of Zinner et al. [56].
Fig. 4 shows different behavior of the excitation energy
on the BCS and BEC sides of the crossover. In the BEC
region (top panel) where the chemical potential is nega-
tive, the minimum of the excitation spectrum is at k = 0.
In the BCS region (bottom panel) the chemical potential
is positive and the minimum of the excitation energy is
at kr0 ≈
√
µ/ε0.
We illustrate the pairing gap and the condensate frac-
tion of a dipolar bilayer system in the (λ − d) plane,
respectively in the left and right panels of Fig. 5. One
clearly observes that at a fixed layer density, increasing
the layer spacing the pairing gap decreases and even-
tually the system becomes normal. Incorporating the
(a) (b)
(c) (d)
(a) (b)
(d)(c)
[𝜀 #]
[𝜀 #]
d = 0.2	r#, λ = 1 d = 0.25	r#, λ = 1
d = 0.5	r#, λ = 1 d = r#, λ = 1
FIG. 3. The wave vector dependence of the pairing gap (in
units of ε0) is shown for a fixed intralayer coupling constant
λ = 1 and for different interlayer spacings d. Panel (a) lies
in the region where the normal screening signals density wave
instability and therefore the corresponding gap function is
absent there.
[𝜀 #]
[𝜀 #]
d = 0.25	r#, λ = 1
d = r#, λ = 1
FIG. 4. The quasi-particle energies (in units of ε0) as func-
tions of the wave vector obtained within different approxima-
tions for the interlayer interaction in the BEC region (top)
where µ < 0 and in the BCS region (bottom) where µ > 0.
many-body screening into the formalism, the transition
into normal phase moves into smaller interlayer separa-
tions. On the other hand, the superfluid gap has a non-
monotonic behavior as a function of the intralayer cou-
pling constant λ at a fixed value of the interlayer separa-
tion. The maximum value of the pairing gap takes place
at a density value which strongly depends on the screen-
ing scheme. Most importantly, at low-density systems su-
perfluidity is stable to many-body screenings, whereas at
high densities screening suppresses the superfluidity. The
condensate fraction of the system decreases rapidly both
with increasing the interlayer separation or the density
of the system. All the described behaviors are explicitly
observable in Fig. 6, as well.
In Fig. 7, we have plotted the phase diagram of the sys-
tem based on the sign of the chemical potential. Clearly,
the NS slightly decreases the area of the region with nega-
tive chemical potential (i.e., the BEC side). We note that
the SS screening has almost the same BCS-BEC crossover
boundary as that of US interaction and therefore is not
shown in the figure. The hatched area in Fig. 7 shows
the region where the normal screened potential diverges,
signaling the DWI.
V. CONCLUSION
In layered structures of ultracold polarized dipolar
fermions, the attractive part of the interlayer interac-
7∆"#$ 	['(] *(/*
FIG. 5. The behaviors of the maximum values of the pairing
gap (left) and the condensate fraction (right) in the d − λ
plane within three different screening schemes.
(a) (b)
(d)
(f)
(e)
(c)
∆ "#$	[ε
(]
𝑛 (/𝑛
	µ	[λ. ε (
]
FIG. 6. Illustration of the effects of many-body screening on
the pairing gap (top), the chemical potential (middle), and the
condensate fraction (bottom) are shown as functions of the
interlayer spacing (left panels) at a fixed λ and as functions
of the intralayer coupling constant at a fixed layer spacing
d (right panels). Green lines in the middle panels indicate
the line of zero chemical potential µ = 0, separating the BCS
region from the BEC one.
tion would be responsible for the interlayer pairing and
the BCS-BEC crossover is expected through the tuning
of the interlayer separation or layer densities. We have
investigated the interplay between many-body screening
and interlayer pairing and its impact on the BCS-BEC
crossover as well as the much-speculated density wave in-
stability. We have employed the BCS mean field theory
to find the gap function for interlayer pairing, for which
the effective interlayer interaction plays a prominent role.
To include the effects of screening on the interlayer in-
0.1 0.6 1.1 1.6 2.1 2.6 3.1
λ
0.0
0.2
0.4
0.6
0.8
1.0
d
/
r 0
BEC
µ< 0
µ> 0
BCS
FIG. 7. Phase diagram of a bilayer system of dipolar fermions
as a function of the interlayer spacing d and intralayer cou-
pling constant λ. BSC (i.e., µ > 0) and BEC (i.e., µ < 0)
regions are characterized by the sign of the chemical poten-
tial. The solid and dashed lines indicate the µ = 0 region
obtained within the US and NS schemes, respectively. The
results of SS were indistinguishable from the unscreened one
and therefore are not shown. The hatched area shows the
region where the interlayer potential screened in the normal
phase becomes divergent.
teraction, we have employed two approaches. Within the
RPA, we have screened the interlayer interaction assum-
ing that the system is either in the normal or in the su-
perfluid phase. With a self-consistent solution of the gap
and number equations, we have compared the interlayer
superfluidity in the unscreened case with the NS and the
SS ones.
We have observed that within our NS scheme the bi-
layer system becomes unstable towards the density wave
instability at small layer spacings, in agreement with
many similar studies [39–41]. But once the effects of in-
terlayer pairing are included in the screening this instabil-
ity goes away. Therefore we conclude that the expected
DWI in a symmetric bilayer system of dipolar fermions
with parallel polarization is just an artifact of the poor
inclusion of many-body screenings. On the other hand,
if the polarization of dipoles in two layers is antiparallel,
the DWI may dominate over interlayer pairing [68].
Moreover, we have shown that the boundary between
BCS and BEC regions in the case of unscreened interac-
tions does not change remarkably if one screens the inter-
layer interactions within the SS, while the NS approach
moves the boundary towards the BEC region. Our find-
ings also indicated that at low-density systems (i.e., on
the BEC side of the crossover), screening has no signif-
icant effect on the superfluid gap. In contrary at high
densities (i.e., approaching the BCS regime), the screen-
ing destroys superfluidity. Furthermore, screening causes
the condensate fraction to decrease more quickly, as the
8interlayer spacing and/or intralayer coupling constant is
increased. However, we should note that a proper de-
scription of the strong coupled BEC side requires beyond
BCS mean-field techniques [56].
In summary, our work has a two-fold message: First,
both the BCS and BEC regimes are experimentally ac-
cessible with polar molecules such as LiCs and KRb. Sec-
ond, density wave instabilities are not expected to appear
in these systems.
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Appendix: Derivation of the density-density
response functions in the superfluid state
Here we will illustrate how to get the density-density
response functions of the BCS mean field Hamiltonian.
To do this, we begin with writing the mean field Hamil-
tonian (7) in the Nambu notation as
HMF =
∑
k
Ψ†kε¯kΨk, (A.1)
where Ψ†k =
(
a†k b−k
)
, and
ε¯k =
(
ξk −∆k
−∆∗k −ξk
)
. (A.2)
The total density operator with this notation is
ρq =
∑
k
Ψ†k−q/2τ
zΨk+q/2, (A.3)
where τz is the z-component of the Pauli matrix which
acts on the layer degree of freedom. Layer resolved den-
sity operator for layer α reads
ρq,α =
∑
k
Ψ†k−q/2τ
αΨk+q/2, (A.4)
where τa(b) = (τz ± 1)/2. The Matsubara Green’s func-
tion matrix in the Nambu formalism is introduced as [70]
G¯(k, iεn) =
(
G(k, iεn) F (k, iεn)
F ∗(k, iεn) −G∗(k, iεn)
)
. (A.5)
Here, the normal and anomalous Green’s functions are
defined as
G(k, iεn) =
∑
λ=±1
wλk
iεn − λEk , (A.6)
and
F (k, iεn) =
−∆k
2Ek
∑
λ=±1
λ
iεn − λEk , (A.7)
respectively, where w±k = (1± ξk/Ek)/2 and εn = (2n+
1)pi/β with integer n is a fermionic Matsubara frequency.
The density-density response function within the single
bubble diagram level reads
Παα′(q, iωn) =
1
Aβ
∑
k,iεn
Tr
[
G¯(k−, iεn)ταG¯(k+, iεn + iωn)τα
′]
, (A.8)
where k± = k± q/2, and ωn = 2npi/β is a bosonic Matsubara frequency. After some straightforward algebra we find
ΠS(q, iωn) =
1
Aβ
∑
k,iεn
G(k−, iεn)G(k+, iεn + iωn)
=
1
A
∑
k,λ,λ′
wλk−w
λ′
k+
nF(λEk−)− nF(λ′Ek+)
iωn + λEk− − λ′Ek+
,
(A.9)
and
ΠD(q, iωn) =
1
Aβ
∑
k,iεn
F ∗(k−, iεn)F (k+, iεn + iωn)
= − 1
A
∑
k,λ,λ′
(
λλ′∆k−∆k+
4Ek−Ek+
)
nF(λEk−)− nF(λ′Ek+)
iωn + λEk− − λ′Ek+
.
(A.10)
In the static limit, after performing the summation over λ and λ′, we arrive at Eqs. (23) and (24).
[1] J. M. Blatt,Theory of Superconductivity (Academic, New
York 1964).
[2] M. Randeria, W. Zwerger, and M. Zwierlein, The BCS-
9BEC Crossover and the Unitary Fermi Gas (Springer,
Berlin, Heidelberg, 2012).
[3] S. A. Moskalenko, Sov. Phys. Solid State 4, 276 (1962).
[4] J. M. Blatt, K. W. Boer, and W. Brandt, Phys. Rev.
126, 1691 (1962).
[5] L. V. Keldysh and Yu. V. Kopaev, Sov. Phys. Solid State
6, 2219 (1965).
[6] U. Sivan, P. M. Solomon, and H. Shtrikman, Phys. Rev.
Lett. 68, 1196 (1992).
[7] A. F. Croxall, K. Das Gupta, C. A. Nicoll, M. Thangaraj,
H. E. Beere, I. Farrer, D. A. Ritchie, and M. Pepper,
Phys. Rev. Lett. 101, 246801 (2008).
[8] J. A. Seamons, C. P. Morath, J. L. Reno, and M. P. Lilly,
Phys. Rev. Lett. 102, 026804 (2009).
[9] R. V. Gorbachev, A. K. Geim, M. I. Katsnelson, K.S.
Novoselov, T. Tudorovskiy, I. V. Grigorieva, A. H. Mac-
Donald, K. Watanabe, T. Taniguchi, and L. A. Pono-
marenko, Nat. Phys. 8, 896 (2012).
[10] M. P. Mink, H. T. C. Stoof, R. A. Duine, M. Polini, and
G. Vignale, Phys. Rev. Lett. 108, 186402 (2012).
[11] H. Min, R. Bistritzer, J.-J. Su, and A.H. MacDonald,
Phys. Rev. B 78, 121401(R) (2008).
[12] C.-H. Zhang and Y. N. Joglekar, Phys. Rev. B 77, 233405
(2008).
[13] A. Perali, D. Neilson, and A. R. Hamilton, Phys. Rev.
Lett. 110, 146803 (2013).
[14] D. Neilson, A. Perali, and A. R. Hamilton, Phys. Rev. B
89, 060502(R) (2014).
[15] D. S. L. Abergel, M. Rodriguez-Vega, Enrico Rossi, and
S. Das Sarma, Phys. Rev. B 88, 235402 (2013).
[16] M. Zarenia, A. Perali, D. Neilson, and F. M. Peeters, Sci.
Rep 4, 7319 (2014).
[17] L. Dell’Anna, A. Perali, L. Covaci, and D. Neilson, Phys.
Rev. B 92, 220502(R) (2015).
[18] M. Zarenia, A. Perali, F. M. Peeters, and D. Neilson, Sci.
Rep 6, 24860 (2016).
[19] E. Timmermans, P. Tommasini, M. Hussein, and A. Ker-
man, Phys. Rep. 315, 199 (1999).
[20] C. A. Regal, M. Greiner, and D. S. Jin, Phys. Rev. Lett.
92, 040403 (2004).
[21] M. W. Zwierlein, C. A. Stan, C. H. Schunck, S. M. F.
Raupach, A. J. Kerman, and W. Ketterle, Phys. Rev.
Lett. 92, 120403 (2004).
[22] J. Kinast, S. L. Hemmer, M. E. Gehm, A. Turlapov, and
J. E. Thomas, Phys. Rev. Lett. 92, 150402 (2004).
[23] T. Bourdel, L. Khaykovich, J. Cubizolles, J. Zhang, F.
Chevy, M. Teichmann, L. Tarruell, S. J. J. M. F. Kokkel-
mans, and C. Salomon, Phys. Rev. Lett. 93, 050401
(2004).
[24] C. Chin, M. Bartenstein A. Altmeyer, S. Riedl, S.Jochim,
J. H. Denschlag, and R. Grimm, Science 305, 1128
(2004).
[25] W. Ketterle and M. W. Zwierlein, in Ultracold Fermi
Gases, in Proceedings of the International School of
Physics Enrico Fermi, Course CLXIV, Varenna, 2006,
edited by M. Inguscio, W. Ketterle, and C. Salomon (IOS
Press, Amsterdam, 2008).
[26] A. Griesmaier, J. Werner, S. Hensler, J. Stuhler, and T.
Pfau, Phys. Rev. Lett. 94, 160401 (2005).
[27] J. Deiglmayr, A. Grochola, M. Repp, K. Mo¨rtlbauer, C.
Glu¨ck, J. Lange, O. Dulieu, R. Wester, and M. Wei-
demu¨ller, Phys. Rev. Lett. 101, 133004 (2008).
[28] K.-K. Ni, S. Ospelkaus, M. H. G. de Miranda, A. Pe´er,
B. Neyenhuis, J. J. Zirbel, S. Kotochigova, P. S. Julienne,
D. S. Jin, and J. Ye, Science 322, 231 (2008).
[29] T. Takekoshi, L. Reichso¨llner, A. Schindewolf, J. M. Hut-
son, C. R. Le Sueur, O. Dulieu, F. Ferlaino, R. Grimm,
and H.-C. Na¨gerl, Phys. Rev. Lett. 113, 205301 (2014).
[30] M. Lu, N. Q. Burdick, and B. L. Lev, Phys. Rev. Lett.
108, 215301 (2012).
[31] K. Aikawa, A. Frisch, M. Mark, S. Baier, A. Rietzler, R.
Grimm, and F. Ferlaino, Phys. Rev. Lett. 108, 210401
(2012).
[32] T. M. Rvachov, H. Son, A. T. Sommer, S. Ebadi, J. J.
Park, M. W. Zwierlein, W. Ketterle, and A. O. Jamison,
Phys. Rev. Lett. 119, 143001 (2017).
[33] S. R. Manmana, E. M. Stoudenmire, K. R. A. Haz-
zard, A. M. Rey, and A. V. Gorshkov Phys. Rev. B 87,
081106(R) (2013).
[34] Z. Xu, L. Li, and S. Chen, Phys. Rev. Lett. 110, 215301
(2013).
[35] G. M. Bruun and E. Taylor, Phys. Rev. Lett. 101, 245301
(2008).
[36] Y. Yamaguchi, T. Sogo, T. Ito, and T. Miyakawa, Phys.
Rev. A 82, 013643 (2010).
[37] K. Sun, C. Wu, and S. Das Sarma, Phys. Rev. B 82,
075105 (2010).
[38] L. M. Sieberer and M. A. Baranov, Phys. Rev. A 84,
063633 (2011).
[39] M. M. Parish and F. M. Marchetti, Phys. Rev. Lett. 108,
145304 (2012).
[40] B. P. van Zyl, W. Kirkby, W. Ferguson, Phys. Rev. A
92, 023614 (2015).
[41] M. Babadi and E. Demler, Phys. Rev. B 84, 235124
(2011).
[42] Z. Wu, J. K. Block, and G. M. Bruun, Phys. Rev. B 91,
224504 (2015).
[43] N. T. Zinner and G. M. Bruun, Eur. Phys. J. D 65, 133
(2011).
[44] J. K. Block, N. T. Zinner, and G. M. Bruun, New J.
Phys. 14, 105006 (2012).
[45] F. M. Marchetti and M. M. Parish, Phys. Rev. B 87,
045110 (2013).
[46] M. Callegari, M. M. Parish, and F. M. Marchetti, Phys.
Rev. B 95, 085124 (2017).
[47] A. Mazloom and S. H. Abedinpour, Phys. Rev. B 96,
064513 (2017) .
[48] J. E. Baarsma and P. To¨rma¨, arXiv:1612.07953.
[49] H. Lee, S. I. Matveenko, D.-W. Wang, and G. V. Shlyap-
nikov, arXiv:1705.06637.
[50] A. Boudjemaˆa, Phys. Lett. A 381, 1745 (2017).
[51] A. Pikovski, M. Klawunn, G. V. Shlyapnikov, and L.
Santos, Phys. Rev. Lett. 105, 215302 (2010).
[52] S.-M. Shih and D.-W. Wang, Phys. Rev. A 79, 065603
(2009).
[53] J. R. Armstrong, N. T. Zinner, D. V. Fedorov, and A. S.
Jensen, Europhys. Lett. 91, 16001 (2010).
[54] M. A. Baranov, A. Micheli, S. Ronen, and P. Zoller, Phys.
Rev. A 83, 043602 (2011).
[55] M. G. H. de Miranda et al., Nat. Phys. 7, 502 (2011).
[56] N. T. Zinner, B. Wunsch, D. Pekker, and D.-W. Wang,
Phys. Rev. A 85, 013603 (2012).
[57] N. Matveeva and S. Giorgini, Phys. Rev. A 90, 053620
(2014).
[58] L. S´wierkowski, D. Neilson, and J. Szyman´ski, Phys. Rev.
Lett. 67, 240 (1991).
[59] D. Neilson, L. S´wierkowski, J. Szyman´ski, and L. Liu,
10
Phys. Rev. Lett. 71, 4035 (1993).
[60] J. Szyman´ski, L. S´wierkowski, and D. Neilson, Phys. Rev.
B 50, 11002 (1994).
[61] L. Liu, L. S´wierkowski, D. Neilson, and J. Szyman´ski,
Phys. Rev. B 53, 7923 (1996).
[62] R. K. Moudgil, G. Senatore, and L. K. Saini, Phys. Rev.
B 66, 205316 (2002).
[63] A. Maciaa, F. Mazzanti, and J. Boronat, Eur. Phys. J.
D 66, 301 (2012).
[64] G. Ortiz and J. Dukelsky, Phys. Rev. A 72, 043611
(2005).
[65] L. Salasnich, N. Manini, and A. Parola, Phys. Rev. A 72,
023621 (2005).
[66] G. F. Giuliani and G. Vignale, Quantum Theory of
the Electron Liquid (Cambridge University Press, Cam-
bridge, 2005).
[67] I. Seydi, S. H. Abedinpour, and B. Tanatar, J. Low
Temp. Phys. 187, 705 (2017).
[68] E. Akaturk, S. H. Abedinpour, and B. Tanatar, unpub-
lished.
[69] S. H. Abedinpour, R. Asgari, B. Tanatar, and M. Polini,
Ann. Phys. (N.Y.) 340, 25 (2014).
[70] H. Bruus and K. Flensberg, Many-Body Quantum Theory
in Condensed Matter Physics: An Introduction (Oxford
University Press, Oxford, 2004).
