In this article we will mainly introduce the basic ideas of Witten deformation, which were first introduced by Witten on [W], and some applications of it. The first part of this article mainly focuses on deformation of Dirac operators and some important analytic facts about the deformed Dirac operators. In the second part of this article some applications of Witten deformation will be given (mainly referring to [WZ]), to be more specific, an analytic proof of Poincaré-Hopf index theorem and Real Morse nequilities will be given. Also we will use Witten deformation to prove that the Thom Smale complex is quasiisomorphism to the de-Rham complex (Witten suggested that Thom Smale complex can be recovered from his deformation in [W] 
In this section, I will simply introduce the basic ideas of Witten deformation of de-Rham homology sequence, and I will focus on the analytic behavior of the deformed oprerator and some analytic estimation will be given (referring to [WZ] ). Some basic knowledge on "Fredholm Operator" and "Hodge decomposition" which may be referred in this section can be found in the third section.
maps p-forms to p-forms for all p ∈ Z or p-forms to (n-p)-forms for all p ∈ Z. This is necessary by a dimensional argument since the dimension of Ω p space is n p when viewed as a linear space over C ∞ (M). Now for all T ∈ Aut(Ω * ) we get an operator d T = T −1 dT which satisfies d T • d T = 0 and we get a complex corresponding to the operator d T . The important thing is that there is a natural isomorphism between this complex and de-Rham complex, which is exactly
which is a chain map since
while the inverse of P T is P −1 T = T a chian map too. Through this simple argument combined with Poincaré duality we easily get that the associated cohomology group of de-Rham complex and d T complex are isomorphic.
thus the Betti number and Euler characteristic number of these two cohomology sequences are exactly the same.
For example if we choose T = * the Hodge star operator, then we have * −1 d * = (−1) p(n−p) • d * while d * is the formal adjoint operator of d and (−1) p(n−p) the operater which multiplies p-form by (−1) p(n−p) . And by above argument we have
where the first isomorphism is given by Poincaré duality.
Now if we consider an one-parameter isomorphism group namely T (t) : R × Ω * → Ω * T (t) ∈ Aut(Ω * ) ∀t ∈ R we know
keeps unchanged when t varies, the corresponding self-adjoint Dirac operator on the graded space is
by Hodge theory we can study the Hodge Laplace operator as t varies
to give some descriptions of the topological invariants of manifold M . In fact we have
In fact all the discussion above is really trivial, but things begin to change when we choose specific automorphisms T , and the previous trivial discussion may build links between the topological invariants and some artificial objects. Note that the Poincaré-hopf index theorem links an intrinsic quantity−Euler characteristic number to an external quantity−sum of signals of the zeros of a well behaved vector field, and it can be proved by the idea of deformation. Now we consider a very special case where M is an oriented Riemannian manifold and the isomorphism can be chosen as a multiplication by nowhere vanishing functions, namely
and we can calculate the Hodge Laplace operator as below:
we introduce the Clifford notations c(e) = e * ∧ −i e c(e) = e * ∧ +i e which has following properties:
c(e)c(e ′ ) + c(e ′ )c(e) = −2 < e, e ′ > c(e) c(e ′ ) + c(e ′ ) c(e) = 2 < e, e ′ > c(e) c(e ′ ) + c(e ′ )c(e) = 0
Since locally
where e i are the local orthonormal basis for T M and e i are the dual basis of e i . Thus
c(e i )∇ e i so we have
c(e i )∇ e i + c(∇(ln |f |))
and by simple calculation we get
according to Witten we may choose ln|f | to be tg where g is a morse function and then morse inequilities can be proved by letting the paramater t → ∞ and studying the corresponding Hodge Laplace operator. We will discuss it later.
In fact for a more general case we may replace ∇ln|f | of D T f with a certain vector field V denoted by
c(e i )∇ e i + c(V ) and get the following bochner type formula
c(e i ) c(∇ e i V ) + |V | 2 now we deform in the way witten did, to replace vector field V by a group of vector fields tV where t belongs to R and we get the following bochner type formula:
and what left for us is to study the behavier of ∆ T tV when t goes to infinity.
The Behavior of Deformed Operator through Vector Fields
In this part some estimation of the deformed Dirac and Laplace operator will be given. To be more specific, when we deform an operator through a given vector field, we will see from P roposition.1. that the imformation of the deformed operator will concentrate to zeros of the given vector field. Moreover by P roposition.2. we will see clearly what the kernel space of the deformed operator looks like. P roposition.3. tells us that we may possibly localize the deformed operator to the neighborhood of the zeros of the given vector field. Also we will see from P roposition.4. that the spectral of the deformed operator will concentrate to zero.
Let M be a compact oriented closed Riemannian manifold. Now we will focus on the deformed Dirac and corresponding Laplace operator. From the first section of this part we see that for any smooth vector field V , the deformed Dirac operator has the local expression
c(e i )∇ e i + t c(V ) and the corresponding deformed Laplace has the expression
Let || · || k denote the k-th Sobolev norm induced by the inner product defined in section.3.1. Denote by H k (M ) the corresponding Sobolev space. And we have an very important observation for D tV outside the zeros of V . Proposition 1. There exists a constant C > 0, t 0 > 0 such that for any section s ∈ Ω * (M ) with Supp(s) ⊂ M \ ∪ p∈zero(V ) U p and t ≥ t 0 , one has
where U p is a neighborhood of p. C only depends on the choice of neighbors.
Proof. Since V is smooth and nowhere vanishing on
thus we deduce easily from the expression of the deformed Laplace operator that
where C 1 , C 2 are positive, and for T great enough we have
From the above proposition, we see that the eigenvalues of D tV will "concentrate" in the neighborhood of the zeros of the smooth vector field V when t goes to infinity. Thus we can study the eigen space of the deformed Dirac operator by localizing it to M \ ∪ p∈zero(V ) U p . Now we consider a special case where the zero point set of V is discrete and for any p ∈ zero(V ), there is a sufficiently small neighborhood U p of p and an oriented coordinate system y = (y 1 , y 2 , ...., y n ) such that on U p , V (y) = yA p for some constant non-degenerate matrix A p Without loss of generality we assume that on each U p we may choose a local orthonormal coordinate (e 1 , ..., e n ) with the dual (e 1 , ..., e n ). By local Frobenius theorem we can find coordinate y = (y 1 , ...., y n ) such that ∂ ∂y i = e i and V is of the form yA p with A p non-degenerate.
So near the zero point p of V the deformed Laplace operator can be written explicitly as
and it can be decomposed as a rescaled harmonic oscillator K t and a linear operator
By standard results concerning harmonic oscillators (cf. [GJ, Theorem 5 .1]), one knows that when t > 0 K t is a non-negative elliptic operator with KerK t being of dimension one and being generated by
Furthermore, the nonzero eigenvalues of K t are all greater than Ct for some fixed constant C > 0. Now we study the linear operator L.
Where Λ * (E * n ) denote the exterior algebra generated by (e 1 , ..., e n ) over R Proof. By Polar decomposition of A we have
where diags 1 , ..., s n denotes the diagonal matrix with each
we then have the following result:
thus η j is self adjoint. By the basic properties of the Clifford algebra, we have the following results:
And we may apply similar calculations to get (3).
From the discussion above we see that the lowest eigenvalue of η j is -1, thus L is nonnegative operator.
Also we see that each 1 + η j is nonnegative thus
We note from Lemma.2. that the eigen values of η j are -1,1 and the corresponding eigen space
And we deduce from this fact that
Moreover, for a zero point p we have a corresponding eigenvalue x p and we would like to determine whether x p is an even form or an odd form. First we observe that
thus we see that
c(e i ) c(e i )| Λ even\odd = ±Id| Λ even\odd now by discussion above we have
from all the discussion above we see that x p is an odd/even form if and only
Based on all the result above we get the following properties:
Proposition 2. For any t > 0, the deformed Laplace operator ∆ tV restricted to the neighborhood of a zero p is a nonnegative operator. Its kernel is of dimension one and is generated by
under some orthonormal coordinate. Moreover, all the nonzero eigenvalues of this operator are greater than Ct for some fixed constant C >0.
With the P roposition.1. and P roposition.2., we would like to do some localization work with the deformed Laplace operator. Namely we want to restrict the deformed Laplace to the zero set of V . Some estimates are required to let the restriction make sense.
Without loss of generality we assume that each U p , p ∈ zero(V ) is an open ball around p with radius 4a where a is small enough. Let γ : R → [0, 1] be a smooth function such that γ(z) = 1 if |z| ≤ a, and that γ(z) = 0 if |z| ≥ 2a. For any p ∈ zero(V ), t > 0 set
and we get the unified compact supported form
Let E t denote the direct sum of the vector spaces generated by x p , p ∈ zero(V ), then E t admits a Z 2 -graded decomposition
Let E ⊥ t be the orthogonal complement to E t in H 0 (M ). Then H 0 (M ) admits an orthogonal splitting
Let P, P ⊥ denote the orthogonal projections from H 0 (M ) to E t and E ⊥ t respectively. We then have a decomposition for the deformed Dirac operator D tV :
We have the following estimate for each part of the decomposition.
(1) D tV,1 = 0
(2) There exists a constant T 0 > 0 such that for any s ∈ E ⊥ t ∩H 1 (M ),s ′ ∈ E t and t ≥ t 0 , one has
Since the image of D tV,2 and D tV,3 are of finite dimensions thus by P roposition.3. we see D tV,2 and D tV,3 are compact. Also by P roposition.3. we see D tV,4 is invertible. In this case we easily see that
is Fredholm. And by definition we have an easy result which is D tV,1 = 0 and Index(D tV,1 ) = Index(V ) Proof. We can check that (1) follows easily from the definition.
For the proof of (2), since D tV,3 is the formal adjoint of D tV,2 so we only need to prove the estimate for D tV,2 By the definition of p one deduces that for any
since γ equals one in an open neighborhood around zero(V ), dγ vanishes on this open neighborhood. Thus one deduce easily that there exists constants
and the required result follows easily.
As for (2) this case is a ittle more complicated, for any s ∈ E ⊥ t we can decompose it into two parts, the first part being supported in ∪ p∈zero(V ) U p while the second part being supported in M \ ∪ p∈zero(V ) U p . Thus we will porve the theorem in three steps.
(3) We prove the general case.
Step1. Suppose Supp(s) ⊂ ∪ p∈zero(V ) U p , locally near each zero p we can simply assume as well that we are in a union of Euclidean spaces E p containing U p and we know in E p the kernel of
Thus we can define a projection P ′ such that
compairing with P we can then use the assumption that P s = 0 to deduce the following result:
From the expression we simply deduce that
Since by P roposition.2. we know that for some constant C 3 > 0
Moreover, by P roposition.2. there exists constant C 4 , C 5 > 0 such that
thus we get
and one sees directly that there exists t 1 > 0 such that for any t > t 1
Step2. This is an easy result of P roposition.1.
Step3. Now we deal with the general case. For a general s we has a following decomposition
where γ is a cut off function taking the value of 1 near the zero set of V and vanishes otherwise. So we have the following estimation
for some C 6 > 0 and all t > t 0 > 0
With all the discussion above we have localized the deformed operator. However E t is not the kernel space of D tV , and E t is almost the kernel space of D tV when t is large enough. In fact for any positive constant c > 0, let E c denote the direct sum of the eigenspaces of D tV associated with eigenvalues lying on [−c, c] . Clearly E c is a finite dimensional subspace of H 0 (M ).
Let P c denote the orthogonal projection operator from H 0 (M ) to E c .We have the following important result:
Proposition 4. There exists C 1 > 0, t 0 > 0 such that for any t ≥ t 0 and any s ∈ E t one has the following estimate
Proof. Let δ = {λ ∈ C : |λ| = c} be the counter clockwise oriented circle. And for any λ ∈ δ and s ∈ H 1 (M ) we have
for all t > t 1 for some constant t 1 > 0 So for all λ ∈ δ and t > t 1 we have
is invertible. Thus the resolvent (λ − D tV ) −1 is well-defined. By the basic spectral theorem for the self-adjoint operator we have
and then
then the proof can be completed with very simple calculations.
To sum up, as t goes to infinity, the eigenspace of D tV will concentrate near the zero set of V in H 0 norm.
Some applications of Witten Deformation
In this section, some applications of the Witten deformation will be given. The Witten deformation provides an efficient analytic way to solve some geometry or topology problems.
Poincaré Hopf Index Theorem
For convenience we here restate the Poincaré-Hopf index theorem, here we assume the vector field V is smooth, with discrete non-degenerate zero points. Namely for all p ∈ zero(V ) there is sufficiently small neighborhood U p of p and an oriented coordinate system y = (y 1 , y 2 ....y n ) such that on U p V (y) = yA p for some constant matrix A p such that
The Poincaré-Hopf index theorem can be stated as follows:
Proof. Now we deform the Dirac operator D : Ω even → Ω odd via the smooth vector field as
and we can decompose the deformed operator to the localized part and other part as below
where
and P is the projection operator from H 0 (M ) to the finite dimensional linear space E t defined as
By P roposition.3. we know that D tV,2 and D tV,3 are compact and D tV,4 is invertible. Now we consider the path
and by what we know about Fredholm operator, we see that D u is Fredholm for all u thus indD tV,1 = indD 0 = indD 1 = indD tV
Since indD tV = χ(M ) and indD tV,1 = ind(V ) thus we are done.
Morse Inequilities
Before proving the Morse inequilities, let us first review them. Let M be a n-dimensional closed oriented manifold. Let f ∈ C ∞ (M ) be a Morse function on M namely all the critical point of f are discrete and nondegenerate. By saying nondegenerate we mean det(Hess f (x)) = 0 A basic result by Morse states that :
Lemma 3. (Morse Lemma) For any critical point x ∈ M of the Morse function f , there is an open neighborhood U x of x and an oriented coordinate system y = (y 1 , ...., y n ) such that on U x , one has
where we call n f (p) the Morse index of f at p.
The proof of the Morse lemma can be found in [JM1] . Since the proof is not important here, I just omit it. Now for any integer i such that 0 ≤ i ≤ n, let β i denote the i-th Betti number dimH i dR (M ; R). Let m i denote the number of critical points p ∈ M of f such that n f = i 
. Moreover
In fact the weak Morse inequilities is a result of the strong one.
Proof. We prove this via three steps.
Step1. deformation of the Dirac operator:
We apply the deformation
tf to the de-Rham cohomology sequence of M . This is equivalent to replacing V by ∇f and deforming through vector field ∇f . The zero points of ∇f are exactly the critical points of f , and when the index of the critical point p is n f (p) ∇f has the local expression
and the deformed Laplace operator has the local expression
and can be simplified as
by P roposition.2. its kernel is of dimension one and is generated by
again we localize the Dirac operator, consider the finite dimensional vector space E t generated by γ p x p where γ p is a cut off function near p, we then decompose the Dirac operator
and P is canonical projection operator from H 0 (M ) to E t .
Step2. estimation of the dimension.
By proposition.4. we again denote E c the direct sum of eigenspaces of D t associated with the eigenvalues lying in [−c, c] , and p c the projection to E c . We have already seen that when t goes to infinity γ p x p is nearly the kernel of ∆ t , and by Hodge theory we see γ p x p is nearly a representation of
dR . Thus it is natural for us to conjecture that dimH i dR ≤ m i . Proposition 5. For any c > 0, there exists t 0 > 0 such that when t ≥ t 0 , the number of eigenvalues in
Proof. By applying P roposition.4. we see that when s 1 , s 2 are linearly independent in E t , then P c s 1 , P c s 2 are linearly independent in E c when t > t 0 big enough. Thus we have
Now if dimE c > dimE t , then there should exist a nonzero element s ∈ E c such that s is perpendicular to P c E t . That is
We denote u p the normalization of γ p x p , we then deduce that
by P roposition.4. conbined with above equality we have there exists C 0 > 0 such that when t > t 0 > 0 big enough,
Thus, there exists a constant C 1 > 0 such that when t > 0 is large enough,
From P roposition.3. one sees that when t > 0 is large enough,
for some positive constant C 2 . From this one get
which leads to a contradiction if s is nonzero. Thus one has
in fact E c = P c E t = E t when t large enough. Now we mainly focus on i-form spaces for each 0 ≤ i ≤ n. Denote Q i the orthogonal projection operator from H 0 (M ) onto the L 2 -completion space of Ω i (M ). Since ∆ t preserves the Z-grading of Ω * (M ), one sees that for any eigenvector s of D t associated with an eigenvalue µ ∈ [−c, c],
is an eigenvector of ∆ t associated with eigenvalue µ 2 . By P roposition.4. one deduce that
thus Q n f (p) P c u p are linealy independent when t is big enough. Thus
On the other hand one has
Step3. Localization of the de-Rham complex.
For any inter i such that 0 ≤ i ≤ n, let
denote the m i dimensional vector space generated by the eigenspaces of ∆ t | Ω i (M ) associated with eigenvalues in [0, c] .
by trivial restriction we get the Hodge decomposition for this new chain complex. Now we define the corresponding Betti number
which equals to dim(Ker∆ t | Ω i ) = β i , this implies the weak Morse inequilities.
To prove the strong Morse inequilities, we examine the following decompositions obtained from the localized complex:(for any integer 0
) From P roposition.5. one easily deduce that for any integer i such that 0 ≤ i ≤ n,
When i = n the equility holds. The strong Morse inequilities easily follows from the above equility.
Also we can see that when i = n this is a special case of the Poincaré-Hopf index theorem.
Thom Smale Witten Complex and Morse Homology
The main result in this section is that the Z-graded de-Rham complex is quasi-isomorphic to the Z-graded Thom-Smale complex. Before we prove the main result, we need first introduce the Thom-Smale complex.
Let f ∈ C ∞ (M ) be a Morse function on a n-dimensional closed oriented manifold M . Let g T M be a metric on T M . Now we consider the following differential equation
which generates a group of diffeomorphisms ψ t of M . If p ∈ zero(∇f ), set
The cells W u (p) and W s (p) will be called the unstable and stable cells at p respectively. We assume that the vector field ∇f verifies the Smale transversality conditions (Referring to [S] ). Namely, we suppose that for any p, q ∈ zero(∇f ) with p = q, W u (p) and W s (q) intersect transversally. In particular if n f (q) = n f (p) − 1 then W u (p) ∩ W s (q) consists of a finite set Γ(p, q) of integral curves γ of the vector field −∇f with γ −∞ = p and γ ∞ = q along which W u (p) and W s (q) intersect transversally.
By [S] , given a Morse function f , there always exists a metric g T M on T M such that ∇f verifies the transversality conditions.
We then fix an orientation on each W u (p), p ∈ zero(∇f ). Let p, q ∈ zero(∇f ) with n f (q) = n f (p) − 1. Now we take γ ∈ Γ(p, q). Then the tangent space T q W u (q) is orthogonal to the tangent space T q W s (q) and is oriented. Now we see that for any t ∈ (−∞, +∞) the orthogonal space T ⊥ γt W s (q) to T γt W s (q) in T γt M carries a natural orientation, which is induced from the orientation on T q W u (q).
On the other hand, also for t ∈ (−∞, ∞) the orthogonal space T ′ γt W u (p) to −∇f (γ t ) in T γt W u (p) can be oriented in such a way that s is an oriented basis of
Since W u (p) and W s (q) are transversal along γ, for any t ∈ (−∞, ∞), T ⊥ γt W s (q) and T ′ γt W u (p) can be identified, and thus one can compare the induced orientation on them. Set n γ (p, q) = 1 if the orientation are the same, = −1 if the orientations diff er.
To see more clearly of W ( p), we now state a result of Laudenbach [L] .
is stratified by unstable manifolds of critical points of index strictly less than n f (p).
Now we consider the module space [W u (p) ] the set of real lines generated by the gradiant flow lying in W u (p). In fact we can see that [W u (p) ] can be viewed as a manifold of dimension dimW u (p)-1. And under this identification the integral manifold of the critical point with index 0 is viewed as empty set. Set
now we define the boundary map ∂ :
Thus we get a chain complex (C * (W u ), ∂) with its associated homology groups. Now let [W u (p) ] be the line dual to [W u (p) ]. Let (C * (W u ), ∂) be the dual complex, we then get the cochain complex and corresponding cohomology groups.
If p ∈ zero(∇f ) then the line [W u (p) ] has a canonical non-zero section
Now for α ∈ Ω * (M ), we can define the integral
α and the integral defines a non-zero element if and only if α ∈ Ω n f (p) . Now we define a map:
Here comes the main theorem in this part:
The map P ∞ is a Z-graded quasi isomorphism between the de-Rham complex (Ω * (M ), d) and the dual Thom-Smale complex (C * (W u ), ∂), which provides the canonical identification of the cohomology groups of both complexes.
Note that by definition of ∂, P ∞ is a chain map.
follows easily from the Stokes formula. What left for us is to show that P ∞ is an isomorphism.
Proof. We will finish the theorem by the following steps.
Step1. deformation and localization Now we just deform the way we did in Section2.3 that is d t = e −tf de tf and again let u p denote the normalized γ p x p where x p is the local kernel of ∆ t near p and γ p is the cut off function near p. Let E t denote the vector space generated by u p and P the canonical orthogonal projection to E t . Let t 0 be big enough such that for all t > t 0 P roposition.5. holds when c = 1. Again
is the m i dimensional vector space generated by the eigen spaces of ∆ t | Ω i (M ) associated to thw eigenvalues lying in [0, 1] , and that one has the finite dimensional subcomplex of (Ω * (M ), d t ):
, now we introduce the deformed P ∞,t operator:
which is a chain map induced from P ∞ , i.e.
What left for us is to prove that P ∞,t is a quasi-isomorphism when t large enough.
Step2. construction of the almost inverse of P ∞,t Now we equip C * (W u ) with a metric such that for any p, q ∈ zero(∇f ) with p = q, W u (p) and W u (q) are orthogonal to each other, and that
Recall E t is generated by u p for each p ∈ zero(∇f ), which are orthonormal basis of E t . Now we can define a linear map which maps basis to basis. Definition 2. Let J t be the linear map from C * (W u ) into E t such that for each p ∈ zero(∇f ) and t > t 0
Definition 3. Let e t be defined as:
We will show that when t is big enough, e t is almost an inverse of P ∞,t and thus P ∞,t is a quasi isomorphism.
Step3. some analytical estimation. The two main results in this step will be stated as follow:
Lemma 4. There exists c > 0 such that as t → ∞, for any s ∈ C * (W u ), ||(e t − J t )s|| 0 = O(e −ct )||s|| 0 unif ormly on M
In particular, e t is an isomorphism.
Proof. Let δ = {λ ∈ C : |λ| = 1} be the counter-clockwise oriented circle. Then by basic result in the spectral theorem we see that for any p ∈ zero(∇f ) and t > 0 large enough,
For any p ≥ 0, let || · || p denote the p-th Sobolev norm on Ω * (M ). By definition one sees that on sufficiently small open neighborhood of p,
thus for any positive integer p there is c p > 0 such that as t → ∞
.
Take q ≥ 1. Since D is a first order elliptic operator, there exist C > 0, C 1 > 0 and C 2 such that if s ∈ Ω * (M ), then
where the last inequility follows from an induction argument. On the other hand by P roposition.4. one deduce easily that there exists C ′ > 0 such that for λ ∈ δ, s ∈ Ω * (M ) and t > 0 large enough
By the above two inequilities we see that when t > 0 goes large enough
Thus by (1) and (2) 
By Sobolev inequility we see that there exists c > 0 such that
By (0) and (3) we see that ||(e t − J t )s|| 0 = O(e −ct )||s|| 0 unif ormly on M for any s ∈ C * (W u ).
Since J t is an isometry, when t goes large enough we easily see that e t is an isomorphism.
Lemma 5. There exists c > 0 such that as t → ∞,
In particular, P ∞,t is a quasi isomorphism for t > 0 large enough.
Proof. Take p ∈ zero∇f , s = W u (p) * . By definition we have
Clearly for any q ∈ zero(∇f ) one has
Since W u (q)s are compact manifolds with conical singularities, By Lemma.8. we see that for q ∈ zero(∇f ) with n f (p) = n f (q) then
for some c > 0. Since the support of J t s is included in U p , thus by local expression of f − f (p) we get that
Take now q ∈ zero(∇f ).
By P roposition.6. we know that W u (q) \ W u (q) is a union of certain W u (q ′ ) with n f (q ′ ) < n f (q). Thus we find that for q ∈ zero(∇f ) with q = p and n f (p) = n f (q), p / ∈ W u (q).
thus we deduce that there exists some c ′ such that
The Lemma.5. comes from (1), (2), (3), (4).
From Lemma.5. we see when t goes large enough, P ∞,t is a quasiisomorphism which induces the Z-graded isomorphism between the corresponding homology groups. Now we are done.
Atiyah Theorem on Kervaire Semi-characteristic
In this section we will prove Atiyah V anishing T heorem via Witten deformation. Before stating the theorem we will introduce some basic definitions.
Definition 5. (Kervaire Semi-characteristic)
Let M be a 4q+1 dimensional smooth closed oriented manifold. By definition, the Kervaire semi − characteristic of M, denoted by k(M), is an element in Z 2 defined by
Now let e 1 , ...., e 4q+1 be a local oriented orthonormal basis of T M . The Kervaire Semi−characteristic can be described via the Signature operator defined as below.
Definition 6. (Signature operator)
The signature operator D sig can be defined by
Clearly the operator D sig is a well-defined first order elliptic differential operator. Moreover some simple calculation we see that D sig is skew-adjoint. That is for any s, s ′ ∈ Ω even
Since c(e i ) is isomorphism and by Hodge decomposition we see that
Again we introduce the mod 2 index
again it is a homotopy invariant in space of skew-adjoint elliptic operators. And the Kervairesemi− characteristic can be written as
The main theorem in this chapter will be stated as below.
Theorem 4. (Atiyah vanishing theorem)
If there exist two linearly independent vector fields on a 4q + 1 dimensional oriented closed manifold, then the Kervaire semi-characteristic of this manifold vanishes.
The two linearly independent non-vanishing vector field will be denoted as V and X. In fact we may assume that X, V are of norm one over M and are orthogonal to each other.
First of all we will give a proof via Witten deformation. The proof will be divided into the following steps:
Step1. An analytic interpretation of k(M).
Clearly D V is skew-adjoint. By the basic properties of the Clifford algebra we see that
from which one knows that D V is also an elliptic differential operator of order one.
The main result in this step is:
Lemma 6. The following identity in Z 2 holds,
be the elliptic differential operator defined by
In fact we may assume that V is of norm one over M , one sees that for any integer i such that 1 ≤ i ≤ 4q + 1
With all these facts one verifies easily that D ′′ is also skew-adjoint. Thus by the homolopy invariance property of the mod 2 index, one has
where we choose the path
On the other hand one verifies directly that
Now we have finished the proof.
Step2. Deformation of D V using the second vector field X.
Without loss of generosity we may assume that V and X are orthogonal to each other. We define the deformed D V operator as below:
In fact one can also write D V,t as
thus D V,t can be viewed as a Witten type deformation of D V . Again we see that D V,t is elliptic and skew-adjoint. By the homotopy invariance property of the mod 2 index one gets that for any
thus to prove the vanishing of k(M ) we only need to prove the vanishing of ind 2 DV, t as t goes to infinity. We will proceed by calculating the Bochner type formula for −D 2 V,t .
−D
And the formula can be achieved by simple calculations. Now we observe the right hand side of the formula and assuming that X id of norm one over M . One sees easily that there exists t 0 > 0 such that for t ≥ t 0 we have
Thus we see KerD V,t = 0 when t is large enough and by the homotopy invariance of the mod 2 index we deduce that
we are done.
In fact Atiyah has given a proof in his paper [A] by considering the operator
Note that D ′ is a first order elliptic operator, also one verifies easily that D ′ is skew-adjoint. Now we consider the path
by the homotopy invariance we know that ind 2 D sig = ind 2 D ′ = ind 2 kerD ′ . Now one varifies directly that c(V ) c(X) preserves Ω even (M ) and it commute with
we see that c(V ) c(X) defines an almost complex structure on KerD ′ thus the theorem is proved.
Conversely in [A] and [AD] Atiyah and Dupont have shown that for a 4q+1 dimensional oriented closed manifold M , if both k(M ) and 4q-th Stiefel-Whitney class of T M vanish, then there exist two linearly independent vector fields on M .
Also a further result is given in [Z2] which provides a counting formula similar to the Poincaré-Hopf index theorem.
Appendix

A brief introduction to Hodge Theory
The theorem of Hodge provides an analytic description of the de-Rham cohomology groups.
Again let M be a n-dimensional closed oriented Riemannian manifold with metric g and corresponding volume form ω g , and we have already introduced the de-Rham complex and its associated cohomology group. Now we give the definition of the Hodge star operator:
Definition 9. The Hodge star operator * :
In fact we get a L 2 inner product structure on compact supported exterior form space Ω * c (M ) which can be written as
we simply note that * 1 = ω g * w g = 1 w ∧ * µ = µ ∧ * ω more generally, if we let ω 1 , ...., ω n be a local basis of T * M so that
then for i 1 < ... < i k and let j 1 < ... < j n−k be the complement of i's, then we have
where we denote w = ω i 1 ∧ ... ∧ ω i k , and we easily note that
By a simple calculation we get the following result:
And as a simple corollary we get the following result:
Corollary 1. * is a linear isometry, i.e. for any ω, µ ∈ Ω k (M ), one has < * ω, * µ >=< ω, µ >.
Now we introduce the co-differential operator δ which can be viewed as the adjoint of d with respect to the L 2 inner product we introduced on Ω c before.
In fact we have
Proof. By Stokes' theorem, we have
On the other hand, we have
so we get the lemma.
Let ∇ be the Levi-Civita connection, then we have the following result Proposition 7. Let {e i } be an orthonormal frame and {ω i } the dual frame. Then we have the following identity
Now we define the Hodge Laplace on k-forms Definition 11. The Hodge Laplace operator on k-forms is
Note that d • d = 0 and δ • δ = 0 thus we get the formula for Laplace operator ∆ = (δ + d) 2 also we apply the local expression for d and δ then we get
and it is an easy claim that d + δ is self-adjoint.
Proposition 8. we have the following propositions for Hodge-Laplace operators.
(i) (ω, ∆µ) = (∆ω, µ)i.e. ∆ is symmetric.
(ii) (∆ω, ω) = |δω| 2 + |dω| 2 ≤ 0 .i.e.∆ is non-negative.
(iii) * ∆ = ∆ * .
A k-form ω is called harmnic if ∆ω = 0. And on a connected manifold, it is easy to verify that a smooth function is harmonic if and only if f is constant. And by proposition.8.(i) we see that a smooth top form is harmonic if and only if it is a constant form.
Corollary 2. we have the following easy facts.
Now comes the Hodge theory, It simply says that for every cohomology class, there is a unique harmonic form lying in this class.
In fact I will give several descriptions of the Hodge theory, Theorem 5. The Hodge theory can be stated in the following forms.
(i) The first form:
(ii) The second form: Each de-Rham cohomology class contains a unique harmonic representative. In fact the harmonic representative is the one that minimize the L 2 norm in that cohomology class.
(iii) Third form:
The main part of the proof is (i) and we need to construct an almost inverse of ∆, this need some elliptic estimating and I just omits them here. Complete proof can be found in de Rham [DR] amd Warner [W] .
For the rest of the part, let ω be a harmonic k-form on (M,g), then for any dµ = 0,
Also if we have constructed the almost inverse ∆ −1 satisfying Id = π + ∆ • ∆ −1 , where π is the orthogonal projection onto the finite dimensional closed subspace H k (M ), we can then derive the decomposition for Ω k (M ) which is Ω k (M ) = Ker∆ ⊕ Im∆ and we simply note that for any harmonic k-form ω, (k-1)-form µ,(k+1)-form η we have (ω, dµ) = (δω, µ) = 0 (ω, δη) = (dω, η) = 0 (dµ, δη) = (ddµ, η) = 0 thus we complete the proof of part (iii).
Fredholm operator and its Index
In this section, I will denote B(H) all the bounded operators in Hilbert space H, and K(H) all the compact operators in H. Conversely, Ker(ST ) = {x : T x ∈ ker(S)} = T −1 (Ker(S) ∩ Im(T )) is finite dimensional because Ker(S) and Ker(T ) are, the same with TS. Now if w and V are finite-dimensional subspaces complementing Im(S), Im(T ), then H = V + S(H) = V + S(W + T (H)) = V + S(W ) + Im(ST ) and it followed easily that Coker(ST ) is finite-dimensional. The same with TS.
Again if S is invertible we conclude from above discussion that ind(S) = ind(ST ) Lemma 10. If T is Fredholm, then im(T ) is closed and T restricts to an isomorphism of Ker(T ) ⊥ onto Im(T ) Proof. Let V be a finite-dimensional subspace complementing T (H). By the Banach isomorphism theorem, the map Ker(T ) ⊥ ⊕ V → H, x + y → T x + y is an isomorphism. Thus T must restrict to an isomorphism of Ker(T ) ⊥ onto the closed subspace Im(T ).
Theorem 6. ind(T)=0 if and only if T is the sum of an invertible and a compact operator.
Proof. First suppose ind(T ) = 0, we can see that T gives an isomorphism between ker(T ) ⊥ and Im(T ). Since dim Ker(T ) = dim Coker(T ), we can introduce an isomorphism A between Ker(T ) and Coker(T ) and we combine A and T to get a invertible operator on H. Clearly A is of finite rank.
Conversely, If T is the sum of an invertible and a compact operator, by Lemma.9. we only need to show that the index of I + K is zero. Since K can be approximated by finite rank operator, we have I + K = I + F + A where ||A|| is small thus I + A is invertible, so that (1) T is Fredholm.
(2) ST-I and TS-I are of finite rank for some S.
(3) ST-I and TS-I are compact for some S.
S is called the almost inverse modulo the finite rank or compact operators. It is unique up to a finite or compact operator. For if S 1 T = I + A and T S 2 = I + B with A, B of finite rank or compact, then S 2 + AS 2 = (S 1 T )S 2 = S 1 (T S 2 ) = S 1 + S 1 B and we have S 2 − S 1 = S 1 B − AS 2 . Thus the Fredholm operators form a multiplicative group modulo the compact or finite rank operators.
Proof. (1) → (2): T gives an isomorphism Ker(T ) ⊥ → Im(T ). Let S be the inverse of T on Im(T ) and 0 on Ker(T * ).Thus T S − I and ST − I are all of finite rank.
(2) → (3): Trivial. Proof. Consider ind(T + tK) which is a continuous function of t. And an important analytic result is that :
Corollary 8. For any two Fredholm operators, if they can be connected by a continuous path in the Fredholm operator space, then their index are the same.
