Abstract-Synthetic aperture radar (SAR) raw signal simulation is a powerful tool for designing new sensors, testing processing algorithms, planning missions, and devising inversion algorithms. In this paper, a spotlight SAR raw signal simulator for distributed targets is presented. The proposed procedure is based on a Fourier domain analysis: a proper analytical reformulation of the spotlight SAR raw signal expression is presented. It is shown that this reformulation allows us to design a very efficient simulation scheme that employs fast Fourier transform codes. Accordingly, the computational load is dramatically reduced with respect to a time-domain simulation and this, for the first time, makes spotlight simulation of extended scenes feasible.
I. INTRODUCTION

S
YNTHETIC APERTURE radar (SAR) is a powerful remote sensing technique that allows the generation of microwave images of the earth's surface, independently of weather condition and sun illumination. In particular, the SAR spotlight mode [1] is able to obtain a high geometric azimuth resolution by steering the radar antenna beam during the raw data acquisition interval, to always illuminate the same area on the ground. This azimuth steering allows the sensor to obtain a longer synthetic array without reducing the real antenna azimuth size. In the stripmap mode, the same antenna reduction would require an increase in the pulse repetition frequency (PRF), to avoid aliasing and a corresponding reduction in the range swath, to avoid range ambiguity problems [2] ; conversely, in the spotlight mode the higher azimuth resolution can be obtained without increasing the pulse repetition frequency, thus avoiding any corresponding increase of the data rate and also avoiding range ambiguity problems. This advantage is paid with an azimuth reduction of the illuminated area and an increase of complexity of data processing needed to obtain the final high resolution image.
Different approaches have been proposed in the last years to process spotlight SAR data [3] - [7] . In order to test processing algorithms, to verify the impact of different system design choices on the final image for different kinds of imaged scenes and finally to help mission planning, a spotlight SAR raw signal G. Franceschetti, A. Iodice, D.Riccio, and G. Ruello are with the Dipartimento di Ingegneria Elettronica e delle Telecomunicazioni, Università di Napoli "Federico II," 80125 Napoli, Italy (e-mail: gfrance@unina.it; iodice@unina.it; daniele.riccio@unina.it; ruello@unina.it).
Digital Object Identifier 10.1109/TGRS. 2003.815239 simulator is highly desirable. Such a simulator would be really useful only if it meets some stringent requirements: it must account for both SAR system (frequency, chirp bandwidth, antenna dimensions, etc.) and scene (macroscopic height profile, surface roughness, soil dielectric constant, etc.) characteristics; it must be able to deal with extended scenes and not just with a limited number of scattering points; finally, the simulation code must be efficient and time and memory saving. A stripmap SAR raw signal simulator that meets above requirements was presented in [8] - [10] . In this paper, we extend that simulator to include the spotlight mode. The stripmap simulator of [8] - [10] employs a procedure that consists of two main stages. In the first stage, given the orbit data and the scene geometric and electromagnetic parameters, the scene reflectivity map is evaluated. In the second stage, the SAR raw signal is computed via a superposition integral in which the reflectivity map is weighted by the SAR system two-dimensional (2-D) pulse response (see Section II). This superposition integral is efficiently evaluated in the Fourier domain via fast Fourier transform (FFT) codes. When we move to the spotlight case, the first stage, i.e., the reflectivity map generation, remains conceptually unchanged. With regard to the second stage, the SAR system 2-D pulse response must be properly changed. In addition, the use of the Fourier domain formulation is not straightforward, because the spotlight SAR system transfer function turns out to depend on the azimuth coordinate of the ground point [2] . However, this problem can be overcome as explained in Section II, so that we are still able to use an efficient 2-D FFT-based algorithm in the spotlight case.
To the best of our knowledge, this is the first time that a spotlight SAR raw signal simulator for extended scenes operating in the Fourier-transformed domain is presented. As a matter of fact, up to now only space-domain simulators have been used, such as the point scatterer simulators used to test some processing algorithms (e.g., [7] ) and the simulator described in [11] . The advantage of dealing with extended scenes is only paid with the fact that our simulator does not include effects of arbitrary deviations from ideal sensor trajectory. The paper is organized as follows. In Section II, the SAR raw signal for stripmap and spotlight cases is evaluated in both space and frequency domains, in order to explain the method employed to perform the spotlight simulation in the Fourier domain. In Section III, the structure of the spotlight SAR raw signal simulator is described in detail. In Section IV, some simulation results are presented and discussed, in order to assess the effectiveness of the simulator. Finally, in Section V some concluding remarks are reported.
II. SAR RAW SIGNAL EVALUATION
In this section, we evaluate the SAR raw signal for both the stripmap and the spotlight modes and both in time and frequency domains, in order to devise a method to extend the efficient frequency domain approach used in the stripmap simulator to the spotlight case. We perform here a continuous time analysis and defer to Section III considerations regarding PRF and sampling frequency problems.
We first evaluate the SAR raw signal for the stripmap mode. Chirp modulation (i.e., linear FM ) of the transmitted pulse is assumed. We get the following expression for the SAR raw signal (after heterodyne, i.e., downconversion to baseband) [2] , [8] - [10] (see also Fig. 1 ):
In (2.1) and (2.2), we have the following. , , coordinates in the cylindrical coordinate system whose axis is the sensor line of flight; antenna position; scene reflectivity pattern, including the phase factor ; , carrier wavelength and frequency of the transmitted signal, respectively; distance from to the generic point of the scene; soil surface equation in cylindrical coordinates, which allows calculation of the local look angle from the range and azimuth position of the ground point; it can be derived from knowledge of the sensor line of flight and of the scene topography (see [8] - [10] ); distance from the line of flight to the center of the scene; chirp bandwidth; speed of light; pulse duration time; azimuth illumination diagram of the real antenna over the ground; real antenna azimuth footprint; we assume that is negligible when the absolute value of its argument is larger than 1/2; azimuth dimension of the real antenna; standard rectangular window function, i.e., if ; otherwise ; is the space-variant SAR system transfer function (STF) in the stripmap mode and By exploiting the particular form of the dependence in (2.4), (2.3) can be rewritten as [2] , [8] (2.5) in which is the FT of , , and and account for the space-variant characteristics of the SAR STF (i.e., the focus depth variation). Their full expressions are
The range migration effect is automatically taken into account by the 2-D formulation of (2.3)-(2.5). Equation (2.5) suggests that the stripmap SAR raw signal simulation can be performed via the following steps:
• generation of the scene reflectivity pattern ; • 2-D FFT of the reflectivity pattern, to obtain ; • interpolation in the Fourier domain, to obtain the desired values from the available ones ; • multiplication by , to obtain the FT of the raw signal; • 2-D inverse FFT, to finally obtain the SAR raw signal . This is actually the method employed in the stripmap SAR raw signal simulator presented in [8] - [10] . Note that 2-D Fourier transform and subsequent Fourier domain interpolation are only conceptually two separated steps. In practice, if interpolation can be precisely and efficiently performed by multiplying the azimuth-transformed reflectivity by a linear (with respect to ) phase exponential before range-transforming it. If cannot be approximated by unity, 2-D transform and interpolation can be performed with high accuracy by using a chirp scaling algorithm [12] .
Let us now move to the spotlight mode. In this case, the SAR raw signal can be expressed as follows [2] :
where is the length of the trajectory flight portion used to acquire the raw data. Note that, due to the different acquisition geometry, in the spotlight case the antenna azimuth pattern depends on and not on the difference as in the stripmap case; in addition, (2.6) includes a function of width , accounting for the finite length of the trajectory flight portion used to acquire the raw data.
The FT of (2.6) can be performed by using again the stationary phase method, thus obtaining the following raw signal expression in the frequency domain [2] :
where (2.8) is the space-variant SAR STF in the spotlight mode. 2 Equations (2.7) and (2.8) are very interesting, since they show [see the last rect term in (2.8)] that the FT of the raw signal of a point scatterer placed in is centered around an azimuth frequency dependent on and its azimuth bandwidth is increased by a factor with respect to the stripmap case, so that the azimuth resolution is improved by the same factor. However, (2.7) and (2.8) are not useful if one wants to perform a simulation in the Fourier domain. In fact, due to the dependence of the spotlight SAR STF via the last function in (2.8), these equations cannot be cast in a form similar to that of (2.5). This problem can be solved by rewriting (2.6) as (2.9) with (2.10)
Note that inclusion of does not alter the value of (2.9) and (2.10), because this factor is equal to one if both and are not null. Equation (2.9), even if very simple, is essential for modeling the spotlight simulator as a stripmap one. In fact, (2.10) is now formally very similar to (2.1) and can be similarly treated. Accordingly, by using the stationary phase method we obtain the FT of (2.11) where (2.12) 2 Equation (2.8) holds for X < R and is here used only for the sake of simplicity. This condition is usually, but not always, met by actual spotlight SAR systems. In order to account for a larger variation of the observation angle during the acquisition time, a more precise (but more involved) expression is available [2] . Considerations reported in this paper also apply to this more precise expression. Equation (2.12) is identical to (2.4), except for the last "rect" function that replaces the azimuth antenna pattern, so that (2.11) can be recast in the form (2.13) in which is the FT of and . Note that the azimuth bandwidth of , and hence (at least approximately) of the overall raw signal bandwidth, is increased by a factor with respect to the stripmap case. Equations (2.9) and (2.13) suggest that the spotlight SAR raw signal simulation can be performed via the following steps:
• generation of the scene reflectivity pattern, including the antenna pattern: ; • 2-D FFT of the reflectivity pattern, to obtain ; • interpolation in the Fourier domain, to obtain the desired values from the available ones ; • multiplication by , so obtaining the FT of ; • 2-D inverse FFT, to obtain ; • multiplication by , in order to finally obtain the spotlight raw signal . This is the method employed in the simulator that we here propose, described in the next section. This procedure has two main advantages: first of all, use is made of efficient FFT codes, thus reducing the computational load with respect to a timedomain simulation; in addition, the procedure is analogous to the one used in the existing stripmap simulator, so that most of the algorithms employed in that simulator can be reused after minor changes.
It must be noted that the presented procedure assumes a straight line flight path. This is usually a good approximation for a few kilometers portion of the elliptical orbit of a spaceborne sensor. Conversely, in the case of airborne sensors appreciable deviations from the ideal trajectory may occur: effects of these deviations are not included in our simulator and arbitrary deviations cannot be accounted for by any Fourier domain simulator. However, the effect of some particular kinds of deviations from ideal trajectory (e.g., sinusoidal deviations, or sufficiently smooth deviations) can be accounted for by properly modifying the system transfer function, according to the guidelines provided in [13] . This approach would be useful for instance to identify cases that require motion compensation. However, if a motion compensation algorithm must be tested, use of a point target simulator is sufficient and more appropriate.
Finally, it can be shown that the effect of a squinted acquisition geometry could be included in our formulation by adding a proper shift to the last "rect" function of (2.12) and appropriately modifying the simulation of the reflectivity pattern. The application of the proposed simulation scheme to the case of squinted geometry is certainly interesting, because in this case it is known that spotlight processing algorithms often degrade. However, full analysis and assessment of the simulator behavior for squinted geometries deserve an "ad hoc" discussion that would be beyond the scope of this paper. Accordingly, in the following we consider a nonsquinted geometry and defer the complete analysis of squinted geometries to future work.
III. SPOTLIGHT SIMULATOR
Analogously to the stripmap simulator of [8] - [10] , the proposed spotlight simulator employs a procedure that consists of two main stages. In the first stage, given the orbit data and the scene geometric and electromagnetic parameters, the scene reflectivity map is evaluated. In the second stage, the SAR raw signal is computed via a superposition integral in which the reflectivity map is weighted by the SAR system 2-D pulse response. With regard to the first stage, the imaged scene surface profile is approximated by rectangular planar facets, to whom a random small scale roughness is superimposed. The field backscattered by each facet is evaluated as in [8] by taking into account facet slope, roughness and electromagnetic parameters, transmitting and receiving polarizations and incidence angle, so that a reflectivity map is obtained. A ground range to slant range projection ensures that foreshortening and layover effects are taken into account [8] , whereas a recursive ray-tracing procedure identifies the shadowed facets [8] . Details on this first stage of the simulation procedure can be found in [8] - [10] . However, in the spotlight case some more considerations are needed on the choice of facets' dimensions and on the evaluation of the incidence angle.
The facets' linear dimensions can be chosen much larger than wavelength. However they must be small enough to allow that the corresponding discretized reflectivity map accurately approximates the true reflectivity map over a bandwidth larger than the one of , i.e., larger than and in the azimuth and range directions, respectively [see (2.12)]. Accordingly, the facet's range size must be smaller than the system range resolution: we set this size equal to the final range pixel spacing , where is the received signal sampling frequency. And the facet's azimuth size must be smaller than , i.e., than : we set this size equal to PRF , where is the sensor velocity, PRF is the system pulse repetition frequency and PRF must not be greater than . With regard to the incidence angle on each single facet, it obviously depends on facet position and slope and also on the sensor position, and hence it varies during the integration time. This change is of course stronger in the spotlight than in the stripmap mode. However, even in the spotlight case the change in the incidence angle during the acquisition time is usually quite small, in fact usually . Since the reflectivity function of most targets is slowly varying with the incidence angle, in order to evaluate the facet reflectivity (and only to this aim) we can assume that the incidence direction is fixed and coincident with the range direction during the whole integration time. In other words, we assume . Let us now move to analyze the second main stage of the simulation procedure, i.e., the evaluation of the raw signal via the superposition integral, (2.6). This evaluation is performed according to the scheme outlined at the end of the previous section. Of course, in practice all the computations are performed in discrete time. The reflectivity map , sampled at spatial frequencies in range and PRF in azimuth, is Fourier-transformed via a 2-D FFT algorithm, the resulting transformed map is properly interpolated (see Section II) and then multiplied by and finally an inverse FFT is performed, to obtain , still sampled at spatial frequencies in range and PRF in azimuth (so that aliasing is avoided). This modified raw signal has an overall length equal to (in fact, all FFT processing is performed over signals whose azimuth length is the sum of reflectivity and pulse response lengths). However, its samples outside the central interval of length are finally set to zero. This last operation corresponds to the multiplication by , mentioned as the last step of the procedure outlined in Section II and allows us to obtain the spotlight raw signal . At this point the simulated raw signal turns out to be azimuth sampled at a frequency that corresponds to a PRF equal to times the actual one. A decimation operation is then needed to recover the raw signal corresponding to the actual PRF. It is now appropriate to compare the computational complexity of the proposed algorithm to the one of a time-domain direct approach.
The first stage of the simulation (i.e., the generation of the reflectivity map) is the same for both approaches. With regard to the second stage, it is not difficult to verify that the computational complexity of the above described algorithm is (3.1) wherein is the number of complex multiplications, and and are the azimuth and range dimensions (in pixels) of the final spotlight raw signal. Equation (3.1) does not include the cost of the interpolation in the Fourier domain. This cost is negligible if (see Section II); otherwise it may increase by a factor not greater than two, due to the use of chirp scaling (see Section II). In any case, the order of magnitude of does not substantially change with respect to (3.1) .
If the spotlight raw signal is evaluated in time domain directly from (2.6), no azimuth oversampling is needed, but the efficiency of FFT codes is not exploited and computational complexity is (3.2) wherein is the number of complex multiplications in the case of time-domain simulation. Accordingly, by using our Fourier domain approach, processing time is reduced by a factor (3.3) with respect to a time-domain simulation. For a 4096 4096 spotlight raw signal, if we obtain a processing time decrease factor of the order of 75 000. This renders spotlight simulation of extended scenes feasible.
IV. RESULTS
In this section, we show and discuss some simulation examples aimed at verifying the effectiveness of the spotlight raw signal simulator and at illustrating some of the potentialities of the simulator.
First of all, we want to verify that the raw signal corresponding to a single scattering point, simulated by using the proposed Fourier domain approach, is in agreement with the one obtained directly from the exact time-domain expression (i.e., (2.6) in which the reflectivity map is a Dirac pulse, so that no integration is needed). We consider the system data of a hypothetical spotlight spaceborne sensor, reported in Table I . We first of all consider the raw signal of a point placed in the center of the illuminated scene (i.e., the azimuth coordinate of the point scatterer is ). The difference between the phase of the raw signal simulated by using the proposed approach and the phase of the raw signal obtained from (2.6) is reported in the plots of Fig. 2 . In particular, in Fig. 2(a) the plot of a cut of this phase difference along the azimuth direction is reported, whereas in Fig. 2(b) the plot of a cut of the same phase difference along the range direction is shown. It can be noted that the absolute value of this phase difference, that can be read as the simulated raw signal phase error, is much smaller than (in particular, it is always smaller than ), thus leading to negligible effects. We underline that this (negligible) error is due to approximations introduced by the asymptotic evaluation of the SAR system transfer function (see Section II) and is not specific of the spotlight case. Raw signal amplitudes are considered in Fig. 3 , where azimuth and range cuts of the amplitude of the raw signals obtained by the Fourier domain approach and by using (2.6) are reported. Only small oscillations around the exact constant value can be noted.
Let us now verify that a correct raw signal simulation is obtained also if the point scatterer is not placed at the center of the scene. Phase and amplitude simulation errors for a point placed near the azimuth border of the illuminated scene are considered in Figs. 4 and 5 , respectively, according to the same format of Figs. 2 and 3. It is evident that also in this case a very good agreement is obtained between our simulations and (2.6). Analogous results are obtained for different positions of the scattering point.
Simulations relevant to extended scenes are now in order. We consider the same system data of Table I and a "canonical" extended scene: a parallelepiped over a flat plane (see Fig. 6 ). The illuminated scene is about 2.5 km (azimuth) 4.2 km (ground range), and spotlight system resolution is 1.85 m (azimuth) 3.7 m (ground range). The raw signal size is 1306 6650 pixels. Each raw signal simulation required about 10 min on a Pentium III 866-MHz personal computer. The obtained simulated raw signals have been processed by using an algorithm based on the one of [14] , in order to obtain spotlight SAR images. As an example, the image of a parallelepiped over a flat plane 3 is shown in Fig. 7 . The bright strip on the left is due to the layover effect in correspondence of the vertical wall in front of the sensor, whereas the black strip on the right is the shadowed area behind the parallelepiped. The horizontal bright lines are due to the fact that in correspondence of the lateral walls of the parallelepiped a very large surface area is included within a single resolution cell. This effect is in large part compensated for by the fact that, on those walls, incidence is at near grazing angle, so that the horizontal lines are much less bright than the layover area corresponding to the vertical wall in front of the sensor.
We underline that we simulate raw signals, not images. This fact can be exploited to test processing algorithms (with an accuracy only limited by simulator approximations shown above); however, other interesting applications are also possible. For instance, our spotlight raw signal simulator can be used to analyze some properties of raw signals and of reflectivity functions. In Fig. 8 , we show the image obtained by processing the parallelepiped raw signal by using a Fourier domain efficient stripmap (not spotlight) focusing: the azimuth spectrum folding effect, due to the fact that the azimuth raw signal bandwidth is greater than the PRF, causes the appearance of three (i.e., ) replicas of the imaged scene. This is a well-known effect, already encountered by stripmap processing actual spotlight raw signals, e.g., see [14] . However, images obtained from real raw signals and from simulated raw signals including the speckle effect, do not allow the analyst to immediately realize that each replica corresponds to a different portion of the reflectivity bandwidth. Conversely, by using the spotlight simulator it is possible to generate raw signals not including the speckle effect. The image obtained by stripmap processing the nonspeckled spotlight raw signal of the parallelepiped scene is shown in Fig. 9 . In this image, it is evident that the central replica corresponds to the low-frequency part of the reflectivity spectrum, where most of the energy is concentrated (in this nonspeckled case), while upper and lower replicas correspond to the high frequency part of the reflectivity spectrum: in fact, only weak bright lines corresponding to edges perpendicular to the azimuth direction are visible, whereas the areas with constant reflectivity (i.e., the background and the top of the parallelepiped) are filtered out.
V. CONCLUSION
In this paper, an efficient spotlight SAR raw signal simulator has been presented. It relies on a Fourier domain analysis and allows the use of efficient FFT codes. Accordingly, in the case of the simulation of an extended scene the computational load is strongly reduced with respect to a time-domain simulation and this makes spotlight simulation of extended scenes feasible.
Effectiveness of the simulator has been verified by comparing simulated raw signal corresponding to a single scattering point (placed at different positions in the illuminated scene) to the corresponding available time-domain exact expression.
Spotlight SAR raw signals corresponding to extended canonical scenes have been simulated and then processed by using different focusing algorithms. Results confirm the consistency of the proposed simulation scheme and allow to highlight some interesting properties of the spotlight SAR signals.
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