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Abstract
The bilinear ﬁnite element methods on appropriately graded meshes are considered both for solving singular and semisingular
perturbation problems. In each case, the quasi-optimal order error estimates are proved in the -weighted H 1-norm uniformly
in singular perturbation parameter , up to a logarithmic factor. By using the interpolation postprocessing technique, the global
superconvergent error estimates in -weighted H 1-norm are obtained. Numerical experiments are given to demonstrate validity of
our theoretical analysis.
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1. Introduction
In many application areas, such as in chemical kinetics, ﬂuid dynamics and some ﬁnancial modeling, there exists
the following singularly perturbed reaction–diffusion problem:{−div(d∇u) + cu = f in G,
u = 0 on = G, (1.1)
where the diagonal tensor d= (2, 2) or d= (2, 1),G= (0, 2)2, and 0< >1 is a small positive parameter. We assume
that c and f are smooth on G, and there exists a > 0, s.t.
c(x1, x2)2 > 0 in G. (1.2)
From [7,14,15,17], we know that in the case d = (2, 2), the reaction is dominated, and there are boundary layers near
the four boundaries, all with width O( log 1/), and in the case d = (2, 1), there are boundary layers near x1 = 0 and
x1 = 2, both with width O( log 1/).
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For the singular perturbation problems, usually the solution is approximated in -weighted H 1-norm deﬁned as
[6,17]
‖v‖2 = ‖v‖2L2(G) + ‖
√
d∇v‖2
L2(G). (1.3)
It is well known that ﬁnite element methods with regular partition cannot get good numerical approximation because
of boundary layers, see [8,10,13–15,17,18]. A natural idea is using reﬁned mesh in the layer, and the frequently
used meshes are the so-called Shishkin-type meshes [16,17], i.e. piecewise quasi-uniform meshes. To the best of our
acknowledge, [2,19] introduce another similar kind of piecewise quasi-uniformmeshes, and [9,11] gave the convergence
and superconvergence analysis of bilinear ﬁnite elements methods for the reaction–diffusion model equation (1.1) on
this kind of meshes. In [9], the authors get uniformly convergence rates of O(N−2) for u in L2-norm by using the
bilinear rectangle element approximation the model (1.1), where N denotes the number of the nodes in both the x- and
y-directions. But it is a pity that the error estimate results are not given in -weighted H 1-norm. Furthermore, as far
as we know, constructing such kind of piecewise quasi-uniform meshes need a transition point which is not easy to
determine.
Recently Durán and Lombardi [6] presented a kind of graded meshes for the convection dominated convection–
diffusion problems. This mesh can be regarded as an improvement of Shishkin-type meshes and do not need any
transition point in essential. There are comparable sizes between the adjacent intervals in these graded meshes. So, it
is more robust than Shishkin-type meshes.
In this article, under appropriately gradedmeshes,we consider the bilinear element approximation for both d=(2, 2)
(denoted singular perturbation case) and d=(2, 1) (denoted semisingular perturbation case). In each case, we ﬁrstly get
some new a priori estimates for the exact solution of (1.1), and then prove that the quasi-optimal order error estimates in
the -weightedH 1-norm valid uniformly, up to a logarithmic factor, in the singular perturbation parameter . Finally, by
using the interpolation postprocessing technique [12], we get the global superconvergent error estimates in -weighted
H 1-norm.
The article is organized as follows. In Section 2, we state a general weak formulation for (1.1) and some bilinear
element interpolation error estimates results. Section 3 devote to the case d = (2, 2), and the case d = (2, 1) is
discussed in Section 4. Numerical experiments are given to verify the theoretical analysis in Section 5.
Notation: Throughout the article, C will denote a generic positive constant that is independent of  and the mesh; it
may take different values in different places.
2. Weak formulation and interpolation estimates
The weak formulation of (1.1) is: ﬁnd u ∈ H 10 (G), such that
a(u, v) =
∫
G
f v dx1 dx2, ∀v ∈ H 10 (G), (2.1)
here a(v,w) = ∫
G
(d∇v · ∇w + cvw) dx1 dx2.
Let the conforming ﬁnite element space is Vh, then the ﬁnite element approximation of (2.1) is: ﬁnd uh ∈ Vh, such
that
a(uh, vh) =
∫
G
f vh dx1 dx2, ∀vh ∈ Vh. (2.2)
The existence and uniqueness of the solution of (2.2) can be established easily by letting f = 0 and uh = vh in (2.2).
Based on (2.1) and (2.2), we know
(d∇(u − uh),∇vh) + (c(u − uh), vh) = 0, ∀vh ∈ Vh. (2.3)
Denoting = Iu − uh, and taking vh =  in (2.3), we get
(d∇,∇) + (c, ) = (d∇(Iu − u),∇) + (c(Iu − u), ). (2.4)
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Remark. Eqs. (2.1)–(2.4), will take different forms in the following two different cases.
For the following proof of error estimates, we need some known lemmas.
Lemma 2.1 (Apel [1]). On any rectangular element R with width and length denoted as hx1 and hx2 , respectively, the
kth (k1) Lagrangian interplant I satisﬁes that
∥∥∥∥(v − Iv)x1
∥∥∥∥
L2(R)
C
⎧⎨
⎩hkx1
∥∥∥∥∥ 
2v
xk+11
∥∥∥∥∥
L2(R)
+ hkx2
∥∥∥∥∥ 
2v
x1xk2
∥∥∥∥∥
L2(R)
⎫⎬
⎭ , ∀v ∈ Hk+1(R),
∥∥∥∥(v − Iv)x2
∥∥∥∥
L2(R)
C
⎧⎨
⎩hkx1
∥∥∥∥∥ 
2v
xk1x2
∥∥∥∥∥
L2(R)
+ hkx2
∥∥∥∥∥ 
2v
xk+12
∥∥∥∥∥
L2(R)
⎫⎬
⎭ , ∀v ∈ Hk+1(R).
Lemma 2.2 (Lin and Yan [12]). For any v ∈ Q1(R),w ∈ H 3(R), the following integral identities hold:∫
R
(w − Iw)x1vx1 dx1 dx2 =
∫
R
F(x2)wx1x22
vx1(x1, x2c) dx1 dx2 +
1
6
∫
R
(F 2(x2))x2wx1x22
vx1x2 dx1 dx2,
∫
R
(w − Iw)x2vx2 dx1 dx2 =
∫
R
E(x1)wx21x2
vx2(x1c, x2) dx1 dx2 +
1
6
∫
R
(E2(x1))x1wx21x2
vx1x2 dx1 dx2,
here R = Rij = [i−1, i] × [j−1, j ], x1c = 12 (i−1 + i ), x2c = 12 (j−1 + j ), hi = i − i−1, hj = j − j−1,
Q1(R) denote the bilinear polynomial space on R, and
E(x1) = 12
[
(x1 − x1c)2 − h
2
i
4
]
, F (x2) = 12
[
(x2 − x2c)2 −
h2j
4
]
.
Lemma 2.3. For any v ∈ Q1(Rij ), here Rij deﬁned as above, then we have
‖vx1x2‖L2(Rij )Ch−1i ‖vx2‖L2(Rij ), ‖vx1x2‖L2(Rij )Ch−1j ‖vx1‖L2(Rij ).
Proof. For the ﬁrst inequality,
‖vx1x2‖2L2(Rij ) =
∫
Rij
v2x1x2 dx1 dx2 =
∫
Kˆ
vˆ · 4h−2i h−2j hihj d d
= 4h−1i h−1j ‖vˆ‖20,Kˆ4h
−1
i h
−1
j |vˆ|21,Kˆ
Ch−1i h
−1
j ‖vˆ‖20,Kˆ = Ch
−1
i h
−1
j
∫
K
v2x2h
2
j h
−1
i h
−1
j dx1 dx2
= Ch−2i ‖vx2‖2L2(Rij ).
The other inequality follows by the similar argument. 
3. The singular perturbation case
In this case, d = (2, 2), i.e., (1.1) turns into{−2u + cu = f in G,
u = 0 on = G. (3.1)
And at this time, the corresponding -weighted H 1-norm is deﬁned as [6,17]
‖v‖2 = ‖v‖2L2(G) + 2‖∇v‖2L2(G). (3.2)
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In this section, under appropriately graded meshes, ﬁrst we give some new a priori estimates on the true solution
of singular perturbation equations, and then consider the numerical approximation of (3.1) by bilinear ﬁnite elements.
We prove that the quasioptimal order error estimates in the -weighted H 1-norm valid uniformly, up to a logarithmic
factor, in the singular parameter . Furthermore, we consider the biquadratic element approximation, and ﬁnally using
the interpolation postprocessing technique, obtain global superconvergence results in the -weighted H 1-norm.
3.1. Graded meshes and a priori estimates
In order to describe clearly, ﬁrstwedivide the domainG into four non-overlapping subdomains,G=G1∪G2∪G3∪G4,
where
G1 = (0, 1) × (0, 1), G2 = (1, 2) × (0, 1), G3 = (1, 2) × (1, 2), G4 = (0, 1) × (1, 2).
We denote  = G1, and ﬁrstly give the division on . In [5,6], the authors introduce so-called graded meshes: for a
given h> 0, and a constant 	> 0, the partition {i}Mi=0 of the interval [0, 1] is given by⎧⎪⎨
⎪⎩
0 = 0,
1 = 	h,
i+1 = i + 	hi ,
M = 1,
1 iM − 2, (3.3)
where M is such that M−1 < 1, and M−1 + 	hM−11. We assume that the last interval (M−1, 1) is not too small
in comparison with the previous one (M−2, M−1), otherwise, we eliminate the node M−1.
Remark. If we denote hi = i − i−1, i = 1, . . . ,M , then h1 = 	h, hi = 	hi−1, i = 2, . . . ,M − 1, hM	hM−1,
and for all x ∈ [i−1, i], i = 2, . . . ,M , hi	hx, i = 2, . . . ,M .
The two-dimensional domain  = [0, 1]2 is divided by the tensor of two partitions in x1- and x2-direction, where
along each axis direction, we take graded partition on [0, 1]. The division in G2 is symmetrical to  along line x1 = 1,
and the divisions in G3 and G4 are symmetrical to  and G2, respectively, along the line x2 = 1. The global partition
of G is denoted byTh, i.e.,
Th = {Rij }2Mi,j=1, Rij = (i−1, i ) × (j−1, j ). (3.4)
Assume that u, c, and f ∈ C4(G), and when f depends on , we assume [11]
|fxk1 (x1, x2, )|C
(
1 + 1
k
e−x1/ + 1
k
e−(2−x1)/
)
on G, ∀0k4,
|fxk2 (x1, x2, )|C
(
1 + 1
k
e−x2/ + 1
k
e−(2−x2)/
)
on G, ∀0k4.
Lemma 3.1 (Li and Wheeler [11]). Suppose that u is the solution of (3.1), 0k4, then
|uxk1 (x1, x2)|C
(
1 + 1
k
e−x1/ + 1
k
e−(2−x1)/
)
on G, (3.5a)
|uxk2 (x1, x2)|C
(
1 + 1
k
e−x2/ + 1
k
e−(2−x2)/
)
on G, (3.5b)
here (x1, x2) ∈ G.
From these inequalities, we can see that the regularity of u is symmetric with the center point (1, 1), and so we only
need consider the error on domain = G1.
We decompose=1∪2∪3∪4, where1=(0, 
x1)×(0, 
x2),2=(
x1 , 1)×(0, 
x2),3=(
x1 , 1)×(
x2 , 1),
4 = (0, 
x1) × (
x2 , 1), in which we take 
x1 = 
x2 = c1 log 1/ and c1 > 2/.
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Using the above domain decomposition and Lemma 3.1, we can get the following global a priori estimates results.
Lemma 3.2. Let u be the solution of (3.1), then
3/2
∥∥∥∥∥
2u
x21
∥∥∥∥∥
L2(G)
C, 3/2
∥∥∥∥∥
2u
x22
∥∥∥∥∥
L2(G)
C, (3.6)
∥∥∥∥∥x3/21 
2u
x21
∥∥∥∥∥
L2(G)
C,
∥∥∥∥∥x3/22 
2u
x22
∥∥∥∥∥
L2(G)
C, (3.7)
1/2
∥∥∥∥∥x1 
2u
x21
∥∥∥∥∥
L2(G)
C, 1/2
∥∥∥∥∥x2 
2u
x22
∥∥∥∥∥
L2(G)
C, (3.8)

∥∥∥∥ 2ux1x2
∥∥∥∥
L2(1)
C, 1/2
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(2)
C, (3.9)
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(3)
C, 1/2
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(4)
C, (3.10)

∥∥∥∥x2 2ux1x2
∥∥∥∥
L2(G)
C, 
∥∥∥∥x1 2ux1x2
∥∥∥∥
L2(G)
C. (3.11)
Proof. Let us prove for example the ﬁrst inequality in (3.6) and the ﬁrst one in (3.9). From (3.5a), we get∥∥∥∥∥
2u
x21
∥∥∥∥∥
2
L2()
=
∫

∣∣∣∣∣
2u
x21
∣∣∣∣∣
2
dx1 dx2
C
∫ 1
0
∫ 1
0
(
1 + 1
4
e−2x1/ + 1
4
e−2(2−x1)/
)
dx1 dx2
C
(
1 + 1
3
∫ 1

0
e−2t dt + 1
3
∫ 1

0
e−2(
2
 −t) dt
)
C
(
1 + 1
2
1
3
+ o(1)
)
C 1
3
,
then by symmetry, the ﬁrst one of (3.6) is proved.
For the ﬁrst inequality of (3.9), integrating by parts and using Lemma 3.1, we have∫
1
∣∣∣∣ 2ux1x2
∣∣∣∣
2
dx1 dx2 =
∫ 
x1
0
∫ 
x2
0
ux1x2ux1x2 dx1 dx2
=
∫ 
x2
0
(ux2 ux1x2)|
x1=
x1
x1=0 dx2 −
∫ 
x1
0
∫ 
x2
0
ux2ux21x2
d x1 dx2
= (ux2 ux1)|
(
x1 ,
x2 )
(0,
x2 )
− (ux2 ux1)|
(
x1 ,0)
(0,0) −
∫ 
x2
0
(ux22
ux1)|
x1=
x1
x1=0 dx2
−
∫ 
x1
0
(ux2 ux21
)|x2=
x2x2=0 dx1 +
∫ 
x1
0
∫ 
x2
0
ux21
ux22
dx1 dx2
= (ux2 ux1)|(
x1 , 
x2) −
∫ 
x2
0
(ux22
ux1)|(
x1 , x2) dx2 −
∫ 
x1
0
(ux2 ux21
)|(x1, 
x2) dx1
+
∫ 
x1
0
∫ 
x2
0
ux21
ux22
dx1 dx2
 I1 + I2 + I3 + I4,
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where
I1 = (ux2 ux1)|(
x1 , 
x2), I2 = −
∫ 
x2
0
(ux22
ux1)|(
x1 , x2) dx2,
I3 = −
∫ 
x1
0
(ux2 ux21
)|(x1, 
x2) dx1, I4 =
∫ 
x1
0
∫ 
x2
0
ux21
ux22
dx1 dx2.
We estimate them one by one. From (3.5a) and (3.5b)
|uxi (x1, x2)|C
(
1 + 1

e−xi/ + 1

e−(2−xi )/
)
, i = 1, 2.
Then, for i = 1, 2,
|uxi (
x1 , 
x2)|C
(
1 + 1

e−c1 log(1/) + 1

e−(2−
xi )/
)
C(1 + c1−1 + o(1))C,
whenever c11. So
|I1|C. (3.12)
Similarly, from (3.5a) and (3.5b)
|ux22 (
x1 , x2)|C
(
1 + 1
2
e−x2/ + 1
2
e−(2−x2)/
)
,
|ux1(
x1 , x2)|C
(
1 + 1

e−c1 log(1/) + 1

e−(2−
x1 )/
)
C(1 + c1−1 + o(1))C,
then, ∣∣∣∣
∫ 
x2
0
(ux22
ux1)|(
x1 , x2) dx2
∣∣∣∣ C
∫ 
x2
0
(
1 + 1
2
e−x2/ + 1
2
e−(2−x2)/
)
dx2
C
(
1 +
∫ 
x2
0
1
2
e−x2/ dx2 + o(1)
)
C
(
1 + 1

∫ 
x2/
0
e−t dt
)
C
(
1 + 1

)
.
So,
|I2|C 1

. (3.13)
Because of the symmetry between x1 and x2, similarly we can get
|I3|C 1

. (3.14)
∣∣∣∣
∫ 
x1
0
∫ 
x2
0
ux21
ux22
dx1 dx2
∣∣∣∣
C
[∫ 
x1
0
(
1 + 1
2
e−x1/ + 1
2
e−(2−x1)/
)
dx2
] [∫ 
x2
0
(
1 + 1
2
e−x2/ + 1
2
e−(2−x2)/
)
dx2
]
C
[∫ 
x1
0
(
1 + 1
2
e−x1/ + 1
2
e−(2−x1)/
)
dx2
]2
C
(
1 + 1

+ o(1)
)2
C 1
2
,
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so
|I4|C 1
2
. (3.15)
Together with (3.12)–(3.15), we have
∫
1
∣∣∣∣ 2ux1x2
∣∣∣∣
2
dx1 dx2C
(
1 + 1

+ 1

+ 1
2
)
C 1
2
,
then the ﬁrst one of (3.9) holds. The other inequalities follow by similar arguments and so we omit the details.
The lemma is proved completely. 
Now we consider the ﬁnite element approximation of (3.1).
The weak formula of (3.1) is: ﬁnd u ∈ H 10 (G), such that
a(u, v) =
∫
G
f v dx1 dx2, ∀v ∈ H 10 (G), (3.16)
here a(v,w)=∫
G
(2∇v ·∇w+cvw) dx1 dx2. The bilinear form a(·, ·) is coercive in the -weightedH 1-norm uniformly
in  [17], i.e., there exists a positive constant  independent of , such that
‖v‖2a(v, v), ∀v ∈ H 10 (G) (3.17)
and the continuity of a(·, ·) is also valid uniformly in  [17].
Suppose a conforming ﬁnite element space is Vh. The approximation form of (3.16) is: ﬁnd uh ∈ Vh, such that
a(uh, vh) =
∫
G
f vh dx1 dx2, ∀vh ∈ Vh. (3.18)
Let N is the number of nodes under the partitionTh. From Corollary 2.3 of [6], we know there exists a constant C
independent of h and , such that
hC log(1/)√
N
. (3.19)
3.2. Error estimates by bilinear elements
Now we consider the approximation by bilinear ﬁnite elements. We denoteTh, Vh and I as the division, the ﬁnite
element space and bilinear interpolation operator, respectively.
Theorem 3.1. Suppose u is the solution of (3.1), then on the graded meshesTh, we have
‖u − Iu‖L2(G)Ch2, ‖∇(u − Iu)‖L2(G)Ch. (3.20)
In particular,
‖u − Iu‖Ch. (3.21)
Proof. Firstly, we consider the estimates on . For any element Rij = (i−1, i ) × (j−1, j ), 1 i, jM , denote
hi = i − i−1, and from [1,3,4], we have
‖u − Iu‖L2(Rij )C
⎧⎨
⎩h2i
∥∥∥∥∥
2u
x21
∥∥∥∥∥
L2(Rij )
+ h2j
∥∥∥∥∥
2u
x22
∥∥∥∥∥
L2(Rij )
⎫⎬
⎭ . (3.22)
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We decompose the error on  as
‖u − Iu‖2
L2() =
M∑
j=1
‖u − Iu‖2
L2(R1j )
+
M∑
i=2
‖u − Iu‖2
L2(Ri1)
+
M∑
i,j=2
‖u − Iu‖2
L2(Rij )
.
Then, from (3.22) and (3.4) we get
‖u − Iu‖2
L2(R11)
Ch4
⎧⎨
⎩4
∥∥∥∥∥
2u
x21
∥∥∥∥∥
2
L2(R11)
+ 4
∥∥∥∥∥
2u
x22
∥∥∥∥∥
2
L2(R11)
⎫⎬
⎭ ,
‖u − Iu‖2
L2(Ri1)
Ch4
⎧⎨
⎩
∥∥∥∥∥x21 
2u
x21
∥∥∥∥∥
2
L2(Ri1)
+ 4
∥∥∥∥∥
2u
x22
∥∥∥∥∥
2
L2(Ri1)
⎫⎬
⎭ , i2,
‖u − Iu‖2
L2(R1j )
Ch4
⎧⎨
⎩4
∥∥∥∥∥
2u
x21
∥∥∥∥∥
2
L2(R1j )
+
∥∥∥∥∥x22 
2u
x22
∥∥∥∥∥
2
L2(R1j )
⎫⎬
⎭ , j2,
‖u − Iu‖2
L2(Rij )
Ch4
⎧⎨
⎩
∥∥∥∥∥x21 
2u
x21
∥∥∥∥∥
2
L2(Rij )
+
∥∥∥∥∥x22 
2u
x22
∥∥∥∥∥
2
L2(Rij )
⎫⎬
⎭ , i, j2,
and from a priori estimates (3.6)–(3.7), we obtain
‖u − Iu‖L2()Ch2.
In order to estimate the term (u − Iu)x1 in L2-norm, from Lemma 2.1, we have
∥∥∥∥(u − Iu)x1
∥∥∥∥
L2(Rij )
C
⎧⎨
⎩hi
∥∥∥∥∥
2u
x21
∥∥∥∥∥
L2(Rij )
+ hj
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(Rij )
⎫⎬
⎭ . (3.23)
Similar to the estimation in L2-norm, we obtain
∥∥∥∥(u − Iu)x1
∥∥∥∥
2
L2(R11)
Ch2
⎧⎨
⎩2
∥∥∥∥∥
2u
x21
∥∥∥∥∥
2
L2(R11)
+ 2
∥∥∥∥ 2ux1x2
∥∥∥∥
2
L2(R11)
⎫⎬
⎭ ,
∥∥∥∥(u − Iu)x1
∥∥∥∥
2
L2(Ri1)
Ch2
⎧⎨
⎩
∥∥∥∥∥x1 
2u
x21
∥∥∥∥∥
2
L2(Ri1)
+ 2
∥∥∥∥ 2ux1x2
∥∥∥∥
2
L2(Ri1)
⎫⎬
⎭ , i2,
∥∥∥∥(u − Iu)x1
∥∥∥∥
2
L2(R1j )
Ch2
⎧⎨
⎩2
∥∥∥∥∥
2u
x21
∥∥∥∥∥
2
L2(R1j )
+
∥∥∥∥x2 2ux1x2
∥∥∥∥
2
L2(R1j )
⎫⎬
⎭ , j2,
∥∥∥∥(u − Iu)x1
∥∥∥∥
2
L2(Rij )
Ch2
⎧⎨
⎩
∥∥∥∥∥x1 
2u
x21
∥∥∥∥∥
2
L2(Rij )
+
∥∥∥∥x2 2ux1x2
∥∥∥∥
2
L2(Rij )
⎫⎬
⎭ , i, j2.
Then, multiplying by 2, summing up, and using the a priori estimates (3.6), (3.8)–(3.11), we can obtain

∥∥∥∥(u − Iu)x1
∥∥∥∥
L2()
Ch.
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From Lemma 2.1, we have
∥∥∥∥(u − Iu)x2
∥∥∥∥
L2(Rij )
C
⎧⎨
⎩hi
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(Rij )
+ hj
∥∥∥∥∥
2u
x22
∥∥∥∥∥
L2(Rij )
⎫⎬
⎭ . (3.24)
Similarly,

∥∥∥∥(u − Iu)x2
∥∥∥∥
L2()
Ch.
By symmetry, we can get the similar estimates on the other subdomains of G. So (3.20) holds, and from (3.2), (3.21)
is obtained easily. The theorem is proved. 
Since the bilinear form a(·, ·) is coercive and continuity uniformly in , and from the well known Céa’s Lemma [3,4],
we get
Theorem 3.2. Suppose that u, and uh are the solutions of (3.1) and (3.18), respectively, then under the graded meshes
Th, we have
‖u − uh‖Ch. (3.25)
Remark. The constant will dependent on the coercivity constant , theL∞ norm of c, and the mesh parameter 	, , c1.
Using (3.19), together with Theorem 3.2, we can obtain the following quasioptimal order convergence.
Corollary 3.1. Under the same assumption of Theorem 3.2, taking N as the number of nodes under the partitionTh,
we have
‖u − uh‖C log(1/)√
N
. (3.26)
3.3. Superconvergent error estimates
For getting more higher order error estimates, we need some more higher order a priori estimates.
Lemma 3.3. Suppose u is the solution of (3.1), then

5
2
∥∥∥∥∥
3u
x31
∥∥∥∥∥
L2(G)
C,  52
∥∥∥∥∥
3u
x32
∥∥∥∥∥
L2(G)
C, (3.27)
∥∥∥∥∥x
5
2
1
3u
x31
∥∥∥∥∥
L2(G)
C,
∥∥∥∥∥x
5
2
2
3u
x32
∥∥∥∥∥
L2(G)
C, (3.28)

1
2
∥∥∥∥∥x21 
3u
x31
∥∥∥∥∥
L2(G)
C,  12
∥∥∥∥∥x22 
3u
x32
∥∥∥∥∥
L2(G)
C, (3.29)
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(1)
C,  32
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(2)
C, (3.30)

∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(3)
C, 
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(4)
C, (3.31)
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2
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(1)
C, 
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(2)
C, (3.32)

∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(3)
C,  32
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(4)
C, (3.33)

∥∥∥∥∥x22 
3u
x1x22
∥∥∥∥∥
L2(G)
C, 
∥∥∥∥∥x21 
3u
x21x2
∥∥∥∥∥
L2(G)
C. (3.34)
These inequalities follow by similar arguments with Lemma 3.2, and so, we omit the details.
Now we consider the Lagrangian biquadratic element approximation on the graded meshes. Corresponding toTh,
we introduce Lagrangian biquadratic ﬁnite element space Vh, and interpolation operator I2h.
Theorem 3.3. Suppose u is the solution of (3.1), on the graded meshesTh we have
‖u − I2hu‖L2(G)Ch3, ‖∇(u − I2hu)‖L2(G)Ch2. (3.35)
In particular,
‖u − I2hu‖Ch2. (3.36)
Proof. Firstly, we consider the estimates on. For any element Rij = (i−1, i )× (j−1, j ), 1 i, jM , we denote
hi = i − i−1, and from [1,3,4], we obtain
‖u − I2hu‖L2(Rij )C
⎧⎨
⎩h3i
∥∥∥∥∥
3u
x31
∥∥∥∥∥
L2(Rij )
+ h3j
∥∥∥∥∥
3u
x32
∥∥∥∥∥
L2(Rij )
⎫⎬
⎭ . (3.37)
We decompose the error on  as
‖u − I2hu‖2L2() =
M∑
j=1
‖u − I2hu‖2L2(R1j ) +
M∑
i=2
‖u − I2hu‖2L2(Ri1) +
M∑
i,j=2
‖u − I2hu‖2L2(Rij ).
From (3.37) and (3.4), we know
‖u − I2hu‖2L2(R11)Ch
6
⎧⎨
⎩6
∥∥∥∥∥
3u
x31
∥∥∥∥∥
2
L2(R11)
+ 6
∥∥∥∥∥
3u
x32
∥∥∥∥∥
2
L2(R11)
⎫⎬
⎭ ,
‖u − I2hu‖2L2(Ri1)Ch
6
⎧⎨
⎩
∥∥∥∥∥x31 
3u
x31
∥∥∥∥∥
2
L2(Ri1)
+ 6
∥∥∥∥∥
3u
x32
∥∥∥∥∥
2
L2(Ri1)
⎫⎬
⎭ , i2,
‖u − I2hu‖2L2(R1j )Ch
6
⎧⎨
⎩6
∥∥∥∥∥
3u
x31
∥∥∥∥∥
2
L2(R1j )
+
∥∥∥∥∥x32 
3u
x32
∥∥∥∥∥
2
L2(R1j )
⎫⎬
⎭ , j2,
‖u − I2hu‖2L2(Rij )Ch
6
⎧⎨
⎩
∥∥∥∥∥x31 
3u
x31
∥∥∥∥∥
2
L2(Rij )
+
∥∥∥∥∥x32 
3u
x32
∥∥∥∥∥
2
L2(Rij )
⎫⎬
⎭ , i, j2,
and together with (3.27)–(3.28), immediately, we have
‖u − I2hu‖L2()Ch3.
By symmetry, we can get the similar estimates on the other subdomains of G. So the ﬁrst one of (3.35) holds.
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For estimating the gradient error in L2-norm, from Lemma 2.1, we obtain
∥∥∥∥(u − I2hu)x1
∥∥∥∥
L2(Rij )
C
⎧⎨
⎩h2i
∥∥∥∥∥
3u
x31
∥∥∥∥∥
L2(Rij )
+ h2j
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(Rij )
⎫⎬
⎭ . (3.38)
Similarly with the estimates with L2-norm, we have
∥∥∥∥(u − I2hu)x1
∥∥∥∥
2
L2(R11)
Ch4
⎧⎨
⎩4
∥∥∥∥∥
3u
x31
∥∥∥∥∥
2
L2(R11)
+ 4
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(R11)
⎫⎬
⎭ ,
∥∥∥∥(u − I2hu)x1
∥∥∥∥
2
L2(Ri1)
Ch4
⎧⎨
⎩
∥∥∥∥∥x21 
3u
x31
∥∥∥∥∥
2
L2(Ri1)
+ 4
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(Ri1)
⎫⎬
⎭ , i2,
∥∥∥∥(u − I2hu)x1
∥∥∥∥
2
L2(R1j )
Ch4
⎧⎨
⎩4
∥∥∥∥∥
3u
x31
∥∥∥∥∥
2
L2(R1j )
+
∥∥∥∥∥x22 
3u
x1x22
∥∥∥∥∥
2
L2(R1j )
⎫⎬
⎭ , j2,
∥∥∥∥(u − I2hu)x1
∥∥∥∥
2
L2(Rij )
Ch4
⎧⎨
⎩
∥∥∥∥∥x21 
3u
x31
∥∥∥∥∥
2
L2(Rij )
+
∥∥∥∥∥x22 
3u
x1x22
∥∥∥∥∥
2
L2(Rij )
⎫⎬
⎭ , i, j2.
Therefore, multiplying by 2, summing up, and using a priori estimates (3.27), (3.29)–(3.31), and (3.34), we get

∥∥∥∥(u − I2hu)x1
∥∥∥∥
L2()
Ch2.
Similarly from Lemma 2.1, we know
∥∥∥∥(u − I2hu)x2
∥∥∥∥
L2(Rij )
C
⎧⎨
⎩h2i
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(Rij )
+ h2j
∥∥∥∥∥
3u
x32
∥∥∥∥∥
L2(Rij )
⎫⎬
⎭ , (3.39)
and therefore,

∥∥∥∥(u − I2hu)x2
∥∥∥∥
L2()
Ch2.
And by symmetry, the second one of (3.35) holds, and so, (3.36) is also derived. 
Now we consider the superclose convergence of bilinear element.
From (2.3) and (2.4), at this case,
2(∇(u − uh),∇vh) + (c(u − uh), vh) = 0, ∀vh ∈ Vh (3.40)
letting = Iu − uh, and taking vh =  in the above equality, we have
2(∇,∇) + (c, ) = 2(∇(Iu − u),∇) + (c(Iu − u), ). (3.41)
Lemma 3.4. Suppose u and uh are the solutions of (3.1) and (3.18), respectively, then under the graded meshesTh,
we have
‖Iu − uh‖Ch2. (3.42)
Proof. Firstly, from Ho¨lder inequality and the ﬁrst inequality of (3.20), we have∫
G
c(Iu − u) dx1 dx2C‖Iu − u‖L2(G)‖‖L2(G)Ch2‖‖L2(G). (3.43)
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Together with Lemmas 2.2 and 2.3, we obtain⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2
∫
Rij
(Iu − u)x1x1 dx1 dx2Ch2j 
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(Rij )
· ‖x1‖L2(Rij ),
2
∫
Rij
(Iu − u)x2x2 dx1 dx2Ch2i 
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(Rij )
· ‖x2‖L2(Rij ).
(3.44)
Because 2(log 1/)4C, together with the ﬁrst one of (3.30),
h4j 
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(1)
Ch4( log 1/)4 · 2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(1)
Ch42(log 1/)4 · 4
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(1)
Ch4. (3.45)
Similarly, using the second one of (3.30) and (3.31), respectively, we get
h4j 
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(2)
Ch4
(
 log
1

)4
· 2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(2)
Ch43
(
log
1

)4
· 3
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(2)
Ch4, (3.46)
h4j 
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(3)
Ch42
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(3)
Ch4, (3.47)
h4j 
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(4)
Ch42
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
2
L2(4)
Ch4. (3.48)
Together with (3.45)–(3.48), and by symmetry, we have
2M∑
i,j=1
h2j 
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(Rij )
Ch2. (3.49)
And similarly, we can obtain
2M∑
i,j=1
h2i 
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(Rij )
Ch2. (3.50)
Therefore, using (3.44) and (3.49)–(3.50), we have
2
∫
G
∇(Iu − u) · ∇ dx1 dx2

2M∑
i,j=1
h2j 
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(Rij )
· ‖x1‖L2(Rij ) +
2M∑
i,j=1
h2i 
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(Rij )
· ‖x2‖L2(Rij )
Ch2‖∇‖L2(G). (3.51)
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Together with (3.41), (3.43) and (3.51),
2(∇,∇) + (c, ) = 2(∇(Iu − u),∇) + (c(Iu − u), )
= 2
∫
G
∇(Iu − u) · ∇ dx1 dx2 +
∫
G
c(Iu − uh) dx1 dx2
Ch2‖∇‖L2(G) + Ch2‖‖L2(G)
Ch2(2‖∇‖2
L2(G) + ‖‖2L2(G))1/2.
So this lemma is proved. 
At the end of this section, we give the global superconvergent error estimates.
Let I2h be the biquadratic interpolation onT2h, from which we assumeTh is the ﬁne division ofT2h, constructed
by reﬁning each rectangular element ofT2h into four smaller ones. Then we have:
Lemma 3.5 (Li [9]).
I2h(Iw) = I2hw, ∀w ∈ C0(G),
‖(I2hw)x1‖L2(Rij )C‖wx1‖L2(Rij ), ∀w ∈ Vh,
‖(I2hw)x2‖L2(Rij )C‖wx2‖L2(Rij ), ∀w ∈ Vh.
Theorem 3.4. Let u and uh be the solutions of (3.1) and (3.18), respectively, then under the graded meshesTh, we
have
‖u − I2huh‖L2(G)Ch2, ‖∇(u − I2huh)‖L2(G)Ch2. (3.52)
Therefore,
‖u − I2huh‖Ch2. (3.53)
Proof. From Theorem 3.3, Lemmas 3.4 and 3.5, we have
‖u − I2huh‖L2(G)‖u − I2hu‖L2(G) + ‖I2hu − I2huh‖L2(G)
‖u − I2hu‖L2(G) + ‖I2h(Iu) − I2huh‖L2(G)
= ‖u − I2hu‖L2(G) + ‖I2h(Iu − uh)‖L2(G)
‖u − I2hu‖L2(G) + C‖Iu − uh‖L2(G)
Ch3 + Ch2 = Ch2,
and
‖∇(u − I2huh)‖L2(G)
‖∇(u − I2hu)‖L2(G) + ‖∇(I2hu − I2huh)‖L2(G)
‖∇(u − I2hu)‖L2(G) + ‖∇(I2h(Iu) − I2huh)‖L2(G)
‖∇(u − I2hu)‖L2(G) + ‖(I2h(Iu − uh))x1‖L2(G) + ‖(I2h(Iu − uh))x2‖L2(G)
‖∇(u − I2hu)‖L2(G) + C(‖(Iu − uh)x1‖L2(G) + ‖(Iu − uh)x2‖L2(G))
‖∇(u − I2hu)‖L2(G) + C‖∇(Iu − uh)‖L2(G)
Ch2 + Ch2 = Ch2.
So, (3.52) is derived. Because
‖u − I2huh‖‖u − I2huh‖L2(G) + ‖∇(u − I2huh)‖L2(G)
(3.53) holds. The theorem is proved completely. 
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From Theorem 3.4, together with (3.19), we can obtain the following superconvergent error estimates.
Corollary 3.2. At the same assumption with Theorem 3.4, taking N as the number of nodes in the partitionTh, we
have
‖u − I2huh‖C log
2(1/)
N
.
4. The semisingular perturbation case
In this case, d = (2, 1), i.e., (1.1) turns into{−2ux21 − ux22 + cu = f in G,
u = 0 on = G, (4.1)
and at this time, we adopt the following -weighted H 1-norm [6,17]
‖v‖2 = ‖v‖2L2(G) + 2‖vx1‖2L2(G) + ‖vx2‖2L2(G). (4.2)
There are some similar in form between (3.1) and (4.1), but their precise descriptions of the behavior of the solution
and its derivatives are different in essential.
In this section, similar to the above case, under appropriately gradedmeshes, ﬁrst we give some new a priori estimates
on the true solution of semisingular perturbation equations, and then consider the numerical approximation of (4.1) by
bilinear ﬁnite elements. We prove the quasioptimal order error estimates in the -weightedH 1-norm valid uniformly, up
to a logarithmic factor, in the singular parameter. Furthermore, we consider the biquadratic element approximation, and
ﬁnally using the interpolation postprocessing technique, obtained the global superconvergence results in the -weighted
H 1-norm.
4.1. Graded meshes and a priori estimates
First we state the partition Th of G. The two-dimensional domain G = [0, 2]2 is divided by the tensor of two
partitions in x1- and x2-axis direction. Here along the x1-axis direction, we take graded partition deﬁned as (3.3) on
[0, 1], and symmetrical partition on [1, 2] along the line x1 = 1, and in the x2-axis direction, we take M ′ = [2/h] + 1
equidistant subintervals on [0, 2], where the step h′ = 2/M ′ <h, the interval [j−1, j ], j = 1, 2, . . . ,M ′. The global
partition of G is denoted byTh, i.e.,
Th =
2M⋃
i=1
M ′⋃
j=1
{Rij }, Rij = (i−1, i ) × (j−1, j ). (4.3)
Assume that u, c, f ∈ C4(G), and when f depends on , we assume [11]
|fxk1 (x1, x2, )|C
(
1 + 1
k
e−x1/ + 1
k
e−(2−x1)/
)
on G, ∀0k4,
|fxk2 (x1, x2, )|C on G, ∀0k4.
Lemma 4.1 ([11]). Let u be the solution of (4.0.1), 0k4, then
|uxk1 (x1, x2)|C
(
1 + 1
k
e−x1/ + 1
k
e−(2−x1)/
)
on G, (4.4a)
|uxk2 (x1, x2)|C on G, (4.4b)
here (x1, x2) ∈ G.
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For the sake of simplicity, we decompose G into G = G1 ∪ G21 ∪ G22 ∪ G3, here
G1 = (0, 
1) × (0, 2), G21 = (
1, 1) × (0, 2), G22 = (1, 2 − 
1) × (0, 2), G3 = (2 − 
1, 2) × (0, 2),
and we take 
1 = c1 log 1/, c1 > 2/.
Using the above domain decomposition and Lemma 4.1, we can get the following global a priori estimates results.
Lemma 4.2. Let u be the solution of (4.1), then

3
2
∥∥∥∥∥
2u
x21
∥∥∥∥∥
L2(G)
C,
∥∥∥∥∥x
3
2
1
2u
x21
∥∥∥∥∥
L2(G)
C, (4.5)

1
2
∥∥∥∥ 2ux1x2
∥∥∥∥
L2(G)
C,  12
∥∥∥∥∥x1 
2u
x21
∥∥∥∥∥
L2(G)
C, (4.6)
∥∥∥∥x 121 2ux1x2
∥∥∥∥
L2(G)
C. (4.7)
The above inequalities follow by the similar arguments with Lemma 3.2, and we omit the details.
Now we consider the bilinear ﬁnite element approximation for (4.1).
The weak form of (4.1) is: ﬁnd u ∈ H 10 (G), such that
a(u, v) =
∫
G
f v dx1 dx2, ∀v ∈ H 10 (G), (4.8)
here a(v,w) = ∫
G
(2v/x1w/x1 + v/x2w/x2 + cvw) dx1 dx2. The bilinear form a(·, ·) is coercive in the
-weighted H 1-norm uniformly in the  [8], i.e., there exists a positive constant  independent of , such that
‖v‖2a(v, v), ∀v ∈ H 10 (G), (4.9)
and the continuity of a(·, ·) is also valid uniformly  [8].
Letting the conforming ﬁnite be Vh, and the approximation form of (4.8) is: ﬁnd uh ∈ Vh, such that
a(uh, vh) =
∫
G
f vh dx1 dx2, ∀vh ∈ Vh. (4.10)
4.2. Error estimates by bilinear elements
Now we consider the bilinear ﬁnite element approximation for (4.1) under the above divisionTh. We denote bilinear
ﬁnite element space Vh and interpolation operator I. Together with the above preparation, and similar to the process of
Theorem 3.1, we can get
Theorem 4.1. Suppose u is the solution of (4.1). Then under the above meshesTh, we have
‖u − Iu‖L2(G)Ch2, ‖(u − Iu)x1‖L2(G) + ‖(u − Iu)x2‖L2(G)Ch. (4.11)
In particular,
‖u − Iu‖Ch. (4.12)
Based on the well-known Ce´a′s lemma [3,4], together with Theorem 4.1, we can get
Theorem 4.2. Suppose u and uh are the solutions of (4.1) and (4.10), respectively. Then under the above meshes
partitionTh, we have
‖u − uh‖Ch. (4.13)
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Remark. The constant in Theorem4.2 depends on the coercive parameter , theL∞ normof c, and themesh parameters
	, , c1.
4.3. Superconvergent error estimates
Lemma 4.3. Let u be the solution of (4.1), then

5
2
∥∥∥∥∥
3u
x31
∥∥∥∥∥
L2(G)
C,
∥∥∥∥∥x
5
2
1
3u
x31
∥∥∥∥∥
L2(G)
C, (4.14)

1
2
∥∥∥∥∥ 
3u
x1x22
∥∥∥∥∥
L2(G)
C,  12
∥∥∥∥∥x21 
3u
x31
∥∥∥∥∥
L2(G)
C, (4.15)

3
2
∥∥∥∥∥ 
3u
x21x2
∥∥∥∥∥
L2(G)
C,
∥∥∥∥∥x
3
2
1
3u
x21x2
∥∥∥∥∥
L2(G)
C. (4.16)
These inequalities follow by similar arguments with Lemma 4.2, and so, we omit the details.
Now we consider the Lagrangian biquadratic element approximation on single direction graded meshesTh. Corre-
sponding toTh, we introduce the Lagrangian biquadratic ﬁnite element space Vh, and interpolation operator I2h.
Based on the Lemma 4.3 and some above preparation, similar to the process of Theorem 3.3, we get
Theorem 4.3. Let u be the solution of (4.1), and under the graded meshesTh, we have
‖u − I2hu‖L2(G)Ch3, ‖(u − I2hu)x1‖L2(G) + ‖(u − I2hu)x2‖L2(G)Ch2. (4.17)
In particular,
‖u − I2hu‖Ch2. (4.18)
Now we give a superclose approximation character of bilinear element.
From (2.3) and (2.4), we know
2((u − uh)x1 , vhx1) + ((u − uh)x2 , vhx2) + (c(u − uh), vh) = 0, ∀vh ∈ Vh (4.19)
denoting = Iu − uh, and taking vh =  in the above equality, we get
2(x1 , x1) + (x2 , x2) + (c, ) = 2((Iu − u)x1 , x1) + ((Iu − u)x2 , x2) + (c(Iu − u), ). (4.20)
Lemma 4.4. Suppose that u and uh are the solutions of (4.1) and (4.10), respectively. Then under the graded meshes
Th, we have
‖Iu − uh‖Ch2. (4.21)
Similar to Theorem 3.4, the above inequality follow by using Theorem 4.1, Lemmas 2.2, 2.3, 4.3 and (4.20).
At the end of this section, we get the global superconvergent error estimates.
Let I2h be the biquadratic interpolation onT2h, from which we assumeTh is the ﬁne division ofT2h, constructed
by reﬁning each rectangular element ofT2h into four smaller ones. Then we have:
Theorem 4.4. Suppose that u and uh are the solutions of (4.1) and (4.10), respectively. Then under the graded meshes
Th, we have
‖u − I2huh‖L2(G)Ch2, ‖(u − I2huh)x1‖L2(G) + ‖(u − I2huh)x2‖L2(G)Ch2, (4.22)
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and so,
‖u − I2huh‖Ch2. (4.23)
Proof. From Theorem 4.3, Lemmas 4.4 and 3.5, we get
‖u − I2huh‖L2(G)‖u − I2hu‖L2(G) + ‖I2hu − I2huh‖L2(G)
‖u − I2hu‖L2(G) + ‖I2h(Iu) − I2huh‖L2(G)
= ‖u − I2hu‖L2(G) + ‖I2h(Iu − uh)‖L2(G)
‖u − I2hu‖L2(G) + C‖Iu − uh‖L2(G)
Ch3 + Ch2 = Ch2.
Similarly, also from Theorem 4.3, Lemmas 4.4 and 3.5, we obtain
‖(u − I2huh)x1‖L2(G) + ‖(u − I2huh)x2‖L2(G)
‖(u − I2hu)x1‖L2(G) + ‖(u − I2hu)x2‖L2(G) + ‖(I2hu − I2huh)x1‖L2(G)
+ ‖(I2hu − I2huh)x2‖L2(G)
‖(u − I2hu)x1‖L2(G) + ‖(u − I2hu)x2‖L2(G) + ‖(I2h(Iu − uh))x1‖L2(G)
+ ‖(I2h(Iu − uh))x2‖L2(G)
‖(u − I2hu)x1‖L2(G) + ‖(u − I2hu)x2‖L2(G) + C‖(Iu − uh)x1‖L2(G)
+ C‖(Iu − uh)x2‖L2(G)
Ch2 + Ch2 = Ch2.
So (4.22) holds. Since
‖u − I2huh‖‖u − I2huh‖L2(G) + ‖(u − I2huh)x1‖L2(G) + ‖(u − I2huh)x2‖L2(G),
(4.23) holds. The proof is completed. 
5. Numerical experiment
Experiment 1. Consider the reaction dominated reaction–diffusion singular perturbation equation (3.1): domain
G = [0, 1]2, the right-hand term f is chosen in such a way that the exact solution u(x, y) = x(1 − x)(1 − e−y/)
(1 − e−(1−y)/) + y(1 − y)(1 − e−x/)(1 − e−(1−x)/). When  = 0.01, the exact solution exhibits four boundary
layers as the plot in Fig. 1 (left).
The domain G is divided into small rectangle by the following three different ways. Mesh 1: square meshes; Mesh 2:
Shishkin type meshes; Mesh 3: Graded meshes. In the Fig. 2, the left one is Shishkin meshes, where we take transition
point 
= 2 log(Mx1), Mx1 =Mx2 = 40, here Mx1 =Mx2 denote the number of nodes in x1-axis direction and x2-axis
direction, respectively, and the right one is graded meshes, where we take N = 1681.
Experiment 2. Consider the reaction dominated reaction–diffusion semisingular perturbation equation (4.1): domain
G = [0, 1]2, the right-hand term f is chosen in such a way that the exact solution u(x, y) = y(1 − y)(1 − e−x/)
(1 − e−(1−x)/). When = 0.01, the exact solution exhibits two boundary layers as the plot in Fig. 1 (right).
The domain G is divided into Mesh 4: Shishkin type meshes; Mesh 5: Graded meshes. In the following Fig. 3, the
left one is Shishkin meshes, where we take transition point 
 = 2 log(Mx1), Mx1 = 40, Mx1 = 12, here Mx1 ,Mx2
deﬁned as above, and the right one is graded meshes, where we take N = 533.
In Tables 1–10,  and N denote the singular perturbation parameter and total freedom, respectively. The data in the
tables show the different error results in L2 norm and -weighted H 1-norm for different  under different meshes.
From the comparison of the errors on the three different meshes, we can see that using the same bilinear element,
graded meshes and Shishkin meshes are both better than square meshes in L2 norm and -weighted H 1-norm. And the
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Fig. 1. The exact solution in Experiment 1 (left) and Experiment 2 (right) (= 0.01).
Fig. 2. Shishkin meshes (left) and Graded meshes (right) for singular perturbation equation.
Fig. 3. Shishkin meshes (left) and Graded meshes (right) for semisingular perturbation equation.
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Table 1
Approximation results ‖u − uh‖0 in Experiment 1 on square meshes
\N 289 625 1089 2401
10−1 0.0024026748 0.0010660712 0.0005990963 0.0002660491
10−2 0.0300591262 0.0189793963 0.0128399285 0.0067120412
10−3 0.0491748296 0.0398047701 0.0338698131 0.0261345608
10−4 0.0492101273 0.0401057813 0.0347102484 0.0283277825
10−5 0.0492101279 0.0401057820 0.0347102492 0.0283277836
Table 2
Approximation results ‖u − uh‖ in Experiment 1 on square meshes
\N 289 625 1089 2401
10−1 0.0181604719 0.0119450421 0.0089153543 0.0059227026
10−2 0.0598062836 0.0404350666 0.0295865277 0.0184180999
10−3 0.0924956240 0.0750061774 0.0638887173 0.0493919367
10−4 0.0925425019 0.0755430216 0.0654336054 0.0534462985
10−5 0.0925423001 0.0755426545 0.0654330423 0.0534452677
Table 3
Approximation results ‖u − uh‖0 in Experiment 1 on Shishkin meshes
\N 289 625 1089 2401
10−1 0.0022363892 0.0012953221 0.0008654212 0.0004798816
10−2 0.0025803451 0.0014370865 0.0009297076 0.0004624514
10−3 0.0017613150 0.0008494939 0.0005283759 0.0002926062
10−4 0.0016586332 0.0007442625 0.0004243867 0.0001961300
10−5 0.0016482052 0.0007332427 0.0004130309 0.0001843482
Table 4
Approximation results ‖u − uh‖ in Experiment 1 on Shishkin meshes
\N 289 625 1089 2401
10−1 0.0175418205 0.0131223421 0.0106545060 0.0078982829
10−2 0.0071092336 0.0047199414 0.0035594503 0.0024029832
10−3 0.0036590732 0.0020173638 0.0014158227 0.0009250106
10−4 0.0030785707 0.0014198189 0.0008427679 0.0004326166
10−5 0.0030140020 0.0013449848 0.0007613422 0.0003452419
Table 5
Approximation results ‖u − uh‖0 in Experiment 1 on graded meshes
\N 289 625 1089 2401
10−1 0.0017127066 0.0008340670 0.0004606423 0.0002221567
10−2 0.0027342593 0.0015764949 0.0010236969 0.0004925634
10−3 0.0036897174 0.0024877505 0.0017995269 0.0009053383
10−4 0.0049985964 0.0031780566 0.0024916180 0.0013375718
10−5 0.0052692763 0.0066105481 0.0029125731 0.0018501606
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Table 6
Approximation results ‖u − uh‖ in Experiment 1 on graded meshes
\N 289 625 1089 2401
10−1 0.0133980556 0.0089134280 0.0066899529 0.0045285645
10−2 0.0068509205 0.0041562618 0.0029057461 0.0017326742
10−3 0.0070660270 0.0046752030 0.0033712840 0.0017430840
10−4 0.0090559569 0.0057808418 0.0044913782 0.0024141100
10−5 0.0095417569 0.0069644696 0.0052678197 0.0033215655
Table 7
Approximation results ‖u − uh‖0 in Experiment 2 on Shishkin meshes
\N 289 625 1089 2401
10−1 0.0013666410 0.0007592743 0.0004958777 0.0002686535
10−2 0.0012335498 0.0007477828 0.0005088469 0.0002638449
10−3 0.0007262727 0.0003653935 0.0002351825 0.0001358204
10−4 0.0006431412 0.0002908471 0.0001675211 0.0000794031
10−5 0.0006342244 0.0002823263 0.0001592040 0.0000712888
Table 8
Approximation results ‖u − uh‖ in Experiment 2 on Shishkin meshes
\N 289 625 1089 2401
10−1 0.0321203857 0.0216873326 0.0164333616 0.0111339412
10−2 0.0359456199 0.0239811727 0.0179869344 0.0119843432
10−3 0.0360927176 0.0240600972 0.0180457882 0.0120319778
10−4 0.0360964662 0.0240599916 0.0180439851 0.0120289805
10−5 0.0360968197 0.0240599585 0.0180437773 0.0120286313
Table 9
Approximation results ‖u − uh‖0 in Experiment 2 on grade meshes
\N 289 625 1089 2401
10−1 0.0007264219 0.0003188577 0.0001765948 0.0000786593
10−2 0.0007900437 0.0003386734 0.0001891479 0.0000840446
10−3 0.0007157867 0.0003106630 0.0001726677 0.0000764611
10−4 0.0006669501 0.0002917263 0.0001629411 0.0000721974
10−5 0.0006456733 0.0002837292 0.0001594981 0.0000707741
Table 10
Approximation results ‖u − uh‖ in Experiment 2 on graded meshes
\N 289 625 1089 2401
10−1 0.0307966091 0.0204911309 0.0153515182 0.0102291592
10−2 0.0357380322 0.0237940370 0.0178383373 0.0118892428
10−3 0.0360974012 0.0240474010 0.0180315682 0.0120193890
10−4 0.0361059906 0.0240615014 0.0180439298 0.0120283779
10−5 0.0361001016 0.0240605575 0.0180440099 0.0120286718
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grade meshes has some similar behavior with Shishkin meshes. For more smaller , the two meshes are more ﬁtted to
solving singular and semisingular perturbation equations.
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