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Risk Factors in the UK Stock Market.
Abstract
This thesis examines risk factors in the UK Stock Market. This objective is achieved
by testing the validity of the Capital Asset Pricing Model (CAPM) and the Arbitrage
Pricing Theory (APT). The models were tested using data for the period between 1972
to 1993.
Test of the CAPM was conducted by examining the relationship between stocks
returns and systematic risk as measured by beta. By regressing returns against
estimates of beta, the results showed that for the overall period the relationship was
negative and the estimated risk premium is smaller than the observed risk premium.
The results in sub-periods also failed to validate the model. However, examining the
results under up and down-market conditions, showed some support to the usefulness
of beta. Beta is a good predictor of average returns under down-market conditions as
well as under extreme up-market conditions.
Test of the APT entails the detennination on the number of factors, estimating the
sensitivities or risks of stocks to these factors and finally the pricing of these risks.
This study used the Principal Components Analysis (PCA) for the first two
procedures. A two stage PCA was performed specifically for short sub-periods of data.
The stability of the factor structure across sub-periods was also examined. For the
third procedure, a cross-sectional regrê'ssion between returns and the sensitivities was
performed and the risk premia was estimated.
The results showed that the number of factors were consistent across sub-periods. A
PCA on any sample of stocks cou1l produce a first factor that is common among
stocks, while other factors are ,more sample specific. The study found at least one
iv
significant risk premium in all the sub-periods. The first factor was the most likely to
produce a significant risk premium. The sensitivities of the stocks to the factors were
found to differ across sub-periods, but the risk premia remain constant. This suggests
the factor structure may be stable.
This thesis then identifies the economic nature of the factors. The factors were
regressed against a selection of macroeconomic variables. The result showed that the
first factor is related to stock market return, money supply, US and European
exchange rates and dividend yield. The first factor from small size firms and low beta
stocks are strongly related than usual to money supply. The second factor is related to
default risk, term structure and stock market returns.
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1Chapter 1
Introduction
1.1. Overview of thesis.
The aim of this thesis is to examine risk factors in the UK Stock Market. This objective is
achieved by testing the validity of the Capital Asset Pricing Model (CAPM and the
Arbitrage Pricing Theoiy (APT). A test of the CAPM is based on the earlier work by
Fama and Macbeth (1973). Evidence on the validity of the CAIPM has been inconclusive.
Recent researches on the model are directed towards testing the CAPM in its conditional
form. This thesis also explores this line of inquiry by testing the usefulness of beta.
Weaknesses in the standard version of the CAPM suggest that an alternative asset pricing
model might be preferable. The Arbitrage Pricing Theory (APT) is such an alternative
but it too has an important weakness. The validity of the of the APT depends on
identifying various risk factors which explain equilibrium asset returns, but the methods
used to derive these factors do not in general reveal their economic basis.
Factors are commonly identified using Factor Analysis and Principal Components
Analysis (PCA). There is strong suspicion that the statistical methods used to derive
factors from the stock market returns may be subject to sample error. In particular there
is no clear way of knowing whether an identified factor structure represents the
underlying true factor structure.
One practical implication of this is that applications of the APT may rely on factor
structures, which are specific to the samples of stocks used in their identifications. The
2stability of identified factor structures, both across time and across stocks, is investigated
in this thesis.
An alternative approach to the identification of risk factors is by relating the performance
of the stock market to vanations in macroeconomic activity. In particular it is interesting
to relate factors derived from PCA to macroeconomic factors and an empirical study of
this relationship is reported in this thesis.
1.2 The Capital Asset Pricing Model and the Arbitrage Pricing Theory.
An investor considers an asset based on its expected return. In conditions of certainty, the
actual return will be equal to this expected return. In a world of uncertainty, this may not
be achieved. The investor will therefore have to minimise this uncertainty, or risk as well
as maximise returns. These two variables, namely risk and return are the two most
important attributes in the development of investment theory.
Markowitz (1952) in his seminal work provided a procedure for the investor to select and
combine risky securities into portfolios based on assets return and risk. Technically, risk
is measured by the variance of returns. Assets that are less than perfectly correlated can
be combined to form portfolios that provide returns with minimum risk. A combination
of risky assets can then be identified as the most efficient investment selection. This
efficient set provides the investor with a selection of investments that offer the maximum
return for different levels of risks or investments with minimum risks with different level
of returns. By adding risk-free assets into the analysis, investors can allocate their funds
between the risk-free asset and the risky assets. It is within this background that the first
equilibrium pricing model was developed.
3That model is the Capital Asset Pricing Model (CAPM), developed by Sharpe (1966),
Lintner (1965) and Mossin (1966). Using ER, and ERm to denote the expected return to
asset i and the market portfolio respectively, the CAPM is generally represented as:-
ER1 = R1 + 13i(ERm R1)	 (1.1.1)
Here R1 is the risk-free rate of return and fi, represents the sensitivity of asset i to the
market.
The CAPM in expression (1.1.1) provides two implications. First, only market risk or
'undiversifiable risk' as measured by beta is relevant in determining the returns of assets.
Risks that are the result of the unique characteristics of each firm are 'diversified' away.
Secondly, the expected return is a linear function of the asset's beta.
The CAPM was derived based on a number of restrictive assumptions. The Arbitrage
Pricing Theory (APT), developed by Ross (1977) offers another alternative to describe
returns in equilibrium. It is based on a more general model and employs less restrictive
assumptions when compared with the CAPM.
In the APT, the returns of assets are related to a set of common factors.
ER=2 0 +21b
	(1.1.2)
where 2 is the return of a riskless asset, and i is the risk premia for factorj.
The APT as with the CAPM also maintains the assertion that only risks that are common
among the assets and considered undiversifi able to be important in the pricing of assets.
4The CAPM and the APT remain the two most important theories of asset pricing. The
main aim of this thesis is to test the validity of both these models in the UK stock market.
1.3. Tests of the CAPM
The CAPM has been extensively tested in the US. The results of the tests however have
been inconclusive. There was considerable support in early empirical studies but tests
using recent data on the other hand have not been able to support the validity of the
model. The empirical validity of the CAPM appears to be susceptible to the choice of
periods from which data are drawn. It has also been found that variables other than risk
are important in explaining returns. Among these variables are the size of finns, their
debt-equity ratio, price-earning ratio and more recently their book equity to market value
ratio.
In the UK, the CAPM has not been tested as extensively as in the US. Previous UK test
have shown that the CAPM cannot be supported. This thesis aims to add to the UK
evidence by testing the CAPM using more recent data. This involves testing the
hypotheses that expected return is positively related to the beta of the asset and that the
relationship is linear.
A common procedure in tests of the CAPM is to estimate the beta of the stocks and then
to run a cross-sectional regression between the stocks return and their betas. The
coefficient from the regression is the estimated risk premium, which is expected to be
positively different from zero.
In addition to the above tests, this thesis will also examine the usefulness of beta as a
measure of risk. Studies in the US have found that even though CAPM was found to be
empirically invalid, beta is still a useful tool to predict stock returns. The estimated risk
premium from the regressions has been compared to the actual excess market return (Rm
Ri ). US studies have found that the estimated risk premium is closely related to the
5actual excess market return. In times of market decline, high beta stocks suffered greater
loss than low beta stocks and the opposite was true in times of rising markets.
1.4 Tests of the APT.
The APT in its theoretical derivation does not lead to any predictions about the number
and the nature of the factors needed to explain returns. Empirical tests of the APT have
been centred around three perspectives: first, to determine the number of factors or the
factor structure of the market; second, to determine whether these factors are priced;
third, to identify the factors, usually in terms of general economic factors. Generally, this
thesis aims to examine these issues.
Previous studies have resorted to either the techniques of factor analysis or the principal
components analysis to determine the number of factors. This study employs the
Principal Components Analysis (PCA) in the extraction of the factors. The general
procedure is to use PCA on a covariance matrix of stock returns. Stocks are divided into
groups and a matrix is constructed based on returns from a specific time period. The
number of stocks in a group and the length of time used in the analysis have been the
focus of various studies and the factor structure was found to differ with the number of
stocks as well as with the length of time.
This thesis specifically examines the factor structure of the UK stock market and the
pricing of factors using groups of stocks. A PCA is conducted on returns from a time
period of 36 months, a length of time chosen on the assumption that the underlying
factors should remain stationary. Previous studies of the UK stock market have used
longer time period and therefore may be subject to changes in the factors. The stability
of the factor structure and their pricing are then examined between sub-periods and
across different groups of stocks. This study also examines the stability of the factor
loadings across time and the effect, if any, on the pricing of the factors.
61.5 The identification of factors.
The third empirical problem of the APT is the identification of the factors. In this study
the factors are identified against a set of prespecifled economic variables. These
variables are inflation, imports, industrial production, exchange rates, dividend yields,
term spread of interest, default risk, money supply and stock market returns. First, these
variables are chosen because of their influence on the future cash flow of the finn.
Second, they are also being used as a basis to determine the discount rate for the cash
flows. Third, some of the variables provide a description of the general business and
economic conditions of an economy.
The procedure is to extract factors through PCA from groups of stocks. The groups are
based on a random selection of stocks, based on the betas and thirdly based on size of
firms. The relationships of the factors against the economic variables are examined. An
economic variable is related to stock market movements if it is related to any one of the
factors. This study then determines whether this relationship is consistent across all the
groups.
1.6 Structure of Thesis
There are eight chapters in this thesis. Chapter 1 is this Introduction.
Chapter 2 presents the Capital Asset Pricing Model (CAPM). The derivation of the model
follows the discussion from the Markowitz portfolio selection, the assumptions and
finally the CAPM itself. This chapter also discusses previous empirical tests of the
CAPM. There is a section on the derivation of the CAPM in its empirical form, testable
hypothesis and assumptions pertaining to the tests.
7The studies selected in this chapter are those seminal ones where the methodology has
been used extensively in more recent researches. This chapter also present studies that
showed anomalies in the CAPM as well as the importance of other financial variables.
Among the anomalies is the size effect, while the other financial variables include the
debt-equity ratio and the price-earning ratio. Two studies specific to the UK Stock
Market are also discussed. As stated earlier, the results of the tests showed that the
CAPM is not valid. Two recent studies however tested the model under a different set of
assumptions. Both studies observed that the return distribution should not remain
constant. One of the studies tested the conditional CAPM. Another study examined the
usefulness of beta.
The empirical tests of the CAPM in the UK Stock Market are presented in Chapter 3. It
outlines the methodology and the procedure of the test. The results of three cross-
sectional regression are presented. A heteroscedasticity test is also perfonned on the
regressions. The result of the study showed that the CAPM cannot be accepted. This
study then examines the usefulness of beta as a measure of risk. The result showed that
beta can be a useful tool in unfavourable market.
Chapter 4 presents the Arbitrage Pricing Theory (APT). The derivation of the model was
adapted from Ross (1977). The reviews on the empirical studies of the model are divided
into a number of sections. The first section discusses the techniques used in the empirical
studies. The Factor Analysis and the Principal Component Analysis technique are
discussed together with the link between these two techniques with the APT. The reviews
then focused on two issues. Empirical studies on the number of factors are discussed in
one section while the pricing of the factors are discussed in another section.
Chapter 5 presents the study to identify the number of factors in the UK Stock Market.
The PCA technique is used. Stocks are divided into 22 groups and a first stage PCA is
performed on each group based on 36 months of returns. The study then continued to
analyse the first five factors from each group and a second stage PCA is performed on the
8factors. The purpose of the second stage PCA is to extract a 'superfactor' that may be
applicable across groups and to all the stocks. The stability of the 'superfactor' across
periods are also determined. The results from the PCA of both stages are presented.
Chapter 6 examines the pricing of the factors extracted from Chapter 5. Factor loadings
or coefficients from the factors represent the sensitivities of each stock to the factors.
These coefficients are regressed against the stock returns to determine the risk premia for
the period.
Chapter 7 examines the stability of the factor structure and the risk premia of these
factors. This is achieved by examining the stability of the risk premia across periods by
taking into consideration the changes in the factor coefficients. In the previous chapter,
the risk premia were obtained by using factor coefficients within period. In this chapter,
the risk premia are re-estimated using factor coefficients across periods.
Chapter 8 reviews previous studies on the relationship between stock returns and
economic factors. The studies are discussed based on their methodology. The first are
studies that examine the time series relationship between stocks returns and economic
factors. Second are studies that observed the cross-sectional relationship between stocks
returns and economic factors.
Chapter 9 presents the study on the identification of the factors that explain stocks return
in the UK market. Stocks are divided into groups. The groups were formed based on
three criteria. A PCA is then conducted on these groups. The economic properties of the
first two factors are then identified. This is done by regressing the factors against a
selection of economic variables. The results should be consistent across groups if the
extracted factors are common across all stocks.
Chapter 10 is the conclusion of this thesis.
9Chapter 2:
The Capital Asset Pricing Model
2.1 Introduction.
This Chapter presents the development of the Capital Asset Pricing Model (CAPM). This
model is the first equilibrium model that followed the portfolio selection procedures
proposed by Markowitz. In general it explains the relationship between expected returns
and risk of assets in a capital market.
Section 2.2 outlines the CAPM and briefly discusses the assumptions needed to
formulate the model. Section 2.3 discusses empirical tests of the CAPM. It begins with
the CAPM in its empirical form and the general hypothesis of the tests. The section then
proceeds to discuss the seminal studies that have been carried out. These studies were
chosen as they proved to be the reference for further tests of the CAPM.
10
2.2 Derivation of the Capital Asset Pricing Model.
Sharpe (1964) can be attributed as one of the first to derive the Capital Asset Pricing
Model (CAPM). It was based on a number of assumptions.
Firstly the investor has a utility function that is defined over terminal wealth whose value
is uncertain. The investor prefers more wealth and risk averse. For a terminal wealth x,
the utility function U(x) satisfies:-
U'(x) ) 0 and U"(x) (0	 (2.2.1)
Secondly, given a choice between two uncertain terminal wealth the investor will prefer
the one that provide the highest expected utility E(U). Alexander and Francis (1986)
provide the discussion of the expected utility hypothesis, which was based on the utility
model of Von Neumann and Morgenstein.
and EU(i)Jf(x)U(x)dx	 (2.2.2)
where f(x) is the probability density function of 1, and EU(i)) EU(y) where ) j.
The preference order is assumed to be complete, transitive, reflective and continuous.
With the above assumption of non-satiation and risk aversion the choice of assets
available for the investor can be identified through the mean and variance of returns of
the asset. This is however made possible if either the investor has a quadratic utility
function or that the probability density function follows a normal distribution.
11
if it is further assumed that the capital markets are perfect, assets are perfectly divisible
and are imperfectly correlated, investors can then expand their choices to portfolio of
assets. Markowitz (1952) formulated a procedure towards this purpose, where:-
ER = x'E , o = x'Vx and x'I?l	 (2.2.3)
and the programming problem is
Mm x'Vx	 St xIE=E* x'll
where ER1!, is the expected return of portfolio p. x denotes vector for the weight of funds
on each asset, E and V denote the expected return vector and the variance-covariance
matrix of assets respectively and I? denotes an n x I vector of is.
The choices available to the investor can be depicted in Figure 2.1. The curve FF'
represents the assets or combination of assets for the investor. The curve EF represents
those combinations that are efficient compared to the ones on EF'. E therefore is the
minimum variance portfolio.
If it is assumed that there exists a nskless asset where borrowing and lending can be done
in an unlimited basis, then the efficient portfolio for the investors can be a combination
of that risk free asset and the risky asset.
The investor can then choose an investment according to their risk preference by
apportioning their funds between the risk free asset and the risky assets. This is known as
the two-fund separation theorem, which was initially formulated by Tobin (1958). If all
investors expectation are homogeneous and they face the same set of risky assets, then at
equilibrium these assets will make up the market.
o-p
ER
ER,
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Figure 2. 1. The Capital Market Line and the Market Portfolio
ER
Figure 2.2. Black's zero beta CAPM
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The efficient opportunity set for investors can then be represented by the line R1M in
figure 2.1. The slope of the line is represented by (Rm-R/am and it measures the price of
a unit of risk, that is the expected return that is required by the investor when one unit of
risk is added to an efficient portfolio.
The equation for the line can be derived by forming a portfolio p between an asset i and
M From 2.2.3 the return and risk from this portfolio is:-
ERA!, = x,ER1 + ( 1 XI)ERm
1/2
= [X12 0j2 + ( 1-x1)2
 am2 + 2X,(lXi)COV(Ri,Rm)]
the slope of the portfolio p is given by:-
___-	 /7p
- 3x, / ac
(2.2.4)
(2.2.5)
(2.2.6)
=	 ERz•ERm
x1 cr —a +x1 cr, +(1-2wj)COV(R,Rm)
(2.2.7)
At M, x, = 0, which implies that o, is equal to am, the above slope must also be equal to
the slope of the line R1M. This will give:-
(ERi ER,n ) O•m	ERmR1
Cov(R,Rm )—o	 am
(2.2.8)
and letting /3, - Cov(R,.,Rm) 2.2.8 can be expressed as:-
ER1 = R1+ /( ERm - R1 )	 (2.2.9)
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In equation (2.2.9), the expected return of security i is described by a risk return
relationship known as the Capital Asset Pricing Model (CAPM). It states that the
expected return is linearly related only to risk that is associated with the market.
Black (1972) provides anextension of the CAPM by considering the absence of the risk-
free asset. The model requires unlimited short selling and can be derived by forming a
portfolio between a risky asset Z which, is on the efficient frontier and the market M. The
asset Z has a minimum variance and uncorrelated with the market. This combination can
be shown in figure 2.2, where the line intersects the vertical line at R. The slope of the
line is therefore equal to ER —ER,,
Using a similar argument from expression (2.2.6) and (2.2.7), the return of an asset i can
be expressed as:-
ER1=Rz+131(ERmRz)
and is normally known as the zero-beta CAPM.
The CAPM described above is a static single-period model. A multi-period model
derived by Merton (1973) relaxed this assumption. The returns of assets are also assumed
to have a log normal distribution. The original model assumed that the investment
opportunity set is constant over time and the risk free rate is nonstochastic. With these
assumptions, the model does not differ from the original CAPM.
Merton then relaxed the assumption of constant investment opportunity set. These
changes are reflected in changes in the risk-free rate. With these changes, the investors'
decision will be based on a 'three-fund theorem'. These funds are the risk-free asset, the
market portfolio and a portfolio n, whose returns are perfectly negatively correlated with
the risk-free rate.
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The return for asset I can then be explained as
ER1=Rjm,(ERmRj)+13n1(ERnR1)
where ER,, is the expected return of the portfolio n, and j3, is the beta of asset i with
portfolio n.
Breeden (1979) consumption-based CAPM is based on Merton's model. Expected returns
of assets are related to one source of uncertainty, that is changes in aggregate
consumption.
2.3 General Methodology in Empirical tests of the CAPM.
In this section, empirical tests that have been carried out on the CAPM will be discussed.
The next two sub-sections discuss the empirical version of the CAPM the general
procedures and various hypotheses that were considered in the tests.
2.3.1 CAPM in ex-post form.
The first problem in empirically testing the CAPM is that the model as in equation
(2.3.1) below is expressed in terms of expectation of returns. Since tests could be carried
out only on observed data, the CAPM has to be expressed in an ex-post form.
ER1
 =R1 + /(ERm Rj)	 (2.3.1)
Most of the studies derived the ex-post CAPM using the market model below:-
R, = a1 + I3i Rm:+	 (2.3.2)
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The above model states that return of securities are related to an index. The index that is
commonly used is a stock market index, such as the New York Stock Exchange hdex or
the Financial Times All Share Index. R•, is the return of security i at time t, Rp1 is the
return of the market at time t and c, is a random error with mean equal to zero. Taking
the expectation of equation (2.3.2) will give,
ER=a,+ JiERm	 (2.3.3)
and letting
ER,-a,-/iER,7— 0
	 (2.3.4)
and adding Equation (2.3.4) to Equation (2.3.2) will produce,
R,, - Er, + ,8t ('Rflf - Err,,) +	 (2.3.5)
Substituting the CAPM in equation (2.3.1) into (2.3.5.), will give,
R1 + fi, (Rmt - R) +
	 (2.3.6)
where the CAPM is expressed in ex-post form.
A few assumptions are needed if equation (2.3.6) is to be used as a basis to test CAPM.
As empirical tests are conducted using a series of stocks returns, the CAPM equation in
(2.3.1.) and the market model in equation (2.3.2) are assumed to be stable across time.
The CAPM states that the market includes all assets, however there are assets which are
not measurable. Therefore, the next assumption is the ability to use proxies for the
market portfolio.
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2.3.2. General Empirical Procedures and Hypothesis.
From equation (2.3.6), tests of the CAPM can be formulated in three empirical models.
The first is a time series model as conducted by Black, Jensen and Scholes (1972) [BJS].
In the model excess portfolio returns are regressed against excess market returns, in the
form below:-
r, =	 + l.Jprmt + Tipi	 (2.3.7)
where r, is the excess return of the portfolio p regresssed against the excess return of the
market rm,, a, and / are the parameters to be estimated and i 1 is the random error. An
excess return is the difference between the observed rate of return and the risk-free rate.
The hypothesis for equation (2.3.7) is that z1, is equal to zero.
The second empirical model also from BJS is a cross-sectional regression between the
average excess returns of assets against their betas. This in the form below:-
k =5 + li +p
	 (2.3.8)
In the above equation 	 and 5' are the parameters to be estimated, and Pp is the
random error.
The third empirical model once used by Fama and Macbeth (1973) is a regression similar
to equation (2.3.8) but performed on a time series. For example the regression can be
conducted monthly and a series of monthly parameters of
	
and	 estimated. The
regression is in the form below:-
R,	 +	 /3k,, +p,1	(2.3.9)
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where (is for periods 0,1.... . T. and the averages of these parameters for T periods are
considered.
The hypothesis for equation (2.3.8) and (2.3.9) are similar. Firstly, the intercept term 5
should not be significantly different from zero. The second hypothesis is that 	 should
be greater than zero or equal to the excess return of the market.
In lieu of the excess returns, the actual returns of the portfolio can be used in equation
(2.3.8) and (2.3.9). However when these returns are used, the hypothesis for is that it is
not different from the risk-free rate.
In addition, the relationship between the returns and beta is also hypothesised to be linear
and that no other measure of risks or other variables are relevant in the risk return
relationship. Some of the empirical tests discussed in the next section have included
other risk measures like variances of stocks returns, unsystematic risks and variables like
size of firms, debt and price earnings ratios in the regressions.
Tests of the CAPM were mostly conducted on portfolio of stocks. The motivation behind
this procedure is to aggregate data of a large number of stocks as effectively as possible.
Secondly the use of portfolios will reduce the effect of the measurement errors in the
estimated betas as true betas are not available. They are estimated from regressing a
series of stock returns against the returns of the market similar to (2.3.2). This may
subject the betas to measurement error in the form below-
yji = . +	 (2.3.10)
where 13, is the estimated beta, /3, is the unobserved actual beta, , is the measurement
error which is assumed to be normally distributed.
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Equation (2.3.10) satisfies:-
10	 i^j
E(e1 )=0 , E( 1 /3)=0 , E(1)=	 2	 (2.3.11)o (e) 1=]
BJS outlined the effect of the error if the cross-sectional regression (2.3.8) is performed
on individual stocks, where:-
plim1=	 y1
1 + cr2(i)/qS2(fl) (2.3.12)
where o.2() is the variance of the sampling error, qf. is 	 (Rmt - ,,) and S2fl is the
cross-sectional sample variance of the true 4 BJS stated that as long as a2 ç	 is
positive, the estimate coefficient will be biased towards zero.
By grouping the securities into portfolios, the bias can be reduced, where:-
plim 1 =	 111
plim—a2()
L
2 (fiK)
(2.3.13)
where /3K is the beta for the group K, L is equal to MW, where N is the ordered patterns
of the firms which in this case is ordered by their betas. Mis the size of the groups and K
is group 1,2....M BJS also noted that the random ordering of stocks would not achieve
the same effect.
Forming portfolios based on ranked beta would also introduce a selection bias. This
occurs when groups of securities with high betas would tend to have positive
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measurement errors. This would then introduce a negative bias in the estimation of a in
equation 2.3.7. The opposite would occur for groups of securities with low betas. This
problem is avoided in the BJS and FM study by using an instrumental variable. The betas
used for ranking were estimated from one period and betas for portfolio construction
purposes were estimated from a subsequent period. This is however based on the
assumption that the betas are stationary. To avoid this problem, a rolling forward
procedure was used.
This procedure can be illustrated from the study in FM. They used seven years of data to
estimate beta for ranking purposes, and the following 5 years of data to estimate beta for
portfolio construction. The returns of the portfolios were determined from the next four
years of data. The first twelve months of returns from this four years were matched with
the betas of the portfolios. The second year monthly returns were matched with the betas
estimated from the past five years and so forth. The final fourth year of monthly returns
were matched with the estimated beta from the previous 8 years. The whole procedure
was then repeated by rolling forward four years.
2.4. Early
 Tests of the CAPM.
Black, Jensen and Scholes (1972) hereafter BJS conducted one of the early studies to test
the traditional CAPM. The tests were done using data from the NYSE for the period from
1926 to 1964. BJS conducted a time series test in expression (2.3.7) and a cross-sectional
test in expression (2.3.8).
The tests were conducted on returns from a portfolio of securities. Stocks were ranked
according to their Betas and 10 portfolios were formed from the stocks based on their
Beta rankings. 5 years of monthly data were used to calculate the Beta for ranking
purposes. The returns of the portfolios were then calculated from data in the 6th year.
The whole procedure was repeated by rolling forward 12 months. From this procedure,
BJS obtained 35 years of monthly returns.
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The returns from a portfolio of stocks were then regressed against the return of the
market, which was the returns on an equal investment in every security in the NYSE for
the whole period. BJS also divided the 35 years period into four sub-periods and for each
sub-period the same regression was run.
The result showed that for the whole period, portfolios with high betas had positive
values for a, while portfolios with low betas had negative values. As for the results for
the sub-periods BJS found that for the first period, a was negative for the low beta
portfolios and positive for the high beta portfolios. The a coefficient was apparently not
stationary as the trend was reversed in the latter periods. From this result BJS concluded
that using the time series test, they were not able to reject the null hypothesis of a = 0
and that the traditional CAPM is not valid with the data being tested.
BJS also conducted a cross-sectional test of the CAPM by running the regression below:-
(2.4.1)
where (I?, - i) is the excess return of the portfolios i for the whole period. (I?,. -
were regressed against fi,. BJS tested whether To was equal to zero and is equal to the
average excess return of the market, (R - R1).
The results showed that for the period between 1931 and 1965, To was positive and
significant while Ti was significantly different from the excess return to the market proxy.
This indicated that for the period as a whole the CAPM was not valid.
Results for the sub-periods showed that the regression coefficients were not stationary.
Estimates of To for the first sub-period were significantly negative while ' was found to
be positive and significant for the early periods and decreasing in the later periods. For
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the last sub-period (1957 to 1965) the value was negative. The sub-period results also
seemed to show that the CAPM was not consistent with the data for the period of study.
BJS results however do not provide sufficient proof that the CAPM is not valid. There
were differences in the results between the sub-periods. The results of the study could
vary even more if shorter periods were used. This may be due to the estimates used in the
tests were not stationary. Roll's (1977) critique which will be discussed later, states that
the results might be sensitive to the composition of the market portfolio used in the
estimates.
Fama and Macbeth (1973) (hereafter FM) conducted a test of the CAPM on a slightly
different methodology than BJS. FM ran a cross-sectional regression between portfolio
return and three other measures of risks beside beta. The cross-section regression is
shown below:-
R1,, =,	 72(-1 +73i	 (2.4.2)
where R, is the return of the portfolio p at month , fi,,, is the estimated beta of portfolio
p at month t-1, (e,,, 1 ) is the estimated unsystematic risk of the portfolio at t-1 and i7,,, is
the error term. The fl1 variable was included to test the linearity between returns and
Beta.
FM also ran three other regressions shown below,
R, =Yo, +y,/3	 +
	 (2.4.3)
R,,, =y , + rfl,,,_ 1 +y 21fl,_ 1 +	 (2.4.4)
R, 1o: +y 11 fl,,, i +
	 (2.4.5)
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lit, , T are the coefficient estimates of the regression for month t. FM ran these
regressions monthly for the period of the study and the averages of these estimates were
analysed for the whole period between January 1935 to June 1968 as well as for three
sub-period.
This method of estimating and analysing monthly coefficients differed from the BJS
study since the latter only obtained estimates for the overall period four sub-periods. FM
also differed from BJS in using an instrumental variables approach: that is estimates
obtained from an earlier time period were used as explanatory variables in all the
regressions at time t. These variables were estimated from a 5-year data period prior to
the month of the cross-sectional regression. The procedure was also repeated by rolling
forward 1 year. This minimise the non-stationary issue in the estimates that had prevailed
in the BJS study.
FM hypothesised that if the CAPM were valid, then the average value of lit would be
posItive and the average value of 12t would be zero . The CAPM also states that no other
measure of risk is relevant in determIning return, and therefore the average value of y
would also be zero. As portfolio returns were used instead of excess returns the
hypothesis was that the average value of lot should not be different from the risk free rate.
The results of the FM study showed that for the whole period and all sub-periods, the
average value of y was positive and significant for all regressions. However all of the
average Ti values were lower than the market risk excess return (i.e. average - Rfl) for
the period under study.
In regression (2.4.2) and (2.4.4) average value of 72t were either negative or
insignificantly positive. This implied that the relationship between return and risk was
linear. The same behaviour was noted for average values of 13t . This meant that the
residual risk were not relevant in explaining returns. Results however showed that
average value of Tot was greater than the risk free rate for the entire period.
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With the results of their study FM were able to conclude that for the period between 1935
to 1968 the data is consistent with Black's zero-beta version of the CAPM.
The studies above used actual data for testing the CAPM. Theoretically, however as
stated earlier, the CAPM is based on expectations or ex-ante returns. Friend, Westerfield
and Granito (1978) (hereafter FWG) claimed to have used ex-ante measures of returns in
testing the capital asset pricing model. These returns were the expected returns of a
particular stock as forecast by institutions for their investment purposes. FWG used
individual securities rather than portfolios in their study due to limited availability of
data.
The security expected returns were regressed firstly against their betas, then against their
betas and the residual standard deviations and finally against both measures plus the
number of institutions that provided the expected returns. The cross-sectional regressions
took the form:-
ER1 = i+ "j3
	
(2.4.6)
ER1 = 7o Yi$ +y
	 (2.4.7)
ER1 = i + 71. + v2o +y3h1 	(2.4.8)
E(R1) is the expected return of security i, /9 is the estimated beta coefficient of security i,
o• is the standard deviations of residuals of returns of security i and h is the number
of institutions in the year. The betas and the residual standard deviations were estimated
based on a five-year period prior to the year of the expected return. The periods of study
were 1974, 1976 and 1977.
For regression (2.4.6), the estimate of r was negative for all periods with one year being
significant. For regression (2.4.7) the estimate of r2 was positive in 1974 and 1977 but
only significant in 1974, while Yi was insignificantly positive in 1976 and negative in the
other two periods. Similar results were found for regression (2.4.8) for Yi and 72 , while
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y3 was positive for all three years and significant in 1974. These results do not seem to
support the validity of the CAPM, since residual standard deviation measures were quite
relevant in the pricing of assets.
These early tests did not offer conclusive evidence for the traditional CAPM. They found
that the value of the intercept measured by To was higher than the risk free rate. This is
more in consistent with the zero-beta model of the CAPM. The risk premium as
measured by Ti was either negative or, if positive, lower than the actual excess market
return.
2.5. Roll's Critique
RoIl (1977) in his critique of the tests of the CAPM asserted that no adequate tests of the
CAPM would ever be achieve as it was impossible to observe the true market portfolio.
He noted that a securitys return would be linearly related to its beta if the beta were
estimated using any mean variance efficient index portfolio. So any linearity between
return and beta, would mean only that the proxy chosen as the market portfolio was mean
variance efficient. This would not imply that the true market portfolio was mean-variance
efficient.
Roll stated that ' . . . .the theory is not testable unless the exact composition of the true
market portfolio is known and used in the test. This implies that the theory is not testable
unless all individual assets are included in the sample.'
R, = a + jLJi'?m + (2.5.1)
and
, 
COV(Rj,Rm)
1-'i_ (2.5.2)
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2.5.1. Empirical Tests of the CAPM after the Roll's Critique.
Gibbons (1982) study is one of the tests of the CAPM after the Roll's critique. The study
managed to avoid the errors in variables problem that the earlier tests faced. Gibbons
used the market model below
Taking the expected return of security i from the market model in equation (2.5.1) will
give,
E(R1)= a, + J31E(Rm),	 (2.5.3)
and linked with the CAPM as:-
E(R)= y+ fi, [E(Rm) - 7]	 (2.5.4)
where r can be regarded as either a 'zero-beta' portfolio as proposed by Black (1972)
version of the CAPM or the risk-free rate as in the Sharpe's (1965) model.
Equation (2.5.3) and (2.54) imply that the intercept in the market model is constrained
by:-
a	 (1—fl)	 (2.5.5)
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Equation (2.5.1) can then be transformed into:-
Rj = yy/3j+/3,Rm+ C,	 (2.5.6)
To obtain the values of y and /3 in equation (2.5.6), Gibbons used a Taylor series
expansion about some estimates of 	 and /3- . The estimate	 was obtained from
techniques similar to Black, Jensen and Scholes (1972) while /3 were obtained from an
ordinary least squares regression of returns with the market.
The expansion Gibbons used is shown below:-
yfl+/31(y-')+(fi, -)=yfl+5fl,-2/3	 (2.5.7)
Substituting equation ( 2.5.7 ) into (2.5.6) gives:-
(+ jflj )y(1_flj )+ j8(Rmj)^ej	(2.5.8)
Gibbons employed a seemingly unrelated regression model (SURIvI) to obtain the
estimates for a and /1 using the market model. Ordinarily, these regressions can be run
for each stock to obtain each estimate. However, in SURM, the estimates are obtained
jointly rather than separately in a single regression.
The SUIRM technique was also used on equation (2.5.8) to obtain estimates of yand /3.
From the values of these two estimates, the restricted values of a can be ascertained from
expression (2.5.5).
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The market model (2.5.1) and equation (2.5.7) therefore provided two sets of estimates
for a and fi Then Gibbon formulated the following hypothesis:-
H0:ay(1—f3)
H1 : a ^ y( 1 -
To test the null hypothesis, Gibbons performed a likelihood ratio test between the
estimates of a and /3 from equation (2.5.1) and (2.5.8). If the estimates are close to each
other, then the null hypothesis is not rejected. This in turn validates the CAPM.
The 1926 to 1975 period were divided into ten subperiod and the test was conducted on
each sub-period. The null hypothesis was rejected in five of the sub-periods. The null
hypothesis was marginally supported in three sub-periods. In general, the data in the
study rejected the CAPM.
Gibbons study managed to avoid the errors in the variable problem inherent in the earlier
studies. However the study was still subjected to the Roll's critique by having used a
proxy for the market portfolio. The SIJRM technique is also restrictive and can only be
used where the number of observations needs to be more than the number of stocks.
In the light of the Roll's critique, Stambaugh (1982) study tests whether inferences about
the CAPM are identical using different indexes. The study also included assets other than
common stocks.
The study assumed that returns followed a multivariate normal distribution. Therefore
the basis for the tests is the relationship below:-
PT! 1kT2fi	 (2.5.9)
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where p is a K-vector of expected returns, 1k is a unit K-vector, /3 is a K-vector of with
the elements /3, equal to cov(R,,Rm)/o2m, and Rm is the return of the market portfolio.
Stambaugh conducted three test of the CAPM: a test for the linearity between return and
risk and test that Ti is equal to the risk-free rate and that 72 is positive.
The multivariate normality assumption implied that the market model for K assets is:-
r1 = ta1+ Tm/3, + Sj 	 i1.........K, 	(2.5.10)
where r, is a T-vector of returns on the ith asset, rm is a T-vector return on the market, i is
a unit T-vector and e, is a T-vector of disturbances. Taking the expectations of the above
gives:-
pa+jj3
where p, is the expected return of the market.
and
a =p-fl
substituting equation (2.5.9) into (2.5.12), gives:-
a=yizk+(y2-14,,)fi
(2.5.11)
(2.5.12)
(2.5.13)
The method of maximum likelihood was used on equation (2.5.13) to obtain the
estimates of Ti and 72. The values of a and fin the restricted model were also estimated.
The maximum likelihood values of a and /3 from the unrestricted market model in
equation (2.5.9) were also obtained for the linearity test. The Lagrangian multiplier (LM)
test was used to ascertain whether the two sets of a and /1 are close to each other. The
linearity hypothesis is accepted if the two sets are close to each other.
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The first inquiry was whether the tests would produce similar results using different
indices. The indexes that were constructed included seven class of assets namely NYSE
common stocks, corporate bonds, US government bonds, Treasury bills, residential real
estate, house furnishing and automobiles.
The first index was made up solely of the NYSE common stock. The second index
combined the first index with Corporate bonds, Government bonds and Treasury bills.
The third index was the second index plus real estate, automobiles and house furnishing.
The fourth index took only 10 percent value weight of the NYSE with the remaining
percentage from the other assets.
The results showed that linearity were observed between returns and all the four indexes.
Average estimated values of Ti were higher than the risk-free rate for the overall period
for all of the indices. The risk-free rate was the average rate of one-month Treasury bills.
Average estimated values of were significantly positive for the overall period and for
each of the indices.
The second investigation was done on different sets of assets and on different market
indices. The first set of asset was made up of portfolios of industrial common stocks, the
second set was made up of the first set and preferred stocks from 4 firms, the third set
was made up of the first set and 5 bond portfolios and the fourth set was made up of 20
portfolios of common stock sorted by their betas. In this set, the portfolios were formed
similar to the method used by Black, Jensen and Scholes (1972). A fifth set was made up
of 40 portfolios of common stocks sorted by beta. The period used to estimate beta for
the formation of the portfolios was the same period used for testing purposes.
Stambaugh only reported results of tests with the third market index as results using other
indexes were not different. Firstly the linearity tests was not rejected for any sets of
assets. Secondly, the average value of Ti were higher than the risk-free rate for the first,
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third and fourth sets of assets. For the second and fifth sets the values were not
significantly different from the risk-free rate.
The average value of 12 was varied across the sets. For the first and the fourth sets, the
value of 72 were not significantly different from zero. This result showed that common
stocks rejected both the traditional CAPM as well as the zero-beta model. The traditional
form CAPM was rejected for the third set since Ti was not equal to the risk-free rate, but
the zero-beta model was not rejected since 72 was positive. Only for the second and fifth
sets of assets were the traditional CAPM accepted.
The conclusion from this study showed that inferences about the CAPM were not
sensitive to the indices used in the tests, providing some reply to the argument by Roll
(1977) that the CAPM is not testable. However, results of the tests on different assets
proved to be mixed because the CAPM model was sensitive to the types of assets used in
the tests.
2.6. Non Cross-sectional Test.
Most of the direct tests of the CAPM quoted in the previous sections used cross-sectional
regressions of monthly returns against measures of risks and the coefficients were
analysed to detect any form of relationship between the average returns and these
measures of risks. Reinganum (1981), however, did not use this cross-sectional
regression methodology. The test is simply to investigate the implication of the CAPM
that '.... two assets with different betas possess different expected returns'. With this
objective Reinganum formed portfolios based on their betas from one period. The returns
of these portfolios from the next period were then compared with each other under the
null hypothesis that the mean returns are identical across portfolios.
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The tests were made on both daily returns and monthly returns of stocks in the NYSE and
the American Stock Exchange. The daily tests were done for the period 1963-1979 and
the monthly tests were for the period 1930-1979.
The result using daily returns indicated that the null hypothesis of identical mean returns
was rejected at the 1 percent significant level. However, the average return of the low
beta portfolio was higher than the average return of the high beta portfolio by 0.03
percent, producing the opposite relationship to that predicted.
Using monthly returns however showed that the returns of high beta portfolios
corresponded to the levels of risk. The high beta portfolio had returns of 1.5 percent per
month and the low beta portfolio had 0.9 percent, but the null hypothesis that the returns
were equal could not be rejected at five percent significant level.
Breaking the 45-year period into a nine five-year sub-periods, the same procedures as in
the daily returns tests were followed, where the difference of returns between the highest
beta portfolio and the lowest beta portfolios were observed.
The result indicated that for three sub-periods the low beta portfolios had higher returns.
However none of the sub-periods differences were significant. The conclusion was that
the returns of high beta portfolios were not statistically different from low beta portfolios.
This was not in line with the CAPM.
The studies in this section as well as the previous sections on the direct tests of the
CAPM showed there was limited support of the model. Most of the studies showed the
relationship between systematic risk and returns are linear. The intercept was higher than
the risk free rate while the systematic risk was not priced. The next section, reviews the
studies that examined the anomalies in the CAPM where other measures of risks were
considered in the pricing of assets.
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2.7. Anomalies in the CAPM.
This section looks into studies that examined the anomalies of the CAPM. These
anomalies showed that expected returns of stocks are related to variables other than the
systematic risk. Among the variables that were considered were price-earning ratios,
debt-equity ratios and the most prominent among them the size of firms.
2.7.1 Debt-equity and Price-earning ratios.
The inadequacy of beta to explain securities return was explored by Bhandari (1988). She
considered the debt/equity ratio as a proxy for the risk of a stock and claimed that an
increase in the debt/equity ratio of a firm may increase the risk of its common equity.
Bhandari ran a monthly cross-sectional regression of the form
R,	 iot +yi,LTEQ1 +y2131 + 731DER,+e11 	(2.7.1)
where LTEQI is the natural logarithm of the value of shares outstanding times the month-
end price per share, /3, is the beta estimate and DER, is the debt-equity ratio. The tests
were carried out using data on US stocks for the period 1948 to 1979.
The average value of Ti for the period was significantly negative while y significantly
positive. The average value for T2 however, though positive, was not significant. In
summary, the returns of common stocks were positively related to debt/equity ratio, but
not to Beta.
Basu (1977) incorporated the PIE ratio of securities as another variable that might
determine returns. In this study, securities were divided every year into 5 portfolios based
on their P/E ratios. The period of study was between 1957 to 1971 for NYSE Industrial
Firms.
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The return of these portfolios were regressed against the return of the market in the
following way:-
R l Rfi =	 + I3pl (RmI Rfi ) +	 (2.7.2)
where R 1 is the return for the portfolio p in month t, R,, is the return on the market
which was the Fishe?s 'Arithmetic Investment Performance (Return) Index, Rfi is the risk
free return in month t which is the monthly return of a 30-day US Treasury bills. 8 and
are parameters that were estimated.
The result showed that the average return was higher for portfolios with the lowest P/E
ratio. However the systematic risk of these portfolio as measured by the average 4, is
lower than the average systematic risk of the portfolio with a higher P/E ratio. For
example a Portfolio with P/E ratio of 9.8 had an average return of 16.3 percent per
annum with a Beta level of 0.9866, while another Portfolio with P/E ratio of 35.8 had an
average return of 9.34 percent with the beta level of 1.1121. This relationship is the
opposite of that predicted by the CAPM.
2.7.2. The size effect.
Banz (1981) was among the earliest study to test the effect of size of firms on stocks
returns. The total market value of stocks was used to measure the size of firms. The study
covered securities data for the period between 1936 to 1975 from the NYSE.
Shown below is the cross-sectional regression used in the Banz study,
R, = Tot + Ti: fl + y [(., - ct)/ct,,,,] +	 (2.7.3)
where fi is the estimated beta of security i, 't, is the market value of security i, 1m is
the average market value. The regressions were run monthly for the whole period of 40
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years, and for subperiods of 20 and 10 years, with average values of y being analysed.
Banz hypothesised that if average returns were not affected by size, 72 would be equal to
zero and the CAPM would be accepted.
The result showed firstly that for the whole period, the average 72 was negative and
significant, implying that large firms have lower risk-adjusted average returns than small
firms. The study divided the 1936 to 1975 period into 4 sub-periods. There was
substantial variation in the values of 72 between the sub-periods.
The average value of To for the whole period was significantly higher than the risk-free
rate. The results for the sub-period however were varied, with only the sub-periods 1946-
1955 and 1956-1965 showing significant results. The average value of y for the whole
period and each of the sub-period were lower than the excess market return. However the
differences were not significant.
Banz concluded that the CAPM is mis-specified and that for the period of study, small
firms on average had larger risk adjusted returns than large firms. This study had
influence other tests of the CAPM which then often included the size of firms as an
explanatory variable in determining returns.
One of these studies was conducted by Tinic and West (1986). They replicate the study
by Fama and Macbeth (1973) (FM) using data from 1935 to 1982. This period therefore
covered the period from the FM study and extended it to cover more recent data.
The study tested the CAPM for the whole period using regression (2.4.2) from FM as
well as another regression that included the size of the firm as another variable. Both
regressions are shown below:-
Yo, r11fl-1 +r2tI!,-I +y3ts(e1)+ ,
	
(2.7.4)
R,	 +	 + 721J.:_I + 73g1p i-i ()+ 741 logs +	 (2.7.5)
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where log s is the logarithm of the average equity capitalisation of the firms in each
portfolio, and all other variables and coefficients are the same as in FM.
The results of regression (2.7.4) showed that for the whole period between 1935 and
1982, the average value of yj was positively significant. The average values of and 72
were not significantly different from zero. These results were similar to those of FM.
The result for y was positively significant while for FM it was not significant.
FM studied the period 1935 to 1968. Tinic and West performed test for the period 1969
to 1982. The average values of all the coefficients were not significant, and recent data
seemed to reject the CAPM.
For regression (2.7.5) the average result of Ti was positively significant for the period
1935 to 1982, while the result for was significantly negative. The results for the other
coefficients were not significant. The 1935 to 1968 sub-period also showed similar
results. This suggested that for these periods, size was not a relevant factor. However for
the 1959 to 1982 sub-period, the result for y was significant and negative while the other
coefficients were not significant. This implied that using recent data, smaller firms earn
higher returns, and that beta was not considered important in the risk return relationships.
Another study by Jaffe, Keim and Westerfield (1989) employed the seemingly unrelated
regression method to examine specifically the size effect for the 1951 to 1986 periocL
There was no significant differences in the result. Stock returns were still negatively
related to size of firms.
The findings of these anomaly studies had an important implication on the CAPM. The
importance of these variables and the failure of the systematic risk to explain returns had
provided recent studies to consider extra fundamental variables and also to re-examine
the validity of the traditional CAPM against a conditional CAPM. This issue will be
R -p"pfi	 y 31 U .11 +i;
Ry01 + y,,fl,,1 +111,1
Rjg:=yj,+	 +ii;,
(2.8.1)
(2.8.2)
(2.8.3)
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discussed in Section 2.9. The next section looks into the CAPM studies that had been
conducted in the UK.
2.8. Tests of the CAPM in the UK Stock Market.
Tests of the CAPM have mostly been done using US data. Veiy few tests of the CAPM
have been carried out on UK stocks.
Corhay et a! (1988) used data from the London Business School monthly returns file
from January 1955 to December 1983. The objective of the study was to examine the
relationship between average monthly returns and risk for portfolios of common stocks.
Four measures of risk were considered: systematic risk measured by beta, total risk
represented by the variance of total returns, unsystematic risk measured by the variance
of the residuals of the single-index market model, arid z& the kezec <i( the
monthly returns. They also investigated the size effect.
Corhay et al used a procedure similar to that of Fama and Macbeth (1973) [FM]. The
beta of each stock was calculated from the first 12 months of data and used for ranking
purposes. The betas of the portfolios and the other risks measures were calculated using
the returns from the second year. Returns were then regressed against these measures
from the third year. The whole procedure was then rolled forward 12 months and
repeated. They ran the following regressions:-
Rfi = 7, + r,fl,,-1 +r/31 + ;,U 11	 (2.8.4)
R,j'+ y41SK,1 i;:;	 (2.8.5)
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**
R,,, 
= To, + y51 1og(SIZE), 1 +&,,	 (2.8.6)
RARE =y , +	 log(SIZE) , ^e,,	 (2.8.7)
Realised returns for portfolio R for month t, were regressed cross-sectionally against
estimates for risk (beta in regression (2.8.1), total variance in (2.8.2), unsystematic risk in
(2.8.3), and skewness in (2.8.5)). Regression (2.8.6) was used to determine whether there
were any premium on returns based on size (log SIZE). Here the variable will be
negative if smaller firms outperform larger ones. Regression (2.8.7) was used to examine
the combined effects of systematic risk and size on average returns. Regression (2.8.4) is
similar to the model used by FM.
A monthly series of js were determined and the average value of js were examined. The
results of the study showed that there was no relationship between monthly returns and
beta. The average value of Ti was negative and not significant for the whole period. The
value of the intercept was positive and significant. The authors noted a positive and
significant relationship of returns with the other three measures of risks. In particular,
while they found a negative but insignificant relationship between average returns and
size in regression (2.8.6), this became significant when systematic risk was included in
regression (2.8.7).
Regression (2.8.4) which was used by FM showed that for the whole period, only 73 had
a positive significant value, while Ti had a negative but insignificant value.
In general the study could not accept the validity of the CAPM. Other measures of risks
seemed to provide a significant relationship with returns and there was a slight size
effect.
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In another study, Beenstock and Chen (1986) covered the period 1961 to 1981. They ran
the cross-sectional regression :-
I—Rf = Y 0 +J' 1 /31 +/J	 (2.8.8)
The study used individual stocks in the regression rather than portfolios and the tests
were conducted on three groups of data in two sub-periods: 1962 to 1971 and 1972 to
1981. Hence, there were six results. The study found that only two estimates of yo were
significantly different from zero. For yj , there were two results which were negative but
none of the six results was significant.
In general, the results of both study do not seem to be conclusively consistent with
studies of the US market. Corhay et a!. results were not consistent with the results of the
FM study. However it has to be noted that there was some slight differences between the
two studies. Firstly, the two studies examined two different periods. Secondly, Corhay et
a!. used a shorter period in their estimation of the risks. Thirdly, the portfolios were
constructed firstly based on size of the firm and then divided based on betas. There was
consistency in the results of the size effects. However, the UK results indicated that there
was only a slight presence of the size effect. Both Corhay et a!. and Beenstock and Chen
concluded that for the period of their study, the UK market is not consistent with the
Capital Asset Pricing Model.
The next chapter will examine further the validity of the CAPM in the UK stock market
using a much recent data. The methodology will adhere closely to the FM methodology.
The risks variables will be estimated using a longer period of data and the portfolios are
constructed based on betas. It will also examine the variation in the Ti estimates due to
the variation in the excess return of the market (RmRj).
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2.9 New developments in empirical tests of the CAPM
The ability of fundamental variables closely associated with the firm to explain stock
returns became the subject of much recent research following the general failure of the
traditional CAPM. Famá and French (1992) [FF1 study provide yet another attempt to
identify variables that could explain the cross-section of expected returns. Five variables
were used in their study namely, size, Beta, leverage, book-to-market equity (B/M) and
earnings-price ratio (EP). The data covered the period between 1963 to 1990. Market
equity (M), which is the stock price times the number of share outstanding was used to
measure size. Leverage was measured by the ratio of the firm's assets over market equity
(A/M) and by assets over book equity (A/B).
Firms were sorted into portfolios according to size and also by their betas. The returns of
these portfolios were measured. There were no significant differences between the
findings of Fama and French and the earlier tests of Reinganum, and Banz. The average
return and beta of small firms were higher than large firms. However, when portfolios
were formed based on betas, this relationship was not detected.
A Fama and Macbeth regression similar to Equation 1.2.9 was also perfbrrned on the
data. Using beta as the only explanatory variable, the value of the regression coefficient
was not significantly different from zero. On the other hand significant results were
obtained with the M and B/M variables. On its own, the coefficient for the M was found
to be negative and significant.
The coefficient for B/M on its own was positive and highly significant. When portfolios
were formed based on the BIM values, the results showed that there was no significant
variation in the betas of these portfolios. Further tests using PE ratios and leverage
measures suggested that the effects of these variables were captured by M and B/M.
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Fama and French concluded that beta was unable to explain stock returns, especially for
recent data. Size and book-to-market equity seemed to have a much more significant
effect on the cross-section of stock returns.
The above results however are still inconclusive. Kothari, Shanken and Sloan (1995)
[KS 5] re-examined the cross-sectional variation in average returns for the period 1926 to
1990. They pointed out that the FF (1992) study may be affected by survivorship bias
where only successful firms were included and most of them were big finns. KSS found
that there were indeed differences in the return between their selection of data from FE
The KSS (1995) study also differed from the FF (1992) study in that they used annual
returns rather than monthly returns in their cross-sectional regression between stock
returns and the explanatory variables. The Betas of the stocks were also estimated using
annual returns. This was done firstly to test the robustness of the CAPM to alternative
time horizons and secondly because betas estimated using short term returns interval
might be biased by trading frictions and non-synchronous trading. Thirdly, there appeared
to be a significant seasonal component to monthly returns.
The cross-sectional regression was performed using portfolio returns. Portfolios were
formed based on betas, size as well as combinations of both. The result showed that the
coefficients for annual beta in all portfolios were positive and significantly different from
zero. The coefficients for B/M were also found to be period specific.
In consideration of FF and KSS fmdings, Chan and Lakonishok (1993) [CL] raised the
issue that 'noisy' and constantly changing environment and limitations of data can make
it very difficult to draw inferences about the relationship between beta and returns.
Studies on the CAPM however can be instead directed at examining the usefulness of
beta as a measure of risks.
42
CL performed the FM cross-sectional regression for the period 1932 to 1991. The period
chosen was longer than any previous studies. They found that the slope of the regression
and the actual market premium (RmRj) were close up until 1982. After 1982 the
differences was higher. CL stated that studies that used recent data had a high probability
of rejecting the CAPM.
CL then focused on whether it was indeed true that stocks with high betas represent
higher risks then stocks with lower betas. Thus it would follow that if the market in
general falls, then the prices of high beta stocks should decline more that the prices of
low beta stocks. The study found that the estimated slope tend to move in the same
direction as the market premium so that the slope is high when (Rm Rj) is high. CL then
examined this relationship in the 'down' markets months and 'up' market months. A
'down' market month is when (Rm Rj) < 0. The result showed that estimated slope was
93% of the market premium during the 'down' months and was 83% in the 'up' months.
CL concluded that beta fared very well in predicting stocks returns, especially in 'down'
market.
Pettengill, Sundaram and Mathur (1995) study was similar in objective as the CL study.
They ran a cross-sectional regression:-
R11=501+11*8*fi1+52*(1_8)*fi+e1
where &1, if (RmrRfl) > 0 and 8=0 if (Rm Rfl) < 0. When (RmrRfi) > 0 the expected sign
for is positive and when (RmrRft) < 0, the sign of 2 is expected to be negative.
The results of the study found the estimated coefficients from the regression were true to
their expectations and also a positive relation is always predicted between beta and
expected returns. This relation was however conditional to the realised market premiums.
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2.10 Empirical tests of the conditional form of the CAPM
All the studies reviewed earlier have empirically examined the static version of the
CAPM, which was derived using a set of assumptions. One of the assumption is that the
distribution of asset returns are stationary over time. Bollerslev, Engle and Wooldbridge
(1988) however stated that agents may have common expectations on the moments of
future returns but that these are conditional expectations and therefore random variables
rather than constants.
Jagannathan & Wang (1996) [JW] study is the latest empirical test of the CAPM, and
builds on the conditional CAPM approach of Bollerslev et a!. They objected to empirical
tests of the CAPM which were unrealistically based on the assumption that the betas of
assets remain constant over time. First they show that when the conditional CAPM
holds, a two-factor model obtains unconditionally.
The conditional CAPM is shown below:
E[RjgIIt_i]=yo,_j +y 11 _ 1 fl,_ 1 	(2.10.1)
where fl, is the conditional beta of asset i. R denotes the gross return on assets i in
period t. Rmt is the return on all assets in the economy. I denotes the common
information set of the investors at the end of period t-1. is the conditional expected
return on a zero beta portfolio and Yit-i is the conditional market risk premium and,
flu-i = Coy (Rjt ,Rmi I I,. 1 )IVar (Rmg I	 (2.10.2)
Taking the unconditional expectation of both sides of the equation (2.10.1), gives
E[R11 ]=yo ^yjJ1 +Cov(y,,_1 
,fl11..1)	 (2.10.3)
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where To = E[7011] , y is the expected risk premium which is equal to E[y..1] , and /3, is
the expected beta that equals E[
.JL].
JW state that if the covariance between risk premium and Beta is zero then expression
(2.10.3) is the normal CAPM. However, in general, the risk premium and beta are
related and the unconditional expected return is not a linear function of the expected beta
alone.
Hence, the conditional CAPM leads to a two-factor model for unconditional expected
return which can be expressed as follows:
E[R,11 = + y/3 + Vay,. 1 )5	 (2.10.4)
where = Cov(fl. i , 1)/Var(1.j).	 (2.10.5)
JW further stated that a complete test of the conditional CAPM requires the estimation of
the expected beta, /3 , and beta - premium sensitivity, .. The following two types of
unconditional betas wete
Coy (R,,, Rmg) / Var(Rm,)	 (2.10.6)
fl' Cov(R1 '111-1) / Var(y It-I)	 (2.10.7)
If /3, is not a linear function of /3' , then there are some constants a 0, a1 , and a2, such
that the equation below holds for every asset i.
E[R11 ]=a0 -fa1 /31 + a2/3	 (2.10.8)
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The above equation was used as the basis to test the cross-section of expected returns on
stocks. JW performed the tests by using the same methodology as in the earlier tests. The
cross-sectional regressions are:-
E[R 1 ]=c0 +c.fl + c log(ME1 )	 (2.10.9)
E[R1]=co +cI3 w +c	 + Csize log(ME,)	 (2.10.10)prem,
E[R, ]=c0+ c fl' +c jjprem +CI orJ8 OT +c 1 log(ME1 )	 (2.10.11)prem I
E[R 1 ]= C0 +cj3' + CIabor/3r0 + c log(ME1 )	 (2.10.12)
The regressions were perfornied on portfolio of stocks. The stocks were divided based on
their market values and then sorted according to their betas. E[R11] is therefore the return
on the portfolio i, and C Cprem , C1o.bor and c31 are the estimated coefficients. To
estimate fl , JW used the slope coefficient in the OLS regression of stocks return and
the CRSP value weighted stock index return. To estimate srm it was the yield between
BAA and AAA rated bonds and for
	 the growth rate in per capita labour income
(labor) was used. Beta estimates of stock returns with human capital was included as it
forms a substantial part of the total capital in the economy. For each regression, JW also
included the market value of the portfolio, (log(ME)), to represent size.
The result of the study showed that c was not significantly different from zero and the
coefficient for size was significantly negative. For regression (2.10.10), the result for c,
was still insignificant while c,,, was significantly positive. The size effect was also
present but was considerably weak. The results of and ci were significantly
positive in regression (2.10.11) and there was no significant results for the size effect.
In general beta on its own did not have any effect on returns and there was still the
presence of the size effect. This was in line with the results of the previous studies.
However, taking into account the time variations in beta and by including human capital
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to make a more complete market the size effect disappeared. This result served to show
that previous empirical studies may have been exposed to inappropriate use of stock
market as a proxy as well as having the assumption that the distribution of returns are
stationary.
2.11 Conclusion.
This chapter reviews the development of the CAPM beginning with its derivation to its
empirical tests. In general, the CAPM states that return is related only to systematic risk
and that this relationship is linear. Different tests to validate this assertion were
discussed. Most of the studies used the Fama and MacBeth (1973) approach of
performing a cross sectional regression between stocks returns and beta, where the
estimation on beta coefficients was interpreted as the risk premium and represented by 7j.
For the CAPM to be valid the value of Ti has to be significantly positive. A positive Ti
would imply that stocks with high beta would earn high returns. The results of the studies
that used data from the US Market were mixed. Tests that used data from an earlier
period tend to give results of y' that is positive, but using data from a later periods many
studies have found the value of Ti to be either negative or insignificant.
Improvements in testing methodology have also failed to validate the CAPM. Two recent
studies namely Gibbons (1982) and Stambaugh (1982) used a multiple variable
methodology and offered conflicting results on the hypothesis that the relationship
between returns and risks are linear. One of the tests however showed different indices
produced the same inferences about the CAPM. This may solved the problem of using
market proxies to estimate beta.
Reinganum (1981) study which used a non-cross-sectional test found the returns of low
beta stocks were not different from the returns of high-beta stocks. This indirectly shows
that beta failed to distinguish the returns between stocks. This has been further
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emphasised by studies like Banz (1981), Bhandari (1988) and Basu (1977), which found
that size of firms, debt-equity ratio and the price-earning ratios to be relevant to returns.
The inability of these studies to conclusively support the CAPM have opened new areas
of research. A recent study by Jagannathan and Wang (1996) was conducted in the
direction of the conditional CAPM, where beta and risk premium were assumed to vaiy
over time. The study found that the cross-sectional relationship between returns and time
varying beta were positive and significant. The study also found that the effect of size of
firms on returns was also markedly reduced when a more complete market index was
used. The study found that human capital should be include together with the stock
market.
Tests of the CAPM using data from the UK Stock Market have produced consistent
results. Two studies that covered the period 1955 to 1983 generally found that the data
did not fit the CAPM. The risk premium as measured by y were found to be either
negative or not significant. In the next chapter, test of the CAPM in the uK Market was
performed on a much recent data. The test will also adhere closely to Fama and MacBeth
(1973) procedure. A new inquiry on the usefulness of beta as a measuringtol will also
be examined.
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Chapter 3:
Test of the Capital Asset Pricing Model
in the UK Stock Market
3.1 Introduction
In Section 2.2. of the previous chapter the Sharpe's version of the Capital Asset Pricing
Model was discussed. The model is reproduced below:-
ER1 =Rf + I3JERm —R)
where ER, is the expected return of stock i, R1 is the risk-free rate and ERm is the expected
return of the market. The model states that the expected return of a stock consists of the
risk-free rate and a risk premium. The amount of risk premium is dependent on the
systematic risk of the stocks /3, and the expected market risk premium (ERm —R1).
The model provides a number of hypothesis. First, for a higher risk a higher level of
returns is expected. Second, expected return is linearly related to risk. Third, the relevant
measure of risk is the systematic risk. The general objective of this Chapter therefore, is
to empirically examine these issues using data from the UK Stock Market.
Previous studies have been done to test the CAPM in the UK, Corhay et.al.(1988) and
Beenstock and Chan (1986)[BC]. Both studies found that the CAPM was not valid. This
study adds to the evidence by using newer data. As in Corhay et.al . and BC, this study
employs the Fama and Macbeth (1973) [FMJ methodology.
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This study also examines an additional issue, namely the usefulness of beta as a measure
of risk. Based on the conclusive evidence against the CAPM and that the relationship
between returns and beta varies over time, Chan and Lakonishok (1993) [CL] stated that
it may difficult to produce firm conclusions on the compensation for beta risk. They
suggest that it would be less difficult to verify instead whether the beta 'factor' is
important in driving stock returns. To achieve this objective, CL examined the
relationship between estimated risk premiums and the actual risk premiums. The study
found the relationship to be close. Petenggil, Sundaram and Mathur (1995) {PSM] also
found a positive relation between beta and returns conditional on the risk premiums
measured by the market excess returns.
3.2. Methodology and Procedure
The methodology and procedures in this study were adapted from Fama and Macbeth
(1973). Their methodology remains the most frequently used in the literature. The first
step was to estimate the beta of each stock. The market model approach was used for this
purpose. Stock returns were regressed against the returns of the market in an Ordinary
Least Square regression. The model is shown below:-
R•1 =	 +	 +
	 (3.2.1)
and /3, - Cov(R, ,Rm)
	
(3.2.2)
cT,
where R-1 is the monthly return of stock i for the time period t, a, is the constant, /3, is the
estimated Beta measure, Rmg is the monthly return of the market at time t, is a random
error and op,,, is the variance of the market. In this study five years of monthly returns
were used to estimate the beta of each stock.
50
The stock returns were determined as follows:-
(fp)	 (3.2.3)
where P is the end of the months price of stock i. The market return was determined by:-
= (I	 (3.2.4)
'mi-I
where 'ml is the index of the stock market at month t. In this study, the index that was
used is the FTALLSHARE price index.
In Chapter 2, the problems associated with using estimates of betas in CAPM tests were
discussed. It was suggested that stocks were grouped into portfolios and an instrumental
variable was used to overcome the selection bias. This is outlined below.
The test covered monthly returns from January 1972 to December 1993. Using the
procedure suggested in Chapter 2, the data were utilised in three ways. The first five
years of returns were used to estimate beta of individual stocks and were used for iari\ing
purposes. From this ranking, stocks were divided into 22 portfolios with 25 stocks in
each. The next five years of data were then used to re-estimate the beta of each stock and
subsequently, of each portfolio. The portfolio betas were calculated by taking the simple
average of all the stock betas. The portfolio betas were then regressed against portfolios
monthly returns from the eleventh year. The returns were obtained by taking the average
returns of all the stocks in each portfolio. The whole procedure was then repeated by
moving one year forward and taking one year off from the previous procedure. The
movement of the whole procedure is illustrated in Table 3.1.
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The above procedure differs from the Corhay et.al. and BC studies in terms of the length
of period used to estimate betas. Corhay et.al . used 12 months of returns to estimate betas
for the ranking of stocks and to construct the portfolios while BC used 10 years of
monthly data. BC also conducted the test using individual stocks rather than portfolios.
Stocks were selected firstly on the basis that it is traded throughout the period of the
study. Stocks that were not registered in January 1972 were left out. Secondly, it must be
traded frequently. Therefore stocks that have not registered any returns consistently in a
period of 12 months within the period of study were also left out. Using this criteria 550
stocks were selected.
3.2.1. Cross-sectional tests.
The first test of the CAPM was conducted by regressing portfolio return cross-sectionally
against their respective betas, using the empirical CAPM discussed in Chapter 2:
R,,	 Rj+13,(Rm1 R)+,,	 (3.2.5)
Following the FM methodology, a cross-sectional regression was formulated as:-
R,	 yo + TJjip, + lip'	 (3.2.6)
where and Ti are the parameters to be estimated, and 	 is the previously estimated
portfolio beta.
The regression in expression (3.2.6) was performed on each month t, of the testing
period, leading to a series of monthly estimates of yo and i . As FM pointed out these
monthly coefficients are allowed to vary from period to period and the average values of
these coefficients are subjected to tests.
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The first hypothesis to be tested was whether the average intercept 	 was equal to the
average risk free rate for the period. Monthly rates of the UK Treasury Bill was used as a
proxy for the risk-free rate. A t-test for the differences between means was conducted
and the t-statistic used was:-
(3.2.7)
dO
Ii 1 	 __________________
where,dO	 - R	 dO = i_+_ and, s=
n1+n2-2fl	2
o and o are the variance of To and R1 respectively for the period n, and n 1 and n2
are the number of months. The appropriate number of degrees of freedom is n 1 + - 2.
The CAPM predicts that is not significantly different from
The second hypothesis was whether y' is equal to the risk premium. The t-statistic was:-
- 
d1	 (3 .2.)
adl
Ii	 1	 (n1 —1)cr ^(n2 —1)o
where d1 (R,,1 - R1
 )	 = Sq1 +	 and Sq
vn' n2	n1+n2-2
and o are the variances of Ti and the risk premium for the n period respectively.
To validate the CAPM, there should be no significant differences between and d1.
Ii
'V) = I01/i (3.2.10)
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3.2.2. Linearity test between returns and betas.
The CAPM states that there is a linear relationship between assets returns and their betas.
To test that assertion, portfolio returns from the above tests were regressed cross-
sectionally against the beta as well as with the squared value of the betas. This approach
was similar as in the FM (1976) study.
The regression is in a form below:-
=	 + y /J, + y 2fl +
	 (3.2.9)
where y, y and 72 are the parameters to be estimated and f3 is the previously
estimated beta of the portfolio. As with the first test, this led to a monthly series of
coefficients. If the CAPM is valid, then the average value ofy is positive and the
average 72 is equal to zero. To test this assertion, a t-test was performed on the
coefficients shown below:-
where is the average coefficients I, oCv) is the standard deviation of the coefficients
and n is the number of months.
3.2.3 Tests on the variance of returns
The third test was performed to determine whether other measures of risk might be
important in the pricing of assets. The CAPM states that only systematic risk as measured
by beta is important and all other risks are eliminated by diversification. In this study the
total risk of assets as measured by the variance of the returns was used. The variances of
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portfolio returns were calculated from the same period when the portfolios were
constructed.
A cross-sectional regression was run between portfolio returns, the portfolios beta and
the variance. The regression is shown below:-
R 1
 = r' +	 + I 3 Vpt +
	 (3.2.11)
where y ', y ' and y are the estimated parameters and	 is the previously estimated
variance of the portfolio. If as the CAPM implies, only systematic risk is relevant, then
r' should be positive and should be equal to zero. The t-test similar to (3.2.10) on the
coefficients were used.
3.2.4. Test on the effectiveness of Beta as a measure of risk.
Following CL and PSM findings, this study also examines the effectiveness of beta as a
measure of risk. This is achieved by examining the relationship between the estimated
risk premium (yi) and the actual risk premium or excess market return (RmRj).
PSM also stated the realised returns of the market will with some probability be lower
than the risk free rate, and also that with some probability, the realised returns of high
beta stocks will be lower than the realised returns for low beta portfolios. This may
suggest that in down-market conditions, where stock prices were to fall in general and the
market return is lower than the risk-free rate, the price of high beta stocks could decline
more than the prices of low beta stocks. This relationship cannot be taken as support of
the CAJM but are consistent with the implication that beta is a useful measure of risk.
A down market months can be defined as the month when the excess market return (Rm
R1) was negative. The average value, , is determined from these months and compared
= IL
Sy1
(3.3.1)
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with the average value of the excess market return. An up-market month is defined as the
month with positive excess market return and a similar procedure is performed.
3.3. Results.
3.3.1. Results of cross-sectional tests.
Table 3.2.1 shows the month by month results of regression (3.2.6). The column Sy1
shows the standard errors of yi. Also shown in the Table are the R2 values of the
regression, the risk free rate (R1) and the risk premium (Rm-Rj).
For each month, the values of yi were tested whether it is equal to zero. A t-test statistic
was employed for this purpose as shown below:-
For the whole period between 1982 to 1993, there are 48 months with Ti being
significantly different from zero. Results in 1982 contained the highest number of months
with Ti being significantly different from zero where there are seven months when the
value of 7' are significantly different from zero at 10% significance level. At 5%
significance level, there are 8 months.
Out of the 48 significant results there are 26 results that are significantly negative. The
CAPM as in equation (3.2.5) states that y' should be equal to the risk premium and be
positively different from zero. The initial and rough test above did not seem to support
this assertion conclusively.
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Results of the R2 showed that the variables did not fit well with the regression (3.2.6).
The average value of R2 is 0.112, the maximum value being 0.55. 79% of the R2 values
are below 0.19.
3.3.2 Results on the average values of and Ti
As pointed earlier in section 2, the monthly coefficients from regression (3.2.6) are
allowed to vary. Further tests are performed on the average values of these coefficients.
Table 3.3.1 shows the average results of the intercepts and Ti on a yearly basis. Column
3 also gives t-values for the hypothesis = 0. Column a,b, and c give t-values for the
testsof 0 'Rf,	 = (Rm Rj ) and	 = (Rm Y 0 ) respectively.
The results generally show to be significantly different from	 as shown in column
7. Of the 12 years, 3 years show	 > ) and 4 years show j < R. The results are
significant at 5% level. To be valid the CAPM requires the value of 	 to be equal to
], however, this only occurred in 5 years.
For the test of	 equal to zero, the results show that for the whole period of 1982 to
1993 there are 8 years when the values of are negative of which five are significant at
10 percent significance level. There are 4 years when the values of
	 are positive and
of which only two are significant.
The value of is significantly positive in 1982. From 1983 to 1988 the values for
each year are negative. Within this period there are four years when the j values are
significantly negative. The results for 1989 is again negative but insignificant. In 1990,
the value of
	 is positively significant For 1991 and 1992, the result is insignificant
while in 1993 the value of
	 is significantly negative.
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The t-statistics results for 	 = (Rm - R1 ) are mixed. As shown in 8th column there are 7
years where there are no significant differences, in line with Sharpe's traditional CAPM.
However, there are 4 years when the value of is significantly lower than (RmRj).
Table 3.3.2 presents the results in longer sub-periods. Panel A shows the average values
of () and the excess market returns (Rm_ Rj ) for the whole of 1982 to 1993 period.
The result showed that the average value of	 is negative and significant at 5%
significance level. The (Rm - R1 ) is also negative and significantly different from zero at
the 5 % significance level. The return of the market on average is lower than the return of
the risk-free rate. The average value of is not significantly different from (R,—R1).
This provide a very mild support of the CAPM, even though	 is negative.
In Panel B, the average values of and the excess market returns are divided into three
equal sub-periods. The value of is significantly negative in the first two sub-period.
The average excess market return for this two period is also negative and significantly
different from zero. For the period 1982 to 1985, the estimated 	 is not significantly
different from (Rm Ri ). However, for the 1986 to 1989 sub-period the value of 	 is
significantly different from the excess market return.
For the 1990 to 1993 sub-period, the result for is positive but insignificant. The excess
market return is negative and significantly different from zero and is also different from
ri.
In general there are no cross-sectional relationship between stocks returns and their betas.
At 10% significance level, the relationship is negative. The results of this study do not
appear to support the CAPM which requires the relationship to be positive. The estimated
risk premium is not different from the excess market return when observed in a longer
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period. This show a mild support of the CAPM. However, this result is found to valy in
shorter sub-periods.
3.3.3 Test for heteroscedasticity.
An econometric problem may be present in regression (3.2.6). The random error term
may be heteroscedastic and correlated across portfolios. Gujarati (1988) states that this is
a common problem with cross-sectional regressions. The effect of this problem is that the
t-tests are likely to give inaccurate results and that what appears to be a statistically
insignificant coefficient may be in fact be significant.
A Park test was suggested as one of the way to detect this heteroscedasticity. The test
involves 2 stages. Firstly the residuals (J.4,) in the regression (3.2.6) were calculated by
taking the differences between the estimated	 from the regression and the observed R10.
Then a regression was run between the In p and ln/J,, shown next:-
ln 1u = a + Ølnfl +	 (3.3.2)
where a and are the parameters to be estimated. qi was then tested to indicate whether
it was significantly different from zero. An insignificant value of qi will indicate there is
no heteroscedasticity. The results of regression (3.3.2) are shown in Table 3.4.1. The t-
test statistics whether qf. is equal to zero is presented in column 5. At most there are 2
years with 4 months of significant results. The average R2 value is 0.065 and the
maximum value is 0.293. 72% of the R2
 value are less than 0.10, indicating that most of
the data did not fit the regression line. The results generally showed that
hetersoscedasticity is not a major problem.
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3.3.4. Results on the tests for linearity.
Table 3.5.1 shows the average results of regression (3.2.9). Including the squared beta in
the regression seemed to affect the results of the coefficients for beta. There are fewer
number of periods with	 significantly different from zero when compared with the
results in regression (3.2.6). The value of is significantly positive only in 1990, which
is the same result as in regression (3.2.6). The result of j 2 shows that it is significantly
different from zero only in 1990. Therefore it can be said that /32 had no influence in the
regression, supporting the hypothesis of the linearity between returns and beta. The
results of this study is in line with the Corhay et.al and BC study.
3.3.5 Results on test of variance of returns.
The results of regression (3.2.11) on the importance of the variance of returns are shown
in Table (3.6.1). The results seemed to follow the same pattern as the results for
regression (3.2.9). Including the variance as one of the variables affects the coefficient
for beta. Results for ' are significantly negative only in 1985 and 1993. For , which
measure the importance of the variance, a significant result which is positive is only
registered in 1984. For the other penods, the 	 otT y 3	 'c &xe'c&	 ic
These results show that total risk as measured by the variance of returns does not seem to
be important in determining returns. The result of this study is in contrast to the results of
the Corhay et.al and BC study.
The results in this section generally show a weak support of the CAPM. There is a linear
relationship between returns and beta. However, the relationship is not positive as
predicted by the CAPM. The result also shows that stocks' returns are not affected by
another risk measure, namely the variance of stock returns. The next section examines
the usefulness of beta as a measure of risk.
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3.4. The relation between risk premiums (Yi) and excess market returns.
The general results in the previous section showed that the validity of the CAPM was not
accepted. Section 3.3.2 showed that the relationship between beta and returns varied
over time. This section presents the results on the relationship between the value of
and the excess market return in a down-market and up-market conditions. This is to test
the usefulness of beta, which is similar to the study by Chan and Lakonishok (1993) [CL]
and Petenggil, Sundaram and Mathur (1995).
Down-market month is defined as months when the excess market return is negative.
Excess market return is the difference between the return of the market and the risk free
rate. Between 1982 to 1993 there were 78 such months. The average value, , was
determined from these months and compared with the average value of the excess market
return. An up-market month is defined as the month with positive excess market return
and a similar procedure was performed to determine both the values.
Table 3.7.1 presents the results of and the excess market returns for the down and up-
market months. Panel A also shows The 'results for the VQOTSI do'wn-market as we1 as The
best up market months. The worst down-market months are those with excess returns that
are below than the median of the whole negative months. Similarly, the best up market
months are those that registered higher returns than the median of those positive months.
For the all down-months the value of was negative and significant at the 5%
significance level. The results also showed that the value of was not significantly
different from the excess market return, as shown in the 4th column. In the more severe
down-market months the value of j differed with the actual excess market returns. It is
clear that in these months high-beta stocks suffered greater loss than low-beta stocks.
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For the up-market months, the value of was positive but not significantly different
from zero. For best up-market months the value was significant at 5% significance level.
More importantly in both cases, the value of is not different from the excess market
returns. High-beta stocks in these conditions gave better results.
Panel B in Table 3.7.1 shows the results of the different market conditions classified
according to sub-periods. The number of months differed between sub-periods. In the
months of down-market in the 1982 to 1985 sub-period, the value of was negative and
significantly different from zero. The actual excess market was negative and also
significant. However, the value of	 was significantly different from the actual excess
market returns. This is shown in the 4th column. In the other 2 sub-periods, was
significantly negative at 5% significance level for the 1986 to 1989 sub-period. The value
was not different from the actual excess market return.
Panel C showed the results of the sub-periods in the up market months. The value of
was positive in two sub-periods. In 1982 to 1985 period it was at the 10% significance
level while in the 1990 to 1993 period it was positive at 5% significance level. Within
these periods,	 was not different from the excess market retunt For the 1986 to 1989
period	 was negative but not significant. The value of was sig i1icaxtl"j difeteiit
from the actual excess market return.
CL observed in their study that for the US Stock Market, "... The estimated coefficients
tend to move in the same direction as the market premium, so that the slope is high (low)
when Rm - R is high (low)". This view was confirmed by Petenggill, Sundaram and
Mathur (1995). The results in Table 3.7.1. showed that the same behaviour can be
detected in the UK Market especially in down market periods as well as in periods of
exceptional market upturn.
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A regression of the monthly y With (Rm Rj), for the period 1982 to 1993 was performed.
The results showed that the intercept was -0.0145 and the slope was 0.545, but it was not
significant. The R2 value was 0.039. The value of the slope is lower than the CL study of
0.91.
In general, this study found a slight evidence of the relationship between beta and stocks
returns. This association however is closely related to the actual behaviour of the excess
market return. A positive relationship between beta and returns were detected in periods
of high market returns and in periods of down markets the relationship was negative.
This finding shows that beta can be a useful tool for investment strategies.
3.5. Conclusion.
In this study, three tests were carried out to test the validity of the CAPM. The first was a
test on the basic CAPM model. The second test was on the linearity between returns and
systematic risks. The third test was on the importance of the total risks in determining
returns. For the first test a cross-sectional regression between portfolios t returns and betas
were performed. In the second test, the squared value of beta was included in the
regression. In the third test, the total variances of the poztfo)io were iuickidcd A)) the
regressions were performed monthly and the average coefficients for the year were
examined.
In the first test, it was found that the intercepts were conclusively different from the risk-
free rate. The regression model tended to overestimate and underestimate the intercepts
with almost equal number of times. The yearly average value of yi, which represented the
estimated risk premium from the model was generally found to be negative. In the
Sharpe's CAPM the actual risk premium can be represented by the market excess return.
This excess return is the difference between the return of the market and the risk-free
rate. 60% of the yearly result showed that y is equal to the excess return of the market.
This give a very mild support of the CAPM.
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The results of the second tests showed that the coefficient for the squared beta was
generally not significant. This meant that the relationship between return and beta is
linear. However, this linearity is negative as shown in the results of the first test. The
results of the third test also showed that the coefficient for the variance which is another
measure of risk, was not significant.
The results of the first tests did not contradict the results of earlier studies of the CAPM
in the UK Stock Market. The study by Corhay et a!. (1988) found that the average
coefficient of yi from 1957 to 1983 was negative while the average intercept value was
positively different from zero. That study however showed that returns were positively
related to total risks, which is in reverse to the results found in this study. Beenstock and
Chen (1986) study of the CAPM for the period between 1962 to 1981 showed that the Ti
coefficient to be insignificant.
The CAPM states the relationship between returns and risks is positively linear and that
only systematic risk is relevant. An implication to this statement is that tests of the model
should show that the intercepts are equal to the risk free rate and the Ti coefficient should
be positive and equal to the risk premium. The results of this study did not provide
conclusive evidence to validate both this assertion.
Even though the validity of the CAPM was not supported, beta can be a useful predictor
of returns. Stocks with high beta seemed to experienced larger loss in conditions when
the stock market is unfavourable. In favourable market conditions, these stocks are
generally better performers.
The CAPM have been the subject of numerous tests. The evidence is heavily against the
validity of the model. Returns are not related to beta. Studies reviewed in chapter 2 have
found the significant effect of size of firms on return and other variables like leverage,
price-earning ratio and book equity to market equity ratio. This study however, will not
pursue this line of inquiry but instead will investigate the validity of an alternative
equilibrium model, namely the Arbitrage Pricing Theory.
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Table 3.1 Division of periods for estimating betas, portfolio construction
and testing.
Periods to estimate beta Periods to estimate beta Periods when cross-
for individual stocks.	 of portfolios	 sectional regression were
performed
1972 to 1976
	
1977 to 1981
	 1982
1973 to 1977
	
1978 to 1982
	 1983
1974 to 1978
	
1979 to 1983
	
1984
1975 to 1979
	
1980 to 1984
	
1985
1976 to 1980
	
1981 to 1985
	
1986
1977 to 1981
	
1982 to 1986
	
1987
1978 to 1982
	
1983 to 1987
	 1988
1979 to 1983
	 1984 to 1988
	
1989
1980 to 1984
	
1985 to 1989
	
1990
1981 to 1985
	 1986 to 1990
	
1991
1982 to 1986
	
1987 to 1991
	
1992
1983 to 1987
	 1988 to 1992
	
1993
0.049
0.055
0.043
0.047
0.029
0.037
0.037
0.034
0.038
0.04 7
0.054
0.077
0.009
0.292
0.238
0.176
0.093
0.186
0.265
0.363
0.495
0.082
0.175
0.302
0.057
0.124
0.055
0.058
0.092
0 073
0.083
0.064
0.058
0.058
0088
0.099
0.177
0.106
0.014
0.023
0.078
0.261
0.025
0.039
0 222
0015
0.037
0.016
0.085
0.070
0071
0.063
0 044
0051
0 085
0.053
0.060
0 034
0.074
0.080
0.044
0 362
0.434
0 177
0.150
0.218
0.116
0.073
0.004
0.021
0.006
0.000
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Table 3.2] Month by month results of regression R y + yfl +p,
7o	 7'	 Sy1	 R2	 R RmR1
Jan 1982
Feb 1982
Mar 1982
Apr 1982
May 1982
Jun 1982
Jul 1982
Aug 1982
Sep 1982
Oct 1982
Nov 1982
Dec 1982
Jan 1983
Feb 1983
Mar 1983
Apr 1983
May 1983
Jun 1983
Jul 1983
Aug 1983
Sep 1983
Oct 1983
Nov 1983
Dec 1983
Jan 1984
Feb 1984
Mar 1984
Apr 1984
May 1984
Jun 1984
Jul 1984
Aug 1984
Sep 1984
Oct 1984
Nov 1984
Dec 1984
0.025
0 027
0.013
-0012
-0.002
0.002
-0015
-0016
-0.039
-0.008
0.004
0 106
0038
0112
0.031
0039
0085
0032
0030
0011
0059
0011
-0014
0 062
0.056
0 030
0 083
0012
-0006
-0 054
0 047
-0 043
o 072
0.014
0040
o 026
-0.021
0.157*li
-0.108#
0.098
-0.041
0.079*#
0.098*ñ
0.1 15*
o 169*#
0.063
0.112*
0.226*#
_0 ll9#
-0.191
0.029
-0 040
-0 120
-0.193#
0059
-0058
-0 138*#
-0032
0077
-0 056
-0081
0237*#
-0278#
0 131*#
0083*
-0 121*#
-0 138
0 067
-0017
-0.022
-0 026
-0004
0.0105
0.0104
0.0098
0.0 102
0.0100
0.0096
0.0088
0. 0079
0.0077
0.0073
0.0080
0. 0077
0.0087
0.0086
0.0081
0.0077
0.0077
0.0074
0.0074
0.0074
0.0071
0.0070
0.0077
0.0070
0.0070
0.0070
0.0067
0 0067
0.0077
0.0070
0.0089
0.0081
0.0079
0.0077
0.0073
0.0072
-0.0069
0.0365
-0.0423
0.0233
-0.0091
0.0194
-0.0587
0.0327
0.0343
0.0287
0.0394
0.0053
-0.0095
0.0278
0.0073
0.016 1
0.0586
-0.0194
0.0414
-0.0342
0.0116
-0.0215
-0.0224
0.0422
0.0 16 1
0.0567
-0.0156
0.0475
0.0148
-0.0907
-0.0080
-0.03 19
0.0814
0.0107
0.0205
0.0400
* - significant at 5°o significance level
* - significant at 10% significance level
0.052
0.097
0.071
0.096
0.087
0.100
0.112
0.068
0.084
0.076
0.09 8
0.114
0.122
0.048
0.225
0.000
0.004
0.007
0.106
0.079
0.012
0.175
0.009
0.127
0.111
0.107
0.056
0.092
0.084
0.110
0.118
0.058
0.068
0.102
0.126
0.065
0.171
0.006
0.162
0.180
0.167
0,212
0.074
0,053
0.004
0.216
0.026
0.166
0.144
0.099
0.094
0.132
0.104
0.119
0.139
0.129
0.096
0.074
0.139
0.087
0.0 14
0.010
0.167
0.044
0.000
0.004
0.530
0.522
0.010
0.002
0.000
0.479
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Table 3.2.1. Continued.
ii
	 SI'	 R2	 R1 RmR
Jan 1985
Feb 1985
Mar 1985
Apr 1985
May 1985
Jun 1985
Jul 1985
Aug 1985
Sep 1985
Oct 1985
Nov 1985
Dec 1985
Jan 1986
Feb 1986
Mar 1986
Apr 1986
May 1986
Jun 1986
Jul 1986
Aug 1986
Sep 1986
Oct 1986
Nov 1986
Dec 1986
Jan 1987
Feb 1987
Mar 1987
Apr 1987
May 1987
Jun 1987
Jul 1987
Aug 1987
Sep 1987
Oct 1987
Nov 1987
Dec 1987
0.0 17
0.050
0.040
0.043
0.009
0.029
-0.0 16
-0.004
0.069
0.019
0.056
0.062
0.035
0.036
0.054
0.033
0.065
0.040
0.067
-0.015
0.028
0.020
0.074
0.044
0.047
0.088
0.114
0.058
0.050
0.089
0.200
0.184
-0.026
0.055
-0.230
-0.187
0.087
-0.097
0.172*#
-0.008
0.02 5
-0.038
-0.173
0.090
-0.041
0.156*#
0.041
-0.194
0.226*
0.037
0.111*
0. 192*
0.167*
0.256*#
-0.150
-0.062
0.020
0.239*#
-0.093
0.130*
-0.077
0.044
_0.188*
-0.126
-0.006
0.032
0.659*#
-0.601 *ff
0.042
-0.013
-0.000
0.372*#
0.0094
0.0105
0.0104
0.0093
0,0093
0.0094
0.0084
0.0089
0.0087
0.0088
0.0087
0. 00 8 8
0.0095
0.0093
0.0086
0.0078
0.0075
0.0073
0.0076
0.0074
0.0082
0.0084
0,0084
0.0084
0.0083
0.0082
0.0072
0.007 1
0.0068
0.0070
0.0071
0.0078
0.0077
0.007 1
0.0068
0.0066
0.0272
0.0229
-0.0218
0.0083
0.0068
0.0 102
-0.0685
0.0184
0.0396
-0.0359
0.0593
0.0148
-0.0169
0.0049
0.0702
0.0868
-0.0206
-0.0324
0.0344
-0.0650
0.0564
-0.0714
0.0436
-0.0131
0.0263
0.0853
0.0721
-0.0045
0.0372
0. 0669
0.0292
0.0263
-0.0352
0.0440
-0.28 57
-0.0985
# - significant at 5% significance level
* - significant at 10% significance level
0.084
0.066
0.041
0.056
0.087
0.084
0.070
0.059
0.039
0.040
0.059
0.060
0.03 1
0.151
0.005
0.019
0.003
0.212
0.000
0.127
0.052
0.003
0.002
0.041
0.063
0.064
0.063
0.034
0.078
0.046
0.075
0.101
0.063
0.060
0.076
0.071
0.007
0.054
0.000
0.240
0.05 1
0.102
0.169
0.013
0.015
0.000
0.017
0.154
0.112
0.063
0.043
0.055
0.058
0.052
0.060
0.059
0.054
0.062
0.073
0.078
0.021
0.016
0.035
0.299
0.028
0.555
0.024
0.002
0.0 13
0.101
0.256
0.089
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Table 3.2.1. Continued.
yl
	
S11	 R RmR1
Jan 1988
Feb 1988
Mar 1988
Apr 1988
May 1988
Jun 1988
Jul 1988
Aug 1988
Sep 1988
Oct 1988
Nov 1988
Dec 1988
Jan 1989
Feb 1989
Mar 1989
Apr 1989
May 1989
Jun 1989
Jul 1989
Aug 1989
Sep 1989
Oct 1989
Nov 1989
Dec 1989
Jan 1990
Feb 1990
Mar 1990
Apr 1990
May 1990
Jun 1990
Jul 1990
Aug 1990
Sep 1990
Oct 1990
Nov 1990
Dec 1990
0.083
0.088
0.000
0.004
0.03 8
0.064
0.046
0.050
-0.048
0.021
0.026
-0.048
-0.03 6
0.074
0.032
0.042
0.026
0.020
-0.038
0.022
-0.0 12
-0.026
-0.091
-0.032
-0.000
0.005
-0.033
-0.080
-0.064
-0.0 15
0.019
-0.018
-0.108
-0.113
-0.057
-0.026
-0.067
0.125*
0.013
-0.035
0.023
_0.195*#
-0.005
-0.101
-0.041
0.011
0.010
0.055
0.024
0.069
-0.005
-0.084#
-0.081
-0.069
0. 151*
0.053
0.035
-0.001
-0.044
0. 136*
0.072
-0.035
-0.037
0.16 1*#
0.044
0.258*
-0.042
-0.010
0.028
0.092
0. 192*
0.109
0.0066
0.0070
0.0066
0.0062
0.0057
0.0073
0.0081
0.0092
0.0091
0.0091
0.0098
0.0098
0.0096
0.0099
0.0098
0.0097
0.0 107
0.0106
0.0104
0.0104
0.0104
0.0 113
0.0 113
0.0112
0.0 113
0.0 112
0.0113
0.01 14
0.0 112
0.0 112
0.0 111
0.0111
0.0 111
0.0102
0.0100
0.0104
0.0872
0.0389
-0.0022
-0.0254
0.0293
-0.0024
0.0251
-0.0029
-0.0828
0.0316
0.0260
-0.0543
-0.0086
0. 1234
-0.0086
0.0140
0.0018
-0.0147
0.0109
0.045 1
0.0291
-0.0549
-0.0758
0.0477
0.033 5
-0.0394
-0.0596
-0.0213
-0.060 1
0.0994
-0.0069
-0.0270
-0.0972
-0.0800
-0.0066
0.0468
- significant at 5% significance level
* - significant at I 0% significance level
0.084
0.062
0.085
0.102
0.059
0.05 1
0.046
0.083
0.052
0.077
0.044
0.066
0.083
0.006
0.216
0.101
0.028
0.073
0.002
0.2 11
0.002
0.219
0.000
0.275
0.066
0.091
0.062
0.065
0.077
0.077
0.068
0.067
0.054
0.074
0.066
0.130
0.134
0.109
0.078
0.023
0.394
0.413
0.013
0.002
0.003
0.492
0.194
0.002
0.081
0.063
0.101
0.087
0.049
0.090
0.074
0.071
0.05 1
0.050
0.081
0.095
0.000
0.044
0.184
0.137
0.016
0.175
0.036
0.010
0.001
0.114
0.025
0.023
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Table 3.2.1. Continued.
Yo	 )'l	 Sy1	 R1 RmR1
Jan 1991
Feb 1991
Mar 1991
Apr 1991
May 1991
Jun 1991
Jul 1991
Aug 1991
Sep 1991
Oct 1991
Nov 1991
Dec 1991
Jan 1992
Feb 1992
Mar 1992
Apr 1992
May 1992
Jun 1992
Jul 1992
Aug 1992
Sep 1992
Oct 1992
Nov 1992
Dec 1992
Jan 1993
Feb 1993
Mar 1993
Apr 1993
May 1993
Jun 1993
Jul 1993
Aug 1993
Sep 1993
Oct 1993
Nov 1993
Dec 1993
-0.03 1
-0.048
0.086
0.117
0.0 11
-0.003
-0.040
-0.048
0.032
0.088
-0.0 18
0.010
-0.065
-0.014
0.026
-0.044
0.025
0.13 1
-0.066
-0.099
-0.069
-0.046
-0.031
0.050
0.090
0.09 5
0.089
0.058
0.032
0.075
0.010
0.001
0.062
0.017
0.035
-0.0 14
0.114
0.022
0.200*#
-0.153
-0.045
-0.064
0.009
0.192*#
-0.010
-0.182
0.003
_0.183*#
0.116*
0.142
-0.081
-0.045
0.279*#
0.288*#
-0.034
0.012
-0.013
0.326*#
0. 146#
-0.023
-0 006
-0.060
_0.215*i
0.154*
-0.028
-0. 186k
0.064
0.032
0.007
-0.080
-0.058
0.065
0.0 103
0.0093
0.0091
0.0088
0.0085
0.0084
0.0082
0.0080
0.0077
0.0078
0.0080
0.0080
0.0078
0.0077
0.0081
0.0077
0.0075
0.0075
0.0075
0. 0078
0.0066
0.0055
0.0053
0.0052
0.0044
0.0045
0.0044
0.0045
0.0044
0.0043
0.0043
0.0041
0.0042
0.0044
0.0040
0.0040
-0.0166
-0.0062
0. 1058
0.0247
0.0065
-0.0109
-0.0381
0.0474
0.0297
-0.0141
-0.04 19
-0.0628
0.0118
0.0222
-0 .00 5 5
-0.0666
0. 1071
0.0085
-0.0865
-0.0517
-0.0599
0. 1080
0.0407
0.0334
0.0296
0.0106
0.0092
-0.0013
-0.0180
0.0080
0.0 118
0.0156
0.0457
-0.0197
0.0328
0.0130
- significant at 5% significance level
* - significant at 10% significance level
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7	 8	 9
a	 b	 c
-0.1843	 0.5613	 0.6483
3.4205#	 -2.6061#	 -1.9301*
1.2810	 -0.7505	 -0.3586
2.8543*	 -2.4081*	 -.1.6702*
4.5999*	 -2.7150*	 -1.7986#
0.7868	 -1.0137	 -1.0552
1 . 4733*	 -.1 . 6759*	 -.1.5993*
-0.9111	 0.2948	 -0.4 156
-4.1345*	 3.8166*	 2.2338*
0.2718	 -0.3181	 -0.2285
-1.2810	 1.0106	 0.5299
3.8404*	 -2.4270#	 -1.0728
Table 3.3.1 Results of regression R,, = r0 + y /3,, +
1	 2	 3	 4	 5	 6
Year	 ro	 Yi	 H1	 R-R1	 RmTo
1982	 0.007	 0.025	 0.0090*	 0.0086	 0.010
(0.6839)	 (0.735)	 (25.8807)	 (0.9198)	 (0.7219)
1983	 0.041#	 -0.065#	 0.0077*	 0.0082	 -0.025*
(4.18521)	 (-2.603)	 (48.0728)	 (0.9383)	 (-3.6524)
1984	 0.023*	 -0.014	 0.0075*	 0.0118	 -0.004
	
1.8995)	 (-0.376)	 (39.5348)	 (0.9014)	 (-0.3255)
1985	 0.031 #
	 -0.053*	 0.0093*	 0.0068	 -0.015*
	
4.0367)	 (-1.848)	 (48.7541)	 (0.6840)	 (-1.9113)
1986	 0.040 #
	 -0.080*	 0.0082*	 0.0064	 -0.026*
	
5.7809)	 (-2.019)	 (39.1521)	 (0.4276)	 (-1.9408)
1987	 0.037	 -0.098	 0.0074*	 -0.0030	 -.0.033*
	
0.9815)	 (-1.259)	 (44.9758) (-0.1028) (-1.6282)
1988	 0.027 #	 -0.038#	 0.0079*	 0.0057	 -0.013*
	
2.1140)	 (-1.902)	 (18.5496)	 (0.4360)	 (-1.8511)
1989	 -0.002	 0.015	 0.0105*	 0.0091	 0.021*
	
-0.1165)	 (0.695)	 (58.4697)	 (0.6174)	 (1.8053)
1990	 -0.041*	 0.069*	 0.0110#	 -0.0182	 0.034*
	
-3.2429)	 (2.575)	 (83.6159) (-1.1180)	 (2.4927)
1991	 0.013	 -0.008	 0.0086#	 0.0020	 -0.003
	
0.7941)	 (-0.226)	 (38.7896)	 (0.1485)	 (-.0.1539)
1992	 -0.017	 0.045	 0.0071*	 0.0051	 0.029*
	
-0.9030)	 (0.962)	 (22.7896) (0.2792)
	
(1.4093)
1993	 0.046#	 -0.052#	 0.0043*	 0.0115*	 -0.030#
	
4.2302)	 (-1.995) (87.4841)	 (2.0824)	 (-2.734)
	
a - t-tests values for	
-
b- t-tests values for j _(R_ - R1).
c- t-tests values for , _(R_ - re).
#-- significant at 5% significance level.
- significant at 10% significance level.
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Table 3.3.2. Results of 	 and (R, - R1 ) classified by sub-periods
Period	 (Rm - R1)	 t_statistica
(A) 1982-1993	 -0.02122#	 0.00449	 (-2.2048)#
(-1.8001)	 (1.0604)
(B) 1982-1985
1986-1989
1990-1993
0.0268*
(-1. 5980)
-0.05041#
(-2.0794)
0.0 1355
(0.7191)
0.00883#
(1.7529)
0.0045
(0.4863)
0.00008 1
(0.0 1155)
(-2.3 655 )#
(-2.1 132)#
(0.7982)
# - significant at 5% significance level
* - significant at 10% significance level
a- t-statistic for test on the difference between T and (I?,,, - R1)
S(
*
0.017
0.044
0.091
0.003
0.043
0.023
0.023
0.017
0.15 1
0.006
0.006
0.144 *
0.037
0.041
0.053
0.083
0.03 8
0.046
0.056
0.043
0.047
0.067
0.048
0.057
-0.022
0.039
-0.074
0.022
0.036
-0.032
0.038
-0.026
-0.0 89
0.022
-0.0 17
-0.105
t-test value
-0.595
0.959
-1.413
0.265
0.945
-0.694
0.682
-0.5 88
-1.888
0.334
-0.357
-1.831
Jan 1982
Feb 1982
Mar 1982
Apr 1982
May 1982
Jun 1982
Jul 1982
Aug 1982
Sep 1982
Oct 1982
Nov 1982
Dec 1982
a
-1.676
-1.124
-2)34
-1.289
-1.104
-1.772
-1.127
-1.729
-2.288
-1.284
-1.622
-2.269
	
0.036	 0.063
	
0.031
	
0.065
	
0.051	 0.044
	
0.053	 0.031
	
0.057	 0.293
	
0.032	 0.035
	
0.034	 0.036
	
0.059	 0.023
	
0.054	 0.022
	
0.037
	
0.043
	
0.036	 0.009
	
0.039	 0.091
	
0.048	 0.127
	
0.029	 0.103
	
0.036	 0.085
	
0.044	 0.000
	
0.033	 0.030
	
0.030
	
0.042
	
0.051	 0.023
	
0.03 8	 0.069
	
0.052	 0.000
	
0.056	 0.077
	
0.042	 0.129
	
0.038	 0.097
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Table 3.4.1. Results of heteroscedasticity regression 1nu = a + q51nfl +
Jan 1983
Feb 1983
Mar 1983
Apr 1983
May 1983
Jun 1983
Jul 1983
Aug 1983
Sep 1983
Oct 1983
Nov 1983
Dec 1983
Jan 1984
Feb 1984
Mar 1984
Apr 1984
May 1984
Jun 1984
Jul 1984
Aug 1984
Sep 1984
Oct 1984
Nov 1984
Dec 1984
-2.000
-1.900
-2.028
-1.957
-2.873
-1.842
-1.859
-1.252
-1.916
-1.272
-1.467
-2.078
-2.372
-2.088
-2.125
-1.648
-1.409
-1.962
-1.973
-2.115
-1.667
-0.958
-2.3 17
-2.152
-0.042
-0.036
-0.049
-0.042
-0.166
-0.027
-0.029
0.041
-0.03 6
0.035
0.015
-0.055
-0.082
-0.044
-0.049
0.004
0.026
-0.028
-0.035
-0.046
0.002
0.072
-0.072
-0.05 5
-1.163
-1.182
-0.96 1
-0.804
-2.882 *
-0.85 8
-0.861
0.690
-0.667
0.947
0.419
-1.4 17
-1.708
-1.515
-1.364
0.088
0.792
-0.93 5
-0.679
-1.219
0.036
1.290
-1.724 *
-1.464
* - significant at l0% significance level.
	0.070
	 0.048
	
0.052	 0.035
	
0.035	 0.000
	
0.043
	
0.172
	
0.039	 0.051
	
0.056	 0.019
	
0.05 1	 0.046
	
0.060	 0.012
	
0.040
	
0.122
	
0.053	 0.000
	
0.033
	
0.204
	
0.044	 0.162
	
0.029	 0.042
	
0.032
	
0.012
	
0.043
	
0.004
	
0.039
	
0.000
	
0.048
	 0.043
	
0.042
	 0.175
	
0.041
	 0.052
	
0.053	 0.050
	
0.047	 0.040
	
0.041
	
0.037
	
0.053	 0.001
	
0.046	 0.029
	
0.051
	 0.044
	
0.061	 0.005
	
0.061	 0.133
	
0.049	 0.151
	
0.051	 0.085
	
0.033	 0.113
	
0.044	 0.208
	
0.066	 0.077
	
0.056	 0.237
	
0.067	 0.054
	
0.043
	
0.002
	
0.052	 0.106
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Table 3.4.1 Continued.
a
	 S()	 R2 t-test value
Jan 1985
Feb 1985
Mar 1985
Apr 1985
May 1985
Jun 1985
Jul 1985
Aug 1985
Sep 1985
Oct 1985
Nov 1985
Dec 1985
Jan 1986
Feb 1986
Mar 1986
Apr 1986
May 1986
Jun 1986
Jul 1986
Aug 1986
Sep 1986
Oct 1986
Nov 1986
Dec 1986
Jan 1987
Feb 1987
Mar 1987
Apr 1987
May 1987
Jun 1987
Jul 1987
Aug 1987
Sep 1987
Oct 1987
Nov 1987
Dec 1987
-2.442
-2.176
-1.766
-2.523
-1.43 7
-1.522
-2.215
-2.064
-2.4 12
-1.803
-2.486
-2.480
-2.160
-2.049
-1.795
-1.882
-2.294
-2.608
-2.2 50
-2.398
-2.295
-2.208
-1.83 5
-2.22 5
-1.872
-2.117
-3.184
-3.126
-2.897
-1.814
-3.096
-2.966
-3.457
-2.929
-2.204
-2.996
-0.070
-0.044
0.004
-0.088
0.041
0.035
-0.050
-0.03 0
-0.067
0.000
-0.075
-0.086
-0.027
-0.016
0.012
0.003
-0.045
-0.087
-0.043
-0.054
-0 042
-0.036
0.009
-0.035
0.048
0.019
-0.108
-0.092
-0.070
0.053
-0.100
-0.086
-0.139
-0.072
0.008
-0.080
-1.000
-0.847
0.125
-2.039 *
1.033
0.621
-0.977
-0.501
-1.670
0.0 11
-2.264 *
-1.964 *
-0.934
-0.497
0.270
0.069
-0.949
-2.063 *
-1.044
-1.023
-0.9 13
-0.881
0.173
-0.772
0.955
0.308
-1.755 *
-1.883 *
-1.365
1.596
-2.294 *
-1.296
-2.494 *
-1.068
0.185
-1.543
* - significant at I 0% significance level.
	0.034	 0.038
	
0.028	 0.000
	
0.03 1	 0.005
	
0.049	 0.003
	
0.041
	
0.008
	
0.035	 0.161
	
0.033	 0.003
	
0.038	 0.021
	
0.038	 0.004
	
0.050	 0.013
	
0.055
	
0.011
	
0.033	 0.155
	
0.030
	 0.015
	
0.042	 0.074
	
0.024	 0.180
	
0.033	 0.028
	
0.039	 0.146
	
0.049	 0.000
	
0.022	 0.019
	
0.027	 0.125
	
0.040
	
0.029
	
0.046	 0.035
	
0.032	 0.043
	
0.027
	
0.077
	
0.026	 0.185
	
0.034
	 0.013
	
0.049	 0.030
	
0.039
	 0.084
	
0.043
	 0.000
	
0.032	 0.047
	
0.059	 0.000
	
0.026	 0.000
	
0.026	 0.280
	
0.038	 0.045
	
0.038
	
0.013
	
0.040
	 0.068
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Table 3.4.1. Continued.
a
	 S(4)	 R2 t-test value
Jan 1988
Feb 1988
Mar 1988
Apr 1988
May 1988
Jun 1988
Jul 1988
Aug 1988
Sep 1988
Oct 1988
Nov 1988
Dec 1988
Jan 1989
Feb 1989
Mar 1989
Apr 1989
May 1989
Jun 1989
Jul 1989
Aug 1989
Sep 1989
Oct 1989
Nov 1989
Dec 1989
Jan 1990
Feb 1990
Mar 1990
Apr 1990
May 1990
Jun 1990
Jul 1990
Aug 1990
Sep 1990
Oct 1990
Nov 1990
Dec 1990
-1.301
-1.543
-1.461
-1.665
-1.424
-2.155
-1.632
-1.786
-1.447
-1.322
-1.777
-0.984
-1.640
-1.039
-1.947
-1.749
-2.127
-1.490
-1.618
-1.89 1
-1.772
-1.846
-1.761
-1.808
-1.944
-1.630
-1.826
-1.948
-1.427
-1.170
-1.5 11
-1.462
-2.137
-1.791
-1.632
-1.068
0.031
0.002
0.010
-0.012
0.017
-0.069
-0.008
-0.025
0.0 11
0.025
-0.025
0.063
-0.016
0.054
-0.050
-0.025
-0.072
0.000
-0.013
-0.046
-0.031
-0.039
-0.030
-0.035
-0.056
-0.018
-0.038
-0.053
0.004
0.032
-0.005
0.000
-0.073
-0.037
-0.020
0.048
0.890
0.068
0.3 16
-0.239
0.403
-1.957 *
-0.232
-0.658
0.295
0.507
-0.464
1.913 *
-0.544
1.264
-2.098 *
-0.755
-1.852 *
0.006
-0.6 15
-1.691
-0.775
-0.850
-0.946
-1.291
-2.130 *
-0.508
-0.789
-1.351
0.100
0.992
-0.089
0.018
-2.787 *
-0.967
-0.515
1.2 10
* - significant at 10% significance level.
	0.021	 0.015
	
0.03 4	 0.002
	
0.043
	
0.065
	
0.014
	 0.165
	
0.022	 0.110
	
0.023	 0.023
	
0.025	 0.006
	
0.025
	 0.284
	
0.036
	 0.008
	
0.022
	 0.121
	
0.025	 0.000
	
0.036	 0.030
	
0.027	 0.204
	
0.025	 0.030
	
0.028
	
0.124
	
0.024	 0.000
	
0.044
	
0.017
	
0.021	 0.004
	
0.029	 0.060
	
0.027	 0.023
	
0.021	 0.167
	
0.022	 0.209
	
0.027
	
0.001
	
0.028	 0.134
	
0.057	 0.006
	
0.042	 0.097
	
0.044
	
0.293
	
0.036	 0.158
	
0.041
	 0.010
	
0.044	 0.000
	
0.03 1	 0.069
	
0.042
	
0.004
	
0.045	 0.000
	
0.050	 0.031
	
0.046	 0.275
	
0.052	 0.003
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Table 3.4.1. Continued.
a
	
4)
	
S(4))	 R2 t-test value
Jan 1991
Feb 1991
Mar 1991
Apr 1991
May 1991
Jun 1991
Jul 1991
Aug 1991
Sep 1991
Oct 1991
Nov 1991
Dec 1991
Jan 1992
Feb 1992
Mar 1992
Apr 1992
May 1992
Jun 1992
Jul 1992
Aug 1992
Sep 1992
Oct 1992
Nov 1992
Dec 1992
Jan 1993
Feb 1993
Mar 1993
Apr 1993
May 1993
Jun 1993
Jul 1993
Aug 1993
Sep 1993
Oct 1993
Nov 1993
Dec 1993
-1.248
-1.283
-0.945
-1.604
-1.696
-1.503
-1.264
-1.976
-1.2 18
-1.673
-1.342
-1.601
-1.871
-1.15 1
-1.767
-1.349
-1.534
-1.3 86
-1.632
-1.495
-1.730
-1.773
-1.290
-1.705
-1.827
-2.205
-2.629
-2.265
-1.492
-1.626
-1.988
-1.778
-1.700
-1.284
-2.700
-1.762
0.012
0.007
0.05 1
-0.028
-0.035
-0.016
0.008
-0.072
0.015
-0.037
0.000
-0.029
-0.062
0.020
-0.048
-0.002
-0.025
-0.006
-0.032
-0.018
-0.042
-0.051
0.00 5
-0.050
-0.020
-0.061
-0.127
-0.070
0.019
0.005
-0.038
-0.012
-0.003
0.040
-0.128
-0.012
0.544
0.218
1.181
-1.992 *
-1.570
-0.684
0.333
-2.819 *
0.406
-1.659
0.03 8
-0.793
-2.266 *
0.792
-1.685
-0.084
-0.579
-0.284
-1.127
-0.686
-2.002 *
-2.299 *
0.173
-1.762 *
-0.360
-1.469
-2.882 $
-1.934 *
0.453
0.116
-1.2 13
-0.291
-0.078
0.803
-2.757 *
-0.232
* - significant at I 0% significance level.
75
Table 3.5 1 Results of regression R =,' +	 + y /3, +
Year	 s7;
	
S72	 R2
1982	 0.003	 0.060	 -0.066	 0.235	 0.427	 0.274
	
(0.596)	 (-0.482)
1983	 0.057	 -0.222	 0.341	 0.344	 0.728	 0.148
	
(-1.460)	 (1.122)
1984	 0.029	 -0,083	 0.168	 0.338	 0.808	 0.188
	
(-0.592)	 (0.579)
1985	 0.028	 -0.010	 -0.120	 0.544	 1.488	 0.10 1
	
(-0.088)	 (-0.399)
1986	 0.030	 0.059	 -0.400
	
0.541	 1.535	 0.157
	
(0.465)	 (-1.164)
1987	 0.035	 -0.072	 -0.104	 0.5 14	 1.940	 0.162
	
(-0.681)	 (-0.355)
1988	 0.014	 0.086	 -0.259	 0.428	 0.887	 0.096
	
(0.783)	 (-1.190)
1989	 0.003	 -0.021	 0.071	 0.501	 0.987	 0.092
	
(-0.185)	 (0.367)
1990	 -0.079	 0.393#	 0.629*#
	
0.444	 0.854	 0.173
	
(3.258)	 (-2.931)
1991	 -0008	 0.150	 -0.279
	
0.589	 1.032	 0.14 1
	
(0.976)	 (-0.977)
1992	 -0.027	 0.121	 -0.128
	 0.556	 0.921	 0.177
	
(0.850)	 (-0.594)
1993	 0.041	 -0.002	 -0.107	 0.440	 0.940	 0.102
	
(-0.017)	 (-0.476)
'- significant at 1 0% significance level.
#- significant at 5% significance level.
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Table 3.6.1. Results of regression R = + y 'fi +y 3V +1u
Year	 73
	 Sy'
	
Sy3
1982	 -0.004	 0.040	 0.590	 0.087	 2.924	 0.276
	
(1.264)	 (0.638)
1983	 0.047	 -0.076	 -0.280	 0.145	 3.365	 0.177
	
(-1.156)	 (-0.151)
1984	 -0.007	 0.046	 1.307*
	
0.111
	
1.978	 0.195
	
(0.983)	 (2.139)
1985	 0.046	 0.087*	 -0.592	 0.164	 2.412	 0.117
	
(-1.818)	 (-0.980)
1986	 0.032	 -0.059	 0.304	 0.147	 1.638	 0.176
	
(-1.039)	 (0.481)
1987	 0.055	 -0.160	 -0.650	 0.230
	
2.117
	
0.191
	
(-1.552)	 (-1.172)
1988	 0.032	 -0.049	 -0.122	 0.138	 1.320	 0.092
	
(-1.623)	 (-0.422)
1989	 -0.002	 0.015	 -0.000	 0.147
	
1.372	 0.104
	
(0.5 12)	 (-0.000)
1990	 0.011	 -0.004	 0.054	 0.136
	
1.6 16	 0.127
	
(-0.086)	 (0.154)
1991	 0.011	 -0.004	 0.054	 0.136	 1.6 16	 0.127
	
(-0.086)	 (0.154)
1992	 0.037	 -0.037	 -1.593	 0.179
	 3.175	 0.207
	
(-0.533)	 (-1.611)
1993	 0.047	 0.054*	 -0.039	 0.120	 1.558	 0.097
	
(-1.799)	 (-0.088)
- significant at 10% significance level.
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Table 3.7.1. Results of 	 and (R,-R1 ) classified by periods of up and
down markets.
Period	 (Rm - R1)	 t_statistica
All Down-Months
(61 months)
Bad Down-Months
(31 months)
All Up-Months
(83 months)
Large Up-Months
(41 months)
(A)
-0.05 03 15#
(-3 .4595)
O.O3311*
(-1.6171)
0.000 16
(0.0095 5)
0.0563#
(2.9862)
-0.03 89#
(-7.167)
-0.0650a
(-7.8694)
0.0364#
(12.1281)
0.0564#
(14. 1999)
(-0. 695 1)
(1 .3757)*
(-2.2321)#
(-0.0074)
(B)
Down Markets
1982 to 1985	 -0.0977#	 -0.03 107#
	 (-2. 8323)#
(16 months)	 (-4.1752)	 (-5.2002)
1986 to 1989	 -0.0568#	 -0.0465#
	 (-0.2852)
(21 months)	 (-1.907)	 (-3 .4 122)
1990 to 1993	 -0.0 13 03	 -0.0375#
	 (1.2065)
(24 months)	 (-0.6850)	 (-6.3227
(C)
Up Markets
1982 to 1985	 0.00866	 0.02884#	 (-1.0628)
(32 months)	 (0.4408)	 (8.8675)
1986 to 1989	 -0.0454	 0.0443#	 (-2.4992)#
(27 months)	 (-1.2338)	 (8.003 8)
1990 to 1993	 0.0401	 0.0376#	 (0.09176)
(24 months)	 (1.2521)	 (5.5101)
# - significant at 5% significance level * - significant at 10%_significance level
a- t-statistic for test on the difference between 7 and (Rm -R1)
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Chapter 4
The Arbitrage Pricing Theory
4.1 Introduction
This Chapter presents an alternative asset pricing model after the development of the
Capital Asset Pricing Model (CAPM). The Arbitrage Pricing Theory (APT) originally
developed by Ross (1976) attempts to offer a more general model that explains assets
pricing. Compared to the CAPM, the APT was formulated with less restrictions and
relaxed assumptions. Section 4.2 will present the derivation of the APT as found in Ross
(1976).
Considerable amount of empirical work had been done to test the APT. The main issues
examined were firstly the determination of the factor structure or the number of factors
prevalent in the stock market and secondly, the importance of these factors in the pricing
of assets. These empirical studies have mainly employed the techniques of Factor
Analysis and the Principal Components Analysis (PCA). Section 4.3 will discuss both
these techniques and the link between them and the APT. Factor analysis technique is
better suited for the APT with a strict factor structure while the PCA is appropriate for
the APT with an approximate factor structure.
Section 4.4 will discuss empirical studies that have attempted to determine the number of
factors prevalent in the stock market using the techniques mentioned above. As will be
discussed later, not all of these factors were considered important in the pricing of stocks.
Section 4.5 will discuss studies that examined the number of factors that were priced.
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4.2 Derivation of the Arbitrage Pricing Theory
The Arbitrage Pricing Theory (APT) developed by Ross (1977) is an alternative
equilibrium model to the CAPM that purports to explain assets returns. The APT uses
less restrictive assumptions than the CAPM.
Assets returns are assumed to be generated by the following process:-
R,1 = a. + >::= b,k /c1 + e.,
	 (4.2.1)
where a is a constant, b,k are the sensitivities of security ito the factors 1 to k, and 'k
are the returns attributed to these factors. These factors are common to all assets under
consideration. The return of each asset i reacts differently to the common factors by their
sensitivities. e is the error term that is unique to security i, and it is uncorrelated with
the factors as well as with the error terms from other securities.
Taking the expectation of expression (4.2.1) will give:-
ER, = a, +
	 (4.2.2)
where, ER1 is the expected return of the tth asset. Subtracting expression (4.2.2) from
(4.2.1) will yield:-
R1 = ER, +
	 l b k [1k - Elk ] + e.	 (4.2.3)
or,
R1 = ER, +	 IbIkFk + e,	 (4.2.4)
where Fk is a factor with mean zero.
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From (4.2.3) Ross (1977) developed the APT by stating that investors could create a
portfolio that is costless and without any risk. The net change in wealth on purchasing
this portfolio is zero. Some assets may be purchased by selling other assets. The portfolio
is made up of assets in proportion of x1 where i = 1......,m assets, which will give:-
= 0
	 (4.2.5)
The return of this portfolio will be in the form below:-
R = E1x11
	 (4.2.6)
which is equivalent to:-
R = r 1 x,ER + > 1x,	 1 b, 1 F +	 (4.2.7)
It is assumed that this portfolio is well diversified and that the percentages and assets
chosen in such a way that the systematic risk is zero. That is for each factor,
= 0
	 (4.2.8)
The last term in equation (4.2.7) is assumed to be eliminated by applying the law of large
numbers. This is a simplifying assumption used by Ross (1977), where the number of
assets in the market is assumed to be very large. Therefore:-
1 x,e1 = 0	 (4.2.9)
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The portfolio's return in equation (4.2.7) will then be equal to:-
R = > 1 x1 ER,.	 (4.2.10)
As a result a portfolio had been formed with no systematic and idiosyncratic risk which
was also formed by using no extra funds of the investor. In equilibrium this portfolio
should also give no returns, i.e.
R = >Lx,ER = 0
	 (4.2.11)
Taking expressions in (4.2.6), (4.2.8) and (4.2.9) together and using linear algebra will
imply that the expected return of each security is a linear combination of the constant
vector and the coefficient vectors. Therefore there must exist a set of k + 1
coefficients,A. 0 ,A. 1 ....... . ,A.k such that
ER, = A. 0 + >k 1A. k'-,k	 (4.2.12)
If there is a risk free asset, then the term A. 0 can be the risk free rate. To obtain this,
assume an investment in a portfolio with the total proportion of the securities in it equal
to one. Assume also that this portfolio has no risk.
Therefore this will give,
= 1 and	 = 0
	 (4.2.13)
The expected return of this portfolio ER is equal to A. 0 , and since this portfolio has no
risk, it is equal toRF which is the risk free rate.
(4.2.16)
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Putting RF in equation (4.2.12) will give:-
ER, = RF + L1kkk	 (4.2.14)
To determine the nature of A through ?k again assume an investment in a portfolio.
This portfolio has a sensitivity only with the first factor and no sensitivity with other
factors, which is,
1 and	 = 0 , V k ^ 1	 (4.2.15)
and will give,
ERP=RF+?l
and
The values of X and ? will show that the expected return of an asset is:-
ER, = RF + (ERr
 - RF )k	 (4.2.17)
It was stated earlier that only the first factor was taken into consideration. The sensitivity
of this portfolio with this first factor is equal to one. Therefore the return of this portfolio
must also equal to the return from this factor. Replacing ER in equation (4.2.15) with
the return attributed to the first factor EF, will give rise to,
ER, = RF + (EF - RF )b,	 (4.2.18)
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Therefore in general, the APT can be represented by the following expression:-
ER = RF +	 =Iblk (EF - RF )	 (4.2.19)
The next section, will discuss the techniques used in empirical research of the APT to
determine the number of factors.
4.3 Techniques used in empirical studies of the APT.
4.3.1 Factor Analysis
Lawley and Maxwell (1971) described Factor Analysis as a branch of multivariate
analysis that is concerned with the internal relationship of a set of variables. The aim of
factor analysis is to account for the covariances of the observed variable in terms of a
much smaller number of hypothetical variates of factors.
The basic assumption in factor analysis is that a variable x can be represented as a linear
function of a small number of common-factor variates and a single specific variate as
shown below:-
X1 =	 +.............+bimFm + e1
= bF +.............+bF,,, + e	 (4.3.1)
where Fj is the jth common factor to all x variables, b is a parameter measuring the
sensitivity of the jth factor on x 1 which is also known as factor loadings. The residual e- is
the specific source of variation affecting only x.
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In general let:-
....,xpJ
f '={/3 ............
and,
b1.............. abjm
b=
.
........................
b1 .............,b,,,,
where X,F and e variates are assumed to have zero mean. The rn-common factor variates
in f are independently and normally distributed and are usually scaled to have unit
variances and are uncorrelated with the residual c. The variates in c are also
independently and normally distributed with variance M'•
This variance (41) can be described as a diagonal matrix as shown below:-
WI...........
11=
 .
...............
0............
(4.3.3)
From (4.3.1) the factor model can be written as:-
x=bf+c	 (4.3.4)
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The covariance of the variates in x above can be then defined as below:-
E(xx') = E(bf + c)(bf + c)
= E(bff'b' + c*' + bi' + cf'b)	 (4.3.5)
and since,
E(ff')=Ik,
E(I1')=O,
E(cc') = w
equation (4.3.5 ) will be reduced to:-
E(xx') = bb' + w.	 (4.3.6)
In factor analysis, the b and i.i are unknown parameters to be estimated.
From equation (4.3.6), the diagonal elements of bb' are called the communalities of the
variable x. Each diagonal element represents the variance of x which is due to the
particular common factor. In matrix formation, this can be shown below,
b11.... . b11,,	 b11.....b,,,1
bb' = .......................(4.3.7)
bmi.....b,,,,,	 bim.....b,,,,,
Tim
=
 .
....(4.3.8)
Tmi .....
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where h, are the sum of the squares of the common-factor coefficients or the factor
loadings which are also known as the communalities of x.
Therefore:-
h=b 1 +b ........
(4.3.9)
2_j2	 2
1m - UmI + Um2 ....... . Umm
and rm represents the interfactor correlation where,
=	 b11 + b22 b12 +........b2mbim
(4.3.10)
rmi =1)mIJ+1)m2b12+....... . bmmbi,,i
There are a number of ways to estimate the factor loadings. 1-larman (1970) provides an
adequate explanation on most of them. The most widely used technique is the maximum
likelihood method. It requires a hypothesis on the number of common factors. A test of
significance is then made to determine the adequacy of the hypothesis with regard to the
number of factors. Roll and Ross (1980) employed this estimation technique in their
study of the APT in the US.
Briefly, the maximum likelihood technique involves minimizing the function below:-
2	 7?log L = logE(xx')+	 Jks	 (4.3.11)
N—I	 j,k=1
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where 5k is the unbiased estimator of cik is the element of the inverse matrix E(xx').
The partial derivatives of the above function can then be performed with respect to each
b's and Vs. These derivatives are then solved by equating it to zero.
In Factor Analysis, if there are more than one factor present, an infinity of choices for the
factor loadings can be extracted. This means that the communalities are not unique. The
loadings can be transformed by choosing a different transformation of b. The purpose of
this transformation is to simplify the results so as to make it more interpretable.
However, the covariance E(xx') remains unchanged. This is shown below, where b is
multiplied by the mxm orthogonal matrix T.
bT(bT)' + = bTf'b' +w
=bb'+i.ji	 (4.3.12)
=E(xx')
This transformation of the factor loadings is known as factor rotation. The effect of this
rotation on tests of the APT will be shown in section 4.5.
4.3.2 Principal Component Analysis.
The objective of Principal Component Analysis (PCA) as described by Lawley and
Maxwell (1971) is a linear transformation of a set of variables into a new set that has the
property of being uncorrelated with each other. The number of original variables
transformed is exactly the same as the number of new variables. The new variables are
known as principal components and are in descending order of variability. Only the first
k components are significant.
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In general, the transformation can be shown below:-
C1 =	 + b12 X2 +.....+bi,nXm
C2 = b 1 X1 + b22 X2 +..... + X,,,
Cm b,,, 1 X1 + bm2 X2 +.....+ bmm Xm
(4.3.13)
where C, are known as the principal components, X, are the ( i= 1.. .m) original variables,
and b are the coefficients of variable X on component C. The coefficients for C1 are
chosen so as to maximise its variance, and the coefficients for C2 are also chosen to
maximise the combined variance of C1 and C2, subject to the restrictions that C1 and C2 be
uncorrelated. In general, all the coefficients will be chosen to maximise the components
C, with each component uncorrelated with each other.
The sum of squares of the coefficients of each principal components are arbitrarily set
equal to unity, that is
	
, 
b, = bb 1 = 1. This normalisation is to prevent the
coefficients from becoming large as only the relative magnitude of these coefficients are
needed.
The first component can be obtained by choosing b 1 so as to maximize the variance of
C1.
Var(C1 ) = b;'S rb,	 (4.3.14)
where S is the variance-covariance matrix of X.
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A Langragian function can be formed as shown below:-
L = bSb 1 -	 — 1)
	 (4.3.15)
taking the derivative of the above equation with respect to b 1 will give:-
- X1b1	 (4.3.16)
and setting the derivative equal to zero will yield,
Sb 1 =	 (4.3.17)
where b 1 is the eigenvector of S1 corresponding to the eigenvalue X1
The second principal component can be obtained by maximising the variance of
component C2 as shown below. This maximisation is subject to the constraint that bb2
is equal to 1 and that b 1 and b 2 are uncorrelated. Therefore the Lagrangian function to
be maximised is:-
L2 =b'S ' -A2(bb2-1)-ibb22 (4.3.18)
Differentiating the above expression with respect to b2 and setting the derivatives equal
to zero will yield:-
= 2S 1b 2 - 2 2 b2 
- ib 1 = 0	 (4.3.19)
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and pre multiplying expression (4.3.19 ) by b and that bb 1 = 1 and bb 2 = 0, will
give nse to:-
2bSb 2
 - ii = 0
	 (4.3.20)
pre multiplying expression ( 4.3.17 ) by b will give:-
bS1b 1 =A 1 bb 1 =0
	 (4.3.21)
which will give T equal to zero, and (4.3.2 1) will yield:-
S 1b2 = ? 2b 2	 (4.3.22)
where b2 is the eigenvector of S1 corresponding to the eigenvalue? 2 . In general if there
are m variables, then there would be a similar m number of principal components as
shown in expression (4.3.12 ), where the coefficient 1 1 's of each component are the
elements of the eigenvectors of the covariance matrix of the variable X corresponding to
the eigenvalueX.,. These principal components are made up of linear combinations of the
original variables.
The original variables can also be defined as linear combinations of the principal
components. The transformation can be generalised below:-
X = d 1 C + d12 C2 +..... +djmCm	 (4.3.23)
where dfk =	 for all k andj, and taking C as the deviation score on the ith principal
component (C, - ), covariance between two original variable X, and	 can be
shown in the next page.
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s,=[1/(N - 1)]{(b 11 c, +b2j C2 +... bmj Cm )(bij Ci +b2.C2+...+bmjCm)]
= b11 b1 & 1 +	 +........+ bmibm . ;& m	 (4.3.24)
where it can be generalised to:-
S 1 = B'DB
	 (4.3.25)
where S 1 is the variance covariance matrix for variable X, B is the matrix whose jth
column contains the normalised characteristic vector b's associated with
	 and D is a
diagonal matrix whose jth main diagonal is 2,.
One of the main differences between expression (4.3.25) above and the expression
(4.3.6) from Factor Analysis is the absence of the residual variable e. As stated earlier, in
Principal Components Analysis, the original variables are transformed into a same
number of new uncorrelated variables. However, since by design that the first few
components are extracted with maximum variance, the majority of the variation of the
original variable would have been captured by these first few components. Therefore, the
number of components needed can be less than the number of the original variables.
4.3.3 The link between Factor Analysis and Principal Com ponents Analysis with
Arbitrage Pricing Theory.
The APT developed by Ross (1977) shown in equation (4.2.19) stated that the returns of
stocks followed a strict factor structure. This means that the idiosyncratic residual of one
stock is uncorrelated with the idiosyncratic residual of another stock. Even if there are
correlations, it is considered weak and can be diversified away if there are large number
of assets.
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Factor Analysis is well suited for the APT with strict factor structure. Among the
assumptions that were used in the estimation procedures is the existence of the residual
çt# in equation (4.3.6) which is uncorrelated with other residuals, hence the matrix in ti
is diagonal. The common factors were also assumed to be uncorrelated with these
residuals. Therefore, in a strict factor structure, any changes in the common factors will
cause a change in the value of a stock based on the factor coefficients or factor loadings
of the stock on that factor, while no additional response would be incurred from the
residuals.
The suitability of Principal Components Analysis for empirical research of the APT was
suggested by Chamberlain and Rothschild (1983). They extended the APT by suggesting
that assets' returns follow an approximate factor structure as contrast to a strict factor
structure. In an approximate factor structure, the idiosyncratic residuals betveen stocks
need not be uncorrelated.
In PCA in contrast with Factor Analysis, the original variables are transformed into
components. The number of components is the same as the number of original variables.
However only the first few components are relevant. This was shown by Shukla and
Trzcinka (1990).
Taking the covariance matrix of assets returns as shown in equation (4.3.25):-
S 1 =B'DB
	 (4.3.27)
The matrix can then be partitioned into:-
wS, = B kDAkB'k + BNkD kNk (4.3.28)
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If k principal components are sufficient, then the differences between the remaining N-k
eigenvalues are insignificant. In the next chapter it will be shown that if the first k
eigenvalues are large and different from each other, then the factor structure will be
made up of k number of factors. The remaining N-k eigenvalues are small and
approximately equal to each other and can be ignored.
Putting D k =
	 (4.3.2 9)
and since the eigenvectors are orthonormal, equation (4.3.28) can be written as:-
SI = B kDB + /UN 	 (4.3.30)
Performing a PCA to extract factors is simpler and with less computational burden then
Factor Analysis. As stated in the previous section, Factor Analysis requires a hypothesis
on the number of factors and test to determine the adequacy of the hypothesis. It involves
the estimation of the residuals. In the PCA technique the original variables are
transformed into an exact number of components as the number of variables. However,
only the first k factors are sufficient.
4.4 Empirical studies of the APT to determine the factor structure of stock markets.
There are several studies that used factor analysis to determine the number of factors that
are needed to explain returns.
One of the earliest of these studies is the Roll and Ross (1980) study (hereafter RR) on
US stock for the period between 1962-1972. RR employed the maximum likelihood
factor analysis technique on a covariance matrix of securities returns to estimate the
number of factors and the security's factor loadings. Factor loadings have been defined in
the previous section. In the RR study, these loadings were regarded as the sensitivity of
each stock to a particular factor. RR divided the securities in the study into 42 groups
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with 30 stocks in each groups. For each group a covariance matrix was computed from a
time series of daily returns as well as monthly returns.
RR (1980) performed a maximum likelihood factor analysis on one group of securities
and from the x2 test of this group discovered five factors were sufficient to explain the
covanance of the securities returns. They then imposed this number of factors on the
other groups. The result showed that 16 groups had a 90 percent chance that five factors
were sufficient, while over three quarters had at least an even chance that five were
enough.
In determining the number of factors through factor analysis, the ideal situation would be
to include all securities in the covariance matrix. The need to break the securities into
groups of assets is due to limitations on the processing capabilities of the computer used
in the study.
The practise of breaking up of the securities into groups were critically examined by
Dhrymes eta!. (1984). They state that ...' Factor analysing small groups of(30) securities
is not equivalent to factor analysing a group of securities sufficiently large for the APT
model to hold.' Apart from that they also observed in their study that the number of
factors increases as the number of securities used were increased. The study, found that a
covariance matrix of a group with 5 stocks, 2 factors were sufficient; for a group with 30
stocks, the number of factors were 3; and a group of 90 stocks, 9 factors were detected.
In Dhrymes et a! (1985a), it was discovered that the number of factors also increases as
the number of observations of returns is increased. In another study of Dhrymes et a!
(1985b), both the number of securities and returns observations were increased
simultaneously and again the number of factors increased.
Beenstock and Chan [BC],(1986) studied UK stocks and detected a similar pattern
between the size of the covariance matrix and the number of factors that could be
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extracted from it. With 30 stocks, there were less than 5 factors; with 60 stocks, there
were less than 15 factors; and with 80 stocks there were less than 20 factors.
The number of factors needed by the APT was determined through the following
expression,
ER1 = (1-a)R,(K) + aR,(Km) + W	 (4.4.1)
where R1(K) is the fitted value for ER, from an n factor model while R,(Km)S from the m
factor model. If n is appropriate then a should be close to zero. The study tested K = 20
against Km = 4. The result showed that a was between 0.0021 and -0.0008. This meant
that the APT performed better with 20 factors.
Abeysekera and Mahajan [AM], (1987) in another study for the UK stock market,
performed a maximum likelihood factor analysis on each of seven portfolios. There were
40 stocks on each portfolio. The difference between this study and the RR study was that
the number of factors from one group was not imposed on the other groups. The results
showed that the number of factors were not consistent between the seven groups. There
were groups which had a six factor structure and another with eight factor structure.
Studies that have employed the PCA technique in empirical tests of the APT have
generally followed a consistently similar procedure and methodology. The tests were
conducted by computing the eigenvalues from a covariance of securities returns and
observing the behaviour of these eigenvalues as the number of securities is increased.
The number of exploding eigenvalues will determine the number of factors relevant to
the structure of stocks returns.
Trzcinka (1986) focused on the issue of the number of factors in the APT for US
securities using the PCA. The data selected were weekly security returns for the period
1963 to 1983. Firstly, the covanance matrix for 50 securities was constructed, and 50
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additional stocks were added each time to the matrix to create a sequence where the
matrix was expanded up to a maximum of 865 stocks. From the covanance matrix of
each sequence, the eigenvalues were calculated and subjected to a combination of tests.
If the APT is structured by K number of factors, then only K number of eigenvalues will
increase and K+1 eigenvalues will remain constant as more stocks are added into the
covariance matrix. A chi-square test was performed on the eigenvalues from each
sequence of the covariance matrix. This is a general test to identify any eigenvalues that
are distinct from other eigenvalues and involves testing whether there were any
eigenvalues that are equal to each other. The result showed that none of the eigenvalues
were equal. This meant that the study could not detect any of eigenvalues that were
distinct. In addition, the chi-square statistic grew larger as more securities were added
and there was no indication that the eigenvalues remained the same. The result of this
first test showed no suggestion that K factors can be extracted or that previous tests of the
presence of five factors were supported.
Trzincka (1986) termed the next group of tests as 'eigenvalues tests', where the behaviour
of the eigenvalues from each sequence of groups of stocks was examined to detect any
differences between sequences. The first test is running the regression between the
eigenvalues and the size of the covanance matrix as shown below:-
l('n) = a0
 + an + e
	 (4.4.2)
where is i the jth eigenvalue and n is the group size. The hypothesis is that for some K
factors a11 will be positive. For K+1 factors however, the result of a11 should be equal to
zero indicating there were no differrences in that particular eigenvalue as the number of
stocks were increased.
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The study found that the a 1
 were significantly positive indicating that the eigenvalues of
the K factors did explode, but this pattern were registered for up to twenty eigenvalues.
This indicates that there may be more than twenty factors present. The first eigenvalue
has the largest value and this value increases as the number of securities were increased.
Trzincka (1986) also performed a chi-square tests on adjacent eigenvalues, that is the
hypothesis that i (n) = l^ (n) to seek evidence that the earliest and largest eigenvalues
grew larger relative to the remaining eigenvalues. The result found strong relationship
between the first and the second eigenvalue but weaker relationship between the second
and the third eigenvalue. The hypothesis that the eigenvalue were equal were accepted
for the relationship between the sixth eigenvalue and the eigenvalues after it. As the
covariance matrix were enlarged the difference between the first five eigenvalues were
significant. Therefore, the study suggested that five eigenvalues may eventually dominate
the covariance matrix, and that five factors may be sufficient to explain returns.
It seemed from these results that there is no conclusive evidence on the number of factors
needed to explain returns. However, in line with the APT which states that only
systematic risks are relevant in determining returns, only certain factors are relevant and
should be priced by the market while other factors can be diversified away. This meant
that not all factors will be priced. This is the subject of the next section.
4.5 Empirical tests of the APT
As mentioned earlier, the APT state that returns are assumed to be generated by
expression (4.2.4) and that only risk pertaining to the common factors will be priced.
These systematic risks are measured by the security coefficients, the k's, in the same
expression. It was discussed in the previous section that the number of factors could be
determined and the sensitivities of stocks returns, the k's, on these factors could be
represented by the factor loadings.
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Shanken (1982) stated that if returns are generated by expression (4.2.4) then the
expected return is equal to a linear combination of a unit vector and the factor loading
vectors. Tests of the APT can then be performed on these factor loadings. Generally, the
procedure involves regressing security's returns against these factor loadings. The basic
cross-sectional pricing relationship is similar to expression 4.2.12.
However, Shanken pointed out that empirical test formulated in this way do not
discriminate between different packaging of the same underlying returns. He showed that
for any set of assets which conforms to a set of factors, there exists an equivalent sets of
assets. These assets are equivalent if the returns are identical. The equivalent assets will
not have the same factor structure as the original assets unless there is some level of
idiosyncratic risks. Unless both sets of assets follow a zero factor model, the factor
structure will be different. Therefore, the 'true' factor structure will not be easily
identifiable.
Dybvig and Ross (1985) however claimed that in an economy with a large number of
assets the situation forwarded by Shanken would be unrealistic. This is because
constructing the equivalent sets of assets will cause the variance of returns to magnify.
The transformation will emphasise the idiosyncratic risks and de-emphasise the factor.
Dybvig and Ross stated that this violates the assumption of the APT that the idiosyncratic
risk should not be too large.
RR (1980) performed a test of the APT through the following cross-section regression.
E1 -E0 =21 b11 + ............	 (4.5.1)
and the basic hypothesis is, there exists non-zero constants, (E0, Afl ,.... ASk), for all i. As
discussed in the previous section, the result of the factor analysis from the same study,
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showed that five factors were sufficient for most of the groups in the study. The factor
analysis provided the factor loadings for the regression above.
RR (1980) pointed out the problem that the factor loadings may not be unique and that
can be subjected to factor rotation. It meant that a new set of factor loadings could be
obtained with a different rotated set of factors. As a result, tests can only be made to
determine whether the As were significantly different from zero, but not to determine the
sign of the As. The result of the study showed that at least three factors have significant
values of A. 88.1 percent of the groups had at least one significant risk premium and 57.1
percent had at least three.
The second test of the APT in the RR study was to include the standard deviation of
individual securities return. The following cross-sectional regression were run for each
individual securities in each group.
R _b1+.....%5b5+%6s+e, 	 (4.5.2)
where	 is the sample arithmetic mean return for securityj, b 11 to b51 are five factor
loadings, and is the standard deviation of returns. For the APT to be valid, the risk
measured by the standard deviation would not be relevant in explaining returns and
therefore 6 should be equal to zero.
The result of the study showed that standard deviation had an effect on returns in 45.2
percent of the groups, while 28.6% of the group had at least one factor loading being
significant. RR explained that this result could be due to the skewness of the returns.
They overcame this problem by estimating the parameters in regression (4.5.2) from a
different set of data that was used to estimate the standard deviation, factor loadings and
the expected returns. The result showed a reduction in the influence of the standard
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deviation. 21.4 percent of the groups showed significant results for standard deviation.
The influence of the factor loadings however increased to 31.9 percent of the group.
The study also tried to ascertain whether all the groups have the same factors. This could
mean that the intercept in regression (4.5.2) is the same for all groups. A should be the
expected return from a nskless asset or an asset with no sensitivities to the common
factors. The study found no evidence that the intercept were different across groups.
Tests were also conducted on the differences of 	 between groups, that is, Og_1f -
'Og,I ,where g is equal to 2,4,6.... and so forth. The null hypothesis that the difference is
equal to zero was accepted.
The problem of factor loadings being susceptible to factor rotations and the effect on
tests of the individual ?,was further explored by Dhrymes et a! [1984](DFG). They
claimed that these tests will be ambiguous and stated that '.. .the whole testable
hypothesis is how many factors there are and whether none of them is priced, rather than
whether some of them are priced and others are not'.
They showed that the estimated factor loadings obtained through factor analysis were
actually rotated factor loadings from the original factors. The transformation is in the
form below:-
B=QB0	(4.5.3)
where the estimated factor loadings ä is a transformation of the original factor loadings
by an arbitrary orthogonal matrix Q.
Tests of the APT, specifically as formulated by RR(1980) have used the coefficients from
the regression between returns and the factor loadings and other extraneous variables.
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These coefficients have been subjected to tests. These tests used the variances of these
coefficients. It is these variances that are being affected by the orthogonal matrix Q.
However it only affects the coefficients of the factor loadings, not tests on the intercepts
and other extraneous variables.
Therefore tests on the intercepts and the extraneous variables can be made using t-tests.
Tests for the other coefficients can be made by using the x 2 test whether the coefficients
were equal to zero.
The study by Dhrymes et a! (1985) took into consideration the above observation and
examined three major issues.
1)Tests for any linear relationship between the factor loadings and expected returns.
2) Test on the intercept term.
3) Tests on the effect of unique measures of risks to stock's returns.
For the first test, the null hypothesis was whether the s were collectively equal to zero.
Dhrymes et a! (1985) replicated the tests using data from the period similar to RR study,
and the stocks were divided into 42 groups with 30 stocks in each group.
The result of the study showed that at the 5% significant level, three groups had risk
premiums that were significantly different from zero. At the 10% significant level, the
study found another three groups with significant results. A majority of the groups had no
significant results.
For the intercept, the study conducted three tests.
1) The hypothesis that the intercepts are equal between the 42 groups.
2) That all intercepts are zero.
3) That the intercepts are equal to the risk-free rate.
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The hypothesis that all the intercepts are equal were accepted even by using two, three
and four factor models. For the second test, the study found 13 groups with results that
were different from zero at I % significant level. The number of groups that showed
significant results were considerably less than in the RR study. For the third test,
Dhrymes et al (1985) tok the differences between the intercept and the Treasury bill
rate, and found that the hypothesis was rejected for all groups. These results are
incompatible with the APT.
The study used the standard deviation and the skewness of securities returns in the cross-
sectional regression for the third test. The results here were even less encouraging for the
APT. Only 2 groups rejected the null hypothesis that the risk premia were zero, while 8
groups rejected the hypothesis that the coefficients for the standard deviation and the
skewness were equal to zero. These unique measures of risks proved to be as frequently
significant as the common risks.
The Dhrymes et a! (1985) comprehensive study did not offer conclusive support of the
APT. This opposing result with the RR(1980) study showed that the validity of the APT
model is still mixed.
Chen (1983) tested the APT, simultaneously comparing the APT and the CAPM. The
tests were similar to the previous two studies in that factor loadings were used as factor
sensitivities. The factor loadings were estimated from stock returns from odd days, and
the cross-sectional regression was performed on data from even days. The regressions
were performed on 4 sub-periods with each sub-period made up of four years. The period
of study was between 1962 to 1981.
For the APT, the regression used factor loadings from five factors. The cross-sectional
regressions for the APT and the CAPM were as follows.
? k b,k +c	 (APT)	 (4.5.4)
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X +A 1 b1 +i,	 (CAPM)	 (4.5.5)
Firstly the study observed that for the APT, there were at least one factor that were
significantly different from zero. For the first sub-period A., A, A. 4 and A.5 were
significantly different from zero. For the second sub-period A.2 and A.5 were significantly
different from zero, while in the third sub-period, it was A. and A.2 and in the fourth
period it was, A.. The APT seemed to be supported by these results as the validity of the
model can be accepted with at least one priced factor.
For the CAPM test, Chen (1983) found to be negative and significantly different from
zero in the first and fourth sub-period. This result coincided with the A. result of the
APT. The study also found that the correlation between the k 1 and were 0.95.
The ability of the APT to pick up information not captured by the CAPM was also tested.
This was achieved by regressing the value of i, in expression (4.5.5) against the factor
loadings. The study found that the coefficients from this regression were of the same sign
and magnitude as the result in regression (4.5.4). However in periods where the CAPM
had performed well, the same coefficients were not significant. Chen suggested that
missing information that was not captured by the CAPM was being picked up by the
APT.
Chen's procedure to test the standard deviation against the factor loadings was different
from RR and Dhiymes et a!. The securities were divided into two groups with different
standard deviations. Portfolios with the same factor loadings were then formed from
these two groups. The null hypothesis was that if the APT were valid, then the returns
from these portfolios would not be significantly different. This null hypothesis was not
rejected by the study, suggesting that returns were not differentiated by the standard
deviation. This result is again in favour of the APT.
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Beenstock and Chan (BC) [1986 tested the APT on UK stocks returns from the period
1962 to 1981. Three regressions were used shown below:-
(4.5.6)
R,,— Rfl =0 2, +lAk,4k(7T2)+uI,	 (4.5.7)
(4.5.8)
The first regression is where the excess return for the period T1 T2 were regressed against
the factor loadings estimated from the period TT2 . The excess return for each stock were
obtained by taking the difference between the stocks' return and the UK's Treasury Bill
Rate. These excess returns were calculated from the same period from which the factor
loadings were determined, hence the same T1T2.
The second regression is where individual excess returns for the period IjT2 were
regressed against the factor loadings estimated from the period T1T2 . This regression was
similar as in the RR (1980) study. This regression is different from the first regression as
monthly estimates of the risks premia were obtained.
In the third regression, the excess returns from period T3T4 were regressed against factor
loadings from a prior period T1 T2 . BC used factor loadings from an average of about 20
factors in the regression.
The tests were performed on data for the whole 20-year period and for data over 2 ten-
year sub-periods. The data were also divided into three groups of 80 securities in each
group.
For the first regression, the study found in all groups, there were not more than 3 factors
which were significantly priced. There were 2 groups that had no significant results,
which meant that the factors were not priced. For the second regression, BC only
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reported the coefficient of multiple correlation. Nearly half of the sample had an R2 over
0.60, which suggested that the factor loadings did have a considerable explanatory
power.
For the third regression, C reported results only from 1 group. The factor loadings were
estimated from the period between January 1971 to December 1980 and the excess
returns were taken from January 1981 to December 1981. The study found the R2 fell as
the months proceeded from January 1981 to December 1981.
The study of the APT by Abeysekerra and Mahajan [AMI (1987) for the UK stock market
took data from the period January 1971 to December 1982. A generalised least squares
regression similar to the RR study was performed on returns and the factor loadings.
Time series of estimates of and k were obtained.
The first test conducted was whether the ) or the intercept from the regression was
equal to the risk-free rate. The Treasury Bill Rate were taken as the risk-free rate. The
second tests were whether the risks premia, ? k = 0 (where k = 1.......m). For this purpose,
the study utilised t-tests and Chi-square tests to determine the significance of the
individual premia.
The study found that at the 5% significant level, the intercept was equal to the risk free-
rate for all groups. At 10% significant level, one group rejected the hypothesis that
were equal to the risk-free rate. AM also found that the intercepts were significantly
different from zero.
For the second test, AM (1987) found that through the Chi-square tests, they could not
reject the null hypothesis that the ?k is not significantly different from zero. T-tests of
the individual risk premia also found that the majority were not significantly different
from zero.
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The results of the UK studies were clearly mixed. In the previous section BC found that
the number of factors that could be extracted in the covanance matrix of UK stocks were
larger than the US studies. However the results of the pricing tests showed that not all the
factors were priced. This may indicate the validity of RR (1984) observation that some
factors may be diversified away and not priced.
4.6. Size effects and the APT
Like the CAPM the APT has been subjected to anomaly tests. One of the most widely
known anomalies is that size seems to play an important role in determining security's
returns. In the CAPM studies, it was found that returns of smaller firms with similar risk
to large firms tend to have higher returns. Within the context of the CAPM, firms with
similar betas should have identical returns and no other measure or attributes other than
beta should be relevant in determining returns.
The study by Reingan urn (1981) tested the size effect on the APT for US securities for
the period 1964 to 1978. Firstly, factor analysis was performed on daily stocks returns
from period i-I and the factor loadings for each stock were estimated. These factor
loadings were then ranked from high to low. Portfolios were then formed which were
made up of securities with the same factor loadings. These portfolios were called
controlled portfolios.
The daily returns of the controlled portfolios were then calculated for the period t. This
was achieved by taking the average daily returns of stocks within the portfolio. The
excess return of individual stocks in the particular controlled portfolio were then
determined. It was the difference between the controlled portfolio's daily return and the
individual stocks' returns.
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The stocks were then divided according to their market value. Reiganum (1981) stated
that these groups should have identical average excess returns and indistinguishable from
zero, since they were based on the same factor loadings.
The study found the results to be inconsistent with the APT. The average excess returns
of the groups were not equal to zero. For small firms, the average excess returns were
positive, while for large firms, it was negative. The findings were consistent regardless
whether the returns were based on three, four or five factor loadings.
Securities from the UK market showed no sign of the size effect on the APT. Beenstock
and Chan (1986) firstly showed that the correlation between returns and size for the
1962-8 1 period was -0.08. Then average market values were regressed against the factor
loadings and the study found no evidence that size was explained by the factor loadings.
Size was also included as one of the variables in the regression between returns and the
factor loadings and the study found that the premium attributed to the size of the security
was not significant.
4.7 Conclusion
This Chapter reviewed the theoretical derivation and empirical tests of the APT. The
APT as compared with the Capital Asset Pricing Model, was derived with less stringent
assumptions. The model states that asset's returns are influenced by factors that are
common among the assets. The theoretical derivation of the APT however did not specify
the nature and the number of these factors. Empirical tests therefore were mainly
conducted to consider both these issues as well as the pricing of these factors.
A majority of tests on the APT were conducted using data from the US Stock Market. By
using the techniques of Factor Analysis and Principal Components Analysis, the results
showed there are at least five factors that were common in the US market. However these
results were refuted because the number of factors seemed to increase as the number of
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stocks were increased. Studies of the UK market mainly used the Factor Analysis
technique to determine the number of factors. The number of factors found was not
conclusive. In the BC (1986) study there were as many as twenty while in the AM (1987)
study, some sub-groups had a minimum of six factors.
The results were also not conclusive for tests on the pricing of these factors. The results
from RR (1980) showed only 3 factors were priced while Chen (1983) indicated only 1
factor was priced. A replication of RR's (1980) study by Dhrymes et al (1985) which
tested the joint significance of all the factors showed there were less number of groups
with significant relationships between the factors and stocks' returns. For the UK Stock
Market, BC (1986) found only three factors were priced while AM (1987) found no
significant relationship between the factors and stock's returns.
The next chapter presents the study to determine the number of factors prevalent in the
UK Stock Exchange using the technique of Principal Components Analysis (PCA). It also
examines the stability of the factor structure across periods. To achieve this objective,
PCA is performed on returns of a groups of assets from a shorter length period. This
differs from the studies reviewed in this chapter which extracted the factors from longer
periods and in this manner may be subjected to changes and are unstable.
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Chapter 5
The Number of Factors in the UK Stock Market
Introduction
This chapter presents the study to determine the number of factors prevalent in the UK
Stock Market, in accordance with the Arbitrage Pricing Theory.
The Arbitrage Pricing Theory (APT) stated that expected returns of securities are linearly
related to a number of common factors. However, the theory did not specif' the number
and the nature of these factors. Therefore, empirical tests of the APT were generally
performed to determine the number of factors that were needed to explain security's
returns. To achieve this objective previous studies have employed the techniques of
Factor Analysis and Principal Components Analysis (PCA).
Previous studies of the UK stock market have used the technique of Factor Analysis to
extract the factors. These were by Beenstock and Chan (BC) (1986) and Abeysekera and
Mahajan [AY] (1987). This study employs the PCA technique to determine the number
of factors and also examines the stability of the factor structure.
The use of PCA technique for empirical tests of the APT was originally suggested by
Chamberlain and Rothschild (1983). Shulda and Trzincka (1990) outlined some
advantages of using PCA. First, the factors from PCA are unique and not affected by
rotation. Second, a test of the APT which uses PCA is more likely to reject the null
hypothesis because of measurement errors. Therefore, no evidence against the PCA
provides a strong evidence for the APT. Third, the PCA is less costly and less
cumbersome to use.
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5.2. Methodology.
The studies reviewed in Chapter 4 have followed a common procedure in their
methodology. Most of the studies extract factors from groups of stocks. This is due to the
complexities in extracting the factors, where computing capabilities were limited and
costly. Second, these studies have extracted the factors from a long term period of data.
For example RR (1980) used daily returns from a ten year period that is from 1962 to
1972. The securities were divided into 42 groups of 30 stock in each group. Reinganum
(1981 ) divided securities into 30 portfolios. Chen (1983) used groups of 180 stocks,
while BC (1981) used monthly returns from a twenty year period of 1961 and 1981 and
divided stocks into 3 groups of 80. Trzcinka (1988) and Shukla and Trzcinka (1990) used
weekly returns from 1963 to 1983.
These procedures may have subjected these studies to instability of factors both across
time and across groups. The underlying factor structure might change over time, and that
testing the APT over long periods may run the risk of non-constant parameters. This was
proven by the studies of Dhrymes et.al . (1984) and Dhiymes et.al . (1985) where the
number of factors increased as the number of securities and the time period were
increased. Study by AY (1987) also found different groups to have different numbers of
factors. Hence there is a need to identify the factor structure over a shorter time horizon.
This study determines the number of factors from a shorter time periods as well as to
ascertain the stability of these factors across sub-periods. The periods covered in the
study were between January 1972 to December 1993. The overall period was divided into
20 sub-periods. The first period of the PCA covered the years between January 1972 and
December 1974. The next period of PCA was taken by moving up a year to January 1973
to December 1975. This length of time period (36 months) was used on the assumption
that important factors should remain stable within a 3 year period. As discussed earlier,
previous studies have used periods longer than this 3 year period in their extraction of the
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number of factors. The Dhrymes et al (1985) study which specifically examined the
effect of different time periods had used as a minimum 5 years of securities returns.
By reducing the time periods however reduces the number of stocks that can be used for
the PCA. Specifically, to estimate the elements in the covariance variance matrix used for
the PCA, and to provide sufficient degrees of freedom, the number of stocks must not be
greater than the number of monthly observations. Therefore, the underlying factor
structure have to be identified using a small groups of stocks. The factor structure then,
may not be general enough to represent other group of stocks. To overcome this
problem and to obtain a more general factor structure, a second stage PCA will be
performed. Further details are given below.
This study uses the same 550 stocks that were used iP the tests of the CAPM in chapter 3.
The stocks were divided alphabetically into 22 groups, with 25 stocks in each group. The
number of stocks in each group are chosen so as to provide sufficient degrees of freedom
by using 36 months of return observation as well as to divide the number of stocks into
exact equal numbers in each group.
The computer package used to run the PCA is the SPSS Computer Software Package.
The SPSS package only allows the use of correlation matrix rather than the covanance
matrix. This limits the inferences that can be used to determine the factor structure.
The PCA is performed in two stages. A First Stage PCA is performed on each of the 22
groups. The outcome of this procedure will be a set of factors. The first few factors will
explain for the highest percentage of correlation among the stocks in the group.
Factor scores for each group can then be determined based on the stocks returns. The
contribution of each stock on the score is based on its loadings to the particular factor.
Within each group, the score from a particular factor can be regarded as a portfolio
constructed based on the loadings. This is in line with Chen, Roll and Ross (1986). The
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PCA technique ensures that the factors contains information or characteristic that is
different from each other, since the factors are uncorrelated with each other.
This study then investigates whether a similar factor from all the groups represent the
same risk characteristic. To achieve this objective a Second Stage PCA is performed on
the scores from the same factors from each group extracted from the First Stage PCA.
This procedure is aimed at obtaining a more general factor structure than is possible from
a small portfolio of 25 stocks. For example, all the first factors from all the groups will be
subjected to the Second Stage PCA. If the factors from the first stage PCA represent a
common measure, then a 'superfactor' structure can be determined. The next section
presents in detail the two stages, a bnef review on the concepts of the PCA and the test of
the eigenvalues.
The number of stocks in each group was selected to accommodate the running of PCA
on 36 months of returns. This decision took into account the trade off between using
more stocks into the sample and reducing the time period for each PCA. A large sample
will necessitate a longer period of PCA, which consequently will give rise to the
possibility of there being real but unobservable shifts in the underlying factor.
Table 5.1.1(a) and Figure 5.1(a) shows summary return statistics for all the groups used
as well as that of the market. The statistics were calculated from January 1972 to
December 1993. The lowest average return registered was 0.9 percent and the highest
was 1.400 with an average standard deviation between 5.500 to 7.1%. Within the period,
the market registered an average return of 1%. The kurtosis and skewness values vary
across groups. The mean, median, kurtosis and skewness figures also show that the
returns do not follow a normal distribution and hence the results of the statistical tests
should be observed with, accordingly.
Figure 5.2a to 5.2d shows the price performance of each group relative to the market. The
Financial Times All Share Price Index represents the market performance. For each
group, the price performance is represented by the equal weighted price index of 25
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stocks. There were no significant differences in the performance and price trends of the
groups against the market. The trends between the groups were also similar.
The overall market experienced two significant movements. First, the rebound of the
stock market in 1975 and, second, the crash in 1987. The effect of these two incidents
had a slight effect on the results of this study. This will be discussed in the appropriate
section.
Table 5.1.1(b) showed descriptive statistics of returns from a sample of groups at
different non-overlapping sub-periods. Again, the statistics are similar across groups.
Between 1972 and 1974 for example, the stock market was declining, and the average
market return was —2.7%. The sample groups also had comparable negative average
returns. The similarity of the groups in non-overlapping sub-periods is also highlighted
inFigure5.1 (b).
In general, the summary statistics and the price trends showed that the groups appear to
be similar with each other.
5.2.1 First Stage PCA.
In this first stage, a PCA was performed on groups that was defined in the previous
section. The objective of PCA is to transform each stock's returns linearly and
orthogonally into an equal number of new variates known as components. However the
term 'factors' will be used to avoid further confusion in accordance with the terms used
in the theoretical derivation of the APT.
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Since there are 25 stocks in each group, there are 25 new factors in the form shown
below:-
C1 =b11 R + b12 !?2 + .................+b25R25
C25 =b251 R + b252 R2 + .................+b2525R25	 (5.2.1)
Each stock's return can be determined from the values of the factors through the
formulation below:-
R =bC1 + b21 C2 .......+b 1 C
	 (5.2.2)
where R, is the return of the stock i, C! is the first component or factor, b11 is the
coefficient of the first stock to the first factor and so forth to the 25th factor. From the
discussion of PCA in Chapter 4, the coefficients b11 ........ . b2525 are eigenvectors
corresponding to the eigenvalues 11 .........l of the variance-covariance matrix for the
25 stocks in each group. The variance-covariance matrix of each group was constructed
from 36 monthly returns.
Formally, from section 4.3.2 in Chapter 4, the variance-covanance matrix of the 25
securities can be expressed into the following:-
S R =BDB	 (5.2.3)
where, SR is the variance-covariance matrix of securities returns, B is an m x m matrix
whose jth column contains the normalised characteristic vector associated with the
eigenvalue i and D is a diagonal matrix whose jth diagonal element is i. As for the first
factor, b 1 is chosen so as to maximise the variance of that first factor. To achieve this
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objective, the first eigenvalue '1 chosen will be the largest. Accordingly b 2 is chosen to
maximise the variance of the second factor, subjected to the first and the second factor to
be uncorrelated. The first eigenvalue would have the highest value. The subsequent
eigenvalues will have reducing values.
It was mentioned earlier that the SPSS package used in this study only allows the use of
correlation matrix rather than covariance matrix. From Dillon and Goldstein (1984) the
correlation matrix of returns R is related to the covariance matrix SRbY
R = D*SRD*
	 (5.2.4)
where D* is ap xp diagonal matrix with diagonal elements i/.j 	 forj = 1,2....p.
The sum of the eigenvalues will therefore be equal to the number of stocks (p) in each
group. The proportion of the total variation accounted for by the kth factor is simply 'k/p.
This percentage of total variance accounted by each factor can be used as a rough guide
to determine the importance of the factor. The first factor will have the highest
percentage.
5.2.2. Test on the number of distinct eigenvalues.
This test is based on the assumption that only the first few eigenvalues and eigenvectors
are sufficient to explain the returns of the stocks. This is due to the high proportion of the
total variance of the returns can be explained by the first few k factors and the remaining
factors can be ignored. The hypothesis is that each of the first few k eigenvalues are
different from each other while the remaining p-k smallest eigenvalues are equal to each
other. It was also stated in the previous section that the value of the eigenvalues are
reducing.
The following procedure to test the eigenvalues from a correlation matrix is provided by
Lawley and Maxwell (1971). The hypothesis to be tested is, for 0 <k > p—i, the p-k
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smallest eigenvalues are equal. For example, if the first eigenvalue (k =1) is different
from the others, are the other values of 12 to l, equal to each other.
The test criterion used is a 2
 chi-square test in a form below:-
n[— logJRJ+ log(1112.....
'k )^ (P - k)logl
where
IRI
	 111213
—1)/(p-.-k)
and n is the number of variables.
(5.2.5)
(5.2.6)
Lawley and Maxwell stated that the distribution of this criterion does not tend to the 2
form. However it is also asserted that if the first k components accounts for a fairly high
proportion of the total variance, it can be regarded as a rough z2 variate with
(p - k + 2)(p - k - 1) degrees of freedom. The chi-square value is then compared with
a critical value.
The critical value is determined as follows:-
cv =	
9v V9v)
	 (5.2.7)
where v is the degrees of freedom, and z is the test statistic pertaining to the selected
significant level. If the chi-square value is lower than the critical value at the kth
eigenvalue, therefore the remaining (p-k) are equal to each other. Equal eigenvalues mean
that the remaining factors are inseparable. Jackson (1991) stressed that the last few
factors may relate primarily to a residual variability.
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5.2.3 Determination of the component ( factor) scores
The components shown in expression (5.2.1) are stated in terms of the stock returns. The
values of the components are known as factor scores. Harman (1970) showed that using
PCA technique these values can be determined exactly without estimation. This is
because the linear factor model in PCA does not involve any residuals or factors that are
unique to the particular stock.
The coefficients b, for each stock in expression (5.2.1) are derived from the PCA of the
group from which the stock is located. The PCA are performed on a 3 year period of
monthly returns. Each	 therefore is a measure for that particular 3 year period. Since
the factor scores can be derived from the stocks returns, it is therefore possible to
determine the factor scores for each month through expression (5.2.1). The bof each
stock can be used as a weight or contribution of that stock to the factor score. On this
basis the factor scores can then be subjected to a second stage PCA.
5.2.4 Second Stage PCA.
In the first stage, the stocks were divided alphabetically into groups and PCA was
performed for each group. Tests on the eigenvalues of each group will determine the
number of factors or the factor structure for each group. The purpose of this second stage
PCA is to determine a 'superfactor' structure that is appropriate for all the groups.
The procedure to achieve this task can be explained with the aid of Figure 5.3. In the first
stage PCA, factor scores are calculated from each group from Groups 1 to 22. These are
made up of monthly scores from a three year period. The first score from each group are
collected and grouped into the first factor group, which in Figure 5.1 is known as Group
A. Similarly, the second factor scores from Group 1 to Group 22 are collected and
Harman (1970) further pointed that in cases where Factor Analysis is used, the factor model
involves both common and unique factors and therefore the ' .... . generally accepted procedure
is to resort to the 'best fit' in the least squares sense'
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grouped into Group B and so forth where the same are procedure are applied to the other
factor scores.
A PCA in this second stage produced a similar expression to (5.2.1) for the second stage
factors extracted. These factors are referred to here as superfactors because they are
derived from the factors from the first stage. This can be expressed clearly as follows:-
SC1 =sb11 C1
 +sb12 C2 +.................+ sbC
SC=sb 1 C1
 + sb 2 C2 +.................+ sbC 	(5.2.8)
where SC, is the Super Factor i , C, are the factors from the first stage PCA, and sb
are the superfactor coefficients. The PCA pertaining to expression (5.2.8) was performed
for all the factor groups (A,B,C.....). Therefore, in PCA of Group A, C, in the expression
pertains to all the first factors from the first stage PCA, while in Group B, C, pertain to
all the second factors and so forth for the other groups.
5.3 Results of the First Stage PCA
This section presents the results of the first stage PCA perfonned on each of the 22
groups of stocks. From the PCA, eigenvalues for each factor are obtained as well as the
factor coefficients of each stock to these factors. The PCA are conducted based on stocks
returns from a period of 36 months and there are 25 stocks in each group. Therefore, the
results will pertain to a particular period and to a particular group. Comparisons between
groups are then made.
It was stated in the previous section that there are twenty sub-periods. Only the result of
the first period will be discussed in detail. This result will be used as an illustration, since
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the PCA produces results in like manner for all other periods. Results for the other
periods therefore will be discussed in summary form.
Column A in TableS.2. 1 presents the eigenvalues of each group in the first period. Each
eigenvalue can be interpreted as the variance of the factor it represents. The importance
of a factor can be examined by the percentage of total variance explained by that factor.
The total variance is the sum of the variance of each stocks returns. In SPSS Software
Package, the returns of the stocks and the factors have been standardised with mean 0 and
a standard deviation of 1. Since there are 25 stocks in a group, the total variance is 25.
The first eigenvalue can be interpreted as the variance of the first factor. Dividing this
eigenvalue with 25 gives the percentage of the total variance of returns explained by that
first factor. For the first group, the first factor accounts for 43.9% of the total variance of
the stocks in the group. This is obtained by dividing the value of the first eigenvalue
which was 10.96741 by25.
Group number fourteen shows the lowest actual value in the first eigenvalue of 6.773 and
consequently the lowest percentage of variance of 27.1%. The highest first eigenvalue is
12.023 which is registered in the twentieth group which explained 48.1% of the total
variance. This percentage of variance can be used as an ad-hoc basis to determine the
importance of the particular factor.
The factors are arranged in descending order of the amount of variance explained by the
factors. The procedure in PCA ensures that the first factor captures the most variability
among the stocks return and therefore shows the highest value in terms of actual
eigenvalue and percentage of total variance. For Group 1, the second factor has an
eigenvalue of 2.120, which accounted for 8.9% of the total variance. The fifth factor only
accounted 5.1%.
To determine the number of factors that are sufficient to explain the returns, the
cumulative percentage of variance extracted by the successive factors can be used as a
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criterion. In Table 5.2.1 this is shown in Column B. For the first period, the first five
factors in Group 1 accounted for 70.3% of the total variance. It can also be seen that in
most groups the first five factors accounted for more than 60 percent of the variance
explained. The highest cumulative percentage of variance for the first five factors is in
group 20 with 72.2%. The lowest is in group 22 with 62.1%.
Table 5.3.1 shows the cumulative percentage of vanance for the first five factors for each
groups in the other sub-periods. The first five factors accounted on average of about 62
percent of the total variance. The highest cumulative percentage is 80% and the minimum
is 48%. With the remaining factors each accounting for variance of less than 5 %, it
would be adequate to only consider the first five factors to explain the returns of shares.
These first five factors were then used in the Second Stage PCA.
The PCA was conducted on 36 months of returns. As mentioned earlier, to encompass the
whole period between 1972 to 1993, the PCA was conducted on sub-periods of 36
months. After each sub-period, the returns from the first year of that sub-period were
taken off and next year returns were added to obtain the next sub-period returns.
Consequently there will be sub periods that overlapp with each other.
Therefore, a large degree of similarity is expected for periods that overlapp for two years
and to a lesser extent that overlapp for one year. This effect can be seen in some of the
results in Table 5.3.1. In group 17 for example, period 6 results will be affected by
periods 4 and 5. The cumulative percentage variance for period 4, 5 and 6 were, 0.74,
0.66 and 0.64 respectively. For period 7 the cumulative percentage was 0.62 which did
not include the data from period 4. For period 8, the cumulative percentage was 0.63,
which did not include data from period 5. These results showed that the factor structure
would experience a slight change due to changes in the underlying data.
The effect of changes in the underlying data can be clearly shown in the results for sub-
periods that include 1975 and 1987 returns. The sub-periods that used 1975 returns are
period 2,3 and 4. Table 5.3.1 showed that the cumulative percentage variance for the first
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five actors is higher for all groups in these sub-periods. In Group 4 for example, the
cumulative percentage variance for period 2, 3 and 4 were, 0.77, 0.76 and 0.73
respectively, which was higher than other sub-periods. To a lesser extent, this is also
evident in sub-periods 14, 15 and 16, which included the returns in 1987.
The results showed that factor structure changes with changes in the underlying data and
is more apparent in significant changes in the stock market.
5.3.1 Results of the chi-square tests.
Table 5.4.1 shows the results of the chi-square tests in period 1. The first row indicates
the kth eigenvalue. For example if k is equal to 1, the hypothesis is that the first
eigenvalue is different from the others and that the second to the twenty fifth eigenvalues
are equal. The second row shows the critical values pertaining to the respective degrees
of freedom. This degree of freedom is determined by the kth eigenvalue. For each group
the table shows the chi-square value for each period. The chi-square values are compared
against the critical values. A lower chi-square value against the critical value at a
particular k eigenvalue will mean that the remaining eigenvalues are equal to each other.
Equal eigenvalues meant that after the k distinct factors, the remaining factors may
account for a small variation on the stocks and related to the residual variability of the
individual stocks. This residual factor may be uncorrelated between the stocks in each
group.
In the first period Group 22 showed that chi-square values are lower than the critical
values after the 9th (k) eigenvalue. Therefore the last 16 eigenvalues are equal. This
result suggests that the stocks in this group are correlated based on the first 9 factors. The
9 factors are adequate to account for the variation among the stocks in the groups. The
results showed that the factor structure are not consistent across groups. For the first
period, only group 22 showed a small factor structure. The results for the other groups
122
seemed to show that more than twenty factors are needed to explain the covariation
among the stocks..
The summary results of the chi-square tests for other periods are presented in Table 5.5.1.
The figures represent the icth eigenvalue where the chi-square value is less than the
critical value. Table 5.5.2 presents the results by highlighting groups with factor structure
less then 20. For the whole period of study, 68% of the results showed that groups have
more than 20 factor structure.
In general, the results showed that a PCA on groups of 25 stocks are likely to produce 20
factors. This factor structure is also consistent across periods. However, the first five
factors accounted for as much as 62% of the total variability among the stocks. Each of
the remaining factors accounted for less than 5%.
5.4 Results of the Second Stage PCA.
Factors extracted from a group of 25 stocks may reveal a factor structure that is highly
idiosyncratic to that group. It is necessary to determine whether there are common factors
which can generalise across groups. In the first stage PCA, the average factor structure is
made up of 20 factors. It is expected that the number of generalisable factors to be
smaller than what has been extracted in the first stage PCA.
In PCA the factors extracted are orthogonal to each other. The factors of each group
extracted in the first stage therefore are uncorrelated and do not provide the same
information. However, if a similar factor from another group reflect the same underlying
characteristic, then these factors would be highly correlated. A PCA on these factors
would produce a single superfactor for each group. The initial factors would have a high
loading with this single superfactor. It is to ascertain this issue that a second stage PCA is
conducted on similar factors from all the groups. This section presents the results of that
second stage PCA.
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As explained in the methodology section, the first factors from Group 1 to 22 are grouped
into Group A , the second factors into Group B and so forth. However, not all of the
factors are used in this second stage PCA. The procedure is stopped after the first 5
factors (after Group E). The reason only five factors were chosen was first, the variance
exp1ained by the first five • factors was on average 60% and the remaining factors each
only accounted less than 5% of the total variance. Second, only the first three factors
from the first stage are expected to produce generalisable superfactors and that other
factors are group specific.
As with the results of the First Stage PCA, the results of the first period will be discussed
in detail. For the other periods, the discussion will be in the form of summaries.
Table 5.6.1 presents the actual eigenvalues and the cumulative percentage of the total
variance represented by the eigenvalues for all the groups in the first period. Results from
Group A are outstandingly different from the other Groups. The actual value of the first
eigenvalue in group A is distinctly different from the other eigenvalues in that group and
accounted for about 93 percent of the total variance of the variables. This suggests that
the first factors extracted from the initial group I to 22 have a high degree of correlation
with each other, and may indicate a common factor. This common factor is represented
by the First SuperFactor from Group A. The first factors from the first stage PCA have a
high loading with this superfactor. The other eigenvalues in Group A seemed to be less
important and each of them contribute less than 1% of the total variance.
For Groups B,C,D and E, the first eigenvalue only accounted for less than 20% of the
total variance. The actual value of the first five eigenvalues are less distinguishable with
each other and it accounts for less than 60% of the total variance. This small percentage
may indicate that from the First PCA, the second factors onwards are more group specific
and showed less correlation with factors from other groups.
Panel 1 in TableS.7. I. presents the cumulative percentage of the first five factors for each
superfactor groups in the rest of the periods while Panel 2 shows the percentage of
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variance by the first superfactor. The results are in general consistent between periods.
For Group A the results showed that the first five superfactor alone can account for as
much as 98% variance. Abnormal periods occurred in the 11th, 12th and 13th period,
where the variance is less then 90%. On average for the whole period the first five
superfactors accounted for 93% of the variance. For this group, the first superfactor
accounted for the majority of the variances. This can be seen in Panel 2. For the whole
period, on average, the first superfactor accounted 87% of the variance. The minimum
result is in period 12 where the first superfactor accounted for 66%.
For the other superfactor groups, the first five superfactors cumulatively accounted on
average between 50 to 60% of the variance. The first superfactor from Groups B, C, D
and E do not show the same high results as the first superfactor of Group A. Group B for
example had a maximum result of 34% while the minimum can be seen in Group E with
1100.
This initial results showed that this second stage PCA were able to extract a first
superfactor from the first factors extracted from the first stage PCA. This first
superfactor are able to explain highly the correlation among the first factors. This indicate
that the first factors are highly related to each other. This behaviour is not detected in the
other Goups. This may suggest that the other factors are sample specific. The eigenvalues
were then subjected to chi-square tests. It has to be stressed that the chi-square tests are
also an approximation.
5.4.1 Results of Chi-square tests.
Table 5.8.1 presents the results of tests 5.2.6 on the eigenvalues from second stage PCA
for the whole period. The tests were conducted based on the first 14 eigenvalues. The
results of the first period showed that for group A and C there is a possibility of more
than 14 factors. For Group E, the first two eigenvalue are distinctly different from the
other eigenvalues. For Group B and D the first nine eigenvalues are distinct. Distinct
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eigenvalues meant that these eigenvalues are different from each other and also provided
that the remaining eigenvalues are small and equal to each other.
Table 5.9.1 presents the summary of the chi-square tests for the other periods. The results
show at which factor the chi-square value is less than the critical value. Generally the
results showed that the factor structure is large for all groups. 68% of the results showed
that the chi-square values are less than the critical values after the tenth factor.
Group A also seemed to show it has a large factor structure. The variance explained by
the first superfactor in this group is more than 90%, which suggest a one factor structure.
This is not in line with the chi-square results. The purpose of the chi-square test is to
identif' distinct eigenvalues provided that the other elgenvalues are small and equal to
each other. It may be that a slight difference between the remaining eigenvalues had an
effect on the tests.
5.5 Conclusion.
From the first stage PCA, the result of the study generally showed that the majority of the
groups had a structure that was made up of 20 factors or more. However, the first five
factors from these groups can account for 62% of the variance of the returns. Due to the
small sample in these groups, it is difficult to measure the generality of the factors. To
overcome this problem, a second stage PCA was then performed on the factors extracted
from the first stage PCA. Only the first five factors were selected.
The first factor PCA from each group were found to be highly correlated with each other.
From these first factors, a second stage PCA showed that 90 percent of this correlation
can be explained by the first superfactor. This seemed to suggest that the first factor from
the initial groups may represent an identical factor that is common for all groups.
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The high correlation between the first factors may indicate that it is possible to extract the
first factor by using any groups. In general this meant that a group of stocks can be
selected randomly and the first factor can be extracted and be used to represent other
stocks.
After the first factor, the remaining factors are only correlated with a less number of
stocks. Across groups, these initial factors are less correlated and a second stage PCA
failed to obtain a general superfactor to represent these factors. This may indicate that
after the first factor, the remaining factors are subjected to sample specific characteristics.
In periods of significant market movement, an increased amount of explanation can be
offered by the first five factors, indicated by the higher percentage of cumulative
variance.
In general, this study uncovered a highly stable first factor across stocks. This behavior is
consistent across periods. The next chapter will focus on the pricing of these factors in
accordance with the APT, while chapter nine will attempt to identify these factors.
;Jl
127
Returns
P
C	 P	 b
C	 C	 —
C	 -
03
0-
t
(0
<0
00	 _________________
.
-
C) _________
1
(n
...:..
1__
. .
00	 .-.--
--x--.	 -,--
o.
-.
o p p o p o p P P
0 0 a o o Q 0 0
-	 P-.)	 )	 .	 Li	 O\	 -	 00
Std. Dev.
I
1.28
Return
D	 c pp o
Q Q c 0
	
0 0 0 0 0
r_)	 r'.)	 -	 C)	 -	 ()	 (7i
iI1j III
Group pnc
8
iIIIi1
129
e
71
7
70
7'
Ill
$4
N
r
N
'3
4
4
4
4
8
4
4
8
I
I
I
I
3
8
3
(JToup pncc
8
$
1
5
I
U
a
3
a
130
(JTouppncc
3
3
3
3
S
a
I
Mitct	 I! ,I
I	 i-iId
	
IIiI
1st Factor
2nd Factor
Group 1 3rd Factor
4th Factor
5th Factor
1st Factor
2nd Factor
Group 2 3rd Factor
4th Factor
5th Factor
1st Factor
2ndFactor
Group 22 3rd Factor
4th Factor
5th Factor
Group C
Group D
Group E
Group A
Group B
131
Figure 5.3 Procedure from first stage PCA to second stage PCA
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Table 5.1. la) Selected descriptive statistics of returns lbr each group and the market
Group	 Mean Standard Deviation Kurtosis Minimum Maximum Median Skewness
0.065
0.067
0.065
0.058
0.061
0.060
0.060
0.058
0.058
0.061
0.065
0.057
0.064
0.063
0.055
0.064
0.063
0.062
0.056
0.065
0.07 1
0.062
1.536
2.285
3.920
2.853
2.2 22
1.478
3.05 6
2.847
2.507
4.590
_3.5 77
1.038
3.703
2.301
2.269
2.936
2.740
2.591
2.034
3.046
1.455
4.368
-0.272
-0.176
-0.262
-(1261
-0.227
-0.25 1
-0.308
-0.213
-0.233
-0.213
-0131
-0.165
-0.216
-0.248
-0.208
-0.182
-0.249
-0.200
-0.184
-0.255
-0.261
-0.456
0.230
0.300
0.357
(1273
{).249
0.209
(1.213
0.300
0258
0.360
0358
0.201
0.364
0.222
0.206
0.332
0.285
0.294
0.255
0.330
0.270
0.270
0.008
0.009
0.013
0.0 16
0.011
0.011
0.014
0.013
0.012
0.0 10
0.013
0.0 10
.0 15
0.012
0.013
0.0 16
0.011
0.0 12
0.009
0.012
0.014
0.009
-0.4 16
0.6 17
0.176
-0.264
0.086
-0.278
-0.4 0.5
-0.020
-0.256
0.700
0.282
0.173
0.170
0.064
-0.122
0.336
-0.107
0.219
0.179
0.077
-0.037
-0.293
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Table 5.2.1 Eigenvalues and Cummulative percentage of groups for the First Period
(A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)
Group 1	 Group 2	 Group 3 Group 4	 Group 5	 Group 6
10 967 43.9
2.120 52.3
1.843 59.7
1.3 58 65.2
1.284 70.3
1.219 75.2
	
0.953
	
79
0.762 82
0.696 84.8
0.686 87.6
0.621 90
0.373 91.5
0.346 92.9
0.301 94.1
0.290 95.3
0.228 96.2
0.199 97
0.177 97.7
0.169 98.4
0.153 99
0.113 99.4
0.056 99.7
0.033 99.8
0.030 99.9
0.023 100
	
9.754	 39
	
2.005	 47
1.739 54
1.555 60.2
1.305 65.4
1.205 70.3
1.068 74.5
0.934 78.3
0.852 81.7
0.702 84.5
0.686 87.2
0.536 89.4
0.460 91.2
0.441 93
0.377 94.5
0.284 95.6
0.242 96.6
0.218 97.5
0.191 98.2
0.140 98.8
0.124 99.3
0.079 99.6
0.055 99.8
0.028 99.9
0.020 100
	
11.006	 44
2.062 52.3
1.596 58.7
1.445 64.4
1.244 69.4
1.141 74
0.944 77.7
0.8 14 81
0.734 83.9
0.725 86.8
0.502 88.8
0.498 90.8
0.435 92.6
0.374 94.1
0.321 95.4
0.297 96.5
0.191 97.3
	
0.165
	
98
0.142 98.5
0.107 99
0.095 99.3
0.074 99.6
0.050 99.8
0.029 99.9
0.0 13 100
9.051 36.2
2.0 17 44.3
1.822 51.6
1.562 57.8
1.4 14 63.5
1.340 68.8
1.141 73.4
0.899 77
0.839 80.3
0.753 83.4
0.707 86.2
0.623 88.7
0.524 90.8
0.452 92.6
0.3 63 94
0.3 10 95.3
0.278 96.4
0.209 97.2
0.180 97.9
0.140 98.5
0.127 99
0.095 99.4
0.076 99.7
0.047 99.9
	
0.03 1	 100
8.752 35
2.667 45.7
2.027 53.8
1.766 60.9
1.376 66.4
1.188 71.1
0.994 75.1
0.956 78.9
0.753 81.9
0.684 84.7
0.620 87.1
0.554 89.4
0.532 91.5
0.407 93.1
0.364 94.6
0.279 95.7
0.257 96.7
0.223 97.6
0.177 98.3
0.146 98.9
0.097 99.3
0.070 99.6
0.055 99.8
0.040 99.9
0.0 15 100
10.355 41.4
2.256 50.4
1.743 57.4
1.3 15 62.7
1.248 67.7
1.136 72.2
0.937 76
0.907 79.6
	
0.852	 83
0.740 86
0.687 88.7
0.634 91.2
0.457 93.1
0.406 94.7
0.260 95.7
0.24 1 96.7
0.2 12 97.5
0.162 98.2
0.13 2 98.7
0.103 99.1
0.077 99.4
0.060 99.7
0.047 99.9
0.027 100
0.007 100
Group 7	 Group 8	 Group 9
	
Group 10	 Group 11	 Group 12
9.597 38.4
2.647 49
1.820 56.3
1.652 62.9
1.498 68.9
1.167 73.5
1.124 78
0.799 81.2
0.761 84.3
0.650 86.9
0.630 89.4
0.432 91.1
0.414 92.8
0.388 94.3
0.294 95.5
0.250 96.5
0.236 97.4
0.207 98.3
0.134 98.8
0.097 99.2
0.070 99.5
0.053 99.7
0.047 99.9
0.023. 100
0.010 100
9.59 1 38.4
2.593 48.7
2.144 57.3
1.556 63.5
1.307 68.8
1.058 73
0.940 76.8
0.878 80.3
0.852 83.7
0.692 86.4
0.604 88.9
0.475 90.8
0.4 12 92.4
0.398 94
0.3 19 95.3
0.305 96.5
0.220 97.4
0.185 98.1
0.145 98.7
0.095 99.1
0.076 99.4
0.067 99.7
0.050 99.9
0.031 100
0.006 100
9.527 38.1
2.594 48.5
1.612 54.9
1.564 61.2
1.220 66.1
1.112 70.5
1.033 74.7
0.9 17 78.3
0.821 81.6
0.706 84.4
0.690 87.2
0.575 89.5
0.485 91.4
0.4 13 93.1
0.338 94.4
0,298 95.6
0.270 96.7
0.224 97.6
0.188 98.4
0.113 98.8
0.107 99.2
0.089 99.6
0.043 99.8
0.033 99.9
0.026 100
10.345 41.4
2.126 49.9
1.616 56.3
1.480 62.3
1.308 67.5
1.072 71.8
0.976 75.7
0.835 79
0.784 82.2
0.73 1 85.1
0.668 87.8
0.524 89.9
0.5 18 91.9
0.436 93.7
0.365 95.1
0.302 96.3
0.230 97.3
0.202 98.1
0.166 98.7
0.111 99.2
0.072 99.5
0.054 99.7
0.038 99.8
0.030 100
	
0.011	 100
8.699 34.8
3.128 47.3
1.765 54.4
1.607 60.8
1.325 66.1
1.083 70.4
1.057 74.7
0.94 1 78.4
0.8 19 81.7
0.764 84.8
0.708 87.6
0.594 90
0.488 91.9
0.406 93.5
0.343 94.9
0.304 96.1
0.264 97.2
0.222 98.1
0.146 98.7
0.108 99.1
0.092 99.5
0.076 99.8
0.046 99.9
0.0 15 100
0.000 100
(A) Eigenvalues (B) Cummulative Percentage of Variance
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Table5.2.1 Continued
(A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)
Group 13	 Group 14
	
Group 15	 Group 16	 Group 17	 Group 18
9.343 37.4
2.300 46.6
1.902 54.2
1.625 60.7
1.395 66.3
1.294 71.4
1.158 76.1
0.947 79.8
0.796 83
0.723 85.9
0.604 88.3
0.562 90.6
0.409 92.2
0.378 93.7
0.346 95.1
0.291 96.3
0.224 97.2
0.186 97.9
0.180 98.7
0.102 99.1
0.082 99.4
0.064 99.6
0.049 99.8
0.024 99.9
0.016 100
6.773 27.1
3.793 42.3
2.293 51.4
1.693 58.2
1.4 12 63.9
1.3 15 69.1
1.117 73.6
1.036 77.7
0.823 81
0.784 84.2
0.734 87.1
0.576 89.4
0.566 91.7
0.489 93.6
0.444 95.4
0.278 96.5
0.235 97.4
0.17 1 98.1
0.13 5 98.7
0.105 99.1
0.101 99.5
0.064 99.8
0.032 99.9
0.020 100
0.0 10 100
7.958 31.8
2.456 41.7
2.208 50.5
2.09 1 58.9
1.462 64.7
1.202 69.5
1.175 74.2
1.011 78.3
	
0.927	 82
0.748 85
0.636 87.5
0.577 89.8
0.520 91.9
0.362 93.3
0.3 19 94.6
0.309 95.8
0.240 96.8
0.2 13 97.7
0.157 98.3
0.147 98.9
0.116 99.3
0.074 99.6
0.062 99.9
0.023 100
0.007 100
10.3 56 41.4
2.097 49.8
	
1.553
	 56
	1.
	
62
1.249 67
1.077 71.3
1.046 75.5
0.938 79.2
0.785 82.4
0.715 85.2
0.675 87.9
0.536 90.1
0.500 92.1
0.408 93.7
0.358 95.1
0.3 11 96.4
0.24 1 97.3
0.2 13 98.2
0.154 98.8
0.125 99.3
0.069 99.6
0062 99.8
0.028 99.9
0.0 16 100
0.000 100
10.854 43.4
2.161 52.1
1.700 58.9
1.578 65.2
1.364 70.6
1.026 74.7
0.947 78.5
0.860 82
0.739 84.9
0.613 87.4
0.5 17 89.4
0.406 91.1
0.3 82 92.6
0.322 93.9
0.306 95.1
0.277 96.2
0.243 97.2
0.173 97.9
0.132 98.4
0.13 1 98.9
0.100 99.3
0.068 99.6
0.05 1 99.8
0.036 99.9
0.0 17 100
9.454 37.8
2.099 46.2
1.666 52.9
1.55 3 59.1
1.414 64.7
1.238 69,7
1.079 74
0.922 77.7
0.8 13 81
0.775 84.1
0.659 86.7
0.6 11 89.1
0.52 9 91.3
0.490 93.2
0.3 94 94.8
0.278 95.9
0.266 97
0.206 97.8
0.194 986
0.137 99.1
0.115 99.6
0.057 99.8
0.029 99.9
0.014 100
0.008 100
Group 19	 Group 20 Group 21	 Group 22
	
10.468 41.9	 12.023 48.1	 9.784 39.1
	
7.784 31.1
	
2.482 51.8	 2.071 56.4	 2.469	 49	 2.592 41.5
	1.820 59.1	 1.630 62.9
	 1.969 56.9	 1.888 49.1
	
1.728	 66	 1.256 67.9
	
1.375 62.4	 1.747	 56
	
1.362 71.4	 1.082 72.2	 1.343 67.8	 1.523 62.1
	
1.186 76.2	 0.952 76.1	 1.104 72.2	 1.399 67.7
	
0.921 79.9	 0.799 79.3	 1.017 76.2	 1.158 72.4
	
0.784	 83	 0.671 81.9
	
0.921 79.9	 0.938 76.1
	
0.675 85.7	 0,640 84.5	 0.863 83.4	 0.831 79.4
	
0.667 88.4	 0.590 86.9	 0.676 86.1
	
0.738 82.4
	
0.536 90.5	 0.526	 89	 0.570 88.4	 0.663	 85
	
0.444 92.3	 0.485 90.9
	 0.461 90.2	 0.607 87.5
	
0.429	 94	 0.459 92.7	 0.459 92.1	 0.511 89.5
	
0.323 95.3	 0,380 94.3
	
0.404 93.7
	 0.480 91.4
	
0.278 96.4	 0.282 95.4	 0.382 95.2	 0.388	 93
	
0.198 97.2	 0.269 96.5	 0.261 96.2	 0.326 94.3
	
0.160 97.8	 0.222 97.3	 0.205 97.1
	
0.308 95.5
	0.127 98.4	 0.208 98.2
	
0.196 97.8
	 0.253 96.5
	0.115 98.8	 0.146 98.8	 0.153 98.5
	 0.216 97.4
	
0.097 99.2	 0,113 99.2	 0.142	 99	 0.198 98.2
	
0.076 99.5	 0.075 99.5
	
0,092 99.4
	 0.161 98.8
	
0.055 99.7	 0.043 99.7	 0.061 99.6	 0.105 99.3
	
0.034 99.9	 0.033 99.8	 0.042 99.8
	 0.094 99.6
	
0.025 100	 0.028 99.9	 0.031 99.9	 0.057 99.9
	0010 100	 0.018 100	 0.018 100	 0.036 100
(A) Eigenvalues (B) Cummulative Percentage of Variance
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Table 5.3.1 Cummulative percentage of variance from the first five factors for each group
in each period
Period I	 Groups
2
3
4
5
6
7
S
9
10
11
12
13
14
15
16
17
18
19
20
1
0.70
0.72
0.70
0.65
0.63
0.63
0.58
0.56
0.55
0.54
0.54
0.54
0.58
0.62
0.66
0.68
0.59
0.59
0.58
0.53
2
0.65
0.73
0.75
0.72
0.62
0.62
0.59
0.63
0.62
0.60
0.54
0.53
0.56
0.64
0.67
0.68
0.56
0.59
0.59
0.59
3
0.69
0.77
0.76
0.73
0.63
0.63
0.60
0.63
0.60
0.58
0.52
0.53
0.54
0.64
0.65
0.70
0.63
0.64
0.62
0.57
4
0.63
0.72
0.74
0.71
0.59
0.59
0.55
0.59
0.59
0.59
0.52
0.49
0.48
0.57
0.59
0.62
0.59
0.59
0.58
0.58
5
0.66
0.69
0.70
0.70
0.65
0.62
0.57
0.59
0.60
0.60
0.56
0.53
0.56
0.65
0.64
0.66
0.59
0.59
0.62
0.59
6
0.68
0.70
0.69
0.66
0.62
0.61
0.59
0.62
0.59
0.57
0.53
0.54
0.55
0.63
0.62
0.64
0.59
0.64
0.62
0.61
7
0.67
0.68
0.69
0.65
0.63
0.61
0.59
0.63
0.61
0.57
0.55
0.55
0.55
0.63
0.62
0.66
0.60
0.61
0.58
0.54
8
0.69
0.73
0.72
0.67
0.62
0.60
0.61
0.64
0.62
0.55
0.54
0.55
0.57
0.64
0.66
0.68
0.59
0.58
0.60
0.58
9
0.69
0.71
0.71
0.69
0.66
0.66
0.61
0.65
0.60
0.58
0.54
0.52
0.51
0.59
0.61
0.65
0.61
0.62
0.63
0.61
10
0.66
0.70
0.70
0.65
0.59
0.60
0.59
0.63
0.60
0.61
0.55
0.54
0.52
0.65
0.65
0.69
0.62
0.62
0.63
0.60
11
0.67
0.73
0.74
0.72
0.65
0.62
0.60
0.65
0.62
0.60
0.53
0.53
0.57
0.68
0.71
0.72
0.63
0.66
0.66
0.61
Groups
12	 13	 14	 15	 16	 17	 18	 19	 20	 21	 22
	
0.66	 0.66	 0.64	 0.65	 0.67	 0.71	 0.65	 0.71	 0.72	 0.68	 0.62
2	 0.72	 0.74	 0.68	 0.71	 0.75
	 0.78	 0.74	 0.78	 0.78	 0.73	 0.65
3	 0.70	 0.72	 0.67	 0.72
	 0.72	 0.76	 0.75	 0.80	 0.78	 0.71	 0.63
4	 0.68	 0.72	 0.68	 0.67	 0.70	 0.74	 0.73	 0.77	 0.72	 0.69	 0.61
5
	 0.63	 0.65	 0.60	 0.60	 0.63	 0.66	 0.65	 0.66	 0.66	 0.63	 0.57
6	 0.64	 0.66	 0.61	 0.57	 0.63	 0.64	 0.65	 0.63	 0.67	 0.62	 0.59
7
	 0.56	 0.61	 0.61	 0.57	 0.61	 0.62	 0.60	 0.62	 0.65	 0.59	 0.56
8	 0.59	 0.64	 0.60	 0.61	 0.61	 0.63	 0.62	 0.62	 0.65	 0.63	 0.57
9	 0.56	 0.59	 0.59	 0.55	 0.60	 0.60	 0.60	 0.62	 0.61	 0.60	 0.52
10	 0.56	 0.57	 0.56	 0.56	 0.58	 0.56	 0.58	 0.58	 0.56	 0.55	 0.54
11	 0.53	 0.54	 0.56	 0.53	 0.54	 0.52	 0.53	 0.53	 0.51	 0.51	 0.48
12	 0.53	 0.54	 0.53	 0.52	 0.49	 0.56	 0.53	 0.51	 0.52	 0.53	 0.52
13	 0.53	 0.56	 0.56	 0.55	 0.49	 0.56	 0.58	 0.58	 0.54	 0.49	 0.55
14	 0.64	 0.62	 0.60	 0.64	 0.61	 0.67	 0.67	 0.62	 0.59	 0.63	 0.62
15	 0.64	 0.63	 0.60	 0.64	 0.62	 0.67	 0.66	 0.64	 0.61	 0.64	 0.64
16	 0.70	 0.65	 0.65	 0.68	 0.62	 0.69	 0.68	 0.66	 0.68	 0.71	 0.68
17	 0.56	 0.60	 0.60	 0.62	 0.54	 0.62	 0.61	 0.60	 0.64	 0.61	 0.61
18	 0.61	 0.62	 0.63	 0.62	 0.57	 0.63	 0.64	 0.59	 0.64	 0.65	 0.60
19	 0.59	 0.63	 0.64	 0.60	 0.56	 0.63	 0.61	 0.59	 0.64	 0.64	 0.59
20	 0.59	 0.59	 0.60	 0.59	 0.50	 0.58	 -0.59	 0.61	 0.61	 0.60	 0.56
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Table 5.4A Chi-square values for each eigenvalue for each group in the first period
1	 2	 3	 4	 5	 6	 7	 8
CV	 358.81	 332.48	 307.15	 282.82	 259.48	 237.15	 215.81	 195.48
Groups
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
k
CV
549.03
500.09
544.57
459.03
552.43
600.50
559.46
636.78
624.39
511.85
561.96
86846
583.28
686.62
612.65
838.08
539.10
594.18
661.15
539.51
560.94
441.61
9
176.14
495.02
459.95
493.31
422.29
488.56
544.31
493.47
566.92
557.33
445.28
512.33
782.26
532.31
586.56
563.72
789.82
483.84
551.66
592.09
479.16
498.50
387.99
10
157.81
442.81
423.45
455.26
386.14
440.14
501.68
433.62
523.00
496.05
412.65
477.33
744.04
488.55
531.37
513.85
758.06
440.49
519.83
542.45
430.61
446.44
352.91
11
140.47
407.60
388.06
417.06
354.44
393.54
473.18
392.34
477.61
454.05
375.00
441.68
705.14
449.06
493.38
456.40
722.50
393.53
486.47
485.02
395.08
415.56
316.31
12
124.12
368.61
358.40
382.47
323.22
358.56
442.11
360.10
429.96
417.44
348.35
407.81
673.23
413.33
461.54
420.51
692.74
348.87
452.84
438.15
363.34
379.23
282.48
13
108.78
323.86
327.72
346.41
288.51
326.88
410.82
329.94
393.47
388.84
322.00
381.04
648.57
374.89
427.50
391.51
666.76
318.04
421.57
392.25
333.82
349.80
247.19
14
94.43
289.43
298.46
316.42
257.77
300.58
385.86
296.45
350.10
361.76
294.41
354.35
619.59
335.82
397.67
356.75
636.41
285.48
392.87
357.17
309.53
319.19
217.91
15
81.08
263.07
271.33
289.45
235.91
270.15
356.68
269.58
323.54
332.55
268.22
331.45
591.54
303.08
365.56
324.72
606.26
251.72
367.92
325.65
290.12
287.94
195.73
16
68.72
1	 235.94	 201.45	 163.57	 149.00	 133.64	 120.03	 103.11	 91.44
2	 243.35	 220.70	 192.58	 172.13	 153.85	 131.26	 109.61	 95.13
3	 262.41	 227.94	 209.07	 184.72	 160.83	 138.00	 115.66	 87.94
4	 212.74	 190.06	 164.70	 139.69	 117.45	 96.29	 79.87 *	 64.85 *
5	 248.23	 226.29	 204.08	 181.98	 154.56	 134.96	 114.23	 99.86
6	 323.96	 292.42	 256.27	 213.19	 182.65	 148.71	 132.13	 112.71
7	 238.52	 210.30	 185.20	 163.67	 143.58	 119.22	 101.42	 89.06
8	 293.09	 265.43	 230.93	 212.08	 189.37	 162.29	 142.68	 124.21
9	 297.01	 267.43	 238.65	 217.14	 197.06	 171.46	 150.19	 121.50
10	 242.62	 219.79	 191.40	 166.62	 144.55	 124.46	 108.00	 91.45
11	 306.66	 279.49	 250.29	 228.54	 199.47	 171.75	 145.08	 119.50
12	 565.75	 537.28	 505.41	 476.18	 450.71	 428.11	 407.00	 383.96
13	 274.48	 244.53	 218.47	 188.63	 170.05	 149.33	 125.64	 102.80
14	 341.47	 313.75	 282.02	 257.64	 225.21	 191.09	 148.15	 124.46
15	 290.31	 262.34	 237.24	 210.57	 181.68	 165.69	 150.31	 130.01
16	 580.75	 554.43	 523.86	 499.92	 472.09	 447.87	 422.35	 394.79
17	 220.45	 193.94	 170.99	 155.16	 137.59	 122.91	 105.39	 85.85
18	 344.71	 318.11	 294.49	 268.19	 242.58	 212.13	 185.07	 168.79
19	 296.71	 259.38	 228.07	 200.49	 164.49	 136.97	 108.65	 90.51
20	 268.62	 246.29	 224.70	 201.35	 173.30	 147.95	 131.27	 109.95
21	 252.72	 226.05	 203.01	 185.64	 162.52	 139.02	 109.10	 91.73
22	 175.33*	 156.45*	 138.32*	 119.61*	 104.28*	 86.96*	 74.16*	 63.97*
*.. less than the critical value.
CV-Critical value
k - factor number
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Table 5.4.1 Continued
k
cv
Groups
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
17
57.36
80.59
81.95
74.72
48.58
82.85
91.50
73.42
99.67
101.34
72.52
99.30
358.52
85.03
99.86
114.54
371.13
64.65
14682
75.50
90.04
79.16
51.79*
18
46.98
69.51
67.03
61.75
38.10
64.78
74.90
52.82
69.10
80.69
54.14
75.46
330.16
68.24
82.26
97.34
341.37
51.76
128.67
64.24
62.13
62.07
4121*
19
37.59
53.90
50.09
48.52
28.16
48.65
59.45
39.12
50.07
62.08
3435*
49.15
312.75
41.08
67.23
85.98
316.37
43.53
101.03
51.04
41.18
47.89
3358*
20
29.17
3148
37.85
39.34
21.44
3 1.32
46.24
26.64*
36.48
53.00
27.44*
31.01
299.49
30.51
54.62
69.34
285.13
29.65
P77.13
36.85
20.65*
26.79*
22.71 *
21
21.69
785*
20.39*
27.68
13.07
21.33*
36.27
18.16*
27.22
45-59
16.70*
20.80*
282.79
20.85*
30.99
51.12
269.38
17.69*
38.54
2349
6.91*
13.64*
12.20*
22
15.11
1.12*
995*
15.73
736
15.02*
2666
944*
2032
35.09
2.41 *
13.13*
255.58
11.65*
11.24*
39.07
23644
10.73*
15.20
11.97*
3.18*
639*
8.20*
23
9.22
0.63*
1.05*
5.80*
168
8.82*
14.02
2.41*
5.92*
22.08
0.59*
8.45*
214.13
1.51*
434*
12.24
214.99
5.21*
3.22*
6.66*
1.62*
2:68*
1.92*
*_ less than the critical value.
CV-Criticalvalue
k - factor number
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Table 5.6.1. Elgenvalues and Cummulative Percentage of variance of each
super factor groups of the First Period.
(A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)	 (A)	 (B)
Group A
	
Group B
	 Group C	 Group D	 Group E
20.450 93	 4.257	 19.3 3.252	 14.8 3.582	 16.3 3.386	 15.4
0.259	 94.1 3.104	 33.5 2.690	 27	 2.720	 28.6 2.483	 26.7
0.180	 94.9 2.509	 44.9 2.517	 38.5 2.341	 39.3 2.103	 36.2
0.164	 95.7 2.055	 54.2 2.122	 48.1 2.118	 48.9 1.869	 44.7
0.159	 96.4 1.659	 61.7 1.699	 55.8 2.020	 58.1 1.709	 52.5
0.142	 97.1 1.487	 68.5 1.539	 62.8 1.524	 65	 1.409	 58.9
0.117	 97.6 1.147	 73.7 1.350	 69	 1.369	 71.2 1.249	 64.6
0.100	 98	 0.987	 78.2 1.131	 74.1 0.946	 75.5 1.150	 69.8
0.086	 98.4 0.878	 82.2 0.929	 78.3 0.885	 79.6 1.074	 74.7
0.070	 98.8 0.735	 85.5 0.864	 82.2 0.755	 83	 0.941	 79
0.054	 99	 0.556	 88.1 0.758	 85.7 0.690	 86.1 0.788	 82.6
0.049	 99.2 0.461	 90.2 0.635	 88.6 0.649	 89.1 0.664	 85.6
0.036	 99.4 0.456	 92.2 0.537	 91	 0.480	 91.3 0.627	 88.4
0.030	 99.5 0.418	 94.1 0.497	 93.3 0.403	 93.1 0.512	 90.8
0.027	 99.6 0.285	 95.4 0.380	 95	 0.376	 94.8 0.489	 93
0.024	 99.8 0.258	 96.6 0.291	 96.3 0.269	 96	 0.423	 94.9
0.016	 99.8 0.223	 97.6 0.262	 97.5 0.244	 97.1 0.322	 96.4
0.012	 99.9 0.186	 98.5 0.175	 98.3 0.206	 98.1 0.281	 97.6
0.010	 99.9 0.127	 99	 0.171	 99.1 0.177	 98.9 0.176	 98.4
0.009	 100 0.081	 99.4 0.124	 99.7 0.100	 99.3 0170	 99.2
0.004	 100 0.067	 99.7 0.060	 99.9 0.083	 99.7 0.105	 99.7
0.002	 100 0.062	 100 0.016	 100 0.064	 100 0.070	 100
(A) Eigenvalues (B) Cummulative percentage of variance
D E
0.163
0.153
0.140
0.129
0.172
0.169
0.144
0.147
0.148
0.135
0.116
0.130
0.125
0. i42
0.148
0.147
0.155
0.136
0.120
0.128
0.154
0.160
0.14 1
0.134
0.145
0.133
0.129
0.114
0.120
0.152
0.134
0.130
0.118
0.128
0.126
0.138
0.129
0.135
0.13 1
	
0.142
	
0.134
	
0.143
	
0.133
	
0.116	 0.114
	
0.172
	
0.16
	0.206
	
0.163
	
0.182
	
0.159
	
0.136	 0.134
	
0.34
	
0.194
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Table 5.7.1 Percentage of variance represented by the eigenvalues for the superfctor groups fbi each
	
__________period.
	 __________________________
(1	 (2
Penod	 Groups	 Groups
	
A	 B	 C	 D	 E	 A	 B	 C
1	 0.964	 0.617	 0.558	 0.581	 0.525	 0.930	 0.193	 0.148
2	 0.979 0.634	 0.615	 0.578 0.569	 0.956	 0.252	 0.184
3	 0.977	 0.688	 0.589	 0.550	 0.542	 0.951	 0.248	 0.183
4	 0.971	 0.713	 0.597	 0.531	 0.550	 0.941	 0.263	 0.181
5	 0.947	 0.597	 0.567	 0.575	 0.535	 0.898	 0.177	 0.169
6	 0.947 0.577	 0.596	 0.572	 0.503	 0.892	 0.178	 0.194
7	 0.924	 0.581	 0.524	 0.527	 0.523	 0.857	 0.216	 0.145
8	 0.945	 0.567	 0.550	 0.537 0.501	 0.898	 0.172	 0.165
9	 0.925 0.582	 0.580 0.546 0.492	 0.846	 0.171	 0.193
10	 0.901	 0.554	 0.526	 0.505	 0.530	 0.806	 0.168	 0.153
11	 0.836	 0.540	 0.553	 0.487	 0.530	 0.673	 0.179	 0.146
12	 0.826	 0.544	 0.535	 0.517	 0.546	 0.661	 0.136	 0.144
13	 0.867	 0.509	 0.530	 0.513	 0.496	 0.742	 0.141	 0.160
14	 0.952	 0.573	 0.567	 0.511	 0.523	 0.898	 0.167	 0.191
15	 0.958	 0.613	 0.568	 0.524	 0.511	 0.907	 0.176	 0.180
16	 0.966 0.608	 0.590	 0.533	 0.535	 0.930	 0.191	 0.158
17	 0.943	 0.553	 0.535	 0.545	 0.508	 0.885	 0.186	 0.149
18	 0.953	 0.638	 0.526	 0.525	 0.531	 0.901	 0.283	 0.134
19	 0.947 0.657	 0.518 0.492	 0.522	 0.890	 0.340	 0.138
20	 0.932	 0.624	 0.539 0.516	 0.509	 0.869	 0.298	 0.148
Mean	 0.933 0.598 0.558 0.533	 0.524	 0.866
Median	 0.947 0.589	 0.555	 0.529 0.524	 0.895
	
Minimum 0.826 0.509 0.518 0.487 0.492	 0.661
	
Maximum 0.979 0.713	 0.615	 0.581	 0.569	 0.956
Panel 1 shows the cumulative percentage of variance of the first 5 superfactors.
Panel 2 shows the percentage of the first superfactor.
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Table 58.1 Chi-squares values for second stage PCA
k
Period	 Groups	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
A
C
E
A	 124.06	 100.35	 84.18	 70.13	 54.67	 35.92	 20.42	 14.64	 3.2
B	 2Q	 22.Q	 44	 Jj Z4i	 i
C	 147.26	 129.16	 112.72	 92.56	 77.31	 66.39	 52.62	 46.11	 32.45	 14.41
D	 90.64	 69.48	 56.33	 45.35	 31.94	 25.3	 17.79	 10.59	 1.8	 0.59
E	 85.47	 74.54	 61.87	 52.49	 40.38	 28.05	 19.62	 9.77	 7.12	 1.48
k
Period Groups	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
2	 A	 416.88	 342.67 298.18 260.98	 227.31	 198.25	 172.76 153.96
	 132.92	 112.51
B	 429.79 367.42	 323	 290.05	 258.35	 224.7	 203.88 183.13
	 164.45	 143.12
C	 434.84	 379.25	 311.09 266.37	 329.36 215.19
	 193.8	 176.53	 156.54	 140.05
D	 428.79	 382.35	 336.32 297.28	 339.61	 234.71	 203.34 180.97
	 161.39	 139.47
E	 372.5	 327.88 292.57 257.96 295.36 205.43
	 186.4	 163.84	 147.18	 129.7
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
B_____
D____
	
465.17	 413.93	 383.35	 352.02	 314.39	 274.92	 240.47 207.23
	 174.53	 145.78
	
430.79	 374.3	 325.13	 281.94	 245.91	 208.44	 180.59	 154.84	 128.7	 105.62
	
429.07	 392.4	 351.99 315.87	 352.88	 258.98	 231.4	 207.67	 188.76	 167.84
	
383.85	 344.68	 308.63	 271.49	 300.44	 195.53	 162.27 144.47
	 125.08	 108.31
	
292.69	 261.81	 235.84	 211.65	 242.34	 168.71	 151.84	 134.74	 116.31	 99.24
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 87.49	 66.78	 53.1
B	 119.4	 100.85	 8462
C	 122.73	 101.83	 80.8
D	 120.6	 106.65	 91.64
E	 115.76	 104	 94.2
40.33	 28.45	 22.31	 16.95	 13.28	 7.48
71.53	 57.81	 38.56	 19.95	 8.52	 5.43
6421	 50.94	 37.72	 26.24	 17.47	 11.9
75.14	 61.23	 50.58	 37.93	 21.55
83.63	 72.37	 57.36	 35.12	 22.12	 5.4
3.8
1.75
1.33
3.19
0.5
k
	
1	 2	 3	 4	 S	 6	 7	 8	 9	 10
CV
	
282.82 259.48 237.15 215.81
	 195.48	 176.14	 157.81	 140.47 124.12	 108.78
k
	
1!	 12	 13	 14	 15	 16	 17	 18	 19	 20
Cv
	
94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- eigenvalue number
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Table 5.S1 Continued
k
Period	 Groups	 I	 2	 3	 4	 5	 6	 7	 8	 9	 10
3	 A	 435.82	 367.14	 317.44	 275.93	 243.15	 218.48	 199.47	 179.13	 159.6	 141.55
B	 574	 472.11	 399.18	 345.57	 313.9	 285.61	 249.72	 220.39	 197.84	 167.84
C	 414.7	 367.51	 325.37	 286.33	 333.95	 231.2	 210.13	 187.78	 163.74	 141.36
D	 371.21	 328.5	 284.7	 258.69	 294.95	 204.4	 181.33	 153.11	 128.85	 110.76
E	 357.78	 318.6	 291.04	 259.99	 289.61	 202.48	 180.7	 164.69	 148.55	 130.69
11	 12	 13	 14	 IS	 16	 17	 18	 19	 20
A	 123.35	 106.56	 93.73	 78.78	 64.09	 50.35	 33.29	 27.22	 20.24
B	 135.2	 104.24	 88.01	 67.69	 51.31	 Ji_7	 iQ	 Q2J.
C	 121.38	 101.98	 82.02	 63.6	 40.81	 29.76	 13.87	 9.33	 2.43	 0.26
D	 77.33	 63.6	 47.64	 31.79	 20.34	 14.63	 7.69	 2.1	 0.22
E	 113.04	 98.93	 85.39	 70.53	 56.9	 40.89	 2.0.55	 12.39	 3.05	 123.35
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
4	 A	 409.39 322 18 276.03 248.72 224.67 20095	 172A7	 146.86 125.19	 107.1!
B	 654.03 543.22 485.17	 427	 365.45 318.06 279.82 244.01 217.95	 190.76
C	 40612	 362.06 318.73 264.96	 317.83 208.11	 180.83	 156.63	 132.01	 114.51
D	 38448	 35264	 320.77 294.13	 318.15 228.02 204.57	 179.62	 155.11	 132.27
E	 373.33 334.26 300.85 26683 29644	 198.19	 173.67	 150.83 129.98	 109.99
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 94.35	 79.47	 68.73	 56.36	 45.62	 35.32	 28.93	 18.57	 5.68	 2.72
B	 165.35	 136.56	 117.52	 99.71	 75.51	 59.3	 37.59	 22.24	 11	 2.83
C	 98.07	 79.55	 6648	 51.41	 38.82	 3012	 Q	 11I	 6.75	 5.06
D	 106.31	 85.71	 70.59	 5085	 3277	 6.45	 j7	 2
E	 Z.J2,	 44JL	 J.	 2554	 19.95	 8.65
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82 259.48 237.15 215.81	 195.48	 176.14	 157.81	 140.47 124.12	 108.78
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the Critical values.
CV-Ciitical Value
k- elgenvalue number
146
5.8.1 Continued
k
1	 2	 3	 4	 5	 6	 7
	
8	 9	 10
Period Groups
S	 A
B
C
D
E
A
B
C
D
E
	
389.14	 337.41	 300.59	 269.23	 244.57	 214.02	 191.59	 170.27	 150.5	 137.18
	
457.25	 406.41	 367.68	 328.91	 288.8	 2615	 241.4	 217.86	 195.99	 17383
	
365.57	 323.38	 294.06	 260.98 295.04
	
206.45	 186.84	 168.58	 149.95	 135.13
	
393.86	 348.73	 311.34	 281.97	 318.13	 218.69	 199.18	 176.49	 156.32	 137.75
	329.92	 292.21	 262.48	 232.67	 267.38	 184.22	 159.85	 142.21	 124.13	 103.57
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
119.63	 101.9	 9092	 80.34	 68.07	 59.29	 48.25	 32.19	 10.45	 22
	146.91	 126.26	 109.9	 88.59	 58.72	 43.49	 35.48	 24.53	 16.97	 Q
	
118.25	 104.84	 90.8	 73.56	 51.55	 3012	 23.66	 17.11	 11.05	 0.18
	
120.05	 100.61	 81.84	 60.54	 36.99	 24.73	 18.33	 10.1	 3.52	 1.64
	
73.02	 59.1	 44.99	 32.6	 22.8	 15,85	 9.16	 4.92	 0.11
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
6	 A
B
C
D
E
A
B
C
D
E
	
442.95	 382.03	 346.17	 311.9	 278.38	 250.81	 224.07	 198.74	 179.79	 158.15
	
355.88	 314.15	 276.47 236.97 210.93	 188	 164.96	 140.99	 120.66	 100.17
	
412.41	 370.06	 319.52 285.08
	 332.69	 218.9	 186.64	 155.63	 133.58	 113.63
	
354.68	 311.95	 275.76 239.68 280.07
	 180.5	 162.33	 145.23	 130.14	 118.06
	
2577	 226.73 202.65 180.03 209.42
	 142.17	 122.54 105.85	 8992	 2
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
138.97	 122.47	 103.35	 89.85	 77.01	 58.08	 41.65	 27.85	 JJ.1	 4
	83.49	 70.78	 60.07	 47.9	 36.02	 24.42	 19.48	 14.7	 8.94	 5.86
	
86.4	 71.42	 56.27	 44.26	 37.39	 28.13	 20.06	 10.49	 7.54	 4.76
	
104.55	 91.55	 75.88	 61.84	 45.73	 33.92	 24.96	 16.41	 6.38	 0.82
	
63.37	 52.75	 42.73	 30.2	 20.96	 14.02	 9.08	 5.61	 2.98	 0.4
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82 259.48 237.15 215.81 	 195.48	 176.14	 157.81	 140.47	 124.12	 108.78
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- elgenvalue number
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Table 5.8.1 eontinued
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
7	 A	 352.28	 312.34	 276.71	 248.88	 222.98	 195.13	 172.34	 (44.65	 118.6	
.i97
B	 359.78	 322.02	 288.5	 253.87	 231.68	 209.43	 187.1	 162.02	 148.8	 131.89
C	 416.78	 387.15	 354.98	 328.21	 361.92	 281.61	 259.03	 237.69 214.64
	 195.85
D	 362.01	 327.52	 297.83	 274.4	 304.6	 224.9	 200.48	 174.17	 150.09	 135.76
E	 348.77	 313.63	 278.74	 255.62	 285.56 203.91	 177.68	 156.96	 139.11	 122.4.4
11	 (2	 13	 14	 15	 16	 17	 18	 19	 20
A	 90.17	 72.61	 57.74	 43.58	 32.24	 25.56	 16.63	 11.31	 6.85	 2.56
B	 115.91	 96.46	 74.14	 52.47	 29.79	 17.96	 13.68	 9.99	 3.85	 1.88
C	 175.58	 151.16	 134.44	 113.14	 95.14	 7719	 59.41	 48.69	 30.33	 11.71
D	 120.3	 105.51	 88.24	 65.45	 46.4	 3475	 23.64	 18.79	 9.89	 4.84
E	 106.92	 98.23	 87.97	 79.69	 71.28	 61.96	 49.99	 39.12	 1122
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
8	 A	 365.9	 322 27 286.09 262.18 241.58 223.66 204.48 	 185.36	 162.4	 140.05
B	 384.62	 345.56	 313.17 279.01
	 248.15	 216.23	 188.72	 167.59	 147.11	 125.59
C	 376.43	 339.51	 307.93	 281.42	 315.6!	 224.42	 189.67	 158.11	 133.13	 113.7
D	 344.13	 313.53	 287.45 257.73
	 283.69 208.09	 190.91	 173.19	 155.83	 139.77
E	 309.21	 282.05	 252.54	 228.75	 254.11	 184.29	 162.25	 141.33	 121.46	 104.81
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 112.59	 93.53	 74.48	 55.35	 45.79	 33.79	 26.78	 18.84	 11.66	 8.46
B	 102.95	 8495	 66.11	 50.61	 36.84	 26.77	 17.37	 7.67	 3.17	 1
C	 92.91	 73.72	 62.26	 50.74	 37.45	 19.96	 10.9	 5.72	 4.42	 3.39
D	 123.37	 lOSS	 95.99	 83.6	 71.63	 59.51	 47.1	 35.89	 J2	
.L
E	 9419	 81.68	 66.86	 52.88	 35.62	 23.5	 15.25	 10.01	 3.45	 0.69
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82	 259.48 237.15 215.81	 195.48	 176.14	 157.81	 140.47 124.12	 108.78
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.3.6	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- eigenvalue number
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Table 5.8.1 Continued
k
I	 2	 3	 4	 5	 6	 7	 8	 9	 10
Penod Groups
9	 A
B
C
D
E
A
B
C
D
E
373.3	 309.89	 270.42	 231.57	 201.41	 170.92	 145.61	 117.96	 101.98	 87.26
396.21	 337.16	 302.35	 272.59	 239.49	 213.08	 192.29	 171.52	 153.9	 132.22
349.87	 311.18	 274.66	 234.79	 282.6	 186.1	 165.33	 142.26	 124.2	 109.04
312.88	 273.43	 244.71	 211.39	 245.84	 154.59	 133.02	 114.71	 101.49	 8622
360.31	 332.86	 306.78	 285.62	 312.24	 245.53	 225.63 208.99	 191.73	 176.93
II	 12	 13	 14	 15	 16	 17	 18	 19	 20
75.81	 61.52	 47.2	 36.87	 28.45	 21.53	 16.99	 11.55	 7.87	 0.8
107.11	 90.2S	 72.02	 48.51	 38.11	 32.75	 26.08	 16.81	 10.74	 4.36
90.42	 72	 58.89	 46.93	 35.48	 28.65	 21.96	 15.08	 5.69	 0.06
72.57	 62.81	 51.71	 37.73	 23.74	 16.53	 12.28	 7.68	 4.37	 2.4
159.25	 142.38	 124.32	 105.71	 84.19	 63.06	 49.45	 39.33	 19.44
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
10	 A
B
C
D
E
A
B
C
D
E
	
393 22 350.15
	 313.09 275.75
	 243.09	 210.23	 181.21	 152.73	 126.65	 103.93
	
396.42 349.01
	 322.09 293.87 268.83
	 244.18 214.51
	 187.28	 164.09	 142.98
318.89	 285.66	 251.85	 232.72	 265.7	 188.83	 166.19	 143.03	 126.82	 114.55
337.21	 312.16	 285.68	 263.7	 290.22	 220.34	 199.93	 175.91	 154.05	 132.47
	
291.97 258.62
	 231.62	 203.14	 237	 163.72	 144.21	 125.18	 106.36
II	 12	 13	 14	 15	 16	 17	 18	 19	 20
78.72	 56.96	 41.23	 30.66	 23.77	 19.42	 13.46	 12.06	 10.24	 6.55
116.95	 101.51	 83.89	 68.1	 5411	 47.54	 39.42	 30.07	 16.55	 Q9
100.55	 87.42	 73.76	 61.54	 45.16	 34.67	 20.75	 iSA	 9.24	 4.49
112.69	 95.78	 80.25	 63.21	 50.93	 38.59	 29.83	 i2.41	 kL_7
7026	 60.49	 52.23	 42.6!	 33.11	 25.83	 17.32	 11.94	 6.06	 112.
	
k	 1	 2	 3	 4	 5	 •6	 7	 8	 9	 10
	
CV	 282.82 259.48 237.15 215.81	 195.48	 176.14	 157.81	 140.47	 124.12	 108.78
	
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
CV	 9443	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- eigenvalue number
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Table 5.8.1 Continued
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
II	 A
B
C
D
E
A
B
C
D
E
	439.57	 373.93	 341.58	 308.47	 277.8	 241.52	 217.43	 190.72	 164.09	 135.12
	
312.85	 268.26	 240.32	 218.32	 202.57	 184.64	 167.27	 151.66	 132.08	 114.98
	
367.3	 327.11	 292.33	 257.8	 293.69	 204.26	 186.03	 163.31	 141.19	 120.82
	
317.01	 291.32	 269.18	 246.75	 270.62	 201.91	 174.29	 147.56	 123.88	 109.85
	
361.92	 324.26	 295.94	 266.9	 297.36 215.95	 199.16	 179.06	 163	 142.74
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
109.18	 89.15	 67.11	 53.52	 39.7	 30.79	 27.09	 22.94	 14.34	 8.35
	
95.47	 79.38	 57.62	 45.44	 32.74	 27.03	 21.9	 16.71	 10.81	 3.96
	
100.18	 80.77	 63.97	 45.4	 30.98	 24.64	 19.11	 14.57	 8.43	 3.15
	
93.7	 76.44	 54.68	 43.01	 34.09	 21.22	 14.14	 8.7	 1.9	 0.09
	
122.91	 103.9	 85.96	 68 13
	
49.52	 28.97	 19.17	 11.92	 7.89	 2.23
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
12	 A
B
C
D
F
A
B
C
D
E
3934	 333.57	 308.39	 279.05	 245.6	 211.21	 183.4	 163.69 144.45	 127.34
319.54	 288.38	 255.62	 221.7	 187.94	 165.56	 146.39	 125.53 102.82
324.06	 293.25	 257.05	 23066	 261.92	 179.97	 158.73	 134.21	 121.35	 106.71
301.13	 266.83	 234.55	 180.82	 170.51	 151.27	 135.97	 118.72	 100.83
3665	 334.35	 300.57 268.55
	 291.19 205.82	 179.94	 158.05	 138.61	 118.04
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
110.46	 88.23	 73.91	 60.19	 42.29	 26.58	 14.77	 10.04	 4.95	 1.84
72.64	 59.46	 48.44	 39.35	 31.98	 24.65	 14.58	 10.41	 6.64	 3.59
88.22	 7256	 54.97	 48.31	 41.97	 35.17	 26.53	 22.31	 16.17	 1.4
85.48	 79.32	 61.72	 53.82	 43.93	 33.36	 28.34	 20.36	 12.33	 6.77
101.19	 88.6	 72.4	 60.03	 45.31	 36.31	 30.28	 22.25	 17.99	 9 91
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82	 259.48 237.15	 215.81	 195.48	 176.14	 157.81	 140.47	 124.12	 108.78
k	 II	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figuis are less than the critical values
CV - Critical Value
k- eigenvalue number
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Table 5.8.1 Continued
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
13	 A
B
C
D
E
A
B
C
D
E
404.04	 359.7	 325.57 288.89	 259.55	 227.79	 199.84	 17821	 159.69	 137.47
279.68	 253.44	 228.92	 204	 182.3	 161.54	 141.04	 121.52	 106.52	 88.94
316.55	 286.03	 258	 231.99	 265.66	 187.69	 165.26	 142.76	 121.65	 105.02
336.65	 305.3	 279.21 250.42	 278.94	 207.69	 189.74	 169.31	 143.07	 120.11
289.92	 264.7	 239.69 211.19	 192.71	 175.58	 157.46	 139.86	 123.88
II	 12	 13	 14	 15	 16	 17	 18	 19	 20
116.42	 93.82	 80.51	 66.52	 54.08	 39.33	 16.33	 9.84	 0.28
2L7	 67.42	 55.21	 45.14	 35.58	 22.19	 16.32	 10.21	 3.31	 1.59
93.48	 80.34	 68.08	 56.73	 45.29	 36.49	 28.66	 19.78	 8.42	 0.25
101.86 8995	 79.28	 65.84	 53.36	 38.63	 flJ.	 JL1I	 J2	 2i.
2L2	 80.55	 67.72	 56.06	 45.19	 35.3	 26.89	 15.92	 9.68	 3.95
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
14	 A
B
C
D
E
A
B
C
D
E
389.35	 326.02 283.83 243.02
	 204.16	 180.7)	 158.47	 133.54	 118.39	 103.43
373.66 322.74 288.98 252.56 225.25
	 199.29	 178.54	 157.65	 134.58 116.39
330.13 283.73 251.16	 226.6	 269.67	 181.06	 161.78	 139.27	 1 1681
355.41	 321.19	 294.4	 274.47	 306.18 234.37
	 214.27	 196.86	 175.29	 151.2
311.26	 278.86	 248.29 221.51
	 253.47	 181.82	 165.87	 151.46	 132.87	 117
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
86.81	 66.61	 54.9	 46.68	 38.76	 31.22	 19.79	 9.48	 4.14	 0.98
98.51	 82.08	 66.02	 51.16	 39.03	 30.63	 18.11	 13.94	 8.34	 4.53
80.96	 68.11	 56.48	 43.45	 31.9	 24.43	 19.86	 12.43	 10.61	 7.66
134.81	 112.72	 99.67	 86.94	 69.01	 53.37	 43.51	 30.89	 3	 L2
98.26	 85.44	 75.14	 61.5	 51.94	 39.94	 28.01	 17.09	 9.23	 411
k
	
I	 2	 3	 4	 5	 6	 7	 8	 9	 10
cv
	
282.82 25948 237.15 215.81	 195.48	 176.14	 157.81	 140.47	 124.12 108.78
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
cv
	
94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- eigenvalue nuniber
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Table 5.8.1 Continued
k
I	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
IS	 A	 450.58	 387.67	 326.27 28114	 246.19 220.54	 189.55	 158.19 136.31	 11 3.99
B	 455.44	 410.98	 364.46	 315.33	 268.15 240.76	 210.45	 183.49	 158.12	 137.4
C	 349.26 303.59 263.13 237.05 281.69 19538 174.98
	 149.7	 123.04	 2214
D	 368.66 34101
	 307.3	 285.79 315.73 239.21	 219.56 203.03 185.41	 165.24
E	 356.67 325.94
	
297.13	 270.2	 301.02 235.48	 220.05 201.68 182.95	 165.73
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 93.52	 77.93	 58.77	 41.7	 30.94	 18.67	 9.1	 4.91	 3.28	 0.34
B	 114.4	 91.44	 76.87	 59.95	 44.13	 33.58	 j7j_6	 6.11	 0.8	 0.27
C	 84.7	 69.35	 54.97	 45.97	 37.84	 28.97	 22.69	 14.71	 8.3	 1.38
D	 146.27 129.01
	 106.55	 79.4	 67.08	 56.56	 45.46	 34.22	 24.65	 18.69
E	 148.07 130.26 111.56
	 88.87	 6966	 49.29	 31.49	 124	 LP.i
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
16	 A
B
C
D
E
A
B
C
D
E
	
401.7	 338.93	 300.13	 261.8	 226.61 201.79	 177.89	 157.87 137.79	 111.99
	
428.16	 387.68 340.62 292.16 255.77 235.96
	 215.87	 198.03 177.04	 157.27
	
424.01	 374.45	 326.57 285.97	 328.69 224.54	 197.11	 163.7	 137.74	 119.64
	
321.83	 293.04	 262.78	 23624	 263.42	 189.81	 171.9	 152.53	 134.74	 115.14
	
383.85	 347.75	 315.53	 286.94	 313.14 222.49	 191.25	 168.57 145.02	 118.17
II	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
88.64	 76.91	 66.08	 56.53	 46.69	 36.72	 26.17	 17.03	 8.46	 2.66
	
139.37	 118.57	 101.08	 88.18	 70.2	 48.83	 30.07	 19.49	 11.63	 1.44
	
104.28	 87.46	 70.07	 49.92	 37.78	 26.43	 20.39	 15.05	 7.95	 5.14
	
96.13	 84.56	 70.92	 54.2	 40.25	 22.89	 9.15	 5.32	 0.77
	
92.8	 78.19	 6437	 50.07	 42.15	 32.46	 25.02	 17.44	 612	 3.85
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82 259.48 237.15 21181	 195.48 176.14	 157.81	 140.47 12412	 108.78
k	 II	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the Critical values.
CV - Critical Value
k- eigenvalue number
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Table 5.8.1 Continued
k
I	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
17	 A	 407.57	 335.11	 299.37	 263.91	 238.29	 211.28	 187.55	 163.33	 136.53	 108.61
B	 37747	 350.68	 321.8	 294.09	 263.18	 231.76	 199.58	 174.96	 145.85	 126.49
C	 289.53	 _____ 221.61	 191.37	 171.18	 153.55	 135.67	 115	 9735	 83.22
D	 326.12	 291.27	 261.49 228.63	 263.15	 179.86	 163.29	 147.25	 131.38	 114.88
E	 310.55	 282.2	 259.4	 236.99	 262.79	 187.49	 164.5	 142.01	 119	 100.81
ii	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 8386 7Q	 Q1	 3065	 23.23 .i
	 ll
B	 104.88	 87.49	 j_7	 3'06	 26	 1513	 8.75	 43	 222
C	 67.24	 52.12	 42.93	 27.8	 21.3	 14.2	 6.74	 2.23	 0.32
D	 98.57	 85.15	 73.09	 61.87	 52.08	 39.92	 22.67	 5.97	 4.64	 2.71
E	 $2	 2.LI	 &	 4i	 29.52	 22.1	 11.9	 1.98	 0,9	 05
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
18	 A	 449.61	 384.93	 342.35 295.15
	 265.15	 232.8	 206.7	 185.27	 159.61	 143.44
B	 454.57 411.44	 372.08	 326.3	 300.05 267.25 237.05 205.93 173.82 136.27
C	 302.46 264.63	 .77 203.57	 183.68	 165.34	 145.54	 124.42	 110.07	 95.46
D	 313.66 276.39	 244.1	 222.23	 252.88	 176.18	 155.01	 130	 113.06	 100.01
E	 348.23 312.81	 282.64 249.29 280.96 204.48
	 186.83 168.42 147.48 123.46
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
A	 127.42	 111.79	 91.88	 71.55	 6039	 45.62	 28.57	 23.06	 16.41	 2.88
B	 108.51	 90.02	 68.95	 529	 41.19	 21.46	 1486	 3.01	 006
C	 8.4.5	 73.73	 61.57	 51.68	 42.61	 34.08	 22.33	 16.36	 6.54	 1.27
D	 596	 3L96	 2298	 121	 688	 4	 0f9
E	 105.47	 86.65	 67.67	 5292	 4296	 21.52	 12.03	 54	 2.44
k	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10
CV	 282.82 259.48
	 237.15 215.81	 195.48	 176.14	 157.81	 140.47	 124.12	 108.78
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
CV	 94.43	 81.08	 68.72	 57.36	 46.95	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the CritiCal values.
CV - Critical Value
k- elgenvalue number
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Table 5.8.1 Continued
k
2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
19	 A	 390.56	 311.79	 271.45	 233.43	 209.54	 188.08	 166.11	 147.48	 128.62	 115.15
	
B	 371 79	 313.03	 280.59 252.44	 227.78 202.36	 172.94	 142.32	 116.73	 2L2
	C 	 323.83	 292.89	 262.5	 237.52	 269.12	 196.69	 176.32	 150.59	 135.01	 115.31
	
D	 307.3	 281.85	 261.5	 239.47	 260.32	 190.81	 166.31	 146	 129.12	 1.Q44
	
E	 292.5	 258.18	 227.11	 180.18	 159.2	 JJ.2	 123.03	 104.57	 2Ä
II	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
A	 99.48	 85.44	 73.12	 61.35	 50.91	 39.92	 30	 16.81	 5.82	 0.51
	
B	 7	 L2	 Z.41	 94	 634	 296	 .[j
	
C	 102.83	 89.15	 71.06	 12	 19	 28.19	 14.64	 10.22	 6.66	 L2.
	D 	 2i	 Q2	 4	 11 2595 1t i2
	
ll	 0.53
	
E	 2.221 672 &42 421 &31	 l4	 2U1 ii
k
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
Period Groups
20	 A	 395.53	 335.34	 308.95	 283.5	 255.53 229.87
	 210.72	 191.99	 172.46	 152.63
	
B	 376.76 336.59 299.15 272.02 249.72
	 224.8	 200.75	 175.94	 151.04	 120.32
	
C	 356.31	 319.11	 285.44 260.45 293.47 210.46
	 183.48	 164.34	 141.42	 120.63
350.49	 321.48	 292.1	 264.59	 292.99	 216.6	 193.71	 174.99	 157.91	 139.13
	
E	 326.87 298.43	 272.81	 246.99 275.18 204.97
	 182.96	 160.89 139.79	 115.3
11	 12	 13	 14	 15	 16	 17	 iS	 19	 20
	
A	 133.12	 113.31	 100.42	 87.93	 74	 58.11	 44.16	 31.83	 25.28	 10.17
	
B	 91.27	 66.88	 52.84	 42.51	 32.03	 23.97	 13.27	 3.44	 1.68	 0.72
	
C	 105.31	 90.48	 74.89	 59.72	 50.51	 39.45	 23.4	 4
	
D	 124.45	 111.98	 98.74	 83.7	 69.87	 54.45	 41.04	 24.1	 494	 0.89
	
E	 91.06	 68.54	 50.25	 39.06	 27.01	 20.82	 16.42	 11.98	 3.39	 0.58
	
k	 1	 2	 3	 4	 5	 • 6	 7	 8	 9	 10
	
CV	 282.82 259.48 237.15 215.81	 195.48 176.14	 157.81	 140.47 124.12	 108.78
	
k	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
CV	 94.43	 81.08	 68.72	 57.36	 4695	 37.59	 29.17	 21.69	 15.11	 9.22
Underlined figures are less than the critical values.
CV - Critical Value
k- eigenvalue number
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Table 5.9.1 Summary of chi-sQuare tests for su
Groups
Penod	 A	 B	 C	 D	 E
I
	 16	 ba	 >20	 10	 3
2
	 11	 17	 17	 18	 19
3	 20	 17	 15	 11	 18
4	 10	 20	 12	 14	 11
5
	 19	 20	 16	 15	 10
6
	 19	 9	 11	 15	 0
7
	 9	 14	 >20	 15	 19
8	 13	 13	 11	 19	 9
9
	 6	 14	 10	 6	 20
10	 10	 20	 16	 18	 2
11	 13	 12	 12	 9	 16
12	 iS	 5	 8	 3	 15
13	 17	 0	 9	 17	 4
14	 7	 12	 8	 19	 17
15	 12	 15	 9	 >20	 18
16	 11	 18	 14	 14	 11
17	 10	 13	 2	 17	 9
18	 20	 14	 3	 7	 13
19	 18	 9	 14	 10	 2
20	 >20	 11	 17	 19	 11
a - Refers to f ictor number where the chi—square is less than the critical
value. The igenva1ue after this factor are equal to each other
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Chapter 6
An Empirical Investigation on the Pricing of Factors.
Introduction
This Chapter presents the study to examine the pricing of factors in accordance with the
APT. The issue on the number of Factors that was prevalent in the UK Stock Market
were examined in Chapter 5. The results from the study showed that the first five factors
were capable of explaining a significant level of covariance between stocks returns. This
five factor on average accounted for more than 60% of the covariance between the
stocks.
The presence of a factor structure does not necessarily mean that the factors are priced. In
terms of the APT, a factor will be priced if assets in general earn a risk premia on their
exposure to that factor. Previous studies discussed in Chapter 4 have uncovered markets
with a multifactor structure in which not all of the factors were priced. For example, Roll
and Ross's (1980) study of the US Market found a five-factor structure but only three
factors were significantly priced. Beenstock and Chan [BC] (1986) study of the UK
Market found up to twenty factors but with only three factors priced. Abeysekera and
Mahajan [AM] (1987) in the same stock market found a range of factors between five to
eight, but did not detect any priced factors. The BC and AM study employed the Factor
Analysis technique to obtain the factors.
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The next section presents the general methodology to achieve the pricing test of APT.
The methodology involves regressing the level of risk exposure of each stock to each
factor against the returns. The factor loadings from the PCA in the previous chapter will
be used to represent the risk exposure of the stocks to the factors.
Superfactors were also extracted in the previous chapter. The loadings for these
superfactors will also be used the pricing tests. The coefficients estimated from the
regression are the risk premia and together with the intercepts are subjected to
significance tests. Section 3 discusses the implementation of this methodology. Section 4
presents the result of this study.
6.2 Methodology
From Ross (1977) the Arbitrage Pricing Theory states that expected returns of assets i can
be stated as:-
ER1 =2 0 + 1 2 4 b,k	(6.2.1)
where	 is the return from a risk-free investment (RF ) and that 2k can be regarded as
(EFk
 - RF ) , where EFk are expected returns attributed to the Factors k. These factors
are common factors for the assets in the market and the effect on each asset is measured
by the sensitivities bs. Only factors that are common are considered. Factors that are
unique to the characteristics of the asset are not considered in the expression because they
represent diversifiable risk.
In tests of the APT, a cross-sectional regression can be conducted between stock returns
as the dependent variable and the sensitivities b as the independent variables. In this
regard, expression (6.2.1) can be empirically interpreted as (6.2.2) in the following page.
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+kfb:k+VI
	
(6.2.2)
where 2 and 2k are risks premia to be estimated and V1 is a random disturbance term.
The hypothesis to be considered is firstly that the estimated risk premia 2k are not
equal to zero. If the common factors account for asset returns, then risk premia will be
imposed by the assets' exposures to these factors. Each asset's exposure is measured by
the sensitivities. Secondly, the APT also implies that 2 is equal to a risk-free rate
investment.
To run the regression in (6.2.2), the sensitivities of the assets to the factors need to be
estimated. One of the way this can be achieved is through the use of the Principal
Components Analysis technique (PCA), which was discussed in detail in Chapter 5.
Through the PCA the returns of a group of assets are ITansformed into components. Each
component represents a common estimate of all the variability that the returns have due
to their intercorrelations. It is measured by the proportions of the returns weighted by the
sensitivities or loadings of each assets or stock to the components. This can be shown in
the expression below:-
Kb11R -b,2R2..................+bm,Rm	 (6.2.3)
where C1 is the component or factor i which is made up of stocks' returns R1.......Rm.
Each stocks contribution is measured by the factor coefficients b 11 .......	 The factors
explain the variability between the m stocks' returns.
Each of the returns can be expressed in terms of the factors below:-
R, =b 11 C1 +b21 C2 ..................biCm
	 (6.2.4)
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The expression in (6.2.4) states that return of asset i is made up of factors 1 to m and
that b11 is the sensitivity of the asset to the first factor and so forth. The technique of the
PCA ensured that only the first few components would be sufficient to explain the
variability of the returns.
In Chapter 5, PCA was conducted in two stages. 550 stocks were divided into 22 groups
which was named Group I to 22. A First Stage PC Analysis was conducted on each
group of stocks. It was found that the factor structure varies from one group to another,
with the majority of the groups had a twenty factor structure. It was also found in the
second stage PCA that only the first two of these factors are highly correlated across
groups.
Therefore, from the two stages of PCA, there are two estimates of sensitivities that can be
used in the pricing test of the factors and consequently two levels of pricing tests can be
conducted. First, pricing tests are performed on factors from each individual group. This
however limits the pricing test to a small sample of stocks and the results may be unstable
axoss tcis. To pector the test that ises all the stocks, the coefficients from the
second stage PCA have to be used. The procedure is explained below.
6.2.1. Test on the first stage PCA coefficients.
In the First Stage PCA each stock' return can be explained by the components or factors,
with the proportion of the factors weighted by the coefficients b s. This is shown in
figure 6.1 The first five factors are used in the tests. These five factors contributed more
than 60% of the variability of the stocks and moreover, the results of the second stage
indicated that only the first two of these factors are common across groups. The other
factors are therefore ignored as they pertained to factors that are unstable.
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The coefficients ( bfk s) are used in the regression below:-
Rg 20g + 1gbjj + 2 2gb21 +23gb3j + 24gb4j + 25gb51 +Vg	(6.2.5)
where Rg are the 25 returns of all the stocks in portfolio g, each average over 36 months.
The return of each stock is the average return for the 36 months period when the PCA
was conducted. Therefore the 25 average returns are cross-sectionally regressed against
the stocks' coefficients b. The subscript g refers to a particular Group from 1 to 22.
to 25g are the risks premia to be estimated and Vg is a random variable.
A second regression is also performed on each group:-
k =.. +2 jg bjj +22 b +i% 3gb31 +i% 4g b41 + 5g b j +2og O•i +Vg	(6.2.6)
where o, is the Standard Deviation of returns for each stock's for the 36 month period.
This Standard Deviation measures each stock's 'own' variance. Here, the joint
hypotheses are, returns would not be affected by this variance and that the five factor
structure is valid.
For the APT to be valid, the first hypothesis is:-
H0:21g0,fori=l....... 5
H1: 21g ^ 0, for i=l........5
	 (6.2.7)
For regression (6.2.6), an additional hypothesis is that
	 is equal to zero.
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The APT also implies that 20g for regression (6.2.5 ) represents the risk-free rate. To
test this deduction, the hypothesis tested was:-
H0: 20g = RF
H1: 20g ^ R11.	 (6.2.8)
Paired t-test is conducted on the difference between the intercepts and the risk-free rate.
The risk-free rate used in this study is the monthly Treasury Bill rate. In addition, test is
also conducted to detennine whether the intercepts are equal to zero.
6.2.2. Tests on the second stage PCA coefficients.
As stated earlier, the results from the pricing tests on each individual may provide results
that varies from one group to another. The factors also represent a small sample of stocks
and may not be priced by the market. The purpose of the second stage PCA is to extract
superfactors that are common across the groups. The stability of the superfactors across
groups and subsequently across stocks may provide the likelihood that these superfactors
are priced. To test this assertion the supercoefficients from the second stage PCA are
used and the tests can be conducted using all the stocks.
The first factors extracted from each group are collected to form Group A, the second
factors to form Group B and so forth. These initial factors can then be explained by the
Superfactors (SC). In figure 6.1 these representations are shown on the Second Stage PC
Analysis column, where for Group A the proportion of the Superfactors for each factor
are weighted by the super-coefficients sb (A to signify that it is from Group A).
Similarly, the second factors from each group are collected to form Group B and a
Second Stage PC Analysis performed on these factors. Therefore the supercoefficients
are sb1 (B to signify that it is from Group B).
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Fi gure 6.1 Eauations to show relationshi p
 between returns and factors
First Stage PC Analysis	 Second Stage PC Analysis
Group 1
	
Group A
R 1 =b11 C1 +b21 C2 +....b5105	 C1 (groupl)=sb11 SC1
 +sb2IA SC2A . ..sb51SC
R2 = b12 C1 + b22 C2 +... . b52 C5	 C1 (group 2) =sb l 2A SC IA + sb2 2A SC2A . . . sb5
R25 = b 25 C1 + b2 C2 +. .	 C1 (group22)=sb 1 SC1
 +5b2flA SC2A . . .sbSC5
Group 2
	
Grou p B
R, =b11 C 4-b2 C2 +. ..	 C2 (group!) =sbIB SC12 + sb2 .1B SC2B .. . sb5 SC5
R2 =b12 C1 +b22 C2 +. ...b52C5	 C2 (group2)=sb12 SC1 +sb22B SC2B ...sb52BSCSB
R = b 25 C + b2 C2 +. . b5 C5	 C2 (group 22) =s b1 22BSCIB + Sb2 22BSC2B .. . Sb5 22BSCSB
Grou p 22
	
Grou p E
R 1 =b1 C +b21 C2 +....b5105	 C5 (groupI)=sb1 SC1 +sb2 IESC2E ...Sbs,IESCSE
R2 =b12 C1 +b22 C2 +....b52C5	 C5 (group 2) =sb1 2ESCIE + sb2 .2ESCZE .. . sb5 .2ESC5E
R =b125 C1 +b2 C2 +..b5 C5	C5(group22)=sb1SC1 + sb2ESCzE ...sbsESCSE
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Figure 6.2 shows the procedure to correspond the supercoefficients to the individual
stocks' returns. Taking the first stock in Group 1 as an example, the first coefficient b11
is multiplied with the first supercoefficient from Group A sb1 IA The first coefficient of
the other 24 stocks from Group 1 are similarly treated with the same supercoefficients
sblIA . The second coefficient of each stock b2 is multiplied with the first
supercoefficient from Group B, sb1 lB and the third coefficient is similarly expressed
correspondingly with the first supercoefficient from Group C and so forth. Only the first
supercoefficients from Group A to E are used to the corresponding initial factors. It is
again emphasised , that the first superfactor is the first factor from the Second Stage PCA
of each Group.
Figure 6.2 also shows the corresponding treatment to stocks in Group 2. The
corresponding supercoefficient which is used to multiply with the initial first factor for
each stock in the group is sbI2A . Similarly, the corresponding supercoefficient for the
initial first factor for Group 22 is sbl,A
The adjusted coefficients for the 5 factors for the total 550 stocks are collected and used
as the independent variables in a cross-sectional regression against the stocks returns. The
regression is :-
= 2 +2 Ibl ,sbIM + 22b21sb1 +2 3bsb1 + 24b41sb1 + 25b51sb1 + u	 (6.2.9)
It should be noted that for the first 25 stocks, I denotes Stock 1 to 25 from Group 1 and
the next 25 stocks i denotes the 25 stocks from Group 2 and so forth. For the first 25
stocks the subscript k denotes 1, while the next 25 stocks it denotes 2 and so forth. R,, are
the return of the whole sample of 550 stocks each averaged for 36 months and U, is a
random error term. Each stock's return is the average return for the 36 months when the
PC Analysis was conducted.
Group 22
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Figure 6.2 Adjustments procedure to correspond supercoefficients to stocks returns.
C1 (group l) = Sb11A SC1A + sb2JA SC2A . . .Sb54SC5,4
C2 (group 1) =sb1 LB SCIB + sb2 LB SC2B . . . sb5 IBSC5B
C5 (group 1) 
—s b1 1ESCIE + sb2 ,1ESC2E ... sb5 IESCSE
I!
Group 1
1st. Stock's Coefficients	 R1	 bll sbllA , b2tsbttB.................bsIsbtE
2nd. Stock's Coefficients	 R2 : bj2 sbllA , b22sbjlB.................b52sblIE
25th Stock's Coefficients 	 R :bl sbllA , b2 , 2SSbl , lB, ................bs2SsbllE
C1 (group 2) =sb1 2A SCIA + sb2 ,2A SC2A . . - sb5 .ZASCSA
C2 (group 2) =sb1 2B SCIB + sb2 2B SC2B .. . sb5 2B SCSB
Group 2	 C5(group2)=sb12SC15 +sb2 25SC25 ...sb525SC55
7	 '1
1st. Stock's Coefficients 	 R1 : bI(sbt2A , b2lsb(2B.................b5tsbl2E
25th Stock's Coefficients	 J?,, : bI sbl2A , b2sbI2B.................b525sb125
C1 (group 22)—bt 22A SCLA + sb2flA SC2A - . . sb5 22ASCSA
C2 (group 22) =sbl , BSCIB + sb2 22BSC2B ... sb5 22BSC5B
C5 (group 22) bIESClE + sb2 ESC2E . -' sb5 nESCSE
I,
1st. Stock's Coefficients	 R1 : blI sbIflA , b2lsblflB.................b51sb5
25th. Stock's Coefficients	 R25 : bI2S SblA , b22S sblB .................bS,sbIflE
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A second cross-sectional regression is also conducted on the 550 stocks. The regression
took into account the 'own' risk of the stock measured by the Standard Deviation. The
regression is shown below:-
=2 0 +2 I b Il sb M +2 2 b21 sb1 +2 3b31 sb1 +2 4 b41 sb1 +2 5b51 sb1 26o, +n,
(6.2.10)
The estimated risk premia 2 ........ 2
 from regression (6.2.9) and (6.2.10) were
subjected to tests similar to (6.2.7) and (6.2.8). The estimated risk premia 26 for the
'own' variance in (6.2.10) is also subjected to test whether it is equal to zero.
6.3. Results of the first stage cross-sectional regressions
This section presents the results of the cross-sectional regressions as well as results on the
significant tests performed on the risks premia coefficients and the intercept.
Table 6.1.1 presents the summary of sigrnficant risk premia from regression (6.2.5). The
regression was conducted on each group between individual stocks average return and
factor coefficients from the first stage PC Analysis. The summary table highlights the
significant risk premia for each group and the sign of the risk premia for each factor,
period by period. The APT suggested that the relationship between average returns and
the factor coefficients should be linear and the risk premia should be different from zero.
6.3.1. Results of tests on the risk premia
The results in Table 6.1.1 are presented for each group and for each period. The results
indicate whether the coefficients of the regression are positive or negative at 10%
significance level. Groups without any significant results are indicated by 'o'. For the
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first period and the first factor, there are 17 groups where the coefficient (X 1 ) is negative
at 10% significance level. There are less number of significant coefficients for Factor 2,3,
4 and 5. The signs of the coefficients for these factors are also mixed. For the first period,
Group 5,7,10 and 16 did not register any significant coefficients.
The summary of Table 6.1.1 is presented in Table 6.1.2. The table provides the number of
significant coefficients for each group and for each period. For the first factor, the best
result is in the first Period. This period covered the stocks' returns from January 1972 to
December 1973. The risk premium for the first factor is significantly different from zero
for 77 percent of the groups. The next best periods are in the fourth, fifth and nineteenth
periods. It should be noted that in terms of the signs of the risk premia, the results are not
consistent across periods. For a particular period the results can also produce two
different signs. For the first, sixth, fourteenth and fifteenth period, all the significant risk
premia are negative. Generally, for the first factor, there are at least one group with a
significant risk premia from each period.
The mixed signs in the risk premia may suggest that the stocks in some group may in
general have a uniqe relationship with the first factor. This relationship may be sample
specific. A more general relationship can only be determine by taking the whole sample
of stocks. This is done through the regression with the superfactors. The results are
presented in section 6.4.
For the second factor, the best result is shown only in the eight period with 36 percent of
the group showing significant results. The signs are mixed in all periods. For the third
factor, no significant result is registered in the twentieth period. The results are mixed in
the majority of the periods. The same trend can also be said for the other factors.
Throughout the 20 year period, for each factor, there is a possibility to register a
maximum significant results of 440 times. 440 being the number of groups times the
number of years. The first factor only registered significant results in 27 percent of the
possible 440, while the second factor registered 22 percent. For the third, fourth and fifth
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factors, it is 20 percent, 14 percent and 15 percent respectively. Table (6.1.2) however
shows that for each period, there is at least one group with one significant risk premium
from any of the five factors.
The general trend therefore is that the significant risks premia are not consistent across
groups and across periods. The same risks could register premia with different signs
between groups in the same period as well as between periods for the same group. The
results also show that the first factor is more important than the other factors in term of
being priced. The small percentage of significant result indicate that the Factor
Coefficients from the First Stage PC Analysis may not produce satisfactory evidence of
being priced in accordance with the APT.
However, to be valid, the APT needs at least one factor to be priced. In Table 6.1.1. the
Groups without any significant risk premia are labelled with 'o'. The twelflh period
shows the most groups without any significant risk premia. There are 4 periods with more
than 50% of groups without risk premia. Again, the total number of possibility of groups
with at least one priced factor throughout the period was 440. The number of groups
without any significant risk premia throughout the period is 165, which is 37.5 percent.
From this perspective, it can be reasonably be claimed that the APT works, at best, some
of the time. It might be also the case that this pricing test was subjected to a sample
specific factors, which are simply not priced by the market. The portfolio sizes of 25
stocks may be too small to allow for the construction of common factors. Results of the
pricing tests on a larger sample are discussed in section 6.4.
6.3.2. Results of cross-sectional regression (6.2.6) and test on the variance risk premia.
Table 6.2.1 presents the results of regression (6.2.6.). This regression took into
consideration the 'own' risk of individual stocks as measured by the standarad deviation
together with the five factor coefficients. The hypothesis to validate the APT states that
returns will not be significantly related with this risk and the risk premia from this
variable is equal to zero.
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For the first period, the coefficient for the Standard Deviation is significantly positive in
13 of the groups. The first factor had significant coefficients in 13 groups. This is a
reduction from the result in regression 6.2.5. The inclusion of Standard Deviation has
reduced the influence of the first factor.
Table 6.2.2. shows the summary of Table 6.2.1. The results showed there are 12 periods
where more than 50 percent of the groups had positive significant risk premia pertaining
to the Standard Deviation. In the eighteenth and nineteenth period, there are an unusual
large number of results with negative significance. This is the wrong sign for a
relationship between returns and 'own' risk. In these periods there are high risk's firms
that produce low returns. Throughout the 20 year periods, the overall result for the
standard deviation risk premia is 52 percent out of the possible 440 significant results.
This can be regarded as a considerable influence of this risk measure on average returns.
By taking into account the 'own' risk as one of the variables in the regression seemed to
affect the results of the other factors. The first factor performed badly when compared
with the regression (6.2.5.). Overall results showed that the significant results are reduced
from 27 percent to 21 percent out of the possible 440. The performance of the second and
third factors are similarly affected. However, there are some improvement on the number
of significant results for the fourth and fifth factors. The percentage of significant results
increased from 14 percent to 18 percent for the fourth factor, while for the fifth factor
there was an increase from 15 percent to 17 percent.
The result of regression (6.2.6) do not support the APT. The inclusion of the standard
deviation seemed to weaken further the results from the first regression. The importance
of the factor coefficients seemed to be rejected in both regression. The hypothesis on the
intercepts of regression (6.2.5.) will be discussed next.
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6.3.3. Tests on the intercepts
Table 6.3.1 presents the distribution of the intercepts values from regression (6.2.5.) for
each period. The distribution are reported in percentages of the number of groups
registered within each range. The location of the average riskfree rate in the range for
each period are also shown in the boxed figures. First, a high percentage of the intercept
values are clustered together around a particular range. For example, in the First Period,
about 81 percent of the intercept values are between 0.01 to 0.04.
The results also show that for some periods, the intercepts clustered around the risk free
rate. The notable ones are the second, third, eight, ninth, seventeenth and eighteenth
periods. For the fourteenth and fifteenth period, the result showed that the intercept are
outstandingly outside the range of the riskfree rate.
The intercepts are then subjected to two significant tests. The first test is to determine
whether the intercepts from each group are equal to the riskfree rate. For each period, the
difference between the intercepts from each group and the risk free rate are determined
and the average difference for all the groups are tested whether they are equal to zero.
The APT implied that the differences should be equal to zero. The second test is to
determine whether the intercepts are equal to zero.
The results of the intercept tests are shown in Table 6.4.1. The first colunm shows the
average risk free rate for the period. The results of tests for regression 6.2.5 are shown in
Panel A while for regression 6.2.6 are shown in Panel B. In each panel, the first column
shows the average intercept values for all the groups for the period. The second column
shows the t-values for the difference between the intercept and the riskfree rate while the
third column shows the t-values for the second test.
In Panel A, at 5 percent significant level, the result shows that the intercept are
significantly different from the riskfree rate in the majority of the periods. The intercepts
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are not different from the risk free rate only in the seventh, eighth and the twentieth
period. Eleven periods registered a higher intercept than the riskfree rate.
The second test on the intercepts however shows that except for the seventeenth period,
all other periods registered an intercept that is significantly different from zero at 5%
percent significance level. Fifteen periods showed the results to be more than zero. In
general, the result of the intercept is contrary to the assertion of the APT. The intercept is
not equal to the risk free rate.
The results for regression 6.2.6 differed significantly. 14 periods registered intercepts that
are negative. The former regression only showed 5 negative intercepts. Panel B also
shows 3 periods with intercepts that are different from zero while the former regression
had 18.
In Panel B, 7 of the periods also show that the intercepts are not different from the risk
free rate. This is a slight improvement from the result in Panel A. The inclusion of the
own variance as a variable had a significant impact on the value and the signs of the
intercepts.
6.3.4. Results of R2
Table 6.5.1 presents the distribution of multiple coefficient of determination or R2
values of regression ( 6.2.5.) for each group throughout the periods. The R 2 measures the
proportion of the variation of stock's returns explained by the factor coefficients. In the
first period, the percentage number of groups with R2 less than 0.5 is 45 percent.
Therefore in that first period, returns in most groups are adequately explained by the five
factor coefficients. However, this result is not repeated for the rest of the periods. A high
percentage of the groups had R2 less than 0.5, and there are 6 periods where all groups
had an R2 of less than 0.5. In general this result showed that regression (6.2.5) is
inadequate to explain stocks' returns.
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Table 6.5.1 also shows the distribution of R 2 values for regression (6.2.6.). The overall
result shows an improvement in the models' adequacy to explain returns. A notable
improvement can be seen in the eleventh to the fifteenth period, where the percentages of
groups with low R2 is reduced. This enhance the importance of 'own' variance as an
explanatory variables to explain returns. However, this result again may be conflicting to
the assertions of the APT.
The results in this first stage tests indicate that the APT cannot be conclusively validated.
The number of significant risk premia and the signs are not stable across groups and
across periods. The inability to support the APT is greatly supported by the importance of
the stocks own variance in explaining returns and also of the intercepts which are not
equal to the riskfree rates. These results may be attributed to the small sample used in
each group and the factors extracted from these groups may be insignificant to be priced.
The next section presents results of tests using a large sample of stocks.
6.4. Results of second stage cross-sectional regression.
In this second stage, the cross-sectional regressions were performed on a larger sample of
550 stocks. The overall results showed great improvement when compared with the
previous regression using smaller samples.
The results for regression (6.2.9) are shown in Table 6.6.1 The table shows the risk
premia and their t significant values. Risk premia values that are significant at 10 percent
level are shown in boxes. The result showed that risk premia for the first factor is
significant in 13 of the 20 periods. The risk premia are significantly negative in the first,
fifth and between the twelfth to the sixteenth period.
For the second factor there are eight periods where the risk premia was significantly
different from zero. The risk premia are negative in the Eight and the Tenth period. For
the third factor, there are four periods with significant risk premia. The fifth factor
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performed better than the fourth factor. It produced four periods of significant results as
compared to two in the fourth factor.
A negative sign suggests that the realised rate of return of that particular factor may be
lower than the risk-free rate. This result can be similarly interpreted with results of tests
of the CAPM which also found that the estimated risk premium to be negative in some
sub-periods. This mostly occurred when the actual market premium is negative. The
actual market premium can be negative when the return of the stock market is lower than
the risk free rate.
The overall results show that apart from the Second and the Seventeenth period, all other
periods show at least one priced factor. The best period is the Ninth period where there
are four priced factors. This result is a tremendous improvement over the results of the
first stage regressions. Taking a bigger sample of stocks seemed to show the validity of
the APT in most periods. The APT can be considered valid if there are at least one factor
being priced.
The F-test performed on the regression affirmed the result in the Second and Seventeenth
period. The riskpremia in these two periods are jointly and simultaneously equal to zero.
The critical value at 10 percent significant level is 1.85. There are however cases where
the F-test is below the critical value but in individual risk premium is significant. This
occurred in the Seventh, Tenth, Eleventh and Twentieth period. There are no significant
differences in the results using 5% significant level.
6.4.2. Tests on the intercepts
The intercepts from the regressions are subjected to similar tests as the test on the first
stage regressions intercepts. A paired t-test on the difference between the intercepts for
each period and the average risk free rate for each period are determined for the whole
twenty periods. The t-value for this test is 2.553. At 10 percent significant level, the
intercepts are positively different from the risk-free rate. The intercepts are also
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significantly different from zero. The t-value for the difference between the intercepts
and zero throughout the twenty periods is 3.857. This result seemed to affirm the result in
the first stage regressions tests on the intercepts. The general finding is that the intercepts
are different from the risk free-rate and not equal to zero.
6.4.3. Tests of stocks' own risk.
Regression (6.2.10) added the standard deviation into regression (6.2.9). The results are
shown in Table 6.7.1. The standard deviation of stocks' returns are still considered
favourably in the regression model. The risk premia for this variable are significant in all
the periods. The signs for the Eighteenth and Nineteenth period are negative.
The inclusion of the standard deviation had a slight effect on the risk premium of the first
factor in certain periods. There are periods where the risk premia are significant in Table
6.6.1 while in Table 6.7.1 it is insignificant. However, the number of periods with
significant results are unchanged. Compared with the results in regression (6.2.9) there
are no reduction in the importance of the first factor. This is in contra.st with the earlier
results from the first stage regressions.
The results for the second factor are also affected. There is a decrease in the number of
significant results from 8 in regression Table 6.61 to 4 in Table 6.7.1. A slight
improvement is shown for results for the third factor and no change in the number for the
fourth factor, and for the fifth factor there is a reduction in importance with 1 less
significant result.
6.4.4. Results of R2
The result of the R2 showed that the factors coefficients in the regression (6.2.9) did not
convincingly explain the variation in returns. The highest R2 value of 0.245 is registered
in the first period. As for the other periods, the R2 value did not exceed more than 0.14.
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By including the 'own' variance, regression (6.2.10) showed that the values can be
improved slightly. The first period registered a R2 value of 0.35. However, the overall
values still showed a less than favourable result.
6.5 Interpretation of the Cross-Sectional Coefficients.
The factor loadings from the PCA represent the sensitivities of each stock to the
respective factors. The importance of each factor is tested using the same methodology to
test the significance of Beta as the only risk measure in CAPM. Stock returns were
regressed against the factor loadings. Any significant coefficients from these regressions
for any particular factors were noted. In this study, the PCA were performed in two
stages.
In the first stage, returns from each of 22 groups of stocks within a three-year sub-period
were examined. The factor loadings were then used in the pricing tests. It therefore raised
the issue as to whether the same factor is priced both across groups and across time
periods. Are there any market forces that will influence the pattern of coefficients in the
pricing test?
In section 6.3.1 it was noted that only the first factor seemed to be highly priced across
periods. Secondly, although the signs of the coefficients on the first factor were fairly
consistent within periods they were inconsistent across periods.
The UK stock market experienced 2 major happenings from the period 1972 to 1993.
First is the sharp rise in the market beginning in 1975 and secondly the crash in October
1987. Both events appear to have influenced the results.
In May 1972, the level of the Financial Times Index was at 228.18 and it reached the
lowest point of 66.8 in December 1974. From table 6.1.1 the results of the pricing test
174
show that in period 1 (1972-74) the first factor was priced in 17 groups all with
significant negative coefficients.
The stock market actually started to rise significantly in January 1975. Correspondingly,
the results from table 6.6.1 show a transition from negative to positive coefficients for
first factor for periods 2 3 and 4, overlapping from 1973 to 1976. Period 5, 1975-77
appears to be heavily influenced by the 1975 recovery with 50% of the groups having
significantly positive coefficients for the first factor.
The crash in 1987 enters the results through the over-lapping periods 14, 15 and 16. The
coefficients which are significant are also predominantly negative (the only exception is
for group 11 in 1987-89). These results correspond to a declining market.
The results for 1990-92 again show positive coefficients on the first factor, corresponding
to a rising market. The market index was at 979.09 in October 1990 and rose to 1307.28
in September 1992.
These results suggest that the first factor, which was usually priced, represents a single
market-wide factor, which behaves in the same way as the index. However, the
importance of this factor (in terms of it being priced) is only evident in fairly steep
market conditions (that is, when the market is persistently declining or rising).
In other periods where the market showed no significant trends, the results of the pricing
tests also show no significant patterns. In period 1976-78, for example, the results for the
first factor are mixed, with both negative and positive significant coefficients. In period
1977-79 there were only two negative coefficients. Within these two periods, the market
rose but with considerably less sharpness.
This suggests that the economic importance of the first factor may change with market
conditions. In times of significant and persistent market growth or decline, a higher
percentage of groups have significant first factors with consistent signs on the
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coefficients. This suggests that the first factor is not sample-specific, reinforcing the
results of Chapter 5.
In the second stage the first factors from each group were collected and a PCA was
performed on these factors. The same procedure was also conducted on the second
factors and so forth up to the fifth factors. The initial factors are then explained by
superfactors through the following:-
C11	 SbIIA sb2IA	 sbGIA	 SCIA
C21 = sb1	sb22A	 sbG2A SC2A
CG1	 sb1	sb2	 sb	 SC
(6.5.1)
Recall that A represents grouping by the first factor (B,C,D and E represent grouping by
the second to fifth factors respectively). The C's are the principal components from the
first-stage PCA and SC's are the superfactors. For further analysis, only loadings from
the first SC were used. The remaining components are assumed to reflect sample-specific
sources of variation. The following simple regression shows the relationship between the
average score for the first factor for group 1 and the first superfactor.
=sb114 SC1 +J1ii•	 (6.5.2)
Here,	 captures that part of the component score that is not explained by SCIA for the
period in question.
Again it is hypothesized that up to 5 market-wide factors may be important in explaining
average stock returns. Hence the loadings on 5 superfactors were then used in a cross-
sectional regression on all 550 stocks. This gives the regression
= A +A.1 b 4
 +22b2B +"+25 b5E
 +,,	 (6.5.3)
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where 2 is the estimate of the jth superfactor (j = A... E) and b14 b11 sb14 is the
loading on superfactor A for stock i in group g.
Generally the results of the cross-sectional coefficients using the loadings from the
superfactors are similar. The first factor had the highest number of significant coefficients
and the sign of the coefficients also differed across periods.
Table 6.6.1 gives the results of the basic regression. The signs of the coefficients on first
superfactor generally correspond to market conditions but with considerably less
coinsistency than for the first stage analysis. During period 1972-74 there were 20
months of negative returns and the cross-sectional regression showed a significant
negative coefficient on the first superfactor. The market recovery beginning in 1975 is
reflected in significantly positive coefficients for the overlapping periods from 1974 to
1977 (periods 3 and 4).
The 1987 October crash enters the results for overlapping periods 14, 15 and 16, and in
each case the coefficient on the first factor is negative and significant. However, this
pattern of behaviour is not consistent with general market trends for these periods. Within
these periods the market was generally rising. The October crash lasted for two months
and the market picked up strongly again subsequently. It seems that the results for these
periods may be dominated by the effects of the crash. However, the market was rising
during periods 12 and 13 (1983 to 1986 - unaffected by the 1987 crash) but the first
superfactor coefficients for these periods were also significant and negative.
The market picked up almost immediately after the crash and the sign of the coefficients
made a transition to being significantly through periods 18, 19 and 20 (1987 to 1993).
These results follow the direction of the market, confirming the results from the first-
stage analysis. This is evidence that first superfactor may represent a market-wide factor
that is positively related to the market index. When the market rose during these periods,
the sign of the coefficient was positive.
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In periods 6,7 and 8, the number of months with negative returns was almost equal to
those with positive ones (the market showed little overall movement) and during these
periods the coefficients for the first superfactor were not significant.
The results from the second stage analysis tend to reinforce the results from the first
stage. Significant coefficients are only registered in periods of significant market
movements and the direction of market returns (1972 to 1978 and 1989 to 1993)
generally corresponds to the sign of the coefficient on the first superfactor. From 1978 to
1983 there were no significant market movements and the coefficients on the first factor
also showed no clear pattern. However, the sign pattern of the coefficient is less reliable
under up-market conditions than down-market conditions - between 1983 and 1989 the
sign of the coefficient was negative even though the market was rising. These results are
generally in line with the findings of chapter 3. There it was shown that the relationship
between beta and average returns was flat for the overall period, but that a significant
relationship could be observed when the results were partitioned into up-market and
down-market conditions, although the up-market results were found to be less reliable
than the down-market results.
6.6 Conclusion
In order to validate the APT, empirical tests require the returns to be linearly related to
the factor coefficients that measures the senstivity of the stock to the factor. This is
reflected through risk premia that are significantly different from zero. A positive or
negative risk premia suggest that the risk from the factor is priced. To enhance the
validity, a second test require the intercepts from the tests to be equal to risk-free rate.
In Chapter 5, a PCA was conducted on group of stocks. Through this analysis, factor
coefficients were obtained that measure the responsiveness of the stocks on each factor.
The PCA was conducted in two stages. The two levels of PCA enabled tests to be carried
178
out in two levels. First, the tests were performed on groups of stocks. Second, all the
stocks from the groups were tested collectively. Both tests are performed across periods.
The first test showed a weak relationship between returns and factor coefficients. There
are a low number of possible significant risk premia. The number as well as the sign of
the risk premia are not consistent across groups for each period as well as across periods
for each group. The sign of the risk premia were ound to be in line with the direction of
the market.
However, if the assertion that at least one factor should be priced for the APT to be valid
be used, this study found that at least 60% of the groups had one priced factor across the
periods. This is a reasonable result to accept the APT. Five factors were chosen for this
test. The results showed the first factor to be the most likely to be priced.
A stringent test of the APT was conducted by including the standard deviation in the
regression together with the factor coefficients. The result shows a high relationship
between returns and the standard deviation. This proved to be unfavourable with the
APT.
The standard deviation (SD) is a measure of total nsk. Total risk is divided into
systematic and idiosyncratic risk. Equilibrium models suggest that only systematic risks
should be priced. This study attempted to extract these systematic risks by using the PCA
technique on groups of stocks. In one way, the success of this attempt can be measured
through the cross-sectional regression with SD as one of the variables. If SD is dominated
by idiosyncratic risk, then it will not have a significant coefficient.
The results showed that the SD is consistently priced. The implication of this result is two
folds. First, the PCA may have not been successful in extracting systematic factors.
Second, a major portion of the SD may represent systematic risk that cannot be
diversified away. This portion may be highly substantial that it reduce and eliminated the
significance of the factors from the PCA.
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This enforce the suggestion that one of the main stumbling block of testing the APT is the
formulation of an appropriate technique to determine the common factors and the risk
measures pertaining to these factors.
The tests on the intercepts for the groups also show mixed results. The intercepts are
clearly different from the risk-free rate which is against the APT, but are still
significantly different from zero.
Results from the first stage regressions are generally found to be less than satisfactory.
Testing the cross-sectional relationship on 25 stocks may result in too much random
noise that it is difficult to draw conclusion for the APT. The results greatly improved
when the whole stocks in the study were tested collectively. There are only two periods
where there are no significant risk premia. For the other periods, there are at least one
priced factor, with a maximum of four in one period.
As was found in Chapter 5, the first superfactor represents a factor that is more general
across stocks and across period. This is reflected in this pricing test. The first
supercoefficients had the most number of significant results. The risk premia is
positively related to the market. It is positive when the market is rising.
This study covered the periods between January 1972 to December 1993. The BC (1986)
study covered the period between December 1961 to December 1981, while the AM
(1987) study covered the period between January 1971 to December 1982. BC found a
maximum of two significant risk premia in their samples between the period 1972 to
1981 with one sample without any significant results. They also found the 'own' variance
to be significantly priced. AM (1987) found no significant risk premia in their study.
However, the intercepts were found to be equal to the risk-free rate and different from
zero. The results of this study that coincided with the above periods seems to support
some of the results. Between 1973 to 1975 there are no significant risk premia in the
second level regression but for the rest of the period there are at least one priced factor.
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The results of the intercepts in this study however did not support the results of the
previous study.
In general, the results of this study showed a mixed acceptance of the validity of the APT.
Support are due given that there is at least one significant premium. The second stage
PCA had successfully extracted a first superfactor that can be considered to be common
among the stocks. This study also found this factor is the most likely to be priced.
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Table 6.1.1 Summary of significant risk premia for regression 6.2.5
Group	 Period 1(1972-74)	 Period 2 (1973-75)	 Period 3 (l974-)	 Period 4 (1975-77)
Fl	 F2 F3 F4 1-5	 Fl	 F2 1-3	 F4 F5
	 Fl	 1-2 F3 1-4 F5
	
Ft	 F2 1-3 1-4 1-5
I	 -we +ve +ve	
-we	 -we	 +ve -we
2	 -ye	 +ve	 +ve +ve +ve +
3	 -ye +vi	
-v	 o	 o	 o	 o	 o	 -ye -we
4	 -e	 +%e
	 +ve
	
-4-ye	 +ve	 4-ye
5	 o	 o	 o	 o	 o	 0	 o	 o	 o	 o	 -we -we
	
+ve
6	 -we	 o	 o	 o	 o	 o	 +ve
7	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -we	 +ve +v
8	 -we +ve -	 +	
-we	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
9	 -we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
10	 o	 o	 o	 o	 o	 +ve
	
-we	 +we	 +ve
II	 -te	
-we	
-we	
-4-we	 +ve
12	 -we	 4-we	
-we	 ve	 -ye
13 -we	 -we	 +we	 4-we +je
	 4-re	
-we	 +ve +ve +y +v
14 -we -we	
-we	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
15	 -e -e	 +e	 +we -I-we	 0	 0	 0	 0	 0	 4-ye
16	 o	 o	 o	 o	 o	 4-we	 0	 0	 0	 0	 0	 -
17 -we	 4-ye -we	 -we	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
18	 -we	
-we	 -we	 0	 0	 0	 0	 0
19	 -we +e ve
	 -ye	 o	 o	 o	 o	 ve
20 -we	 4-ye	 +v	 +'e
21	 -we	 -we	 -we	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0
22 -we	 o	 o	 o	 o	 o	 4-we	 -kve
Group	 PeriodS (1976-78)	 Period 6 (1977-79)	 Period 7(1978-80) 	 Period 8(19 79-81)
Fl	 F2 F3 F4 F5	 Fl	 1-2	 F3 F4 F5	 Fl	 F2 F3 F4 Fi	 Ft	 F2 1-3 F4 F5
I	 -we	 +ve	 -ye	 -we -ye
2	 -	 4- ye	 +ve	 4-ye +v	 -we
3	 +ve	 o	 o	 o	 o	 o	 -we -4-ye	 -we -ye
4	 -we	 -ye -we	 +ve	 -ye -we	 -ye	 -ye +we	 -we -ye
5	 -we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -ye 4-we	 -we
6	 -we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
7	 -ye	 -we 4-we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
8	 o	 o	 o	 o	 o	 -we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
9	 -we	 -we	 -ye	 -we -we	 -we	 o	 o	 o	 o	 o	 -we
10	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 -we	 -V	 +we
U -we -we	 -we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 4-we ve	 -ye
12	 +ve	 +ve	 4-we	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
13	 -ye	 v +we 4-we	 -ye -we	 +ve	 +y -we
14 -ye -we	 -we	 o	 o	 o	 o	 o	 -ye
15 4-ye 4-ye	 +ve	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -ye
16	 0	 o	 o	 o	 o	 -we	 4-we
17	 -I-we -ye	 -ye	 -we -we	 +ve	 +ve	 +ve
18	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -ye
19 4-ye	 +ve	 o	 o	 o	 o	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0	 0
20	 4-we	 -we	 -we	 o	 o	 0	 0	 0	 0	 0	 0	 0	 0
21 -ye	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 0	 0	 0	 0	 0
22	 -we	 +ve	 o	 o	 o	 o	 o	 4-we -we
+ve - indicates a sigmficant positive risk premia, -we - indicates a negative risk premma,
o - indicates that for the group there ere no significant risk premia as compared to at least one
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Table 6.1. 1 Continued.	 ______________________ ______________________ ____________________
Group	 Period 9(1980-82)	 Period 10(1981-83)	 Period II (l9-84)	 Period 12 (1983-85)
1: 1	 E2F3	 F4	 ES	 H	 F2F3	 F4	 E5	 El	 F213	 F-F5	 El	 F2E3	 F4	 ES
I	 o	 o	 o	 o	 0	 0	 0	 0	 0	 0	 -VC	 0	 0	 0	 0	 0
2	 o	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
3	 -ye	 0	 o	 o	 o	 o	 0	 0	 0	 0	 0	 -VC -ye
4	 -ye -we	 +-ve	
-ve +ve	 0	 0	 0	 0	 0
5	 -ye	 0	 0	 0	 0	 0	 +ve	 0	 0	 0	 0	 0
6	 0	 0	 0	 0	 0	 0	 0	 o	 0	 0	 -ye -cc
	 -we	 +ve
7	 o	 o	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
8	 -ye	 +ve
	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
9	 0	 0	 0	 0	 0	
-4-ye	 o	 0	 o	 o	 o	 -ye
14)	 +ve	 o	 o	 o	 o	 o	 -we	 -we	 -ve
II	 +ve	
-we	 0	 0	 0	 0	 0
12	 -ye	 o	 o	 o	 o	 o	 -ye	 o	 o	 o	 o	 o
13 +ve	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
14	 o	 o	 0	 o	 o	 o	 o	 o	 o	 o	 +y	 -I-ye	 o	 0	 0	 0	 0
IS	 +ve	 +ve	 -we	 +ve
	 0	 0	 0	 0	 0
16 +v +ve	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
Ii +v	 -I-ye	 +V	 0	 0	 ()	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
IS	 1-we 1-re	 +ve	 -ye	 .	 ^
19	 -ye	 -ye	 -we	 -4-ye	 1-ye	 o	 o	 o	 0	 0
20	 +ve	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -ye 1-we
21	 +ve -we	 -ye	 -ye	 -ye	 -ye	 -ye
22	 o	 o	 o	 o	 o	 -ye	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
Group	 Period 13 (1984-86)	 Period 14 (1985-87)	 Period 15 (1986-88) 	 Period [6 (1987-89)
	
Fl F2 F3 F4 F5	 H F2 F3 F4 F5	 Fl F2 F3 F4 F5	 Fl U F3 F4 F5
-ye +ye	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -we -we
2	 -ye	 -ye	 o	 o	 o	 o	 o	 -I-ye
3	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 -we	 1-we
4	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -we
5	 o	 o	 o	 o	 0	 1-re	 1-ye	 1-ye
6	 +ve	 +ve	 -ye	 o	 o	 o	 0	 0	 4-ye -ye
7	
-ye	 -ye	 -ye	 o	 o	 o	 o	 o
8	 -we	 -ye	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o
9	 o	 o	 o	 o	 o	 -ye	 -ye	 o	 o	 o	 0	 0	 0	 0	 0	 0	 0
10 -ye	 1-ye	 +ve	 -we	 -ye	 -we	 o	 0	 0	 0	 0
II	 4-ye	 -ve	 +ye	 1-ye	 +y +y
12	 1-ye 1-ye	 o	 o	 o	 o	 o	 -ye	 o	 o	 o	 o	 o
13	 4-ye 1-ye	 -ye	 -we -we	 -ye	 -ye	 -we
14	 o	 o	 o	 o	 o	 -ye	 -we
15	 o	 o	 o	 o	 o	 -ye	 -ye	 -ye	 -ye
16	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 -we	 -we -ye -we
17	 0	 0	 0	 0	 0	 0	 0	 0	 0	 o	 -4-ye
18	 +we	 o	 o	 o	 o	 o	 -ye	 1-ye -ye -ye
19	 +ye	 -we	 o	 0	 0	 0	 0
20	 -we	 -ye	 -ye	 -ye	 1-ye
21	 0	 0	 0	 0	 0	 -we	 -ye	 1-we 1-ye	 -ye
22 -ye	 -we -we	 -we	 -ye -we	 1-ye
1-ye - indicates a significant positive risk prenua, -ye - indicates a negative risk premia,
o - indicates that for the group there were no significant risk premia as compared to at least one.
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Table6. 1.1 Continued	 _____________________ _____________________ ____________________
Group	 Period 17(1988-90)	 Period 18(1989-91)	 Period I9(199-92)	 Period 20(1991-93)
Ft	 [2	 F3	 F4	 E5	 Ft	 F2	 F3	 F4	 1:5	 Fl	 F2	 F3	 F-1	 1 : 5	 Fl	 12	 13	 F-I	 1:5
I	 +ye	 -ye	 -ye	 +ve
2	 -ye	 --ve	 4-re	 -1-ye	 0	 0	 o	 o	 o
3	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 +vc
4	 o	 o	 o	 o	 0	 -'-ye	 4-we -we	 4-vu	 -we
5	 4-we	 --ve	 o	 o	 o	 0	 o	 0	 0	 0	 0	 0
6	 4-re	 o	 o	 o	 o	 o	 4-we	 o	 o	 o	 o	 o
7	 0	 0	 0	 0	 0	 -Ye -YC	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
8	 +ye	 -ye	 o	 o	 o	 o	 o	 o	 o	 o	 o	 o	 4-we
9 +ve	 +v	 +ye 4-ye 4-ye +ye	 +ve-	 +ve	 --v	 0	 0	 0	 0	 0
10	 -ye -ye	 -we -ye	 o	 0	 0	 0	 0	 0	 0	 0	 0	 0	 -%C
fl 4-ye	 o a o a a
	
+v	 +ye
12	 o	 o	 a	 o	 o	 +ve
	 4-ye	 4-we +ve	 4-re	 +Ve -ye
13	 a	 o	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
(4	 o	 o	 o	 a	 0	 ve -ye	
-ye -we	 0	 0	 0	 0	 0
(5	 -we	 -ye	 -ye	 4-Ye	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0
16 -we -ye -we	 4-ye	 o	 o	 o	 o	 o
(7	 -ye -ye -we -ye	 4-we	 -we	 +ye
18	 -we -we	 4-ye	 o	 o	 o	 o	 --ve	 +ve
19	 a	 o	 a	 o	 o	 -we	 4-ye	 4-ye	 a	 o	 o	 o	 o
20	 +ye	 o	 o	 a	 o	 o	 o	 0	 0	 0	 0
21	 +ve	 +ve +ve	 -ye -we	 +we +ye
22	 0	 0	 0	 0	 0	 4-ye	 4-ye	 o	 0	 0	 0	 0
4-we - indicates a significant positive nsk premia, -we - indicates a negative nsk premia,
o - indicates that for the group there were no significant risk premia as compared to at least one.
3riods.
4
	
S
-1-ye 	 -ye	 +ve	 -ye
11	 2
	 6
3	 1	 2
	
3
6	 1	 3
	
6
1	 3	 1
	
4
1	 3
	 3
9
	
10
+ve	 -ye	 +ve	 -ye
5	 2
	
I
3
	
2
	
I
	
1
2
	
I
	
1
3	 2	 1
3	 3
	
I
14
	
15
+ye	 -ye	 +ve	 -ye
7	 6
I
	
3	 I	 5
2
	
1
3
	
1
	
1
I
	
2
	
3
19
	
20
±ve	 -ye	 +ve	 -ye
10	 4
1
	
2
	
3
	 2
2
	
3
2
	
2
	 1
4
	
I
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Table (6.1.2) Number of s
Period	 I
+ve
	
-ye
Factor I	 -	 17
Factor2	 3	 3
Factor3	 2	 2
Factor4	 2	 -
Factor5	 4	 2
Period	 6
+ve	 -ye
Factor1	 -	 2
Factor2	 2	 1
Factor3	 2	 2
Factor4	 2	 3
Factor5	 2	 3
Period	 11
+ve
	
-ye
Factorl	 2	 3
Factor2	 3	 2
Factor3	 2	 2
Factor4	 -	 2
Factor5	 3	 2
Period	 16
-I-ye 	 -ye
Factorl	 1	 4
Factor2	 4	 2
Factor3	 2	 3
Factor4	 3	 1
Factor5	 2	 4
cant coefficients for each factor over all
2	 3
+ve
	
-ye	 +ve	 -ye
3	 -	 3
1	 5	 1	 2
4	 3	 2
2	 1	 3
3	 4	 1	 1
7	 8
+ve	 -ye	 +ve	 -ye
1	 1	 3	 3
2	 1	 3	 5
1	 3	 1	 5
2	 1	 1	 -
-	
-	 5	 3
12	 13
+ve	 -ye	 +ve	 -ye
1	 4	 1	 3
1	 2	 2	 3
1	 -	 4	 1
-	
-	 3	 -
-	 2	 -
17	 18
-I-ye 	 -ye	 +ve	 -ye
2	 3	 4	 1
2	 4	 4	 2
4	 4	 3	 2
1	 2	 4	 1
2	 4	 1	 -
Periods with all +ve
Factor 1
	
2,3,4,9,19 and 20
Factor 2
	 -
Factor3	 3,l2andlS
Factor 4	 1,2,8, and 13
FactorS	 4,13,18 and 4
Periodswithall-ve
1,6,14, and 15
10 and 14
11, 14 and 19
10, 15 and 20
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Table 6.2.1 Surnniarv of significant risk prcnria for regression 6.2.6 	 _____________________
Group	 Period I	 Period 2
	
Period $ -	 Period 4
sdiI t20f415	 sdfl t213f4u5	 sdiI 12Ii1f5	 sdfl 120f415
I	 +ve	 +ve	 +ve +vt	 .rc	 +v -ye
2 ^ve	 +vc	 +vc	 -we +ve	 o o o o o o
	
+ve +ve +vc
3	 -i-ye	
-we	 0	 0	 0	 0 0	 0
-4	 +VC	 4-VC	 0 0 0 0 0 0 4-re 4-re 4-we	 4-we 4-re
5	 o o o o o o	 o o o o o o
	 -we -we 4-Ve +y	 4-re
6	 -ye	 o o o ci o o	 +ve
7	 +%	 4-VC	 -ye	 +ve -ye	 -$-	 -i-ye
8	 -we ^ve -we	 +V	 0 o o ci o o -ye	 o o o ci o o
9	 +y	 -we	 -we o o 0 ci ci ci	 ci 0 0 0 0 0 +yt +Vt	 -SIC
It) +ve -we	
-ye -ye +ve
11 4-ye -ye	 4-ye	 4-re	 o 0 0 0 0 0
12	 -ye	 4-ye	 .rc	 4-re	 ci o o	 o o
13 4-we	 +se -ye +ve 4-ye 4-ye -s-ye +- +vc	 4-ye +v	 -ye	 4-ye 4-we 4-re i-we 4-ye
14 4- ye -ye -	 +ve -we -we	 o o o ci o o +v
15	 -	 +v	 i-we
	 i-ye 4-ye o o o ci o o	 i-we
16	 o ci o o o a	 4-re	 o o o o o o +v	 -ye
17	 -se	 -we 4-ye	 -we 4-ye	 i-re
18 +y -'e	 -we	 -we	 4-re
19	 -ye i-se -s-ye 	 .rc	 o	 o o o o o 4-ye +ye
20 4-ye -se	 i-re	 i-ye	 +ve	 i-we	 -s-ye	 4-ye
21 +ve -ye	 -ye	
-ye o o o ci o o 4- y e +y
22 4-ye .rc	 i-ye	 o o o ci o o	 i-ye	 i-re i-re
Group	 Penod 5	 Period 6	 Period 7	 I	 Period 8
sdfl2t3f415 sdfl2Of4f5 sdflt2Gf4f5 sdflf2f3f4f5
1 +y	 -we	 0 0 0 0 0 0	 0 0 0 0 0 o	 -ye	 4-ye
2 i-we	 -se 4-ye	 +ve	 .rc 4-ye	 4-ye	 -we	 +ve
3	 +we	 +ve	 -we -we
4 4-ye	 -ye -ye +ve	 4-we	 -ye	 4-we -we 4-ye	 -we	 4-ye
5 i-ye	 -I-re -we	 i-ye +ye	 i-ye	 +v	 -we
6	 -i-ye	 -we	 4-ye	 -ye	 +ve
7 +y	 -we i-ye +ve	 0 0 0 0 0 0	 +ve
S +ve	 +ye	 +ve	 i-re
9 +v	 -ye i-ye	 i-ye +ve	 i-we i-ye 4-ye	 -we -f-ye
10	 0 0 0 0 0 0	 0 0 0 0 0 0 +ve	 -we	 -i-ye	 4-ye
II	 -ve	 -	 i-ye	 i-ye	 4-we i-ye +ye +ve	 -we
12	 +ve +ve 4-ye	 4-ye +ve	 -	 +ve
13 4-ye	 -ye 4-we	 -i-ye	 i-we +ve	 4-ye	 -we	 -we 4-ye	 4-ye -'IC
14 i-ye	 4-ye	 +ve	 +ve	 +ve 4VC i-we
15 i-we i-ye 9-Ye +ve	 1-ye +ve i-ye	 o o ci ci a o	 -ye
16 4-ye	 4-ye	 (1 0 C) 0 0 0	 0 0 0 0 0 0
17 +ve	 i-we -we	 4-ye	 -ye	 i-ye	 4-ye	 -f-we
18 i-ye	 +ve	 4-ye	 -we	 i-we	 -we	 -we
19 4-ye	 4-ye	 +ve	 -we o 0 0 0 ci 0	 0 0 0 0 0 0
20	 +ve	 i-ye -we	 -we	 -we o 0 0 0 0 0 -we
21 i-ye	 -we	 -i-ye	 -4-ye	 +ve
22 i-ye	 -we	 -5-ye	 0 0 0 0 0 0
	
+v -we 4-ye
-4-re - indicates a significant positive risk premia, -we - indicates a negative risk premia, o - indicates that for the group
there were no signiiicant risk prernia as compared to at least one.
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Table 6. 2 I Continued.	 ______________________ ______________________ _____________________
Group	 Period 9	 Period Jo	 Period II
	
Period 12
sd ii 12 03 14 15	 sd Li 12 13 f4 f5
	
sd fl 12 03 14 15	 sd Li L2 [3 [4 15
I	 +ve +ve -we	 +ve	 +we	 -ye	 +ve	 +ve
2 1-ye	 +v	 1-ye	 1-ye
3	 -ye	 o o o o o	 o o o o o o	 -ye-ye
4	 -we -ye	 o	 o o	 o	 o	 o	 -ye +ve	 -I-ye
5 +v	 -ye	 +v	 +ve	 +v
6	 0 0 0 0 0 0 -I-ye	 1-ye -we -we
	 -ye o o o o 0 0
7	 +yt-I-	 -I-ve+ve	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0 0	 0
8 +ve	 1-ye	 +ve	 0 0 0 C) 0 0
	 0 0 0 0 0 0
9	 o o o o 0 o	 1-ye	 o o o o a o 1-ye
10 1-ye	 4-ye	 0 0 0 o
	 o o 1-ye	 -ye	 -I-we	 -we
II	 -he +y	 +ye +v -i-ye +ve	 1-we	 -we	 o o o o o o
12	 -we	 1-ye	 -ye	 -ye -we o o o a o o
13	 -ye -i-we -ye	 1-ye	 1-ye	 -i-ye	 -I-re	 +ve	 -ye
14 1-we	 +ve	 +ye	 +ve	 +ve o o a o o o
IS	 -I-ye 1-ye	 1-ye	 -i-ye	 1-ye
16	 ve+ve+ve	 o
17	 1-ye	 +ve	 +ve +ve +ve	 -ye 1-ye	 -'-ye
18	 0 0 0 0 0 0 -i-we	 +ve
	
1-ye
19	 -ye	 -ye 1-ye	 -ye	 -ye 1-ye	 -we -i-ye	 -i-ye	 -ye
20	 1-ye o o o o o	 1-ye
21	 1-ye	 -ye	 -we	 -ye	 +ye -ye
22	 4-ye	 1-ye +ve	 -ye	 1-ye 1-ye	 +ve	 1-ye	 +ve
Group	 Period 13
	
Period 14	 Period 15	 Period 16
sdfl 12t)f415	 sdtll2t3f4fS	 sdflt2[3f405	 sdflt2f3f4fS
I +ve	 +ve	 o o o o 0 0 4-ye 4-ye	 +y	 1-ye 1-re	 -ye -ye
2 1-ye	 -we	 -we	 1-ye	 -ye	 1-we	 4-ye	 1-ye
3 +ye	 1-ye	 -I-ye	 1-ye
) +y	 -%e	 -ye +ve	 4-ye	 1-ye	 +ve +ye
6	 +ve +v	 -i-ye	 1-ye	 -ye	 +ve
7	 -ye	 -ye	 1-ye	 -I-ye	 +ve
8	 o o o o o o	 -Ye	 1-ye
9 4-ye	 +ve	
-we 1-ye
10 +ve	 1-ye	 1-ye	 -I-ye
ii 1-ye +ve -ye 1-ye	 -ye	 -I-ye +ve	 4-ye
12	 1-ye 4-ye	 1-ye	 4-ye
13	 1-ye	 1-ye	 -ye	 -ye -ye -
14 4-ye	 -ye	 4-ye
15	 o o o o 0 0	 -ye	 0 0 0
16 o o o o o o +ve	 4-ye
17 o o o o o o 1-ye	 -we
18	 +y	 0 0 0 0 0 0
19 1-ye	 --ve	 -ye o o o
20 -4-ye	 4-ye +ve 0 0 0 0 0 0 4-ye
21 +ye	 1-ye	 -Ye	 4-ye	 -ye
22	 o o o a o o 1-ye -ye -Ye	 +ve -ye
+ve	 1-ye
+ve
+V +y
0 0 0 0 0 0
4-ye	 -ye -ye +ve
-we 1-ye
+ve	 0 0 0 0 0 0
+ye
-ye	 -ye	 -ye
+ve
o o	 0 0 0 0 0 0
4-ye	 -we
4-ye
-VC	 +V -ye -ye
o 0	 0 0 0 0 0 0
+ye	 -ye	 1-ye
-I-ye
-we	 4-ye	 +ve
+ye - indicates a significant positive risk premia, - ye - indicates a negative risk prernia,
o - indicates that for the group there were nosignilicant risk premia as compared to at least one.
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Table 6.2 1 Continued.	 _______________________ _______________________ ______________________
Group	 Period 17	 Period (8	 Period	 Period 20
sd ft (2 (3 14 15	 sd 11 (2 1'] 14 15	 sd 11 (2 (314 13	 sd Ii (2 13 14 (5
I	 0 0 0 0 0 0	 -ye	 0 0 0 0 0 0
	
4-ye
2	 -ye - ye	 o o o	 i o o
	 o o o o o o
3	 o o o o o o	 4-we	 o o o o o o	 -ye-we
4	 o o o o o o	 o o o o o o
5	 o o o o o o	 -we	 +ve	 -ye	 +e	
-we
6 4-ye	 0 0 0 0 0 0
	 4-we	 -ye
7	 o 0 0 0 0 0	 -we	
-ye o o o o o o
	 o o o o o 0
8	 -ye	 -ye	 o o o o o o	 o o o o o o
9	 +ye	 4-ye -ye 4-we +v +ve
	
-we	 -I-ye	 +ve o o o o o o
10	 -ye -we	 -we -ye -ye	 -we	
-we	 +y	
-we
I I
	
+ve	 +ve
	
-we	 4-ye	 +ve 4-we 4-ye
12	 o o o o o o
	
-we +y	
-we	 +ve	 +y -we
13 +v	 ve	 4-ye	 +ve	 +ve	 o o o o o o
(4	 o 0 0 0 0 0	 4-we -we	
-we -ye	 o o o o o 0
IS +v_ye	 -we	 4-we	 o o o o o o
	
o o o o o 0
(6	 -ye	 -ye	 +ye	 -ye	 o o o o o o
17	 -we -we -we	 o 0 0 0 0 0	 0 0 0 0 0 0
18	 -we -we	 +ve 0 0 0 0 0 0
	
+ve
	
+y +y 4-ye +ve -we
19	 -we	 -we	 -we	 +ye	 -4-ye 0	 0	 0	 0	 0 0
20	 +ve	 +V	 -ye	 o 0 0 0 0 0
21 +we	 4-we	 +y 4-we	 -ye	 -we	 0 0 0 0 0 0
22 -we	 +y	 4-ye	 0 0 0 0 0 0
4- ye - mdicates a si8nlficant positive nsk premia -we - indicates a negative risk premia.
o - indicates that tor the group there were no signiticant risk premia as compared to at least one.
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Table (6.2.2) Number of significant coefficients for each factor over all etiods.(Regressiot 6.2.6)
I	 4
+ve
	
-ye	 +ve	 -ye	 +ve
	
-ye	 +ve	 -ye	 +ve	 -ye
SD	 13	 0	 7	 0	 3	 2	 ii	 0	 17	 0
	
Factor!	 0	 13	 2	 1	 3	 1	 14	 0	 1	 0
	
Factor2	 4	 2	 2	 4	 1	 2	 3	 0	 3	 2
	
Factor3	 2	 1	 4	 2	 2	 0	 4	 1	 5	 5
	
Factor4	 3	 0	 2	 1	 1	 3	 2	 2	 2	 4
	
FactorS	 5	 2	 2	 4	 0	 1	 2	 0	 4	 2
	
Period	 6	 2	 2	 IQ
+ve	 -ye	 +ve	 -ye	 ±ve	 -ye	 +ve	 -ye	 +ve	 -ye
SD	 19	 0	 11	 0	 6	 2	 7	 2	 15	 0
	
Factor!	 2	 1	 2	 0	 6	 0	 7	 0	 4	 1
	
Factor2	 2	 1	 1	 1	 4	 4	 2	 4	 2	 0
	
Factor3	 2	 3	 3	 3	 2	 5	 2	 1	 1	 2
	
Factor4	 2	 1	 2	 0	 2	 0	 1	 2	 2	 0
	
FactorS	 2	 3	 1	 1	 5	 3	 3	 2	 0	 2
	
Period	 11	 12	 13	 14	 15
+ve	 -ye	 +ve	 -ye	 +ve	 -ye	 -fve	 -ye	 +ve	 -ye
SD	 13	 2	 14	 0	 13	 0	 13	 0	 16	 0
	
Factorl	 3	 2	 0	 2	 2	 1	 0	 2	 2	 2
	
Factor2	 2	 2	 2	 1	 2	 3	 1	 3	 1	 2
	
Factor3	 1	 1	 0	 I	 3	 0	 1	 2	 2	 1
	
Factor4	 1	 4	 1	 0	 3	 2	 3	 2	 4	 1
	
FactorS	 I	 2	 1	 2	 2	 1	 1	 3	 1	 2
	
Penod	 16	 17	 18	 19	 20
-fve	 -ye	 +ve	 -ye	 +ve	 -ye	 +ve
	
-ye	 +ve	 -ye
SD	 12	 0	 4	 3	 1	 8	 1	 7	 3	 1
	
Factor I	 1	 1	 1	 2	 4	 1	 5	 0	 4	 0
	
Factor2	 1	 1	 3	 3	 4	 3	 0	 0	 3	 3
	
Factor 3
	 3	 4	 1	 3	 2	 1	 2	 2	 0	 2
	
Factor4	 1	 3	 1	 2	 4	 1	 2	 1	 2	 1
	
FactorS	 3	 2	 2	 2	 0	 1	 4	 0	 0	 1
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Table 6.3.1 Distribution of intercepts values for regression 6.2.5
Range	 Periods
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
	
-0.06	 to	 -o.os	 455A
	
-0.05	 to	 -0.04	 4.55
	
-0.04	 to	 -0.03
	
-0.03	 to	 -0.02	 4.55	 4.55
	
-0.02	 to	 -0.01	 4.55	 9.09
	
-0.01	 to	 0	 4.55	 22.73	 13.64	 4.55	 4.55	 18.18	 4.55
0	 to	 0.01 I 4.55 I 31.82 I 45.45 I	 I	 I	 I 4.55 I 18.18 I 27.27 I
	0.01	 to	 0.02	 22.73	 22.73	 18.18	 27.27	 9.09	 4.55	 31.82	 18.18	 40.91	 13.64
	
0.02	 to	 0.03	 31.82	 9.09	 4.55	 13.64	 13.64	 4.55	 27.27 22.73 22.73	 36.36
	
0.03	 to	 0.04	 27.27	 4.55	 36.36 27.27 31.82	 22.73	 18.18	 4.55	 31.82
	
0.04	 to	 0.05	 4.55	 4.55	 27.27 40.91	 9.09	 4.55	 0.00	 13.64
	
0.05	 to	 0.06	 4.55	 13.64 22.73	 4.55
	0.06	 to	 0.07	 13.64
	
0.07	 to	 0.08
	
0.08	 to	 0 09
	
0.09	 to	 0.1
Range	 Periods
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
	
-0.06	 to	 -0.05	 -
	
-0.05	 to	 -004
	
-0.04	 to	 -0.03	 4.55	 9.09
	
-0.03	 to	 -0.02	 4.55	 9.09
	
-0.02	 to	 -0.01	 27.27 40.91	 4.55
	
-0.01	 to	 0	 4.55	 36.36 22.73	 36.36	 18.18
0	 to	 0.01 F 4.55 I	 I	 I	 I	 I 4.55 I 22.73 I 27.27 I 4.55 I 9.09
	
0.01	 to	 0.02	 9.09	 9.09	 4.55	 4.55	 18.18	 4.55	 22.73
	
0.02	 to	 0.03	 45.45 22.73 27.27	 9.09	 36.36	 9.09	 9.09	 13.64
	
0.03	 to	 0.04	 13.64 27.27 36.36 13.64 22.73	 9.09	 9.09	 27.27
	
0.04	 to	 0.05	 27.27 27.27 18.18 27.27 22.73 27.27	 4.55
	0.05	 to	 0.06	 13.64	 13.64 31.82 31.82	 4.55	 4.55
	
0.06	 to	 0.07	 18.18	 9.09	 9.09
	
0.07	 to	 0.08	 4.55	 4.55
	0.08	 to	 0.09	 .
	
0.09	 to	 0.1
	
0.1	 4.55
The boxed values indicate the range where the average risk free rate is located
A are percentages within the range.
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Range
1	 2
less	 0.1
	
4.55
0.1
	
10
	 0.2
	
4.55
0.2	 to	 0.3
	 9.09	 18.18
0.3
	
to	 0.4
	
0.00	 9.09
0.4
	 (0	 0.5	 13.64	 45.45
0.5
	
to
	 0.6
	
27.27	 13.64
0.6
	
to	 0.7
	
22.73	 4.55
0.7
	
to	 0.8
	
22.73
0.8
	
to	 0.9	 4.55
11
	
12
	
13	 14
less	 0.1
0.1
	
to	 0.2
	
9.09
	
18.18	 9.09
0.2
	
to	 0.3
	 9.09	 13.64	 13.64	 13.64
0.3
	
to
	 0.4
	
13.64
	
13.64	 13.64	 36.36
0.4	 to	 0.5
	 9.09	 13.64	 18.18	 18.18
0.5	 to	 06
	
36.36
	
18.18	 31.82	 9.09
0.6	 to	 0.7
	 9.09	 13.64	 9.09	 13.64
0.7	 to	 (3.8	 13.64	 4.55	 9.09
0.8	 to	 0.9
	 9.09
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Table 6.5.1 Distribution of R-sgtiarcd values for Regression (6.2.5) and (6.2.6)
Rcgression (6.2.5) 	 '.
Range	 Periods
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
less Ilan	 0.1	 455a	 4.55	 13.64	 4.55	 13.64
	
0.1	 to	 0.2	 9.09	 13.64	 22.73	 18.18	 9.09	 45.45	 36.36	 9.09	 4.55	 36.36
	
0.2	 to	 0.3	 4.55	 22.73	 31.82	 22.73	 27.27	 18.18	 22.73	 22.73	 54.55	 13.64
	
0.3	 to	 0.4	 22.73	 27.27	 31.82	 9.09	 22.73	 9.09	 13.64	 27.27	 13.64	 31.82
	
0.4	 to	 (1.5	 9.09	 31.82	 13.6 .1	 22.73	 27.27	 13.64	 9.09	 18.18	 13.64	 4.55
	
0.5	 to	 0.6	 36.36	 27.27	 13.64	 9.09	 4.55	 9.09	 13.64
	0.6	 tO	 0.7	 9.09	 9.09
	0.7	 lo	 0 8
	 9.09
Range	 Periods
11	 12	 13	 14	 15	 16	 17	 18	 19	 20
less ihan	 0 I
	
4.55	 4.55	 4.55	 4.55	 4.55	 4.55	 4.55	 22.73
	
0.1	 to	 0.2
	
31.82	 45.45	 36.36	 13.64	 27.27	 13.64	 27.27	 18.1%	 18.18	 22.73
	
0.2	 (0	 0.3	 13.64	 11.82	 22.73	 54.55	 27.27	 18.18	 18.18	 9.09	 27.27	 22.73
	
0.3	 to	 0.4
	
22.73	 9.09	 13.64	 22.73	 31.82	 22.73	 18.18	 40.91	 27.27	 22.73
	
0.4	 to	 0.5
	
22.73	 9.09	 27.27	 4.55	 4.55	 18.18	 13.64	 22.73	 13.64	 9.09
	0.5	 to	 06
	
4.55	 4.55	 18.18	 13.64	 0.00	 4.55
	0.6	 to	 0.7
	
4.55	 4.55	 4.55	 4.55	 4.55
	
0.7	 to	 0.8
Regression (6.2.6)
Periods
3	 4	 5	 6	 7
	
8	 9	 10
	13.6 	 4.55	 18.18	 4.55
	
18.18	 9.09	 4.55	 4.55	 13.64	 13.64	 4.55	 1%.18
	45. 	 18.18	 4.55	 27.27 31.82 22.73 40.91 22.73
	
9.09	 18.18	 22.73	 13.64	 13.64	 18.18	 22.73	 31.82
	
13.64	 27.27	 13.64	 22.73	 13.64	 18.18 31.82	 9.09
	
9.09	 36.36	 9.09	 4.55	 22.73	 4.55
	
18.18	 4.55	 22.73	 4.55	 4.55	 9.09
9.09
Range Periods
	
15	 16	 17	 18	 19	 20
18.18
	
9.09	 4.55	 13.64	 4.55	 4.55	 13.64
	
0.00	 9.09	 22.73	 9.09	 [8.18 27.27
18.18	 13.64	 18.18	 18.18	 22.73	 18.18
27.27	 22.73	 13.64	 40.91	 40.91	 13.64
	
27.27 27.27 22.73	 9.09	 4.55	 4.55
	
9.09	 18.18	 4.55	 13.64	 4.55	 4.55
	
9.09	 4.55	 4.55	 0.00	 4.55
4.55
a- figures are perccntage of groups that arc withu,i range.
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Table 6.6.1 PeriOd by penod results of regres
Return	 Constant	 Factor I	 Factor 2	 Factor 3	 Factor 4	 Factbr 5	 R-square F-Statistic
Period 1
iç	 0.009 1 -7.811	 0.217 I -0.039	 0.030 I 0.076 I 0.245	 35.33!
t-test	 (-10.622)	 (4.273)	 (-1.024)	 (0.82 1)	 (2.257)
Period 2
-0.006	 0.223	 -0.021	 -0.025	 -0.024	 0.031	 0.005	 0.548
t-test	 (0.357)	 (-0.420)	 (-0.667)	 (-0.789)	 (1.063)
Period 3
	
-0.008 f 2.17J 0.007	 0.014	 0.021	 -0.009	 0.024	 2.659
1-test	 (3.497)	 (0.151)	 )0.384)	 (0.719)	 (-0.319)
Period 4
	
0.023 1 5.127	 J -0.042	 0.063	 0.000	 -0.031	 0.135	 16.947
t-test	 (8.657)	 (-0.688)	 (1.356)	 (0.022)	 (-0.892)
PeriOd 5
0.028 L -1.445 j -0.018 ( 0.089 j 0.016	 0.042	 0.030	 3404
t-test	 (-3.014)	 (-0.359)	 (1.995)	 (0.384)	 (1.180)
Period 6
0.030	 -0.647	 o.o	 L 0.106 I -0.046	 -0.047	 0.018	 2.012
t-test	 (-1.334)	 (0.5 13)	 (2.070)	 (-1.044)	 (-1.299)
Period 7
0.0 16
	 -0.273 [-0.109 I -0.051	 0.033	 0.026	 0.009	 0.983
t-test	 (-0.586)	 (-1.646)	 (-1.065)	 (0.742)	 (0.654)
PeriOd 8
0.010	 0.480 I -0.297 I -0231 j 0.009 1 -0.068 j 0.102	 12.419
t-test	 (0.856)	 (-5.668)	 (-4.939)	 (0.211)	 (-1.964)
Period 9
0.005 I 2.108 1 0.132 1 -0.112 1 -o.oJ 0.031	 0.0S2	 5.960
t-test	 (4.403)	 (2.261)	 (-2.000)	 (-1.833)	 (0.825)
PenodlO
L	 0.017	 -0.023 I -0.133 1 -0.025	 0.035	 0.016	 0.010	 1.138
t-test	 (-0.053)	 (-2.174)	 (-0.472)	 (0.759)	 (0.351)
Values in boxes are significantly different from zero at 10% significant leveL
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Table 6.6.1 Continued
Return	 Constant	 Factor 1	 Factor 2	 Factor 3	 Factor 4	 Faor 5	 R-square F-Staiistic
Period 11
0.020	 -0.027 L0.13J 0.026	 0.034	 -0.000	 0.010	 1.130
t-test	 (-0.099)	 (2.184)	 (0.499)	 (0.770)	 (-0.011)
Period 12
iç	 o.o	 [o.64o I -0.040	 -0.086	 -0.082 1 -o.o1 0.022	 2.475
t-test	 - (-2.254)	 (-.0.627)	 (-1.498)	 (-1.589)	 (-1.768)
Period 13
0.027 I -0.969 I -0.083	 -0.009	 -0.001	 -0.014	 0.020	 2.177
t-test	 (-3.053)	 (-1.370)	 (-0.154)	 (-0.024)	 (-0.318)
Period 14
	
0.039 I -4.499 I 0.138] 0.007	 0.070	 -0.052	 0.073	 8.530
1-test	 (-5.882)	 (2.125)	 (0.120)	 (1.368)	 (-1.102)
Period 15
	0.034 L -3.3 59 I 0,109 - 1 0.029	 -0.029	 0.010	 0.050	 5.693
1-test	 (-4.739)	 (1.783)	 (0.509)	 (-0.606)	 (0.246)
Period 16
0.025 1 -3.459 1 0.030	 -0.036 L 0.144 j -0.000	 0.058	 6.671
t-test	 (-4.403)	 (0.495)	 (-0.706)	 (3.166)	 (-0.017)
Period 17
-0.002	 0.308	 -0.091	 -0.023	 -0.009	 -0.074	 0.009	 1.035
1-test	 (0.548)	 (-1.325)	 (-0.416)	 (-0.175)	 (-1.602)
Period 18
	
-0.010 1 1.998 1 -0.076	 -0.078	 -0.028	 0.005	 0.028	 3.176
t-test	 (3.184)	 (-0.886)	 (-1.469)	 (-0.570)	 (0,109)
Period 19
	
-0.018 f 3.641 I -0.078	 -0.004	 -0.000	 0.090	 0.075	 8.863
t-test	 (5.847)	 (-0.809)	 (-0.075) (-0.013)	 (1.960)
Period 20
0.010	 1.107	 -0.030	 -0.017	 -0.031	 -0.029	 0.010	 1.140
1-test	 (1.908)	 (-0.317)	 (-0.288)	 (-0.609)	 (-0.597)
Values in boxes are significantly different from zero at l0% significant level.
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Table 6.7.1 Period by period results of regression (6.2.10)
Return	 Constant Std.Dev.	 Factor I	 Factor 2	 Factor 3	 Factor 4	 Factor 5 R-Square F-Statistic
Period 1
R	
-0.010	 0.139	 -6.893 I 0.1897 -0.055	 0.031 [ 0.070 I 0.350	 48.822
t-test	 (9.382) (-9.994) (4.0 17) (-1.534) (0.922) (2.247)
Period 2
i	
-0.015 I 0.078 I -0.612	 -0.008	 -0.006	 -0.019	 0.038	 0.050	 4.747
I-test	 (5.061) (-0.968) (-0.166) (-0.162) (-0.619) (1.337)
Period 3
R	
-0.012 I 0.035 I 1.746 1 0.012	 0.020	 0.019	 -0.005	 0.034	 3.138
I-lest	 (2.329) (2.702)	 (0.252) (0.546)	 (0.677) (-0.193)
Period
R,	
-0.000 I 0.183 I 4.328 I 0.011	 0.049	 -0.024	 -0.007	 0.304	 39.479
t-test	 (11.479) (8.071)	 (0.194) (1.173) (-0.760) (-0.235)
Period 5
-0.000 I 0.244 1 -0.395 I -0.072 I 0.084J 0.004 I 0.079 1 0.336	 45.821
t-test	 (15.815) (-0.980) (-1.719) (2.274)	 (0.105)	 (2.642)
Period 6
R	
-0.002 1 0.271	 0.90j -0.022 I 0.090 I -0.048	 -0.037	 0.285	 36.036
t-test	 (14.228) (2.107) (-0.467) (2.063) (-1.274) (-1.210)
Period 7
R	
-0.008 I 0.210 1 0.772 I -0.132 j -0.044	 0.026	 0.039	 0.153	 16.331
t-iest	 (9.604)	 (1.740) (-2.158) (-1.001) (0.623)	 (1.073)
PeriOd 8
,	 -0.009 I 0.140 I 1.849 I -0.283 I -0.208 I 0.003	 -0.052	 0.192	 21.520
t-test	 (7.763) (3.295) (-5.684) (-4.665) (0.069) (-1.577)
PeriOd 9
	
-0.011 I 0.119 I 3.022 J 0.075 I -0.108 I -0.082 1 0.020	 0.128	 13.317
t-test	 (6.896)	 (6.317)	 (1.328) (-2.016) (-1.895) (0.558)
Period 10
=	 -0.007	 0.162 I 1.528 1 -0.026 I -0.079 I 0.028	 -0.013	 0.203	 23.071
t-test	 (11.462) (3.756) (-0.477) (-1.652) (0.694) (-0.307)
Values in boxes are significant different from zero at 10% significant level
4
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Tabic 6.7. 1 Continued.
Retuni	 Coiiiaut	 Sd Dtv	 Factor I	 I actor 2	 lacior 3	 factor 4	 factor )	 k-Square I -Stiti
Pcriod II
	
R	 (1 (101) 15. 155 I 0.622 1 0.005	 -0.042	 (1000	 -0.() 17	 0.203	 23.085
I-lest	 (11.468) (2.487)	 (0.086)	 (4)876) (0.013)	 (-0.436)
Period 12
0 1)03 I 0 166 J 0.339	 0.029	 -0.083	 4)070	 -(1.046	 0.246	 29.45t)
1-test	 (12 676 ) (1.299 )
	
((1.519 )
	
(-1.641) (-1.545 ) (- 1.090
Penod 13
R	 0 006 f 0. 141 1 0.183	 4) 089	 0.025	 0.027	 -0.005	 (1185	 20.600
1-test	 (10.513) (0.590)
	 (- I 610)	 (0.458)	 (0.618)	 (-(1131)
Period J4
(1 007 I 0.159 I -1.255 I 0.048	 -0.061	 0.063	 -0.011	 0.269	 33 362
1-lest	 (12.089 ) (-1.717 ) (0 81 7 ) (-1.089 ) (1 .39() ) (-(1.265
Pcnod 15
R	 0 (100	 0 169 I -0.094	 0 061	 -0.006	 0.011)	 -0 000	 0.316	 41.8(14
	
Nest	 (14 518) (-0.146)	 (I 169)	 (-0 129) (0.254)	 (41.007)
Period 16
R	
-(1 002 L 0 139 1 -0.352	 0.017	 -0.041 1 0.140 I -0.022	 0.226	 26.451
	
t-test	 (It) 871 ) (-0.458 ) (0.305) (-0.892 ) (3.393 ) (-0.631
Penod 17
R	
-0 009 L 0 048 j 0.897	 -0.075	 -0.006	 -0.009	 -0.076	 (1.024	 2.2(17
	
i-test	 (2 830)	 (1.503)	 (- I 088) (-0.114) (-0.181) (-1.640)
Period IS
R	
-0(8)3 [osi I 1.427 J -0.088 T-0.o94 J -0.027	 0000	 0.043	 4.090
i-test	 (-2 905)	 (2.183) (-1.026 ) (-1.783 ) (-0.546 ) (0.017
Penod 19
R	
-0.004 I -0094 I 2.961 I -0.152	 -0.021	 -0.012 LQ088 I 0.143	 15.054
1-test	 (-6.528) (4.860) (-1.6 15) (-0.389) (41269) (1.995)
Period 20
0.006 1 0.025 I 1.348 I -0.031	 -(1014	 -0.028	 -0.027	 0.016	 1.495
1-test	 (1.802 )
	
(2.267) (-0.328 ) (-0.237) (-0.561) (-0.561
Values in boxes are significant different from zero at 10% significant level
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Chapter 7
The Stability of Factor Structure, Risk Premia and Factor Coefficients
of Stocks Over Time
Introduction
This chapter presents the study to determine the stability of the factor structure and the
risk premia of these factors. Results in Chapter 5 showed that the number of factors
remain stable across periods. Chapter 6 determined the number of factors that are priced.
The result showed that the number of priced factors or significant risk premia are not
consistent across period.
The objective of this study is achieved by examining the stability of the risk premia
across periods by taking into consideration the changes in the factor coefficients. This
procedure is taken with the assumption that the ranking order of the factors from one
period to another stays the same. In the previous chapter, the risk premia were obtained
by using sensitivities or factor coefficients within period. In this chapter, the risk premia
are re-estimated using factor coefficients across periods.
The factor sensitivities for a particular period are based on the factor structure of that
period. These sensitivities may change across periods. This study will adjust these
changes. A simple regression technique was used with prior period coefficients as
explanatory variables against current period coefficients. The parameters from the
regression were then used to adjust the prior period coefficients. These adjusted
sensitivities are then used to determine the new risk premia. II the factor structure
remains constant, the new risk premia attached to those factors should not be different
from the original risk premia. The next section discusses the procedure to achieve this
objective.
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7.2 Methodology
As previously stated, the objective of this chapter is to determine the stability of the
underlying factor structure albeit the assumptions and weaknesses. Factor coefficieixts
from past period are used to determine the risk premia using returns from the current
period. The factor coefficients from a past period will be used to adjust the sensitivities of
the current period. The risk premia from these adjusted previous factor coefficients are
compared against the results of the risk premia that used the current factor coefficients. A
constant underlying risk premia will indicate the factor structure remain unchanged. The
next two sections discuss the procedure to achieve these objectives.
7.2.1 Procedure to adjust the previous factor coefficients.
In Chapter 5, a Principal Components Analysis (PCA) are conducted on groups of stocks.
The purpose of this analysis is to transformed the returns into factors that are common
among the stocks. The returns can then be expressed in terms of the factors. The weight
of each factor to each stock is measured by the stocks' factor coefficients to that factor.
This expression is reproduced below:
R, = b 1,, C 1 + b2,, C2 +.............+b25-C25	 (7.2.1)
where R,, is the return of the stock i , b is the factor coefficient of the stock to the first
factor, and C 1 is the first factor. Since there are 25 stocks in each group the total number
of factors are twenty-five. The first five factors are then selected from each group and a
second PCA are performed on these factors. The result is a set of five super factors. The
factor coefficients in expression 7.2.1. can be adjusted to take into consideration the
superfactor coefficients from the super factors. This procedure was illustrated in Figure
6.2. and as an example the factor coefficients of the first stock in Group 1 are adjusted
accordingly as shown in the next page.
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d1,1	 bi,i (sbI,IA),
d2,1 - b2,1 (sbl,IB ),
d5,1	 b5,i (sb l,IE)
	 (7.2.2)
where d1,1 to d5,1 are the adjusted factors coefficients, b 1,1 to b5,1 are the first stage factor
coefficients, sbl , IA to sbI,IE are the superfactor coefficients from the second stage PCA.
The subscripts A to E pertained to the five super factors. The term sb j,j means that the
coefficients pertain to Group 1. For Group 2, the original factor coefficients of the first
five factors are multiplied accordingly with sb i,z to sb i, s and so forth the same
treatment are made up to Group 22.
Therefore, to take into account of the super factors, the returns of the first stock in Group
1 can be expressed as below:-
R 1 = d1,1 SC 1 + d2,1 SC2 +.............+d51SC5 	 7.2.3)
where d1,1 is equal to b i , i (sbl , IA ) and d2,1 is equal to b2,i (sbl , lB ) and so forth. SC1 to SC5
are the super factors. The return of the 25th stock in Group 22 for example can be
expressed as:
R25 = d1,25 SC1 + d2,5 SC2 +............. +d525SC5 	(7.2.4)
where d1,25 is equal to b 1,25 (sbi,4 ) and d5,25 is equal to b5,25 (sbs,22.․), and so on.
In this chapter, only the adjusted factor coefficients, d's, for all 550 stocks pertaining to
the five super factors are used for subsequent analysis. These coefficients are extracted
from 20 sub-periods. The length of each sub-period is 36 months. To determine their
stability, the factor coefficients are compared from one sub-period to another.
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The procedure from Blume (1975) are used to compare these coefficients. In that study,
Blume (1975) examined the regression tendencies of beta. The technique was used to
correct the estimation bias of beta. This study employed the same technique to examine
the stability of the sensitivity measures obtained from the PCA.
In this study, the factor coefficients from an earlier period are used as an explanatoiy
variable against the factor coefficients from a later period. The factor coefficients are
regressed factor by factor. The factor coefficients from the first period therefore are
regressed with each of the next remaining nineteen periods. The factor coefficients from
the second period are regressed with each of the next eighteenth period and so forth.
The regression can be expressed in the form below:-
d1,,^ 1 = a1.,- 1 +	 + et-,-i
	 (7.2.5)
where d1,1+ 1 is the factor coefficients i from the later period, at+i is the intercept pertaining
to the later period, 4+ is the rate of change in the factor coefficients between the two
periods, d1, is the factor coefficients from the earlier period, and et^i is a random
variable. For each period there are 5 regressions for each of the five super factors, (i = 1
to 5). A large value of I,+ indicates that the values of factor coefficients between the two
periods are close.
The intercepts a,+ 1 and the rate of change l^ are used to adjust the factor coefficients of
period I. The adjusted factor coefficients are then used in a pricing test against the return
from period t + I. The next section discusses this procedure in detail.
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72.2 Pricing test of the adjusted factor coefficients.
The objective of this procedure is to determine whether factor structure and risk premia
remain constant. The pricing test procedures similar to the one conducted in Chapter 6
are used. In that chapter, a cross-sectional regression was conducted between stocks
returns against the factor coefficients from the same period. For this study, the cross-
sectional regression was performed between current stocks returns against adjusted prior
period coefficients. The premia from this cross-sectional regression are then compared
against the premia obtained from the Chapter 6. The weakness of this procedure is the
assumption that the ranking order of the factor from the early period remains the same
and that the market constantly price the same risky factors.
The procedure of the pricing test is as follows. Using Period 1 as an illustration, the factor
coefficients from that period are adjusted using the intercepts and rate of change in period
2. These adjusted factor coefficients are then regressed against the average returns of
stocks in period 2. The procedure are then repeated by adjusting the factor coefficients of
period I with the intercepts and the rate of change in period 3. The adjusted factor
coefficients are then regressed against the average returns from period 3 and so forth.
Therefore for factor coefficients from period 1, there are adjustments and regressions
with each of the next 19 periods. The factor coefficients from period 2 are similarly
adjusted and regressed with each of the next 18 periods and so forth.
In a general form, the regression can be shown as:
+ % 1(adjusled ) dI/(jjjUsted) +......... A 5(adjus:ed) d5, (adjusted) + 17,^i	 (7.2.6)
where	 is the return of stock i from period 1+1,	 ijuI) is the intercept and
(adjusted) to ?\5(adjus1ed) are the adjusted risk premia for period t+ 1. 7t+i is the random error.
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The adjusted risks premia are then compared against the original risk premia from
Chapter 6. The difference between the adjusted risk premia and the corresponding
original risk premia are divided by the standard error of the adjusted risk premia. A t-test
is conducted to test the hypothesis that there are no significant differences between the
two risk premia.
7.3 Results
7.3.1 Results of regression (7.2.5)
Table 7.1.1 to Table 7.1.5 presents the results for the regression (7.2.5) where the factor
coefficients from each period were regressed against factor coefficients from the next
periods. In the column under Period 1, the factor coefficients from that period are the
independent variables and were regressed with each of the next nineteen periods which is
represented by the rows. Under the Period 2 column, the factor coefficients from that
period were regressed against the factor coefficients of the next eighteen periods. Since
regression were performed with a later period, the rows before Period 2 is left empty.
Each column presents the intercepts and the rate of change. An intercept close to zero and
a slope value close to I will indicate that the values of the factor coefficients between
periods are close to each other.
The results for the first factor coefficients are presented in Table 7.1.1. The result show
that the d's, or slope values are highest with the next first period from the period in
question. The slope is within the region of 0.85 or more. The highest slope value is
registered for factor coefficients from Period 3, with a value of 1.1726. Lower results are
registered for factor coefficients from Periods 7, ii, 12, 13 and 17. The lowest slope is in
Period 13 with 0.1888. This low value means that the factor coefficients from this period
are notably different from the factor coefficients from the other periods.
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PCA that were performed on overlapping months may cause the values of the next
immediate periods to be higher. The Periods were moved every twelve months and
therefore the last 24 months of Period I for example were the same months as the first 24
months from Period 2. Therefore, the important results should start from Period 3
onwards.
The values of the slope do not always decreases as the period lengthened. For example in
the Period 1 column, the value in the Period 3 row is lower than Period 2 and continue to
decrease until the row in Period 10 where it then increases for the next three periods..
This trend is present in the other columns. However, the value is still lower compared to
the next immediate periods from the period in question.
The results in Table 7.1.2 for the factor coefficients from the second factors are mixed.
Only the column in Period 2 had the highest value of 0.7950 with the row in Period 3.
There are slopes with negative values, which suggest that the factor coefficients have
reversed form the earlier periods. This indicate an instability in the sensitivity of the
stocks to the factor.
Table 7.1.3 presents the regression values for the factor coefficients for the third factor.
The low values of the slopes show that there are significant changes in the sensitivities to
this factor. The highest value was registered in the Period 14 column and Period 15 row.
The results for the fourth and the fifth factor are presented in Table 7.1.4 and 7.1.5
respectively. The result is similar with the second and third factor in terms of the slope
values being generally lower when compared with the results of the first factor.
The i?2 values for the above regresions are presented from Table 7.2.1 to Table 7.2.5 for
the first to the fifth factors respectively. The arrangement of the results are similar with
Table 7.1. where each column represents the period from which the factor coefficient was
used as the independent variable while the rows represent the period for the dependent
variable.
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The results of the R2 for the first factor in Table 7.2.1 seemed to show a more distinct
trend than the results of the slopes. The R2 values are highest in the period that
immediately follows the period from which the factor coefficients were chosen. The R2
values are more than 0.5 in most of the periods. The highest value is in the Period 2
column with R2 value of 0.91. From Periods 10 to 13 the R2 values were below 0.5. The
R2 value reduce tremendously as the period lengthened. Except for the column in Period
2 and Period 4 row with an R2 value of 0.78, the rest of the results showed a value of less
than 0.45.
The results for the second to the fifth factors are shown from Table 7.2.2 to 7.2.5. The
results second factor in Table 7.2.2 show that in the Period 2 column and Period 3 row
had an R2 of 0.61 and in the Period 19 column the R2 value is 0.55. These are the only
situation where the R2 is more than 0.5. The majority of the R2 values are below 0.1 for
the second to the fifth factors.
The slope and the R2 results suggest that only the first factor showed some indications of
being stable. However, this stability generally lasts only for two years. This could be due
to the overlapping periods. As stated earlier, the PCA were performed based on 36
months of returns with the periods rolled forward every 12 months. This stability
however is not registered in the other factors. The second to the fifth factors may pertain
to a specific period or a specific PCA. The response of the stocks to these factors changes
as the period changes.
In Chapter 5, it was found that a first factor can be extracted from any sample of stocks
which is representative to a majority of stocks. This behaviour is also found to be
consistent in other periods where the first factor is again dominant. This cannot be said
for the other factors. However, the sensitivity of each stock to these factor changes.
Different factor coefficients are registered when data from a different time periods are
used, even for the first factor. This indicate that in general the underlying factor structure
may have changed. To determine this assertion, pricing test is conducted to examine
whether the risk premia remain constant. The next section discuss the results of this test.
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7.3.2 Results of regression (7.2.6.)
Table 7.3.1 to 7.3.19 presents the results of the pricing regressions using the adjusted
factor coefficients from an earlier periods against returns from a current period. Table
7.3.1 shows the risk premia by using adjusted factor coefficients from Period 1. The first
row of figures in each row of each period are the original risk premia from Chapter 6.
The original risk premia that are significantly different from zero are indicated with (*).
The second row of figures in each row of each period are the adjusted risk premia. Those
that are significantly different from zero are indicated with (#). The original risk premia
and the adjusted risk premia that are significantly different from each other are indicated
or grouped in a box. The values of the original risk premia are only shown in Table 7.3.1.
For the rest of the Tables, significant original risk premia are shown by an indicated
asterisks in the respective periods. In periods where the adjusted and original figures
differ, it is indicated by boxes.
From Table 7.3.1. it can be seen that the adjusted factor coefficients from period 1 do not
seem to be conclusively priced when compared to the original factor coefficients. In order
for a factor to be priced, the coefficients A from regression (7.2.6) has to be significantly
greater than zero. The first factor is only significantly priced in periods 2,3,4, and 7. The
second and the third factor are priced in period 3, the fourth factor in periods 7, 12, 13
and 14. The fifth factor is not priced in any of the periods. Factor coefficients that
measure sensitivites of stocks to factors from the earlier periods are generally not priced
in the later periods, even after they have been adjusted.
However, a majority of the adjusted risk premia are not significantly different from the
original risks premia. The summary of Table 7.3.1 to 7.3.19 is presented in Table 7.4.1
and Table 7.4.2. Table 7.4.1 presents the percentage number of periods that the adjusted
risk premia are significantly different from the original risk premia. For example using
the adjusted factor coefficients from period 1, Table 7.3.1. shows that there are 4 periods
where the two risk premia are different. This can be translated as 21 percent of the total
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19 periods. In the period 9 row, the number of periods with significant difference
between the risk premia for the first factor is 7 out of 11 periods. Therefore the
percentage is 67 percent. It has to be noted that the number of periods used as a basis for
division are reduced, as the periods gets nearer to the 19th Period row. In general the
large number of small percentages suggest that the majority of the adjusted risk premia
are not significantly different from the original risk premia.
Table 7.4.2 presents the percentages in a similar manner as Table 7.4.1. but showing the
percentage of adjusted risk premia that are significantly different from zero. The
percentages for the original risk premia are shown in brackets. For the first factor, the
results indicated that the percentage number of periods is higher in the original risk
premia. This means that the first factor from a particular period has a higher chance of
being priced using the returns from the same period. The only exception is in the period
19 row, which can be seen that the adjusted factor coefficient are priced but not the
original factor coefficients.
The results for the second, third and fifth factor are mixed. There are periods when the
adjusted factor coefficients are priced without the original being priced. It is more
obvious for the third factor. The percentages of the fourth factor are more in line with
each other, period by period. The overall results shows that these four factors are not
conclusively priced before or after adjustments have been made.
Table 7.5.1 and 7.5.2 presents the results in the same arrangement as Table 7.4 but the
results are for the regression that used the unadjusted factor coefficients from an earlier
period against the returns of later periods. For all the factors there is a higher percentage
of periods where the risk premia from these regressions were significantly different from
the original risk premia. The result is more apparent for the first factor. For the tests
whether the risk premia are significantly different from zero, the result from the
unadjusted factor coefficients seemed not to be far off from the results of the adjusted
factor coefficients.
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In general the results showed that, firstly the sensitivities or factor coefficients of stocks
to factors changes as the time period lengthens. Secondly, previous factor coefficients are
not priced with or without the adjustments made to account for current sensitivities.
However, it is useful to note that the value of the risk premia is generally not different
between using the original factor coefficients and the adjusted factor coefficients. This
indicate that the risk premia remain constant which may indicate the underlying factor
structure also is unchanged.
7.4 Conclusion
The results of this Chapter showed that the sensitivities of stocks to factors are not stable
across periods. These risk exposures represented by the factor coefficients are different
from one period to another. Factor coefficients from the first factor are the only ones to
show any stability. This stability is registered in two periods which share some
overlapping months from which the factor coefficients were estimated. However, as the
period lengthened, this stability is considerably weakened.
For the second to the fifth factors, the result seemed to indicate that the factor coefficients
are only applicable to a particular period from which the PCA were performed. There
were differences even in periods with overlapping months.
Factor coefficients from previous periods were adjusted to account for sensitivities of
current periods. This adjusted factor coefficients were then used in a new pricing test to
estimate a new set of risk premia. There were no significant improvements in the results
of the new pricing test from the results in Chapter 6. However, the values of the new risk
premia that used the adjusted factor coefficients and the original risk premia did not
differ greatly.
The results showed that using adjusted factor coefficients, risk premia remain constant. If
the assumption that the ranking of the factors remain constant is used, then this study
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supports the stability of the underlying factor structure and that only the sensitivities of
stocks to these factors change.
The results of this chapter as well as those in Chapter 6 showed statistically derived
factors are priced in the market. The number of factors that are priced are not consistent
across sub-periods. The sensitivities of stocks returns to the factors are found to change
across period. The number of pnced factors however is no affected by these changes.
Test of the APT pertains to three main issues. The first two issues are to detennine the
number and the pricing of these factors and third is to identify these factors. Chapter 5, 6
and this chapter addressed both these issues. This study attempts to identify these factors
in Chapter 9.
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Table 7.1.1 The intercepts and slope values of regression 7.2.5 for the factor coefficients from the first
factor.
a	 a	 1,,	 a	 I,,	 a	 1,,	 a
Period
	
Period I	 Period 2	 Period 3
	
Period 4
	
Period 5
2
3
4
5
6
7
8
9
10
11
12
13
14
'5
16
17
18
19
20
0.0003
0.0006
0.0006
0.0009
0.0011
00015
0.0018
00019
0 0020
0 0024
0 0027
0 0024
0 0027
0 0026
0 0025
0 0026
0 0028
0 0027
0 0028
0.7936
0.6962
0. 7085
0.7572
0.6928
0 6639
0 4675
0.5460
0.5688
0 6730
05114
0 5270
0 1834
0. 1630
01188
0.2309
0 1631
0 2074
02381
0.0002
-0.0002
0.0008
0.00 11
0.00 16
0.0018
00017
0.0019
0.0023
0 0025
0.0022
0 0026
0 0026
0 0025
0 0027
0 0027
0 0025
0 0026
0.9414
1.093 5
0.8972
0. 8043
0.7081
0.5423
0.6882
0.7003
0.7717
0.6495
0. 663 0
0.2380
0 1912
0. 1408
0.2284
0. 1974
0 2982
0 3671
-0.0004
0.0005
0. 0009
0.0015
0.00 17
00016
0.0016
0.0020
0 0022
0.0020
00025
00025
0 0025
0 0027
0.0026
0 0024
0 0025
1. 1726
1.0066
0.8705
0.7589
0.5887
0.7395
0.7829
0.9020
0. 7690
0.7229
0.2579
0 2034
0. 1493
0.2412
0.2421
0.3221
0 3937
0.0006
0.00 10
0.0018
0.0019
0.0019
0.0020
0.0023
0. 002 5
0.0023
0.0026
0. 0026
0. 0025
0.0028
0.0027
0.0025
0.0025
0.9201
0.8 152
0.6179
0.4713
0. 5 945
0.6496
0.7608
0.6356
0.6036
0.2070
0.1661
0.1331
0.2083
0.2157
0.3019
0.3657
0,0004
0,0013
0.0018
0.00 19
0.0020
0.0021
0.0023
0.0021
0.0027
0.0026
0.0025
0.0028
0.0026
0.0024
0.0025
0.9023
0 6910
04397
0. 5013
0 5327
0.7092
0.6126
0.5878
0. 1693
0 1393
0.1160
0.1709
0.2 164
0 2687
0.3 162
Penod
	
Period 6	 Period 7	 Penod 8	 Period 9
	
Period 10
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0 0007
00016
o 0020
0 0022
0 0024
0 0023
00020
00027
0 0027
00026
0 0028
00026
0 0026
0 0027
08530
05113
04575
O 4741
06195
06018
0 5983
0 1516
0 1205
0 1040
0 1527
0 1946
02192
02651
0001192 05818
0001726 05117
0002346 03877
0002677 04756
0002573 04802
0002057 05386
0002812 01089
0 002808 0 0774
0002697 00547
0002959 01054
0002696 01549
0002781 01409
0002875 01849
0 0000
0 0005
00019
00019
00016
0 0027
0 0028
0 0027
00028
0 0024
00025
0 0026
1 0638
1 0080
0.7485
0 7398
0 7352
0 1482
00959
0 0659
0 1765
0 2464
02332
0 2968
0 0003
0.00 14
0.0022
0 0020
0 0027
0 0027
0.0027
0 0029
0.0026
0 0025
0.0026
0.9722
0.8259
0.5708
0. 5399
0. 1424
00954
0.0619
o 1308
0 1822
0.21 14
02536
0.0008
00018
0.0024
0.0029
0. 0029
0.0027
0 0029
0.0027
0 0027
0 0029
0.9679
0.6546
04187
0.0903
0 0523
0.0405
01112
0 1423
0 1500
0 1782
a - intercept for the respective roy, s
- slope for periods m the respective rows
	0.0013	 0.6753
	0.0022	 0.3855
	
0.0030	 0.0506
	
0.0029	 0.0311
	
0.0028	 0.0309
	
0.0031	 0.0463
	
0.0029	 0.0740
0.0030 0.0706
	
0.003 1	 0.0921
Period 16
	
0.0016	 0.5447
0.0029 0.0742
	
0.0030	 0.0229
	
0.0028	 0.0245
0.0030 0.0725
0.0029 0.0797
0.0029 0.0809
	
0.0031	 0.0920
Period 17
	
0.0024	 0.1888
	
0.0026	 0.1291
	
0.0027	 0.0596
	
0.0028	 0.1448
0.00.2.7 01300
	
0.0028	 0.1316
0.0030 0.1370
Period 18
0.0003	 0.8686
0.00 10
	
0.604 1
0.0020	 0.4139
0002.2	 0.3.291
0.0022	 0.3477
0.0025	 0.3089
Period 19
	
0.0006	 0.7304
	
0.0015	 0.5947
	
0.0022	 0.3266
	
0.0022	 0.3551
	
0.0025	 0.3313
	
0.0005	 0.9696
	
0.0014	 0.6210	 0.0009	 0.6983	 -	 -
	
0.0021	 0.4 160	 0.0016	 0.5144	 0.0007	 0.7828
	
0.0024	 0.3875	 0.0021	 0.4173	 0.0012	 0.7018
	
0.0004	 0.9515
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Table 7.1.1. Continued.
a	 a	 1,,	 a	 a	 .	 l,	 a
Period I	 Period 11	 I	 Period 12	 I	 Period 13	 I	 Period 14	 Period 15
ii
12
13
14
15
16
17
18
19
20
Period
16
17
18
19
20
a - intercept for the respective rows.
1,, - slope for periods in the respective rows
0.00 10
0.00 12
0.0010
0.0013
0.0008
0.0011
0.0003
0.0009
-0.0004
0.0003
0.0010
0.0007
0.0000
0.0004
0. 000 5
0.0009
0.0007
0 0009
0.0012
0.0436
-0.0039
-0.0111
0. 1053
0.1405
0. 12 16
0002
0.0637
-00327
-0.0288
-0.0216
0.1127
0. 1026
0.0668
0.0222
0.1336
0. 1007
0.0725
0.0874
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Period Period 6
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Table 7.1.2 The intercepts and slope values of regression 7.2.5 for the factor coefficients from the second
factor.
a	 1,,	 a	 I,,	 a	 a	 a
Period
	
Period I
	
Period 2
	
Period 3	 Period 4
	
Period 5
	
0.0003	 0. 7950
	
0.0004	 0.4902
	
0.00 14	 0.0279
	
0.00 10	 0.0080
0.0013 -0.0642
	
0.0003	 0.0334
	
0.0010	 -0.0212
-0.0004 -0.0459
	
0.0002	 0.0 146
	
0.0011	 -0.0603
0.0007 0.0948
	
0.0002	 0.0126
0.0003 0.1036
0.0005 0.0698
0.0009 0.0802
	
0.0008	 0.0673
0.00 10 0.0347
	
0.0012	 0.0546
Period 7
	
0.0003	 0.5678
	
0.0014	 0.0037
	
0.00 10	 0.0 164
0.0013 -0.0270
	
0.0003	 0.0390
0.00 10 0.0204
-0.0004 -0.0538
0.0002 0.0364
0.0011 -0.0340
	
0.0008	 0.0531
0.0002 -0.0242
0.0003 0.0913
0.0004 0.0748
0.0009 0.0476
0.0007 0.0817
0.0009 0.0442
	
0.0012	 0.0290
Period 8
	
0.0013	 0.1817
0.0008 0.2099
	
0.0012	 0.0072
	
0.0003	 0.0196
0.0010 0.0240
-0.0004 -0.0502
0.0003 -00307
	
0.0010	 0.0162
	
0.0008	 0.0132
0.0002 -0.0033
0.0003 0.1122
0.0005 0.0805
0.0010 -0.0L66
0.0008 0.0874
	
0.0010	 0.0386
	
0.0012	 0.0217
Period 9
	
0.0002	 0.5621
	
0.0007	 0.369 1
0.0002 0.0920
0.0008 0.1024
-0.0003 -0.0937
0.0003 -0.0020
0.00 10 -0.0146
0.0008 -0.0050
0.0000 0.093 1
0.0002 0.1470
0.0004 0.0809
0.0009 0.0412
0.0007 0.0702
0.0009 0.0652
	
0.00 12	 0.0249
Period 10
6
7
8
9
10
11
12
13
'4
'5
16
17
18
19
20
0.0008
0.0003
0.0009
-0.0003
0.0003
0.00 10
0.0008
0.000 1
0.0003
0.0004
0.0010
0.0008
0.0009
0.0012
0.3888
0 .00 53
0. 1055
-0.1091
-0.0334
0.0087
-0.0103
0.073 1
0. 1496
0.0978
-0.0282
0.0688
0.0590
0.0317
-0.0000
0.0007
-0.0002
0.0003
0.00 10
0.0010
0.0001
0.0003
0.0004
0.00 10
0.0007
0.0009
0.00 12
0.2885
0.255 1
-0.1932
-0.0158
0.0235
-0.1518
0.05.81)
0. 1074
0. 10 10
0.00 18
0. 0 840
0.0960
0.063 7
0.0009 0.2863
-0.0004 -0.0945
0.0003 -0.0477
	
0.0010	 0.0106
0.0009 -0.1041
	
0.0002	 0.0148
	
0.0004	 0.0316
0.0005 -0.0175
0.0010 -0.011.9
0.0008 0.0308
0.0010 -0.0015
	
0.0012	 -0.0192
0.0000 -0.4793
	
0.0002	 0.0 190
	
0.0011	 -0.0460
	
0.0008	 -0.0161
0.0002 -0.0253
	
0.0004	 0.0307
0.0005 0.0349
0.00 10 -0.0487
0.0009 4.0121
	
0.0010	 0.0302
0.0012 -0.0020
0.0002 -0.1515
	
0.0011	 0.1494
	
0.0009	 0.0620
0.0002 0.0543
0.0004 -0.0460
0.0005 -0.1010
0.0010 -0.0686
0.0008 -0.0273
0.0010 -0.0436
	
0.0012	 -0.0419
a - Intercept for the respective rows.
- slope for periods in the respective rows
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Table 7.1.2. Continued.
a	 a	 l,	 a	 a	 I,	 a	 I,,
Period I	 Period 11	 Period 12	 I	 Period 13	 I	 Period 14	 I	 Period 15
11
12
	
0.0011	 -0.3927
13	 0.0008	 0.1020
	
0.0012	 -0.3598
14
	
0.0002 0.0416	 0.0002	 0.0181 0.0000 0.1788
15	 0.0004	 0.05 14	 0.0004 -0.0179 0.0004	 0.0836
	
0.0003	 0.6030
16
	
0.0005 -0.0300 0.0006 -0.0897 0.0005	 0.0245
	
0.0005 -0.0132 0.0003	 0.4855
17
	
0.001(} -0.0275	 0.0011	 -0.1041	 0.0009	 0.1081	 0.0010	 0.0475	 0.0009	 0.1882
18	 0.0009 -0.0429 0.0009 -0.0274 0.0008 0.0464 0.0008 0.0918 0.0008 	 0.1757
19
	
0.0010	 0.0200
	
0.0011	 -0.0838 0.0010	 0.0432
	
0.0010	 0.0089	 0.0010	 0.1016
20
	
0.00 12
	 -0.0026 0.0013	 -0.0638 0.00 12	 0.0676
	
0.0012	 0.0276
	
0.0012	 0.1412
Period 19
19
Period
	
Period 16
	
Periodl7	 Periodl8
17	 1
16	 -	 -	 -	 -	 -	 -
17	 0.0009	 0.2388	 -	 -	 -	 -
18	 00008	 0.1520	 0.0005	 0.3867	 -	 -
19	 00009	 0.1472	 0.0007	 0.2522	 0.0006	 0.5186
20	 0.0011	 0.1706	 0.0010	 0.2272	 0.0009	 0.4143
a - mtercept for the respective rows.
1,, - slope for periods in the respective rows
0.0005	 0.7861
Period Pcriod 1
0.0010
0.00 11
0.0009
0.0007
0.0009
0.0008
-0.0000
0.0004
0.0013
-0.0003
0.0004
0.0018
0.0006
0.0007
0.0007
0.0006
0.0003
0.0011
0.0009
-0.1209
0.0 179
0.0687
-0.0787
-0.1635
-0.0145
0.0400
0.006 1
-0.0543
-0.0548
0.0076
-0.0424
-0.0205
0.0266
-0.0252
0.0186
-0 0492
-0.0194
-0.0280
2
3
4
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Period Penod6
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Table 7.1.3 The intercepts and slope values of regression 7.2.5 for the factor coefficients from the third
factor.
a	 I,,	 a	 a	 a
	 I,	 a	 I,,
Period 2
2
	
0.0006	 0.4887
	
0.0006	 0.2505
	
0.0006	 0.0897
	
0.0009	 0.0947
	
0.0008	 0.0283
0.0000 -0.0340
	
0.0004	 -0.0419
	
0.0013	 -0.0058
	
-0.0003	 0.01L8
	
0.0003	 0.0242
0.0018 0.0004
0.0007 -0.0199
0.0007 -0.0182
0 0006 0.0657
	
0.0005	 0.0083
	
0.0003	 0.0077
	
0.0011	
-0.0097
0 0009 0 0443
Penod 7
Period 3
3
	
0.0004	 0.3419
	
0.0006	 0.0565
0.0009 0.0293
0.0007 0.1055
-0.0000 0.0517
0.0004 -0.0429
	
0.0013	 0.0161
-0.0003 0.0 124
	
0.0002	 0.090 1
	
0.0018	 -0.0021
	
0.0005	 0.0811
	
0.0006	 0.0401
	
0.0005	 0.1460
	
0.0004	 0.1173
	
0.0003	 0.0522
0.0011 0.0421
	
0.0008	 0.0675
Period 8
Period 4
4
	
0.0007	 0.0372
0.0010 -0.0699
	
0.0008	 0.0933
0.0000 -0.0488
	
0.0004	 -0.1186
	
0.0013	 0.0151
	
-0.0003	 0.0089
	
0.0003	 0.0358
0.0018 -0.0045
0.0006 -0.0065
0.0007 -0.0373
0.0006 0.0653
	
0.0005	 0.0759
	
0.0003	 -0.0208
	
0.0011	 0.0105
	
0.0009	 0.0562
Period 9
Period 5
	
0.0007	 0.3792
	
0.0008	 0.0997
-0.0000 -0.0245
	
0.0003	 0.0127
	
0.00 13	 -0.0475
-0.0003 0.0600
0.0003 0.0097
0.00 18 -0.0065
0.0006 0.0889
0.0006 0.0968
0.0006 0.0409
0.0006 -0.0139
	
0.0003	 0.0682
0r0012 M.0433
	0. 8	 0.0997
Period 10
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0 0005
0.0000
0 0004
0.00 14
-0.0003
0.0004
00018
0 0006
0.0006
0 0006
0.0005
0.0002
0.0011
0.000 9
0 3420
-0.0309
-0.0065
-0.1375
0.0339
-0.0689
0 0252
0.0868
0.0893
0. 03 90
0.0 173
0.1160
0.0094
0.0448
-0.0000
0 0004
0 0014
-0.0003
0.0004
0.00 17
0.0006
0.0007
0 0007
0.0006
0.0002
0.0011
0.0009
0.0560
-0.0522
-0.0775
0.0048
-0.0366
0 0588
0.0306
0.0249
-0.0289
-0.0613
0.0995
0.0755
0.0241
0.0004
0.0013
-0.0003
0.0004
0.0018
0.0006
0.0007
0.0007
0.0006
0.0003
0.0011
0.0009
0.3732
-0.0267
-0.0054
-0.0106
-0.0097
0.0199
-0.0423
-0.0353
0.0152
0.0 777
0 0936
00154
0.00 13
-0.0003
0.0004
0.00 18
0.0006
0.0007
0.0007
0.0006
0.0003
0.0011
0.0009
-0.1548
-0.0052
-0.0708
0.0062
-0.0061
-0.08 14
-0.0835
-0.0298
0.0537
0. 08 79
-0.0092
-0.0005
0.000 3
0.00 18
0.0007
0. 000 7
0.0007
0.0006
0.0003
0.0012
0.0009
0.1829
0,0680
0.0 124
-0.0188
-0.0325
-0.0126
-0.0325
0. 00 8 4
-(1,0212
-0 0053
a - intercept for the respective rows.
I, - slope for periods in the respective rows
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Table 7.1.3. Continued.
a	 I,	 a	 a	 I,,	 a	 a
Period	 Period 11	 I	 Period 12	 I	 Period 13	 Period 14	 I	 Period 15
11
12
	 0.0003	 -0.1447
13
	
0.00 18
	 0.0922	 0.0018	 -0.1433
14
	
0.0006	 0.0017	 0.0006	 0.0287
	
0.0007 -0.04'53
15
	
0.0007	 0.0046	 0.0007	 0.0151	 0.0009	 -0.0916 0.0004	 0.5203
16
	
0.0007 -0.0028 0.0007
	 0.0323
	 0.0007 -0.0419 0.0004 03587 0.0004 0.4000
17
	
00006	 0.0076
	
00005	 0.0330	 0.0006 -0.0236 0.0005 0,0879 0.0005	 0.0156
18
	
0.0003 -0.0352 0.0003 -0.0006 0.0004 -00406 0.0002 0.0973 	 0.0002	 0. 1053
19	 0.0011	 0.0626	 0.0011	 -0.0142 0.0010	 0.0858
	 0.0011	 0.0001
	 0.00 12 -0.0583
20
	
0.0009	 0.0833	 0.0009	 0.003 1
	
0.0008	 0.0688
	
0.0009 0.0302 0.0009	 0.0066
Period
	
Period 16	 Period 17
	
Period 18
	
Period 19
1
-	 -	 -	 -	 -	 -	 -	 -
17	 0.0004	 0.2412	 -	 -	 -	 -	 -	 -
18	 00003	 -0.0180 0.0003	 -0.0105	 -	 -	 -	 -
19	 0.0011	 -0.0130	 0.00)1	 -0.0051	 0.0011	 10919
20	 00009	 0.0375	 0.0009	 0.0085	 0.0009	 0.1346	 0.0007 0.1939
a - intercept for the respective ross.
1,, - slope for penods in the respective rows
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Table 7.1.4 The intercepts and slope values of regression 7.2.5 for the factor coefficients from the fourth
factor.
a	 I,,	 a	 I,,	 a	 a	 I,,	 a	 I,,
Period
	
Period 1
	
Period 2	 Period 3
	
Period 4
	
Period 5
2
3
4
)
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0.00 10	 0.0530
0.0006	 0.0727
0.0012	 0.0915
0.0012	 0.0417
00003	 0.0244
0.0002 -0.0274
0.0006 0.0539
-0.0006 -0.0425
0.0003 -0.0250
0.0008	 0.0083
0.00 14 -0.0359
0.0002 0.050 1
-0.0001 -0.0059
00000 -00121
00006	 0.0125
0.0004	 0.14-11
00012	 -0.0497
00001	 0.0825
00010 -00592
	
0.0002	 0.4500
0.00 12 -0.0036
	
0.0012	 0.0708
	
0.0003	 0.0404
0.0003 -0.0485
	
0.0006	 0.05 17
-0.0007 0.0400
	
0.0003	 0.0275
	
0.0008	 0.0061
	
0.0014	 -0.0351
	
0.0001	 0.0610
-0.0003 0.1365
0.0002 -0.0991
0.0006 0.0 172
0.0005 -0.004-9
	
0.0011	 0.0211
	
0.0000	 0.08-13
0 0009 0.1032
	
0.0013	 -0.1295
	0.0 2	 0.0120
0.0003 0.0423
0.0002 -0.0195
0.0006 0.0607
-0.0006 0.0046
	
0.0003	 0.0 107
	
0.0008	 0.0677
0.0014 0.0170
0.0002 -0.0026
-0.0002 0.0237
0.0000 -0.0183
0.0006 -0.0276
(10005 -0.0108
0.0011 0.0329
0.0000 0.1222
0.00 10 -0.0147
	
0.0011	 0.0953
0.0003 -0.0424
	
0.0002	 0.0119
0.0006 0.0053
-0.0006 -0.0 174
0.0004 -0.0728
0.0008 0.0015
0.0014 -0.0440
0.0003 -0.0699
-0.0000 -0.0429
0.0000 0.0334
0.0005 0.03 15
0.0005 -0.0236
0.0012 -0.0034
0.0000 0.0445
	
0.00 10	 0.0046
-0.0000 0.2697
	
0.0004	 -0.1105
0.0005 0.0739
-0.0005 -0.0841
0.0004 -0.0993
0.0009 -0.0127
0.0014 0.0160
0.0002 -0.0294
-0.0002 0.0569
	
0.0001	 4)0250
	
0.0006	 0.0041
	
0.0004	 0.0475
	
0.0011	 0.0337
-t).0000 0.1580
	
0.0009	 0.0568
Penod
6
7
8
9
10
11
12
13
14
Ii
16
17
IS
19
20
a - interce
I, -slop
Period 6
0.0002 -0.0316
00006 -0.0006
-0 0006 -0 0634
00003	 0.0099
00008	 0.0413
0.00 14
	 0.0962
00002	 0.0138
-00002 0.0676
0 0000	 0.0180
0 0006 -0 0668
00005	 0.0107
00012	 -0.0299
0.0002 -0.0064
00010	 -0.0210
Pt for the respective t
for penods in the re
Period 7
0.0007 -0i2346
-00006 0.1070
0.0003 -0.0Z05
0.0009 -0.0595
0.0014 0.0057
0.0002 -0.0300
-0.0001 0.0446
0.0000 0.0542
	
0.0006	 0.01 14
	
0.0005	 -0.0817
	
0.0012	 0.0086
0.0002 -110569
	
0.0010	 -0.0668
o\ S
;pective ros
Period 8
-00004 -0.2740
	
0.0003	 -0.0110
	
0.0008	 0.0512
0.0014 -0(1123
	
0.0002	 0.0 122
-0.0002 0.0332
	
0.0000	 0.0442
0.0006 -0.0406
	
0.0005	 -0.0146
	
0.0012	 -0.1005
	
0.000 1	 0.0477
	
0.0009	 0.0363
Period 9
	
0.0004	 0.0911
0.0008 -0.0528
	
0.00 14	 0.0268
0.0002 0.0114
-0.0002 -0.0683
0.0000 -0.0258
0.0006 -0.0380
	
0.0005	 0.03 93
	
0.0012	 0.0142
	
0.0001	 -0.0305
	
0.0010	 -0.0019
Period 10
	
0.0008	 0.1296
	
0.0014	 -0.0176
	
0.0002	 0.0085
4)0001 -0.0214
	
0.0000	 -0.0214
0.0006 -0.0085
	
0.0005	 0.0422
	
0.0012	 -0.0186
	
0.0001	 0.0166
	
0.0009	 0.0703
a
	
a	 1,	 a	 1,,
Period 13	 Period 14	 Period 15
-0.0001 -0.0378	 -
0.0000	 0.0153	 0.0000 -0.1540
0.0006	 0.0119	 0.0006	 -.0.0064
0.0005	 0.0744	 0.0005 -0.0527
0.0012 -0.0272 0.0012	 0.0089
0.0002 -0.0040 0.000 1
	 -0.0400
0.0010	 0.0127	 0.0011)	 0.0133
Periodl8	 Periodl9
0.0001	 0.0111	 0	 1
0.0009	 0.0212	 0.00(19	 0.1707
0.0006 -0.0607
	
0.0005	 -0.0081
	
0.00 12
	
-0.0493
0.0002 -0.0934
	
0.0010	 -0.1126
21.5
Table 7.1.4. Continued.
a	 1,,	 a	 I,,
Period	 Period Ii	 Period 12
11	 -	 -	 -	 -
12	 0.0014	 -0.0060	 -	 -
13	 0.0002	 0.0166	 0.0000	 0.0746
14	 -0.0002	 0.0285	 -0.0001 -0.0193
15	 0.0000	 -0.0035	 0.0001	 -0.0452
16	 0.0006	 -0.0091	 0.0007 -0.0610
17	 0.0004	 0.0286	 0.0005	 0.0064
18	 0.0012	 -0.0597	 0.0011	 0.0237
19	 0.0001	 0.0248	 0.0002	 0.0002
20	 0.0009	 0.0363	 0.0010 -0.0247
Penod	 Period 16	 Period 17
16	 -	 -	 -	 -
17	 0.0005	 0.0061	 -	 -
18	 00011	 0.1066	 0.0011	 0.1611
19	 0.0001	 0.0453	 0.0002	 -0.0202
20	 0 0010	 0.0054	 0.0009	 0 0252
a - intercept for the respective rows
- slope for periods in the respective ros
0.0004
0.0004
0.0011
0.0006
0 0003
0 0011
0.0008
0.0002
0.0002
0.0008
-00001
-0.0004
0.0006
-0 0004
00010
0.0002
0 0007
-0 0002
0 0002
0.0724
-0.0334
-0.0418
-0.1221
-0.0125
0.0272
0.0 196
0.0047
-0.028.6
0.0560
-0.0425
-0.0022
-0.0134
0.0597
00473
0.0019
0 0028
-0 0385
0.0271
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Period
	
Period 6
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Table 7.1.5 The intercepts and slope values of regression 7.2.5 for the factor coefficients from the fifth
factor.
a	 I,,	 a	 a	 I,	 a	 a
Period
	
Period 1
	
Period 2	 Period 3
	
Period 4
	
Period 5
0.0005 -0.1830
0.0011 -0.1965
0.0005 -0.0046
0.0003 -0.0257
	
0.0013	 -0.0103
0.0008 -0.0346
0.0002 0.0622
0.0002 -0.0784
0.0008 -0.0141
-0.0002 0.1104
-0.0004 -0.0252
0.0006 0.0333
-0.0003 -0.0339
0.0011 -0.0620
0.0001 0.0576
0.0007 -0.0156
-0.0003 -0.0059
	
0.0003	 0 0082
Period 7
00010	 0.2182
0.0005	 0.0119
0.0003	 -0.0151
0.0013	 0.0161
0.0008	 0.0543
0.0002	 0.0333
0.0002	 0.0290
0.0008 0.0079
-0.0002 0.0287
-0.0004 -0.0083
0.0006 -0.0104
-0.0004 0.0099
0.00 10
	 0.0383
0.0002 -0.0148
0.0007 0.0239
-0 0003 0.0847
00002 00735
Period 8
	
0.0005	 0.0509
0.0002 0.0647
0.0013 -0.0419
0.0007 0.0254
0.0003 -0.0889
0.0002 0.0448
0.0008 -0.01.92
-0.0002 0.0258
-0.0004 -0.0162
0.0006 0.05 14
-0.0004 00151
0.00 10 0.0448
0.0001 0.0219
0.0007 0.0040
4).0002 -0.0526
	
0.0003	 -0.0019
Period 9
0.0003 -0.0896
0.0013 -0.0732
0.0008 0.0063
0.0002 -0.0190
0.0002 0.0324
0.0008 -0.0212
-0.0000 -0.0984
-0.0003 -0.0858
	
0.0007	 -0.1189
-0.0004 -0.0116
	
0.0011	 -0.0678
0.000 1 0.0440
0.0007 0.0162
-0.0003 0.0257
	
0.0003	 -0.0653
Period 10
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1)0013
0 0008
0 0002
0 0002
0 0008
-0 0001
-0 0003
0 0006
-0 0004
0 0011
0 0002
0.0007
-0.0003
0 001)3
-0.0443
0 0001
0 0250
-0 0189
0.0048
-0.0570
-0.0843
0.0205
0.0841
-00514
-0.0316
4) 0618
0.0296
-00132
o.000g -0.0454
0.0000 0.1191
0.0002 -0.0330
0.0007 0.0479
-0.0001 -0.0223
-0.0003 -0.0292
0.0007 -0.0415
-0.0004 0.0379
0.00 10 -0.0086
	
0.0003	 -0.0856
	
0.0006	 0.0801
	
-0.0003	 0.0iO3
	
0.0003	 -0.0606
00001 0.1351
0.0002 -0.0029
0 0008 0 0266
-0.0001 -0.0052
-0.0004 0.0161
0 0006 0 0068
-0.0004 0.0306
0.0011	 -0.0783
0 0001	 0.0400
0.0007 0.0035
-0.0002 -0.0549
0 0003 -0.0823
0.0002 -0.2066
0.0008 -0.0454
-0.0001 0.0095
-0.0004 0.0028
0.0006 -0.0444
-0.0004 0.0206
0.0010 0.0105
0.0002 -0.0224
	
0.0007	 0.0261
	
-0.0003	 0.02 14
	
0.0003	 -0.0637
0.0008 0.0302
-0.0001 -0.0840
-0.0004 0.03 73
	
0.0006	 0.0962
-0 0004 -0.0409
	
0.0010	 0.0681
	
0.0002	 0.0167
	
0.0007	 0.0146
	
-0.0003	 0.0035
	
0.0003	 0.0262
a - intercept for the respective ros.
- slope for periods in the respective ross
-0.0002 0.0663
	
-0.0004	 0.0187
	
0.0006	 -0.0171
-0.0004 0.0065
	
0.0011	 -0.0232
	
0.0002	 -0.0244
	
0.0007	 0.0089
-0.0002 -0.0700
	
0.0002	 0.038 1
Period 16
	
0.0006	 0.0203
-0.0004 -0.0592
	
0.00 10	 0.0064
	
0.0002	 0.0074
	
0.0007	 0.0111
-0.0003 -0()53&
	
0.0003	 0.1292
Period 18
-0.0001 -0.3410
0.0009 0.2036
0.0002 -0.0520
	
0.0007	 0.0582
-O0003 -0155
	
0.0002	 0.0863
Period 19
	
0.0010	 -0.1425
0.0002 0.0489
0.0007 -00211
-00003 -0.0331
0.0002 -0.0773
-0.0004 0.0009
0.0006 0.0210
-0.0004 -0.0431
0.0010 0.0171
0.0002 -0.0729
0.0007 -0.0223
-0.0003- -0125-
	
0.0003	 -0.0310
Period 17
-0.0001 -0.2053
00003 -0 0085 0.0003	 0.1144
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Table 7.1.5. Continued.
a	 a	 1,,	 a	 I,,	 a	 I,,	 a	 I,,
Period	 Period 11	 I	 Period 12	 I	 Period 13	 I	 Period 14	 I	 Period 15
11
12
13
14
15
16
17
18
19
20
Period
I'10	 -	 -	 -	 -
17	 00002	 -00131	 -	 -
18	 0 0007 -0 0080 0.0007 -02356
19	 -00003 00193 -00003 0.0632
20	 00002	 00486 0.0002	 0.0561
a - intercept for the respeCtive rows.
- slope for periods in the respective rows
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Table 7.2.1 R2 values for regression 7.2.5. for the first factor.
Periods	 Periods
1	 2	 3	 4	 5	 .6	 7	 8	 9	 10
2
4
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0.5466
0.432 1
0.2842
0.2228
0. 1790
0. 1303
0. 1069
0.0945
0 0737
0.0429
0 0218
0 0309
0.0 195
00153
00105
00179
0 0106
00163
00172
0.9 102
0.7803
0. 3605
0 2780
0. 1708
0 1658
0. 173 1
0. 1288
0.0650
0.0405
0 0564
0 0378
0 0242
00171
0 0202
00179
0 0389
0 0470
0.8736
0 4418
0.3170
0. 19 10
0. 1902
0. 1946
0.1567
0.0865
0.0552
0.0653
0.0432
0.0266
00187
0 0219
0.0263
0 0442
0 0527
0.5809
0.4376
0. 1992
0. 19 19
0. 1979
0.1698
0.0969
0.0594
0.07 16
0.0439
0.0280
0.0234
0 0257
0.0328
0 0611
0.07 15
0.78 13
0.3632
0.2434
0.205 1
0. 1664
0. 1227
0.0804
0.0989
0.0428
0.0287
0.0259
0.0252
0.0481
0.0705
0.0779
0.5767
0.343 1
0. 1780
0. 1374
0.09 76
0.0808
0. 1069
0.0357
0.0223
0.02 17
0.02 10
0.0406
0.0489
0.0571
0.5602
0.2809
0. 1159
0.0725
0.0649
0. 1093
0.0233
0.0 116
0.0076
0.0 126
0.0324
0.0255
0 .0 3 50
0.7335
0.4733
0.1086
0.093 1
0. 1230
0.0260
0.0108
0.0066
0.02 14
0.0496
0.0422
0.0545
0.6792
0.2039
0.0855
0. 1023
0.0371
0.0 165
0.0090
0.0 181
0.04 18
0.0535
0.06 14
0.3896
0.1564
0.0856
0.0207
0.0069
0.0054
0.0182
0.03 55
0.0375
0.0422
Periods
11
	
12
	
13	 14	 15	 16
	
17
	
18
	
19
11
12
13
14
15
16
17
18
19
20
0 4003
0 1745
00157
0.0058
0.0075
0.0076
00231
0 0200
0.0271
0. 3969
0 0384
0.0036
0.0054
0.02 12
o 0305
0 0299
0 0108
0 1856
0 0859
0 0238
0 0632
0 0606
0 0590
0 0511
0.7473
0.4705
0 0992
0.0746
0.0792
0.0499
0.6943
0 2067
0.0742
0.0833
0 0579
0.4222
0. 2062
0.0878
0.0609
0.5806
0 2992
0. 15 72
0.58 19
0.3734 0.7228
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Table 7.2.2 R2 values for	 i 7.2.5. for the second factor.
Periods	 Periods
1	 2
	
3	 4	 5	 6
	
7	 8	 9	 10
	
2
	 0.0022	 -	 -	 -	 -	 -	 -	 -	 -	 -
	
3
	
0.0000	 0.6153	 -	 -	 -	 -	 -	 -	 -	 -
	
4
	 0.0002	 0.2656	 0.3661	 -	 -	 -	 -	 -	 -	 -
	
5	 0.0103	 0.0006	 0.0000	 0.0233	 -	 -	 -	 -	 -	 -
	
6
	
0.0200	 0.0000	 0.0002	 0.034 1	 0.3465	 -	 -	 -	 -	 -
	
7
	
0.0190	 0.0045	 0.0008	 0.0000	 0.1889	 0.1911	 -	 -	 -	 -
	
8
	 0.0000 0.0008	 0.0012	 0.0003	 0.0082 0.0000 0.0582	 -	 -	 -
	
9
	
0.0040	 0.0004	 0.0004	 0.0004	 0.0112	 0.0108	 0.0502	 0.0903	 -	 -
	
10
	 0.0011	 0.0018	 0.0025	 0.0019	 0.0094	 0.0116	 0.0288	 0.0098	 0.2299	 -
	
11
	 0.0009	 0.0002	 0.0012	 0.0008	 0.0000	 0.0012	 00002	 0.0027 0.0004	 0.0249
	
12
	 0.0004	 0.0027	 0.0009	 0.0002	 0.0002 0.0000 0.0004 0.0001 0.0019
	 0.0199
	
13
	 0.0109	 0.0065	 0.0021	 0.0001	 0.0000	 0.0000	 0.0154	 0.0104	 0.0002	 0.0033
	
14
	 0.0093	 0.0001	 0.0004	 0.0000	 0.0083	 0.0047 0.0023	 0.0002 0.0006 0.0026
	
15	 0.0040	 0.0082	 0.0065	 0.0087	 0.0211	 0.0199	 0.0081	 0.0010	 0.0009	 0.0019
	
16
	 0.0005	 0.0039	 0.0047	 0.0048	 0.0068	 0.0091	 0.0076	 0.0003	 0.0012	 0.0099
	
17
	 0.0187	 0.0057	 0.0021	 0.0002	 0.0019	 0.0008	 0.0000	 0.0002	 0.0025	 0.0050
	
18
	
0.0163	 0.0062	 0.0093	 0.0094	 0.0086	 0.0075	 0.0089	 0.0017	 0.0002	 0.0012
	
'9	 0.0103	 0.0020	 0.0033	 0.0022	 0.0090 0.0067 0.0140 0.0000 0.0018 0.0037
	
20
	
0.0135	 00044	 00013	 0.0006	 00012	 0.0018	 0.0056	 0.0007 0.0000	 0.0031
Periods
11	 12	 13	 14	 15	 16	 17	 18	 19
11
	
12
	 01265	 -	 -	 -	 -	 -	 -	 -	 -
	
13
	 0.0083	 0.1264	 -	 -	 -	 -	 -	 -	 -
	
'4
	 00014	 0.0003	 00329	 -	 -	 -	 -	 -	 -
	
'5	 0 0022	 0.0003	 0.0073	 0.3 708	 -	 -	 -	 -	 -
	
16	 0.0008	 0.0088	 0.0007	 0.0002	 0.2507	 -	 -	 -	 -
	
17
	 0.0007	 0.0129	 00143	 0.0027	 0.0411	 0.0623	 -	 -	 -
	
18
	 0.0028	 0.0014	 0.0040	 0.0153	 0.0550	 0.0387 0 2294	 -	 -
	
19	 00007	 0.0156	 0.0043	 0.0002	 0.0223	 00441	 01185	 0.3266	 -
	
20
	
0.0000	 0.0082	 00094	 0.0015	 0.0390 0.0535	 00868 01883 0.5583
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Table 7.2.3 R2 values for regression 7.2.5. for the third factor.
Periods	 Periods
I •	 2	 3	 4	 5	 6	 7	 8	 9	 10
2
	
0.0176	 -	 -	 -	 -	 -	 -	 -	 -	 -
3
	 0.0004	 0.2373	 -	 -	 -	 -	 -	 -	 -	 -
4
	 0.0060	 0.0668	 0.1253	 -	 -	 -	 -	 -	 -	 -
5
	 0.0078	 0,0084	 0.0034	 0.0014	 -	 -	 -	 -	 -	 -
6
	
0.0392	 0.0109	 0.0010	 0.0056	 0. 1671	 -	 -	 -	 -.	 -
7
	 0.0002	 0.0008	 0.0107	 0.0078	 0.0090	 0.0915	 -	 -	 -	 -
8
	
0.0019	 0.0012	 0.0027	 0.0022	 0.0006	 0.0008	 0.0033	 -	 -	 -
9
	 0.0000	 0.0023	 0.0024	 0.0169	 0.0002	 0.0000	 0.0037	 0.1795	 -	 -
10
	
0 0036	 0.0000	 0.0003	 0.0002	 0.0022	 0.0 156	 0.0064	 0.0007 0.0 189	 -
11
	
0 0037	 0.000 1	 0.0002	 0.0000	 0.0035	 0.0010	 0.0000	 0.0000	 0.000()	 0.0342
12
	 0.0000	 0.0006	 0.0081	 0.0012	 0.0000	 0.0038	 0.0014	 0.0001	 0.0039	 0.0043
13
	 0 0025	 0.0000	 0 0000	 0.0000	 0.0000 0.0006 0.0042 0.0001 0.000Q (3.00(12
14
	
00006	 0.0004	 0.0073	 0.0000	 0.0084	 0.0069	 0.0011	 0.0004 0.0000	 0.0004
13
	
0.0009 0.0003	 0.0017	 0.0014	 0.0094 0.0068	 0.0007 0.0019 0.0054 0.0011
16
	
0 0007 0.0040	 0 0198	 0.0037	 0.0015 0.0012	 0.000	 0.0012 0.0050 0.0001
17	 00004	 00000	 0.0130	 0.0051	 0.0002	 0.0002	 0.0037	 (1.0002	 0.0007	 0.0010
18	 00025 0 0000 00023	 0.0003	 0.0038 0 0094 0.0089 0.0052 0.00 19 0.0000
19
	
00004 00000	 0.0016	 0.0000 00016 0.0000 0.0053 0.0078 0.0053 0.0004
20	 00009	 00019	 00046	 00029	 00094	 0.0016	 0.0006 0.0002	 0.000(1	 0.0000
Periods
II	 12	 13	 14	 IS	 16	 17	 18	 19
'I
12
	
00201	 -	 -	 -	 -	 -	 -	 -	 -
0 0095	 0 0240	 -	 -	 -	 -	 -	 -	 -
14
	 0 0000 0 0009 0 0020	 -	 -	 -	 -	 -	 -
15	 0 0000	 0.0002	 0.0076	 0.2550	 -	 -	 -	 -	 -
16	 00000	 00010	 0.0014	 0.1067	 0,1409	 -	 -	 -	 -
17	 0 0000	 0.0010	 0.0005	 0.0065	 0.0002	 0.0592	 -	 -	 -
18
	 000W 0.0000 00012 0.0073 00091 00003 0.0000	 -	 -
19	 0 00'4 0 0002	 0 0056 0 0000 0.0029 0.0002 0.0000 0.0099 	 -
20	 0 0067 0.0000	 0 0041	 0 0008	 0 0000 0 0015	 0.0000 0.02 10 0.0424
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Table 7.2.4 P.2 values for regression 7.2.5. for the fourth factor.
Periods	 Periods
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
1
2
3
4
6
7
8
9
I0
11
12
13
14
15
16
17
18
19
20
0.0024
0.0042
0.0067
0.0021
0.0007
0.0008
0.0031
0.0020
0.0006
0.0000
0.0013
0.0025
0.0000
0.000 1
0.0002
0 0222
0 0024
o 0057
0.0033
0.1853
0.0000
0.0069
0.0023
0.0030
0.0033
0.0020
0.0009
0.0000
0.00 15
0.0042
0.02 14
0.0114
0.0003
0 0000
0. 000 5
0.0064
00115
0.0170
0.0002
0.0028
0.0005
0.0049
0.0000
0.0001
0.0054
0.0004
0.0000
0.0007
0.0004
0.0009
0 0002
0.00 13
0.0159
0.0003
0.0 135
0.0027
0.0002
0.0000
0.0004
0.0066
0.0000
0.0025
0.0060
0.0023
0.0014
0.0012
0.0007
0.0000
0.002 1
0.0000
0.0747
0.0 113
0.0049
0.0065
0.0083
0.0001
0 .000 2
0.0007
0.0027
0.0005
0.0000
0.0020
0.0009
0.0 176
0.0025
0.0009
0.0000
0.0036
0. 0000
0.00 13
0.0079
0.0002
0.0037
0.0003
0.0036
0.0001
0.0007
0.0000
0.0003
0.053 1
0.01 13
0.0004
0 .0030
0.0000
0.0008
0.0018
0.0027
0.0001
0.0065
0.0000
0.0025
0.003 8
0.0770
0.000 1
0.0023
0.0001
0.0001
0.0010
0.0018
0.00 15
0.0002
0.009 1
0.00 18
0.00 12
0.0076
0.0024
0.0007
0.000 1
0.0043
0.0006
0.00 13
0.0015
0.0002
0.0007
0.0000
0.0 156
0.0003
0.0000
0.0005
0.0005
0.0000
0.00 19
0.0003
0.0002
0.0046
Periods
11
	
12
	
13
	 14	 IS	 16	 17	 18
	
19
11
12
13
14
15
16
17
18
19
20
00000
0 0003
0 0009
0 00(X)
0.0000
0 0009
0.0037
0 0006
00013
0.0052
0 0004
0.0020
0 0035
0.0000
0.0005
0.0000
0 0005
0 0015
0.0002
0.0001
0.0060
0.0007
0.0000
0.0002
0.0240
0.0000
0.0030
0.0000
0.00 14
0.000 2
0.0036
0. 0000
0.0023
0.0073
0.0118
0.0000
0.0 112
0.00 18
0.0000
0.0234
0.0003
0.0006
0.000 1
0.0004 0.0322
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Table 7.2.5 R2 values for regression 7.2.5. for the fifth factor.
Periods	 Periods
1	 2	 3	 4	 5	 6	 7	 8	 9	 10
2
3
4
5
6
7
8
9
l0
Ii
12
13
14
15
16
17
18
19
20
0.0048
0.00 10
0.0016
0.0156
0.0001
0.0007
0.0003
0.0000
0.0010
0.0036
0.00 19
0 0000
0 0002
0. 003 2
0 0019
0 0000
0 0000
00015
00008
0.0309
0.0376
0.0000
0.0007
0,0001
0.00 11
0.0038
0.0079
0.0002
0.0141
0.0007
0.00 12
0.0011
0.0035
0.0038
0.0003
0.0000
0.0000
0.0501
0.0002
0.0003
0.0003
0.0029
0.0012
0.00 12
0.0000
0.00 10
0.0000
0.0001
0.0001
0.00 15
0.0003
0.0006
0.0083
0 0066
0.0030
0.0045
0.00 19
0.0006
0.0080
0. 002 7
0.0005
0.0008
0. 0003
0.0029
0.0002
0.0019
0.0006
0.0000
0.0030
0.0000
0.0073
0.0051
0.0000
0.0003
0.0012
0.0005
0.0099
0. 00 7 1
0.0 133
0.0001
0.0037
0.00 19
0.0002
0.0006
0.0042
0.0020
0.0000
0.0006
0.0004
0. 0000
0.0036
0.0074
0.0004
0.0066
0. 00 2 3
0.0011
0.0038
0.0009
0 0002
0.00 18
0.0 130
0.0013
0.0026
0.0005
0.0009
0.0017
0.00 13
0.0000
0.0077
0.0062
0.0025
0.0038
0.0197
0.0000
0.00 10
0.0000
0.0003
0.0000
0.0010
0.0061
0. 00 20
0.0000
0.0035
0.0083
0.0553
0.0026
0.000 1
0.0000
0.002 1
0.0004
0.0001
0.0006
0.0007
0.0005
0.0046
0 .000 9
0. 0064
0.0012
0.0077
0.00 12
0.0033
0 .0002
0.0002
0.0000
0.0006
Periods
11
	
12
	
13
	
14	 15	 16	 17	 18	 19
11
12
13
14
15
16
17
18
19
20
00041	 -
00003 0.0000
0 0003 0.0004
00000 0.0015
00004 0.0002
0 000s\ 0.0052
00000 0.0004
0 0042 0 0001
00013 00009
0 0004
00031
0 0000
0.0000
0.0001
0.0029
0.0172
0. 1048
0 0358
0.0029
0.0033
0 0002
0.0078
0.0194
0.0028
0.0005
0.00 12
0.0070
0 .000 2
0.0000
0 0004
0 0029
0.0 508
0.0038
0.003 1
0.0435
0.0000
-'
0.0137
0.0050
0.0312
0.0239
0.0212
0.1348
0.1062
0.0303
0.0060
0.0182
0.0032
0.0090
0.0225
0.1025
0.0109
0.0519
0.0051
0.0104
0.0045
0.0103
0.0039
0.0222
0.0109
0.01%
0.0176
0.0721
0.0185
0.0497
0.0084
0.0578
0.0091
0.0094
0.0026
0.0284
0.0022
0.0753
0.0068
0.0 104
0.0093
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Table 7.3.1. Comparison between the Results of Regression using original Factoi\Coefficient
- and adjusted Factor Coefficients from Period 1.
Period	 intercept	 R2
2 a	 -0.0055
b	 0.0032
3	 -0.0078
-0.0288
4	 0.0228
0.0099
5	 0.0282
0.0283
6	 0.0304
0.0290
7	 0.0159
0.0297
8	 0.0095
0.1676
9	 0.0051
0.0100
10	 0.0170
0.0101
ii	 0.0203
0.0161
12	 0.0260
00290
13	 00269
0.0162
14	 00391
0.0174
15	 0.0339
0.0472
16	 0.0252
0.0508
17	 -00021
00013
18	 -00101
-0.0191
19	 -0.0176
-00193
20	 0.0101
-0.0068
	To. 229 I -0.0207	 -0.0255	 -0.0243	 0.0308
	
I -3.1512# ] -0.7409 	-0.0969	 0.6761	 0.2713
2 . 1747*
	
0.0072	 0.0144	 0.0207	 -0.0087
-1.9340# 23.9306#	 3.5744#	 0.0208	 -0.9922
	
r5.1268*	 -0.0421	 0.0632	 0.0008	 -0.0306
	
I 8. 0955#	 5.6015	 0.7205	 -0.3892	 -0.3878
1 . 4452*	
-0.0181	 0.0895*	 0.0162	 0.0422
-0.8349	 -0.1140	 0.2 056	 -1 .4 754	 0.0727
-0.64.69	 0.0282	 0. 1059*	 -0.0464	 -0.0468
-0.1092	 -0.0837	 0. 0670	 -1.9481	 1.5107
	-0.2726 I 0.1Q90*	 -0.0510	 0.0332 1 0.0257
	
-3.6l0J -0.4993	 -0.9667	 3.2701# I -1 .3829
0.4800	 0.2966*	 0.2312*
	
0.0090	 0.0683*
-2.3476	 -4.2407	 0.2338	 -1.5403#	 -1.1605
2 . 1085*	 0 . 1320*	 0.1121*	 0.0829*	 0.0313
1.0954	 -1.0034	 0.j533	 0.8 784	 1.01 71
-0.0228	 0.I325*	 -0.0250	 0.0346	 0.0160
1.7559	 -1.1942	 0.2175	 -1.7143	 0.7651
-0.0270	 0.1378*	 0.0263	 0.0337	 -0.0005
-0.0763	 1.4669	 -0.6970	 4.9212	 -0.3 621
0. 6397*	 -0.0399	 -0.0856 T-o.o8l1 0.0844*
-0.0685	 -0.7121	 -1.1497 L-3. 1053#J 1.1047
0.9685*	
-00825	 -0.0093 [0.0O12	 -0.0141
	
0.6976 -Q 0082	 0.9635 L2. 8961ff 1 -5.0096
	
4.4986* 0.l30
	 00075	 ö 0701 \ -o.0S1€
0.7584	 1.0721	 3.0606 L22.915i -0.5898
.3.3589*	 0.1092*	 0.0286	 -0.0290	 0.0102
-7.3949	 0.8400	 -1.1606	 -3.9488	 0.2239
_3.4590*
	
0.0300	 -0.0358	 0.1439	 -0.0006
-13.0221	 2.9472	 0.4623	 0.6765	 -0.2683
0.3083	 -0.0911	 -0.0228	 -0.0089	 -0.0742
-1.0415	 0.1882	 0.6280	 0.3590	 1.3707
1.9979*
	
-0.0764	 -0.0775	 -0.0281	 0.0049
3.1402	 0.4558	 -0.1328	 -0.6919	 8.1942
3.6414*	
-0.0785	 -0.0041	 -0.0006	 0.0900*
4.8937	 -0.4529	 -1.9509	 0.8569	 -0.1442
1.1073	 -0.0304	 -0.0172	 -0.0307	 -0.0290
6.1775	 -0.7194	 0.7402	 -0.3603	 -1 .9039
a- original pricing regression using returns and factor coefficients from the same period.
b-pricing regression using the penods returns against adjusted factor coefficients from previous period, in
this case from period 1.
*.. Significantly different from zero at 10% significance level.
- Significantly different from zero at I0% sigmficance level
Boxed figures showed that the two pricing factors are significantly diffcrcnt from cach oilier
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Table 7.3.2. Comparison between the Results of Regression using original Factoç Coefficient
and adjusted Factor CoefJici ents from Period 2.
Period	 intercept	 ?.2	 R2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
-0.0054
0.0020
0.0334
0.0403
0.0380
0.0159
0.0046
0.0233
0.0315
0.0344
-0.2948
0.0539
0.0597
0.0702
-0.0234
-0.0008
-0.0085
0.0113
1.3030# *
6.8188#* I
-2.3531# *
-1. 990 1
I -4.763
-1 .2 756
1.7921*
0.2014
I -l.874j
2.1585*
0.5270*
-8. 4848# *
11.023#*
I -18.53?T1
2.7644
-1. 0138*
4.3859*
0.7968*
-0.0422
0.0659
0. 7201
-5.2668
1.4039 *
_1.0109*
J4993*
0.6947*
-1.4710
-1 .2925
1.1613
4.2826*
0.2324*
0.3498
0.9176
0.7023
0.5839
-0.5948
-0.0723
0.0177
0.1189*
0.0856*
-1 .3323
1.1383*
0.5149*
-5.5960
2.7247
1.0891
1 78.6 780
-3.6541
-2.6011
0.1508
-2.8007
4.2152
-7.6489
1.5113
	
-0.0839	 L 0.2474 1
	13. 4 4	 0.0912
	
0.2181	 -7.0592
	
0.9638	 1 -2.420911
	
-1.1352	 -5.5625
	
0.3284	 0.9432*
	
0.7068*	 -0.0498
	
-0.5075	
-0.0783
	
-2.8845	 0.4501
	
-0.8385	 0.1381*
	
0.9021	 0.6352
	
0.4343	 -0.9827
	
-0.1695	 1.4348
	
I -4.31307
	
0.8315
	
I 29.7468111
	
-1.4328 1
I -5.4136# 1 I 6.8722# I
	-0.7  
	
j3399./*
	
0.3018	 -4.4673
0.0223
0.1829
0.0217
0.0178
0.0450
0.0043
0.0067
0.0013
0.0068
0.0099
0.0119
0.0187
0.0163
0.0235
0.0287
0.0227
0.0144
0.0046
Table 7.3.3. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 3.
Period	 intertept	 ?L4	 ?.5	 R2
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0.0188 I 6.507611* I	 0.1080
0.0270 -2. 4587/1*	 3.7576
0.0411 1 -2.804511 1	 -4.0011
0.02 72 1 -4.85934 1 [5.1491#
0.0172	 -1.5270	 1.2472*
-0.0005	 J744J *	 .44344*
0.0240	 -0.5998	 0.2820*
0.0221 I -2.253911 I	 0.6369*
0.0373 I 3.17l8#* I	 -1.3658
0.0444	 1.6178*	 2.1388
0.0617	 10.766#*	 1.0295*
0.0648 1-13.188/1 * I -0.5754k
0.0705 I 19.22O#* I	 -0.6068
-0.0183	 4.1072	 -0.1605
-0.0082	 1.7302*	 0.7070
-0.0286 6.0227/1*	 1.2043
0.0116	 0.1605*	 -1.0961
0.0028
1.3751
0.3222*
-0.0558
-1.3379 *
J5959*
-2.4534
-3.4725
-0.4320
-6.6962
0.2924
1.2818
0.1765
0.0885
0.8186
1.7753
1.2310
0.3178
-2.3 736
-1 .0725
0.6793
-0.7336
_12.8757*
-5.5259
-0.4416
0.6663
I -29. 9963# I
I 5.1499Lj
I -3.949611 I
0.8175*
I 7.345411
I -2.373711 I
-0.3 779
2.1480
-0.1133
1.8724
0.53 96
-1.615 0
0.6842*
-0.4079
1.4426
I 9.521411 I
0.9112 *
-1.6350
-3.0426
2.6853
-0.0804
1.0664
1.1048
0.2254 *
-0.3776
0.1810
0.0349
0.0211
0.0404
0.0088
0.0157
0.0072
0.0187
0.0158
0.0169
0.0327
0.0266
0.0206
0.009 1
0.0084
0.0110
0.0055
Figures shows the pricing regression using the periods returns against factor coefficients from previous
peruxL * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
signilicance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
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Table 7.3.4. Comparison between the Results ofRegression using original Factoi Coefficient
and adjusted Factor Coefficients from Period 4.
Period	 intercept	 R2
5
6
7
8
9
10
ii
12
13
14
15
16
17
18
19
20
0.0351 I 3.8236#* J	 -0.3673
0.0396 I -3.1670# I	 -0.4487
0.0621 I -4.5756111 L-23. 562# I
0.0120	 -0.4995	 4.981O*
0.0043	 2.7720#*	 1.4823*
0.0202	 -0.6054	 1.3679*
0.0447 I -1.6183# ( ..35J77*
0.0245 I 3.2594#* I I 10.89511]
0.0404	 1.6494* F 16.670#]
0.0785 I 12.683#* I	 38.0I4*
0.0704 I -14.501#1 _0.0643*
0.0726 T19.853# * 1 -1.1387
-0.0189	 3.5306	 5.4688
-0.0265	 1.5895*
	 0.5989
-0.0295 5. 705911 *	 3.1386
0.0058	 0.O402	 1.4250
0.0071
-0.4299 *
-0.0401
0.2649*
0. J573"
-1.0684
-3.13 71
0.6225
-14.7689
-9.5533
-0.7888
0.0252
0.3270
0.3 722
1.4492
-0.3145
0. 735011
Li .469 711 I
-0.6613
1.7706
0.0330*
0.3143
-2 0.5100
0.9365
0.3404
1.1136
-0.5035
-0.5241 *
0.1210
8.6388
0.4191
7. 1522
0.1659
0.7615
L1.9861 I
1.5001 *
-0.0440
-1.6877# I
-0.2365
1.3303*
L1.3152 I
1.0663
4.2980
0.8651
1.7152
10.1286
0.6787*
-1.5238
0.0836
0.0520
0.0556
0.0062
0.0138
0.0095
0.0132
0.0306
0.0311
0.0361
0.0278
0.0297
0.0065
0.0034
0.0116
0.0013
Table 7.3.5. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor CoejJi dents from Period 5.
Period	 intercept	 ?.3	 X4	 R2
6
7
8
9
I0
11
12
13
14
'5
16
17
18
19
20
0.0301	 -0.6210	 0.1617#
0.0216 I -1.969111 I	 0.0082*
0.0125	 -0.5838	 _J1959#*
0.0056 2.546211*	 0.2007*
0.0220	 -1.1395	 -0.8551k
0.0340	 -1.1282	 49.3I25*
0.0415 I 2.98O#* I -9.9059#
0.0840	 1.6179*	 -44.1512#
0.0582 I -10.72511 * I 2. 3809# *
0.0589 I -/2 073# * I	 0.6215*
0.0574 Ji6.875#*I
	
-0.7513
-0.0007	 0.9305	 -1.4779
-0.0048	 1.4981*	 0.2166
-0.0205 5.013211*	 0.2149
0.0022	 2. 6127*	 0.8462
I 0.3297# I
0.4768
1. 9312
40597*
-0.6345
0.8282
5.7118
-9.8303
0.8449
0.7083
1.2215
-2.4469
0.7446
-1.5 117
0.6864
0.0613
-0.0486
-0.1898
0.6/2/ *
0.0592
1.8882
1.7247
-2.3179
I 2.109511 I
-3.4799
10.2982*
-1 .5112
-0.9199
-0.2640
1.1 704
-0.4816
-0.3 051
1.1156*
05346
-2. 0826
3.2754
0.4521 *
-0.3424
-0.0636
-3.7940
0.0687
-0.4 723
-4.4525
0.6501 *
-1.1303
0.0263
0.0162
0.0083
0.0176
0.0117
0.0172
0.0351
0.0399
0.0553
0.0351
0.0262
0.0064
0.0069
0.0113
0.0102
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
8
	
0.0134
9
	
a 0103
10
	
0.0210
11
	
0.0324
12
	
0.0350
13
	
0.0264
14
	 0.0334
15
	
0.0621
16
	 0.0659
17
	
0.0702
18	 -0.0210
19	 -0.0386
20	 -0.0020
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Table 7.3.6. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients fr-om Peod 6.
Period	 intercept	 ?.3	 2.4
7
8
9
10
II
12
'3
14
15
16
17
18
19
20
0.0219
0.4282
-0.0019
0.0161
0.0207
0.0)77
0.0356
0.0432
0.06)2
0.0684
-0.0067
-0.0093
-0.0199
0.0211
	
I -2.2864i1
	
0. 0930*	 0.0619
-1.6469 J LL8S08#* t EI299#*_i
	2 . 3633#*	 0.5564* Lià598* I
	-0. 095	 1 -L2682#1
	
-0.4848
	
-0.7447	 I 3. 44638*]	 0.7586
	
1.976#* I 13.42088 1	 -1.0917
	
0.8163* L-18.7o32#1
	
2.9485
7.362#* I 2.4107#] [j]298# I
LJ2.6I1#1 0.3278* [ii728# I
L17.585#* I	 -0.5017	 -1.0757
	
1.5553	 2.3 607	 -4,7685
	
3.0130*	 0.1706	 -0.8286
	
5.6686#*
	 -0.1941	 -2.1662
	
0.0602*
	 0.1047	 -1 .2398
0.6398
85.50/3
0.0294*
4.3 69 7
1.8493
0.212 7
3.3866
-0.13 01
2.9774
-0.1460 *
1.42271 -3.23858
-10.5293Ls. 9320#
0.5235
I -590.91#J
-1.1 736
-0.1455
2.8942
I -1.4038^lJ
I -0.86228I I 5.45348 I
0.6696
-1.2293
0.0790
-0.3411
0.8495*
-2.9 754
0.0283
0.0219
0.0187
0.0131
0.0138
0.0243
0.0281
0.0405
0.0312
0.0239
0.0059
0.0123
0.0107
0.0111
Table 7.3.7. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficientsfrom Period 7.
Period	 intercept	 ?.5	 R2
-0.4013	 J -1.2716# I I 2. 0385#*1 [-o.316o# I -0.7736'
0.8706*	 0.9213#*j I 2.90118*11 1.54338* I	 0.3587
-0.7754	 0.5174*	 -0.7035	 -2.1130	 1.0381
	
1 -1. 74418 1 -6. J755*	 3.9328	 -0.4548	 -1.97098 I
..j,4j49* [10.03378 1	 -1 .6576	 -11.0632	 J453J*
1.0187* 1 -1.964611 I	 1.2057	 l 3.697411 1	 1.3289
4.0148* I 5.961# I 3.88428 J [ -3.4973# 1	 -0.0840
-13.9758 *	 1.308211 * I I 4. 7639# ] l -2.11198 1 I -2.071811]
18.555#*	 -0.1063	 -1.3945	 l7.6730#*I
	
8.0723
1.2057	 I -75.462981	 -0.8051	 -0.3705	 0.7906
4.0447*	
-0.0816	 0.3 790	 3.8027	 -0.3287
9. 787011 *	 0.5103	 0.6022	 -1 .2320	 0.6265*
3.1706* r 2. 2547# 1	 2.6575	 -0.3709	 -0.6411
0.0716
0.0690
0.010!
0.0198
0.0285
0.0482
0.0589
0.0405
0.0177
0.0124
0.0047
0.0141
0.0094
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% signifIcance level. II- Indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
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Table 7.3.8. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 8.
Period	 intercept	 ?.3	 ?.4	 R2
9
10
11
12
13
14
15
16
'7
18
19
20
0.0077	 1.57158* I -0.2571k I 0.5801#*	 0.2010 *	 -0.3427
0.0134	 -0.0511	 li.9434#*1
	
2.2252	 6.3632	 -10.1355
0.0225	 -0.9871	 -1.9559k I T1.81 -1.4273	 0.4 797
0.0202	 2.4597#*] I 12.5182# 1 -7.0479	 2.2451	 0.8719*
0.0368	 2.1412#* [2.0582# I	 -0.6669	 -4.3691	 4.32338 I
0.0351	 7.7042*	 0828 *	 4.3827	 -0.8258 I 14. 6666#j
0.0731 I -15.5378 * I 0.3936*	 -0.9875 I	 -1.4962	 3. 0364J
0.0793 I 22.40#* I [5.6668# I	 -2.3816	 0.2689*	 -0.6121
-0.0005	 0.6092	 -2. 7434	 -1.4302	 1.2088	 1.4870
-0.0335	 3.9764*	 2.1289	 I 1.1618	 T 4905	 1 20.55218 I
0.0219 [.1j333#* I -65.6153	 -0.5761	 -I -2.4018# I ..Jj-i544*
-0.0020 4.81158*	 1.6437	 -0.2363	 -2.88078	 -0.3478
0.0591
0.0258
0.0148
0.0248
0.0421
0.0282
0.0235
0.0222
0.0047
0.0165
th3428
0.0166
Table 7.3.9. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 9.
Period	 interceç	 ?.2
	
R2
10
11
12
13
14
15
16
17
18
19
20
0.0167	 0.1552	 I -0.609211] I -0.2524 I	 -0.3809
0.0104	
-0.2885 [i.j29# * I -28. 4864#	 -0.0566
0.0371	 3.1359#*}	 -1 .8610	 -1.1319	 1.2049
0.0403 I 2.7630#*] L-6.	 2.6824	 3.5556
0.0634 ! 11.361#*1
	
0.3373*	
-2.6865	 -0.2707
0.0698 I -14.79 78* I _2. 2522*	 1.37768	 -1 .4087
0.0828 I -21.994# I I -5.48378 1	 0.0043	 0.8160*
-0.0025
	
0.2506	 0.5963	 -0.3 773	 -0.4513
-0.0188
	 3.0905*	
-0.9266 Lj 0688 I	 3.3924
-0.0428 Li 0.51789 * I 3.0560	 0.3937 [.9945#
0.0336 I 5.708 78 *1 -22.5049	 2.4432	 I -14.4255 1
-0.47538
-0.4409
0.6330*
I 16.3127 I
1 -1.1734 I
I 1.6269
-1 .5449
1.8196
1.7592
1.4548*
-0.6354
0.0538
0.0446
0.0280
0.0257
0.0172
0.0199
0.0268
0.0023
0.0107
0.0359
0.0141
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
12
	
0.0583
13
	
0.0228
14	 -0.0080
15
	
0.0823
16
	
0.0835
17	 0.0023
18	 -0.0057
19	 -0.0358
20	 -0.0075
0.5498*	 0.1178
2.1732
1. 1181#
-1 .3238
0.2516
-3.1651
7.4259
0.5265*
-1 .3627
0.0569
0.0273
0.0122
0.0167
0.0091
0.0155
0.0131
0.0061
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Table 7.3.10. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coeffi dents from Period JO.
Period	 intercept	 \	 ?5
11
	
0.01 78	 -0.2659 1 1 .3 717#1J	 0.2108	 0.1615	 I 3.966481
12
	
0.0395 1 -1.881#i rO.9101
	 I I -6.3606# I L1.3o83#* I
13
	
0.0276	 -2. 594# * I -2. 282]	 3.7106	 7.4537	 1.3530
14
	
0.0717 [-14.624# *1 I 2. 6538 * 1	 0.7286	 -2.6780	 0.4188
15
	
0.0853 -20. 162# *	 1 . 1589*	
-0.7839	 0.9 725	 -0.7728
16
	
0.0873	 0458 * I -0.5762	 -5.7886	 2.9283 *	 -0.1676
17	 -0.0047	 1.8327	 -1.1089	 -2.4674	 -0.0833	 -0.6191
18	 -0.0089	 3. 0258*	 -0.4795	 2.5469	 -1 .2689	 -5.0871
19	 -0.0491	 1I . 764#*	 1.8096	 -1.5035	 -1 .5304	 18.9762*
20	 -0.0043 6.35278*	 1.6467	 -6.2468	 -0.0463	 -1.7846
0.0370
0.0 732
0.0286
0.0260
0.0136
0.0157
0.0063
0.0062
0.0292
0.0129
Table 7.3.11. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 11.
Period	 intercept	 A.3	 A.4	 R2
0.7324#* I -0.9563# I I -2.02758 I I -21.87588 I
	l.4220l^* I 0.98501	 2.9445	 3.1962
	
13.J01#*	 1. 4251* 1115.9358#J
	
0.9660
	
[21.946#*1
	
0. 1205*	 12.5491	 -5.4708
	
[-26.6528*1
	
1.0352	 10.8481	 0.8876*
	
-2.0369	 3.6753	 -0.2425	 0.61 79
1.2434* I 2.8liflJ -2.9870	 -0.5159
9. 8050#*	
-3.1541	 0.62 72	 1.7693
	
4.6726*	 4.4365	 -0.3393	 0.1685
Table 7.3.12. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coeffi cients from Period 12.
Period	 intercept	 A.2	 24	 A.5	 R
13
14
15
16
17
18
19
20
-0.0083
0.0548
0.1271
0.0892
-0.0012
0.0034
-0.0367
-0.0084
0.9789#*
9.6311#*
33.260#* I
I -25.43
1.0657
0.6818 *
9.11058*
4.8097*
0.0148
2.2000 *
0.2737*
0.2420
-0.3234
-2.5962
I -1.7352#1
-1.5376
0.0448
1 .8383
-1 .8346
-0.9370
-0.2693
-14.0436
-3.0824
8.1394
-0.6314
-0.2521
L2.35o3# I
0.6066*
-6.5616
-2.5466
51.0518
-0.6130
I -94.65628 I
-1 .5717
-1.0192
0.3485
0.0874
0.3202
5.2283*
1.7593
0.0144
0.0142
0.0267
0.0125
0.0021
0.0050
0.0225
0.0100
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
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Table 7.3.13. Comparison between the Results of Regression using original Factor Coefficient
and adjusted FactorCoefficients from Per-wd 13.
Period	 intercept	 R
14
15
16
17
18
19
20
0.0454	 5. 8980#*	 0.O653*
0.0552 I -10.52211 * I	 0.6937*
0.0442	 12.480ll* I	 2.9349
-01)072	 0.8316	 0.3192
-0.0108	 2.2887*	 -0.7978
-0.0336 I 8.2286#* I I -3.1682# I
0.0106	 4.0377*	 -1.2047
1.9324
0.8049
2.1949
12965
0.7858
-V.2968
416933
	
1.1853	 [5425u	 0.0280
	
-2.8043	 -0.4242	 0.0377
	
0.8847*
	
4.3597	 0.01 75
	
-V.0517
	
7.9053	 (10066
	
1.6026	 -2.4912	 01)051
L31.0155?# I
	
1.1298*
	
0.0437
	
I -91)604# 1 -0.2177	 0.-O2OtJ
Table 7.3.14. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coeffwien Is from Period 14.
Period	 intercept	 A.3	 A.4	 R2
15	 0.0350	 3.7854#* I 0.311311* I L 0.310511 I	 -0.3463
16	 0.0333	 -3. 2638# * I -8. 728211 I I 0.2719/I I -7.0373 *
17	 0.0016	 -0.2146	 -1 .5 751	 -0.5334	 -0.0367
18	 -a 0026	 0.1102*	 -1.0681	 -1.094811	 -0.1443
19	 a 7630	 2.7848*	 -9.9922	 -682.69	 -0.3493
20	 0.0011	 3.5112*	 -1.6427	 -0.3982	 3.1394
	
0.1263	 0.0776
	
0.0340	 0.0314
	
-1.2174	 0.0074
	
0.8898	 0.0123
	
1.0429*	 0.0100
	
-0.6018	 0.0087
Table 7.3.15. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 15.
Period	 rntercept	 A.2	 A.3	 A.4	 A.5	 R2
16	 0.0251	 3.6305#*	 0.1324	 I 0.2913# ( 1.321111*
17	 0.0026	 -1.3410	 I -0.701411 1	 2.8282	 -0.7136
18	 -0.0061	 0.9620* I -0.690911 1	 -0.1741	 -0.5481
19	 -0.0193 I 4.008411* J	 -0.7833	 1.5191	 -0.4695
20	 0.0028 I 5.384611 * I	 0.2263	 -9.1749	 0.0689
	
-0.4201	 0.0497
	
1.0885	 0.0136
	
0. 7939	 0.0080
	
1.73 70*	 0.0183
	
0.6137	 0.0145
Table 7.3.16. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 16.
Period intercept	 A.2	 A.3	 A.4	 R2
17	 0.0119 I -2.939811 I I -0.613011 I -0.8856# I	 -6.8677	 J 6.0111# ] 0.0546
18	 -0.0014 I 2.3711#* I I -1.322311 I L8.00s7# I I -0.957411 I	 7.2978	 0.0397
19	 -0.0194	 2.5812*	 -0.64 76	 5.1512	 I -3.4449# (	 2. 0042*	 0.0297
20	 0.0124 I 6.3383# * I	 0.3422	 -0.4852	 1 -21.238911 I	 -1 .4508	 0.0332
Figures shows the pricing regression using the periods returns aguinst factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
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Table 7.3.17. Comparison between the Results of Regression using original Factor Coefficient
-and adjusted Factor CoefJi cienis from Period 17.
Period	 intercept	 ?'.3	 R2
18	 -0.0027	 0.3649* I I -0.4893# I	 -7.3286	 0.0575	 I 0.5258#	 0.0306
19	 00164	 1.7813*	 I -0.9232# I I -24.8082# I	 1.8335	 I _2.0837#*1 0.0491
20	 -0.0053 3. 1850# *	 -0.1574	 8.0464	 0.6317	 0.9022	 0.0143
Table 7.3.18. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficients from Period 18.
Period	 intercept	 2.5	 R2
19	 -0.0134	 3. 1051#*	 0.1270	 I -2.1363#	 -1 .3400	 0.4205#*	 0.0627
20	 -0.0018	 2.5490#* I 0.721411 I I -0.826811 I	 3.6496	 L1l.9053# I 0.0499
Table 7.3.19. Comparison between the Results of Regression using original Factor Coefficient
and adjusted Factor Coefficientfrom Period 19.
Period	 intercept	 R2
20	 0.0054	 2.203411* I 0.214411 I	 0.2220	 0.0758	 I 0.9489# I 0.0317
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. 11- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
tage of periods with the adjusted risk premi 	 intiv different from zero.
Factor I
	 Factor 2 I Factor 3	 Factor 4	 1	 Factor S
2
n
4
S
6
7
8
9
ID
11
12
I-'1.)
'4
IS
16
17
18
19
a
0.21
0.50'
0.53
0.56
0.40
0.50
0.31
0.58
0.64
0.70
0.67
0.63
0.57
0.33
0.60
0.75
0.33
1.00
1.00
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Table 7.4.1. Percentage of periods with the adjusted risk premia significantly dif[erent from
the original risk ixeniia
FC from Period
1
2
4
5
6
7
8
9
10
11
12
13
14
15
16
17
[8
19
Table 7.4 2. F
FC' from Period
Factor 1
0,21
0.22
0.41
0.50
0.33
0.29
0.08
0.33
0.64
0.40
0.22
0.25
0.43
0.00
0.40
0.75
0.33
0.00
0.00
Factor 2
0.00
0.00
0.06
0.19
0.13
0.43
0.62
0.58
0.36
0.40
0.33
0.13
0.14
0.33
0.40
0.50
0.33
0.50
1 00
Factor 3
0.05
0.00
0.00
0.00
0.07
0.29
0.31
0.25
0.18
0.10
0.22
0.00
0.00
0.33
0.20
0.50
0.33
1.00
0.00
Factor 4
0.21
0.17
0.29
0.06
0.07
0.14
0.46
0.17
0.18
0.10
0.11
0.13
0.29
0.00
0.00
0.75
0.00
0.00
0.00
Factor 5
0.00
0.22
0.06
0.19
0.00
0.29
0.15
inU..)
0.27
0.20
0.00
0.13
0.14
0.00
0.00
0.25
0.67
0.50
1.00
a
0.05
0.00
0.00
0.00
0.07
0.29
0.31
0.08
0.18
0.10
0.22
0.00
0.00
0.50
0.20
0.50
fin
U-,.,
1.00
0.00
a
0.21
0.11
0.29
inU, 1.)
0,07
0.14
0.46
0.17
0.09
0.10
011
in in
U 1.)
0.29
0.00
0.20
0.75
0.00
0.00
0.00
a
0.00
0.17
0.06
0.06
0.00
0.29
0:15
0.33
0.09
0.20
0.11
1-,
U. 1.)
0.14
0.00
0.00
0.25
0.67
1.00
1.00
(b)
(0.63)
(0.67)
(0.65)
(0.63)
(0.60)
(0.64)
(0.69)
(0.75)
(0.73)
(0.80)
(0.88)
(0.88)
(0.86)
(0.83)
(0.80)
(0.75)
(1.00)
(1.00)
(0.00)
a (b))
0.05 (0.42)
0,00 (0.39)
0.06 (0.41)
0.19 (0.44)
0.33 (0.47)
0,43 (0.50)
0.62 (0.46)
0.42 (0.42)
0.36 (0.27)
0.40 (0.30)
0 22 (0 22)
0.13 (0.25)
0.14 (0.29)
0.33 (0.17)
0.40 (0.00)
0.50 (0.00)
0.67 (0.00)
0.50 (0.00)
1.00 (0.00)
(b)
(0.21)
(0.22)
(0.18)
(0.19)
(0.20)
(0.14)
(0 15)
(0.08)
(0.00)
(0.00)
(0.00)
(0.00)
(0.00)
(0.00)
(0.00)
(0.00)
(0 00)
(0.00)
(0.00)
(b)
(0.11)
(0.11)
(012)
(0.13)
(0.13)
(0.14)
(0.15)
(0.17)
(0,18)
(010)
(0.11)
(0.13)
(0.14)
(0.17)
(0.20)
(0.00)
(0.00)
(0.00)
(0.00)
(b)
(0.16)
(0.17)
(0.18)
(0.19)
(0.20)
(0.21.)
(0.22)
(0.17)
(0.18)
(0.20)
(0.22)
(0.13)
(0.14)
(0.17)
(0.20)
(0.25)
(0.33)
(0.50)
(0.00)
FC - Adjusted Factor Coefficients.
a-percentage of adjusted significant risk preniia
b)-percentage of original risk prcmia.
24
5
6
7
8
9
10
Ii
12
13
14
15
16
17
18
19
a
0.21
0 50
0.59
0 62
0.53
0.50
031
0.58
0.64
0 70
0.67
0.63
0 57
f. -,.,U.))
0 60
0.75
0.33
I.00
1 00
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Table 7.5.1. Percentage of periods with the unadjusted risk premia significantl y different from
the original risk prenhia
FC from Period
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
Factor 1
0.47
0.28
0.47
0.50
0.47
0.57
0.46
0.33
0.55
0.50
0.67
0.75
0.71
0.71
0.40
0.75
0 67
0.50
0.00
Factor 2
0.37
0.39
0.53
0.50
0.40
0 29
0.54
0.67
0.73
0.40
0.22
o 63
0.29
0.00
00
0.25
0.33
1.0
1.0
Factor 3
0.21
0.33
0.24
0.25
0.27
0.29
0.38
0.33
0.36
0.40
0.44
0.0
0.14
0.29
0.20
0.25
0.67
1.0
0 00
Factor 4
t\U-i
i\ --V..,)
0.24
0.25
0.20
0.29
'i-i
0.42
0.27
0.20
0.22
0.25
0.57
0.29
0.20
0.25
0.0
0 50
0 00
Factor 5
0.11
0.28
0.18
0.44
0.27
0.14
ft -
J.L.)
0.50
0.27
0.40
0.22
0.00
0.29
0.17
0.60
0.25
0.67
0 50
10
Table 7 5.2. Pc	 of periods with the	 risk pren	 different from zero.
FC from Period I
	
Factor I
	
Factor 2
	
Factor 3
	
Factor 4
	
Factor 5
(b)
(0.63)
(0.67)
(0.65)
(0.63)
(0.60)
(0.64)
(0.69)
(0.75)
(0.73)
(0.80)
(0.88)
(0.88)
(0.86)
(0.83)
(0.80)
(0.75)
(1 00)
(1.00)
(0.00)
a (b))
0 05 (0.42)
0 00 (0.39)
0.06 (0.41)
0 19 (0.44)
0.33 (0.47)
0.43 (0.50)
0 69 (0.46)
0 42 (0.42)
0 36 (0.27)
0.40 (0.30)
0.22 (0.22)
0 13 (0.25)
0.14 (0.29)
0.33 (0. 17)
0.40 (0.00)
0.50 (0.00)
0.67 (0.00)
0 50 (0.00)
1 .00 (0.00)
a (b)
0.05 (0.21)
0.00 (0.22)
0.06 (0.18)
0.00 (0.19)
0.13 (0.20)
0.36 (0.14)
0.31 (0.15)
0.08 (0.08)
0.27 (0.00)
0.10 (0.00)
0.44 (0.00)
0.00 (0.00)
0.00 (0.00)
0.50 (0.00)
0.20 (0.00)
0.50 (0.00)
0.33 (0.00)
1.00 (0.00)
0.00 (0.00)
a (b)
0.26 (0.11)
0.11 (0.11)
0.26 (0 12)
0.13 (0. 13)
0.06 (0.13)
0.14 (0.14)
0.38 (0.15)
0 17 (0 17)
0.09 (0.18)
0.10 (0.10)
0 11 (0.11)
0.13 (0.13)
0.29 (0.14)
0.00 (0.17)
0.20 (0 20)
0 50 (0.00)
0.00 (0.00)
0.00 (0.00)
0.00 (0 00)
a (b)
0.00 (0.16)
0.22 (0.17)
0.06 (0.18)
0.19 (0.19)
0.00 (0.20)
0.29 (0.21)
0.15 (0.22)
0.33 (0.17)
0 09 (0.18)
0.20 (0.20)
0.00 (0.22)
0.25 (0.13)
0.14 (0.14)
0.00 (0.17)
0.00 (0.20)
0.25 (0.25)
0.67 (0.33)
1.00 (0.50)
1.00 (0 00)
FC - Ulhadjused Factor Coefficients.
a-percentage of adjusted significant risk preniia
(b)-percentage of original risk premia
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Table 7.6.1. Comparison between the Results of Regression using original Fact* Coefficient
and adjusted Factor Coefficient.
FC from one period	
.4	 R
to the first next period
I to 2
2 to 3
3 to 4
4 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10
10 to II
11 to 12
12 to 13
13 to 14
14 to 15
15 to 16
16 to 17
17 to 18
18 to 19
19 to 20
J -3.151211]	 -0.7409	 -0.0969	 0.6761	 0.2713
1.3030#*	 -0.0422	 -0.0723	 -0.0839	 I 0.2474 II 6.5076# I	 0.1080	 0.0028	 0.3178	 -0.1133
[3.8236#*j	 -0.3673	 0.0071	 0.7350#	 0.1659
-0.62)0	 0.161 7#	 I 0.329711 * 1
	
0.0613	
-0.4816I -2.286411 I	 0. 0930*	 0.0619	 0.6398	 0.5235
-0.4013	 I.2716#* I I 2.0385#* I I -0.3160#	 0.7736*
1.5715#* I -0.2571 k I 0.5801#*	 0.2010 *	 -0.3427
0.1552	 r-o.6o92 I I -0.25247 -0.3809	 -0.4753#
-0.2659 1 1.3 7) 7#* I	 0.2108	 0.1615	 I 3.9667
0.7324#* I -O.9563# I I -2.027511 I I -21.8758# I	 0.5498*
0.9789#*	 0.0148	 0.0448	 -0.6314	 I -94.656211 I
5.8980#*	 0.0653*	 1.9324	 1.1853	 I -4.5425# I
_3.7854#* I 0.3113# I I 0.310511 I	 -0.3463	 0.1263
3. 6305#*	 0.1324	 1 0.291311 I 1.3211#*	 -0.4201
	
I -2.9398# ] I -0.6130/I I I -0.8856#	 -6.8677	 6.oI11#7L 0.3649* I I -0.489311 I	 -7.3286	 0.0575	 I 0.525811 1
3.105111*	 0.1270	 J -2.1363# I	 -1 .3400	 0.4205#
2.2034#* I 0.2144/I I	 0.2220	 0.0758	 J 0.948911 1
0.0312
0.0223
0.1810
0.0836
0.0263
0.0283
0.0716
0.0591
0.0538
0.0370
0.1178
0.0144
0.0280
0.0776
0.0497
0.0546
0.0306
0.0627
0.0317
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. #- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shown figure are
significantly different from each other.
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Table 7.7.1. Comparison between the Results of Regression using original FactotCoefficient
and adjusted Factor Coefficients.
	
FC from period (a)	 2½	 R
with rum in period
	(a) I 'th 3	 _1.9340#* I 23.9306# I 3.5744# I	 0.0208	 -0.9922	 0.0212
	
2 with 4	 6.81881
	
0.0659	 0.0177	 13.5404	 0.0912	 0.1829
	
3 th 5	 -2.4587# *	 3.7576	 1.3 751	 -2.3 736	 1.8 724	 0.0349
	
4 with 6	 L -3.16709	 -0.4487	 -0.4299k	 -1.4697#	 0.7615	 0.0520
	
5 with 7	 I -1.9691# I	 0. 0082*	 0.4 768	 -0.0486	 -0.3 051	 0.0162
	
6 with 8	 I -1.6469 I I18.808#*I F3.1899#* I	 85.5013	 I590.91#*I 0.0219
	
7 with 9	 0.8706*	 I -0.9213# I r2.9011#* I I 1.5433#* 1	 0.3587	 0.0690
	
8 with 10	 -0.0511	 [J.9434#*i
	
2.2252	 6.3632	 -10.1355	 0.0258
	
9 with JJ	 -0.2885	 L 13. 129# * 1 -28. 4864#	 -0.0566	 -0.4409	 0.0446
	
10 with 12	 L1.88j#* I I -0.91099 II 3.34839 I I -6.3606# I IJ3083#*I 0.0732
	
JJ with 13	 l.4220#* 1 0.9850 I	 2.9445	 3.1962	 2.1732	 0.0569
	
12 with 14	 9.6311#*
	
2.2000*	 1.8383	 -0.2521	 -1.5717	 0.0142
13 with 15 I _10.522#* 1	 0.6937*	 0.8049	 -2.8043	 -0.4242	 0.0377
	
14 with 16	 -3.26389 * I -8. 72829 I 0.27199 I -7.0373 *	 0.0340	 0.0314
	
/5 with 17	 -1 .3410	 -0.70149	 2.8282	 -0.7136	 1.0885	 0.0136
	
/6 with 18	 I _2.3711#* I I -1.3223# I I 8.0057# I I -0.9574#1
	
7.2978	 0.0397
	
17 with 19	 1.7813 * I -0.92329 I I -24. 8082# I	 1.8335	 I -2.083 7# * I 0.0491
	
18 with 20	 2.54909* I 0.72149 I I -0.82689 I	 3.6496	 1 11.90539 I 0.0499
Figures shows the pricing regression using the periods returns against factor coefficients from previous
period. * - indicate that the original pricing for the factor in that period is significantly different from zero
at 10% significance level. 9- indicate that the figure is significantly different from zero at 10%
significance level. Boxed figures showed that the original pricing factors and the shoii figure are
significantly different from each other.
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Chapter 8
The Relationship between Stocks Returns and Economic Factors
Introduction
This chapter presents studies that have been conducted to examine the relationship
between stock returns and economic factors. Economists have long been interested on the
influence of thse factors on the stock market. The assumption is that return on a security
is sensitive to the movements of these economic factors. Some of these studies attempted
to identify the factors within the confines of Arbitrage Pricing Theory.
Two common approaches have been taken to examine this issue. The time series
approach examine the sensitivity of stock returns to the factors within a time period. A
second and more recent approach is to examine the pricing of the risk exposures of the
stocks to the economic factors. This approach is within the premises of the Arbitrage
Pricing Theory and sometimes known as the cross-sectional approach. The theory states
that expected returns of assets are linearly related to a number of common factors.
All these studies share a common problem in the selection of the appropriate economic
factors. The next section will discuss this issue and the criteria used in previous studies to
solve this problem. The third section presents the studies that took the time series
approach. This is followed by studies that used the cross-sectional approach.
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8.2. Background theory.
There are many economic variables or indicators that describe the state of the economy of
one country. This poses a major problem as there is no coherent theory that states which
of the economic variables relates best with stock returns.
Previous studies have chosen economic variables that represented the general conditions
of the economy and business cycles.
Fama (1981) showed that an economic condition can be observed through levels of real
activity, consumption and inflation. Consequently, the study took the view that the
quantity of investments available to firms with expected rates of returns higher than the
cost of capital is central in the determination of equity values. He then studied a model of
the capital expenditure process, in which an increase in output raises average real rates of
return to capital, which in turn induces increased capital expenditure.
Based on the above assertion, variables representing output were the rate of change in
industrial production and the rate of change in real Gross National Product. The change
in the rate of capital expenditure of non-financial corporations was used to represent
capital expenditure.
The positive relations between stocks returns and real activity had an effect on the
relation between inflation and stocks returns. Using a combination of money demand
theory and the quantity theory of money, inflation can be negatively related to stock
returns. Fama (1981) stated that the negative stock return-inflation relations are induced
by negative relation between inflation and real activity.
Stocks are also often suggested to be a hedge against inflation. Bodie (1976) outlined
some conditions in which this should be true. One condition is that inflation may
eliminate the possibility of returns falling below a specified level. Another is that real
returns of stocks should be independent of the rate of inflation, implying that nominal
returns should be positively correlated with the rate of inflation.
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Some studies, however, were more specific in terms of the criteria used in the selection of
variables. They were based on the security valuation model which states that a security's
price is determined by its future cash flow (discounted flow of expected dividends).
Among the studies that used this model were Chen, Roll and Ross (1986), Chen and
Jordan (1993), Poon and Taylor (1991 ) and Clare and Thomas (1994). The model is
presented below:-
E(D1)	 (8.2.1)
(1+R)'
where Po is the current stock prices, R is the discount rate, and E(D) is the expected
dividend at the end of the period t. Economic variables were then chosen which influence
the expected dividends or the discount rate.
Chen, Roll and Ross (1986) [CRR} for example, selected changes in the riskiess interest
rates, the unanticipated changes in risk premium and change in real consumption as
variables that might affect the discount rate. The expected cash flow might be affected by
changes in the expected and the average inflation rate and the level of production.
Besides the variables used by CRR (1986), Clare and Thomas (1994) also used other
indicators of the economy like unemployment, stock market turnover, bank lending, trade
balances and oil price changes. Asprem (1989) and Ma and Kao (1990) considered the
influence of exchange rate. The stock market was thought to be affected firstly by
transaction exposures when settlements were made using foreign currencies and secondly
by economic exposure, where exchange rates level are a reflection of the underlying
economy.
Without the justification of a sound theory, studies of this nature will often face problems
in selecting the many economic variables and in specifying the hypotheses on the way
these variables are related to stocks returns. The next section discuss the methodology
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and the results of a selected number of studies that examine this relationship. Two
approaches have been used, namely the time series approach and the cross-sectional
approach.
8.3 The time series approach.
In this approach, stock returns are regressed against selected economic variables from a
selected time period. Fama (1981) utilised this approach in a study of the relationship
between stock returns, real activity and inflation of the US stock market for the period
1954 to 1976. This study has been influential in the development of other recent studies.
The variables that were used to proxy real activity were growth rate of the monetary
base, industrial production and real Gross National Product (GNP). The study also
included expected and unexpected inflation. Stock returns were based on the value
weighted portfolio of all NYSE common stocks.
The series for the change in expected inflation and unanticipated inflation were derived
by using the Fisher model. The components of interest rate variation that are attributed
to expected real values and expected inflation is shown below:-
= ER 1 + Ei 1 ,	 (8.3.1)
where the Treasury Bill rate (TB) at the end of period t-1 was broken into expected real
return for period t, ER and an expected inflation rate
EI1 = -ER 1 + Th 1	 (8.3.2)
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The inflation rate L for period t, can then be expressed as:-
= -ER 1 + TB 1 + nt	 (8.3.3)
where nt is the unexpected inflation.
Fama (1981) ran a regression of inflation rates and the Treasury Bill rate shown below:-
=	 + TB 1 + flt 	 (8.3.4)
The fitted values of ci + TB 1 from (8.3.2) and (8.3.4) were taken as the expected
inflation.
The study found that stock returns were negatively related with both the inflation
variables and the growth rate of the monetary base. The relationship with industnal
production and real GNP was positive. The study also found that the influence of the
inflation variables decreased when they were included in the same regression as the real
activity variables. The results confirmed the spurious relationship between inflation and
stock returns discussed earlier.
Graham (1990) examined the stability of the Fama's (1981) study by using data from
1953 to 1990. The period of study was divided into three sub periods. The study however
used actual inflation rates. For the whole period, the results showed that the relationship
between stock returns and inflation was negative. Results for the subperiods showed that
between 1953 to 1975 and 1982 to 1990, the relationship was negative, while it was
positive for the period between 1976 to 1982. The latter result showed inflation being
driven by variability in the money growth rate rather than by variability in real activity.
In another study, Fama (1990) examined three sources of variation that can affect the
valuation model (8.2.1): shocks to the expected cash flows; predictable return variation
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due to variation through time in the discount rates that price expected cash flows; shocks
to the discount rate.
The variables to measure shocks to the expected cash flows were represented by future
growth rates of real activity which included the growth rates of industrial production. For
the second source, Fama (1990) chose the dividend yield of the value weighted NYSE
portfolio, the default spread and the term spread. The default spread was measured by
taking the difference in the yields between a portfolio of 100 corporate bonds and the
portfolio of Aaa bonds. Aaa bonds are those with the least probability of default. The
term spread was measured by the difference between the yield of the Aaa bonds and the 1
month Treasury Bill rate. Finally, to proxy shocks to the discount rate, the study used the
residuals from first-order autoregressions of the default spread and the term spread.
The study performed the test on data for the period 1953 to 1987. Stock returns were
regressed against the variables from each source of variation in individual regressions and
together in multiple regression. Stock returns were positively related to future production
growth rates for up to 3 to 4 quarters ahead. Returns were also positively related to
dividend yield, term structure and the default spread. The relationship between returns
and the shocks to term spread and default spread was negative and significantly weak. In
a combined regression of all the variables, the term spread lost its significance while
there was no change in the relationship of the other variables.
Schwert (1990) extended Farna's (1990) study and covered the period 1889 to 1989. The
nature of the variables wasthe same but they were measured differently. For example, for
the default spread, Schwert used the difference between the yield of Aa and Baa bonds.
These bonds differed in terms of their risks. For the term spread, the annual yield of Aa
bonds and the one month Treasury Bill rate were used.
The results showed that the relationship between stock returns and the measures for the
future growth in industrial production was positive. The results of the default spread was
weak for the period 1953 to 1988. (the same period as Fama). The result was strong and
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negative for the 1889 to 1952 period. The results for the term spread were weak. The
measures for shocks to the default spread showed that it was negatively related to stock
return. When compared with Fama's (1990) results, Schwert attributed the weak results
to the differences in the way the variables were measured. However, the general results
confirmed Fama's (1990) study for a longer sample period and a slightly different
definitions of the variables.
One study on the relationship between stock returns and economic variables outside the
US market was by Asprem (1989). The study examined 10 European countries inclusive
of the UK. The economic variables that represented economic activity were changes in
industrial production and employment. Consumption was measured by changes in
imports. The study also considered interest rates, exchange rates, changes in inflation
rates and changes in money supply.
The general result of the study showed that employment, imports, inflation and interest
rates were negatively correlated to stock prices. The stock markets were also found to
lead real activities of the economy in a positive way.
Specifically for the UK, the result found that the stock market was related positively to
the changes in future production for up to four quarters of the year. It had a
contemporaneous negative relationship with changes in consumption, changes in import
and interest rates. With current inflation, the relationship was positive but insignificant,
while it was negative with future inflation rates.
Generally, the studies above showed that stock returns are related to economic factors.
These studies mostly used changes in the stock market indices to measure stock returns.
In the next approach to be considered, the cross-sectional approach, the studies employed
a methodology that used individual stocks and therefore involved a wider selection of
samples.
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8.4 Cross-sectional approach
An alternative approach to studying the relationship between stock returns and economic
variables is through Arbitrage Pricing Theory (APT). The APT states that stock returns
are systematically related to a number of common factors, although the theory however
does not specify these factors. However, a set of prespecified economic factors can be
used and the risk exposures of stocks on these factors can be examined.
The general procedure involves a two- step regression procedure which is similar to the
Fama and Macbeth (1973) test of the Capital Asset Pricing Model. In the first regression,
stock returns are regressed against the economic factors over a specific time period. The
coefficients of each factor from the regression can be considered as the amount of risk
the stock has on the factor. A second cross-sectional regression is then performed
between the stock returns as the dependent variable and the risk measures of the factors
as the independent variables. The coefficient from this second regression can be
considered as the risk premium associated with the factors. A significant coefficient will
indicate that the factor is priced and considered relevant in explaining the cross-section of
stock returns.
The above methodology was used by Chen, Roll and Ross (1986) on their study of the
US Stock Market. 5 years of monthly data were used to estimate the risk exposure of
stocks to selected economic variables in a time-series regression. CRR used the returns
from a portfolio of stocks. The portfolios were formed based on size as it was found that
this produced a wide spread of returns. The cross-sectional regression was then
performed monthly for the next 12 months of portfolios returns. The whole process was
repeated by moving the procedure forward 12 months. By this process, a time series of
risk premia for each factor was derived. The average risk premia were tested for
significant difference from zero.
The economic factors used were monthly industrial production, expected inflation,
unanticipated inflation, risk premium, term structure of interest, real consumption, oil
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prices and market indices. Expected and unanticipated inflation were derived using a
similar techiiique to Fama (1981). The risk premium variable was derived by taking the
difference between the return of long term government bonds and the returns of Baa
bonds. This variable served as a direct measure of the level of investors' risk aversion.
The term structure was derived by the difference between the rates of long term
government bonds and the three month Treasury Bill rate.
The results showed that monthly industrial production and risk premium were positively
priced. Unanticipated inflation was negatively significant. The market indices were,
however, not significant.
In another study of the US market, Chang (1991) also used this cross-sectional approach.
The study used industry returns from the NYSE. The economic variables used were the
term spread, unanticipated inflation, changes in industrial production, changes in
unemployment rate, default risks and the exchange rate. The data were taken from 1966
to 1986.
The study found that inflation had a negative effect while default risks had a positive
influence on the pricing of assets. The effects of industrial production, unemployment
and exchange rate were positive, but they were less significant than the two former
variables. The industrial returns also had a low negative relationship with the term
spread. The results from this study did not seem to show significant contradiction with
the CRR study.
Poon and Taylor (1991) performed a similar study to that of CRR(1986), using UK stock
market data from the period 1965 to 1984. Similar factors were chosen. The series were
however subjected to a first level autoregressive integrated moving average and the
residuals from this procedure were used. Returns from portfolios of stocks based on size
were used.
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The risk exposures of the portfolio to the economic variables were firstly determined
through a multivariate regression between returns and the economic variables. These
risks were then used in the cross-sectional regression. Poon and Taylor found that the
results of these multivariate regressions were unstable. Pricing of factors can become
significant in one case but not in another when different combinations of factors were
included.
They then estimated the risk levels of the portfolios with each of the individual factors.
The univariate regressions were performed with 15 months lead and lagged factor terms.
There were 30 regressions for each factor. The risk levels were then used in the second
cross-sectional regression.
The results showed that all the significant results lagged the portfolio returns. Some of
the signs were different from the CRR (1986) study. Monthly industrial production was
negatively lagged for up to 13 months. Unanticipated inflation was positively lagged for
9 months. The value weighted market indices were positively lagged for 9 months while
the equally weighted indices were negatively lagged for 13 months. Poon and Taylor
could not offer any conclusive support of the CRR (1986) study using UK data.
Another study that utilised UK data was by Clare and Thomas (1994). They investigated
the issue of the relationship between stock returns and economic variables on two
different portfolio ordering techniques. The portfolios were formed based on stock betas
and firm size. The two-regression technique was used in the study.
A wider selection of economic variables was used beside those from the two studies.
These included the US to Pound exchange rate, real retail sales, the price of gold, current
account balances, dividend yield, unemployment, money supply, stock market turnover,
'comfort index' which is the ratio of the consol to equity market dividend yield and bank
lending. Inflation was measured by the change in the retail price index. The study was
conducted for the period 1983 to 1990.
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Using the beta-sorted portfolio, the study found that 7 economic factors were priced.
Those that had a positive sign were the redemption yield of corporate debentures and
government loans, default risks, the 'comfort index' ,the retail price index, private sector
lending, and current account balance. The sign of the inflation variable was different
from the CRR (1986) study. The sign for the oil price was negative.
When risk to the excess market return was included in the cross-sectional regression, it
was not significantly priced and the current account balance lost its significance.
With the size-based portfolios, the study only found 2 significant economic variables,
namely the 'comfort index' and the retail price index. Both had positive signs. The risk to
the excess market return was positively significant.
This section discussed studies that examine the cross-sectional relationship of stock
returns and economic variables. The results of the studies were generally in line with the
time-series approach, especially in the US Market where there were no notable
differences in the results. Studies of the UK market gave different results from those
using US data, using the same explanatoiy variables. The two UK studies also gave
results which differed from each other.
8.5 Another variation in approach.
Burmeister and Wall (1986) study ad a slightly different approach although it centred as a
test of the APT. They attempted to determine the actual and expected returns of assets
using economic variables. Their method differed from the cross-sectional approach as
measures of risk exposures of stocks with the economic factors were not used.
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The study assumed that the difference between actual and expected returns of assets is
generated by a linear factor model shown below:-
1eBf	 (8.5.1)
where Y, is the vector of actual returns at time t, R, is the expected return, B are the
sensitivities of the asset to a vector of factors f, and is the random error. It was
assumed that the i(t) are serially uncorrelated and independent of the factors fk() with
E{e(l) } = 0 and E[fk(l)] = o.
The APT formulated by Ross (1976) implied that,
R( , ) =	 + BA ( , ) + 7(1)	 (8.5.2)
where for each t there exists nonzero ?(t) and X(t) = [Xl(t).......?-k(t)] and 11(t) is the
approximation error of the model. The term X t) is interpreted as the risk free rate and ?(t)
are the risk premia associated with the factors at time t.
By substituting equation (8.5.2) into (8.5.1) an ordinary least squares times series
regression between stocks returns and economic variables can be conducted.
The regression is shown below:-
RJ(1) =b 0 +bJkfk(t) +Uf(f)	 (8.5.3)
and using the assumption that
R (, )
 =	 +bJkk +J()	 (8.5.4)
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the constant in equation (8.5.3) had the interpretation that it is equal to the risk free rate
plus the total risk premium. That is b 0 = +	 k + T/J(1) and	 2k was defined
as the total risk premium for portfolio j, and the error term UJ(1) =	 + lj(t) -
	
It
was assumed that since the APT pricing error is small,
1lj(t) and i1j(1) are zero. Both the actual and the expected return can be determined
by economic measures.
Burmeister and Wall (1986) regressed a portfolio of 20 randomly chosen stocks and the
return from a fund of portfolio against four economic variables. They were the changes in
risk premium, changes in term structure, unexpected inflation and growth rate of real
sales. The risk premium was measured by the difference between the return of corporate
and long term government bonds. The term structure was determined by the difference in
the rate of long term government bonds and the Treasure bill rate.
The study found the constant to be positive and significant in both portfolio of stocks.
The value of the constant was higher than the Treasury bill rate. This indicated that the
risk premium for portfolio j above was positive. The results also showed that the returns
were positively related to the term structure and real sales. The relationship with the
unanticipated inflation was negative. This study proved that economic factors can be
identified to explain actual as well as expected returns.
8.6 Conclusion
The studies discussed in this chapter generally conclude that economic factors influence
stock returns. A variety of approaches have been used to examine this issue. Among the
variables that showed consistent positive relationships with stock returns are industrial
production and default risks. The positive relationship indicates that an increase in
production is related to higher returns. Another important variable is the default risk.
CRR (1986) state that the positive relationship of stock returns with default risk shows
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that stock may provide a hedge against an increase in uncertainty. Other, less influential,
variables are the dividend yield and the term structure.
Most of the studies found that inflation had a negative effect on stock returns. Fama
(1981) regard this as a spurious relationship that came about as a result of a negative
relationship between inflation and real activity. An increase in real activity on the other
hand increases stock returns. This later result was evident in the positive relationship with
production.
Evidence on UK Stock market is still inconclusive. Poon and Taylor (1991) study found
no evidence linking stock market returns to current economic variables. This is contrary
to the evidence found by Clare and Thomas (1994) who used a similar methodology but
on data from a much recent period. They found positive influences of interest rates,
default risks, 'comfort index', inflation, private sector lending and current account
balance. Asprem (1989) found future industrial production to have a positive influence
on current stock returns. Measures of employment, import, leading inflation rates and
interest rates were found to have negative influences on stock returns.
The next chapter examines the UK Stock Market and the economy using a different
methodology.
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Chapter 9
Economic Factors and the UK Stock Market
Introduction
As was discussed in Chapter 8, the relationship between stock returns and economic
variables has been the subject of much research. A number of variations of
methodology have been used. A common approach has been to examine the time
series relationship between stock returns and economic variables. An alternative and
more recent approach is to perform a two-regression procedure, where the first
regression is to estimate the risk exposure of stocks to the economic factors and a
second cross-sectional regression is used to determine the pricing of these risks. Both
of these approaches have been used in the study of the UK Stock Market. The latter
approach is in line with the Arbitrage Pricing Theory (APT).
The Arbitrage Pricing Theory (APT) states that expected returns of assets are linearly
related to a set of common factors. These factors are however undefined. Empirical
tests of the APT have generally employed Factor Analysis and PnncIpal Component
Analysis techniques on stock returns to extract the factors. The factors are derived
based on the covariance of the returns of the stocks. The derived factors, however,
still lack any economic meaning. This chapter presents a study which examines the
relationship between macroeconmic variables and factors derived from a Principal
Components Analysis of Stock Returns.
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9.2 Methodology
The link between Factor Analysis and Principal Components Analysis (PCA) in the
empirical tests of the APT was discussed in Chapter 4. Generally the aim of Factor
Analysis is to explain the covanances of the stock returns in terms of a much smaller
number of hypothetical variables or factors. The number of factors considered has to
be sufficient to explain the amount of covanation between the stocks. These factors
are common among the stocks and the sensitivities of each stock to the factors are
measured by their factor loadings.
In contrast, the method of the PCA transforms the stock returns linearly and
orthogonally into an equal number of factors. The factors have the property of being
uncorrelated. They are determined such that the first factor has the maximum variance
and uncorrelated with the second factor. The second factor is determined so as to have
a higher variance and uncorrelated with the third factor and so forth. Since the
variance decreases as more factors are considered, the first few factors are therefore
sufficient to explain the data.
Within the premises of the APT, studies have taken two approaches in attempting to
identify the economic nature of the factors. The first approach is the two part cross-
sectional regression. In Chen, Roll and Ross (1986) [CRR] study, stock returns were
regressed against selected economic variables and the coefficients from the
regressions were regarded as risk measures pertaining to the economic variables. A
cross-sectional regression was then performed between stock returns and the
coefficients.
The second is a time-series approach. In Chen and Jordan (1993), factors were firstly
derived using the factor analysis technique from 69 industrial portfolios. CRR state
that these factors can be regarded as portfolios constructed to capture the common
movements in stock returns. An economic variable is significantly related to stock
movements if and only if it is related to at least one of the common factors. The study
focused on industry differences in risk and return rather than individual stocks. 5
common factors were determined. A time series of factor scores from each of these
factors was then regressed against a set of selected economic variables.
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The procedure of Chen and Jordan (1993) was preferred to that of CRR. The
emphasis of this study is on discovering the identity of important economic influences
on stocks rather than discovering the Arbitrage Pricing relationship between average
returns and economic variables, per Se. The latter relationship is naturally investigated
by cross-sectional methods, but it is also natural to use a time-series procedure when
investigating the influence of economic variables on the time path of stock returns.
The latter is the approach adopted here. Of course, evidence from both types of
procedure can be used to identify economic variables with a significant influence on
stock returns.
This study employs the same methodology of Chen and Jordan in that factor scores
are regressed against a selection of economic variables. However, the technique used
to extract the factors is different (PCA is used here) and individual stocks are used
instead of portfolios in the PCA.
This study also differs from the Poon and Taylor (1991) [PT] study of the UK. PT's
methodology is similar to CRR in that a cross-sectional regression was performed
between the factor risks and the economic variables. The economic variables were
monthly industrial production, unanticipated inflation, expected inflation, term
structure, default risk and oil prices. The study found that industrial production, term
structure, default risk and oil price had a major effect on the first three factors. Even
though the factors were related to the same variables, the signs were different. For
example, the first four factors were all significantly affected by industrial production,
but only the third factor had a negative sign. This implies that the derived factors were
generally distinct from each other.
To generate reliable factors, the PCA should be conducted to a large number of
stocks. Due to the degrees of freedom needed to perform the PCA, the number of
stocks in each group has to be less than the number of observations of returns.
Therefore there is a trade off between the number of stocks against the length of time.
This issue was discussed and examined in Chapters 5 through 7.
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This study utilised monthly returns from 1983 to 1992. The length of time was chosen
to avoid severe instabilities in the factors due to shifts in economic conditions that
may have occurred over a longer time period. Therefore, there is a necessity for
replication over groups of stocks. Each group contained 82 stocks, to accommodate
the number of months in the period.
A PC Analysis was then performed to identify the important factors for each group.
The sensitivities of each stock on each factor are measured by their factor loadings.
The monthly factor scores from each group are derived from the monthly returns of
the stocks. The factor loadings are the contribution of each stock to the factor. This is
shown below:-
= b1 1R 1 + b2R2 + .........+ b182R2 	 (9.2.1)
where F1 is the factor j, b 1 ......b182 are the sensitivities of the stocks 1 to 82, to the
factor i, R 1 .....R32 are the returns of the stock 1 to 82 in month t.
The return of each stock can be interpreted linearly with the factors F 1. This is shown
below:-
R1 = b 11F 1 + b21F2 + ..........b821F82	 (9.2.2)
Only the first few factors are sufficient and important as these account for a high
proportion of the total variance of the stock returns.
This study attempts to identify the first five factor scores (F 1 to F5). The identification
is done by conducting a time series regression between factor scores for each factor
from each group against a selection of economic variables.
For each factor, a univariate regression was performed between the factor and each of
the economic variables. Multiple regression was also performed between each factor
and all the variables.
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The single and multiple regressions are shown below:-
13 =a+b1 EV +.ir
13 =a+b1 E V1 .........+b1EV,+,r
(9.23)
Here F is the factor score extracted from a particular group of stocks from a specific
period and EV1 are the economic variables that will be outlined in section 9.3. It has to
be noted that except for the market returns, all the variables used were subject to an
ARMA process and as such these variables can be expressed as iimovations or
unanticipated information. This procedure will be discussed in section 9.4.
As stated by CRR (1986), an economic variable is related to stock movements if it is
related to at least one of the factors. A significant coefficient of greater than zero from
the regression will indicate the importance of an economic variable.
Each factor should have a distinct relationship with the economic variables and
therefore differ from other factors. This is due to the factors being uncorrelated with
each other. This difference should be registered in terms of the significance and signs
of coefficients on the variables.
The factors were also derived from different groups of stocks. The result of a first
factor for example, from one group of stocks should not be different from the results
of the first factor from another group, if the factor is common among stocks. By
'result' means the identified relationship of the factor with an economic variable. This
consistency should be reflected in the significance of the same economic variable and
also the coefficients should be of the same magnitude and sign.
The stocks in this study are divided into groups. Three methods of group construction
were used. First, stocks were grouped randomly, second by their betas, and third by
their size. Cross-sectional empirical investigations of the CAPM as in Banz (1981),
Fama and French (1992) and Jaganathan and Wang (1996) have revealed that the
market capitalisation of companies has a strong effect on average stock returns. It is
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therefore natural to expect that both size and beta might influence the factor structure
in any sample of stocks.
The impact of beta and firm size on the factor structure is investigated by carrying out
separate but identical PCA's on five groups sorted into rank- orders by beta and size.
In each case it is possible to compare both the factor structure and the economic
variables which best explain it with results from the randomly sorted groups. If the
factors extracted are common among stocks, the criteria used to group the stocks
should not have any effect on the results. The results however showed that this is not
necessarily the case.
9.2.1 Construction of the groups.
This study used 410 stocks divided into 5 groups of equal numbers of stocks
randomly and by beta and market value. The total number of groups therefore was 15.
A PCA was then performed on each of the 15 groups.
Grouping by Random Selection
Stocks were listed alphabetically. From each letter of the alphabet a number of stocks
were picked and placed in each group. Therefore for each group using this criterion,
there were stocks that were picked from all letters.
Grouping by Beta.
Each stocks beta was determined by using the market model. Monthly stock returns
were regressed against the market returns for the period between January 1983 to
December 1992. The market returns used are based on the FTALL Share Price Index.
The betas are the coefficients from these regressions. Stocks were then divided into 5
groups according to the level of their betas. The first group (Bi) from this criteria was
made up of the highest beta and so forth. Previous studies of size effects have showed
there is a correlation between beta and size. Insufficient numbers of stocks do not
allow this study to divide each size group into different beta groups.
Grouping by Market Value.
The market value of stock in January 1983 were used to sort stocks in the final five
groups. The first group (Si) in this criteria represents the 82 largest firms in terms of
market value and so forth until the fifth group which consisted of the 82 smallest
firms.
Table 9.1.1 shows descriptive statistics for each of the groups. Some o these statistics
are also presented in Figures 9.la to 9.le. In terms of size, random groups Ri and R2
appear to be different from each other as well as with other random groups although
the standard deviations of size are very large for all the random groups. For group Ri,
this is due to the largest firm being in the group. In terms of beta and returns, all the
groups within this category are comparable to each other. This is also clearly
highlighted in figure 9. lb. The return bar charts are almost the same height.
Figure 9.ld shows that for groups formed based on beta, it is encouraging to note that
high-beta stocks registered higher returns. The average returns are much higher
compared with those in the lower average beta. The statistics showed that in terms of
size, the groups are comparable with each other, with the exception of group B5. This
group is mostly made up of the smallest firms. The maximum size was GBP83.09
million. The group had the lowest beta and also had the lowest average return. The
largest firm with size GBP7,403.03 million is in group B3.
A different pattern of risk return relationship is shown when groups were formed by
market capitalization. Group S5 is made up of the smallest firms. Average size of the
group is GBP1.503 million with the maximum size of GBP2.08 million. The average
beta for this group is the second-lowest for the size category and it has the highest
average return. This is contrary to the normally accepted risk-return relationship of
high-risk high-return. Firms in the largest-size group had the highest average beta and
comparable higher returns.
In general, all the groups registered average returns that are comparable with the
average return of the market. Groups that were formed randomly had returns
comparable with each other. Groups formed according to betas registered returns
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comparable to their risk level. However, groups formed according to size showed that
extremely small firms have returns that are excessive when compared to their
measured level of risk.
9.2.2 Results of the Principal Components Analysis of the groups.
Table 9.2.1 shows the result of the PC analysis of the groups. It shows the eigenvalues
of the first five factors, the percentage of variance each factor contributes to the total
variance and the cumulative percentage of the five factors. Results of each grouping
follow below. It is noticeable that the grouping of stocks according to specific criteria
has a slight effect on the PCA results.
Results of the random based groups.
The results of the groups in the random category are consistent with each other. The
percentage of variance represented by each factor is comparable from one group to
another. The first factor on average accounts for 20 percent of the total variance.
Results of the Beta-based groups.
The first group Bi that was made up of stocks with the highest beta, the first factor
represents 32 percent of the total variance. There is an indication that the first factor
from groups with lower betas did not account for as high a percentage as the highest
beta group. The percentage of the total variation accounted for by the first factor in
fact declines as the level of beta is reduced.
Results of the size-based groups.
The pattern of results from the size-based groups seemed to follow the results of the
beta based groups. The percentage of variance accounted for by the first factor
declines as the size of the stocks gets smaller. The first factor from the biggest size
stocks (group Si) accounted for 46.7 percent of the variance, while it was only 18.1
percent in the smallest size stocks group.
257
The results also showed that for beta and size based groups, the importance of the
second and third factor increase as the first factor declines in importance. Results in
Chapter 5 and 6 showed that the second factor onwards cannot be generalised out-of-
sample and that only the first factor seemed to represent a general factor across
stocks. The PCA results in this chapter seemed to suggest that the factor structure of
stocks may be different when factors are extracted from groups formed based on
different criteria.
This also suggests that a way of distinguishing between the size and beta effects may
be to isolate differences in the economic underpinnings of the second factor as well as
the first. Hence, a PCA study which finds that different economic variables influence
the respective factor structures associated with size, beta and random groupings of
stocks in different ways should go some way towards helping to explain size and beta
effects.
The factor scores from the first two factors were used in the regressions with the
economic variables. Only two factors are considered as the other factors do not
account for a high percentage and may account for characteristics that are more
sample specific. There is always the pitfall and difficulty of interpreting a sample-
specific factor structure as a general factor structure. The next section discusses the
economic variables chosen to identify the factors.
9.3 The Economic Variables.
This section describes the selection and measurement of the economic variables used
in this study. As was discussed in Chapter 8, the selection of these variables was often
hampered by lack of theoretical foundations as to why certain economic variables
should affect stock returns.
Previous studies have chosen economic variables that represented the general
conditions of the economy and business cycles. Fama (1981) showed that economic
conditions can be observed through levels of real activity and consumption and the
rate of inflation. Fama and French (1989) selected variables based on the influence
E(D,)
, (l^R)' (9.3.1)
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they had on business conditions. Chen (1991) used variables which were indicators
for recent and future economic growth.
Studies like Chen, Roll and Ross (1986), Chen and Jordan (1993), Poon and Taylor
(1991), and Clare and Thomas (1994) based their selection on the stock valuation
model. The model is re-presented below :-
where P0
 is the current stock price, R is the discount rate, and E(D) is the expected
dividend at the end of the period 1. Economic variables were chosen which influence
the expected dividends or the discount rate in the valuation model. Some of these
variables were often similar to the ones selected using the more ad hoc approaches
previously described.
As noted earlier, the relationship between the factors and the economic series are
examined using only the innovation and unexpected components of the latter. As
stated by Poon and Taylor (1991), failure to adequately filter the various series may
create a spurious relationship and introduce an errors-in-variables problem. Studies
that have used innovations of the variables include, Burmeister and Wall (1986), Chen
and Jordan (1993), Clare and Thomas (1994), and Priestly (1996).
Based on the findings of the studies quoted above, the following variables were
chosen to represent the underlying economic condition.
1. Innovation in Inflation (WL
Numerous studies have been done to examine the affect of inflation on stock returns.
All the studies quoted above have used inflation as one of their variables. Other
studies have specifically only examined the effects of inflation on stock returns,
among them Graham (1990) for the US market and Peel and Pope (1985) for the UK
Stock Market.
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Stocks represent future claims on assets. They are regarded as a hedge against any
anticipated increase in inflation that may affect other assets. The future cash flow and
the discount rate in (9.3.1) may also be affected by inflation.
Previous studies have used inflation measures that were derived from inflation
models. Fama (1981) derived the inflation variables based on the Fisher model. The
same technique was also used in CRR (1986), Chen and Jordan (1993), and Poon and
Taylor (1991). Clare and Thomas (1994) used changes in the Retail Price Index as the
indicator for inflation.
2. Innovation in volume of imports (IMP)
This variable is used to represent consumption. Asprem (1989) states that changes in
volume of imports can be a good estimator for changes in real consumption and
indicate changes in the preference for savings over time. Clare and Thomas (1994)
used real sales as a proxy to consumption. This study used the UK import unit value
index.
3. Innovation in industrial Production.(INP)
Changes in industrial production affect profits, dividends and ultimately stock returns.
This is evident in the numerator for the stock valuation model in (9.3.1). In this study,
the growth rate of the UK industrial production series was used.
4. Innovation in exchange rates (XEC, XUS).
Clare and Thomas (1994) state that changes in exchange rates will affect the value of
foreign earnings and export performance. Asprem (1989) also states that the changes
in exchange rates are the results of conditions in the underlying economy. In this
study two exchange rates were used. The first is the US to Pound Exchange rate
(XUS) and secondly, the exchange rate to the European Currencies (XEC).
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5. Innovation in dividend yields (FDY).
Chen (1991) stated that stock market returns are better predicted by data obtained
from the stock market. The study chose the dividend yield of the market. Fama (1990)
used it to measure the variation in expected returns through time. This study used the
FT500 Dividend Yield measure to represent this variable.
6. Innovation in term Spread (TERM).
Van Home (1990) defines Term Spread as the relationship between yield and maturity
of securities differing only in the length of time of maturity. He also states that
typically, the yield of a long-term security is higher than a short term one. However at
times of inflation and uncertainty, short-term securities can offer higher returns.
Chen (1991) stated that the Term Spread is ' .....related to the expected growth rates of
GNP and consumption. If future output is expected to be high, the individual desires
to smooth consumption by attempting to borrow against the expected future
production, thereby bidding up interest rates.'. Fama and French (1989) show that the
Term Spread is an indicator of business cycles. It also influences the discount rate in
the valuation model (9.3.1).
The changes in the Term Spread are measured by the difference between the rate on
long-term government bonds and the rate on 3 month Treasury bills. The long-term
government bond is the yield on the 2.5% consol.
7. Innovation in default risk (DEF).
CRR (1986) argued that changes in Default Risk reflect the movement in the degree
of risk aversion implicit in the pricing of stocks. This risk can also be used as a
measure of business conditions. It is likely to be high when conditions are poor and
low when conditions are strong. Burmeiser and Wall (1986) state that this variable
also captures a leverage effect in that highly levered firm should be more vulnerable
to Default Risk.
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In this study, this variable is measured by the differences in the rates between long-
term corporate bonds and government bonds. Corporate bonds are securities with a
higher risk than government bonds. The difference in the returns is thought to
represent the risk premium that investors in general would demand to compensate that
risk.
8. Innovation in money supply (MS).
The variable was used by Asprem (1989) and Clare and Thomas (1994). In the former
study, money supply was related to inflation. Increase in money supply results in
increase in inflation, holding real activity and velocity of money constant. An increase
in money supply may also increase the liquidity of the economy, in turn increasing the
demand for financial assets, increasing asset prices and dampening returns. This study
used the changes in the Monthly M4 series.
9. Stock market returns (MR).
The final variable is the market return. CRR (1986) included this variable because the
stock market is thought to be capable of capturing all public information (which
includes the state of the economy) quickly within a short period, such as a single
month.
In this study, the market return was measured using the FTALLSHARE [NDEX in the
following expression:-
FTALLS1 —FTALLS11
Market Return1 =
FTALLS11
All data are obtained from Datastream.
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9.4. Autocorrelation and Stationarity tests of the macroeconomic series.
An autocorrelation test as described in Greene (1993) was performed on the
macroeconomic variables. it is in the form below:-
T
-Y)(Y,- —Y)/[T—(k+1)1
- t=ki-1
rk-	 T
(yt )2 /_t=1
(9.4.1)
where y is the macroeconomic series, k is the number of lag periods, T is the number
of observations. The value of rk is between-i and 1.
A Dickey-Fuller test was also performed on the series to test for nonstationarity. This
test consists of running a regression of the first difference of the series against the
series lagged once and lagged difference terms. The regression is shown below:-
Ay, a + A 1 y, 1 + 1IJ1 Ay + fl2 Ay,. 2 + fiklAYtk+l +	 (9.4.2)
where Ay, is the first difference of the series, Yt-i is the series lagged once,
Ay_1
 , ....&Yz_k^1 are the series lagged difference terms, k is the number of
lags, A and 3 are the coefficients. If A is significantly different from zero, then the
hypothesis is accepted that y is stationary.
Table 9.3.1 presents the results of the autocorrelation and the Dickey Fuller tests on
the economic variables. All the variables with the exception of market returns are
autocorrelated. The Dickey-Fuller test also showed that only the market return is
stationary.
Based on the behaviour of the autocorrelation values a first-order autoregressive
moving average regression was performed on the nonstationary variables and the
residuals from the fitted process were used to represent the variables.
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The process is shown below:-
Yt = J.L + '4'Yt-i + - OEti
	 (9.4.3)
where c are labelled as the innovation for period t.
Studies that have used the above method are Chen and Jordan (1993), Clare and
Thomas (11994) and Poon and Taylor (1991).
The correlation matrix for all the economic variables is presented in Table 9.3.2.
The correlation is within the range of +0.45 to -0.45. The correlation between the
market return and the dividend yield is -0.455. The import variable has a correlation
of 0.40 and -0.40 with the EC and US exchange rate respectively. The EC exchange
rate is correlated with the US exchange rate by at -0.435. The other correlation values
are between +0.25 and -0.25.
9.5 Results on the identification of the First Factor
This section discusses the results of the single and multiple regression performed for
the first factor scores against the macroeconomic variables. The results of the PCA
from section 9.3 showed that there were clear differences across the group of stocks in
the percentage of variance explained by the first factor. The importance of the first
factor seems to be more or less constant across the random groups but to decline
systematically in groups ordered by size or beta, suggesting the existence of special
effects for these variables. The regression analyses using the economic variables were
therefore done both to identify the common economic underpinnings of first factor
and to shed light on the nature of the size and beta effects. Generally the results show
that the systematic variation shown in the PCA results is also detected by the
regression analysis.
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9.5.1 First factor results common to all groups.
Tables 9.4.1 to 9.4.3 show the results of the univariate regressions while Table 9.5.1
shows the results of the multiple regression. The graphs in Figure 9.2 show patterns of
the coefficients for the significant economic variables. The results indicate that market
return and innovations in the money supply seem to be the important variables in both
univariate and multiple regressions.
9.5.1.1 Results from univariate regressions
Specifically, results from the univariate regressions showed that the first factor is
highly related to the market return. The coefficients are all positively significant at a
5% significance level or better with values of R2 mostly greater than 0.8. The values
of the constant terms are not significant. This suggests that a high proportion of the
first factor is explained by the market return. The positive sign shows that stocks
generally move in the same direction of the market. This general result is repeated
across all groups.
Although the first factor is very strongly related to the market return, it is not wholly
identified with it. Innovations in the money supply also appear to have a significant
(though weaker) relationship with the first factor. The coefficients on money supply
innovations are all positive, consistent with conjectures by Stumpp and Scott (1991)
who interpret money supply as being a proxy for liquidity (the total funds available to
the stock market). Excess liquidity will flow into the market, push up prices and
therefore will generate increased returns. Tight liquidity means that funds are not
available and that interest rates are rising, which will weaken the stock market. Such
conditions may explain the positive relationship between money supply and stocks
returns. This relationship was generally observed for all three groupings (random, size
and beta).
Besides market return and innovation in money supply, three other variables also
registered significant results in the single regressions. The variables are innovations in
dividend yields, and the European and US exchange rates.
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The first factor is negatively related to innovations in dividend yield, with coefficients
and mostly significant at the 5% level. The negative signs seem to show that investors
may not like high dividend payouts. However, it may be that for firms that pay higher
dividends, the capital gains from share prices are lower, ceteris panbus. This is
consistent with the portfolio returns used in this study, because these were based on
price changes without correction for dividends.
Of the two exchange rates variables, innovations in the US to Pound exchange rate
shows the most consistent results. The coefficients are negative and mostly significant
at the 10% level or greater. The number of significant results for the innovation in EC
to Pound rate are less than for the US exchange rate.
The negative results for both exchange rates suggest that the stock market does not
favor any increase in the exchange rate (that is, the price of stocks is negatively-
related to the foreign-currency cost of buying them). Shapiro (1998) has suggested
that firms are exposed to exchange rate risk in terms of exposure to the future cash
flows on which the value of the firm is based. When exchange rate changes, the
present value of the expected future cash value will also change. These exposures
arise firstly from exchange gains or losses on foreign currency contractual obligations
and secondly from fluctuations in future revenues and costs. Chow, Lee and Solt
(1997) examined this assertion and found that in the short run, exchange rate exposure
had a negative effect on earnings. The impact of the exchange rate variables can also
probably be explained by the exploitation of opportunities for arbitrage. A fall in
exchange rates can make stocks in a market relatively cheap with the resulting
increase in demand leading to increase prices.
9.5.1.2 Results from multiple regressions
The significance and sign of coefficients for both the market return and innovations in
money supply are upheld by the multiple regressions, but the results are less
consistent for the other variables. The coefficients for both of the exchange rate
variables retain the same sign but lose their significance, compared to the univariate
results, while the coefficients for innovations in dividend yield become less strongly
266
significant and change in sign. The latter incongruous result has no obvious
explanation.
The results generally suggest that the first factor can be substantially identified with
market returns and innovations in money supply. It is possible to think of these
influences as representing opportunities for arbitrage (for example stock-market
trades which follow exchange-rate movements which alter the relative prices of stocks
across markets) and liquidity constraints on arbitrage activity respectively. Three
other economic variables, namely the innovation in dividend yield and innovations in
the EC and US exchange rates, registered significant coefficients in the univanate
regressions but had significantly reduced effects in the multiple regression. It is
probable that this was due to the inclusion of the market return variable in the
multiple regression, since the market return is likely to be a 'catch-all' proxy for a
variety of macro-economic influences on the market. The change of sign for the
dividend yield variable does, however, remain unexplained.
9.5.2 First factor results which distinguish between groups.
The interpretation of the result in the previous section cannot be complete. The results
are consistent across the random-based groups but there are systematic differences in
the results when compared to the beta- and size-based groups, where the coefficient
levels appear to differ systematically across groups within the same category. This
suggests that both beta and size effects exist in the relationship between the first factor
and the economic variables. This is in line with the systematic variation of the
importance of the first factor in the PCA across different groups within the beta and
size categories, as shown in Table 9.2.1. The PCA and regression analyses performed
on groups sorted by beta and size were intended to elucidate these effects.
Figure 9.2 illustrates the differences in the univariate regression results between the
random category and the beta and size categories. All the significant variables are
depicted in Figure 9.2, but the most marked results are for Dividend yield, US
exchange rate and market return. In each case the groups in the random category
produce coefficients of similar magnitude and significance - a flat relationship. In
contrast, the coefficients for these variables differ systematically with both beta and
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size - see Graphs A, C and B in figure 9.2. It appears that both small and low beta
stocks are less affected by innovations in dividend yield and US exchange rate than
are large or high-beta stocks, but more affected by variation in market return. Graphs
B and D also suggest systematic differences in the patterns for the money supply and,
to a lesser extent, the European exchange rate between the random category and the
beta and size categories, although these differences seem be somewhat weaker.
These trends in the univariate regressions are consistent with the multiple regression
results for the market return and innovations in money supply, as depicted in Figure
9.3.
Innovations in money supply are apparently more important for groups containing
smaller or lower-beta stocks. Generally, small firms are thought to be less able to raise
new capital by share issues and have to carry more debt. Hence, small firms are more
exposed to interest-rate risk or liquidity constraints. Firms with higher leverage are
more risky and therefore will have higher beta. This therefore would suggest that high
beta firms will be highly affected by innovations in money supply. The results,
however, contradict this assertion. Low beta stocks apparently have the largest
sensitivity to innovations to money supply in both the single and multiple regressions.
For reasons described below, this contradiction may be more apparent than real.
It seems that the beta and size categories are far more similar to each other than to the
random category. This begs the question as to whether the beta and size categories are
actually distinct from each other. For various reasons it appears that the beta category
may be an imperfect proxy for size in this study. First, it is well known that the
returns for portfolios sorted by size are highly correlated with returns for portfolios
sorted by beta (for example, Jegadeesh, 1992). This observation has led various
researchers to control for this by subdividing each size portfolios into beta portfolios,
but the restricted numbers of UK stocks made this sorting procedure impracticable in
the present study. Second, the sample of stocks included financial firms, which, unlike
commercial firms, tend to have both very high leverage high betas and large market
capitalisation, thereby blurring the distinction between size and beta. These effects
may explain the incongruous results for beta groups reported in the preceding
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paragraph. The interpretation of the results which follows therefore focuses more on
the size category than the beta category.
The differences between the random category and size category suggest that there is a
size effect (well-documented in the CAPM literature since Banz, 1981) which is being
captured by the PCA. In particular, it would be reasonable to suppose that the
systematic variations across groups in the size category would influence the second
factor for the random category. Since the first factors for groups in the size category
are based on a control for size, we would not expect the second factor for this
category to have the same economic underpinnings as the random category. Put
another way, examining the relationships between the second factors and the
economic variables for the size and random categories should lead to insights about
the size effect and assist the interpretation of the second factor for the random
category.
9.6 Results on the identification of the Second Factors.
Tables (9.7.1), (9.7.2), (9.7.3) and (9.8.1) respectively show the results of the
univariate and multiple regressions of the second factors against the economic
variables. The results of the random groups will be discussed first, followed by results
which distinguish between groups. The relative absence of strong common results
across all three categories is consistent with the notion that the second factor for the
random group may contain size effects that have already been excluded from the other
categories.
9.6.1 Second factor results for random groups.
Table (9.7.1) show the results of groups based on random selection. The variable with
the most significant result is the market return. The sign of the coefficient is negative
for every group and is significantly reduced in magnitude compared to the equivalent
coefficient for the first factor. The R2 values for all groups are also significantly lower
when compared with the results of the first factor. The negative sign with the market
return (positive for the first factor) is a plausible consequence of the orthogonality of
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the first and second factors, and may be related to the generally negative relationship
between firm size and average returns.
Two other variables in the univariate regressions that show significant results on all
groups in the random category are innovations in default risk (DEF) and innovations
in term structure (TERM). For the latter, the signs are negative with low R 2 values.
The signs for innovations in DEF are positive, also with low R 2 values. The second
factor from the random category is lee strongly significantly related to innovation in
dividend yield (FDY), where three groups had significant positive coefficients.
Table 9.8.1 shows the results of the multiple regressions. hi the random category the
effect of DEF is significantly reduced, while the FDY coefficients (which had some
considerable effect in the univariate regressions) become insignificant. Only TERM
and market return retain their significance with no changes in the sign.
9.6.2 Second factor results which distinguish between groups.
The results here are of particular interest because, as stated above, differences
between categories may facilitate interpretation of the second factor of the random
category (the category which would normally be used for risk analysis). The results
generally show that the significant coefficients found in the random base groups are
not nearly as evident in the size and beta categories.
In the size category, the best results are found for the TERM variable, where four
groups have significant negative coefficients, consistent with the results for the
random category. The default risk variable DEF produces three positive significant
results and there are two groups with positive significant coefficients for the dividend
yield variable. The signs of all these coefficients are consistent with those for the
random category. Besides these three variables, the second factor from the size
category is also marginally related to imports and US exchange rate but with mixed
signs.
As has been noted, sampling problems make interpretation of results for the beta
category very difficult, but the results are noted for completeness. Specifically, for
270
groups formed by beta, the second factor shows no completely consistent relationship
to any of the economic variables in the univariate regressions. The best result is
registered with DEF, where the second factor is significantly related to the DEF
variable for four groups. The signs, however, are mixed, whereas the signs were
consistently positive for all five of the random groups. The group with the highest
beta is apparently unaffected by default risk.
The second factors from the beta groups are apparently related to the market return,
with significant results registered for the medium-beta groups. The signs are mixed,
with 2 groups having negative coefficients and 1 group with a positive sign. The
relationships between the second factor and innovation in imports and innovation in
dividend yield variables are marginal. The coefficient is positive for the former and
negative for the latter.
The single regressions therefore showed that the beta base groups have the DEF
variable in common with the random groups while the size base groups have the
TERM variable. This difference suggests that the beta category is not a perfect proxy
for the size category, but the interpretation of the beta category remains problematic.
The multiple regressions are much more interesting, because they focus on effects
which are not captured by the market return variable. The beta and size categories
both fail to register conclusive significant results that are consistent with the random
base results.
Comparing the size and random categories is of particular interest, since the results
seem to suggest that the second factor for the random groups is influenced by
variables that are important in the size effect. Interpretation of the variables can shed
some explanation both of the size effect and of the second factor of the PCA.
However, it should be noted that any interpretation is extremely speculative because
of the small explanatory power of the results (the PCA second factor accounts for a
small percentage of the total variation).
The discussion here focuses on the size category only. Table 9.8.1 shows that Market
return, TERM and (to a much lesser extent) DEF are significant variables in the
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multivariate regressions for the random category. Virtually all of these effects
disappear for the size category - indeed there are only three significant coefficients
out of a possible 55, a result which could have occurred by chance. It is therefore
important to try to relate these three variables to firm size.
As noted above, the negative sign of the market return coefficients (positive for the
first factor) may be related to the generally negative relationship between firm size
and average returns and the orthogonality of the first and second factors. The term
spread is thought to be an indicator of business cycles (Chen, 1991; Fama and French,
1989). Large companies are expected to be more resilient against economic recession
than small companies and better protected against default (Burmeister and Wall,
1986; Chen et al., 1986). The innovation in term structure (TERM) and default risk
(DEF) should therefore be relevant variables in explaining size effects.
The interpretation of the results is rather difficult. Given that TERM is positively
correlated with the business cycle it could be suggested that positive innovations in
TERM are good news for all but better news for small firms. Similarly, positive
innovations in DEF should be bad news for all but worse news for small companies.
These considerations predict positive coefficients for TERM and negative coefficients
for DEF, opposite to those observed. However, other arguments are available which
predict the observed signs. First, innovations in TERM are more likely to be
generated by variations in the short rate than the long rate (the former is the more
variable), and second, the DEF variable is defined by the difference between long-
term rates for government and corporate bonds. Small firms do not rely on bond
issues and are more susceptible to variations in short rates than large firms. Large
innovations in TERM may occur in periods of high volatility of short rates (possibly
indicating uncertainty about business conditions in the shorter term), which would be
bad news for all firms but worse news for small finns, implying a negative
relationship between TERM and size. On the other hand, innovations in DEF (as
defined in this study) would affect small firms far less than large firms, suggesting a
positive relation between DEF and size. If the second factor is indeed capturing a size
effect then we might expect the regression coefficients for TERM and DEF to be
negative and positive respectively, as observed.
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9.7 Conclusion.
This Chapter attempts to identify economic factors that relate to stock returns. This is
done by examining the results of time series regressions between factor scores and
selected economic variables. The factor scores were extracted from group of stocks using
PCA. The groups were formed from firms based on random selection, by their beta and
by size.
For the beta and size based groups, the PCA results registered significant systematic
differences across groups within each category. The significance of the first factor was
reduced as the beta is lowered. This behavior is also registered in the size based groups.
The percentage of variance accounted for by the first factor declines as the size of the
stocks gets smaller. The results also showed that for beta and size based groups, the
importance of the second and third factor increase as the first factor declines in
importance. The results of the groups in the random category are consistent with each
other. The percentage of variance represented by each factor is comparable from one
group to another.
The results in the PCA showed the presence of size and beta effects. These effects were
also present in the results of the time series regressions. The general result of the
regressions can be observed from the random based groups. It showed that the first factor
is related to five economic variables. The first factor is positively related to market
returns and innovations in money supply. It is negatively related to innovations in
dividend yield and innovations in European exchange rates and US.
The first factor from the size and beta based groups is also related to the same economic
variables. However, the results showed that within the same category the extent of the
relationship differed across groups. This study found that small firms and low beta stocks
are less affected by innovations in dividend yield and US exchange rate. These stocks are
however, more affected by variations in market returns and innovation in money supply.
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The first factor from these groups is also related to the European exchange rate but no
significant differences were noted across groups.
Liquidity concern may be the probable explanation for the relationship with money
supply and that this greatly affects smaller firms rather than big firms. Exchange rates
affect the future cash flows of firms and this can affect the value of firms. Value is also
affected by arbitrage opportunities from fluctuations in exchange rates.
The second factor is negatively related to market return and innovation in term structure.
It is positively related to default risk and less strongly with innovation in dividend yield.
This general result is however, not conclusively registered in the size and beta based
groups. For the beta based group, the variable that is in common with the random group
is default risk. For the size based group, the variable is term structure.
The term structure relates to short term business conditions. Uncertainty in the short term
affects smaller firms more than big firms. Default risk which measure the difference
between corporate and government bonds affects big size firms more than small firms.
Small firms do not rely on bonds for financing.
Generally, the result of this study is consistent with some of the results in Clare and
Thomas (1994) study of the UK stock market which also found default risk and market
return to have significant effects. Chen, Roll and Ross (1986) study of the US also found
the market return, term structure and default risk to be significant. This study found
changes in money supply to be an extra important factor in explaining stock returns. This
study also detected the presence of size and beta effects in the relationship between the
factors and the economic variables.
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Table 9.1 1 Descriptive statistics for each grol
Group	 Size	 SD	 Beta
RI	 604.914	 1553.272	 0.967
R2	 70.966	 233.482	 0.813
R3	 317.456	 611.314	 0.811
R4	 206.699	 456.425	 0.882
R5	 339.185	 1272.047	 0.892
B!	 367.913	 530.492	 1.256	 0.101	 0.014	 0.009
B2	 448.291	 804.294	 1.050	 0.052	 0.016	 0.009
33	 419.642	 1473.799	 0.889	 0.040	 0.010	 0.040
B4	 290.663	 1250.202	 0.724	 0.069	 0.012	 0.008
B5	 17.074	 25.779	 0.446	 0.133	 0.009	 0.009
	
SI	 1427.566	 1766.631	 1.058	 0.194	 0.014
	
S2	 77.187	 23.028	 0.905	 0.322	 0.012
	
S3	 13.684	 2.340	 0.844	 0.311	 0.013
	
S4	 5.772	 1.188	 0.738	 0.286	 0.009
	
S5	 1.503	 0.382	 0.820	 0.240	 0.015
	
Market	 0.013
Ri to R5 - Random base groups
Bi to B5 - Beta base groups (Bi- highest beta; B5 - lowest beta)
Si to S5 - Size base groups (Si - largest firms; S5 - smallest firms)
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Table 9.3.1 Autocorrelation of economic variables and their Augmented Dickey Fuller Test.
	
LAG INP	 IFL	 DEF	 IMP FDY XEC TERM XUS MFS	 MR
1	 0.967	 0.960	 0.886	 0.954	 0.910	 0.967	 0.964	 0.962	 0.984	 0.024
2	 0.946	 0.930	 0.806	 0.901	 0.791	 0.922	 0.907	 0.899	 0.968	 -0.134
3	 0,925	 0.840	 0.754	 0.848	 0.693	 0.875	 0.852	 0.839	 0.952	 -0.090
4	 0.900	 0.777	 0.715	 0.794	 0.614	 0.828	 0.801	 0.777	 0.935	 -0.020
5	 0.879	 0.708	 0.692	 0.736	 0.540	 0.780	 0.749	 0.716	 0.918	 0.031
6	 0.847	 0.628	 0.670	 0.678	 0.475	 0.738	 0.698	 0.667	 0.901	 -0.104
7	 0.824	 0.550	 0.645	 0.629	 0.411	 0.701	 0.643	 0.624	 0.884	 -0.017
8	 0.802	 0.481	 0.609	 0.582	 0.355	 0.669	 0.581	 0.586	 0.866	 -0.111
9	 0.779	 0.417	 0.565	 0.535	 0.326	 0.638	 0.519	 0.549	 0.848	 0.010
10	 0.758	 0.359	 0.543	 0.489	 0.307	 0.608	 0.465	 0.509	 0.830	 0.063
11	 0.736	 0.304	 0.528	 0.449	 0.280	 0.514	 0.413	 0.469	 0.813	 0.021
12	 0.720	 0.225	 0.505	 0.414	 0.247	 0.538	 0.357	 0.431	 0.795	 -0.095
ADF -1.530	 -2.306	 -1.717	 -1.570	 2.357	 -1.839	 -1.724	 -2.020	 -0.107	 -5.644
Table 9.3.2 Correlation between the economic variables.
INP	 IFL	 DEF	 IMP FDY XEC TERM XUS MFB	 MR
INP	 I
IFL	 0.1822	 1
DEF	 0.0800 0.0277	 1
IMP	 0.1103	 0.0229	 0.1030	 1
FDY -0.0334 0.0299
	 0.2801	 -0.0409	 1
XEC	 0.0008 -0.0893 0.1020	 0.4004	 0.0828	 1
	
TERM -0.0004 0.0306 -0.2518 -0.1749 -0.2113 -0.1122
	 1
XUS	 -0.1176 0.1353	 -0.0302 -0.4012	 0.1395 -0.4350	 0.1589
MFB	 0.0753	 -0.0134 0.1011
	 -0.0243 -0.1086 -0.0906 -0.0077 -0.0219
MR	 0.1223 -0.0695 -0.1608	 0.0875 -0.4551 -0.1440 0.0103 -0.2589 0.0786
INP - Growth in industrial production.
IFL - Inflation
DEF- Default Risk
IMP - Import
FDY - FTSOO Dividend Yield
XEC - EC Exchange rate
TERM - Term Structure
XUS - US Exchange rate
MFS - M4
MR - Market Return
ADF - Augmented Dickey Fuller T-statistic
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Figure 9.2 Graphs to show value of coefficients
Graph A: Coefficients with Dividend Yields
Graph A
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Graph B: Coefficients with European Exchange Rate
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Graph C: Coefficients with US Exchange Rate
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Graph D: Coefficients with Money Supply
Graph D
Graph E: Coefficients with Market Return
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Figure 9.3: . Graphs to show value of coefficients from multiple regressions
Graph A: Coefficients with Money Supply
Graph A
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Graph B: coefficients with Market Return
Graph B
20
. 15
C
(3
a,
0(5
0
1	 2	 3
Goup
4	 5	 Random
-------	
•	 Size
286
rj
0
-t
0
0
CD
p
CD
C)
0
cit
0
CD
-t
CD
1
CD
0
cit
0
CD
cit
CD
C)0
CD
C)
CD
0
CD
CD
(it
1
CD
cit
00
C)
0
0
0
cit
00
C)
C)
CD
CD
CD
.00p
ooc.J
0
00
orii
T1
'0
1ri
0000
ri
00
ts)0
tri
00C
000
9900¼0Ot1
-	 —1 Cl)
—.
•	 0
O	 p
0
D,<
JtT	 ()0Z 0000(	 oo0d
-4
0	 0
0	 0
—
—	 Lit
0
	
0	 2	 p
I	 I
.—r11 P9 k-
-4O	 0
	
t)—	 u,cDr4Li)(
0 0000
	
P	 9
	
2	 2
—
'0
ri>
'oc	 -Jorr1
	
—0	 -4 O\ P•Yi
0)
0
-4
	
P	 9
	
2	 2
1,4
	
0 0	P0_
00	 O0Ut	 tM0
'0	 -4-4
	
P	 0
	
0	 0	 'TI
	
0	 0
-41,4
P0
1,4
00
O•t
0
0
CD
'0
p.,
CD
0t
'it
0
CD
cit
10
CD
cit
cit
0
0
CD
'-4
CD
CD
3
—t
CD
1
CD
'it
cit
CD
C)
0
CD
CD
C)
0
0
3
C)
CD
ci,
—
p p pp p p
L.0 c0C 00C
	
— 0\tJ	 —
	
I	 I	 I	 I
	
.JI	 •	 . 11.
"-:i	 L1 0t')	 C	 00
	
—	 00
	
4C 'o.	 .C\ Q0L)
p p p 9 pC C C C C    
-	 —	 4-
- —
287
I	 I	 C)
0C bC
00.00 '
C C	 C 
-1Z00
_c -.0	 \
o p o p p
o b	 oC C C 0 0
—	 —o	 a	 -..D	 00
CD
0
-I
C
0 C C C C	 C C C C CLJ	 \0 jO	 —D	 QcJ	 '0 00	 0 0\ 0\	 —	 (
.e, • c	 •	 ,	 cb	 o	 o
JI	 '4-	 J	 )	 L)00
—	 00	 \0	 C
'C	 00	 —	 C o L.)	 C
p •o	 p p p pC C 0 0 0
	
C 0 0 0 Ct'J	 00	 t'J	 (J	 .	 —	 .-	 C4	 C	 00 C — 0 C
Ji	 .	 I	 C)	 '.0	 t)	 00	 0	 '.0
c5 ,è
o b c'O c o
	0 	 J
	
4 q	 -s.'
	'.o	 0Q '-
	
0 0	 .- —
	 :i	 -	 s	 o
	00 	 tfl	 —	 ' Lu
	
'.00	 00
	
'o-J	 00 OsOO	 00
p p p p pC 0 C 0 0o o - o C
	
C) C	 U
	
Li.	 C	 .	 —	 (.)
pp p9p9pp p
C
'0 0 0 0 C
	
.Jo	 C	 C
•-JC) I	 00L'I	 Lh
	
U)	 — — —)	 '.0
L10
	
'-0	 Uo	 00	 U)
	
—	
'.0
'.o'.0 00 — Os	 'U)
p p p p p
C C C C C)LI' C) — C) —U) 0  U s
	
Q\	 -	 00	 0	 00
cS	 .&
bC C QQ UC l.j	 .4k.	 t'J
.j 00	 00	 — ' U) 'C —
	 —
P 0 P 0 P
c. o o b oU)	 LI.	 -	 C\
—J	 U)	 .	 Liip-.)	
—	 C)	 U)
I	 I	 I	 I	 C)
	
0 .0 0.0	 0	 0
C) C C C)
	
I.. t')	 U)	
—	 —
	
0 — 0 tC	 —
C)
	
-.- --	 -	 b
—	
— 00	 U '.0 00
	
0000	 oU) —
	 Os00
p p p p p
o o o o C
'—	 —	 C'	 oU)	 00	 U)	 00
.	 Lii	 '.0	 C	 U)
	
C) C) C) 0 C	 0 • C c!)	 C)
	
o b	 b 0 b b
	
JQ\	 Q\	 LI'
Os	 '.C'Os	 ' —	 Os 00 c t-)	 '.0	 U)	 C	 00 'C U
IL.)I	 IU)I	 'Li.I
	
r;-1flfl1::111	 C)
i-i	 I-I I&)II
II	 ii	ii	 II	II
'0	
'- [ j '	 h.	 'C	 C"	 .. .	 '.
	
C C) C C) C	 C P C P 0
è '	C)	 C	 C	 CU)	 .	 00	 •-.	 Lu	 C	 -	 -	 -
	U) 	 '.0	 D'.)	 C\	 4	 00	 U)	 CC\	 4	 U)	 C\	 LII	 .	 0\	 t'.)	 00	 U)
C)0
C)
C)C
CDCD
CD
C,,
CD
0
C-'
0
0
0'C,,CD
0-
L-1 C)
0
rilED
288
cj
wUi .
t- ?'0
I
0
(D
-'I
w
Ui	 ,-	 Ui	 t')	 —
	
O '0 0 0 C	 00 ob0	 0 '0 00	 0 0 0 0 0 00
	
o c' o o	  C, C' oC' 0&	 L) 0',	 - J	 9.. -	 C' ,, UI sob)
•	 ,	 ri	 •
•	 '.0	 00	 C,	 '0 C' C'
•UI	 0	 R b	 o- -
	 '0 ç
	 00	 ,	 0	 0',	 .)	 "-
UI	 00	 )	 t')	 00
o, — '-. 0 o,	 UI 0', t'-)	 0	 '.0	 -.. & Ui -. Ui
	
0 '0 C' 0 0	 C' 0 C' 0 0
	
0 0 0 0 C'	 0 0 C' 0 0
	
C' - 0 0 4	   ) C) C'Ui	 0	 00	 i-'	 -	 C'	 C'	 C'I-i.)	 00	 0	 .	 '.0	 -	 0	 4	 4	 t-
I	 I	 I	 I	 I
	'0 '0 '0 '0 C'	 , C' 0'0 C' • C' '0b	 b
• C' 0	 0	 0'0	 0	 0	 • C'
	
-.	 ¼O	 C)
'oOO - O 0-,
	
-.J .I'.0	 j	 0	 00 & — c..
0 0 [1 b	 "1	 0 C' C'
0	 -'	 lUiIt.)	 '0 0	 ',	 000	 C\ 0,1 I	 -	 '.0	 ''	 0',	 0	 "0	 0	 UI I	 O\	 t.	 '. Ui	 '.0 -
'-'I Ui	 '0 0"	 00	 Ui	 '..	 , tJ	 ''	 ' t')
	
P 2 P P 9	 P 9 9 P 9
	
0 0 0 0 0
	
0 '0 '0 0 '00 0	 Ui	 -	 -	 0	 C'	 t'.)	 0	 -
—	 UI	 UI	 Ui	 .-	 C'	 t..)	 C'	 '.0
-•	 c	 —	 -	 t-J	 C'	 -D
C)
	
b b	 b	 ob b ob
	
00 0 0 0 0 C'	 '0 0 0 00 0 C'
'.00 0
	
P.)	 t.,. 0	 -	 '-	 C' t C'
	'.0 0', '. 	 L	 u -	 - '.0	 C' 0,'	 '- '.0	 C'
	
I	 I	 I
0	
_L'..	 0 j 0,- '0UI	 C'	 0I(JI '-"I-I '.-"I L I	 IC'I	 00
	
00 ,,'.0	 0	 UI	 Ui .'.0	 0".
0 0 & .	 UI	 00	 -- -	 0
	
P P P P 0	 P 0 0 P 0
	
O '0 C' C' 0	 0 0 0 0 0
	'0 C' C' C' —	 UI UI '
—	 Ui	 00	 00	 -	 t	 00
	
C\	 -1	 '-	 00	 -	 -D	 -	 —
00	 o	 '0 ,	 cS ,, c	 C' •	 0	 0
	
o o b o	 b o o b b0 0	 '0 C' 00
	  0 0 0 C' 0 0 00
C	 0 t 0	 0	 C'	 —	 0	 C-.)Ui l-j -	 I UI C-. -	 i C.)	 'oUi	 - 0' &
	 ,, Q'. , .l.
	
— ri •	 •	 nnn
	
oo	 IooI'	 b 5 b 	 I_IlIo '0 UI	 o '0 II 0\	 'w '0J	 -4
'.0 ..	 00	 I( 0
	
— C.,	 '0Il &Il C.IIC.)	 '0 0 C'	 C.)	 .	 ., 00 ,,
	
i,,
	
P P 9 9 P	 P P P 9 P
	
0 0 0 0 0
	 C' 0 C' C' 0
—	 C'	 —	 -'	 0	 C'	 C'	 C.)	 I,)	 O\
0'	 -)	 C.)	 —	 UI	 C\	 —	 —	 t'J	 -J0	 C.)	 -1.	 -	 —	 '-0	 —	 t.)	 -	 '0
,	 c	 0	 0,	 0
	
0	 0
	
So b
	
0b	 ,
'.,Ui
- 0 0', Ui '0	 C'	 Ui	 - -00 ..	 j
	
0	 0
Li ED',	 I'. I •	 IJ 'I!	 -	
-f( -	
-4,j
0	
I'-0I- ,.<II'.o
	
&	 c,,L-Il C0'	 '0Ui '-
	
t., Li
	
00	 UI - [j & "0 C.,	 '000
	
0 '0 0 0 0	 '0 P P 0 C'
	
•0 0 0 0 0	 0 '0 C' 0 0
C' a	 -	 -	 0	 C'	 t	 -	 -a C'
-.	 UI	 C.)	 C)	 —	 '.0	 00	 -	 '.0	 -
-a	 C.)	 Ui	 0	 UI	 '0	 •	 00	 .
CD
CD
C)
0
0
C)
0'
CD
289
I
CD
0
_c) 0
—	 _(0_	 C0	 (	 (t
C-s
CDC C C C C -t
CD
O 00 — LI) 00
	
00	 t —
I	 I
a	 C • C • C	 C
0 Q a-a- Q 0 C C1.-. - -LI
	 0 00 ' 5J 0 00
so 0% 0 C -. 0% So LI.
C C C 0, c_b
• Ic-)	 )	 Ic)
	
b - 0 Ic)
	
05	 — 4 5_It
LI)	
-4	 ' -4	 '0
Os - 00 — a-.. -4 0 - 'o C
C C — — —
	
- ---I	 Ic)	 Ic)	 C
00	 c_I Oo
	
0o	 c_a -
05	 LI)	 Ic)	 LI , CO
	
'c 00 s_a -
	
-I '— - o -
-I -1---'1-'--"c'	 c'
LIac_j5 00IjIo%lUs 00
LI) I0Ic__alI0% 00	 '0
c_a	 Q c__a US 0550 so
t	 I	 I
•C, C • C C C
— 0 5,) 0—a
c__sIc) 'c. LI) - c_a) .'c LI)
a—.	 I	 I	 I
'0 • 00,00 • 00
—	 C -4
a--'- c_h	 US	 '°
0% 00 C 0 US 'c --4 c__a --4
• b •11F111a{1
I(	 II	 II
	00 LI 	 [J c__a [J Os	 'ci [j
	
I	 I	 I	 I
	
• 0 • Ic) • -	 -	 0 C/)
'- a-0% - - c
- Ic.) -. -	 t'-)	 -	 0
c__s C	 LI)	 00	 US
	
& C) c. -4 c_a LI.) 	 5,) - LI)
—I
	
-4	 00	 C
c_a c_a-c 0	 '-a- - '0 .4 d)
b-I 0% - LI) U Ic) so LI) LI, US
•iririiri
5--IIt.J! JuslHoISHolaHIc3l
	
C	 c_	 ,
	
. 	
a.	 Ic)	 )
	
0%	 '-0	 CD	 CD	 -I
	
-	 CD	 US	 US	 50
—a 0%
ru
'TI
C-)
290
) 'r1'r1
c:
CD
s
-	 CD
—oP CD
-lCD0 Cq90
1%'
— —' Is I
Cb s-
a-
0
o
t
iOCD
<	 3_	 I(D CD Q.
cao0
o-
1
0o
0.
CD
VI
N
(DO
0L1.
0'
(Is
00
—I
0
CD(Is
C,,
0I
'0
(DO
(Is -
.	 -
CD CD
Cfl CD
(MOO
-i
'0
C,, 000
=5-il
-
-
N ICD
OCD
<0
0
CDVI(I,
'-TI	 '-TI	 '-I-i	 Ii1	 '-rj
LI.	 .	 LI)	 Ic)
i1	 T1	 p-il	 r1	 r1
C#)	 C/	 C/)	 Cl)
w
c_I.	 .	 (.	 t'.)	 -
0	 ?.	 .	 .
	
__(	 .-
	
C_s	 C.a	 C_s	 c__s	 C_s
a	 CHD c
D C C
& - 0 cc 5--'	 0	 5--c -
-	 t..)	
-
050	 -	 i-ac 4 '.	 SQ CD
I	 I 	 I
,0 C • C • C CD
Pc
5--' C	 t..) 5--'- 5- ' -
- 
4
 SO t.J — O	 O0	 -
Ca	 C CD
b 0 C C
OS LI) '-'-'-4	 '0
00 C -4 -4 a-. C
'0 - u. - . 00
- - C .è5 —
a- .- -•_ O c_j	 c 5-o0
LI	 Cs	 0
-	 C	 -4	 -4 p-.,
- LI) c_a C 0 C 0%	 'I.'0
• b	 o
	
0 o	 'c ERa-I
5-5	 05 .-j — — 5-- LI.
:Lh	 C	 -	 II
-0 0\	 0 LI. LJ
o cc 0 O.cb
Q0	 0%	 LI)	 0-s
so 0	 0 .	 5-_a	 -
Cs	 ,	 c 00
US 0 US	 5000 0 00
I	 I	 I	 —	 —.
-	 00 • 00 a -	 • LII
04:1. 0-C
	
a) a-LII
-	 00	 00	
-' 1'-)	 as
C C -4 0' —
., .	 ..s. US Os - — -4	 '0
I	 I	 LiC C a C C C
c	 ts)	 0%	 -
—	 o	 00	 us '-I 0%
s 00 ., —	 00 00
00 0% 00 -1	 C .-a 50 0 -
I	 I 	 I 	 I
S — a —	 t	 S -. a t%)
0.1:1.
'." a-	
cs .4 0 '0
0% c_a	 . 50	 00 5_a
- — - - 0 C — 0s Os
•	 I	 I
00	 •	 • sJ	 Lu
b% a.
	
0¼C)
--' ;;iCs5-)	
—°°
& 00 c_, C c - 0	 000 - 00	 %o LI) tsa
I	 I	 I
a C a t-) a C a
bs 0C aOO 05.1	 b
'—" '0	 -	 — 5_, t')
0-' (1.1 -.1	 U	 0%	 0%
00 t'J & LI) 00	 — - 00 00
cc CD 2 0 2
C C - C -
-4	 0	 -	 LII	 '-0
-4	 lj,	 00	 t-)	 cc
C	 '0	 -4	 50
-rJ
	
rj	 il	 '-TI	 '-TI
w
w
US	 -	 N)	 -
a-.	 a-.	 a-.	 . a.
a C • C 0 C a 0
C 0 C 0 b èc 0c
c_a
-.. - & c'	 — & . 0050
C a Q C C.
bOo	 —. — C_ .j c_cc 
c_ 
00 0%
	
00	 00	 $
-ci s) Os -	 SdI US 5,. -	 s_a 50
C, D	 C,	 C
bad)	 C a...1c_
	
Os	 -	 I')	 4
0 Us a_a 00	 0%	 00	 I '-010 C 0 US	
— 4 — '° LJ
TiLl
,'	 C	 C. C
a-5,)	
-5o h-as
- &	 0 '-0 -
- 0% -.. c_lI	 "0 a-. LI)	 '0
S-i	 a-. C 5_a -	 C — 00
C 1i,S 1i
-'R.I-- Sd1II
	
0\	 b)	 II
,_a00	 s,II_aC 0%II
'I. 4 Os LI.) so .	 'cc 0%	 C
- 0
0) 5-'I—I0\
	
s_)	 00	 US	
j'°I°
	
C	 a- j i,-1	 ;;
000	
.J 5dII•0% I0 t . ) 	 '00	
- Us 0	 - '-C)
	
c)	 o%
- L. a-. 0% -	 -. -J - 0%
•D	 L1
0 C	 o cjo, -'II
0 C 5- h IUSI 00 4 aIu%I
	
I0'ICs	 II
- 0 '.0 0 0050
C	 LI)	 '—	 C	 CD
o	 -_ _
00	 0	 0
-- &C 00
- '.0 0 LI) 0 Us '0 LI) c_a C
a	 5a	 i-::i
-	 0	 CL U.
5__-4 
0 (j 1.a-•
& 
.j '°	 5- LI.	
--II	 Os
00	 s_a I - I
LI -I '-_s'-0 u. C Os	 &
14.I, —
	
oo Hb\I I i LII L 0 00	Cc
-4 'c 1001 
' 	 0 00
	
&IIC	 O\
%0 '-0 '-1 [j 'c t±i " — '°
p
	 	 P	 2
C	 -	 I'.)	 -
-4	 tc)	 Ic)	 0%	 LI.
Ic)	 0%	 -	 0%	 Ic)LI)	
-I	 C —a 50
291
Chapter 10
Conclusion
This thesis examines risk factors in the UK Stock Market. The objective was achieved by
testing two models in finance namely the Capital Asset Pricing Model (CAPM) and the
Arbitrage Pricing Theory (APT).
The CAPM states that only systematic risk is sufficient to explain return. Previous
empirical studies have not conclusively accepted this proposition as valid. Results
showed that the relationship between beta expected returns is either negative or flat.
Anomalies to the risk return relationship have also been found, including the size effect,
the January effect, the capital structure of firms and price earning ratio.
The CAPM test in this thesis, followed the well known Fama and Macbeth (1973)
methodology. Beta of assets were first estimated using time series regression and then
used in a second cross-sectional regression. The second regression is between stock
return and their beta as shown below:-
R 1 =Yo +7/ +/4
	 (10.1.1)
One of the main hypothesis in order for the CAPM to be valid is that the coefficient
has to be greater than zero and secondly for y to be equal to the risk free rate.
This study tested the CAPM using data from 1987 to 1993. It was found that the average
y 1 was negative and Yo was not equal to the risk free rate. For the period of study, the
CAPM generally failed to explain average stock returns. This conclusion supported the
findings of previous studies both in the UK and US stock markets.
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The consistent results against the traditional CAPM have prompted studies to test the
model under different settings. One of them is the conditional CAPM. A simple test of
this nature is to examine the CAPM conditional on the market performance. This
involved examining the average Ti under up and down market conditions.
A down market condition is when the market return is lower than the risk free rate, giving
a negative risk premium. This study found that on average the value of Ti was negative
and significantly different from zero during this period. The value was also not
significantly different from the risk premium. High beta stocks suffered greater loss than
low beta stocks. This result is consistent with the function of beta as a measurement of
risk. A high beta stock is considered a risky stock and this is manifested when in times of
adverse market condition the losses from these stocks are higher.
In up market conditions, the market return is higher than the risk free rate. The risk
premium is positive. The average value of Ti was not different from zero in these market
condition. But, in extremely good market conditions, the results showed to be
significantly positive and equal to the risk premium. Again this support the function of
beta as a measurement of risk. High beta stocks should perform better than low beta
stocks in times of good market performances.
In general this thesis found that CAPM is not valid in the UK stock market. However,
this thesis support the use of beta as a risk measure and its importance in investment
decisions.
This thesis then proceeded to test the Arbitrage Pricing Theory (APT). The APT
generally states that returns of assets are linearly related to risks on more than one factor.
The theory however is silent on the number and the identification of these factors -
Testing the APT therefore involves first, determining the number of factors and second
examining whether the risk from these factors are pricecL
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Factor Analysis and Principal Components Analysis (PCA) are two common methods
used to determine the number of factors. The normal procedure is to divide stocks into
groups and the analysis is performed on returns of these stocks from a specific time
period. The time period is usually five years or longer. This thesis considered the
possibility that extracting factors from a long time period of data may be affected by
changes in the underlying factors. This thesis therefore extracted factors from a shorter
period of three years. The PCA technique was used in this thesis.
Limiting the period to three years however limited the number of stocks that could be
used to perform the PCA. Only 25 stocks were selected for each group. However, factors
extracted from a small number of stocks may not be representative of other stocks in
general.
This thesis examined this problem by conducting PCA in two stages. In the first stage,
factors were extracted from individual group of stocks. Each group contained 25 stocks,
selected alphabetically. There were 22 groups of stocks. According to Chen, Roll and
Ross (1986), the factor scores extracted can be regarded as portfolios. From this
assertion, factor scores can be collected from the first stage PCA and a second stage PCA
was conducted on them.
In the first stage PCA, the results showed that the first five factors on average accounted
for 62% of the covariation among the stocks. The remaining factors each accounted for
less than 3% of the covariation among the stocks in the group. The scores of the first five
factors were then collected from each group. The first factor scores were grouped
together ( in Group A) and a second stage PCA was performed on them. The same
procedure was carried out with the second (Group B) to the fifth (Group E) factors. The
factors from this second stage PCA are referred to as superfactors. It was suggested that
the first superfactor from each group A to E would explain highly the covariation among
the initial factors.
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When the first factor scores from the first stage PCA were grouped together in a second
stage PCA, it was found that these scores had a high correlation with each other. More
than 90% of the covariation is explained by the first superfactor (A). This result showed
that the first superfactor from this group is a significant factor that is generalisable across
stocks. The initial conclusion of this thesis is that a first factor can be extracted by using
any group of stocks and this first factor can be a general factor across stocks.
The results of the first factor however were not replicated by the second to the fifth
factors. The factor scores from each group were less correlated with their corresponding
factors from other groups. The first superfactor from these groups only accounted for
less than 20% of the covariation among the initial factors.
In general the results showed that a PCA on a group of stocks will on average extract first
5 factors that will explain as much as 62% of the return. This study also found that the
first factor can be extracted from any group of stocks and is applicable across stocks in
general. After the first factor, the next corresponding factors are more sample specific.
This result is consistent across periods.
This thesis then examined whether the factors found in the earlier PCA were priced. In
Factor Analysis and PCA, the relationship between a stock and the factors are measured
by the loadings to the factor. These loadings or factor coefficients can be used as a
measure of the sensitivities or risks of the stocks to each factor. In order to perform this
pricing test, stock returns were regressed against the loadings. This is similar to the cross-
sectional regression in the CAPM test. The coefficients from these regressions are known
as risk premia and to support the APT, there must be at least one risk premium that is
different from zero.
First, this thesis performed the regression on the loadings or coefficients of the first five
factors from the first stage PCA. The regression was conducted on each group and
consequently the result cannot be taken as representative of stocks in general.
Nevertheless, comparisons were made between groups. The loadings were then adjusted
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using the loadings from the second stage PCA. A second regression was then performed
using all the stocks used in the study.
From the first regression, it was found that the results were not consistent across groups
and across periods. Inconsistency means that a factor that was important in one group
may not be important in another group. It can also mean that a factor is significant in one
period but not in another. Throughout the 1987 to 1992 period, 60 percent of the results
showed at least one factor is significantly priced, with the first factor being the most
likely to be priced.
To minimise the inconsistency across groups, the loadings from the second stage PCA
were used. The results showed some improvements. As in the earlier regressions, the
first factor was the most priced in 13 of the 20 sub-periods used in this study. There were
fewer significant results in the other factors. This thesis cannot fully support the validity
of the APT, mainly because of the inconsistency in the results. A mild support can only
be given in term of there being at least one factor that was priced throughout the sub
periods.
The results also show that significant coefficients are only registered mostly in significant
market movements. The pricing of the first factor followed the direction of the market. In
periods of declining markets, this factor had a significant negative coefficient from the
regressions. The result was significantly positive in periods of rising markets. The
number of significant result was also higher in significant market movements.
Further tests were conducted where the stability of the factor structure and the risk premia
of these factors were examined. This was achieved by examining the stability of the risk
premia across periods by taking into consideration the changes in the factor loadings or
coefficients. A new set of risk premia was re-estimated using factor coefficients across
periods. This new sets of risk premia were compared against the original risk premia. A
constant or insignificant change in the risk premia will show that the factor structure is
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stable. This procedure was taken with the assumption that the ranking order of the factors
from one period to another stayed the same.
The results showed that firstly, the sensitivities of stocks to factors are not stable across
periods. Factor coefficients from previous periods were adjusted to account for these
instabilities. These adjusted factor coefficients were then used in a new pricing test to
estimate a new set of risk premia. There were no significant improvements in the results
of the new pricing test.
However, the values of the new risk premia that used the adjusted factor coefficients and
the original risk premia did not differ greatly. This result showed that using adjusted
factor coefficients from different periods, the risk premia remain constant. Therefore,
there seemed to be some stability in the underlying factor structure.
To complete the test on the APT, this thesis then attempted to identify the factors outlined
by the theory against a prespecified set of macroeconomic variables. One of the problems
faced was in choosing the economic variables, as there is yet no coherent theory on this
matter. Nevertheless, this study chose variables that were considered to be an influence
on the future cash inflow for stocks in general.
The procedure involves extracting factors using PCA from groups of stocks. The groups
were formed based on three different criteria. The first criteria was stocks grouped in
random, second was by their betas and third, by their size. The first two factors were then
regressed against a selection of macroeconomic variables.
The general results showed that in single regressions, the first factor was related to the
market return, money supply, US and European exchange rates and dividend yields. In a
multiple regression, only the market return and money supply were relevant. Specifically,
the results showed a notable systematic difference of the coeffcients in the beta and size
based groups. There seemed to be a size and beta effect on the relationship between the
the first factor and significant macroeconomic variables. The first factor from a group of
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stocks with low beta and groups that comprises of small size firms were more strongly
affected by money supply. These same groups were less affected by innovations in
dividend yield and US Exchange rate.
The second factor can be identified with the default risk, term structure and market
return. Stocks in general are negatively related with default risk and positively related
with the term structure. These relationships were observed from groups formed with
random selection of stocks. These relationships were not clearly evident in size and beta
based groups. The factor from size based groups are more related to term structure while
that from the beta groups are related to default risk.
Previous CAPM studies have found that small firms earn higher returns than their
justified betas than do large size firms. These high returns may be the required
compensation for sensitivity to changes in the money supply. This risk may not be
captured by beta. This line of inquiiy can be further explored in future research. A wide
array of criteria can be used to form groups. A detail examination can be made on the
stability and consistency of the relationship between the factors and selected economic
variables. This will form a more robust identification on the economic nature of these
factors.
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