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Abstract
For finite irreducible discrete time Markov chains, whose transition probabilities are sub-
jected to a perturbation, it is shown that the mean first passage times play an important role
in determining the differences between the stationary probabilities in the perturbed and un-
perturbed situations. The derivation of the interconnection, under the updating procedure, is
explored through the use of generalized matrix inverses. New improved bounds for the relative
and absolute differences between the stationary probabilities are derived. Some interesting
qualitative results regarding the nature of the relative and absolute changes to the stationary
probabilities are also obtained. Similar procedures are used to establish an updating procedure
for mean first passage times under perturbations.
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1. Introduction
Markov chains subjected to perturbations have received much attention in the
literature over recent years (see in particular [1,3,5–9,16,19,21,23,26–32,34–39,
41–45]). The major interest has focussed on the effects of perturbations of the transi-
tion probabilities on the stationary distribution of the Markov chain with the derivation
of bounds or changes, or relative changes, in the magnitude of the stationary probabil-
ities. Recently sensitivity of the perturbation effects has been considered in terms of
the mean first passage times of the original irreducible Markov chain (see [6] and [7]).
Let P = [pij ] be the transition matrix of a finite irreducible, m-state Markov
chain. Let P˜ = [p˜ij ] = P + E be the transition matrix of the perturbed Markov chain
where E = [εij ] is the matrix of perturbations. We assume that the perturbed Markov
chain is also irreducible with the same state space S = {1, 2, . . . , m}. Let T =
(π1, π2, . . . , πm) and ˜T = (π˜1, π˜2, . . . , π˜m) be the stationary probability vectors
for the Markov chains with transition matrices P and P˜ , respectively. Let M = [mij ]
and M˜ = [m˜ij ] be the mean first passage time matrices of the Markov chains with
transition matrices P and P˜ .
In Section 2, using a unified approach involving generalized inverses (g-inverses)
of I − P , we develop a general relationship between T and ˜T. This leads to series
of special cases, many of which are new. An alternative relationship in terms of M is
also derived.
In Section 3 these structural results are used to derive component-wise and relative
error bounds between the stationary probabilities of the two Markov chains.
In Section 4 special cases involving perturbations in a single row are considered
and some new interrelationships derived.
In Section 5 we explore the changes that occur in the mean first passage times
under perturbations. We develop some new procedures and results, once again using
g-inverses. We show, in particular, that for a perturbation based upon a single row, it
is possible to derive some new expressions for πi , π˜i , M and M˜ . These results are of
interest when one explores the effects a perturbation can have on both the stationary
probabilities and the mean first passage times, especially when a series of updates are
effected with the bounds between successive changes to the stationary probabilities
involving expressions of the mean first passage times (e.g. page rank statistics for a
search engine being updated after undergoing the inclusion of additional links).
The use of a specific g-inverse in the joint computation of stationary distributions
and mean first passage times leads to a significant simplification in that at most a
single matrix inverse needs to be computed. While no computational examples have
been included in this paper, a variety of new procedures have been presented that
warrant further examination from a computational efficiency perspective.
The focus of this paper is on structural relationships. If an expression involves, for
example, a g-inverse which in turn is based upon a matrix inverse, then it is recom-
mended that the structural relationship be used as the starting point for developing
a suitable computational procedure. We do not address such issues in this paper.
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However, as we shall see, certain g-inverses often contain desirable characteristic
properties that provide checks to the calculations.
We do not investigate the computational aspects of stationary distributions. A
reader interested in exploring some of the modern approaches to this area should
consult, in particular [4,12,24,31,33].
2. Updating stationary probability vectors under general perturbations
There are a variety of techniques that we can use to obtain expressions for T
and ˜T. Since we are interested in the effect that the perturbations E = [εij ] have
on changes to the stationary probabilities, we use an approach that leads directly to
expressions for the difference ˜T − T.
First observe that, since
T(I − P) = 0T and ˜T(I − P˜ ) = ˜T(I − P − E) = 0T,
(˜T − T)(I − P) = ˜TE. (2.1)
Eq. (2.1) consists of a system of linear equations. Generalized matrix inverses have
an important role in solving such equations. The relevant results (see e.g. [14] or [15])
that we shall make use of are the following:
2.1. A ‘one condition’ g-inverse or an ‘equation solving’ g-inverse of a matrix A is
any matrix A− such that AA−A = A.
2.2. Let P be the transition matrix of a finite irreducible Markov chain with station-
ary probability vector T. Let eT = (1, 1, . . . , 1) and t and u be any vectors.
(a) I − P + tuT is non-singular if and only if Tt /= 0 and uTe /= 0.
(b) If Tt /= 0 and uTe /= 0 then [I − P + tuT]−1 is a g-inverse of I − P .
2.3. All one condition g-inverses of I − P are of the form [I − P + tuT]−1 +
efT + gT for arbitrary vectors f and g.
2.4. A necessary and sufficient condition for xTA = bT to have a solution is
bTA−A = bT. If this consistency condition is satisfied the general solution
is given by xT = bTA− + wT(I − AA−) where wT is an arbitrary vector.
2.5. The following results are easily established (see Section 3.3, [14])
(a) uT[I − P + tuT]−1 = T/(Tt). (2.2)
(b) [I − P + tuT]−1t = e/(uTe). (2.3)
(c) [I − P + tuT]−1(I − P) = I − euT/uTe. (2.4)
(d) (I − P)[I − P + tuT]−1 = I − tT/Tt. (2.5)
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2.6. Hunter [13] established that Kemeny and Snell’s ‘fundamental matrix’ [20],
Z ≡ [I − P +]−1, where  = eT, is a one condition g-inverse of I − P .
Meyer [25] showed that the ‘group inverse’ A# ≡ Z − is also a g-inverse of
I − P .
Eq. (2.1) is amenable to solution using an appropriate g-inverse of I − P . Using
the arsenal of results above, the following theorem provides the most general possible
explicit expression for ˜T − T.
Theorem 2.1. Let G be any g-inverse of I − P and define H = G(I −) then, for
any general perturbation E,
˜T − T = ˜TEG(I −) = ˜TEH. (2.6)
Proof. By taking G as the general form [I − P + tuT]−1 + efT + gT and using
results from Section 2.5, the facts that = eT, Te = 1 and P e = e, it follows that
for any g-inverse G of I − P ,
(I − P)G(I −) = (I − P)H = I −. (2.7)
Thus, from (2.1) and (2.7),
(˜T − T)(I −) = (˜T − T)(I − P)H = ˜TEH.
Further (˜T − T)(I −) = (˜T − T)(I − eT) = ˜T − T and (2.6) follows.
An alternative approach to solving (2.1) is to use the results of Section 2.4 with
xT = ˜T − T, A = I − P , bT = ˜TE and A− = G, as above. The consistency con-
dition is satisfied and the general solution has the form ˜T − T = ˜TEG
+ wT{t/(Tt)− (I − P)g}T with wT arbitrary. Since (˜T − T)e = 0, the arbi-
trariness of wT is eliminated with wT{t/(Tt)− (I − P)g} = −˜TEGe and (2.6)
follows. 
Theorem 2.1 is a new result. All known published results for the difference ˜T − T
can be obtained from this result. In particular we have the following special cases.
Theorem 2.2
(i) If G = [I − P + tuT]−1 + efT + gT with Tt /= 0, uTe /= 0, fT and g arbi-
trary vectors, then
˜T − T = ˜TE[I − P + tuT]−1(I −). (2.8)
(ii) If G = [I − P + euT]−1 + efT + gT with uTe /= 0, fT and g arbitrary
vectors, then
˜T − T = ˜TE[I − P + euT]−1. (2.9)
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(iii) If G = [I − P + euT]−1 + efT with uTe /= 0 and fT an arbitrary vector, then
˜T − T = ˜TEG. (2.10)
(iv) If Z is the ‘fundamental matrix’ of I − P, then
˜T − T = ˜TEZ. (2.11)
(v) If A# is the ‘group inverse’ of I − P, then
˜T − T = ˜TEA#. (2.12)
Proof. (i) For (2.8), substitution of G into (2.6) leads to the efT term vanishing since
Ee = 0. Similarly the gT term cancels since T(I − eT) = 0T.
(ii) Eq. (2.9) follows from (2.8) upon substitution of t = e since, from (2.3),
[I − P + euT]−1e = e/(uTe) and Ee = 0.
(iii) Substitution of the form of G into (2.6) leads to the ˜TEG term vanishing
since EG = E([I − P + euT]−1 + efT)eT = Ee{1/(uTe)+ (fTe)}T = 0.
(iv) Eq. (2.11) follows from (2.9) or (2.10) with uT = T.
(v) Eq. (2.12) follows from (2.10) with uT = T and fT = T. 
The general results (2.8) and (2.9) are new. The other results, or special cases of
them, appear in the literature but with ad hoc derivations. Result (2.11) was initially
derived by Schweitzer [34]. Result (2.12) is due to Meyer [27]. A special case of (2.9)
and (2.10), (with fT = 0T and g = 0), appears in Seneta [35], while (2.10) appears
in Seneta [37].
In Hunter [14] (see also [15]), a general technique for finding mean first pas-
sage times of a finite irreducible discrete time Markov chains, using g-inverses, was
developed. The key result is as follows:
LetM = [mij ] be the mean first passage time matrix of a finite irreducible, Markov
chain with transition matrix P . If G is any generalized matrix inverse of I − P , then
M = [G− E(G)d + I −G+ EGd ]D, (2.13)
where E = eeT = [1] and D = Md = (d)−1.
In elemental form, if G = [gij ],
mij = [gjj − gij + δij ] 1
πj
+ [gi. − gj.], for all i, j. (2.14)
The solution of (2.13) is typically effected by using the fundamental matrixZ or the
group inverse A# as a suitable g-inverse G. The accuracy of the computation of Z has
been of interest. In particular see [12] for a general discussion of the computation of
Z. See also [2] (which considers the stable computation of Z), [10] (which develops
an algorithm for computing Z based upon an UL factorisation of I − P via the
GTH algorithm), [11] (which explores techniques for overcoming the instability on
computing Z) and [40] (which uses a state reduction approach for the computation
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of Z). For some alternative computational approaches see [22,24]. Even though the
general expression for M , as given by (2.13) utilises g-inverses (which are typically
matrix inverses) much care has to be taken to obtain stable and accurate solutions. In
this paper we do not address such issues.
The general result given by (2.6) in Theorem 2.1 lends itself to re-expression
of ˜T − T under general perturbations E, in terms of the mean first passage time
matrix M .
Theorem 2.3. If M is the mean first passage time matrix of the finite irreducible,
Markov chain with transition matrix P, then for any general perturbation E of P,
˜T − T = −˜TE(M −Md)(Md)−1. (2.15)
Proof. LetG be any g-inverse of I − P and letH = G(I −). From (2.13) observe
that, (M −Md)(Md)−1 = G− E(G)d −G+ EGd = EHd −H .
Thus
H = EHd − (M −Md)(Md)−1. (2.16)
Now EG(I −) = EH = EEHd − E(M −Md)(Md)−1 = −E(M −Md)(Md)−1
and since Ee = 0 implies EEHd = EeeTHd = 0, (2.15) follows from (2.16). 
While result (2.15) is new, it can be further simplified.
Theorem 2.4. Let N = [nij ] = [(1 − δij )mij /mjj ] = [(1 − δij )mijπj ] then, for
any general perturbation E,
˜T − T = −˜TEN. (2.17)
Proof. Eq. (2.17) follows directly from (2.15) since N = (M −Md)(Md)−1. 
Note the negative signs in (2.15) and (2.17). When using these forms in the future
it is typically sensible to consider the difference T − ˜T.
N can be obtained directly from any g-inverse of I − P and . From (2.16)
N = EHd −H.
Since H = G(I −), if N = [nij ] then
nij = (gjj − gij )+ (gi. − gj.)πj , for all i, j. (2.18)
where njj = 0 for all j .
Every expression that we have found for ˜T − T is of the form ˜T − T = ˜TEH
(e.g. in particular (2.6), (2.8), (2.9), (2.10), (2.11), (2.12), (2.15) and (2.17)) is of the
form. In these special cases H typically involves a g-inverse or is a g-inverse, or
involves M or N .
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For a general rank-one perturbation we can express E = abT. Define hT = bTH
so that EH = abTH = ahT. For such expressions we have the following inter-
relationships between T and ˜T.
Theorem 2.5. If E = abT and hT = bTH then
T = ˜T(I − ahT), (2.19)
˜T = T + (
Ta)hT
1 − hTa . (2.20)
Note also that
Ta = ˜Ta(I − hTa). (2.21)
Proof. For this situation (2.6) can be re-expressed as ˜T − T = ˜TahT, and (2.19)
follows immediately. It is easily established, by matrix multiplication, that
[I − ahT]−1 = I + ah
T
1 − hTa ,
and (2.20) follows from (2.19). Further, (2.21) follows from (2.20). 
In [16] some g-inverse techniques were used to obtain separate expressions for T
and ˜T in the case of a rank-one perturbation. These results can also be obtained from
Theorems 2.2 and 2.5.
Theorem 2.6. Let the transition matrix P be perturbed by E = abT where bTe = 0.
(i) If uTe /= 0, Tt /= 0, T = uT[I − P + tuT]−1 and T = bT[I − P + tuT]−1,
then
T = 
T
Te
and
˜T = (1 − 
Ta)T + (Ta)T
1 − Ta+ (Ta)(Te) =
(1 − Ta)T + (Ta)T
(1 − Ta)(Te)+ (Ta)(Te) .
(2.22)
(ii) If uTe /= 0, Ta /= 0, T = uT[I − P + auT]−1 and T = bT[I − P +
auT]−1, then
T = 
T
Te
and ˜T = 
T + T
Te+ Te . (2.23)
(iii) If uTe /= 0, Ta /= 0, T = uT[I − P + euT]−1 and T = bT[I − P +
euT]−1, then
T = T and ˜T = T +
(
Ta
1 − Ta
)
T. (2.24)
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(iv) If Z = [I − P + eT]−1 is the fundamental matrix of I − P, then
˜T = T +
(
Ta
1 − Ta
)
bTZ. (2.25)
Proof. (i) The expression for T follows from (2.2) since T = T/(Tt) and Te =
1/(Tt). The first expression for ˜T in (2.22) follows from Theorems 2.1 and 2.5 by
taking G = [I − P + tuT]−1, H = G(I −), and hT = T − (Te)T. The second
expression follows upon substituting for T, as already derived.
(ii) Follows from (2.22) with t = a by noting that Ta = 0 and Ta = 1.
(iii) Follows from (2.22) with t = e by noting that Te = 1 and Te = 0.
(iv) Follows from (2.24) with uT = T, since T = TZ = T, and T = bTZ.

3. Bounds on stationary distributions under general perturbations
For a summary on the current known results concerning absolute norm-wise error
bounds on the differences between the two stationary probability vectors of the form
‖− ˜‖p  κl‖E‖q,
where (p, q) = (∞,∞) or (1, ∞) depending on l, see Cho and Meyer [7]. They
summarise and compare results due to Schweitzer [34], Meyer [27], Haviv and Van
der Heyden [9], Kirkland et al. [21], Funderlic and Meyer [8], Meyer [28], Seneta
[36], Seneta [37], Seneta [38], Ipsen and Meyer [19], Cho and Meyer [7].
Results for component-wise bounds of the form
|πj − π˜j |  κl‖E‖∞,
and relative error bounds of the form∣∣∣∣πj − π˜jπj
∣∣∣∣  κl‖E‖∞
are also discussed in [6]. For relative error bounds see also [32] and [42].
We do not consider blockwise perturbations (see [43–45]).
Result (2.17) shows that elemental expressions for π˜j − πj can be expressed in
terms of nij = mij /mjj = mijπj (i /= j ) with njj = 0.
Theorem 3.1. For each j = 1, 2, . . . , m,
πj − π˜j =
∑
l /=j
αlnlj where αl =
m∑
k=1
π˜kεkl . (3.1)
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A bound for πj − π˜j in terms of the mean first passage times first appears in
[7]. The derivation was based upon the observation that the elements of the group
inverse A# can be expressed in terms of the mij , viz. a#ij = a#jj − πjmij (i /= j), with
mjj = 1/πj , i.e. nij = a#jj − a#ij .
This is also related to the observation that there is a similar connection between
the elements of the fundamental matrix Z and the mean first passage times mjj (see
viz. [5]), πjmij = zjj − zij (i /= j ), with mjj = 1/πj , i.e., nij = zjj − zij .
Further links between stationary distributions and mean first passage times in
Markov chains, using generalized inverses, are explored in [18].
The following theorem leads, through its corollary, to the Cho and Meyer [7]
bounds. Their proof uses the results of (2.12), the properties of the group inverse A#
(as above), and an inequality that appears in [9]. We provide a simpler more direct
proof from (3.1).
Theorem 3.2. For a general perturbation E = [εij ], for each fixed index j (1 
j  m),
|πj − π˜j |  ‖E‖∞2 maxi /=j {nij }, (3.2)
where ‖E‖∞ = max1km∑ml=1 |εkl |.
Proof. The proof is based upon the result (see [9]) that for any vectors c and d such
that cTe =∑mi=1 ci = 0, then
|cTd| =
∣∣∣∣∣
m∑
i=1
cidi
∣∣∣∣∣ 
(
m∑
i=1
|ci |
)
maxr,s |dr − ds |
2
. (3.3)
From (3.1), for each j , since njj = 0, πj − π˜j can be expressed as∑ml=1 αlnlj where∑m
l=1 αl =
∑m
l=1
∑m
k=1 π˜kεkl =
∑m
k=1 π˜k
∑m
l=1 εkl = 0.
Applying (3.3) yields
|πj − π˜j | 
m∑
l=1
|αl |
(
maxr,s |nrj − nsj |
2
)
. (3.4)
Now
m∑
l=1
|αl |
m∑
l=1
m∑
k=1
π˜k|εkl | =
m∑
k=1
π˜k
m∑
l=1
|εkl |

m∑
k=1
π˜k
{
max
1km
m∑
l=1
|εkl |
}
= ‖E‖∞.
Since njj = 0, maxr,s |nrj − nsj | = max{maxr /=j,s /=j (|nrj − nsj |),maxr /=j nrj ,
maxs /=j nsj }.
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Further, since nrj  0 and min{nrj } = 0, for all r , s, we have
|nrj − nsj |  max{nrj } − min{nrj } = max{nrj } (3.5)
leading to maxr,s |nrj − nsj | = maxi /=j nij . 
We can improve upon this bound if we know that the perturbation does not make
any changes to the elements in the j th column of the transition matrix P .
Corollary 3.2.1. For a general perturbation E = [εij ],with for fixed j (1  j  m),
εij = 0 for all i = 1, . . . , m, then, for such j,
|πj − π˜j |  ‖E‖∞2
{
max
i /=j {nij } − mini /=j {nij }
}
. (3.6)
where ‖E‖∞ = max1km∑ml=1 |εkl |.
Proof. The proof is based upon the observation that
m∑
l /=j
αl =
m∑
l /=j
m∑
k=1
π˜kεkl =
m∑
k=1
π˜k
m∑
l /=j
εkl = 0.
Applying result (3.3), inequality (3.4) becomes
|πj − π˜j | 
m∑
l /=j
|αl |
(
maxr /=j,s /=j |nrj − nsj |
2
)
. (3.7)
Now
∑m
l /=1 |αl |  ‖E‖∞, as above, and |nrj − nsj |  max{nrj } − min{nrj }, as in
(3.5). 
The following corollary, giving bounds for both relative and absolute differences,
follows from (3.2) since, for i /= j , nij = πjmij .
Corollary 3.2.2 [7]. For a general perturbation E = [εij ], for each fixed index j
(1  j  m),
(i) ∣∣∣∣πj − π˜jπj
∣∣∣∣  ‖E‖∞2 maxi /=j {mij }, (3.8)
(ii)
|πj − π˜j |  ‖E‖∞2
maxi /=j {mij }
mjj
. (3.9)
While Theorem 3.2 provides bounds for fixed values of j , we can in fact deduce
universal bounds, for all j .
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Corollary 3.2.3. For any general perturbation, for all j (1  j  m),
(i) ∣∣∣∣πj − π˜jπj
∣∣∣∣  ‖E‖∞2 maxr /=s {mrs}, (3.10)
(ii)
|πj − π˜j |  ‖E‖∞2 maxr {πr}maxr /=s {mrs} 
‖E‖∞
2
max
r /=s {mrs}. (3.11)
In the following section we show that we can often get tighter specific and uni-
versal bounds, than those given above, by imposing restrictions on the nature of the
perturbations.
4. Stationary distributions under row perturbations
We consider the effect of perturbations made in a single row of the transition matrix,
say the rth row. LetpTr = eTr P denote the rth row of the transition matrix P . Now let
E = erTr where Tr = p˜Tr −pTr . This implies that the perturbation of interest results
from changing the rth row of the transition matrix P by the rth row of the transition
matrix P˜ . Suppose that Tr = (ε1, ε2, . . . , εm) where Tr e = 0. Substitution in (2.17)
yieldsT − ˜T = ˜TerTr N = π˜rTr N , so that in elemental form, for j = 1, 2, . . . , m,
πj − π˜j = π˜r
∑
i /=j
εinij = πj π˜r
∑
i /=j
εimij . (4.1)
Following the arguments used to develop Theorem 3.2 and Corollary 3.2.1 we can
find general bounds for πj − π˜j as follows.
Theorem 4.1. For a perturbation Tr = p˜Tr −pTr = (ε1, ε2, . . . , εm) involving
only the elements of the rth row of the transition matrix, for each fixed index j
(1  j  m),
|πj − π˜j |  π˜r ‖E‖∞2 maxi /=j {nij } = πj π˜r
‖E‖∞
2
max
i /=j {mij }, (4.2)
where ‖E‖∞ =∑mi=1 |εi |.
In addition, if εj = 0,
|πj − π˜j | π˜r ‖E‖∞2
{
max
i /=j {nij } − mini /=j {nij }
}
= πj π˜r ‖E‖∞2
{
max
i /=j {mij } − mini /=j {mij }
}
. (4.3)
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We can in fact specialise these bounds further, by restricting the number of elements
that one need take the maximum or minimum, as in (4.2) and (4.3).
Corollary 4.1.1. Suppose that the only non-zero εi are found in the rth row at posi-
tions (r, s1), (r, s2), . . . , (r, sn) with values εs1 , εs2 , . . . , εsn where n < m. Then, for
each fixed index j (1  j  m),∣∣πj − π˜j ∣∣  π˜r ‖E‖∞2 max1kn,sk /=j{nskj }. (4.4)
In addition, if sk /= j for any k (1  k  n),
|πj − π˜j |  π˜r ‖E‖∞2
{
max
1kn,sk /=j
{nskj } − min1kn,sk /=j{nskj }
}
. (4.5)
4.1. Two-element perturbations in a single row
The simplest perturbation arises from decreasing the (r, a)th element of P by an
amount ε and increasing the (r, b)th element of P by the same amount to obtain the
new transition matrix P˜ . Thus p˜ra = pra − ε and p˜rb = prb + ε (εa = −ε, εb = ε).
We assume that the stochastic and irreducible nature of both P and P˜ is preserved.
This requires ε < pra  1, and 0  prb < 1 − ε. For this special case we obtain the
following results.
Theorem 4.2. Suppose that the transition probability pra in an irreducible chain is
decreased by an amount ε whileprb is increased by an amount ε. If the resulting chain
is irreducible then expressions for difference in the stationary probabilities πj − π˜j
are given by
πj − π˜j =

επaπ˜rmba j = a,
−επbπ˜rmab j = b,
επj π˜r (mbj −maj ) j /= a, b.
(4.6)
First note that for those states j /= a, b, we can make the general observation that
π˜j  πj if and only ifmaj  mbj , reflecting the influence of mean first passage times
on stationary probabilities. Thus, irrespective of the magnitude of the perturbations
at a and b, the stationary probability at j ( /= a, b) will increase if, in the unperturbed
chain, the mean passage time from state a to state j is greater than the mean passage
time from state b to state j . Thus the “distance” a and b are from particular states
will influence the changes in the stationary probabilities at those states.
Cho and Meyer [7] considered this special case. Eq. (4.6) correct some minor
errors in their results (for the j = a and b cases). While they noted the sensitivities of
the mean first passage times on the relative changes to stationary probabilities they
did not notice any directional influence upon the absolute changes to the stationary
probabilities at states a and b. We discuss these in more detail shortly.
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Prior to considering general relationships between the stationary probabilities, we
establish a useful relationship between the mean first passage times in a Markov chain.
Lemma 4.1. Let mij be the mean first passage time from state i to state j in a finite
irreducible Markov chain. Then, for all i, j, and k,
mij  mik +mkj . (4.7)
Proof. For the underlying Markov chain {Xn}, mij = E[Tij ] where Tij = min{n :
Xn = j |X0 = i}, the number of trials for a first passage from state i to state j (i /= j)
[15, p. 113].
It is obvious, from the sample path of a typical chain, thatTij  Tik + Tkj , since the
chain will clearly take at least as many transitions (steps) to move from state i to state
j via a first passage through state k starting at state i as it will without making such a
forced first passage through state k. Eq. (4.7) follows upon taking expectations of the
respective random variables (which are all well-defined and proper since the chain is
irreducible.) While applications of the theorem are meaningful when i /= j /= k the
theorem obviously holds without such restrictions. 
From (4.7) observe that maj  mab +mbj and that mbj  mba +maj so that, for
j /= a, b,
−mab  mbj −maj  mba. (4.8)
A consequence of (4.8) is the following Corollary to Theorem 4.2.
Corollary 4.2.1. Under the conditions of Theorem 4.2, the maximum relative change
between the stationary probabilities πj and π˜j , is given by the following bound. For
all j, 1  j  m,∣∣∣∣πj − π˜jπj
∣∣∣∣  επ˜r max{mab,mba} = max{∣∣∣∣πa − π˜aπa
∣∣∣∣ , ∣∣∣∣πb − π˜bπb
∣∣∣∣} . (4.9)
Corollary 4.2.1 provides a new bound. The bound (4.9) cannot be improved, as it
is achieved at one of the states j = a or b.
The relevant universal bound derived by Cho and Meyer [7] for this situation,
follows from (3.10), upon observing that ‖E‖ = 2ε, viz.∣∣∣∣πj − π˜jπj
∣∣∣∣  εmax
r /=s {mrs}. (4.10)
Thus the bound (4.9) is a significant improvement over (4.10) in this two-element
case.
From Corollary 4.1.1, for each fixed j (1  j  m),∣∣∣∣πj − π˜jπj
∣∣∣∣  π˜rε { max
a /=b /=j{maj ,mbj }
}
 ε
{
max
a /=b /=j{maj ,mbj }
}
.
The bound (4.9) is still an improvement over this result.
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The significance of (4.9) for the relative changes in the stationary probabilities at
any state j is that the bound depends only the mean first passage times associated
with the states where the perturbations take place (a and b) and not upon any other
mean first passage times. The general bound (4.10) depends on all of the mean first
passage times between different states. The advantage of (4.9) is that if one wishes to
make perturbations at two states, say a and b, that will not, for example, unduly affect
stationary probabilities at other states, then knowledge of the transitions between
these two states will sometimes lead to simple estimates of the mean first passage
times mab and mba . Consequently one can estimate the relative changes between the
two stationary probabilities at a and b in advance of any detailed calculation. Two
states “close together” with small mean first passage times will achieve tighter bounds
than states “far apart”.
Corollary 4.2.2. Under the conditions of Theorem 4.2,
−επ˜rmab = πb − π˜b
πb
 πj − π˜j
πj
 πa − π˜a
πa
= επ˜rmba, 1  j  m.
(4.11)
Further,
1 − επ˜rmba = π˜a
πa
 π˜j
πj
 π˜b
πb
= 1 + επ˜rmab, 1  j  m. (4.12)
Also,
π˜a
πa
< 1 <
π˜b
πb
, so that π˜a < πa and πb < π˜b. (4.13)
We can immediately make some interesting observations from Corollary 4.2.2.
First note, as a consequence of (4.11) and (4.12), that while the stationary probabil-
ities at all other states either increase or decrease following a perturbation, the relative
change in magnitude at any state never exceeds the relative changes exhibited at the
two states a and b, i.e., the minimal and maximal relative changes occur at states a
and b, respectively.
Secondly, as a consequence of (4.13), that when we decrease the transition prob-
ability at a single element, the (r, a)th, in the rth row of the transition matrix of a
finite irreducible Markov chain and make the corresponding increase in the (r, b)th
element in the same row, then the absolute stationary probabilities for the perturbed
Markov chain at the ath and bth states, correspondingly decrease and increase, i.e.,
if p˜ra < pra and p˜rb > prb then π˜a < πa and π˜b > πb. This observation was also
noted by Burnley [5]. We cannot however make any statement regarding the absolute
changes in the stationary probabilities at a typical state j . The stationary probabilities
at any general state (apart from a and b) may increase or decrease.
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Our interest now is to investigate whether the results of Theorem 4.2 or the inequal-
ities given in Corollaries 4.2.1 and 4.2.2 also hold for other more general perturbations
within a single row. Can we conclude that in a general single row perturbation with
minimal and maximal perturbations at states a and b, respectively, that inequalities
(4.11) and (4.12) hold for the relative changes and (4.13) for the absolute changes?
We consider first three-element perturbations before considering the more general
setting.
4.2. Three-element perturbations in a single row
The following theorem follows from the general equation (4.1).
Theorem 4.3. Suppose that three perturbations are carried out in the rth row of
a transition matrix at states a, b and c. Let εi = p˜ri − pri and suppose that the
perturbations can be expressed as εa = −m (minimum), εb = M (maximum) and
εc = m−M where εc > (<)0 if m > (<)M. Then
πj − π˜j =

πaπ˜r [Mmba + (m−M)mca], j = a,
πbπ˜r [−mmab + (m−M)mcb], j = b,
πcπ˜r [−mmac +Mmbc], j = c,
πj π˜r [−mmaj +Mmbj + (m−M)mcj ], j /= a, b, c.
(4.14)
We can obtain some general bounds from these results. In particular, using in-
equalities (4.8):
−mmac −Mmcb  πj − π˜j
πj π˜r
 mmca +Mmbc, j /= a, b, c, (4.15)
−mmac −Mmcb  πb − π˜b
πbπ˜r
 mmca −Mmcb  πa − π˜a
πaπ˜r
 mmca +Mmbc, (4.16)
with
πc − π˜c
πcπ˜r
= −mmac +Mmbc. (4.17)
From these above results we see that the inequalities (4.15) also hold for j = a, b,
and c and hence generally. Consequently, we obtain the following general bounds.
Corollary 4.3.1. Under the conditions of Theorem 4.3, for all j,∣∣∣∣πj − π˜jπj
∣∣∣∣  max(m,M)π˜r max{mac +mcb,mbc +mca}. (4.18)
Whereas for the two-element perturbation case the general bound, (4.9), involved
the maximum of two individual mean first passage times the three-element case
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involves the maximum of the sums of two mean first passage times and a total of only
four specific mean first passage times involving the states a, b and c.
The comparable bound found by Cho and Meyer [7], in this case is given by (3.10),
as ∣∣∣∣πj − π˜jπj
∣∣∣∣  max(m,M)max
r /=s {mrs}. (4.19)
The bound given by (4.18) will be an improvement over that given by (4.19)
if max{mac +mcb,mbc +mca}  max
r /=s {mrs}, since ‖E‖∞ = max(m+M + |m−
M|) = 2 max(m,M).
This is likely to be the case when the states a, b and c are “closely located” and
the chain contains some states that are some “distance apart”.
Note also that, from (4.7), mac +mcb and mbc +mca are upper bounds, respec-
tively, for mab and mba so that by including an additional perturbation the bound
given by (4.18) is larger than that given by (4.9) for the two-element case.
In the two-element case, (4.12) provided bounds on the ratios π˜j /πj for all j . The
equivalent results in the three element case can be derived from (4.15), viz. for all j ,
1 − π˜r (mmca +Mmbc)  π˜j
πj
 1 + π˜r (mmac +Mmcb). (4.20)
The difference however in this three-element case, over the two-element pertur-
bation situation, is that whereas in the two element case the minimal (and maximal)
bounds to the relative probabilities for all j are achieved at states a (or b), where
the extreme perturbation changes take place, this is not in fact the case for the three-
element case. From (4.16), it follows that the minimal bound in (4.20) is in fact a
lower bound on the minimal value of π˜a/πa while the maximal bound in (4.20) is an
upper bound on π˜b/πb There is no guarantee that these bounds will be achieved at
those values for states a and b.
Let us explore these bounds in more detail.
Corollary 4.3.2. Under the conditions of Theorem 4.3,
(i)
π˜a
πa
 π˜b
πb
. (4.21)
(ii) If εc > 0 (i.e., m > M), π˜a
πa
 min
{
1,
π˜b
πb
,
π˜c
πc
}
. (4.22)
(iii) If εc < 0 (i.e., m < M), max
{
1,
π˜a
πa
,
π˜c
πc
}
 π˜b
πb
. (4.23)
Proof. (i) Result (4.21) follows directly from (4.14) for the cases j = a and b together
with appropriate versions of (4.6).
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(ii) Results (4.22) follow from (4.14) using the results for j = a and j = c and
(4.21).
(iii) Results (4.23) follow from (4.14) using the results for j = b and j = c and
(4.21). 
An important observation comparing result (4.21) of Corollary 4.3.2 with results
(4.12) and (4.13) of Corollary 4.2.2 is that, while in each case the relative change in
the stationary probability at state a (where there is a negative perturbation) is always
smaller than the relative change of the stationary probability at state b (where there is a
positive perturbation), only under certain circumstances is there an absolute decrease
(resp. increase) at state a (resp. b) in the three-element situation, as opposed to this
always occurring in the two-element case. The situations described in Corollary 4.3.2
where π˜a < πa or π˜b > πb are sensible in that for the εc > 0 case the only decrease
that occurs is at state a and this is of greater magnitude than the positive increases that
occur at states b and c (since εa + εb + εc = 0). Similarly for the situations where
the increase occurs at state b when εc < 0.
The situation is, however, not entirely as the result of the nature of the size of
the perturbation at state c. For example, even if εc < 0, it is still possible to have
a decrease in the stationary probability at state a as a result of the effects of the
relationships between the mean first passage times between the states a, b and c. The
following corollary summarises the situation.
Corollary 4.3.3. Under the conditions of Theorem 4.3,
(i) π˜a < πa if and only if (m−M)mca +Mmba =mmca +M(mba −mca) > 0
(4.24)
so that, π˜a < πa if m−M > 0, or if mba  mca, or if mmca > Mmcb.
(ii) πb < π˜b if and only if mmab + (M −m)mcb = m(mab −mcb)+Mmcb > 0
(4.25)
so that, πb < π˜b if M −m > 0, or if mab  mcb, or if Mmcb > mmca.
(iii) πc < π˜c if and only if Mmbc < mmac. (4.26)
(iv) πj < π˜j if and only if M(mcj −mbj )+m(maj −mcj ) > 0 (j /= a, b, c)
(4.27)
so that if mbj > mcj > maj then πj > π˜j , or if mbj < mcj < maj then πj <
π˜j .
Proof. (i) and (ii) The if and only if condition for (4.24) and (4.25) follow directly
from (4.14). The sufficient conditions follows, in both cases, directly from (4.14)
together with appropriate versions of (4.8) by noting that mba −mca > −mcb and
mab −mcb > −mca .
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(iii) Result (4.26) follows directly from (4.14) for the case j = c.
(iv) Result (4.27) follows from (4.14). The sufficient conditions follow by con-
sidering the conditions under which both the coefficients of M and m, in (4.27), are
either positive or negative, respectively. 
Note that if εc < 0 so that the condition of (4.24), i.e., the “perturbation condition”
involving m−M of (4.24) is not satisfied, it is still possible for π˜a < πa if either the
“mean first passage time condition”, mba  mca , or the “hybrid condition”, mmca >
Mmcb, is satisfied. Thus interrelationships between mean first passage times involving
those states where the perturbations occur play an important role in establishing the
absolute changes in the stationary probabilities.
The observation that we made in the two-element case that the minimal (resp.
maximal) absolute changes to the stationary probabilities occur at those states where
the perturbations are the smallest (resp. largest) in magnitude need not hold in gen-
eral in the three-element perturbation situation. This is substantiated by numerical
calculations for some specific chains.
4.4. Multiple-element perturbations in a single row
The following theorem follows from the general equation (4.1). Since Tr e = 0,
some of the perturbations εj (1  j  m), will be negative and some will be positive
but all the perturbations will sum to zero.
Theorem 4.4. Suppose that multiple perturbations are carried out in the rth row
of a transition matrix. Let εi = p˜ri − pri . Let the minimal negative perturbation
occur at state a with εa = −m = min{εj , 1  j  m} and the maximal positive
perturbation occur at state b with εb = M = max{εj , 1  j  m}. Let P be set
of states with positive perturbations (excluding b), P = {j |εj > 0 with j /= b}. Let
N be the set of states with negative perturbations (excluding a), N = {j |εj < 0 with
j /= a}.
πj − π˜j =

πaπ˜r
[
Mmba + ∑
k∈P
εkmka + ∑
k∈N
εkmka
]
, j = a,
πbπ˜r
[
−mmab + ∑
k∈P
εkmkb + ∑
k∈N
εkmkb
]
, j = b,
πj π˜r
[−mmaj +Mmbj
+ ∑
k∈P,k /=j
εkmkj + ∑
k∈N,k /=j
εkmkj
]
, j /= a, b.
(4.28)
General results for this situation are difficult to obtain. We can however obtain the
following results concerning the relative relationships between the πa, π˜a, πb and π˜b.
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Corollary 4.4.1. Under the conditions of Theorem 4.4,
πa − π˜a
πa
 πb − π˜b
πb
and hence
π˜a
πa
 π˜b
πb
,
when m−
∑
k∈P
εk = M +
∑
k∈N
εk  0. (4.29)
Proof. From (4.28) it is easy to see that
πa − π˜a
πaπ˜r
− πb − π˜b
πbπ˜r
= Mmba +
∑
k∈P
εk(mka −mkb)+
∑
k∈N
(−εk)(mkb −mka).
(4.30)
Further, since −mab  mka −mkb and −mba  mkb −mka , and from (4.30), since
−m+∑k∈N εk +∑k∈P εk +M = 0,M +∑k∈N εk = m−∑k∈P εk , it follows
that
πa − π˜a
πaπ˜r
− πb − π˜b
πbπ˜r

(
m−
∑
k∈P
εk
)
mab +
(
M +
∑
k∈N
εk
)
mba, (4.31)
leading to the stated results. 
The more general result that (πa − π˜a)/πa  (πb − π˜b)/πb and hence that
π˜a/πa  π˜b/πb, have already been shown to hold in the two-element and three-
element perturbation cases (as exhibited by Corollaries 4.2.2 and 4.3.2). These special
cases also follow from Corollary 4.4.1, since it can be easily verified that the conditions
of (4.29) hold in these situations.
The more general result also holds, for example, in the four-element case when
εa = −m, εb = M , εc /= 0, εd /= 0. If εc and εd are both positive, or both negative,
then it is easy to verify that the conditions of (4.29) are satisfied. When εc < 0
and εd > 0 then, since −m  εc < 0, it follows that M −m  M + εc = m− εd <
M , implying that the conditions of Corollary 4.4.1 are satisfied when M −m  0.
Further, since 0 < εd  M , it follows thatm−N  m− εd = M + εc < m and thus
the conditions of Corollary 4.4.1 are satisfied if m−M  0. Consequently, if either
M −m  or  0, i.e., generally, the results of (4.29) are satisfied.
However the results of Corollary 4.4.1 do not necessarily hold in all situations.
For example, it is easy to construct a multi-element example where the conditions
of (4.29) are violated, (e.g. ε1 = −m = −0.20, ε2 = −0.15, ε3 = −0.05, ε4 = 0.12,
ε5 = 0.13, ε6 = M = 0.15).
We have been unable to obtain specific generalisations of the more general results
concerning bounds on (πj − π˜j )/πj and π˜j /πj or πj − π˜j that we obtained in the
two-element case (Corollaries 4.2.1 and 4.2.2) and the three-element case (Corollaries
4.3.1, 4.3.2 and 4.3.3). In fact, examples can be constructed to show that some of the
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generalisations do not hold in more general settings. Further, general conditions under
which π˜a < πa and/or π˜b > πb hold have not been found in this more general setting.
What is clear however is that both relative and absolute changes in the stationary
probabilities can occur at states other than a and b (where εa = −m, εb = M) of
magnitude exceeding those at states a and b.
The results derived for the two-element case are elegant. The changes to the sta-
tionary probabilities that occur at any state in this situation can be easily determined
from a knowledge of the mean first passage times, as exhibited by Eq. (4.6). If we
can update the mean first passage times following a two-element perturbation then
a useful procedure could be to consider a multiple-perturbation as a sequence of
two-element perturbations.
5. Updating mean first passage times under general perturbations
First observe that the computation of M (or N ) requires the solution of a set of
matrix equations. The typical methods are based upon the special g-inverse, Z, the
fundamental matrix of I − P , the matrix inverse of I − P +. (See earlier in Section
2, for reference to computational procedures for Z and M .)
The most general expression for M , (2.13), involves a g-inverse of I − P . Further
T can be derived from a g-inverse of I − P , thus a sensible procedure for the
simultaneous derivation of both the πj and the mij is to use the same g-inverse
for both procedures in order to minimise the required computations.
If G is any g-inverse of I − P then, from Section 2.3, G can be expressed as
[I − P + tuT]−1 + efT + gT for arbitrary vectors f andg. Now letA = I − (I − P)
G = [aij ] then it is easily seen thatA can be expressed asT = [αiπj ]. Consequently
the ith row sum is αi and as long as αi /= 0, πj = aij /αi . Furthermore, we can use the
same g-inverse in (2.13) in deriving an expression for M . This leads to the following
joint computation procedure for πj and mij , as given in Hunter [18]. (The version
below corrects some minor errors in the initial derivation).
Theorem 5.1
1. Compute G = [gij ], any g-inverse of I − P.
2. Compute sequentially rows 1, 2, . . . , r( m) of A = I − (I − P)G ≡ [aij ] =
[αiπj ] until αr ≡∑mk=1 ark(1  r  m) is the first non-zero sum.
3. Compute πj = arj /αr , j = 1, . . . , m.
4. Compute mij =
{
arj /αr , i = j,
[gjj − gij ]αr/arj +∑mk=1 [gik − gjk], i /= j.
While this theorem outlines a general procedure for the joint computation of all
the πj and mij , following the computation of any g-inverse, it contains the unneces-
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sary additional computation of the elements of A (or at least its first non-zero row)
following the derivation of the elements of the g-inverse G.
We seek simple procedures to update the stationary probability vector T to ˜T
and then to update the mean first passage matrixM to M˜ (alternativelyN to N˜ ), using
a suitable g-inverse. The general approach that we take is the following:
Step 1: Select a suitable g-inverse G.
Step 2: Solve for the stationary probability vector T using the g-inverse selected.
Step 3: Solve for the mean first passage time matrix M = [mij ] (or the matrix N )
using the same g-inverse G. This permits us to determine the changes in ˜T − T.
Step 4: Solve for the stationary probability vector ˜T using e.g. Theorem 2.5, or G,
or a suitable variant.
Step 5: Solve for the mean first passage time matrix M˜ = [m˜ij ] (or the matrix N˜ )
using either the same g-inverse G (or a modification, G˜).
The approach that we use is to effect a general perturbation by a succession of
two- element perturbations. At each stage we derive the changes that occur to both
the stationary probabilities and the mean first passage times.
Suppose that we make a perturbation on the rth row of P of the form E = erT
where T = Tr = p˜Tr −pTr so that the perturbation replaces the rth row of the transi-
tion matrix P by the rth row of the transition matrix P˜ . This rank-one perturbation
will enable us to utilise Theorem 2.5 in the updating of T to ˜T.
The initial choice of G is crucial in seeking any simplification. Note that the updated
transition matrix P˜ = P + er (p˜Tr −pTr ). If we use G = [I − P + erpTr ]−1 and G˜ =
[I − P˜ + erp˜Tr ]−1 then G˜ = G and we have achieved considerable economies in
that once an initial matrix inversion has been effected no further matrix inversion is
required.
Step 1: Take G = [gij ] = [I − P + erpTr ]−1.
Step 2: An expression for the stationary probabilities πj can be expressed in terms of
the elements of pTr = (pr1, pr2, . . . , prm) and gij :
πj =
∑m
k=1 prkgkj∑m
i=1
∑m
s=1 prigis
, j = 1, 2, . . . , m. (5.1)(
Eq. (5.1) follows from (2.2) with t = er , uT = pTr since
uT[I − P + tuT]−1
uT[I − P + tuT]−1e =
T
Tt
.
Tt
Te
= T
)
.
Step 3: Expressions for the nij are given by
nij = (gjj − gij )+ (gi. − gj.)
∑m
k=1 prkgkj∑m
i=1
∑m
s=1 prigis
. (5.2)
(Eq. (5.2) follows from (2.18).)
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Step 4: An expression for the stationary probabilities π˜j are given by
π˜j =
∑m
k=1 p˜rkgkj∑m
i=1
∑m
s=1 p˜rigis
, j = 1, 2, . . . , m. (5.3)
(Eq. (5.3) follows from (5.1) by replacing prk by p˜rk since the procedure of step 1 is
mirrored with P replaced by P˜ and G replaced by G˜ = G.
Step 5: Expressions for the n˜ij are given, as in Step 3, but with pri replaced by p˜ri ,
as
n˜ij = (gjj − gij )+ (gi. − gj.)
∑m
k=1 p˜rkgkj∑m
i=1
∑m
s=1 p˜rigis
. (5.4)
Thus as long as perturbations are carried out in the same row we have a very simple
procedure for updating the stationary probabilities and the mean first passages (via
the nij ).
In matrix–vector form the above procedure is as follows:
(1) G = [I − P + erpTr ]−1 = [I − P˜ + erp˜Tr ]−1.
(2) T = (pTr G)/(pTr Ge).
(3) N = EHd −H where H = G(I − eT).
(4) ˜T = (p˜Tr G)/(p˜Tr Ge).
(5) N˜ = EH˜d − H˜ , where H˜ = G(I − e˜T).
Further H˜ −H = g(T − ˜T) where g = Ge.
Thus
N˜ −N = E(g(T − ˜T))d − g(T − ˜T). (5.5)
Note also, from (2.3) thatGer = e, and from (2.2), πr = 1/pTr Ge and π˜r = 1/p˜Tr Ge.
This leads to the following relationships between the original and updated mean
first passage times.
Theorem 5.2. If the same g-inverse G = [gij ] is used in the updating of a transition
matrix of a finite irreducible Markov chain, the following relationships hold between
the stationary probabilities and the mean first passage times for the two respective
Markov chains:
m˜ij π˜j −mijπj = (gi. − gj.)(π˜j − πj ). (5.6)
Proof. Extraction of the (i, j )th element of (5.5) leads to (5.6) since gT =
(g1., g2., . . . , gm.). 
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A more general result where the updating is carried using two different g-inverses
is the following:
Theorem 5.3. If G = [gij ] and G˜ = [g˜ij ] are two different g-inverse used to deter-
mine expressions for the stationary probabilities and mean first passage times in for
the respective finite irreducible Markov chains then the following relationships hold
between their stationary probabilities and the mean first passage times:
m˜ij π˜j −mijπj = (g˜jj − g˜ij − gjj + gij )+ (g˜i. − g˜j.)π˜j − (gi. − gj.)πj .
(5.7)
Proof. From (2.17), N = [nij ] = EHd −H where H = G(I − P) with  = eπT,
so that nij = mijπj = (gjj − gij )+ (gi. − gj.)πj , for all i, j .
Further N˜ = [n˜ij ] = EH˜d − H˜ where H˜ = G˜(I − ˜) with ˜ = e˜T, so that
n˜ij = m˜ij π˜j = (g˜jj − g˜ij )+ (g˜i. − g˜j.)πj , for all i, j .
Subtraction, n˜ij − nij , yields (5.7). 
Note that the relationships do not depend upon the nature of the updating nor on
any special interrelationship between the stationary probabilities. Note that (5.6) also
follows as special case of (5.7) when the two g-inverses are same, i.e., [gij ] = [g˜ij ].
Further, in this case we can update the mean first passage times directly as follows:
Corollary 5.3.1. Under the conditions of Theorem 5.3, if [gij ] = [g˜ij ] then, for
i /= j,
m˜ij = mij + (gij − gjj )
(
1
πj
− 1
π˜j
)
, (5.8)
with mjj = 1/πj and m˜jj = 1/π˜j .
Proof. Eq. (5.8) follows directly from (2.14). 
Consider now the special two-element row perturbation on the elements of
the rth row of the transition matrix P with T = ε(eTb − eTa ). Note that hT =
TH = ε(eTb − eTa )H = ε(hTb − hTa ) where hTi is the ith row of H . Thus we need
only determine the elements of the ath and bth rows of H , be it a g-inverse, or the
N -matrix.
Theorem 5.4. Let P be the transition matrix of an irreducible Markov chain that un-
dergoes a two-element perturbation with an increase of an amount ε to the transition
probability at position (r, b)and a decrease of an amount e to the transition probability
at position (r, a) of P. Let the initial Markov chain have stationary probabilities πj
and mean first passage times mij . The perturbed Markov chain has transition matrix
P˜ = P + E where E = er (p˜Tr −pTr ) = εer (eTb − eTa ), and stationary probabilities
π˜j and mean first passage times m˜ij .
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Then, if G ≡ [gij ] = [I − P + erpTr ]−1, we have the following expressions:
(i) πj = πr ∑mk=1 prkgkj , j = 1, 2, . . . , m, where πr = 1/∑mk=1 prkgk.,
(ii) π˜j = π˜r [πj − ε(gaj − gbj )], j = 1, 2, . . . , m, with π˜r = πr/[1 − επr ×
(ga. − gb.)], so that π˜j − πj = επ˜r [(gbj − gaj )− (gb. − ga.)πj ], j = 1,
2, . . . , m;
(iii) mij = [gjj − gij ]mjj + [gi. − gj.], for all i /= j, where mjj = 1/πj ,
(iv) m˜ij = [gjj − gij ]m˜jj + [gi. − gj.], for all i /= j, where m˜jj = 1/π˜j , so that
m˜ij −mij = [gjj − gij ]
(
1
π˜j
− 1
πj
)
.
Proof. The expressions for πj and π˜j follow as special cases of (5.1) and (5.3). For
the difference between π˜j and πj we can use one or more of the various forms for
˜T − T. In particular, from (2.8)
˜T − T = π˜rTr G(I − eT) = επ˜r (eTb − eTa )G(I − eT)
= επ˜r (gTb − gTa )(I − eT) = −επ˜r (hTb − hTa ) = −επ˜r (nTb − nTa ),
where gTi ,h
T
i , and nTi represent the ith row of G,H = G(I −) and N respectively.
Thus in element form
π˜j − πj = επ˜r (naj − nbj ) = επ˜r (haj − hbj )
= επ˜r [(gbj − gaj )− (gb. − ga.)πj ].
(Note that for j = a, naa = 0 and for j = b, nbb = 0. However this does not imply
similar values for haa and hbb since nij = hjj − hij where hij = gij − gi.πj .)
Expressions for mij and m˜ij follow from (2.14). Also m˜ij −mij follows from
(5.8). 
The matrix G = [I − P + erpTr ]−1 has special properties that can be utilised. In
particular the rth row ofG is eTr G = eTr since [I − P + erpTr ]G = I , pre-multiplying
each side by eTr and noting that eTr P = pTr ). The rth column of G is Ger = e (using
(2.3) and the fact that pTr e = 1). Thus gir = 1 for all i, while grj = 0 for all j /= r ,
with grr = gr. = 1. A simple consequence of this follows.
For i /= r ,
mir = m˜ir = gi. − 1, (5.9)
and, for j /= r ,
mrj = gjj
πj
+ 1 − gj. and m˜rj = gjj
π˜j
+ 1 − gj.. (5.10)
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Further,
mrr − m˜rr = 1
πr
− 1
π˜r
= ε(gb. − ga.). (5.11)
In general, a single row perturbation affects all the stationary probabilities. However,
from (5.9), it is clear that the mean first passage times from any state ( /= r) to state
r do not change when a perturbation is carried out in the rth row of the transition
matrix, as to be intuitively expected.
In conclusion note that when subsequent perturbations are made to another row,
say the sth row, the procedures outlined above will still hold but with G˜ taken
as [I − P˜ + esp˜Ts ]−1. This change can be effected by updating the g-inverse G =
[I − P + erpTr ]−1 to G˜ using Theorem 3.3. of Hunter [17], i.e. if, for i = 1, 2,
Tti /= 0 and uTi e /= 0, then
[I − P + t2uT2 ]−1 =
[
I − eu
T
2
uT2 e
]
[I − P + t1uT1 ]−1
[
I − t2
T
Tt2
]
+ e
T
(Tt2)(u
T
2 e)
.
(5.12)
This implies that
G˜ = [I − P˜ + esp˜Ts ]−1 = [I − esp˜Ts ]G
[
I − es
T
Tes
]
+ e
T
Tes
.
The computation of the mean first passages times in the updated chain can also
be carried out using either an updated fundamental matrix or group inverse, using
the formulae of (2.14). These approaches have been considered by Hunter [16] for
the case of a rank-one update of the form E = abT, where it was deduced that the
fundamental matrix is updated to
Z˜ = [I − e˜T + eT]Z
[
I + ab
TZ
1 − bTZa
]
.
Meyer and Shoaf [26] show, for the case of changing the ith row of P,pTi , to p˜Ti that
the group inverse is updated, (in the terminology of this paper), to
A˜# = A# + πiebTi [A# − bTi A#eiI ] − A#eibTi where bTi =
[pTi − p˜Ti ]A#
1 + [pTi − p˜Ti ]A#ei
.
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