Phase separation in polymer blends is an important process. However, the compositions of the coexisting phases can only be predicted by numerical methods. We provide simple analytical expressions which serve as good approximations for the compositions after phase separation of binary homopolymer blends. These approximations are obtained by a stationary dynamics approach: we calculate the compositions of two polymer mixtures such that the stationary diffusion between these distinguishable mixtures vanishes. For the diffusion equations we employ composition-dependent diffusion coefficients, as derived according to the slow-and fast-mode theory from the Flory-Huggins free energy. The analytical results are in good agreement with exact ͑numerically calculated͒ binodal compositions. Our coexistence curves are more accurate than some conventional approximations. Another advantage of the stationary dynamics approach is that it is not only applicable to binary polymer blends or polymer solutions, but also to symmetrical multicomponent blends. The same diffusion coefficients may be used to obtain the exact spinodal compositions in multicomponent systems.
I. INTRODUCTION
Phase equilibria in polymer solutions and polymer blends are of great interest since in many instances different macromolecular species are combined to obtain materials with favorable properties. The implications of the phase behavior, such as the stability of polymer solutions and blends, is important not only in manufacturing and processing of materials, but also in their applications.
The great interest in the phase diagrams has led to a variety of simulation methods which were exclusively developed for the determination of coexistence curves. De Pablo et al. present a clear overview of the simulation methods ͓1͔. One easy and robust way to obtain the compositions of coexisting phases is by Panagiotopoulos' Gibbs ensemble simulations ͓2,3͔. This method needs n simulation boxes if n phases may coexist at the imposed temperature and overall composition. The Monte Carlo movements in the simulation allow subsequently the displacement of particles (NVT simulations͒, adjustment of the volumes (NPT simulations͒, and of the number of particles (VT simulations͒ in each of these n boxes. The boxes are in contact due to the condition that particles and volume are exchanged, so that N, V, and T are constant for the total of all boxes. Equilibrium is obtained when the pressure and chemical potentials are the same in all boxes. The computation time may be decreased by performing the simulation on a lattice, but then the volume exchanges need some extra attention ͓4,5͔. The strength of the Gibbs ensemble method lies in the absence of interfaces: only bulk phases are simulated. One single simulation box containing two coexisting phases plus the interface in between would soon suffer from finite-size effects, especially near the critical point. However, problems arise in the Gibbs ensemble method when it is applied to macromolecules, since particle exchanges become extremely difficult. The acceptance probability of these exchanges may increase if chains are inserted by a growth process, known as the configurational-bias method ͓6,7͔. Other approaches to circumvent the insertion problem were proposed by Escobedo ͓8͔ and by Brennan and Madden ͓9͔. The Gibbs ensemble simulation result is a good starting point for the GibbsDuhem integration scheme ͓10-12͔, which constitutes an efficient search for coexisting phases.
There are some attempts to find the coexistence curve by simulations in one cell only. The configurational-biasvaporization method ͓13,14͔ and the adhesive-wall method ͓15͔ simulate the coexisting phases with their interface. The histogram reweighing method ͓16,17͔ is a powerful tool to find the coexistence curves by a limited number of simulations in which the interfaces need not be present.
This large number of attempts to find coexistence curves in polymer fluids indicates the importance of the issue. One general feature of such simulation methods is that one needs to start with a good estimate of the compositions of the coexistent phases. Such an initial guess might be obtained from a series of ͑time-consuming͒ trial simulations ͑e.g., by virtual Gibbs ensemble simulations ͓18͔͒ or from simple analytical expressions. Some analytical expressions are available in the literature. We review them in the following section. In Sec. III we explain our ''stationary dynamics approach'' to obtain analytical approximations for coexistence curves. In this approach, we look for the compositions of two mixtures at which the stationary flux between these mixtures vanishes. We show that this approach in principle yields the exact binodal compositions when the equations are solved numerically. However, when the equations are solved analytically only an approximation is obtained due to the analytically inaccessible discontinuity in the diffusion profiles. We apply this approach to binary and symmetric multicomponent blends. Our analytical coexistence curves from the stationary dynamics approach are compared with other approximations and with exact results in Sec. IV. It is found that our approach, which is applicable for a wide range of polymer blends, yields better approximations than those available from literature. Spinodal curves are strongly related to the *Electronic address: Sonja.Engels@wur.nl coexistence curves. Sec. V shows that the exact spinodals of binary and multicomponent polymer blends may be obtained from our flux expressions. Sec. VI summarizes our findings.
II. ANALYTICAL BINODAL COMPOSITIONS
In this section, we focus on binary blends of homopolymers A and B. The approximations that are available from the literature apply the Flory-Huggins theory to find an expression for the chemical potential. This theory is simple and sometimes of limited use for experimental purposes, but it is still widely applied to understand phase behavior. It is used as a reference for newly developed models and it has served as the basis of new approaches ͓19-23͔. Our stationary dynamics approach is not limited to the use of Flory-Huggins theory. We use this only to compare with the approximations available in the literature.
The free energy of mixing per lattice site for incompressible homopolymer mixtures in the Flory-Huggins model is
Here, i and N i denote the volume fraction and the chain length ͑that is, the number of constituent segments͒ of polymer i, respectively, and the parameters i j quantify the repulsive (Ͼ0) or attractive (Ͻ0) net interactions between segments i and j. Solvents are simply described as molecules with Nϭ1. Due to the assumption of incompressibility, the Helmholtz ͑f͒ and Gibbs ͑g͒ free energies differ only by a constant. We are looking for the binodal compositions, i.e., the volume fractions of both components in the two phases (␣ and ␤) that coexist at thermal equilibrium, for a given set of 's. 
where the pure phase A was taken as the reference point. 
͑4͒
Numerical methods need good initial guesses to avoid divergence ͓24͔ for which analytical approximations are very helpful. We review three analytical approximations for the binodal compositions taken from the literature. Only one of these is generally applicable, the others are either for symmetrical blends (N A ϭN B ϭN) or for polymer solutions (N B ϭ1) only. In the following discussion we need some extra quantities which may easily be derived from the FloryHuggins free energy expression for a binary system. These are the spinodal compositions A spin ϭ1Ϫ B spin that follow from the spinodal condition ‫ץ(‬ 2 G/‫ץ‬ 2 ϭ0) and the critical composition and critical interaction parameter which are given by the critical condition
Here, we introduced parameters k and b defined by
The parameter k crit is the value of parameter k after substitution of ϭ crit into Eq. ͑8͒:
͑10͒
A. Approximation for symmetrical blends
We first consider an analytical approximation for binodal compositions in blends that consist of two homopolymers with equal chain lengths (N A ϭN B ϭN) . The compositions are calculated by minimization of a Ginzburg-Landau expansion for the Flory-Huggins free energy ͓25͔. The minimization is preceded by expanding the entropic contribution in terms of the order parameter ⌿ϭϪ crit , which must be close to zero. This means that the system should be not far from its critical point. The minimization itself is carried out according to variational calculus. The result is therefore the coexistence curve according to a free energy functional that merely serves as an upper bound for the real free energy. Here we are only interested in the approximation for the binodal compositions,
but the procedure provides the complete composition profile between two liquid phases. It is known as the van der Waals theory of liquid/liquid interfaces.
B. Approximation for polymer solutions
For a polymer A in a solvent B we have N A ϭN and N B ϭ1. The analytical approximation considered here provides only the binodal composition of the polymer-rich phase. The key element of this approximation is the assumption that the polymer-rich phase ␤ coexists with a very dilute phase ␣ which is essentially pure solvent. In other words, B is assumed to be equal to zero in both phases so that the composition of the concentrated phase must obey
͑12͒
This assumption results in an underestimation of the polymer content in the concentrated phase, in particular for small values of and for chains that are relatively short. This can immediately be seen by inspection of B as a function of A ͓9͔. An analytical approximation for Eq. ͑12͒ in the longchain limit is obtained by neglecting the term 1/N and expanding the logarithm, assuming small A even in the polymer-rich phase, which is valid for N→ϱ and small ( Ϫ crit )ϭ(Ϫ1/2). If the expansion is truncated after the term proportional to ( A ␤ ) 3 , we obtain for the binodal composition of the polymer-rich phase:
Truncation after the next term still results in an analytical expression:
Due to the truncation, these approximations are overestimations of the underestimating Eq. ͑12͒. The result of this error compensation will be shown in Sec. IV. The assumption that a concentrated polymer solutions coexists with pure solvent forms the basis for an osmotic Gibbs ensemble simulation technique that circumvents the necessity for insertion and deletion of macromolecules ͓9͔.
C. Approximation for all binary mixtures
Sanchez ͓26͔ has derived an approximation for FloryHuggins coexistence curves that is valid both for symmetrical and asymmetrical binary blends as well as for polymer solutions. His derivation is based upon a Landau-type expansion of the free energy around the critical interaction parameter crit and the critical composition A crit . He assumed that close to the critical point the binodal compositions are equidistant from the critical composition:
Combining the Landau expansion with this assumption, the equilibrium condition ( A ␣ ϭ A ␤ ), and the spinodal condition
) results in a simple relationship between the coexistence curve and the spinodal, which is known as the root-three rule:
where
Substituting Eqs. ͑5͒ and ͑6͒ into Eq. ͑15͒ yields for the root-three approximation for binodal compositions ͑denoted by A (ͱ3) ):
III. STATIONARY DYNAMICS APPROXIMATION
Our approach to find an approximation for the coexistence curve for given is completely different from the approaches in Sec. II. We consider two polymer mixtures that differ in their compositions and that are brought into contact as shown in Fig. 1 . It is assumed that these mixtures are infinitely large and ideally stirred, so that their compositions do not change in time. Generally, a diffusion flux will occur between these mixtures, driven by the concentration gradients, or, more precisely, by the chemical potential gradients. This is the key idea of our approach: if the compositions of the mixtures are chosen such that the mixtures represent coexisting phases, there is no diffusion flux. This statement cannot be inverted: the diffusion flux may also be absent for other compositions than that of coexisting phases, the trivial case being equal compositions for both mixtures. In the stationary situation, there is no accumulation of material within the contact zone between the two mixtures, and the fluxes are constant in time. Thus we can assign one value to the flux of each polymer in the stationary state. Our approach is to find those compositions that result in vanishing stationary fluxes FIG. 1. Schematic picture of the system that is used to obtain approximations for binodal compositions: two ideally stirred mixtures in contact and a composition profile in between. There is no flux if the mixtures are coexistent at equilibrium. for all polymers. A similar idea forms the basis of a numerical algorithm to obtain phase diagrams ͓27͔. The analytical approximations for binodal compositions that we find from this stationary dynamics approach ͑SDA͒ will be denoted by A SDA .
We first need to derive expressions for the segment fluxes ͑Sec. III A͒, where we consider only one-dimensional diffusion perpendicular to the interface between the two mixtures. We will present the equations for stationary fluxes according to two different diffusion mechanisms. The assumptions about the diffusion mechanism are critical; they do not have an effect on the exact numerical results, but they determine whether it is possible to obtain an approximation for the coexistence curve.
The flux can be written in terms of Onsager coefficients and driving forces so that we generally have
The function f () depends on the diffusion mechanism as will be seen in Sec. III B. In the stationary state, the flux is a constant so that integration of Eq. ͑17͒ from zϭz 1 to zϭz 2 yields for vanishing stationary fluxes
At least one of the solutions of this equation yields the exact binodal compositions, independent of the function f (). This is because ͐ ϭ␣ ϭ␣ f ()d always equals zero; one of the solutions of Eq. ͑18͒ is found for (z 1 )ϭ(z 2 ), which is the requirement for binodal compositions at z 1 and z 2 . However, an analytical approach requires the fluxes to be rewritten in terms of diffusion coefficients D :
͑19͒
Now the function f () determines ͑together with the chosen expression for the chemical potential͒ whether this equation can be solved analytically or not, and if it can be solved analytically, it determines the accuracy of the approximation. If the function f () is a constant, Eq. ͑19͒ requires a numerical calculation. If f () is not a constant, analytical solutions may be possible, but numerical calculations still yield the exact binodals, since Eq. ͑19͒ is equivalent to Eq. ͑18͒. The discrepancy between the numerical and analytical solutions of Eq. ͑19͒ originates from the shape of the volume fraction profiles between z 1 and z 2 ; numerical profiles show a discontinuity while the analytical profiles have a loop. This is shown in Fig. 2 for a binary system. The numerical profiles are calculated by the mean field stationary dynamics method ͓28͔ and the analytical profiles by solving Eq. ͑19͒ with the help of a simple form for the diffusion coefficient, presented later in Eq. ͑27͒. The analytical computation yields the inverse of the volume fraction profile z( A ) instead of A (z).
Since analytical solutions will never yield the discontinuous jumps, we only obtain an approximation for the exact binodals by analytically solving Eq. ͑19͒. The discontinuous jumps are a consequence of our simple definition for the segmental chemical potential, necessary for the analytical approach; this definition yields the correct value in the bulk phases but implies a simplification in the interfacial region. A more sophisticated expression of this potential, presented in Ref.
͓28͔, yields continuous profiles without any loop.
We will see in Sec. III B that Eqs. ͑18͒ or ͑19͒ is a sufficient condition for vanishing stationary fluxes between positions z 1 and z 2 , but only a necessary condition for coexisting phases at these positions. We will need an additional criterion for coexistence.
A. Flux expressions
The expressions for the fluxes between polymer mixtures can be derived along the lines of the well-known fast-mode ͓29,30͔ and slow-mode ͓31͔ models. Experimentalists have tried to verify the predictions of each model, but there is no definite preference for any of them: some experiments are more consistent with the slow-mode model ͓32,33͔, others with the fast-mode model ͓34,35͔. For a more detailed discussion, see Ref. ͓28͔ .
The diffusion models were originally developed for binary blends, but may easily be generalized to multicomponent blends as shown in Ref. ͓28͔ . Here, we only present the results. In order to describe the diffusion on the scale of segments, the segment chemical potentials * are needed. They are simply calculated by dividing the chemical potential of a chain by the number of chain segments N. This is an approximation since it is assumed that all segments of one chain have the same environment, although in the interfacial region the mixture is inhomogeneous on the length scale of the chain. In both diffusion models the segment fluxes satisfy the relation
where the summation is taken over all segment types i. cording to the slow-mode model, the system is incompressible and it is assumed that segments A diffuse by exchanging their positions with the positions of segments of type B,C,D, . . . . The fluxes are then given by
͑21͒
The fast-mode model assumes that there is an additional flux of segments due to drift flow. This results in fluxes that are expressed by
͑22͒
The difference between these two equations is thus a different prefactor of ͚⌳": the volume fraction in Eq. ͑22͒, and an ''Onsager fraction'' in Eq. ͑21͒. In the above equations ⌳ A is an Onsager coefficient, which can be expressed in terms of the mobility coefficient B A of segments A:
The mobility coefficients may reflect the influence of entanglements on the dynamics of chains. This can be accounted for by considering the mobility coefficients to be a function of the monomer concentrations and chain lengthsn ͓29,28͔. However, in this study we consider the mobility coefficients B as being constant. Since we are interested in equilibrium properties of the blends, the choice of mobility coefficients should not be critical. In Sec. III C we explore the influence of segment mobilities on the approximations for binodal compositions. Note that the slow-mode and fastmode expressions become identical if all segments have the same mobility B A ϭB B ϭ•••ϭB . In the following we apply the stationary dynamics approach to binary and multicomponent blends. We simply use the Flory-Huggins expression for the segment chemical potential, since it allows direct comparison with the approximations discussed in Sec. II. In principle, any expression for the segment chemical potential could be chosen, as long as Eq. ͑19͒ can be solved analytically.
B. Application to binary blends, B A ÄB B
We first apply the stationary dynamics approach to binary blends. For binary blends with B A ϭB B ϭB we have according to Eqs. ͑21͒ and ͑22͒
͑24͒
Thus a vanishing stationary flux corresponds to
͑25͒
For the third equality we used the Gibbs-Duhem equation ( ͚ i i d i ϭ0) and A ϩ B ϭ1. We see that the flux vanishes if A *(z 1 )Ϫ B *(z 1 )ϭ A *(z 2 )Ϫ B *(z 2 ), or in other words if ⌬ A *ϭ⌬ B * , where ⌬*ϭ*(z 2 )Ϫ*(z 1 ). This occurs ͑i͒ if mixtures 1 and 2 are identical, ͑ii͒ if they are coexistent or, ͑iii͒ if the driving force for diffusion of segments A is nonzero and the same ͑equal and in the same direction͒ as for segments B. In the third scenario none of the segments will be able to diffuse due to the incompressibility constraint ͓Eq. ͑20͔͒. This scenario can only occur if at least one of the two mixtures is not stable ͑i.e., inside the binodal͒, since different stable mixtures always have different chemical potentials if the mixtures are noncoexistent.
Comparing Eq. ͑25͒ with Eq. ͑18͒ we find that in this case the function f () in Eq. ͑18͒ is given by
and by using Eq. ͑19͒ and the Flory-Huggins chemical potential we find for D ():
͑27͒
The function f ( A ) is linear in A , which allows an analytical expression for the stationary flux according to J ϭϪ͐D d A :
where C ϭ 2 3 B k B T/͓z 2 Ϫz 1 ͔. There may exist many combinations of A1 and A2 for which the stationary flux vanishes. One of these combinations is the trivial case of identical blends ( A1 ϭ A2 ), another combination must be the coexisting blends ( A1 ϭ A ␣ and A2 ϭ A ␤ or vice versa͒, the remaining combinations must have either
To find the best approximation for coexisting phases at z 1 and z 2 , we need an extra criterion in addition to the requirement
in particular for N A N B . Therefore it is convenient to inspect the general plot of the stationary flux vs the composition of mixture 2 for given A1 ͑see Fig. 3͒ Fig. 3 correspond to the spinodal composition of mixture 2. Also, ‫ץ‬ 2 J A stat ‫ץ/‬ A2 2 ϭ0 for A2 ϭk; the inflection point lies halfway the two local extrema. Hence, the position of the two extrema and the inflection point in between do not depend on A1 . In fact, upon changing A1 the curves translate vertically, as follows from Eq. ͑28͒.
Depending on the choice for A1 the curve has either one, two, or three zero points. These points are indicated by the numbers 1, 2, and 3 for A1 ϭ0.22. Point 3 corresponds to A2 ϭ A1 , points 1 and 2 can be found by solving the quadratic equation ͑29͒. If mixture 1 has a binodal composition ( A1 ϭ A ␣ ) the three zero points are A2 ϭ A ␣ ͑point 3͒, A2 ϭ A ␤ ͑point 1͒, and A ␤ Ͻ A2 Ͻ A ␣ ͑point 2͒. This zero point 2 gives the necessary condition for coexisting phases in addition to Eq. ͑29͒. It must represent the situation that ⌬ A *ϭ⌬ B * 0. The additional condition is that A2 must have a certain given value ͑that of zero point 2͒, so that Eq. ͑29͒ is obeyed only if mixture 1 has a binodal composition. We look for the appropriate value of zero point 2 in Sec. III B 2 after exploring the approximation for symmetrical systems in the following section. ͉. In other words for symmetrical systems the zero point 2 in Fig. 3 is also the inflection point. Thus for symmetrical blends the stationary flux vanishes if mixture 1 has a binodal composition, and mixture 2 has either the same composition ͑point 3͒, or the coexisting composition ͑point 1͒, or the composition of the inflection point ( A2 ϭk, point 2͒. Hence, instead of selecting A2 ϭ1 Ϫ A1 as the additional criterion, we could have selected A2 ϭk. Indeed, substitution of A2 ϭkϭk crit ϭ 1 2 into Eq. ͑29͒ yields the same approximation for the binodal compositions as presented by Eq. ͑30͒.
B A ÄB B and N A ÅN B
We do not have a simple relation between A ␣ and A ␤ for N A N B which could be used as the necessary criterion in addition to Eq. ͑29͒. We propose two alternative additional criteria for vanishing fluxes if mixture 1 has a binodal composition: A2 ϭk or A2 ϭk crit . For N A ϭN B these criteria are identical and they yield the approximation as presented in Eq. ͑30͒. Both criteria obey the requirement that J A stat ( A2 ) has three intersections with the line J A stat ϭ0 if mixture 1 has a binodal composition, since both k and k crit are somewhere between the two spinodal compositions which correspond to the local extrema of the curve.
The first choice for the additional criterion ( A2 ϭk) is related to the inflection point of J A stat ( A2 ). By taking this criterion, we assume that we must vertically translate the curve J A stat ( A2 ) until the inflection point is also a zero point of J A stat . The other zero points are then supposed to be the binodal compositions.
The alternative choice for the additional criterion ( A2 ϭk crit ϭ A crit ) is related to the observation in Eq. ͑25͒ that the stationary flux vanishes if ⌬ A *ϭ⌬ B * . By taking this criterion we assume that both components in a mixture with a binodal composition feel the same driving force for diffusion when the other mixture has a critical composition. This is equivalent to the assumption that the chemical potential difference between the two components A *Ϫ B * is equal in the binodal and the critical compositions.
We also based the selection of these two criteria on numerical calculations of the stationary flux. By use of the mean field stationary dynamics method ͓28͔ the flux can be calculated exactly according to Eq. ͑18͒. In these numerical calculations ͑also based upon the Flory-Huggins free energy functional͒, mixture 1 was kept at the binodal composition A ␣ . We varied the composition of mixture 2 between A2 To select the best of our two additional criteria, we observe that the first ( A2 ϭk) yields the same result as obtained in Eq. ͑30͒: A SDA ϭkϮ 1 2 bͱ6. A weak aspect of this criterion is that the resulting binodal compositions are both equally far from the spinodal compositions, which is not true for real binodal compositions. We therefore select the alternative ( A2 ϭk crit ) as the necessary condition for a binodal composition of the mixture at the right hand side. Substitution of A2 ϭk crit into Eq. ͑29͒ yields the stationary dynamics approximation for binodal compositions in binary blends with N A N B and B A ϭB B :
We have compared this approximation with the approximation obtained from A2 ϭk in plots similar to those to follow in Sec. IV. Indeed, A2 ϭk crit yields a better approximation than A2 ϭk although the numerically calculated flux has zero point 2 closer to k than to k crit .
C. Application to binary blends, B A ÅB B
The segment mobilities enter the expressions for the stationary flux via the function f (), and may thereby determine whether an analytical prediction of the binodal compositions is possible or not.
Slow-mode diffusion mechanism
From Eq. ͑21͒ we find for the slow-mode flux 
Fast-mode diffusion mechanism
The fast-mode stationary flux for binary systems is given by
In combination with the Flory-Huggins potentials, this function only provides an analytical solution for
D. Application to symmetrical multicomponent blends
We now consider symmetrical systems containing K components. The symmetry in these systems arises from requirements on chain lengths and interaction parameters: N i ϭN᭙i and i j ϭ᭙i, j i. Moreover, we assume B i ϭB ᭙i. At the corners of the K-phase region the volume fractions of (KϪ1) components are equal to co , and one component has volume fraction 1Ϫ(KϪ1) co . It is our aim to find co as function of N. The exact solution is numerically available from ͓36͔: For our approach we write the flux by use of either Eq. ͑21͒ or ͑22͒ and the Gibbs-Duhem equation as
͑37͒
In analogy to the approach for binary blends, we find for the mutual diffusion coefficients D Ai
͑38͒
The Kronecker delta ␦ AB equals unity for AϭB and is zero otherwise. The superscript ͑K͒ indicates that K is written as 1Ϫ ͚ i K i , which is necessary in the calculation of the total differential in Eq. ͑37͒. We assume that we should always find the same compositions for the coexisting phases independent on the profiles of components B,C, . . . ,KϪ1 at the interface between these phases. In other words, we substitute " i ϭ0 for all i A,K into Eq. ͑37͒ so that J A ϭϪD AA (K) " A . We need to calculate co for which
co and i1 ϭ i2 ϭ co ᭙i A,K. Again ͓as for the binary systems, Eq. ͑28͔͒ the result is a cubic equation in co . One root of this polynomial is known: the flux should at least vanish if all components have the same volume fractions, thus co ϭ1/K. The two remaining roots are then found to be co ϭ 1
͑39͒
Only one of these two roots is a valid approximation ͓unless Kϭ2 for which co reduces to Eq. ͑30͔͒. Since the K-phase region increases with N, co must decrease with N. We must therefore use the minus sign in Eq. ͑39͒.
We can also find approximations for the compositions at the corners of (KϪ1)-phase regions ͑for KϾ2). At these corners, one minority component has volume fraction m , (KϪ2) components have volume fractions co , and the volume fraction of the last component is 1Ϫ m Ϫ(KϪ2) co . We want to obtain co as a function of m and N. The exact solution can be calculated numerically from ͓36͔
Taking the integral of the mutual diffusion coefficient and substituting two corner compositions into the result yields a cubic equation in co . One root is given by
͑41͒
This reduces to Eq. ͑39͒ for m ϭ co .
IV. RESULTS
The performance of our approximations for the binodal compositions can easily be evaluated by comparing them with the numerically calculated binodal and with other approximations. In this section, we only consider our approximations for systems with equal segment mobilities for all components, so that the fast-and slow-mode models are identical.
A. Symmetric binary blends
In Fig. 5 we have plotted three binodals ͑coexistence curves͒. The use of the variable N allows to cover all possible symmetrical binary systems at once. Curve 1 is the exact binodal, curve 2 is our approximation ͓Eq. ͑30͔͒, which in this case equals the root-three rule approximation, and curve 3 is the approximation obtained by the van der Waals theory of fluid interfaces ͓Eq. ͑11͔͒. It is seen that all approximations perform well for systems not too far from their critical point (Nϭ2) and that our approximation ͑or the root-three rule͒ is significantly more accurate than van der Waals' approximation for larger N. Curve 1 is the exact binodal ͓Eq. ͑4͔͒, curve 2 is our analytical approximation ͓Eq. ͑30͔͒, which in this case equals the root-three rule approximation ͓Eq. ͑16͔͒, curve 3 is the analytical van der Waals approximation ͓Eq. ͑11͔͒.
B. Asymmetrical binary blends
Figures 6͑a͒-6͑d͒ illustrate the performance of our approximation for some typical examples of asymmetrical binary blends. The dots in these figures always represent the exact binodals, the solid curves correspond to our approximation given by Eq. ͑31͒, and the dashed curves to the rootthree rule. In Fig. 6͑a͒ the chain lengths do not differ too much, and our approximation almost coincides with the rootthree result. Moreover, the accuracy of our approximation is comparable to that for symmetrical systems. With increasing N A /N B the discrepancy between our approximation and the root-three result increases, in particular for the branch of the coexistence curve that corresponds to the phase that is relatively rich in the longer chains. Our approximation is more accurate for this branch. For the other branch ͑dilute in the longer chains͒, the root-three rule is slightly more accurate than our approximation, but the difference is very small. Both approximations for the diluted branch fail for high , since they predict negative volume fractions.
We can also compare our approximation with the approximations for polymer solutions ͓Eqs. ͑13͒ and ͑14͔͒. In Figs.  6͑c͒ and 6͑d͒ (N B ϭ1) , where the polymer in solution has chain lengths 100 and 1000, respectively, we see that our approximation is much more accurate than A sol(i) and A
sol(ii)
͑dotted lines͒. The accuracies of A sol(i) and A sol(ii) increase with N A . We may substitute N A →ϱ into Eqs. ͑12͒-͑15͒ and ͑31͒ and then write for each approximation as function of A . In Fig. 7 the results for infinitely long chains in a monomeric solvent are compared for all approximations. Taking the most accurate equation ͓the underestimating Eq. ͑12͔͒ as the reference, it is concluded that our stationary dynamics approach yields the best approximations also for N A →ϱ.
C. Symmetric multicomponent blends
In Fig. 8 we compare our approximation ͓Eq. ͑41͔͒ with the exact results ͓Eq. ͑40͔͒ for two-phase regions in symmetrical three-component blends. The smaller N, the better our approximation. The product N needs to be sufficiently large for the existence of a three-phase region. Figure 9 gives the result for the lowest possible N, which is 2ln4ϭ2.77 ͓36͔. In this case there is a large discrepancy between our approximation ͓Eq. ͑39͔͒ and the exact result ͓Eq. ͑36͔͒, in line with the conclusion above that our model becomes worse for high N. 
V. SPINODAL COMPOSITIONS DERIVED FROM FLUX EXPRESSIONS
Spinodal compositions are strongly related to the binodal compositions. In phase diagrams, the stable and metastable mixtures are separated by the binodal line, while the metastable and unstable mixtures are separated by the spinodal line. Spinodal compositions are sometimes calculated numerically ͓36͔, although they may be calculated analytically ͑also for multicomponent systems͒ by Gibbs' determinant approach ͓37͔. We show that exactly the same spinodal compositions are obtained by means of our flux expressions.
Suppose that at some value of z the volume fractions and their gradients are such that J i (z)ϭ0 for all i. ͑Note that we now turn to z-dependent fluxes, in contrast to the stationary fluxes considered in the search for binodal compositions.͒ At this z a component does not ''know'' in which direction it should diffuse, although there may still exist gradients in the segment chemical potentials. This indicates that the composition of the blend at z may obey the spinodal conditions. Here we show that indeed the spinodal is found by requiring that all fluxes are zero at the same position z.
We first consider binary blends. The slow-and fast-mode fluxes ͓Eqs. ͑21͒ and ͑22͔͒ may be written in terms of only one segment chemical potential by applying the GibbsDuhem equation
Due to the condition in Eq. ͑20͒, both components have zero flux at zϭzЈ if
The function f (z) is different for the slow-and fast-mode models. It is determined by the factors in front of " A * in mode or the fast-mode model. Following the procedure for binary blends, these diffusion coefficients are written as
These expressions are found by substituting the GibbsDuhem equation and the total differential of i * into the flux equations ͑21͒ and ͑22͒. Here, x i j is an element of the (n ϫn)-matrix X n and it is equal to ‫ץ(‬ i ‫ץ/*‬ j ) m j . After some matrix manipulations ͑see Appendix͒ it is found that the fluxes are all equal to zero if
Since all terms in the summations are definite positive, the fluxes are found to be zero only if any of the components vanish or if
which is exactly the spinodal condition for homopolymer blends containing nϩ1 components ͓37͔. Both diffusion mechanisms result in the same spinodal. It is easily verified that Eqs. ͑48͒ and ͑49͒ are indistinguishable if all segments have the same mobilities, that they reduce to Eq. ͑44͒ for binary blends, and that their solutions are independent of the segment mobilities.
VI. CONCLUSIONS
The stationary dynamics approach is in principle an exact approach to obtain the compositions of coexisting phases. The binodal curves result from calculating the compositions of two distinguishable mixtures such that ͑i͒ there is no diffusion between these mixtures in the stationary state and ͑ii͒ an appropriate additional criterion is satisfied. For binary blends with N A ϭN B this additional criterion is A ␤ ϭ1Ϫ A ␣ . In our approximations we took as a general additional criterion ͑both for symmetrical and asymmetrical binary blends͒ that the stationary flux also vanishes between a binodal mixture and a critical mixture, assuming that for this situation the chemical potential differences are approximately equal for both components.
The stationary dynamics approach becomes an approximation when the fluxes, written in terms of diffusion coefficients, are calculated analytically instead of numerically. The analytically calculated function z( A ) is not an injection if Ͼ crit ͑i.e., one value of z may have several values for A ) so that the analytical volume fraction profile between two mixtures is necessarily unrealistic. The expressions for the diffusion coefficients require a choice for the diffusion mechanism as well as a choice for the chemical potentials as a function of the volume fractions. These choices determine whether an analytical approach is possible or not, and the diffusion mechanism determines the accuracy of the approximated binodals, although the numerical results will always remain exact. The slow-or fast-mode diffusion mechanism in combination with the Flory-Huggins chemical potential yields an analytical approximation for the binodals when all segments have the same mobilities. This approximation for symmetrical blends (N A ϭN B ) is equal to the root-three approximation, and more accurate than the van der Waals approximation. For blends with N A N B , our approximation is more accurate than the root-three rule as to the composition of the phase that is relatively rich in the longer chains, and comparable as to the other ͑diluted͒ phase. Our stationary dynamics approximation is also more accurate than the approximations for polymer solutions obtained by assuming that the dilute phase is essentially pure solvent. The stationary dynamics approach also yields approximations for coexisting phases in symmetrical multicomponent systems, but the accuracy decreases as the number of coexisting phases increases. Our approximations may serve as good initial guesses for the search of coexisting phases by numerical calculations or simulations. Probably, the stationary dynamics approach may also yield analytical approximations if it is combined with other diffusion mechanisms than the fast-or slow-mode mechanisms or when it is applied to another chemical potential than the Flory-Huggins potential.
We also analyzed the fast-and slow-mode flux expressions for a specific nonstationary situation. If two mixtures have arbitrary compositions, it may occur that all fluxes are zero at some moment t* at some place z* between these mixtures. This occurs if the composition at t* and z* corresponds to a spinodal composition. Therefore, the spinodal compositions may be calculated for systems with nϩ1 components from the condition ͉D n ͉ϭ0, where the matrix D n contains nϫn diffusion coefficients D . Both the slow-mode and the fast-mode models yield exactly the same spinodal as calculated by Gibbs' condition ͉X n ͉ϭ0, with elements x i j ϭ‫ץ‬ i ‫ץ/*‬ j .
