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Abstract
We present an analytic approach on how to solve the problem
|∇u| = f(u), ∆u = g(u), in connected domains Ω ⊆ Rn.
1 Introduction
The study of isoparametric families of hypersurfaces – a term used by Levi-
Civita in a paper published in 1937 – traces back to the early 1900s and a
problem in geometric optics. The following situation was considered by Laura
and Somigliana. Suppose that u satisfies the wave equation in R3 and that
for any fixed time, the level sets {u = c} are parallel. Laura had discovered
that the possible level surfaces are strongly restricted, and Somigliana then
solved the problem completely by proving that they are either parallel planes,
concentric spheres, or coaxial cylinders. The consequence is that wave fronts
are parallel only in very special cases. Considering the simple conditions, the
proof of this seemingly simple result, is fascinatingly rich and complex. The
problem becomes even more challenging when generalized to Rn, and this
will be the topic of our paper.
The details, and more on the history and the modern development of
the subject, can be found in the survey [Tho00] by Thorbergsson. We only
mention that the result in space forms with constant negative curvature is
more or less the same as for Euclidean space. On the other hand, in Sn the
problem is significantly harder. See [Miy13] and [Sif17].
The word “parallel” can be replaced with the condition that |∇u| is con-
stant on the level sets. A smooth function u : M → R on a Riemannian
1
manifold M is therefore called isoparametric if there are functions f and g
so that
|∇u| = f(u) and ∆u = g(u). (1.1)
A regular level set of an isoparametric function is called an isoparametric
hypersurface.
On a general manifold, the gradient ∇u and the Laplacian ∆u has to be
interpreted in the proper way as the first, and second differential parame-
ter. However, in this paper we shall only be concerned with the standard
interpretations in Rn.
According to [Tho00], the classification of isoparametric hypersurfaces in
Euclidean space Rn was first done by Segre in 1938. He effectively shows
that the result of Somigliana still holds true for n > 3.
Theorem (Segre). A connected isoparametric hypersurface in Rn is, upon
scaling and an Euclidean motion, an open part of one of the following hyper-
surfaces:
a) a hyperplane Rn−1,
b) a sphere Sn−1,
c) a generalized cylinder Sk−1 × Rn−k, k = 2, . . . , n− 1.
The purpose of our paper is to give a detailed, self-contained, and analytic
proof of this result. We shall examine the regularity assumptions on u, f , and
g closely, and state the conclusion globally by giving an explicit formula for
u : Ω→ R in connected domains Ω ⊆ Rn. It is perhaps surprising that u does
not depend on g. This means that f and g are not independent and there will
be no solution to the equations (1.1) unless there is a constitutional relation
in the data. We feel that several of these issues have not been completely
setteled in the literature.
In the definitions above, one considers only regular level sets. That is,
it is assumed that ∇u 6= 0 or, equivalently, f > 0. We shall not relax on
this condition, and it should then be noted that the theorem excludes the
smooth isoparametric function x 7→ |x|2 in any domain Ω ⊆ Rn containing
the origin.
As a new feature, it is shown that the theorem also holds in the modern
viscosity sense when (1.1) is interpreted as a system of elliptic PDE’s. Some
care has to be taken in the setup because there is a subtle difference between
the two equations |∇u| − f(u) = 0 and f(u) − |∇u| = 0 from the viscosity
point of view. It turns out that the variant sgn(g(u))
(
f(u) − |∇u|
)
= 0
works when we define sgn(t) = 1 for t ≥ 0 and sgn(t) = −1 otherwise. For
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the definitions and the elementary theory of viscosity solutions, we refer to
[Koi04].
The theorem has two conclusions depending on whether the 1-Laplacian
∆1u :=
∆u−∆N∞u
|∇u|
vanishes or not at some point in Ω. Here, ∆N∞u := |∇u|
−2∇uHu∇uT is the
normalized infinity-Laplacian. The 1-Laplacian measures the mean curvature
of the level sets of u. In the first case we show that u is a function only of qTx.
The immediate consequence is Part a) of Segre’s Theorem above. The second
case corresponds to the Parts b) and c) as we show that u is a function only
of |R0(x− x∗)|. Here we must have x∗ ∈ R
n \ Ω, so this case is not possible
if one starts with Ω = Rn. The quantity R0 is a symmetric n× n projection
matrix with rank, or dimension, trR0 = k for some 2 ≤ k ≤ n. The class of
symmetric projection matrices will be central in this paper and we shall use
the notation
Pr(n) := {R ∈ S(n) |RR = R} .
It consists of the k-dimensional subclasses
Prk(n) := {R ∈ S(n) |RR = R, trR = k} , k = 0, . . . , n.
Note that Prn(n) = {I} which means that u is a translated radial function
when k = n.
Theorem. Let Ω ⊆ Rn, n ≥ 2, be open and connected. Suppose there is a
function u ∈ C2(Ω) and two one-variable functions f > 0 and g such that{
|∇u| = f(u),
∆u = g(u),
in Ω. (1.2)
Then f ∈ C1(I) and g ∈ C(I) where I := u(Ω) ⊆ R is an open interval.
If ∆1u(x0) = 0 at some point x0 ∈ Ω, then
g(t) = f(t)f ′(t)
and
u(x) = U(qT (x− x0))
for some unit length constant q ∈ Rn and U is the inverse of the function
F : I → R given by
F (t) :=
ˆ t
u(x0)
ds
f(s)
. (1.3)
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If C1 := ∆1u(x0) > 0 at some point x0 ∈ Ω, then there is an integer
2 ≤ k ≤ n so that
g(t) = f(t)
(
f ′(t) +
k − 1
Fk(t)
)
(1.4)
where
Fk(t) :=
k − 1
C1
+ F (t) > 0.
Moreover,
u(x) = Uk(|R0(x− x∗)|) (1.5)
for some constant projection R0 ∈ Prk(n) and Uk is the inverse of Fk. Fi-
nally, x∗ is a point in R
n such that R0(x− x∗) 6= 0 for x ∈ Ω.
If it happens that your isoparametric function u has a negative 1-Laplacian,
apply the theorem to −u.
We shall on several occasions exploit the fact that the problem is geo-
metric. Meaning that, if u satisfies (1.2), then w := G ◦ u will again be
isoparametric for every invertible C2 function G. In fact, most of the proof
will be carried out by considering the function v := F ◦ u with F given by
(1.3). This change of dependent variables is not essential for the proof, but
many calculations simplifies as the gradient of v has constant length one. By
choosing G so that w := G ◦ u is harmonic, we are able to show that the
Theorem holds in the weaker viscosity interpretation of the equations. The
price to pay is that the continuity of f and g has to be assumed.
Proposition 1.1 (Segre’s theorem in the viscosity sense). Let Ω ⊆ Rn be
open. If u is a viscosity solution to the system{
sgn(g(u))
(
f(u)− |∇u|
)
= 0,
∆u− g(u) = 0,
in Ω, (1.6)
where f > 0 and g are continuous, then u ∈ C2(Ω) and (1.2) holds pointwise.
Proof. For some constants c0, c1, define the function
G(t) :=
ˆ t
c1
exp
(
−
ˆ τ
c0
g(s)
f 2(s)
ds
)
dτ.
Note that G is C2 and that G′ > 0 and G′′ = −G′ g
f2
. Thus G has a C2
inverse, say, H , and G is a solution to the ODE
G′′(t)f 2(t) +G′(t)g(t) = 0. (1.7)
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The function w(x) := G(u(x)) is continuous in Ω since the viscosity solu-
tion u is continuous by definition. Let ψ be a test function touching w from
below at some point x0 ∈ Ω. The test function φ(x) := H(ψ(x)) touches u
from below at x0 since H is increasing. Thus ∆φ(x0)− g(φ(x0)) ≤ 0 and
sgn(g(φ(x0)))
(
f(φ(x0))− |∇φ(x0)|
)
≤ 0.
Multiplying the above with the non-negative numbers |g(φ(x0))| and f(φ(x0))+
|∇φ(x0)| does not affect the sign, and we conclude that
−g(φ)|∇φ|2 ≤ −g(φ)f 2(φ)
at x0. Moreover, ψ(x) = G(φ(x)) and, at x0,
∆ψ = G′′(φ)|∇φ|2 +G′(φ)∆φ
= G′(φ)
(
−
g(φ)
f 2(φ)
|∇φ|2 +∆φ
)
≤ G′(φ)
(
−
g(φ)
f 2(φ)
f 2(φ) + g(φ)
)
= 0
since G′ > 0. Likewise, if ψ touches w from above, then ∆ψ(x0) ≥ 0 and
we have shown that w is a viscosity solution to the equation ∆w = 0. It is
known that the viscosity solutions of the Laplace equation are the ordinary
harmonic functions. Thus, w is smooth and it follows that u = H(w) is C2
in Ω and that the equations (1.2) hold pointwise as sgn(g) 6= 0.
The task is to prove the theorem for u ∈ C2(Ω) and where (1.2) holds
pointwise. There are no regularity assumptions on f and g, but the sim-
ple argument below shows that f is C1. We shall later see that also g is
continuous.
After some preliminary results, the proof of the theorem is conducted
in two major steps. In Section 3 it is shown that, not only their sum but,
each eigenvalue of the Hessian matrix Hv of v is a function only of v itself.
In the language of differential geometry, this corresponds to constant prin-
cipal curvatures on the level set hypersurface. Our proof is based on the
standard ideas as found in [CR15] or [Wan87] except that we at some point
invoke the Vandermonde matrix in order to manage without references to
external results concerning the Bell polynomials and the Newton identities
in symmetric polynomials. In order to obtain a global result, as well as to
provide the sufficient regularity needed in the next step, we show that v is
real-analytic in Ω.
Section 4 constitutes the most challenging part of the proof. Here we
show that the number of different eigenvalues of Hv is at most two. By the
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complexity of the calculations, one may easily appreciate why some twenty
years passed by before Somigliana’s result in space was generalized to Rn.
The isoparametric function has to be differentiated four times. In order to
keep track and minimize the use of indexes, we introduce a notation for
matrix derivatives. This also allows us to exploit the power of linear algebra.
The principal directions in the level sets correspond to the eigenvectors of
Hv. The existence of differentiable eigenvectors is a nontrivial question. It
is addressed, for example, in the book [Kat95] but only in the case Ω ⊆
C. We circumvent this problem by doing the calculations directly on the
eigenprojections Pj : Ω → Pr(n). The eigenprojection Pj(x), corresponding
to the eigenvalue λj(x) of Hv at x ∈ Ω, is the unique symmetric n × n
projection matrix satisfying
Hv(x)Pj(x) = λj(x)Pj(x)
with dimension equal to the multiplicity of the eigenvalue.
Proposition 1.2. Let Ω ⊆ Rn be open and connected and let u ∈ C2(Ω). If
there is a function f > 0 so that |∇u| = f(u) in Ω, then f ∈ C1(I) where
I := u(Ω) is an open interval.
Proof. Firstly, I is a (possibly unbounded) open interval because Ω is con-
nected and u ∈ C2(Ω) is without critical points.
Let t0 ∈ I and choose x0 ∈ Ω so that t0 = u(x0). Since ∇u is locally
Lipschitz, the problem
c′(τ) = ∇uT (c(τ)), c(0) = x0,
is well defined for small |τ |. Define h(τ) := u(c(τ)). We see that h is C2 with
h′ = ∇u(c)c′ = |∇u(c)|2 = f 2(u(c)) = f 2(h).
In particular, h′ > 0 and h has a C2 inverse. Thus,
f(t) = f
(
h(h−1(t))
)
=
√
h′(h−1(t)) =
1√
(h−1)′(t)
which is continuously differentiable in a neighbourhood of t0. It follows that
f ∈ C1(I) since t0 ∈ I was arbitrary.
2 Preliminaries
The content of this Section is partially copied from [Bru19]. Here, Ω always
denotes an open subset of Rn.
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2.1 Matrix derivatives
If f : Ω→ Rm is a differentiable function, its Jacobian matrix is the mapping
∇f : Ω→ Rm×n satisfying
f(x+ y) = f(x) +∇f(x)y + o(|y|)
as Rn ∋ y → 0. In particular, gradients are row vectors.
Definition 2.1. Suppose that H : Ω→ Rm×k is differentiable. The Jacobian
derivative ∇H : Rk × Ω→ Rm×n of H is defined by
∇qH(x) := ∇[Hq](x). (2.1)
That is, the Jacobian matrix of the vector valued function x 7→ H(x)q.
It is possible to define the Jacobian in terms of combinations of partial
derivatives, but we shall reserve the notation ∇ and ∇q for functions that
are assumed to be differentiable.
If q : Ω→ Rk is a function, we write
∇q(x)H(x) := ∇qH(x)
∣∣∣
q=q(x)
.
Thus if q is differentiable, the product rule yields
∇[Hq](x) = H(x)∇q(x) +∇q(x)H(x).
Moreover, for vectors p ∈ Rm and q ∈ Rk we have
pT∇qH(x) = q
T∇pH
T (x). (2.2)
Note that the dimensions match and that (2.2) is an equality in R1×n. Indeed,
since HT (x) is a k×m matrix, the Jacobian ∇pH
T = ∇[HTp] is of dimension
k × n.
The Jacobian derivative of the transposed of a Jacobian matrix is sym-
metric. That is,
∇p(∇f)
T : Ω→ S(n)
for f ∈ C2(Ω,Rm) and p ∈ Rm. This is because it is the Hessian of the
function x 7→ pT f(x). In particular,
∇qHu : Ω→ S(n) and ∇p(∇qH)
T : Ω→ S(n) (2.3)
for u ∈ C3(Ω) and H ∈ C2(Ω,Rm×k).
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2.2 Symmetric matrices
The spectral theorem states that every symmetric n× n matrix can be diag-
onalized. For any X ∈ S(n) there exists an orthogonal n× n matrix U such
that UTXU = diag(λ1, . . . , λn) where λ1 ≤ · · · ≤ λn are the eigenvalues of
X . Moreover, the eigenspaces Ej := {ξ ∈ R
n |Xξ = λjξ} are dj-dimensional
subspaces of Rn where dj is the multiplicity of λj. The spaces Ej and Ek are
orthogonal whenever λj 6= λk. Obviously, Ej = Ek if λj = λk. By writing
U = (ξ1, . . . , ξn), we get that
X = U diag(λ1, . . . , λn)U
T =
n∑
i=1
λiξiξ
T
i (2.4)
and that Ej = span{ξi | λi = λj}.
The class of symmetric n× n projection matrices is denoted by
Pr(n) := {R ∈ S(n) |RR = R}.
Since their eigenvalues are either 0 or 1, these matrices are on the form
R =
d∑
i=1
ξiξ
T
i = QQ
T , Q := (ξ1, . . . , ξd) ∈ R
n×d, (2.5)
for some d = 0, 1, . . . , n (with the convention that empty sums are zero)
and where QTQ = Id. The set {ξ1, . . . , ξd} is an orthonormal basis for the
d-dimensional subspace
R(Rn) := {Rξ | ξ ∈ Rn} ⊆ Rn.
Conversely, given a subspace E of Rn, there is a unique symmetric projection
R such that E = R(Rn). Indeed, if P (Rn) = E = R(Rn), then Pξ,Rξ ∈ E
for every ξ ∈ Rn. Thus RPξ = Pξ and PRξ = Rξ and P = P T = (RP )T =
PR = R. Note therefore that the factorization (2.5) is not unique as R =∑d
i=1 ηiη
T
i for every orthonormal basis {η1, . . . , ηd} of R(R
n).
In the case of the symmetric matrix X it follows that
Rj =
n∑
i=1
λi=λj
ξiξ
T
i
is the unique eigenprojection corresponding to the j’th eigenvalue of X , re-
gardless of the choice U = (ξ1, . . . , ξn) of eigenvectors.
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If we let α : {1, . . . , s} → {1, . . . , n} be a re-indexing that picks out all of
the s := |{λ1, . . . , λn}| distinct eigenvalues of X , we may collect the terms in
(2.4) with equal coefficients and write
X =
s∑
i=1
κiPi, where κi := λα(i), Pi := Rα(i). (2.6)
Now,
PiPj = δijPi and
s∑
l=1
Pi =
n∑
i=1
ξiξ
T
i = I,
and (2.6) is the unique representation of X in terms of a complete set of
eigenprojections {Pi}
s
i=1 and the unrepeated eigenvalues {κi}
s
i=1. Note that
if X = H(x) is a matrix valued function, then the re-indexing α also depends
on x and some care is needed when using the formula (2.6). However, if the
number of distinct eigenvalues is known to be constant, the lemma below
shows that a continuous H is on the form (2.6) globally on connected do-
mains. This is not completely obvious since we have to rule out the possibility
that two pairs of eigenvalues merge and split simultaneously.
In Section 4 we are going to differentiate the eigenprojections of the Hes-
sian matrix Hv. A regularity result for Pi is therefore also needed.
Lemma 2.1. Suppose that H : E → S(n) is continuous on a connected sub-
set E ⊆ Rn and has a constant number s of distinct eigenvalues. Then the
multiplicity of each eigenvalue is also constant and H has the unique repre-
sentation
H(x) =
s∑
i=1
κi(x)Pi(x) (2.7)
on E where κ1(x) < · · · < κs(x) are the unrepeated eigenvalues and where
{Pi(x)}
s
i=1 is a complete set of eigenprojections.
Moreover, if (2.7) holds in and open subset Ω ⊆ Rn, and H and each
κi : Ω→ R is C
k in Ω, k ≥ 0, then every Pi : Ω→ Pr(n) is also C
k in Ω.
Proof. For x ∈ E, let λ1(x) ≤ · · · ≤ λn(x) be the repeated eigenvalues of
H(x) and let dj : E → {1, . . . , n} be the multiplicity of λj . We see that dj
increases only if two different eigenvalues become equal. Thus dj is upper
semicontinuous (u.s.c.) on E since the eigenvalues are continuous (It is a
standard result that eigenvalues depends continuously on the matrix. Thus
x 7→ λj(x) is continuous since H is continuous.)
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For each x ∈ E choose a re-indexing α : {1, . . . , s} → {1, . . . , n} so that
l 7→ λα(l) is a bijection. Since, for every l,
n∑
i=1
λi=λα(l)
1
di
=
1
dα(l)
n∑
i=1
λi=λα(l)
1 =
1
dα(l)
dα(l) = 1,
we get that
s =
s∑
l=1
1 =
s∑
l=1
n∑
i=1
λi=λα(l)
1
di(x)
=
n∑
i=1
1
di(x)
.
Now, each di is u.s.c. which means that
1
di
is l.s.c. and − 1
di
is again u.s.c. So
as s is constant,
1
dj(x)
= s−
m∑
i=1
i 6=j
1
di(x)
is u.s.c. Thus dj is also l.s.c. and therefore continuous. The multiplicity of
the eigenvalues are therefore constant on the connected set E and we may
define an increasing re-indexing α : {1, . . . , s} → {1, . . . , n} that does not
depend on x.
Next, since the factors in the quantity
s∏
l=1
l 6=i
H − κlI
κi − κl
commute and (H − κjI)Pj = 0, the product will be zero when multiplied
with Pj for all j 6= i. On the other hand, multiplying with Pi yields
s∏
l=1
l 6=i
H − κlI
κi − κl
Pi =
s∏
l=1
l 6=i
κi − κl
κi − κl
Pi = Pi,
and thus
s∏
l=1
l 6=i
H − κlI
κi − κl
=
s∏
l=1
l 6=i
H − κlI
κi − κl
I =
s∏
l=1
l 6=i
H − κlI
κi − κl
s∑
j=1
Pj = Pi
which shows that Pi has the same C
k regularity as H and the eigenvalues.
With the convension that empty products is the identity, the formula also
holds in the case s = 1.
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We remark that the last part of the Lemma is true without any regularity
assumption on the eigenvalues, but the proof is then more involved. See
[Bru19] (Prop. 5.2.)
The formula Pi =
∏s
l 6=i(H − κlI)(κi− κl)
−1 appears in [HJ91], where the
unrepeated eigenprojections are called the Frobenius covariants.
3 The eigenvalues are constant on level sets
The main result of this Section is
Proposition 3.1. Let Ω ⊆ Rn be open and connected. Assume that v ∈
C2(Ω) with |∇v| ≡ 1 and ∆v(x) = g˜(v(x)) for some function g˜. Then v is
real-analytic in Ω. Moreover, if v(x0) = 0 at some point x0 ∈ Ω, then there
is a neighbourhood of x0 in which the Hessian matrix of v is on the form
Hv(x) =
m∑
i=0
ci
1 + civ(x)
Pi(x), {Pi}
m
i=0 c.s.e., (3.1)
for some m ≥ 0 distinct nonzero constants c1, . . . , cm, and where c0 := 0.
For x, y in Rn, we let [x, y] := {sx+ (1− s)y | 0 ≤ s ≤ 1} denote the line
segment joining the two points.
Lemma 3.2. Let v ∈ C2(Ω) with |∇v| ≡ 1. The following holds for all
x ∈ Ω and all t ∈ R such that [x, x+ t∇v(x)] ⊆ Ω.
(1) v(x+ t∇vT (x)) = v(x) + t.
(2) ∇v(x+ t∇vT (x)) = ∇v(x).
(3) If Hv(x) =
∑m
i=0 κi(x)Pi(x), then
Hv
(
x+ t∇vT (x)
)
=
m∑
i=0
κi(x)
1 + tκi(x)
Pi(x).
In Part (3), the number m + 1 of distinct eigenvalues of Hv generally
depends on x. Our claim is therefore that m and the eigenprojections Pi are
constant in the gradient direction.
We remark that similar results can be found in [GT77] (Appendix), and
in [Bel13] (Thm. 1.18.)
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Proof. Let x ∈ Ω. Since ∇v is locally Lipschitz, the integral line c satisfying
c′(t) = ∇vT (c(t)), c(0) = x,
is well defined as long as c(t) ∈ Ω. Since c′′ = Hv(c)∇vT (c) = 0 we get that
c′(t) = ∇vT (c(t)) = ∇vT (x) is constant and thus c(t) = x+ t∇vT (x). That
is,
∇vT (x) = c′(t) = ∇vT (c(t)) = ∇vT (x+ t∇vT (x)).
The first claim now follows as
d
dt
v(x+ t∇vT (x)) = ∇v(x+ t∇vT (x))∇vT (x) = ∇v(x)∇vT (x) = 1.
(3) Write z := x+ t∇vT (x). By differentiating the identity in (2) we get
Hv(x) = Hv (z)
(
I + tHv(x)
)
,
and multiplying from the right with Pi(x) gives
κi(x)Pi(x) = (1 + tκi(x))Hv(z)Pi(x).
Dividing by 1 + tκi and summing over i then yields the result:
Hv(z) = Hv(z)
m∑
i=0
Pi(x) =
m∑
i=0
κi(x)
1 + tκi(x)
Pi(x).
Proof of Proposition 3.1. Let x0 ∈ Ω and suppose that v(x0) = 0. Define
E = E(x0) ⊆ Ω to be the connected component of the zero level set {x ∈
Ω | v(x) = 0} containing x0. Expand this level set in the gradient direction
and write
Ω′ = Ω′(x0) :=
{
x+ t∇v(x) | x ∈ E(x0), t ∈ R, [x, x+ t∇v(x)] ⊆ Ω
}
.
For x ∈ E, denote by s(x) the number of distinct eigenvalues ofHv(x). Since
Hv always has a zero eigenvalue,
m := max
x∈E
s(x)− 1
will be the largest number of distinct and nonzero eigenvalues on the level set
E. Let Em be a nonempty connected component of {x ∈ E | s(x)−1 = m}. In
order to go from Em to E \Em, the number s(x) has to decrease which again
means that two distinct eigenvalues becomes equal. Thus Em is relatively
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open since the eigenvalues are continuous. We want to show that Em = E.
This is immediate ifm = 0, and by part (3) of Lemma 3.2 we get thatHv = 0
in Ω′. Assume therefore in the following that m ≥ 1.
By Lemma 2.1 the Hessian matrix of v has the unique representation
Hv(x) =
m∑
i=1
κi(x)Pi(x), x ∈ Em,
where κ1(x) < · · · < κm(x) denote the distinct nonzero eigenvalues.
For x ∈ Em and t ∈ R such that x + t∇v
T (x) ∈ Ω′ let X be the matrix
valued function
X(x, t) := Hv(x+ t∇vT (x)).
By part (3) of Lemma 3.2, we have
X(x, t) =
m∑
i=1
κi(x)
1 + tκi(x)
Pi(x)
which is smooth in t for small |t|. Note also that
g˜(t) = g˜(v(x) + t) = g˜
(
v(x+ t∇vT (x))
)
= trX(x, t)
by part (1) of Lemma 3.2 and since v(x) = 0 for x ∈ Em ⊆ E. Thus g˜ is also
smooth close to t = 0. Next,
∂
∂t
X(x, t) = −
m∑
i=1
(
κi(x)
1 + tκi(x)
)2
Pi(x)
= −X2(x, t)
and by induction,
∂k
∂tk
X = (−1)kk!Xk+1.
Setting di := trPi(x) – the number of eigenvalues equal to κi(x) – which also
is constant on Em by Lemma 2.1, we get that
g(t) = trX(x, t) =
m∑
i=1
di
κi(x)
1 + tκi(x)
,
g′(t) = − trX2(x, t) = −
m∑
i=1
di
(
κi(x)
1 + tκi(x)
)2
,
...
g(k)(t) = (−1)kk! trXk+1(x, t) = (−1)kk!
m∑
i=1
di
(
κi(x)
1 + tκi(x)
)k+1
.
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In particular,
C1 := g(0) =
m∑
i=1
diκi(x),
C2 := −g
′(0) =
m∑
i=1
diκ
2
i (x),
...
Cm :=
(−1)m−1
(m− 1)!
g(m−1)(0) =
m∑
i=1
diκ
m
i (x).
Define the vector field f : Rm → Rm, f(y) = (f 1(y), . . . , fm(y))T , as
fk(y) = fk(y1, . . . , ym) :=
m∑
i=1
diy
k
i , k = 1, . . . , m.
Clearly, f is smooth and the partial derivatives of the components are
∂
∂yj
fk(y) = kdjy
k−1
j .
The Jacobian matrix of f can therefore be written and factorized as
∇f(y) =


d1 d2 · · · dm
2d1y1 2d2y2 · · · 2dmym
3d1y
2
1 3d2y
2
2 · · · 3dmy
2
m
...
...
...
md1y
m−1
1 md2y
m−1
2 · · · mdmy
m−1
m


= diag(1, . . . , m)


1 1 · · · 1
y1 y2 · · · ym
y21 y
2
2 · · · y
2
m
...
...
...
ym−11 y
m−1
2 · · · y
m−1
m

 diag(d1, . . . , dm).
The middle factor is the the Vandermonde matrix and is known to have
determinant
∏
1≤i<j≤m(yj − yi). Thus
det∇f(y) = m! d1 · · ·dm
∏
1≤i<j≤m
(yj − yi)
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which is nonzero if and only if the yi’s are all distinct. This is the case when
evaluated at yi = κi(x). The inverse f
−1 then exists in a neighbourhood of
the image, and since
f(κ1(x), . . . , κm(x)) = (C1, . . . , Cm)
T ,
it follows that 

κ1(x)
...
κm(x)

 = f−1(C1, . . . , Cm) =:


c1
...
cm


for all x ∈ Em.
We have shown that, in the relatively open set Em ⊆ E – where the num-
ber of distinct eigenvalues is maximal – each eigenvalue is constant. Being
continuous, they are naturally constant in the closure in which they are still
distinct. Thus Em is also relatively closed in E, and since the level set was
assumed to be connected, we must have Em = E.
Next, we note that for z ∈ Ω′ we can choose x ∈ E and t ∈ R so that
z = x+ t∇vT (x). Then v(z) = t, Pi(z) = Pi(x), and
Hv(z) = Hv
(
x+ t∇vT (x)
)
=
m∑
i=1
κi(x)
1 + tκi(x)
Pi(x)
=
m∑
i=1
ci
1 + civ(z)
Pi(z).
That is,
Hv =
m∑
i=1
ci
1 + civ
Pi
in the neighbourhood Ω′(x0) of x0 and
g˜(t) =
m∑
i=1
di
ci
1 + cit
, di := trPi = const.,
for small |t|.
Now we turn to the real-analyticity. Define G˜ to be the analytic function
G˜(t) :=
ˆ t
0
m∏
i=1
(1 + ciτ)
−di dτ, |t| small.
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We have that G˜′ > 0 and that ln G˜′(t) = −
∑m
i=1 di ln(1 + cit). Thus,
G˜′′(t)
G˜′(t)
=
d
dt
ln G˜′(t) = −
m∑
i=1
di
d
dt
ln(1 + cit) = −
m∑
i=1
di
ci
1 + cit
= −g˜(t).
If we now let w := G˜ ◦ v, then Hw = G˜′′(v)∇vT∇v + G˜′(v)Hv and it follows
that
∆w = G˜′′(v) + G˜′(v)g˜(v) = 0.
Since G˜′ > 0, the function G˜ has an analytic inverse G˜−1 and v = G˜−1 ◦w is
therefore real-analytic in Ω′.
We have shown that if v ∈ C2(Ω) with |∇v| = 1 and where ∆v is constant
on the level sets, then v is real-analytic in a neighbourhood of every point
on its null-level set. Clearly, for other points x1 ∈ Ω with c := v(x1), the
function vc := v− c also satisfies the conditions and is therefore real-analytic
near x1. Thus v is real-analytic around every point in Ω.
4 The Hessian matrix has atmost one nonzero
eigenvalue
Proposition 4.1. Let Ω ⊆ Rn be open. Assume that v ∈ C4(Ω) with |∇v| ≡
1 and with Hessian matrix
Hv(x) =
m∑
i=0
ci
1 + civ(x)
Pi(x)
for m ≥ 1 distinct nonzero constants c1 < · · · < cm and where c0 = 0. Then
m = 1.
Write
H(x) := Hv(x) =
m∑
i=0
κi(x)Pi(x)
where κi := ci(1 + civ)
−1. Note that ∇κi = −κ
2
i∇v and that κ0 ≡ 0.
By Lemma 2.1 the eigenprojections Pi : Ω→ Pr(n) are C
2. Since ∇vH =
0, we have ∇vP0 = ∇v and that ∇vPi = 0 for i ≥ 1. For 0 ≤ i ≤ m, define
the pseudo inverses
H†i (x) :=
m∑
k=0
k 6=i
Pk(x)
κi(x)− κk(x)
.
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They commute with each other and H , and satisfies
(κiI −H)H
†
i = I − Pi
as can easily be checked.
Lemma 4.2. Let q ∈ Rn. Then
∇qPiPi = −κi
(
∇vq · I +∇vT qT
)
Pi, (4.1)
∇PiqPiPj = (κi − κj)H
†
i (∇qPi)
TPj, (4.2)
for all i, j = 0, . . . , m, i 6= j.
Proof of Lemma. Let i = 0, . . . , m. DifferentiatingHPi = κiPi givesH∇qPi+
∇PiqH = κi∇qPi − κ
2
iPiq∇v. Thus,
∇PiqH = (κiI −H)∇qPi − κ
2
iPiq∇v
= (∇qPi)
T (κiI −H)− κ
2
i∇v
TqTPi
(4.3)
since ∇H is symmetric by (2.3). Multiply from the right by Pi and from the
left by H†i to get
(I − Pi)∇qPiPi = −κ
2
iH
†
i∇v
T qTPi = −κi∇v
T qTPi.
Next, Pi = PiPi so ∇Pi = Pi∇Pi + ∇PiPi, or ∇PiPi = (I − Pi)∇Pi. That
is, ∇PirPiPi = −κi∇v
T rTPi for all r ∈ R
n. Multiply from the left by qT and
use the symmetry rule (2.2):
−κi(∇vq)r
TPi = q
T∇PirPiPi = r
TPi∇qPiPi.
The formula (4.1) now follows by writing ∇PiPi = (Pi + I − Pi)∇PiPi.
The identity (4.2) is obtained similarly by multiplying (4.3) from the right
by Pj and from the left by H
†
i .
Since PjPi = 0 for i 6= j, we have that Pj∇Pi +∇PiPj = 0. Using (2.2)
yields
eTPj∇qPi = −q
TPi∇ePj , for all i 6= j and all q, e ∈ R
n. (4.4)
Proof of the Proposition. Let i ∈ {1, . . . , m} and j ∈ {0, . . . , m} with i 6= j.
Since Pj∇Pi = −∇PiPj and i 6= 0 we get from (4.1) in the Lemma, when
multiplying on the right with Pj, that
Pj∇qPiPj = 0 (4.5)
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for all q ∈ Rn. Similarly, multiplying (4.1) from the left with Pj yields zero
unless j = 0. More precisely, and after transposing, we have that
Pi(∇qPi)
TPj = −δj,0 κiPiq∇v.
The derivative of the right-hand side matrix is
∇e[−δj,0 κiPiq∇v] = −δj,0 κi
{
Piqe
TH +∇ve · ∇qPi
}
+ δj,0 κ
2
i∇ve · Piq∇v.
Choose q such that Piq = q and |q| = 1. Then the above reduces to
Pi∇e[−δj,0 κiPiq∇v]Pj = δj,0 κ
2
i∇ve · Piq∇v
after multiplying from the left and right by Pi and Pj , respectively. The term
Pi∇qPiPj disappears by (4.2).
For general i, j, k the product rule yields
∇e[Pk(∇qPi)
TPj] = Pk
{
(∇qPi)
T∇ePj +∇Pje(∇qPi)
T
}
+∇sPk
where sT is given by (4.4). Therefore, by subtracting the transposed of the
derivative of (4.5), we are left with the identity
δj,0 κ
2
i∇ve · Piq∇v = Pi
{
∇e[Pi(∇qPi)
TPj ]−
(
∇e[Pj(∇qPi)
TPj]
)T }
Pj
= Pi
{
(∇qPi)
T∇ePj +∇Pje(∇qPi)
T +∇sPi
− (∇ePj)
T∇qPi −∇Pje(∇qPi)
T − (∇sPj)
T
}
Pj
= Pi
{
(∇qPi)
T∇ePj − (∇ePj)
T∇qPi +∇sPi − (∇sPj)
T
}
Pj
(4.6)
since ∇(∇P )T is symmetric by (2.3). Multiplying the last term with qT and
and arbitrary p gives
qTPi(∇sPj)
TPjp = q
TPi(∇PjpPj)
T s = (κj−κi)q
TPi∇PjpPjH
†
j s = (κi−κj)p
TPj∇qPiH
†
j s
by (4.2) and thus
qTPi(∇sPj)
TPj = (κi − κj)s
TH†j (∇qPi)
TPj .
Similarly, considering the second to last term,
qTPi∇sPiPj = s
T∇qPiPj = (κi − κj)s
TH†i (∇qPi)
TPj .
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Next,
H†i −H
†
j =
m∑
k=0
k 6=i
Pk
κi − κk
−
m∑
k=0
k 6=j
Pk
κj − κk
=
Pj
κi − κj
−
Pi
κj − κi
+
m∑
k=0
i 6=k 6=j
Pk
κi − κk
−
Pk
κj − κk
=
Pi + Pj
κi − κj
− (κi − κj)
m∑
k=0
i 6=k 6=j
Pk
(κi − κk)(κj − κk)
=
Pi + Pj
κi − κj
− (κi − κj)H
†
iH
†
j ,
and it follows that
qTPi
{
∇sPi − (∇sPj)
T
}
Pj = (κi − κj)s
T
{
H†i −H
†
j
}
(∇qPi)
TPj
= sT
{
Pi + Pj − (κi − κj)
2H†iH
†
j
}
(∇qPi)
TPj
= eTPj∇qPiPi(∇qPi)
TPj + 0
+ (κi − κj)
2qTPi∇ePjH
†
iH
†
j (∇qPi)
TPj
= δj,0 κ
2
i∇ve · ∇v − q
TPi(∇ePj)
T∇qPiPj
since (∇PjePj)
T = (∇ePj)
T (I − Pj), H
†
i and H
†
j commutes, and since
eTPj∇qPiPi(∇qPi)
TPj = δj,0 κ
2
i e
T∇vT qTPiq∇v = δj,0 κ
2
i∇ve · ∇v.
Multiplying (4.6) with qT now produces some cancellations and we have
shown that
0 = qTPi
{
(∇qPi)
T∇ePj − 2(∇ePj)
T∇qPi
}
Pj (4.7)
for all i 6= j, i ≥ 1, and q such that Piq = q, |q| = 1. The vector e is
still arbitrary. Since the first term equals κiκje
TPj by (4.1) in the Lemma,
and since the second term can be written as qTPi(∇ePj)
T∇qPiPj = (κj −
κi)q
TPi∇ePjH
†
j∇qPiPj = (κi − κj)e
TPj∇qPiH
†
j∇qPiPj , it follows that
κiκjPj = 2(κi − κj)Pj∇qPiH
†
j∇qPiPj . (4.8)
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Divide by κi − κj , take the trace and sum over j different from i.
m∑
j=0
j 6=i
κiκj
κi − κj
trPj = 2
m∑
j=0
j 6=i
tr
(
∇qPiH
†
j∇qPiPj
)
= 2
m∑
j=0
j 6=i
m∑
k=0
k 6=j
tr (∇qPiPk∇qPiPj)
κj − κk
= 2
m∑
j,k=0
j 6=i 6=k
k 6=j
tr (∇qPiPk∇qPiPj)
κj − κk
.
The last equality is due to Pi∇qPiPj = 0. Since the grid of summation
indexes is symmetric and since the summand is odd in j and k by the cyclic
property of the trace, the sum is zero. Thus
m∑
j=0
j 6=i
dj
κiκj
κi − κj
= 0, ∀i = 1, . . . , m, (4.9)
where dj := trPj is the multiplicity of the eigenvalue κj . This is known as
Cartan’s Fundamental Formula.
Fix i ≥ 1 so that κi is the eigenvalue with smallest absolute value. Con-
sider the indexes j ≥ 1, j 6= i. If κj < κi, we have that κi − κj > 0 and
κj < 0. Similarly, if κj > κi, then κi − κj < 0 and κj > 0. In either case
κj
κi − κj
< 0
and (4.9) is a contradiction unless m = 1.
5 Integrating back and assembling the proof
Let us recall the assumptions of the Theorem: We have a C2 function u in a
connected domain Ω ⊆ Rn and two functions f and g such that{
|∇u| = f(u),
∆u = g(u).
Furthermore, f is positive and C1 := ∆1u(x0) ≥ 0 at some point x0 ∈ Ω.
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Set C0 := u(x0) and define
v(x) := F (u(x))
where
F (t) :=
ˆ t
C0
ds
f(s)
, t ∈ I := u(Ω),
Note that v(x0) = 0 and that v ∈ C
2(Ω) since f is positive and C1 by
Proposition 1.2. Also, F ′ > 0 and F has a C2 inverse U satisfying the
relations
U ′(s) = 1/F ′(U(s)) = f(U(s)), U ′′(s) = f ′(U(s))f(U(s)). (5.1)
Moreover,
∇v = F ′(u)∇u =
∇u
f(u)
and thus |∇v| = 1 in Ω. This implies that ∇vHv = 0 and the gradient is
therefore a unit length eigenvector to the Hessian with corresponding eigen-
value 0. Next,
u(x) = U(v(x)), ∇u = U ′(v)∇v, Hu = U ′′(v)∇vT∇v + U ′(v)Hv,
(5.2)
and
∆v =
g(U(v))− U ′′(v)
U ′(v)
=: g˜(v).
In fact, we see that ∆N∞u = ∇vHu∇v
T = U ′′(v) and U ′(v) = f(u), so the
Laplacian of v is the 1-Laplacian of u:
∆1u :=
1
|∇u|
(
∆u−∆N∞u
)
= ∆v. (5.3)
By Proposition 3.1 v is real-analytic in Ω and has a Hessian on the form
Hv(x) =
m∑
i=0
ci
1 + civ(x)
Pi(x)
in a neighbourhood Ω′ of x0. The constants ci are distinct and c0 = 0. If
m = 0 then Hv = 0 and v is affine in Ω′. By analyticity, it must be the same
affine function in the whole of Ω. That is,
v(x) = qT (x− x0)
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for some unit length constant q ∈ Rn since v(x0) = 0 and |∇v| = 1. It follows
that
u(x) = U(v(x)) = U(qT (x− x0)), x ∈ Ω.
Finally, by (5.2) and (5.1), g(u) = U ′′(v) = f ′(u)f(u) which also implies that
g ∈ C(I).
If m ≥ 1, then
Hv(x) = κ1(x)P1(x), κ1(x) :=
c1
1 + c1v(x)
,
in Ω′ by Proposition 4.1. By Lemma 4.2, ∇qP1P1 = −κ1(∇vq · I+∇v
T qT )P1
and ∇qP0P0 = 0. But since P0 + P1 = I we get that ∇qP1 = −∇qP0 and it
follows that ∇qP1 = ∇qP1(P0 + P1) = −∇qP0P0 +∇qP1P1 = ∇qP1P1. That
is,
∇qP1 = −(∇vq · I +∇v
T qT )Hv.
Defining the one-rank projection G := ∇vT∇v, we find that also
∇qG = ∇[∇vq · ∇v
T ] = ∇vq · Hv +∇vT qTHv
for all q ∈ Rn. Thus, ∇[P1 +G] = 0 and since P1G = 0,
P1(x) +G(x) =: R0
is a constant projection with rank k := trR0 = d1 + 1 ≥ 2.
Consider next the vector field ∇vT/κ1 in Ω
′. Its Jacobian matrix is pre-
cisely
∇
[
∇vT
κ1
]
=
1
κ1
Hv −
−κ21
κ21
∇vT∇v = P1 +G = R0,
so∇vT/κ1 = R0x−x∗ for some constant x∗ ∈ R
n. Since∇vR0 = ∇vG = ∇v,
we may write
∇vT (x)
κ1(x)
= R0(x− x∗),
and taking the length then yields
|v(x) + 1/c1| =
1
|κ1(x)|
= |R0(x− x∗)|. (5.4)
To find the correct sign, we now use the assumption C1 ≥ 0. Since c1 6= 0
and
C1 = ∆1u(x0) = ∆v(x0) = d1
c1
1 + c1v(x0)
= (k − 1)c1, (5.5)
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it follows that C1 > 0 and c1 > 0. Thus, as claimed in the Theorem, u is a
function of an affine function if and only if C1 = 0.
Going back to (5.4), as v is smooth and vanishes at x = x0, the only
possibility is
F (u(x)) = v(x) = |R0(x− x∗)| − 1/c1, x ∈ Ω
′
which again extends to Ω by analyticity. Thus,
u(x) = Uk (|R0(x− x∗)|) , x ∈ Ω,
where Uk is the inverse of
Fk(t) :=
1
c1
+ F (t) =
k − 1
C1
+
ˆ t
C0
ds
f(s)
.
Note that R0(x−x∗) 6= 0 for x ∈ Ω since v would not be smooth otherwise. In
particular, x∗ /∈ Ω and Ω must be a proper subset of R
n. Also, (5.5) implies
that v is bounded below by −1/c1 = −(k − 1)/C1 which is the negative
distance from x0 ∈ Ω to the affine subspace {R0(x−x∗) = 0}. Thus, Fk > 0.
Finally, we note that
∆v = d1
c1
1 + c1v
=
(k − 1)c1
1 + c1F (u)
=
k − 1
Fk(u)
,
and by (5.1) and (5.2) we get the following relation between g and f .
g(u) = ∆u = U ′′(v) + U ′(v)∆v = f(u)
(
f ′(u) +
k − 1
Fk(u)
)
.
This concludes the proof of the Theorem.
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