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In this work we consider the Kitaev Toric Code with specific open boundary conditions. Such a
physical system has a highly degenerate ground state determined by the degrees of freedom localised
at the boundaries. We can write down an explicit expression for the ground state of this model.
Based on this, the entanglement properties of the model are studied for two types of bipartition:
one, where the subsystem A is completely contained in B; and the second, where the boundary of
the system is shared between A and B. In the former configuration, the entanglement entropy is the
same as for the periodic boundary condition case, which means that the bulk is completely decoupled
from the boundary on distances larger than the correlation length. In the latter, deviations from
the torus configuration appear due to the edge states and lead to an increase of the entropy. We
then determine an effective theory for the boundary of the system. In the case where we apply a
small magnetic field as a perturbation the degrees of freedom on the boundary acquire a dispersion
relation. The system can there be described by a Hamiltonian of the Ising type with a generic
spin-exchange term.
I. INTRODUCTION
The Landau theory of phase transitions is one of the
most precise paradigms in modern physics. Once a sys-
tem undergoes a symmetry breaking, the macroscopic
properties of its ground state change. Some phase tran-
sitions are not characterised by the local order parameter,
instead the topological order can be used [1–7]. The lat-
ter plays a crucial role in the existence of so–called topo-
logical insulators. In these systems, conduction can take
place only along the boundary, while in the bulk one has
an insulating state. Topological properties are extremely
robust, they cannot be destroyed by simple perturba-
tions. Many of these states, e.g. the Fractional Hall Ef-
fect, involve the correct description of degrees of freedom
that are not located in the bulk but on the boundaries of
our system. If we consider for example a bi–dimensional
system with open boundary conditions, a large number of
degenerate ground states will be located on the boundary.
These states are called edge states [8–12] and their correct
description can be complicated. Physically, these states
are responsible for the behavior of the system in the low
energy regime. The bulk theory is usually gapped, while
the boundary theory is known to be gapless, meaning
that in the low energy limit the boundary states will af-
fect the behavior of the observables. A remarkable ex-
ample of such effect is the current quantization in Hall
systems [13–16].
In order to grasp the physics of such states, exactly
solvable models as [17–20] play an important role.
These can be used as playground to develop exact
mathematical concepts that can then be extended to
other more complicated systems. One of these models
is the so–called Kitaev Toric Code (KTC) [20], whose
peculiarity is due to the toric geometry. This model
can be used to store quantum information in its 4-fold
degenerate ground states with different topological
properties [20–22].
In this paper we study the KTC with particular open
boundary conditions: the coupling constants of some op-
erators are set to zero along the boundary. The model
is exactly solvable in this case. The exact representa-
tion of the ground state gives a clear expression of the
edge states, which are localized on the boundary of the
system, but also traverse the bulk. The specific form of
the ground states can be constructed from different op-
erators acting separately on these regions. The resulting
state exhibits a clear connection between the bulk and
the boundary. We then use the derived exact expression
for the ground state to compute the bipartite entangle-
ment entropy of our model. We find that this has the
same value as for the periodic boundary condition case if
the partition is in the bulk of the system. If the boundary
is also partitioned, then the value of the entanglement en-
tropy is increased by a factor that depends on the length
of the boundary of a subsystem. Due to the fact that the
geometry is topologically trivial, the ground states can-
not be used to store information safely as in the original
model. In the end, we study how the boundary degrees of
freedom can be excited using a magnetic field to induce
a non-flat dispersion relation.
The paper is structured as follows: in the Section I
we describe the model and the boundary conditions we
choose, in the Section II we focus on the construction of
the ground state and on its interpretation on the bulk–
to–boundary correspondence, the third Section is dedi-
cated to the computation of the entanglement entropy,
and in the last Section we focus on the excitations of the
boundary theory and their dispersion relation.
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2II. THE KITAEV TORIC CODE WITH OPEN
BOUNDARY CONDITIONS
We want to study a two–dimensional spin system with
open boundary conditions (OBC). The system is a m×n
rectangle with spin-1/2 located at the links between the
lattice sites which Hamiltonian reads as:
Hˆ = −Je
∑
v
Aˆs − Jm
∑
p
Bˆp,
Aˆs =
∏
star
σˆxi , Bˆp =
∏
plaquette
σˆzi . (1)
Bˆp is called "plaquette" operator, and Aˆs is the "star"
operator. These two operators trivially commute and
can have eigenvalues ±1. The ground state of this
model is an eigenstate for all the star and plaquette
operators with eigenvalues +1. The Hamiltonian (1)
with periodic boundary conditions (PBC) is called the
Kitaev Toric Code (KTC) and has already been studied
in several works in the literature [19, 20]. Its ground
state is 4-fold degenerate and has non–trivial topological
properties living on a torus due to the PBC. This
model has been proposed to be used as an error–free
memory [19–21]. Various more complicated models with
the same properties have since been discussed in the
literature [23, 24].
The specific case of the Hamiltonian (1) with different
OBC has been studied in several cases [21, 25]. These
models are referred to as planar codes. One of the main
results of these works is the determination of the edge
states which are all degenerate.
In our work we are going to consider a modified KTC
with particular OBC: we set to zero the Je constants
along the boundary of our system, see Fig. 1 (B) for a
graphical representation. This means that the plaquette
operators are still active on the boundary, while the
star operators are not. We will discuss the physical
implications of turning on and off these operators in
the next section. Clearly, it is also possible to set the
plaquette operators to zero instead, see Fig. 1 (A). From
now on we will always refer to the configuration (B), but
our results can be extended to the other case by using
the eigenvectors of σx as a local basis instead of ones of
σz as we will do henceforth.
III. GROUND STATE PROPERTIES OF THE
KTC WITH OPEN BOUNDARY CONDITIONS
Let us first take a look at the ground state of the orig-
inal KTC [20]. The full set of degenerate ground states
can be constructed starting from the trivial state when
all the spins are down
s s s
p p
n
m
A.
n
m
s s s
p p p pB.
Figure 1. In this figure we present the boundary conditions
we are going to use. In Panel (A) only star operators act on
the boundary of the system, while in Panel (B) spins on the
boundary are constrained only by plaquette operators. The
latter configuration, (B), is going to be studied in our work.
Despite the fact that these two look quite different, they are
connected by a gauge transformation.
|0〉 =
∏
j
|↓〉j (2)
where j spans the full lattice.
Then the ground state of the KTC in presence of PBC
has been demonstrated to be [20]:
|GS〉a =
√
2
∏
j
(
1ˆ+ Aˆj√
2
)
Qˆa |0〉 (3)
where the index j runs over the different lattice sites. The
operators Aˆj were defined in Eq. (1). The operator Qˆa
belongs to a set of 4 different operators {1ˆ, Sˆ1, Sˆ2, Sˆ1Sˆ2 },
where Sˆ1, Sˆ2 correspond to closed loops that flip spins
along two main circles of the torus, correspondingly. One
sees that the ground state with PBC is four–fold degen-
erate.
In the case of OBC, the previous state is still a valid
ansatz for the ground state. However, it is just one among
many degenerate states that is also valid in the case with
PBC. The degrees of freedom obtained by removing the
constraints on the boundary enrich the ground state sub-
space compared to the one in the original model.
Edge states arise on the boundary creating a huge degen-
eracy and can be written as:
|GS〉 =
Σ∏
j
(
1ˆ+ Aˆj√
2
)∑
~e
c~e
L−1∏
i
(Wi)ei |0〉 . (4)
The operators Wi = σxi σxi+1σxα are represented in Fig. 2
and they involve just the degrees of freedom located at
the boundary. The vector ~e has length equal to the
boundary length L − 1 and every entry can be either 0,
which means no operator Wi on that point, or 1, which
means that Wi is "activated" on that point. One should
note, however, that here we consider rectangular lattice
which means that we have additionally 4 corners that
3i
α
i+ 1
Figure 2. Representation of the operator Wi presented in
Eq. (9) as a small path connecting two nearest–neighbour
sites. We have a freedom of choice for the orientation of the
boundary, which is a one–dimensional system with periodic
boundary conditions, so it can be mapped into a circle.
have a different configuration compared to the sites along
the boundary. That is why, strictly speaking, we should
also add 4 additional operators Wj = σxj σxj+1 that have
the same nature and structure as ones introduces for the
boundary and represented in Fig. 2, but involve only 2
spins that are flipped on the corner. This is necessary in
order to full fill the condition that the product of allWi is
trivial. In the case of circular geometry one does not have
this issue. The number of ground states is then equiv-
alent to the number of different vectors present: 2L−1.
The coefficients c~e take into account all the possible su-
perpositions of these boundary states. It is important to
notice how the state, previously written in Eq. (4), takes
the form of an expansion of states that are factorised into
a part defined on the boundary, the one involvingWi op-
erators, and a part defined on the bulk, the one involving
Aˆi operators.
Eq. (4) is one of our main results, in the following two sec-
tions we will describe how to obtain this state starting
from the operators defining Hamiltonian (1) in full de-
tails. The reader not interested in these details can skip
this part and go directly to the Section IV dedicated to
the entanglement entropy.
A. Construction of the ground state
Before we focus on the structure of the ground state,
we want to demonstrate that it is massively degenerate.
The degeneracy of the ground state can be determined
by counting the degrees of freedom of the system and
then subtracting the number of constraints imposed by
the stabilizers [26]. For the sake of simplicity, let us con-
sider an N × N lattice. There, the number of q-bits is
2N2 + 2N , where 2N comes from the boundary. The
number of plaquette operator is N2 while the one of the
stars is N2−2N +1, due to the fact that they are absent
on the boundary. So the total number of all configura-
tions allowed by the constraints of the ground state is
24N−1 = 2L−1 where L = 4N is the length of the bound-
ary.
Now we want to construct the ground state itself follow-
ing the requirement that it should be an eigenvector of
all Aˆs, Bˆp. Such a vector exists as far as
[
Aˆs, Bˆp
]
= 0.
We use the local basis of σz, where
|φ1〉 =
(
0
1
)
|φ2〉 =
(
1
0
)
(5)
σˆx |φ1〉 = |φ−1〉 σˆx |φ−1〉 = |φ1〉
σˆz |φ1〉 = |φ1〉 σˆz |φ−1〉 = − |φ−1〉 . (6)
This is the most suitable choice of local basis for our
boundary conditions.
Let us now proceed to build the ground state. To do
so, we need to have a clear picture of what the star and
plaquette operators physically represent. It is useful to
Figure 3. In this Figure, we present all the plaquette config-
urations present in the ground state. The red dots represent
spins up, while the plain line represents a spin down. As long
as we always have an even amount of spins up, the eigenvalue
of the plaquette operator is always positive.
start from considering Bp, since it is diagonal in our local
basis. For the unit cell with four spins as in Fig. 3, the
product of the spins along the square has to be equal to
+1. Clearly, only the configurations with an even num-
ber of spins up satisfy the ground state condition. This
requirement will be important also for the construction
on the boundary since the plaquette operators are the
only ones active there. More interesting is the action of
the star operators. Since each star operator is composed
of four σx matrices, it corresponds to a simultaneous flip
of all the corresponding spins. One can see the action of
star operators on all possible states in Fig. 4. In other
words, states are transformed into each other under the
action of the start operator. It is important to note, that
the new state is still an eigenstate of a plaquette opera-
tor with an eigenvalue +1 since the star operator cannot
change the parity of spins.
The previous considerations can be used to construct
the requirements for the ground state of the KTC
(namely that each plaquette can have only an even
amount of spins flipped) and also to understand the ac-
tion of the star operators on such states.
Now we explicitly construct the ground state of the model
with OBC. Let us start considering the boundary of our
system where only plaquette operators act. Starting from
4Figure 4. In this Figure, we present how the star operator
Aˆs acts on some spin configurations. One can see how it is
possible to come back to the initial state applying the same
star operator twice.
a configuration where all the spins are in the eigenstate
+1, we can see that the path of spin flips connecting two
points on the boundary does not cost any energy as we
flip two spins for every plaquette, see Fig. 5 (A). It means
that the ground state consists not only of the state |0〉
where all the spins look up but can also have "paths" of
flipped spins that end on the boundary.
A. B.
Figure 5. In this Figure, we want to present a typical bound-
ary state of our model, where we use the boundary conditions
of Fig. 1 (B). One can see how a spin-flip along a line con-
necting the two boundaries creates a vertex-free state where
all the plaquettes have eigenvalue +1. In the bulk, the star
operators act modifying the path connecting the two points,
see for example Panel (B), but they do not modify the points
on the boundary.
Since the star operators transform states into each
other as in Fig. 4, the ground state should include all
the possible states, allowed by plaquette conditions, with
equal coefficients. In this case we stay in the same orbit
of the group, generated by all the possible products of
the star operators. As far as this group acts only in the
bulk of the system, because of our particular boundary
conditions, it does not change the spin configuration on
the boundary which means that the element of the basis
|l〉 from which the ground state is composed is defined
by the particular set of points on the boundary. Thus we
can build the ground state as:
|GS〉 =
∑
l
cl
∏
i
(
1ˆ+ Aˆi
)
|l〉 . (7)
An important physical interpretation of the star opera-
tors can be seen by comparing Fig. 5 (A) and (B): apply-
ing the star operator to the part of the path that connects
the two boundaries changes the state, but just in the bulk.
This connection between the Aˆi operators and the mod-
ification of the paths (stretching) can be used to give a
different form of Eq. (7).
The structure of the deformations of the paths induced
by Aˆi can be recast in a more formal way [27]. We intro-
duce the group A that contains all the possible stretches
of any given path |l〉. The elements of A are operators gˆ
generated by all possible products of the star operators
in the bulk of the system. The ground state can then
be rewritten as a superposition of the action of all the
elements of this group:
|GS〉 = 1√|A|∑
l
al
∑
A
gˆ |l〉 , (8)
where we used the fact that any configuration of the star
operators is contained in A, meaning that gˆ ∈ A →
Aˆigˆ = gˆ
′, and we normalised the vector using |A| = 2Σ
where Σ is the total number of independent star opera-
tors. Eq. (8) is even easier to interpret physically than
Eq. (7): the boundary and the bulk are completely de-
coupled due to the absence of stars that can stretch spin
flips from the bulk to the boundary and vice versa.
Eq. (8) says that if we have two points on the bound-
ary, we can connect them and, in order to be a ground
state, the resulting state should be a superposition of all
the possible "stretches" of the paths between these two
points. We can identify them as one equivalence class,
namely, we say that two configurations are equivalent if
they correspond to the same set of points on the bound-
ary. This allows us to work only with one element of
each class and detaches ourselves from the consideration
of the bulk.
This particular set of paths is represented in Fig. 6, where
we simply connect the two points on the bulk by the path
closest to the boundary. The action of the elements of
A will take care of modifications in the bulk to have a
proper ground state.
We want to focus now on the boundary states |l〉. We
will demonstrate that it is possible to create all of them
starting from the simple building blocks. One of these
building blocks is shown in Fig. 2 which is represented by
three spin flips connecting two nearest–neighbour spins
on the boundary:
Wi = σxi σxi+1σxα, (9)
where i denotes the spins on the boundary and α the
only one in the bulk.
The boundary of a two–dimensional system can be rep-
resented exactly by a one–dimensional system with pe-
riodic boundary conditions. All the physical quantities
will depend just on the distance between i and j, which
label the points on the boundary, and never on i and
5Figure 6. A generic boundary state which forms a particular
basis element of the ground state. Because of the action of
star operators, the path connecting the boundary points is not
important, so we can choose by convention the one closest to
the boundary. Even if this state looks extremely complicated,
this and all the others can be constructed starting from the
building block presented in Eq. (9).
j alone. These operators can be used to construct any
type of boundary theory simply by multiplying them ap-
propriately . Let us take the example of Fig. 7 where a
segment connecting two points is created:
Wi (R = 3) =WiWi+1Wi+2. (10)
i
i + 3
=
i + 2
i + 3
×
i + 1
i + 2
×
i
i + 1
Figure 7. Here we give a graphical representation of Eq. (10).
The Wi operators can be multiplied to create all the possible
configurations on the boundary system.
We can check that all the ground states are built by
these operators. If the boundary length is L, we have
L Wi operators. Each of them can either be activated
or not, creating different types of boundary states. The
total number of possibilities is then 2L. Also, if we look
at the boundary alone, the state where all the Wi are
applied is the same to the identity, because:
L∏
i
Wi =
L∏
i
σxi σ
x
i+1σ
x
α = 1ˆboundary
(∏
Bulk
σxα
)
. (11)
This reduces the number of possible boundary states
from 2L to 2L−1, which coincides with the number of
ground states we obtained computing the constraints
and degrees of freedom.
All the boundary states can then be written as func-
tions of numbers ei that are 0 if the corresponding Wi
is not applied to |0〉 and 1 if it is applied. This numbers
can then be stored into a vector ~e which then represents
the boundary theory as:
|l〉 → ~e |l〉 =
L∏
i
(Wi)ei |0〉 . (12)
As we said before, the boundary conditions can restrict
the dimension of these spaces. The boundary, when con-
sidered as a system by itself, has a pure periodic bound-
ary conditions, meaning that the vector where all theWi
are present is the same to the one where none of the spins
is flipped.
(0, 0, 0, . . . , 0, 0) ∼ (1, 1, 1 . . . , 1, 1) , (13)
which means that the effective number of degrees of
freedom is L − 1 and the total dimension of the space is
then 2L−1 which is exactly the total number of ground
states of the model.
We can now focus on the coefficients al of the expansion
in Eq. (8). Since the boundary of our system is topologi-
cally equivalent to a one–dimensional system with PBC,
a lot of these coefficients will be equal due to the trans-
lational symmetry. We can start from the fundamental
building blocks, Eq. (9) and Fig. 2. Since all these op-
erators are equal, their coefficients have to be equal too:
a1 = a. The fact that all the other states in the super-
position can be obtained by the multiplication of these
fundamental blocks fixes the other coefficients. Since the
multiplication of operators Wi gives more complicated
boundary state, the generic element of the expansion is
given by
|l〉 =
L∏
i
(Wi)ei |0〉 → al = aleiϕl , (14)
where l =
∑
i e
2
i = |~e|2, ϕl is the phase of the complex
number, we fixed ϕ1 = 0. Physically, this means that
the states with the same number of operator Wi differ
just by a phase.
We want to emphasise here, that even though the con-
siderations made in this section were formulated for a
square geometry with no star-operator on its boundary.
Our conclusions can be easily extended to more exotic
geometries and boundary conditions where some of the
operators of the Hamiltonian are set to zero along some
parts of the boundary. The ground state can be con-
structed starting from the Wi operators applied over a
part of the boundary and by the application of the bulk
operators. The dimension of the ground state depends
on the length of the boundary where one has removed
the stabiliser operators.
6IV. ENTANGLEMENT ENTROPY OF THE
GROUND STATE
Once we have the exact analytical expression for the
ground state, we can now compute the entanglement en-
tropy of a bipartition of the system. The system is in a
pure state, of which the density matrix is
ρˆ = |GS〉 〈GS| . (15)
At zero temperature, the entanglement in a many–body
system can be estimated using the von Neumann en-
tropy [28, 29]:
SA = −TrA ρˆA ln ρˆA, (16)
where ρˆA = TrB ρˆ. The entanglement entropy of the
KTC has been computed exactly in [27, 30]
SA ≡ S˜A =
(LA/B − 1) ln 2. (17)
These calculations show that the entanglement entropy
follows the area law, as expected from the presence of
a finite correlation length [31, 32], plus a constant term
which can be computed exactly. This constant term is the
topological entanglement entropy [33–35], and it is con-
nected to the quantum dimensions of the anyons present
in the theory.
We want to compute the ground state entanglement en-
tropy for our system with the specific boundary condi-
tions specified in Fig. 1. The rectangular lattice is split
into two sub–systems (A and B) as presented on the left
panel of Fig. 8 so that every spin lies either in sub–system
A or B, no spins are shared between them. With respect
to the KTC, we have more freedom in the choice of the
partition between the subsystems A and B. In the par-
ticular case when a subsystem A is smaller than the sub-
system B, we can consider two main configurations: the
first is where the boundary of the system is completely
contained in the subsystem B, and the second is when
the two subsystems share part of the boundary.
The first case is similar to the case of the KTC with
PBC. There, the information about the boundary states
is completely destroyed by the trace over the subsystem
B (we are assuming that A is at least one correlation
length away from the boundary). This and the fact that
the bulk and the boundary are completely decoupled due
to our boundary conditions makes it intuitive that the
entanglement entropy takes the same form as for PBC,
SA = S˜A.
However, when also the boundary is partitioned, we have
an increase in the entanglement entropy due to the edge
states:
SA = S˜A + ln
1
f(A)f(B)
, (18)
where the function f(x) is a positive monotonously in-
creasing function that depends only on the length of the
boundary in the subsystem.
These are the main results of the section.The reader in-
terested in the detailed derivation is encouraged to follow
the next subsection. In other case, proceed to section V.
A. Entanglement entropy of the boundary
We now want to focus on the second case, where two
subsystems share part of the boundary, see Fig. 8. In this
case, the boundary states will not be completely traced
out performing TrB , but they will leave their fingerprint
on the entanglement entropy.
A.
B.
1 3
4
2
A. B.
Figure 8. Left Panel: Partition of the full system into two
subsystems A and B sharing the boundary of the full system
with OBC. Right Panel: Degrees of freedom of a star, in this
case, shared between the A and B subsystems.
We start representing the ground state using the group
A:
|GS〉 = 1√|A|∑
l
anleiϕl
∑
g∈A
g
L∏
i
(Wi)ei |0〉 . (19)
Let’s first calculate the reduced density matrix. Before
doing this, we should specify carefully what happens to
the stars that are shared by two subsystems A and B
(see Fig. 8). We decided to place the boundary of the
two subsystems in between the spin and the lattice site.
In doing this we cut some of the star operators between
the two subsystems, see Fig. 8. Once we trace out the
degrees of freedom of B, this operation fixes part of the
spins in A, due to the ground state conditions. Keeping
track of this reduction is fundamental to take properly
into account the degrees of freedom in between A and B,
which is then responsible of the entanglement entropy.
We start by tracing out the degrees of freedom of the
subsystem B to obtain the reduced density matrix of the
system A:
7ρˆA =
1
|A|
∑
l,k
anlankei(ϕl−ϕk)
∑
g,g′∈A
TrB
〈0|B L∏
i
(Wi)ei gB
shared︷ ︸︸ ︷
gA/B gA |0〉A 〈0|A g′A
shared︷ ︸︸ ︷
g′A/B g
′
B
L∏
i
(Wi)fi |0〉B
 . (20)
The previous expression can be simplified using two im-
portant facts: The boundary states in B subsystem are
orthogonal, and the bulk states are orthogonal if their
modifications are different, meaning:
〈0|
L∏
i
(Wi)ei
L∏
i
(Wi)fi |0〉 =
∏
i
δei,fi (21)
〈0| g′BgB |0〉 = δ (g′B − gB) . (22)
Using these identities the previous equation can be sim-
plified to
ρˆA =
1
|A|
∑
l,k
∑
gB ,g′B∈AB
δ
nBl
nBk
δ(gB − g′B)anlankei(ϕl−ϕk)
∑
gA, g′A∈AA
gA
A/B∏
σˆx
LA∏
i
(Wi)ei |0〉A 〈0|A
LA∏
i
(Wi)fi
A/B∏
σˆxg′A.
(23)
Where we used the fact that |0〉 = |0〉A⊗ |0〉B because it
is a product state.
We can then divide the full group of modification of the
paths in two different subsets AA and AB containing all
the stars fully contained in the subsystems A and B:
AA ≡ {gˆ ∈ A|gˆ = gˆA ⊗ 1ˆ}
AB ≡ {gˆ ∈ A|gˆ = 1ˆ⊗ gˆB}.
The number of elements in these groups is the total num-
ber of possible modifications of the state induced by the
stars. We can then define the order of these groups as:
d = |A| = 2Σ Σ = number of stars in the systems
dA = |AA| = 2ΣA ΣA = number of stars fully in A
dB = |AB | = 2ΣB ΣB = number of stars fully in B.
The presence of stars not fully contained neither in A
nor in B makes Σ 6= ΣA + ΣB . This can be understood
from Fig. 8 (right). The star in the figure depends on a
spin in A and on three spins in B. If we perform a trace
on one of the two subsystems, its value will then not
be completely fixed. To be more precise, the difference
in these two quantities is proportional to the length of
the boundary between two sub–systems. For the same
reason, the deformation operator gˆ can be factorized as:
gˆ = gˆA ⊗ gˆA/B ⊗ gˆB . (24)
It is useful to introduce the short-hand notation
G =
∑
gˆ∈A
gˆ
A/B∏
i
σˆxi , (25)
which relates to the operators acting on the A subsystems
outside the boundary.
The sum over the possible modifications inside B can be
performed trivially and it gives a term proportional to
the order of the group∑
gB g′B
δ (gB − g′B) =
∑
gB
1ˆ = dB . (26)
The summation over the boundary states, labelled by l,
is a little bit more involved but, in general, the states
with the same boundary configuration over B are traced
out:∑
l,k
ala
∗
kδ
nBk
nBl
=
(∑
lB
|anBl |2
) ∑
lA,kA
an
A
l an
A
k ei(ϕ
A
l −ϕAk ).
(27)
We can then define∑
lB
|anBl |2 = f(B). (28)
The function f(B) depends just on the boundary of B
and on the links between A and B and it is equal to 1
when it contains all the boundary as far as
∑
l |aln |2 = 1
for the whole system. From Eq. (28), it is clear that
f(B) ≤ 1 and it is an increasing function of the argument.
For our future calculations it is useful to work out
G |0〉 〈0|GG˜ |0〉 〈0| G˜:
〈0|GG˜ |0〉 = 〈0|
∑
gˆ∈A
gˆ
A/B∏
i
σˆxi
∑
gˆ∈A
gˆ′
A/B′∏
j
σˆxj |0〉 . (29)
In order to have non–zero matrix element, we should have
∑
gˆ∈A
gˆ
A/B∏
i
σˆxi
∑
gˆ∈A
gˆ′
A/B′∏
j
σˆxj = 1ˆ. (30)
This condition can be satisfied in two ways:
1.
∏A/B
i σˆ
x
i
∏A/B′
j σˆ
x
j = 1ˆ. In this case two sets
of σˆx are identical. Then we should also have∑
gˆ∈A gˆ
∑
gˆ′∈A gˆ
′ = 1ˆ and there are |dA| such pos-
sibilities.
82.
∏A/B
i σˆ
x
i
∏A/B′
j σˆ
x
j = Sˆ, where Sˆ =
∏A/B
i σˆ
x
i
taken along all the boundary between A and B.
In this case, we say that two sets of σˆxi are com-
plementary and together cover all the boundary.
Group elements gˆ should then satisfy the next con-
dition:
∑
gˆ∈A gˆ
∑
gˆ′∈A gˆ
′ = Sˆ. There are also |dA|
such possibilities.
It is clear, that in any other case (when we have some
spins excited along the A/B boundary), this is not the
element of group A and therefore can not be equal to∑
gˆ∈A gˆ
∑
gˆ∈A gˆ
′ which leads to zero matrix element.
Now we can see that
G |0〉 〈0|GG˜ |0〉 〈0| G˜ = |dA| |0〉 〈0|G(1ˆ+ Sˆ). (31)
Now our reduced density matrix can be written in a more
elegant way:
ρˆA =
dBf (B)
A × (32)
×
∑
l,k
al+kei(ϕl−ϕk)︸ ︷︷ ︸
from A
Gˆ
LA∏
i
(Wi)ei |0〉A 〈0|A
LA∏
i
(Wi)fi Gˆ.
(33)
It is also easily seen that (1ˆ + Sˆ)2 = 2(1ˆ + Sˆ). The
expression of the density matrix alone is not enough to
compute the entanglement entropy. In order to compute
the logarithm of this operator we need to compute all
its integer powers.
Starting with the square of ρˆA we have:
ρˆ2A = dAd
2
B
f(B)2
|A|2
∑
k
a2k︸ ︷︷ ︸
=f(A)
∑
l,k
al+keiϕl−iϕk
Gˆ
[LA∏
i
(Wi)ei |0〉A 〈0|A
LA∏
i
(Wi)fi
]
Gˆ(1ˆ + Sˆ)
= dAd
2
B
f(B)2f(A)
|A|2
∑
l,k
al+keiϕl−iϕk
Gˆ
[LA∏
i
(Wi)ei |0〉A 〈0|A
LA∏
i
(Wi)fi
]
Gˆ(1ˆ + Sˆ)
= f(B)f(A)
dAdB
d
ρˆA(1ˆ+ Sˆ). (34)
We can then proceed to higher powers:
ρˆ3A = f(B)f(A)
dAdB
d
ρˆ2A(1ˆ+ Sˆ) =
= 2
(
f(B)f(A)
dAdB
d
)2
ρˆ2A. (35)
For the general power of ρˆA:
ρˆnA =
(
2f(B)f(A)
dAdB
d
)n−2
ρˆ2A. (36)
Expanding the logarithm in power series it is possible to
compute the entanglement entropy as
SA = ln
(
d
2dAdB
1
f(A)f(B)
)
. (37)
Let us take a look at the expression for the entanglement
entropy when the subsystem A is entirely in the bulk.
It can be easily done as far as this is just a particular
case of the calculation above where the whole boundary
is traced out. This would lead to
∑
l |aln |2 = 1 already
on the stage of calculating the first power of ρˆA due to
the orthogonality. In the end the expression will be the
same but with f(A)f(B) = 1
S˜A = ln
(
d
2dAdB
)
. (38)
Taking into account that d = 2Σ, dA = 2ΣA , dB = 2ΣB
and Σ = ΣA + ΣB + ΣA/B ,
S˜A =
(LA/B − 1) ln 2, (39)
which is exactly the result for KTC with PBC. Thy we
have:
SA = S˜A + ln
1
f(A)f(B)
. (40)
The factor f(A)f(B) is always smaller or equal to 1. It
depends just on the portions of boundary present in the
subsystems A and B. This contribution leads to the ad-
ditional term − ln f(A)f(B) which increases the entropy.
B. Entanglement entropy in the bulk
We can now briefly describe the specific case of A com-
pletely contained inside the bulk of the system. There,
the boundary is completely traced out by the first trace
procedure, which then ends up in the reduced density
matrix:
ρA =
dB
d
Gˆ |0〉 〈0| Gˆ, (41)
which gives us the entanglement entropy SA = S˜A that is
exactly the value of the entanglement entropy with PBC.
As we explained in the previous sections, the Hilbert
spaces of the bulk and the boundary are decoupled. If
the system A is completely contained in the bulk, the
information about the boundary is then destroyed once
the trace over the subsystem B is performed. The den-
sity matrix of A is then the same as in the case of PBC,
9together with the entanglement entropy. The result is as
expected as the boundary is entangled.
As a conclusive remark, it is important to notice a sig-
nificant property of the previous expressions: Eq. (40)
and (38) are both completely independent of the value
of the couplings. Their values are fixed by the particular
geometry we choose for the subsystems A and B.
V. EXCITATION OF THE BOUNDARY
THEORY
Hamiltonian (1) has different excitation energies in the
bulk and on the boundary due to the different operators
acting on these two distinct regions. If we act on the
ground state with a generic spin flip, via a σxi operator,
it will cost an energy equal to 2 (Jm + Je) because every
spin is shared between two star and two plaquette oper-
ators. On the boundary, we have fewer operators acting
on our spins, so if we flip the spin at the boundary we
need to pay just Jm because just one plaquette operator
is acting on this degree of freedom.
Due to the particular structure of the ground state on the
boundary, described by Wi operators, one can see that
only two possible excited states are possible: σxiWi and
σxi σ
x
i+1Wi due to the spin-1/2 algebra. All these excited
states are fixed to the points where they are created due
to the absence of star operators on the boundary, which
allows us to conclude that their dispersion relation is flat.
In order to give our boundary theory non-trivial dynam-
ics, we need to have some dispersion relation. This has
been done in different topological error correcting codes
as the Wen plaquette and the KTC with different OBC
by adding a magnetic field [25]. In our case, we also have
a magnetic field along x or y–direction which allows us
to flip the spins.
HˆI = hx
∑
i
σˆxi (42)
Using HI as a perturbation of (1), it is possible to com-
pute the tunneling processes induced by the perturba-
tion, see Ref. [36–38]. We will now compute the tun-
nelling between the sites n = i and m = i + R induced
by the magnetic field, as represented in Fig. 9
Following [25], we can compute the transition |m〉 =
σxm |GS〉 → |n〉 = σxn |GS〉 using the Gell-Mann-Low the-
orem [39].
The energy shift is defined as
E = 〈n| HˆUˆI(0,∞) |m〉 = E0 + δE
δE = 〈n| HˆI UˆI(0,∞) |m〉 = 〈n| HˆI
∑
j
(
HˆI
E − Hˆ0
)j
|m〉
(43)
In order to have a well–defined power series expansion,
we will assume Jm  |hx|, in this way a perturbative
Figure 9. Macroscopic tunnelling effect on the boundary the-
ory due to the magnetic field. This perturbation allows the
excitations on the boundary to travel with a dispersion rela-
tions that can be computed using perturbation theory at the
leading order in hx/Jm. For small magnetic field the transi-
tions are just nearest–neighbour because the energy needed
is exponential in the number of spin flips. As the intensity of
the perturbation is increased, the tunnelling can affect more
distant sites, meaning that we have a "non-local" Hamilto-
nian.
expansion of the previous exact expression is motivated.
This is particularly important in order to understand the
physics behind these processes. When no magnetic field
is activated, the part of the Wi operator that can be
modified by the stars, namely the spin–flip is labelled by
α in Eq. (9) and Fig. 2. When the magnetic field is acti-
vated, every spin flip costs energy. The paths now have
different energies depending on their length, this means
that we reduce some degeneracy and the shortest paths
connecting two points are energetically convenient.
We can start with the nearest–neighbour hopping |i〉 →
|i+ 1〉 which is clearly i–independent because of the
translational invariance of the boundary. These states
can be represented using the Wi (R) operators defined
before, since they are also the shortest paths connecting
two points on the boundary. We then want to compute
the transition probability of the process:
|R = 0〉 =Wi |0〉 → |R = 1〉 =Wi (1) |0〉 . (44)
We can compute the energy shift at the leading order as:
δE = 〈R = 1| HˆI
(
HˆI
E − Hˆ0
)2
|R = 0〉 = h
3
x
(−2Jm)2
.
(45)
An easy way to compute these transitions is using a
graphical approach, we draw the lines corresponding to
the generic states |R〉 and for every application of HˆI we
flip one spin
δE = 〈0|WiWi+1HˆI
(
HˆI
E − Hˆ0
)2
Wi |0〉 (46)
=
hx
(−2Jm) 〈0|WiWi+1HˆI
(
HˆI
E − Hˆ0
)
σˆαx σˆ
i
x |0〉 (47)
=
(hx)
2
(−2Jm)2 〈0|WiWi+1HˆI σˆ
β
x σˆ
i
xWi |0〉 =
(hx)
3
(−2Jm)2 .
(48)
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Figure 10. Pictorial representation of the tunnelling process
of the boundary theory induced by the magnetic field HˆI . For
this schemes it is also possible to get the leading order in the
same process at distance R, Eq. (49).
Using the same technique, it is possible to evaluate
the energy shift for more "long-range" transitions like
|R = 0〉 → |R〉 of which the energy shift at the leading
order is
δER =
(hx)
R+2
(−2Jm)R+1 . (49)
VI. DISPERSION RELATION OF THE
BOUNDARY THEORY
We want to study the dispersion relation of the bound-
ary theory. Excitations of this theory are composed by
σxi operators. We can then use as an effective Hamilto-
nian the following spin Hamiltonian
Hˆeff =
∑
i,j
Ji,j σˆ
x
i σˆ
x
j . (50)
As in Ref. [25], Ji,j is the probability of transitions
connecting two spins on the boundary at a distance
R = |i − j| given in Eq. (49). The physics of long-range
coupling in the Ising model can lead to extremely in-
teresting effects both in equilibrium [40, 41] and out-of-
equilibrium [42–44] physics. The behavior of the KTC
and the stability of topological order in the presence of a
magnetic field was already studied in Ref. [45, 46]. There,
the authors derived an effective description for the bulk
Hamiltonian under the perturbation of generic magnetic
field. In our set up the magnetic field is chosen to be
small enough to do not perturb the bulk but just the
boundary degrees of freedom.
We can use the translational invariance of the system to
write the dispersion relation of the excitations in Fourier
space. We transform our Hamiltonian in Fourier space
σxi =
1√L
∑
k
e−ıkiσxk . (51)
We can then plug in this expansion into Eq. (50) to get:
Heff = 1L
∑
i R
∑
k q
JRe
ı(k+q)ieıqRσxkσ
x
q , (52)
where L is the length of the boundary of our two–
dimensional system. The summation over i can be per-
formed and it gives a delta function which enforces the
momentum conservation
Heff =
∑
R
∑
k
JRe
ıkRσxkσ
x
−k. (53)
The previous relation can be used to identify the disper-
sion relation:
k =
∑
R
JRe
ıRk. (54)
The realness of the dispersion relation is ensured by the
fact that JR is symmetric under R→ −R∑
R
JRe
ıkR = 2<
∑
R>0
JRe
ık. (55)
We can then use the Eq. (49)
JR =
(hx)
R+2
(−2Jm)R+1 =
hx
(−2Jm)2
(
hx
−2Jm
)R
. (56)
We can write the dispersion relation using the previous
expression and the fact that the sum over R runs from
R = 1 to R = L/2 which is the maximal distance on the
boundary.
The summation can be performed analytically using the
λ = hx/ (−2Jm) as a short-hand notation for the pertur-
bation parameter. We get:
k = 2hxλ<
R=L/2∑
R=1
(
eıkλ
)R
= 2hxλ<
λeık − (λeık)L2 +1
1− λeık ,
(57)
the dispersion relation can then be written in the form:
k = 2hxλ
2
cos (k)− λ+ λL2 +1 cos (kL2 )− λL2 cos(k(L+2)2 )
1 + λ2 − 2λ cos (k) .
(58)
Taking L sufficiently large and the parameter λ suffi-
ciently small, we can evaluate the previous equation in
the thermodynamic limit with respect to the border:
k = 2hxλ
2 cos (k)− λ
1 + λ2 − 2λ cos (k) . (59)
An important approximation can be done in the last ex-
pression, if λ is sufficiently small, the dominant hopping
is the nearest–neighbour hopping, in this case we recover
a cosine band
k ≈ 2hxλ2 cos (k) , (60)
for values of λ not negligible. It is possible to see devia-
tions, meaning that the couplings between more distant
sites become important, see Fig. 11
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Figure 11. The dispersion relation of the boundary theory for
different values of λ compared to a pure cosine. In order to have
a better scale, we traced the dispersion relations in unit of 2hxλ2.
In the upper panel: dispersion relation for h = 0.01 and Jm = 1
compared to a pure cosine. It is possible to see that the difference
between these two is almost zero, meaning that our theory can be
understood using a nearest-neighbour model. In the lower panel
we have the same dispersion relation for h = 0.2 and jm = 1,
λ = −0.1, compared again to a cosine function. The deviation
from a pure nearest–neighbour hopping are more evident in this
case and a more "long-range" physics is taking place.
VII. QUANTUM COMPUTATION WITH THE
KTC WITH OPEN BOUNDARY CONDITIONS
In the end, we also want to discuss the question of
whether is it possible to use KTC with OBC for quan-
tum computation. This question is important to discuss
as far as this is of the use for the original KTC with pe-
riodic boundary conditions and one should understand if
and how does the situation changes when one moves to
open boundaries. We can start from the considerations
on the standard KTC with PBC, where the information
is stored in two topologically protected ground states,
winding along the two non–trivial paths of the torus. The
memory of such a system is protected by an energy gap.
The only error that cannot be detected is the one that
does not increase energy, meaning that it has to convert
one ground state to another one. Since the ground states
are paths along the two main directions of the torus, this
requires an exponentially large number of ordered spin-
flips. Assuming a constant probability to create an error
in the system with one spin–flip, the probability to cor-
rupt the information is exponentially small in the size of
the system.
In our system, the degrees of freedom of the ground states
are located at the boundary, given by the Wi operators.
Trivially, one could think about using such operators to
store the information one would like to protect. Even
though one can naively think that the high complexity
and degeneracy of the ground state can make the mem-
ory more stable to errors, thus it appears not to be the
case. The fundamental reason is that such states are not
protected by the topology any more. In fact, to corrupt
the information written in our memory, it is sufficient to
modify just 3 spins that correspond to creation or de-
struction of a Wi operator. This probability is constant
and it does not decrease with the system size as in the
PBC case.
Even though, as was seen in the previous section, with
the presence of external magnetic field, the edge states
are no longer gapless, this still does not make the mem-
ory robust. The degenerate ground state splits (simi-
lar to Zeeman effect) and acquire an energy gap. One
should remember though that the gap is still small due
to the fact that it is proportional to magnetic field which
is weak. Generally, the gap decreases exponentially with
the number of spins excited on the edge. This means that
the number of the edge states we can use as q–bits and
hence the capacitance of our memory is restricted from
the requirement of the gap being sufficiently big. Or, in
other words, the level of protection we want to achieve
restricts the capacity of the memory we can have. This
is, however, as was said before has nothing to do with the
topological protection that the memory has in the KTC
with PBC.
A non-trivial topology can anyway be induced in the sys-
tem using holes [47] and defects [48]. Information can
then be stored in spin-flips around these points being
topologically protected. Planar codes can also be used
to do proper quantum computation [49–51] instead of
simple storage of information. Even if our model cannot
be directly used as a quantum memory, its utility is clear
from the mathematical structure of Eq. (4). This expres-
sion can be used to account analytically for the effect
of boundary states on the physical quantities and their
response to external perturbations.
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VIII. CONCLUSIONS
In this paper, we studied the Kitaev Toric Code with
particular open boundary conditions. These conditions
restrict any exchange of the excitations between the bulk
and the boundary, which are then completely decou-
pled. We wrote down explicitly the expression for the
ground state highlighting the separation between the de-
grees of freedom in the bulk and the ones localised on the
boundary (see Eq. (4)). The presence of the edge modes
in open–boundary systems is expected, but our expres-
sions reveal their mathematical form which is not always
known. Moreover, the degrees of freedom are located on
the boundary but the states themselves traverse deeply
into the bulk of the system because of the different oper-
ators content of the bulk and the boundary.
We demonstrated that the spatial distribution of the de-
grees of freedom influences important quantities such as
the bipartite entanglement entropy. In fact, the differ-
ence between open and periodic boundary conditions can
be seen only if the bipartition cuts the boundary. There,
the presence of these degrees of freedom gives a positive
contribution to the leading order which has an area law
behaviour.
Finally, we studied the response of our system to an ex-
ternal perturbation, namely a weak magnetic field. In
this situation, the degrees of freedom at the boundary
acquire a dispersion relation and they can be described
by a generalised Ising model. Using perturbation theory,
we calculated the dispersion relation of the model in this
limit. Due to the perturbation, the edge modes cannot
enter deep into the bulk, but they are mainly confined to
the region close to the boundary and consequently take
the shortest path between two points.
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