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Abstract
We investigate the analytic regularity of the Stokes problem in a polygonal domain  ⊂ R2 with straight sides
and piecewise analytic data.We establish a shift theorem in weighted Sobolev spaces of arbitrary order with explicit
control of the order-dependence of the constants. The shift-theorem in the framework of countablyweighted Sobolev
spaces implies in particular interior analyticity and Gevrey-type analytic regularity near the corners.
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1. Introduction
Modeling and simulation of viscous, incompressible ﬂow is a basic problem in many engineering
disciplines. Practically all models that are in use lead, upon linearization, to the Stokes
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problem
ut − u + ∇p = f in × (0, T ),
∇ · u = h in × (0, T ) (1.1)
with suitable initial and boundary values. This problem dictates, already in the stationary case ut = 0, the
variational setting: in two dimensions, it is a system of order(2 2 1
2 2 1
1 1 0
)
which is elliptic in the sense of Agmon, Douglis and Nirenberg. Consequently, if the boundary  is
smooth, elliptic regularity holds for (1.1) with ut = 0, i.e. for any k0 holds a shift-theorem
(f , h) ∈ Hk()2 × Hk+1() ⇒ (u, p) ∈ Hk+2()2 × Hk+1() (1.2)
and if the data are analytic in , so are the solutions, even up to (analytic pieces of)  [20]. We refer to
[11] for more on the regularity (1.2).
If  is not smooth, however, it is well known [10,16–19] that (u, p) has singularities at corners, even
if (f , h) are smooth.
To establish meaningful regularity results of the Stokes problem and Navier–Stokes problem in a
polygonal domain , various function spaces have been introduced. Due to the corner singularities, the
solution is in the Sobolev spaces Hk() with lower k, for instance, k = 2 for the Stokes problem with
Dirichlet boundary conditions in a convex polygon [15], and k < 2 for the problems associated with other
boundary conditions, even in convex polygons [21,22]. Such regularity results in low-order Sobolev
spaces are unable to provide us with information on the kth derivatives of the solutions, for k > 2. The
Sobolev spaces are inappropriate function spaces to describe the regularity of solutions in nonsmooth
domains.
In the mid 1960s, the Sobolev spaces Wk () with Kondratev-type weights were introduced in [16,17]
for the elliptic and parabolic problems in polygonal domains. Using a priori estimates for systems of
homogeneous-order with a complex parameter in [1], shift-theorems in the framework of such spaces
were established. Since then, these results were used or generalized to the Stokes and Navier–Stokes
problems [21,22]. Due to the structure of the weights of the space Wk (), analytic functions do not
belong to Wk () with k2. Hence, it is impossible to apply such shift-theorems to practical problems
such as elasticity and Stokes ﬂow with analytic data in polygons.Actually, decompositions of the solution
in terms of singular functions and a regular part, and not shift-theorems in the spacesWk (), were ﬁrst used
for error estimates of the ﬁnite/boundary element solutions [5–7,25–27]. Thus, Kondratev-type weighted
Sobolev spaces Wk () are not suitable for obtaining meaningful regularity results for the numerical
analysis of problems in nonsmooth domains.
Gevrey-type spaces which were introduced, for instance, in [8] reﬂect differentiability of functions as
well as the growth of their high-order derivatives measured in certain weighted norms, and shift-theorems
in such spaces were proved. Unfortunately, functions in such Gevrey-type spaces are assumed to be in
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C∞(). Such an assumption is not valid for problems in nonsmooth domains, including the Stokes and
Navier–Stokes problems.
To avoid the above-mentioned difﬁculties, the weighted Sobolev spaces Hk, (), k0 were in-
troduced in [2,4] in the mid of 1980s. There, a dynamic structure of weights was designed so that
Hk() ⊂ Hk, () and analytic functions are in Hk, () for any k. With such weights, the countably
normed spaces B() could be deﬁned in order to describe qualitative and quantitative properties of
solutions for problems in nonsmooth domains [2,4,14]. Shift-theorems in terms of such weighted spaces
and countably normed spaces were proved for elliptical problems with homogeneous order in polygonal
domains, such as the Poisson equation [2,4] and the elasticity problem [14], using the results of [1] on
homogeneous systems of ordinary differential equations depending on a parameter. Regularity results in
the framework of the countably normed spaces theoretically and practically guided the numerical analysis
of the hp version of the ﬁnite element method as well as the boundary element method towards a proof
of exponential convergence [3,13].
The present paper deals with analytic regularity for the stationary Stokes problem, i.e. (1.1) with ut =0
in a polygon. Our regularity results imply the exponential convergence of suitably designed spectral
discretizations, in particular ofmixedhp-ﬁnite elementmethods, see [23,24].Although the results obtained
here are analogous to those for the two-dimensional linear elasticity problem in [14], and some technical
lemmas from [14] are quoted, the analysis there can, however, not be transferred directly to the Stokes
problem, because the Stokes problem with the pressure p is of nonhomogeneous order. Consequently,
after localization and Fourier transformation, we obtain a corresponding system of ordinary differential
equations with a complex parameter which is of nonhomogeneous order. All a priori estimates given in
[1] which are the foundation for shift-theorems in the spaces Wk () [16,17,21,22], cannot be applied
directly. We therefore establish here these a priori estimations for the nonhomogeneous-order system
of ordinary differential equations with a complex parameter. This is an essential part of our paper and
constitutes one substantial difference to [14] where [1] could be used. The lengthy generalization of
Agranovich and Vishik’s work in [1] to nonhomogeneous-order systems of equations appears not to be
available in [21,22] or in the existing literature. Such a generalization of [1] is implicitly assumed in the
shift-theorems for the Stokes problem in weighted spaces Wk () such as, for example, those in [21,22].
The generalization of [1] to systems of mixed order is crucial here because the shift-theorem in the spaces
Wk (Q) with k2 in the inﬁnite sector Q coinciding with  in the vicinity of a corner of , is needed
to prove the key a priori estimates of the solution in the framework of the weighted spaces Hk, () and
B().
Themain result of the present paper isTheorem5.7which states that the solution of the stationary Stokes
problem (u, p) belongs to Hk+2,2 ()
2 × Hk+1,1 () (resp. B2()2 × B1()) if (f , h) ∈ Hk,0 ()2 ×
H
k+1,1
 () (resp. B0()2 × B1()) and the Dirichlet boundary condition g0 ∈ Hk+3/2,3/2 (D)2 (resp.
B
3/2
 (D)
2 and the Neumann boundary condition g1 ∈ Hk+1/2,1/2 (N)2 (resp. B1/2 (N)2), for any
polygon  and any combination of Dirichlet- and Neumann boundary conditions. This result contains the
H 2()2 ×H 1() regularity of (u, p) in convex polygons for the stationary Dirichlet problem of (1.1) as
special case (cf. Remark 5.6).
The paper is organized as follows. In Section 2, we give the deﬁnitions of the weighted Sobolev
spaces Hk, () and the countably normed spaces B

() furnished with Babuška–Guo-type weights
over the polygonal domains. The Stokes problem associated with various combinations of Dirichlet
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and Neumann boundary conditions is addressed in Section 3, and the weak solutions of the prob-
lems with date in weighted Sobolev spaces are derived. After localizing the problem at each corner
of the domain, variable change and Fourier transformation (which is equivalent the Mellin transfor-
mation) leads to a nonhomogeneous-order system of equations with a complex parameter. The whole
Section 4 is devoted to a generalization of Agranovich and Vishik’s work [1] to nonhomogeneous-
order systems of equations. In Section 5, we ﬁrst discuss the relation between the weak solution of
Stokes problem in H 1() and the solution of Stokes problem in Wk (Q) which appears to not have
been addressed in [21,22] and many others. Then, we prove regularity for the second derivatives of
the velocity u and the ﬁrst derivative of the pressure p in the weighted spaces H 2,2 ()
2 × H 1,1 ().
Using a bootstrapping argument technique, we prove qualitative and quantitative regularity for high-
order derivatives of the solution in the weighted Sobolev spaces Hk, () and countably normed
spaces B(),  = 1, 2.
2. Preliminaries
By ⊂ R2, we denote a polygonwith verticesAi and open edgesi connectingAi andAi+1, 1iM .
Throughout, we understand the subscript i modulo M, i.e. AM+1 =A1, M+1 =1, see Fig. 1. LetD and
N be disjoint subsets of {1, 2, . . . ,M} and set 0 =⋃i∈D i , 1 :=⋃i∈N i . Then = = 0 ∪ 1.
Let further  = (1, . . . , M) be an M-tuple of real numbers satisfying 0< i < 1, 1iM , and deﬁne
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Fig. 1. A polygonal domain.
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the weight function
+k(x) :=
M∏
i=1
(ri(x))
i+k ,
where ri(x) = dist(x,Ai) and k is any integer.
By Hk() we denote the usual Sobolev spaces, and by Hk, (), k0, weighted Sobolev spaces
equipped with norm
‖u‖2
H
k,
 ()
:= ‖u‖2
H−1() +
k∑
||
‖+||− Du‖2L2(),
where the ‖u‖H−1()-term is to be dropped if  = 0. If k =  = 0, we write also L() for H 0,0 (). We
adopted here the multi-index notation Du, i.e.
Du = 
||u
x11 x
2
2
, = (1, 2), || = 1 + 2
for higher derivatives in cartesian coordinates.
Let Q = {(r, ) : 0<r < 	, 0< <
} be a ﬁnite (	<∞) or an inﬁnite (	 = ∞) sector. Then we
denote by Du the th derivative with respect to polar-coordinates (r, ), i.e.
Du = 
||u
r12
, = (1, 2), || = 1 + 2
and denote by Hk, (Q) the weighted Sobolev spaces in terms of polar-coordinates, equipped with the
norm
‖u‖2
H
k,
 (Q)
= ‖u‖2
H−1(Q) +
k∑
||
‖r1−+Du‖2
L2(Q).
We shall further require the weighted spaces Wk (Q) introduced by Kondratev [16,17] which are deﬁned
in terms of the norms
‖u‖2
Wk (Q)
=
∑
||k
∫
Q
r2(−k+1)|Du|2r dr d.
By D = {(, ) :  ∈ R, 0< <
} we denote the strip of width 
> 0 and deﬁne, for an integer k0
and any h> 0 the spaces
Hkh (D) = {u ∈ L2(D) : ‖u‖Hkh (D) <∞},
where
‖u‖2
Hkh (D)
:=
∑
||k
∫
D
e2h|Du|2 d d.
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In the polygon , we deﬁne the countably normed spaces B(),  = 0, 1, 2 by
B() =
⎧⎨⎩u ∈ ⋂
k
H
k,
 () : ‖+k−Du‖L2()Cdk−(k − )!
for || = k = ,  + 1, . . . and some C, d1 independent of k
⎫⎬⎭ .
The spaces B(S) on a ﬁnite sector S are deﬁned analogously, however in terms of polar coordinates
(r, ). Clearly,B andB

 depend on the constantsC, d in their deﬁnitions and we shall writeB

(, C, d),
B(, C, d) if this dependence is considered. The spaces deﬁned in cartesian and polar coordinates are
equivalent for 02. More precisely, there holds (see Theorem 2.1 of [2])
Proposition 2.1. Let S = {(r, ) : 0<r < 	, 0< <
} be a ﬁnite sector and (x) = r, 0< < 1.
Then, for  = 0, 1, 2, and for all k
u ∈ Hk, (S) ⇐⇒ u ∈Hk, (S), u ∈ B(S) ⇐⇒ u ∈ B(S).
We deﬁne Hk−
1
2 ,− 12
 (m) and B
− 12
 (m) on m, m ∈ {D,N}, for  = 1, 2 as spaces of traces of
H
k,
 () and B

(), respectively, and equip them with the norms
‖g‖
H
k− 12 ,− 12
 (m)
= inf
G|m=g
‖G‖
H
k,
 ()
.
3. Stokes problem with data in weighted spaces
In the polygon , we consider the Stokes problem
−div( [u, p]) = f in , (3.1a)
−div u = h in , (3.1b)
u|0 = g0 on 0, (3.1c)
[u, p]n = g1 on 1. (3.1d)
Here, u is the velocity ﬁeld, p the (hydrostatic) pressure and  [u, p] the hydrostatic stress tensor of the
ﬂuid. For a Newtonian ﬂuid,  is given by
[u, p] = −p1 + 2[u], (3.2)
where [u] denotes the symmetric gradient of u, i.e.
[u] = 12 (∇u + (∇u)),
and > 0 denotes the (kinematic) viscosity of the ﬂuid.
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Remark 3.1. If h = 0 in (3.1b) we have div [u] = 12u, and (3.1a) becomes
−u + ∇p = f .
We will be interested in the variational formulation and in the solvability of (3.1) under the following
assumptions on the data:
g ∈ H
3
2−, 32−
 (
)2,  = 0, 1, f ∈ L()2, h ∈ H 1,1 (). (3.3)
By the deﬁnition of the traces, there exists G ∈ H 2−,2− () such that
g = G|, ‖g‖
H
3
2 −, 32 −
 (
)
‖G‖
H
2−,2−
 ()
,  = 0, 1. (3.4)
We may assume that g0 = 0. Then we seek u ∈ W0 where
W0 := {u ∈ H 1()2 : u|0 = 0}. (3.5)
If = 0, i.e. for the Dirichlet problem, we require a compatibility condition
(h, 1) =
∫

h dx = 0. (3.6)
For the homogeneous Dirichlet data, we introduce the spaces
J0 := {v ∈ W0 : div v = 0} and J⊥0 := {v ∈ W 0 : (v,w) = 0 ∀w ∈ J0}. (3.7)
Hereafter (u, v) we denote the L2() inner-product, taken componentwise if u, v are vectors. The
following result is classical (see, e.g., [11,12]).
For the weak formulation of (3.1), we introduce the bilinear forms
a(u, v) := 2( [u], [u]), b(p, v) := −(p, div v). (3.8)
Then the variational formulation of (3.1) reads:
Find u ∈ W0 and p ∈ L0 such that
a(u, v) + b(p, v) = (f , v) + 〈g1, v〉1 ∀v ∈ W0,
b(q, u) = (h, q) ∀q ∈ L0. (3.9)
The solvability of (3.9) is a consequence of the Babuška–Brezzi theorem.
Theorem 3.2. Under the assumption |0|> 0 and (3.3), (3.6), problem (3.9) admits a unique variational
solution (u, p) ∈ W0 × L0. The solution satisﬁes the a priori estimates
‖u‖H 1() + ‖p‖L2()C
{
‖f ‖L() + ‖h‖H 1,1 () +
1∑
=0
‖g‖
H
3
2 −, 32 −
 (
)
}
. (3.10)
Proof. By the ﬁrst Korn inequality, there holds
a(u, u)‖u‖2
H 1() ∀u ∈ W0.
494 B. Guo, C. Schwab / Journal of Computational and Applied Mathematics 190 (2006) 487–519
Due to the imbedding of the weighted Sobolev spaces [2,4],
L() ⊂ (H 1())′, H
1
2 ,
1
2
 (
1) ⊂ (H 1())′.
Then applying the results for the saddle point problem [9], we have the uniqueness and existence of
solution, and
|(h, q)|‖h‖L2()‖q‖L2()‖h‖H 1,1 ()‖q‖L2() (3.11)
and
|(f , v) + (g1, v)|C(‖f ‖L() + ‖g1‖
H
1
2 ,
1
2
 (
1)
)‖v‖H 1().  (3.12)
Remark 3.3. In Theorem 3.2, we assumed |0|> 0. If |0| = 0, an existence result holds with modiﬁed
spaces, since in the proof of Theorem 3.2 the ﬁrst Korn inequality cannot be used to verify the coercivity
of a(·, ·). To cover this case, we introduce the “rigid body motions”
R= span{(1, 0), (0, 1), (x2,−x1)}. (3.13)
Evidently, [r] = 0 for all r ∈ R. The variational formulation (3.9) involves now the space
W0 = {u ∈ H 1()2 : (u, r) = 0 ∀r ∈ R}. (3.14)
The data f and g1 in (3.1) must now be equilibrated, i.e., they must satisfy
(f , r) + 〈g1, r〉 = 0 ∀r ∈ R. (3.15)
The compatibility condition (3.6) is not necessary now and we have L0 =L2(). It is also not necessary
to remove h0 now. The second Korn inequality leads to the coercivity
([u],  [u])‖u‖2H 1() ∀u ∈ W0, (3.16)
with > 0. Hence there exists a unique solution (u, p) ∈ (H 1()2/R, L2()) (unique up to rigid body
motions), where H 1()2/R denotes the factor space with respect to the rigid body motions.
Remark 3.4. If g0 = 0, |0| = 0, we introduce u1=u−G0.Applying the above result to u1 we obtained
the uniqueness and existence of the solution, and a priori estimate for (u, p)
‖u‖H 1() + ‖p‖L2()C
{
‖f ‖L() + ‖h‖H 1,1 () +
1∑
=0
‖g‖
H
3
2 −, 32 −
 (
)
}
. (3.17)
If 0 = , we require a compatibility condition∫

h dx +
∫

g0 · n ds = 0. (3.18)
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4. Stokes problem in an inﬁnite sector
Let Q denote the inﬁnite sector described in polar coordinates (r, ) by
Q = {(r, ) : 0<r <∞, 0< <
}.
In Q, we consider the Stokes equations (3.1), in components
− 
(
2
2u1
x21
+ 
x2
(
u1
x2
+ u2
x1
))
+ p
x1
= f1,
− 
(

x1
(
u1
x2
+ u2
x1
)
+ 2 
2u2
x22
)
+ p
x2
= f2,
u1
x1
+ u2
x2
= h (4.1)
with any one of the following boundary conditions:
u|=0,
 = g0 = (g01, g02) (Dirichlet), (4.2a)
(−pn + 2(u)n)|=0,
 = g1 = (g11, g12) (Neumann), (4.2b)
u|=0 = g0, −pn + 2(u)n|=
 = g1 (Mixed), (4.2c)
where
(u) =
⎛⎜⎝
u1
x1
1
2
(
u1
x2
+ u2
x1
)
1
2
(
u1
x2
+ u2
x1
)
u2
x2
⎞⎟⎠ , n = (n1
n2
)
.
4.1. A system with a complex parameter 
We study the regularity of solution (u, p) to (4.1). To this end, we rewrite (4.1) in polar coordinates
(r, )
− (ur − r−2ur − 2r−2u + r (∇ · u)) + rp = fr ,
− (u − r−2u + 2r−2ur + r−1(∇ · u)) + r−1p = f,
rur + r−1(ur + u) = h, (4.3)
where =r = (2r + r−1r + r−22), ∇ · u= (rur + r−1ur + r−1u), and the components (ur, u)
of u and (fr , f) of f are given by
u =
(
ur
u
)
= A
(
u1
u2
)
=
(
cos  sin 
− sin  cos 
)(
u1
u2
)
, f =
(
fr
f
)
= Af . (4.4)
496 B. Guo, C. Schwab / Journal of Computational and Applied Mathematics 190 (2006) 487–519
The boundary conditions (4.2) read in polar coordinates:
u|=0,
 = g0 = (g0r , g0) (Dirichlet), (4.5a)
n(u, p)|=0,
 = (2r,−p + 2)=0,
 = g1 := (g1r , g1) (Neumann), (4.5b)
where n(u, p) = −pn + 2(u)n, n = (0, 1) and
(u) =
(
err r
r 
)
with
rr = rur ,  = r−1(u + ur), r = 12 (r−1ur + ru − r−1u)
and the boundary conditions of mixed type
u|=0 = (ur, u)⊥|=0 = g00 = (g0r , g0)⊥, n(u, p)|=
 = g1
 = (g1r , g1)⊥. (4.5c)
To analyze problem (4.1), (4.2) in the inﬁnite sector, we introduce in (4.3) the variable t = n(1/r),
thereby converting (4.3) into the problem
− (2(2t t u˜t − u˜t ) + 2u˜t − 2tu˜ − 3u˜) − (t p˜ + p˜) = f˜t ,
− (−2t + 3u˜t + 2t t u˜ + 22u˜ − u˜) + p˜ = f˜,
− t u˜t + u˜t + u˜ = h˜ (4.6)
in the inﬁnite strip D = {(t, ) : −∞< t <∞, 0< <
} and the boundary conditions (4.5) become
u˜|=0,
 = (˜ut , u˜)|=0,
 = g˜0 (Dirichlet), (4.7a)
˜(˜u, p˜)|=0,
 := ±(2˜t,−p˜ + 2˜)|=0,
 = g˜1 (Neumann), (4.7b)
u˜|=0 = g˜00, ˜(˜u, p˜)|=
 = g˜1
 (Mixed). (4.7c)
Here, u˜(t, ) := u(e−t , ), p˜(t, ) := e−tp(e−t , ), f˜ (t, ) := e−2t f˜ (e−t , ) and h˜(t, ) = e−th
(e−t , ). The boundary data are g˜(t, )= e−tg(e−t , ), = 0, 1, and (˜t, ˜) := (12 (u˜t − t u˜− u˜),
(u˜ + u˜t )).
Finally, we apply the Fourier transform to (4.6), (4.7) with respect to t, i.e.,
û =F(˜u) := 1√
2
∫ ∞
−∞
e−it u˜(t, ) dt, = + i with ﬁxed  and  ∈ (−∞,∞),
and denote p̂=F(p˜), ĥ=F(˜h), ĝ=F(g˜), =0, 1, and (̂t, ̂) := (12 (ût −(1+i)̂u), (û+ût )).
This yields the two-point boundary value problem in the interval I = (0,
) depending on the complex
parameter :
− (2ût − 2(1 + 2)̂ut − (3 + i)û) − (1 + i)p̂ = f̂t ,
− ((3 − i)ût + 22û − (1 + 2)̂u) + p̂ = f̂,
(1 − i)̂ut + û = ĥ (4.8)
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equipped with one of the following boundary conditions:
û|=0,
 = (̂ut , û)|=0,
 = ĝ0 (Dirichlet), (4.9a)
̂(̂u, p̂) = ±(2̂t,−p̂ + 2̂)|=0,
 = ĝ1 (Neumann), (4.9b)
û|=0 = ĝ00, ̂(̂u, p̂)|=
 = ĝ1
 (Mixed). (4.9c)
Denoting  = iD, (4.8), (4.9) may be written in symbolic form as
L̂(D, )(̂u, p̂) = (f̂ , ĥ) on I = (0,
),
B̂(D, )(̂u, p̂) = (ĝ0, ĝ1) on I = {0,
} (4.10)
with the differential operator pencil
L̂(D, ) =
(
D2 + 2(1 + 2) (3 + i)Di −(1 + i)
−(3 − i)Di 2D2 + (1 + 2) iD
(1 − i) iD 0
)
and the boundary operator pencils
B̂(D, )|=0,
 = A1 (Dirichlet), B̂(D, )|=0,
 = ±A2 (Neumann),
B̂(D, )|=0 = A1 and B̂(D, )|=
 = A2 (Mixed)
with
A1 =
(
1 0 0
0 1 0
)
, A2 =
(
Di −(1 + i) 0
2 2Di −1
)
.
The principal parts L̂0(D, ), B̂0(D, ) of these operators are
L̂0(D, ) =
(
(D2 + 22) −D −i
−D (2D2 + 2) iD
−i iD 0
)
and
B̂0(D, )|=0,
 = A1 (Dirichlet), B̂0(D, )|=0,
 = ±A˜2 (Neumann),
B̂0(D, )|=0 = A1 and B̂0(D, )|=
 = A˜2 (Mixed)
with
A˜2 =
(
Di −i 0
2 2Di −1
)
.
We will prove certain a priori estimates for solutions of (4.10) which are the basis for the regularity theory.
To this end, we introduce norms in I which depend on : for integer k0, we set
|‖û‖|2
Hk(I)
:=
k∑
=0
||2‖û‖2
Hk−(I ). (4.11a)
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Due to the interpolation of norms, there is an equivalent norm
‖û‖2
Hk(I)
+ ||2k‖û‖2
L2(I ) |‖û‖|2Hk(I)C(‖û‖2Hk(I) + ||2k‖û‖2L2(I )), (4.11b)
where C > 0 is independent of .
The rest of this section is devoted to the proof of the a priori estimate for problem (4.10): for = + i
with > 0 ﬁxed, there holds for −∞< <∞ and for any integer k2
|‖û‖|2
Hk(I)
+ |‖p̂‖|2
Hk−1(I )C
(
|‖f̂ ‖|2
Hk−2(I ) +
1∑
=0
||3−2 |̂g|2 + |‖ĥ‖|2
Hk−1(I )
)
, (4.12)
where the constant C is independent of .
Remark 4.1. The operators L̂(D, ), B̂(D, ) in (4.10) are not of homogeneous degree in D and . Hence
the a priori estimates in [1,14,17] for a parameter-dependent system of homogeneous degree cannot be
applied to (4.10). Therefore, we shall prove next a priori estimates (4.12) for solutions of (4.10). The proof
will be self-contained and follows the basic steps in [1]: First (4.12) is established for the principal parts L̂0,
B̂0 on the whole real line (I=R) resp. on the half-line (I=R+), then on the bounded interval I=(0,
) by
a localization argument. Finally, (4.12) will be obtained for L̂(D, ), B̂(D, ) by a perturbation argument.
4.2. A priori estimates on the entire line R1
Consider the principal part of system (4.10):
L̂0(D, )(̂u, p̂) = (f̂ , ĥ) for = + i with ﬁxed ,  ∈ R = (−∞,∞). (4.13)
By a Fourier-transformation with respect to ,
û(, ) = 1√
2
∫ ∞
−∞
e−iû(, ) d= F̂(̂u),
(4.13) is reduced to an algebraic system
L̂0(, )(̂u, p̂) = (f̂ , ĥ), (4.14)
with
det(L̂0(, )) = (2 + 2)2,
Therefore, if 2+2 = 0, L̂−10 (, ) exists and (4.14) admits the unique solution (̂u, p̂)= L̂−10 (, )(f̂ , ĥ)
where
(L̂0(, ))
−1 = 1
(2 + 2)2
(
2  i(2 + 2)
 2 −i(2 + 2)
i(2 + 2) −i(2 + 2) 22(2 + 2)2
)
. (4.15)
In what follows, we denote for 0 ∈ (0, /2) the sector
∑
0
by∑
0
={ ∈ C | | arg |<0 or |− arg |<0}.
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Theorem 4.2. For  ∈∑0 with ||0, 0 > 0 arbitrary and for any (f̂ , ĥ) ∈ Hk−2(R)2 × Hk−1(R),
k2, the principal system (4.13) has a unique solution (̂u, p̂) ∈ Hk(R)2 × Hk−1(R) satisfying
|‖û‖|2
Hk(R)
+ |‖p̂|‖2
Hk−1(R)C(|‖f̂ ‖|2Hk−2(R) + |‖ĥ‖|2Hk−1(R)), (4.16)
where the constant C depends only on 0,0, k but is independent of f̂ , ĥ.
Proof. For real  and for  ∈∑0 , ||0 > 0 arbitrary, det(L̂0) = 0. Thus, (4.14) is uniquely solvable
and due to (4.15) we have, for any k2,
(1 + || + ||)2k |̂u|2 + (1 + || + ||)2(k−1) |̂p|2C{(1 + || + ||)2(k−2)|f̂ |2
+ (1 + || + ||)2(k−1) |̂h|2}. (4.17)
Further, (̂u, p̂) = (F̂−1(̂u), F̂−1(p̂)) is the solution of (4.13), and (4.17) directly gives (4.16). 
To establish (4.16) for the full system (4.10), i.e.
L̂(D, )(̂u, p̂) = (f̂ , ĥ) on I = R,
we need a perturbation lemma.
Lemma 4.3. For any integer k2 and for ||0 > 0 with sufﬁciently large 0 > 0, it holds for I =
R,R+, (0,
) that
|‖(L̂(D, )(̂u, p̂) − L̂0(D, )(̂u, p̂))12‖|2Hk−2(I )C{|‖û‖|2Hk−1(I ) + |‖p̂‖|2Hk−2(I )},
|‖(L̂(D, )(̂u, p̂) − L̂0(D, )(̂u, p̂))3‖|2Hk−1(I )C{|‖û‖|2Hk−1(I ) + |‖p̂‖|2Hk−2(I )}.
with C independent of  and of (̂u, p̂), but depending on 0.
Proof. This follows directly from the deﬁnition of L̂0(D, ). 
Lemma 4.3 gives immediately
Theorem 4.4. For  ∈ ∑0 and for (f̂ , ĥ) ∈ Hk−2(R)2 × Hk−1(R), there exists 0 > 0 such that the
system
L̂(D, )(̂u, p̂) = (f̂ , ĝ) on I = R (4.18)
with ||> 0 has a unique solution (̂u, p̂) ∈ Hk(R)2×Hk−1(R), and satisﬁes the a priori estimate (4.16).
Proof. We have
det(L̂(, )) = (2 + (+ 1)2)(2 + (− 1)2).
Therefore, for real  and  ∈∑0 with ||0 and arbitrary 0 > 0, det(L̂(, )) = 0.
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For these (, ) we may argue as in the proof of Theorem 4.2. The solution (̂u, p̂) of (4.18) hence exists
in Hk(R)2 ×Hk−1(R) if (f̂ , ĥ) ∈ Hk−2(R)2 ×Hk−1(R). Due to (4.16), there holds the a priori estimate
|‖û‖|2
Hk(R)
+ |‖p̂‖|2
Hk−1(R)C{|‖(L(D, )(̂u, p̂) − L̂0(D, )(̂u, p̂))12‖|2Hk−2(R)
+ |‖(L(D, )(̂u, p̂) − L̂0(D, )(̂u, p̂))3‖|2Hk−1(R)
+ |‖f̂ ‖|2
Hk−2(R) + |‖ĥ‖|2Hk−1(R)}.
By Lemma 4.3, we get
|‖û‖|2
Hk(R)
+ |‖p̂‖|2
Hk−1(R)C{|‖f̂ ‖|2Hk−2(R) + |‖ĥ‖|2Hk−1(R) + |‖û‖|2Hk−1(R) + |‖p̂‖|2Hk−2(R)}.
By equivalence (4.11b), we have for ||> 0 with sufﬁciently large 0 > 0,
|‖û‖|2
Hk−1(R) + |‖p̂‖|2Hk−2(R)2C(|‖û‖|2Hk(R) + |‖p̂‖|2Hk−1(R))
which leads to the desired estimate (4.16). 
4.3. A priori estimate on the half-line R+
We consider again the principal system
L̂0(D, )(̂u, p̂) = (f̂ , ĥ) on I = R+ = (0,∞), (4.19a)
B̂0(D, )(̂u, p̂) = (ĝ0, ĝ1). (4.19b)
We may assume that f̂ = 0, ĥ= 0. Then the solution of the homogeneous system of second order can be
written as a linear combination of fundamental solutions. Since L̂0(D, ) has constant coefﬁcients, the
fundamental solutions have the form ebE where b satisﬁes
det(L̂0(−ib, )) = (2 − b2)2 = 0.
Hence, b=± with multiplicity 2 if  = 0 and b= 0 with multiplicity 4 if = 0. We observe that e±E
with  = 0 may not be integrable on I = (0,∞) if  = 0. There are only two solutions which tend to
zero as  → ∞. Since either Re < 0 or Re(−)< 0, we may assume that Re < 0 for  = 0. Then
ŵ1 = e(1, i, 0) and ŵ2 = e(1 + , i, 2i) are two stable fundamental solutions for  = 0 and
the solution of (4.19) can be written in the form
(̂u, p̂) = c1ŵ1 + c2ŵ2.
The coefﬁcients c1, c2 are determined from (4.19b).
For the Dirichlet condition û|=0 = ĝ0 = (ĝ0t , ĝ0), we get c1 = −îg0 , c2 = ĝ0t + îg0 which gives∣∣∣∣dûd
∣∣∣∣2Ce2Re ||2(1 + 2 ||2)|̂g0|2, 0, (4.20a)
and ∣∣∣∣dp̂d
∣∣∣∣2Ce2Re ||2(+1) |̂g0|2, 0. (4.20b)
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We remark that  ∈∑0 , Re < 0 and ||0 > 0 implies for any m1∫ ∞
0
m e2 Re  dCm||−(m+1) (4.21)
which implies together with (4.20) for k2∫ ∞
0
{
k∑
=0
∣∣∣∣dûd
∣∣∣∣2||2(k−) + k−1∑
=0
∣∣∣∣dp̂d
∣∣∣∣2||2(k−1−)
}
dC||2k−1 |̂g0|2. (4.22)
For the Neumann Condition, ̂n(̂u, p̂)|=0 = ĝ1 = (ĝ1t , ĝ1), we have c1 = − i2 ĝ1 , c2 = 2(ĝ1t + îg1).
Hence we get∣∣∣∣dûd
∣∣∣∣2Ce2Re ||2(−1)(1 + ||22)|̂g1|2, (4.23a)∣∣∣∣dp̂d
∣∣∣∣2Ce2Re ||2 |̂g1|2. (4.23b)
The bounds (4.23) and (4.21) lead to∫ ∞
0
{
k∑
=0
∣∣∣∣dûd
∣∣∣∣2 ||2(k−) + k−1∑
=0
∣∣∣∣dp̂d
∣∣∣∣2 ||2(k−1−)
}
dC||2k−3 |̂g1|2. (4.24)
Combining (4.22) and (4.24), we have shown
Theorem 4.5. For  ∈∑0 with ||0 > 0 sufﬁciently large. The principal part problem (4.19) admits,
for f̂ ∈ Hk−2(R+)2, ĥ ∈ Hk−1(R+), k2, and any initial data ĝ ∈ C2,  = 0, 1, a unique solution
û ∈ Hk(R)2, p̂ ∈ Hk−1(R), which satisﬁes the a priori estimate
|‖û‖|2
Hk(R+) + |‖p̂‖|2Hk−1(R+)
C{|‖f̂ ‖|2
Hk−2(R+) + |‖ĥ‖|2Hk−1(R+) + ||2k−1−2 |̂g|2}. (4.25)
Proof. (i) For f̂ = 0, ĥ = 0, we constructed the explicit solution and estimates (4.22), (4.24) lead to
(4.25).
(ii) For f̂ = 0, ĥ = 0, we extend f̂ , ĥ to all of R preserving their norms. Theorem 4.2 implies that
there is a solution (̂u0, p̂0) ∈ Hk(R)2 × Hk−1(R) satisfying (4.18) and the a priori estimate (4.16).
Set now (̂v, q̂) := (̂u − û0, p̂ − p̂0). Then
L̂0(D, )(̂v, q̂) = 0 in R+,
B̂0(D, )(̂v, q̂) = (ĝ0, ĝ1) − B̂0(D, )(̂u0, p̂0).
By part (i) of the proof, we have (4.25) for (̂v, q̂), i.e.
|‖̂v‖|2
Hk(R)
+ |‖q̂‖|2
Hk−1(R)C
{ ||2k−1 |̂g0 − B̂0(D, )(̂u0, p0)|2,
||2k−3 |̂g1 − B̂0(D, )(̂u0, p0)|2.
(4.26)
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By Lemma 4.6 and (4.16), we have
||2k−1 |̂u0(0)|2C
{
||2k‖û0‖2L2(R) + ||2(k−1)
∥∥∥∥dû0d
∥∥∥∥2
L2(R)
}
C |‖û0‖|2Hk(R)C{|‖f̂ ‖|2Hk−2(R+) + |‖ĥ‖|2Hk−1(R+)}. (4.27)
Similarly, we have
||2k−3 |̂u′0(0)|2C{||2(k−1)‖û′0‖2L2(R) + ||2(k−2)‖û′′0‖2L2(R)}
C |‖û0‖|2Hk(R)C{|‖f̂ ‖|2Hk−2(R+) + ‖ĥ‖|2Hk−1(R+)} (4.28a)
and
||2k−3 |p̂0(0)|2C{||2(k−1)‖p̂0‖2L2(R) + ||2(k−2)‖p̂′0‖2L2(R)}
C |‖p̂0‖|2Hk−1(R)C{|‖f̂ ‖|2Hk−2(R+) + |‖ĥ‖|2Hk−1(R+)}. (4.28b)
Now (4.26)–(4.28) yield the estimate (4.25) in the general case. 
It remains to prove
Lemma 4.6. Let complex-valued functions v ∈ H 1(I ) be given where I = R,R+ or (0,
). Then for
every 0 > 0 such that for ||> 0 holds
|| |v(0)|2C{‖v‖2
H 1(I ) + ||2‖v‖2L2(I )} = C |‖v‖|2H 1(I ).
Proof. By the embedding theorem, v ∈ C(I), and
(v(0))2 = (v(x))2 +
∫ x
0
2v′(t)v(t) dt .
This immediately gives for ||> 0
|| |v(0)|2 ||
∫
I
|v(x)|2 dx +
∫
I
(|v′(x)|2 + ||2 |v(x)|2) dx
C{||2‖v‖2
L2(I ) + ‖v′‖2L2(I )}. 
We now consider the system
L̂(D, )(̂u, p̂) = (f̂ , ĥ) on I = R+ = (0,∞), (4.29a)
B̂(D, )(̂u, p̂) = (ĝ0, ĝ1). (4.29b)
Theorem 4.7. For  ∈ ∑0 with ||0 > 0 for sufﬁciently large 0 > 0, (4.29) has a unique solution
(̂u, p̂) ∈ Hk(R+)2 × Hk−1(R+) for any (f̂ , ĥ) ∈ Hk−2(R+)2 × Hk−1(R+), k2, and the a priori
estimate (4.25) holds.
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Proof. The solution for (4.29) can be constructed as the one for the principal system (4.19). To prove
estimate (4.25), we need to show that there is 0 > 0 such that for  ∈∑0 with ||> 0 holds
|‖((L̂(D, ) − L̂0(D, ))(̂u, p̂))12‖|2Hk−2(R+) + |‖((L̂(D, ) − L̂0(D, ))(̂u, p̂))3‖|2Hk−1(R+)
+ ||2k−3|(B̂(D, ) − B̂0(D, ))(̂u, p̂)|2 12C (|‖û‖|
2
Hk(R+) + |‖p̂‖|2Hk−1(R+)).
As shown in Lemma 4.3,
|‖(L̂(D, ) − L̂0(D, ))(̂u, p̂)‖|2Hk−2(R+)C{|‖û‖|2Hk−1(R+) + |‖p̂‖|2Hk−2(R+)}
and
|(B̂(D, ) − B̂0(D, ))(̂u, p̂)|2 = 0 for Dirichlet boundary conditions,
|(B̂(D, ) − B̂0(D, ))(̂u, p̂)|2 = |̂u(0)|2 for Neumann boundary conditions.
By Lemma 4.6,
||2k−3|(B̂(D, ) − B̂0(D, ))(̂u, p̂)|2C ||2(k−2)(||2‖û‖2L2(R+) + ‖û‖2H 1(R+))
C |‖û‖|2
Hk−1(R+).
Therefore, for ||0 > 0 with 0 sufﬁciently large
|‖((L̂(D, ) − L̂0(D, ))(̂u, p̂))12‖|2Hk−2(R+)
|‖((L̂(D, ) − L̂0(D, ))(̂u, p̂))3‖|2Hk−1(R+) + ||2k−3|(B̂(D, ) − B̂0(D, ))(̂u, p̂)|2
C{|‖û‖|2
Hk−1(R+) + |‖p̂‖|2Hk−2(R+)} 12 {|‖û‖|2Hk(R+) + |‖p̂‖|2Hk−1(R+)}. 
4.4. A priori estimate on the interval I = (0,
)
We prove the a priori estimate (4.25) by a localization argument and by using Theorems 4.4 and 4.7.
Theorem 4.8. There exists 0 > 0 such that for  ∈ ∑0 , ||> 0, and any k1, and for (f̂ , ĥ) ∈
Hk−1(I )2 × Hk−1(I ) the system
L̂(D, )(̂u, p̂) = (f̂ , ĥ) on I = (0,
), (4.30a)
B̂(D, )(̂u, p̂) = (ĝ0, ĝ1) (4.30b)
has a unique solution (̂u, p̂) ∈ Hk(I)2 ×Hk−1(I ) and the a priori estimate (4.25) holds with I = (0,
)
in place of R+.
Proof. We deal with the problem with mixed type boundary condition. The Neumann or the Dirichlet
problem are similar. Let {Ii}ni=1 be a covering I = [0,
] and let {i}ni=1 be a subordinate partition of
unity,
∑n
i=1i(x)=1 ∀x ∈ I . Let further (̂ui, p̂i) := (i û, i p̂)with support I i and Ii ⊂ I , 2in−1.
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Then (̂ui, p̂i) satisﬁes, for i = 1, . . . , n,
L̂(D, )(̂ui, p̂i) + L̂i(D, )(̂ui, p̂i) = (i f̂ ,i ĥ) on I , (4.31a)
B̂(D, )(̂ui, p̂i) + B̂i(D, )(̂ui, p̂i) = (ĝ0i , ĝ1i ), (4.31b)
where L̂i are matrix differential operators of one degree lower than L̂, and
|‖L̂i(D, )(̂ui, p̂i)‖|2Hk−2(I )C{|‖ûi‖|2Hk−1(I ) + |‖p̂i‖|2Hk−2(I )}, (4.32)
where B̂i(D, ) ≡ 0 at = 0, resp. B̂i(D, ) is a boundary operator of one order lower than B̂(D, ) for
Neumann conditions, and by Lemma 4.6
|| |B̂1(D, )(̂ui, p̂)|2C || |̂ui(
)|2C{‖ûi‖2H 1(I ) + ||2‖ûi‖2L2(I )} (4.33)
with ĝ
i
= 0, 2in − 1 and ĝ
i
= ĝ, i = 1, n,  = 0, 1.
For i = 2, . . . , n − 1, system (4.31) can be extended to the whole line R, and for i = 1, n to the half-
line R+ According to Theorem 4.4 and 4.7, these extended problems have unique solutions (̂ui, p̂i) ∈
Hk(J ) × Hk−1(J ) for  ∈ ∑0 and ||> 0 with sufﬁciently large 0 > 0, and for k2 the a priori
estimate holds
|‖ûi‖|2Hk(J ) + |‖p̂i‖|2Hk−1(J )C{|‖f̂ i‖|2Hk−2(J ) + |‖ĥi‖|2Hk−1(J ) + |‖(L̂i(D, )(̂ui, pi))12‖|2Hk−2(I )
+ |‖(L̂i(D, )(̂ui, p̂i))3‖|2Hk−1(J ) + ||2k−1 |̂g0i |2 + ||2k−3(|̂g1i |2 + |B̂1i(D, )(̂ui, p̂i)|2)}
holds with J = R if 2in − 1, J = R+ if i = 1, n.
By (4.32) and (4.33), we may estimate for any k1
|‖ûi‖|2Hk(J ) + |‖p̂i‖|2Hk−1(J )C{|‖f̂ ‖|2Hk−2(J ) + |‖ĥ‖|2Hk−1(J ) + |‖(L̂i(D, )(̂ui, pi))12‖|2Hk−2(I )
+ |‖(L̂i(D, )(̂ui, pi))3‖|2Hk−1(I ) + ||2k−1 |̂g0|2 + ||2k−3 |̂g1|2}.
Selecting sufﬁciently large 0 > 0, we get
|‖ûi‖|2Hk(J ) + |‖pi‖|2Hk−1(J )2C{|‖f̂ ‖|2Hk−2(J ) + |‖ĥ‖|2Hk−1(J ) + ||2k−1 |̂g0|2 + ||2k−3 |̂g1|2}.
Then (̂u, p̂)=∑1 in(̂ui, p̂i) is the unique solution of system (4.30), and satisﬁes the a priori estimates
|‖û‖|2
Hk(I)
+ |‖p̂‖|2
Hk−1(I )C
n∑
i=1
(|‖ûi‖|2Hk(J ) + |‖p̂i‖|2Hk−1(J ))
C |‖f̂ ‖|2
Hk−2(I ) + |‖ĥ‖|2Hk−1(I ) +
1∑
=0
||2(k−)−1 |̂g|2. 
For Neumann or, respectively, Dirichlet boundary conditions on I , the above estimate holds with the
term ĝ0 or ĝ1 omitted in the upper bound.
This establishes the a priori estimate (4.25) on I = (0,
) for  ∈ ∑0 , ||> 0, 0 sufﬁciently large.
To obtain it also in the bounded set ||0, we must investigate the poles of the resolvent.
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4.5. Poles of the resolvent R() near the real line
LetU() := [L̂(D, ), B̂(D, )]denote the operator pencil in (4.10)which depends polynomially on the
complex parameter . Arguing as in [1], U() : Hk(I)2 ×Hk−1(I ) → Hk−2(I )2 ×Hk−1(I )× C2 × C2
realizes an isomorphism for all  ∈ C except at certain isolated points. Consequently, the resolvent
R()=U()−1 is an operator-valued, meromorphic function of with poles of ﬁnite multiplicity. The set
of all poles of R() (resp. of eigenvalues of U()) shall be denoted by  ⊂ C.
The eigenvalues  are such that the homogeneous equation
U()(̂v, q̂) = 0
admits nontrivial solutions (̂v, q̂), the corresponding eigenfunctions.
Let = iz. Then, according to the theory in [21,14],  is an eigenvalue of U() if and only if z is a root
of the transcendental equations
sin2(z
) = z2 sin2(
) (Dirichlet or Neumann), (4.33a)
cos2(z
) = z2 sin2(
) (Mixed type). (4.33b)
It has been shown in [14] that z = 0 is not an eigenvalue and that R() has no pole on the real line for
the problem with Dirichlet and mixed boundary conditions, and that =0 is the only pole on the real line
with multiplicity 2 for the homogeneous Neumann problem, with corresponding eigenfunctions
e1 = (cos ,− sin ), e2 = (sin , cos ).
By (4.34), for any eigenvalue  ∈ C, also  is an eigenvalue. We denote by 1 the smallest positive
imaginary part of the nonzero eigenvalues with positive imaginary part, and by Jh the strip { ∈ C| −
h< Im <h} with 0<h< 1. Then, R() has no poles in Jh for the Dirichlet and the mixed boundary
conditions and = 0 is the only pole of R() in Jh for the Neumann problem.
We shall next establish (4.14) for = + ih with −∞< <∞ and h ∈ (0, 1).
Evidently, z = ±1 is a root of (4.33a) in the Neumann case with corresponding eigenfunction u∗ =
(x2,−x1), the velocity ﬁeld of a swirl ﬂow.
Theorem 4.9. LetLh = { ∈ C : Im = h}. If R() has no poles on the lineLh, the system (4.7), (4.8)
admits a unique solution (̂u, p̂) ∈ Hk(I) × Hk−1(I ) provided (f̂ , ĥ, ĝ0, ĝ1) ∈ Hk−2(I ) × Hk−1(I ) ×
C2 × C2, and it holds for all  ∈ Lh:
|‖û‖|2
Hk(I)
+ |‖p̂‖|2
Hk−1(I )C
⎧⎨⎩|‖f̂ ‖|2Hk−2(I ) + |‖ĥ‖|2Hk−1(I ) + ∑
=0,1
||2k−2−1 |̂g|2
⎫⎬⎭ (4.35)
with C independent of .
Proof. Since the line Lh is free of poles of the resolvent R(),  =  + ih, the solution (̂u, p̂) ∈
Hk(I) × Hk−1(I ) exists if f̂ , ĥ and ĝ are in Hk−2(I ) × Hk−1(I ) × C2 × C2. By Theorem 4.8, there
exists 0 > 0 such that for  ∈ Lh, ||0, (4.35) holds. For  ∈ Lh, ||0, by assumption R() is
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bounded, i.e. for any k2 the a priori estimates
‖û‖2
Hk(I)
+ ‖p̂‖2
Hk−1(I )C
⎧⎨⎩‖f̂ ‖2Hk−2(I ) + ‖ĥ‖2Hk−1(I ) + ‖ĥ‖2Hk−1(I ) + ∑
=0,1
||2(k−)−1 |̂g|2
⎫⎬⎭
and, for  ∈ Lh, ||0:
||2k‖û‖2
L2(I ) + ||2(k−1)‖p̂‖2L2(I )
C˜
⎧⎨⎩||2(k−2)‖f̂ ‖2L2(I ) + ||2(k−1)‖ĥ‖2L2(I ) + ‖ĥ‖2Hk−1(I ) + ∑
=0,1
||2(k−)−1 |̂g|2
⎫⎬⎭
hold with C˜ depending 0 but not on ||. Combining these two inequalities leads to (4.35) and completes
the proof. 
4.6. Regularity of the Stokes problem in the inﬁnite sector
We now prove the regularity for the Stokes problem (4.1), (4.2) in the inﬁnite sector Q.We will employ
weighted spaces Wk (Q) of Kondratev-type on Q, and also weighted spaces Hkh (D) over the inﬁnite strip
D. These spaces are equipped with norms given by
‖v‖2
Wk (Q)
=
∑
||k
‖r+1−kDv‖2
L2(Q), k0,
where Dv is as in Section 2, and
‖˜v‖2
Hkh (D)
:=
∑
||k
‖eht Dv˜‖2
L2(D), k0,
where Dv˜ := ||v˜/t12 . We need the following lemmas from [2]:
Lemma 4.10. If v(r, ) ∈ Wk (Q), k0, then v(t, ) := v(e−t , ) ∈ Hkh (D) with h = k − 1 − , and
C1‖˜v‖Hkh (D)‖v‖Wk (Q)C2‖˜v‖Hkh (D). (4.36)
Moreover, for 01, v˜(t, ) = e(−2)t v˜(e−t , ) ∈ Hkh (D), with h = k + 1 −  − , and
C1‖˜v‖Hkh (D)‖v‖Wk (Q)C2‖˜v‖Hkh (D). (4.37)
Here C1 and C2 are independent of v, v˜.
Lemma 4.11. Deﬁne D=R× I = (−∞,∞)× (0,
), and let v˜ ∈ Hkh (D), k0. Then v̂(, ·)=F(˜v) ∈
Hk(I), and
C1‖˜v‖Hkh (D)
∫ ∞+ih
−∞+ih
|‖̂v‖|Hk(I) dC2‖˜v‖Hkh (D), (4.38)
where the positive constants C1 and C2 are independent of v˜.
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For the proof of Lemmas 4.10 and 4.11, we refer to Lemmas 2.3 and 2.6 of [2].
Lemma 4.12. Let G(r, ) ∈ Wk− (Q)2 with G
| = g,  = 0, 1, and let Ĝ =F(G˜), with G˜ =
e−tG(e−t , ). Then we have the a priori estimate
||2(k−− 12 ) |̂g|2C |‖Ĝ‖|Hk−(I ),  = 0, 1, k2. (4.39)
Proof. By Lemmas 4.10, 4.11, Ĝ ∈ H 2−(I ) ⊂ C0(I ). We have, by Lemma 4.6,
||2k−3 |̂g1|2C ||2(k−2)|‖Ĝ1‖|2
H 1(I )C |‖Ĝ
1‖|2
Hk−1(I )
and
||2k−1 |̂g0|2C ||2(k−1)|‖Ĝ0‖|2
H 1(I )C |‖Ĝ
0‖|2
Hk(I)
,
which leads to (4.39). 
Theorem 4.13. Let f ∈ Wk−2 (Q)2, h ∈ Wk−1 (Q) and let g ∈ W
k−− 12
 (
)2,  = 0, 1, with k2. If
R() has no pole on the lineLh = { : Im = h} with h= k − 1− , then the Stokes problem (4.3), (4.5)
has a unique solution (u, p) ∈ Wk (Q)2 × Wk−1 (Q) and
‖u‖Wk (Q) + ‖p‖Wk−1 (Q)C
⎧⎨⎩‖f ‖Wk−2 (Q) + ‖h‖Wk−1 (Q) + ∑
=0,1
‖g‖
W
k−− 12 ()
⎫⎬⎭ . (4.40)
Proof. By the deﬁnition of Wk−−1/2 (), there exists G
 ∈ Wk− (Q)2, = 0, 1, such that G
| = g,
and, for  = 0, 1,
1
2 ‖G
‖
Wk− (Q)
‖g‖
W
k−− 12
 (Q)
‖G‖
Wk− (Q)
. (4.41)
Due to Lemmas 4.10 and 4.11, the partial Fourier transforms f̂ ∈ Hk−2(I )2, ĥ ∈ Hk−1(I ) and
Ĝ
 ∈ Hk−(I )2, and (4.37)–(4.38) hold. By Theorem 4.9, system (4.30) has a unique solution (̂u, p̂) ∈
Hk(I)2 × Hk−1(I ) for k2 and
|‖û‖|2
Hk(I)
+ |‖p̂‖|2
Hk−1(I )C
⎧⎨⎩|‖f̂ ‖|2Hk−2(I ) + |‖ĥ‖|2Hk−1(I ) + ∑
=0,1
||2(k−)−1 |̂g|2
⎫⎬⎭ ,
where ĝ = Ĝ|=0 or Ĝ|=
, and by Lemma 4.12 we have
|‖û‖|2
Hk(I)
+ |‖p̂‖|2
Hk−1(I )C
⎧⎨⎩|‖f̂ ‖|2Hk−2(I ) + |‖ĥ‖|2Hk−1(I ) + ∑
=0,1
|‖Ĝ‖|2
Hk−(I )
⎫⎬⎭ .
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Since R() has no pole on the lineLh = { : Im = h} with h = k − 1 − , the solution
(˜u, p˜) := F−1(̂u, p̂) = 1√
2
∫ ∞+ih
−∞+ih
eit (̂u, p̂) d
of system (4.6)–(4.7) is in Hkh (D) and by Lemma 4.10, 4.11 there holds
‖u˜‖2
Hkh (D)
+ ‖p˜‖2
Hk−1h (D)
C
⎧⎨⎩‖f˜ ‖2Hk−2h (D) + ‖h˜‖2Hk−1h (D) + ∑
=0,1
‖G˜‖
Hk−h (D)
⎫⎬⎭ .
Consequently, (u, p) ∈ Wk (Q)×Wk−1 (Q) is the unique solution of the Stokes problem (4.3), (4.5) and
it follows from (4.36), (4.37) that for any k2
‖u‖2
Wk (Q)
+ ‖p‖2
Wk−1 (Q)
C(k)
⎧⎨⎩‖f ‖2Wk−2 (Q) + ‖h‖2Wk−1 (Q) + ∑
=0,1
‖G‖2
Wk− (Q)
⎫⎬⎭ (4.42)
which, together with (4.41), gives (4.40). 
Remark 4.14. The shift Theorem 4.13 is valid for k2, but we shall use it in the following mainly for
k=2. For k > 2, Theorem 4.13 is not applicable in practice since the regularity of the data in the right-hand
side of (4.42) implies, for k > 2, unrealistic compatibility conditions near the origin of Q. Therefore, we
describe regularity in W 2 (Q) and in H
k
 (Q) for k > 2 and for > 1 − 1.
For the Stokes problem (4.1), (4.2) in Cartesian coordinates we have the following theorem:
Theorem 4.15. The Stokes problem (4.1), (4.2) in the sector has a unique solution (u, p) ∈ W 2 (Q)2 ×
W 1 (Q) if f ∈ W 0 (Q)2, h ∈ W 1 (Q) and g ∈ W
3
2−
 (
),  = 0, 1, provided that > 1 − 1, and there
holds the a priori estimate
‖u‖2
W 2 (Q)
+ ‖p‖2
W 1 (Q)
C
⎧⎨⎩‖f ‖2W 0 (Q) + ‖h‖2W 1 (Q) + ∑
=0,1
‖g‖2
W
3
2 −
 (
)
⎫⎬⎭ . (4.43)
Proof. We start from (4.36) with k=2 and pass from polar to Cartesian coordinates via u=A−1u. Under
such transformation, (4.43) follows from (4.42) as in [14, Corollary 4.2]. 
5. Regularity of the Stokes problem on the polygon 
We discuss now the regularity of the weak solution (u, p) of (3.1) over the polygonal domain  with
data f ∈ L()2, h ∈ H 1 (), g ∈ H
3
2−, 32−
 (
),  = 0, 1, and in particular the relation between the
weak solution and the solution of problem (4.1), (4.2) over the inﬁnite sector Q with data f , h,G of
bounded support in Q. This is then used to prove analytic regularity results for the Stokes problem (3.1),
(3.2) in the framework of countably normed spaces.
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Assume therefore now that A1 coincides with the origin and that 1 coincides with the positive x1-axis.
Let (r, ) denote polar coordinates centered at A1 and let S	 = {(r, ) : 0<r < 	, 0, 0< <
1} ⊂ .
By 	(r) we denote a cut-off function in C∞(R) such that 	 ≡ 1 for 0<r < 	/2 and 	 ≡ 0 for r > 	.
Deﬁne (˜u, p˜)=	(u, p) if 0∪M ⊂ 1, and (˜u, p˜)=	(u−g0(0), p)with g0(0)=G0(A1), otherwise.
By zero extension outside of S	, (˜u, p˜) is deﬁned in the inﬁnite sectorQ={(r, )|0<r <∞, 0< <
1},
and satisﬁes
L(˜u, p˜) = 	(f , h) + L1(u, p,	) =: (f˜ , h˜), (5.1)
where L is the Stokes operator and
u˜|=0,
 = 	g0 =: g˜0 if 1 ∪ M ⊂ 0, (5.2a)
n(˜u, p˜)|=0,
 = 	g1 + 1(u, p,	) = g˜1 if 1 ∪ M ⊂ 1, (5.2b)
u˜|=0 = 	g0 =: g˜0, n(˜u, p˜)|=
 = 	g˜1
 + 1(u, p,	) =: g˜1
 if 1 ⊂ 0, M ⊂ 1, (5.2c)
here L1 and 1 are lower order differential operators.
Consider next the solution (v, q) of the Stokes problem (5.1) (5.2) in an inﬁnite sector Q in the
weighted spaces W 2 (Q)
2 ×W 1 (Q). We shall analyze the relation between (v, q) and the weak solution
(u, p) ∈ H 1()2 × L2().
5.1. Relation between weak solutions in the polygon and in the inﬁnite sector
We begin by observing that f˜ and g˜ have bounded support in Q and that there holds
‖f˜ ‖L2(Q)C{‖f ‖L(S	) + ‖(L1(u, p,	))12‖L(Q)}
C{‖f ‖L(S	) + ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)},
‖ĥ‖W 1 (Q)C{‖h‖W 1 (S	) + ‖(L1(u, p,	))3‖W 1 (Q)} (5.3)
and
‖g˜0‖
W
3
2
 (˜
0
)
C‖g0‖
W
3
2
 (	)
C‖g0‖
H
3
2 ,
3
2
 (
0
	)
, (5.4a)
‖g˜1‖
W
1
2
 (˜
1
)
C{‖g1‖
H
1
2 ,
1
2
 (
1
	)
+ ‖1(u, p,	)‖
H
1
2 ,
1
2
 (
1
	)
}
C{‖g1‖
H
1
2 ,
1
2
 (
1
	)
+ ‖u‖H 1(S	\S	/2)}, (5.4b)
where ˜,  = 0, 1 denotes the extension of  ∩ S	 to the inﬁnite sector Q with interior opening angle

1 < 2.
By Theorem 4.15, the solution (v, q) of (5.1), (5.2) in the inﬁnite sector Q exists and is unique in the
space W 2 (Q)
2 × W 1 (Q). Since the data f˜ and g˜ have bounded support in Q, the solution (v, q) has
additional properties which will be essential to establish the relation between (˜u, p˜) and (v, q). To this
510 B. Guo, C. Schwab / Journal of Computational and Applied Mathematics 190 (2006) 487–519
end, let
|D1w|2 =
∑
||=1
|Dw|2 =
∣∣∣∣ wx1
∣∣∣∣2 + ∣∣∣∣ wx2
∣∣∣∣2
and for vector-functions w, |D1w| is deﬁned by summing over the components. Then we have the
following lemma:
Lemma 5.1. Let (v, q) ∈ W 2 (Q)2 ×W 1 (Q) be the solution of problem (5.1) in the sector Q with either
Dirichlet boundary conditions (5.2a) or mixed boundary conditions (5.2c) and g0(0) = 0 there holds
‖D1v‖2
L2(Q) + ‖r−1v‖2L2(Q) + ‖q‖2L2(Q) <∞. (5.5a)
For the solution (v, q) of (5.1) in Q with Neumann boundary conditions (5.2b), we have
‖D1v‖2
L2(Q) + ‖q‖2L2(Q) <∞. (5.5b)
The proof parallels that of Theorem 4.4 and Corollary 4.3 of [14] and will therefore be omitted here.
We can now prove
Theorem 5.2. For problem (5.1) in Q with either Dirichlet or mixed boundary conditions (5.2a), (5.2c),
it holds that (˜u, p˜) = (v, q) and there exists a constant C = C(, 	) such that
‖u˜‖W 2 (Q) + ‖p˜‖W 1 (Q)C
⎧⎨⎩‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ∑
=0,1
‖g‖
H
3
2 −, 32 −
 (

	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)
⎫⎬⎭ , (5.6a)
where the term with  = 1 is omitted for pure Dirichlet problem.
For the solution of the Neumann problem (5.1), (5.2b) in Q, (˜u −∑2j=1cj ej , p˜) = (v, q), and∥∥∥∥∥∥u˜ −
2∑
j=1
cj ej
∥∥∥∥∥∥
W 2 (Q)
+ ‖p˜‖W 1 (Q)C{‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ‖g
1‖
H
1
2 ,
1
2
 (
1
	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)}. (5.6b)
with some coefﬁcients cj , j = 1, 2 and
e1 = (1, 0), e2 = (0, 1). (5.7)
Proof. We establish (5.6) for the Dirichlet boundary conditions (5.2a), the arguments for the mixed
boundary conditions (5.2c) are very similar. Assume ﬁrst that g0(0) = 0; then (˜u, p˜) satisﬁes
L(˜u, p˜) = (f˜ , h˜) in Q, u˜|=0,
 = g˜0.
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For any (w, )2 ∈ H˜ 10 (Q)2 × L20(Q) where
H˜ 10 (Q) = {u| ‖D1u‖L2(Q) <∞, u|Q = 0},
we have
a(˜u,w)Q + b(p˜, w)Q = F˜ (w)Q,
b(, u˜)Q = ˜()Q,
where a(·, ·)Q, b(·, ·)Q are the bilinear forms in (3.8) with domain of integration taken over Q and
F˜ (w)Q =
∫
Q
f˜ · w dx, ˜()Q =
∫
Q
h˜ dx.
On the other hand, for any w ∈ H˜ 10(Q)2 := {w ∈ H˜ 10 (Q)2|w has bounded support in Q} and any
 ∈ L20(Q) we have by integration by parts
a(v,w)Q + b(q,w)Q = F˜ (w)Q,
b(, v)Q = ˜()Q,
which implies that for (w, ) ∈ H˜ 10(Q)2 × L20(Q)
a(v − u˜, w)Q + b(q − p˜, w)Q = 0,
b(, v − u˜)Q = 0.
Since H˜
1
0(Q)
2 is dense in H˜ 10 (Q)
2 and (5.5) holds, we have
a(v − u˜, v − u˜) = 0
and
b(q − p˜, w) = 0 ∀w ∈ H˜ 10 (Q)2.
Hence, v − u˜ =∑3j=1c˜j ej is a rigid body motion with e1 and e2 given in (5.7) and e3 = (−x2, x1).
Since (v − u˜)|Q = 0, it follows that v ≡ u˜ in Q.
Due to Corollary 2.4 of [12], there exists w ∈ H˜ 10 (QR)2 such that divw = q − p˜ in QR and‖divw‖L2(QR)c‖q − p˜‖L2(QR)c‖q − p˜‖L2(Q) where QR = {x ∈ Q| |x|<R} denotes the trun-
cated sector. We extend w to all of Q such that the norms are bounded and denote the extension still by
w. Then we let w˜ = 	w with the cut-off function 	 ≡ 1 in QR and 	 ≡ 0 in Q\QR+	. Then we have
0 =
∫
Q
(q − p˜) div w˜ dx =
∫
QR
(q − p˜)2 dx +
∫
QR+	\QR
(q − p˜) div w˜ dx.
We have, by the properties of the extension w to all of Q,∣∣∣∣∫
QR+	\QR
(q − p˜) div w˜ dx
∣∣∣∣ C‖q − p˜‖L2(QR+	\QR)‖w‖H 1(QR)
and also, since ‖q − p˜‖L2(Q) <∞, that ‖q − p˜‖L2(QR+	\QR) → 0 as 	 → 0. This implies that‖q − p˜‖L2(QR) = 0. Since R was ﬁnite, but otherwise arbitrary, we have q = p˜ in Q.
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We therefore conclude that (˜u, p˜) = (v, q) ∈ W 2 (Q)2 × W 1 (Q), and that (5.6a) holds, since
‖u˜‖W 2 (Q) + ‖p˜‖W 1 (Q)C {‖f˜ ‖L(Q) + ‖h˜‖W 1 (Q) + ‖g
0‖
H
3
2 ,
3
2
 (
0
	)
}
C{‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ‖g
0‖
H
3
2 ,
3
2
 (
0
	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)}.
If g0(0)=G0(A1) = 0, u˜= 	(u− g0(0)) satisﬁes (5.1), (5.2a) with data f˜ , g˜0 which, in turn, satisﬁes
the estimates
‖f˜ ‖L(Q)C{‖f ‖L(S	) + ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2) + |g0(0)|}
C{‖f ‖L(S	) + ‖g0‖
H
3
2 ,
3
2
 (
0
	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)}
and
‖g˜0‖
W
3
2
 (
0
	)
C{‖g0‖
H
3
2 ,
3
2
 (
0
	)
+ |g0(0)|}C{‖g0‖
H
3
2 ,
3
2
 (
0
	)
}.
Applying the a priori estimate for the homogeneous case to u˜ := 	(u − g0(0)) and to p˜ := 	 p, we
have (5.6a) for the general case.
We now show (5.6b) for the Neumann boundary conditions u˜=	u, p˜ =	 p satisfying (5.1), (5.2b).
For any w ∈ H˜ 1(Q)2 := {w | ‖D1w‖L2(Q) <∞}, and any  ∈ L2(Q) we have by integration by parts
that
a(˜u,w)Q + b(p˜, w)Q = F˜Q(w),
b(, u˜)Q = ˜Q(),
where
˜Q() =
∫
Q
h˜ dx, F˜Q(w) =
∫
Q
f˜ · w dx +
∫
˜
1
g˜1w ds.
On the other hand, for anyw ∈ H˜ 1(Q) := {w ∈ H˜ 1(Q):w has bounded support inQ} and for  ∈ L2(Q)
we have
a(v,w)Q + b(q,w)Q = F˜Q(w),
b(, v)Q = ˜Q(),
which yields, for any w ∈ H˜ 1(Q) and for any  ∈ L2(Q),
a(v − u˜, w) + b(q − p˜, w)Q = 0,
b(, v − u˜)Q = 0.
Arguing as in the previous case, we have
a(v − u˜, v − u˜) = 0, ‖q − p˜‖L2(Q) = 0.
B. Guo, C. Schwab / Journal of Computational and Applied Mathematics 190 (2006) 487–519 513
This implies that v − u˜ =∑3j=1cj ej with certain constants cj where ej are the rigid body motions. By
Lemma 5.1, it holds ‖D1(v − u˜)‖L2(Q) <∞ which implies c3 = 0 and
v − u˜ =
2∑
j=1
cj ej , q = p˜
and the a priori estimate∥∥∥∥∥∥u˜ −
2∑
j=1
cj ej
∥∥∥∥∥∥
W 2 (Q)
+ ‖p˜‖W 1 (Q)C{‖f˜ ‖L(Q) + ‖h˜‖W 1 (Q) + ‖g˜
1‖
W
1
2
 (˜
1
)
}
C{‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ‖g
1‖
H
1
2 ,
1
2
 (
1
	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)}.
Observing that W 2 (Q) ⊂ H 2,2 (S	) ⊂ C0(S	) (see [2]), we ﬁnd u˜ ∈ C0(S	)2 and thus u˜(A1) exists.
Note ﬁnally that r−2(˜u −∑2j=1cj ej ) ∈ L2(Q)2, which means that∑2j=1cj ej = u˜(A1) = u(A1) and
that (5.6b) holds in the Neumann case (5.2b). 
Remark 5.3. Based on the above analysis, u is continuous in a neighborhood S	/2 of A1 for problem
(5.1) associated with the Dirichlet, or mixed, or Neumann boundary conditions. Therefore, u(A1)=u˜(A1)
always exists, and there hold
‖	(u − u(A1))‖W 2 (Q) + ‖	p‖W 1 (Q)C
⎧⎨⎩‖f ‖L(S	) + ∑
=0,1
‖g‖
H
3/2−1,3/2−
 (

	)
+ ‖h‖
H
1,1
 (S	)
‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)
⎫⎬⎭ (5.8a)
for the problem with the Dirichlet or mixed boundary conditions with absence of the term ‖g1‖
H
1
2 ,
1
2
 (
1
	)
if |1	| = 0, and
‖	u − u(A1)‖W 2 (Q) + ‖	p‖W 1 (Q)C{‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ‖g
1‖
H
1
2 ,
1
2
 (
1
	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)}. (5.8b)
for the problem with the Neumann boundary condition.
5.2. Regularity of the second derivatives
We will now prove the H 2,2 -regularity for the velocities u of the Stokes problem in a polygon. The
main result, Theorem 5.5, shall be the essential ingredient for the analytic regularity theory in framework
of countably weighted Sobolev spaces in the next section.
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We start the analysis with a result at each vertex.
Theorem 5.4. Let (u, p) be the weak solution of (4.1), (4.2). Then (u, p) ∈ H 2,2 (S	/2)2 × H 1,1 (S	/2)for any 	> 0 and there holds the a priori estimate
‖u‖
H
2,2
 (S	/2)
+ ‖p‖
H
1,1
 (S	/2)
C(	)
⎧⎨⎩‖f ‖L(S	) + ‖h‖H 1,1 (S	) + ∑
=0,1
‖g‖
H
3
2 −, 32 −
 (

	)
+ ‖u‖H 1(S	) + ‖p‖L2(S	)
⎫⎬⎭ . (5.9)
Proof. Note that (	(u− u(A1)),	p)= (	u− u(A1),	p)= (u− u(A1), p) in S	/2. The deﬁnitions
of the spaces indicate that there holds for any 0 and  ∈ (0, 1)
‖w‖
H
,
 (S	/2)
‖w‖W (S	/2).
Due to Remark 5.3, u(A1) always exists, and it follows from (5.8) that
‖u − u(A1)‖H 2,2 (S	/2) + ‖p‖H 1,1 (S	/2)C
⎧⎨⎩‖f ‖L(S	) + ∑
=0,1
‖g‖
H
3
2 −, 32 −
 (

	)
+ ‖h‖
H
1,1
 (S	)
+ ‖u‖H 1(S	\S	/2) + ‖p‖L2(S	\S	/2)
⎫⎬⎭ .
(5.10)
It remains to estimate the term |u(A1)|. Note that
|u(A1)| |u(x) − u(A1)| + |u(x)|
and
|u(A1)|C{‖u − u(A1)‖L2(S	/2) + ‖u‖L2(S	/2)}. (5.11)
Then (5.9) follows easily from (5.8) and (5.11). 
We combine the a priori estimate Theorem 5.4 for each vertex to get
Theorem 5.5. Let f ∈ L()2, h ∈ H 1,1 () and g ∈ H
3
2−, 32−
 ()
2
. Assume further that |0|> 0 and
that (3.6) holds if 0 = . Then (3.1), (3.2) has a unique solution (u, p) ∈ H 2,2 ()2 × H 1,1 (), for
= (1, . . . , M) with i > 1 − i1, 0< i < 1, and
‖u‖
H
2,2
 ()
+ ‖p‖
H
1,1
 ()
C
⎧⎨⎩‖f ‖L() + ‖h‖H 1,1 () + ∑
=0,1
‖g‖
H
3
2 −, 32 −
 (
)
⎫⎬⎭ . (5.12)
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Proof. Theorem 3.2 implies existence and uniqueness of (u, p) ∈ H 1()2 × L2() and (3.10) holds.
Let 	/2 := \⋃Mi=1Si	 for 	> 0 sufﬁciently small so that Si	 ⊂ . By the usual difference quotient
argument, u ∈ H 2(	/2)2, p ∈ H 1(	/2), and the a priori estimate
‖u‖H 2(	/3) + ‖p‖H 1(	/3)C
⎧⎨⎩‖f ‖L() + ‖h‖H 1,1 () + ∑
=0,1
‖g‖
H
3
2 −, 32 −
 (
)
⎫⎬⎭ (5.13)
holds.
In the vicinity Si	 of each vertex Ai we use the results of Section 4. More precisely, after localization of
(u, p) near Ai , we are in setting (5.1), (5.2) and have the a priori estimates (5.3), (5.4) for the localized
data. Theorem 5.4 shows that, in each neighborhood Si	 of Ai , 	> 0, we have
(u, p) ∈ H 2,2i (S
i
	/2)
2 × H 1,1i (S
i
	/2), 0< i < 1
for i > 1−i1 with i1 > 0 denoting the smallest positive imaginary part of the roots  of the transcendental
equations (4.34), with 
 replaced by 
i . Moreover, there holds
‖u‖
H
2,2
i
(Si	/2)
+ ‖p‖
H
1,1
i
(Si	/2)
C
{
‖f ‖L() + ‖h‖H 1,1 () +
1∑
=0
‖g‖
H
3
2 −, 32 −
 (
)
}
. (5.14)
Combining (5.13) and (5.14), we complete the proof of (5.12). 
Remark 5.6. If i1 > 1, i > 1 − i1 may be negative. Then (u, p) ∈ H 2,2i (Si	/2)2 × H
1,1
i
(Si	/2) ⊂
H 2(Si	/2)
2 × H 1(Si	/2). This coincides with the result of [15], where it was shown that i1 > 1 for the
Stokes problems with the Dirichlet boundary condition in a convex polygon. The computation in [21,22]
reveals that i1 < 1 if the polygon is nonconvex, and 
i
1 < 1 for the problems associatedwith other boundary
conditions even if the polygon is convex. Nevertheless, Theorem 5.4 gives a comprehensive regularity
result for the solutions up to second derivatives for the Stokes problems with Dirichlet, or mixed, or
Neumann boundary conditions in convex or nonconvex polygons including the H 2 result in convex
polygons of [15] as a special case. The solution (u, p) always belongs to H 2,2i (S
i
	/2)
2 × H 1,1i (Si	/2)with
i ∈ (0, 1) even if 0< i1 < 1.
5.3. Analytic regularity
We can now prove the main result of this paper.
Theorem 5.7. Let k0 and assume that f ∈ Hk,0 ()2, h ∈ Hk+1,1 () and g ∈ Hk+
3
2−, 32−(),
 = 0, 1 with  = (1, . . . , M), i > 1 − i1 (where i1 is deﬁned in Section 4.5 for each vertex Ai),
1iM .
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Assume further that |0|> 0 and that (3.6) holds if 0=. Then the Stokes problem (3.1), (3.2) admits
a unique solution (u, p) ∈ Hk+2,2 ()2 × Hk+1,k () and the a priori estimate
‖u‖
H
k+2,2
 ()
+ ‖p‖
H
k+1,1
 ()
C
⎧⎨⎩‖f ‖Hk,0 () + ‖h‖Hk+1,1 () + ∑
=0,1
‖g‖
H
k+ 32 −, 32 −()
⎫⎬⎭
(5.15)
holds for all k0.
Moreover, if f ∈ B0()2, g ∈ B
3
2−
 (
)2, =0, 1, and if h ∈ B1(), then (u, p) ∈ B2()2×B1().
Remark 5.8. If |0| = 0 and if (3.15) holds, the above result also holds for the Neumann boundary
conditions on all of .
Proof. The case k = 0 is just Theorem 5.5.
Let ﬁrst 	> 0 be sufﬁciently small and deﬁne
Si	 = {(ri, i) : 0<ri < 	, 0< i <
i} ⊂ ,
the truncated sector at vertex Ai of opening angle 
i < 2, and 	> 0 selected so small that Si	 ∩ Sj	 = ∅
if i = j . Deﬁne further 	 := \⋃Mi=1Si	. Then, for any k0, by standard elliptic regularity we have
‖u‖Hk+2(	/3) + ‖p‖Hk+1(	/3)C
{
‖f ‖Hk(	/4) + ‖h‖Hk+1(	/4) +
1∑
=0
‖G‖Hk+2−(	/4)
}
,
(5.16)
where G| = g,  = 0, 1 and
‖g‖
H
k+ 32 −, 32 −()
‖G‖
H
k+2−,2−
 ()
2‖g‖
H
k+ 32 −, 32 −
 (
)
.
If f ∈ B0()2, g ∈ B
3
2−, 32−
 (
) and h ∈ B1,1 (), these data are analytic in 	4 and, by an argument
of Morrey [20], (u, p) are analytic in 	/2.
It remains to establish regularity in the truncated sectors Si	/2. We shall prove that if
f ∈ Hk,0 ()2, h ∈ Hk+1,1 () and g ∈ H
k+ 32−, 32−
 (
)2,
then
‖u‖
H
k+2,2
i
(Si	/2)
+ ‖p‖
H
k+1,1
i
(Si	/2)
C
{
‖f ‖
H
k,0
i
(Si	)
+ ‖h‖
H
k+1,1
i
(Si	)
+
1∑
=0
‖g‖
H
k+ 32 −, 32 −
i
()
+ ‖u‖
H
k+1,1
i
(Si	)
+ ‖p‖Hk
i (S
i
	)
}
, (5.17)
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where u, f and g are the velocity, right-hand side and the boundary values, respectively, in the polar
coordinates deﬁned in (4.4).
If f ∈ B0()2, h ∈ B1() and g ∈ B
3
2−, 32−
 (
)2, then f ∈ B0()2, h ∈ B1() and g ∈
B
3
2−, 32−
 (
)2, and for || = k + 2
‖ri+1−2Du‖L2(Si	/2) + ‖r
i+1−1Dp‖L2(Si	/2)CLi D
k
i Ei
2−2 k! (5.18)
for certain constantsLi,Di, Ei that are independent of k. Here, ||=k+2, k0,Li, Pi,Di are sufﬁciently
large constants, but independent of k, 2 − 2 = 2 − 2 if 22 and 2 − 2 = 0 if 2 < 2. By Proposition
2.1, (5.17) implies that
‖u‖
H
k+2,2
i
(Si	/2)
+ ‖p‖
H
k+1,1
i
(Si	/2)
C
{
‖f ‖
H
k,0
i
(Si	)
+ ‖h‖
H
k+1,1
i
(Si	)
+
1∑
=0
‖g‖
H
k+ 32 −, 32 −
i
(	)
}
(5.19)
and, (5.18) implies that for || = k + 2,
‖ri+1−2 Du‖L2(Si	/2) + ‖r
i+1−1 Dp‖L2(Si	/2)CLi D
k
i Ei
2−2 k ! (5.20)
(5.19) and (5.20) imply the assertion.
It remains to show (5.17), (5.18). Without loss of generality we assume to this end that g0 = 0. Due to
Theorem 5.5, (5.17) and (5.18) are true for k = 0. We now assume that they are true up to order k + 1,
k1 arbitrary but ﬁxed in the following. To show (5.17) and (5.18) for k + 2, we introduce
v := rk 
ku
rk
, q := rk 
kp
rk
.
Then it is easy to verify that (v, q) solve in Si	
L(v, q) = rk−2 
k
rk
(r2f ) − krk−2
(
r
kp
rk
+ (k − 1) 
k−1p
rk−1
,
kp
rk−1
)
(5.21)
together with one of the following boundary conditions: for i = 0, 1, . . .
v|=0,=
i = 0 (Dirichlet), (5.22a)
n(v, q)|=0,
i = rk−1
k(rg1)
rk
+
(
0
krk−1k−1r p
)∣∣∣∣
=0,
i
(Neumann), (5.22b)
v|=0 = 0, n(v, q)|=
i = rk−1
k(rg1

i
)
rk
+
(
0
krk−1k−1r p
)∣∣∣∣
0=
i
(Mixed). (5.22c)
Note that
q0 := krk−2
(
r
kp
rk
+ (k − 1) 
k−1p
rk−1
,
kp
rk−1
)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in the right-hand side of (5.21) is a lower-order term, and by the induction assumption in Si	/2 and by the
analyticity of (u, p) in Si	\Si	/2 we have
‖q0‖L2i (Si	)C
{
‖f ‖
H
k−1,0
i
(Si	)
+ ‖h‖
H
k,1
i
(Si	)
+
1∑
=0
‖g‖
H
k+ 12 −, 32 −
i
(	)
+ ‖u‖Hk(Si	\Si	/2) + ‖p‖Hk−1(Si	\Si	/2)
}
and
‖q0‖L2i (Si	)CLi D
k−1
i (k − 1)!.
Applying now Theorem 5.4 to (v, q) gives (5.19), (5.20) with || = k + 1 and |2|2.
Arguing exactly as in the proof of Theorem 5.2 of [14], we get then (5.19), (5.20) for Du for all 
with || = k + 2 and for Dp with || = k + 1. By Proposition 2.1, we have (5.19), (5.20) for Du with
|| = k + 2, and for Dp with || = k + 1. Hence (u, p) ∈ Hk+2,2i (Si	/2)2 ×H
k+1,1
i
(Si	/2) (resp. (u, p) ∈
B2i
(Si	/2)
2×B1i (Si	/2)). Due to Proposition 2.1, this implies that (u, p) ∈ H
k+2,2
i
(Si	/2)
2×Hk+1,1i (Si	/2)
(resp. in B2i (S
i
	/2)
2 × B1i (Si	/2)). The argument above is valid for each i = 1, . . . ,M and gives, with
(5.16), that (u, p) ∈ Hk+2,2 ()2 × Hk+1,1 (), for any k0. Further, the analyticity of (u, p) in 	/3
gives, together with (u, p) ∈ B2i (Si	/2)2 × B1i (Si	/2), i = 1, . . . ,M , the assertion. 
Remark 5.9. If i1 > 1, and if f ∈ Hk,mi (Si	)2, h ∈ H
k+1,m+1
i
(Si	) and g
 ∈ Hk+
3
2−,m+ 32−
i
(,i	 )
2
(resp. Bmi (S
i
	/2)
2, Bm+1i (S
i
	/2), and B
m+ 32−
i
(,i	 )
2) with km= [i1] and 1> i >m+ 1− i1 > 0, then
(u, p) ∈ Hk+2,m+2i (S	/2)2 × H
k+1,m+1
i
(Si	/2)(resp. Bm+2i (S
i
	/2)
2 × Bm+1i (Si	/2)) where [a] denotes the
largest integer <a.
Let 1 = min1 iM{i1}> 1. If f ∈ Hk,m ()2, h ∈ Hk+1,m+1 () and g ∈ H
k+ 32−,m+ 32−
 (
)2
(resp.Bm ()2, Bm+1 (), andB
m+ 32−
 (
) ) with km=[1]+1 and 1> i >m+1−1 > 0, 1iM ,
then (u, p) ∈ Hk+2,m+2 ()2 × Hk+1,m+1 () (resp. Bm+2 ()2 × Bm+1 ()).
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