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Abstract
Understanding continuous human actions is a non-trivial but important problem in computer vision. Although there exists a large
corpus of work in the recognition of action sequences, most approaches suffer from problems relating to vast variations in motions,
action combinations, and scene contexts. In this paper, we introduce a novel method for semantic segmentation and recognition of
long and complex manipulation action tasks, such as “preparing a breakfast” or “making a sandwich”. We represent manipulations
with our recently introduced “Semantic Event Chain” (SEC) concept, which captures the underlying spatiotemporal structure of an
action invariant to motion, velocity, and scene context. Solely based on the spatiotemporal interactions between manipulated objects
and hands in the extracted SEC, the framework automatically parses individual manipulation streams performed either sequentially
or concurrently. Using event chains, our method further extracts basic primitive elements of each parsed manipulation. Without
requiring any prior object knowledge, the proposed framework can also extract object-like scene entities that exhibit the same role
in semantically similar manipulations. We conduct extensive experiments on various recent datasets to validate the robustness of
the framework.
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1. Introduction
Humans are able to understand a very large variety of com-
plex actions performed by others. Automatic monitoring of hu-
man actions is, on the other hand, a long-standing and chal-
lenging problem in computer vision. In the literature, one
finds substantial efforts along the lines of temporal segmen-
tation and recognition of continuous human action sequences
[76, 54, 27, 68, 80, 32]. Recent works have mostly approached
this problem from the perspective of analyzing motion patterns
and by matching appearance-based features for the monitoring
of action sequences. Due to the very large intra-person mo-
tion variability, such approaches, however, require fully labeled
large training data and do not generalize well.
Different from conventional approaches, we here introduce
a novel method for action understanding, that relies only on
the spatiotemporal hand-object relations that happen during
an action. We use our recently introduced “Semantic Event
Chain” (SEC) concept [5, 4] as a descriptive action represen-
tation method. SECs capture the underlying spatiotemporal
structure of continuous actions by sampling only decisive key
temporal points derived from the spatial interactions between
hands and objects in the scene. The SEC representation is in-
variant to large variations in trajectory, velocity, object type and
pose used in the action. Therefore, SECs can be employed for
the classification task of actions as demonstrated in various ex-
periments in [5, 4, 6]. In this paper, we aim at analyzing long
and complex action sequences in which a human is manipulat-
ing multiple objects in different orders for a specific task, such
as “preparing a breakfast” or “making a sandwich”. Such ac-
tions are commonly called “manipulation” since hands are in-
tensively interacting with objects towards a goal. Thus, instead
of analysing entire human body configurations or motions, we
only (compactly) encode spatiotemporal hand-object relations
by those event chains.
In the context of action understanding, different taxonomies
have been proposed to date in the literature. The term action is
a rather general description for any type of individual behavior
like walking, jumping, or pushing. In the context of this pa-
per, more specific terms such as manipulation or manipulation
action are used denoting that we are dealing which specific ac-
tions where hands are interacting with objects. Fig. 1 shows the
hierarchy of terms used in this paper. A manipulation primi-
tive, e.g.approach or lift, is the smallest basic component of a
manipulation. Different sequences of primitives lead to differ-
ent types of atomic manipulations such as pushing or cutting.
Finally, manipulation sequences or activities, e.g. “making a
sandwich”, contain a series of chained atomic manipulations.
We note that a semantic understanding of actions can happen
for any of these components but sometimes also “beneath”, for
example at the level of “motions” (e.g. moving your hand in a
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Figure 1: Taxonomy of manipulation actions.
certain way to perform “punch” or “push”). Both would amount
to an “Approach” (bottom of Fig. 1) but such (dynamic) lev-
els are not included in this taxonomy and the SEC framework
represents one certain specific level by which many manipula-
tion actions can be distinguished but certain other ones will be
considered type-identical. We refer the reader to the Discus-
sion section, where we will dig a bit deeper into these aspects,
which – albeit being even of a philosophical origin – have quite
a strong influence on the algorithmic treatment of the “action
problem”.
The proposed framework has two processing stages: manip-
ulation temporal segmentation and recognition. The tempo-
ral segmentation stage detects the changes in the spatiotempo-
ral relations emerge between objects and hands in the scene.
These detected changes results in parsing of individual actions
performed sequentially or concurrently. The recognition stage
requires an alphabet of atomic manipulations (e.g. cutting or
stirring) which is provided up-front by learned SEC models
for each “atom” using the unsupervised learning method intro-
duced in [7]. Using this, manipulation sequences can be recog-
nized and the framework then also deals with objects.
However, roles of individual objects are usually not unique.
A cup, for example, is commonly used for filling and/or drink-
ing actions. The same cup can, however, also be utilized as a
pedestal to put something on top of it after having first turned
it upside down. Thus, depending on the intended goal, roles of
objects can vary from manipulation to manipulation. We will
show that we can extract object-like entities (image segments)
with the here proposed framework and cluster them according
to their exhibited roles in each recognized manipulation type
without requiring any prior object knowledge.
The rest of the paper is organized as follows. We start with
introducing the state of the art. We then continue with a detailed
description of each processing step. Next, we provide experi-
mental results on various datasets and finally we finish with a
discussion.
2. State of the Art
Understanding continuous human actions is of fundamental
importance in computer vision and has very broad potential ap-
plication areas such as video surveillance, multimedia retrieval,
virtual reality, and human-robot interaction [29, 47, 28, 49].
There is a large corpus of work in both temporal segmentation
and recognition of human actions in computer vision and ma-
chine learning. Achievements obtained in these topics will now
be summarized but we cannot provide complete coverage of all
works in these fields. See [51], [3], or [71] for comprehensive
surveys.
2.1. Action Temporal Segmentation
Temporal segmentation, i.e. decomposition, is the process of
segmenting the input data stream, i.e. action sequences, into
individual action instances, i.e. atomic actions.
The main difficulties here are the possibly large number
of action combinations, the variable durations of the different
atoms, and the irregularity and variability of actions performed
by different people in different (scene) contexts. To cope with
these problems, there exist different approaches such as bound-
ary detection and sliding window methods, as well as higher-
level grammars, which are widely used.
Boundary detection methods [54, 70, 64] essentially inves-
tigate start and end points of actions from temporal disconti-
nuities or extrema in acceleration or velocities of the motion
profiles. Although such approaches are attractive due to being
invariant to action classes, they highly depend on the observed
motion pattern which can exhibit high intra-class variations.
Conventional sliding window approaches [79, 29] are search-
ing for correspondences between previously learned action fea-
tures and the current action segment under the sliding window.
The temporal segmentation performance, however, heavily de-
pends on the recognition results which can be affected by the
predefined window size.
Alternatively, higher-level grammars [50, 41] build a single
large network from individually modelled actions. Such gram-
mars are then used to model transitions between single actions
to further parse action sequences by computing the minimum
cost path through the network using efficient dynamic program-
ming techniques. However, such methods require large amount
of training data to learn a state sequence for each action and
also to capture state transitions between individual actions.
Along these lines, not only grammars with generative mod-
els, e.g. Hidden Markov Models (HMMs) [50, 41], but also
discriminative frameworks based on multi-class Support Vec-
tor Machines (SVM) [28] and semi-Markov models [58] were
meanwhile proposed to perform simultaneous action segmenta-
tion and recognition.
Recent work [68] also introduced a probabilistic graphical
model with additional substructure transition and discrimina-
tive boundary models in order to tackle the problem of contin-
uous action segmentation and recognition. An unsupervised hi-
erarchical bottom-up framework was presented in [80] for tem-
poral partitioning of human motion into disjoint segments.
Although all those approaches yield encouraging results, the
requirement of fully labeled training data limits transfer to new
sequences. Such approaches are based on bottom-up contin-
uous motion patterns that have high variability in appearance
and shape across individual demonstrations of the same action.
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The computational complexity, as seen in [80], also limits their
applicability to long sequences.
In contrast to the aforementioned temporal segmentation ap-
proaches, we propose a method that corresponds to top-down
semantic analysis of the video data without being affected by
the low level data variations in object or motion domains.
Among the existing methods, the work in [49], which is an
event parsing approach based on a stochastic event grammar, is
most strongly related to our framework since it also employs bi-
nary spatial relations (e.g. touch, near, in, etc.) between objects
and agents in the scene. In contrast to our method, this frame-
work heavily relies on a semi-supervised object recognition in
order to derive atomic actions. Each action is coupled with an
object, thus, a new set of atomic actions has to be learned in the
case of a scenario with novel objects. Different from this, our
approach does not require any prior object information and just
relies on the semantic interaction between objects and hands in
the scene.
2.2. Action Recognition
Action recognition is the labeling process of a given image
sequence, which can be considered as a four dimensional data
stream composed of spatial and temporal components. There
exists extensive literature on topics related to action recogni-
tion. The previous works can be categorized under two main
groups based on the action types. The first group of work
[11, 61, 57, 36] benefits from the intrinsic hand or body move-
ment features, and concentrates on monitoring of full body mo-
tions, such as walking and running. The second group cov-
ers manipulation actions (e.g. cutting, stirring) in which inter-
actions between objects and hands play the most crucial role
rendering the discriminative cues. Our proposed recognition
approach falls into this group, which are in general less under-
stood and less investigated. Only a few solutions have been
proposed so far [27, 21, 30, 77, 52].
2.2.1. Recognition of Human Motion
Vision-based human action recognition methods have two
processing stages: action representation and classification. In
the action representation phase, most proposed techniques ex-
tract global or local discriminative image features either in a
top-down fashion by tracking regions of interest (e.g. a detected
person in the scene) or as a collection of independent patches
in a bottom-up fashion. Global feature representation meth-
ods encode each region of interest as a whole from silhouettes
[11], contours [15], or optical flow [18]. When using a local
representation, however, patches are calculated around space-
time interest points detected by corner detectors [35], local his-
tograms of oriented gradients (HOG) together with histograms
of oriented flow (HOF) descriptors [36], or scale-invariant fea-
ture transform (SIFT) descriptors [57]. In the action classi-
fication phase, approaches are mostly based on generative or
discriminative temporal state-space models. Generative ap-
proaches (e.g. HMMs [76, 63]) learn to model each action class
with all variations, whereas discriminative models (e.g. Condi-
tional Random Fields (CRF) [61, 30]) learn the probability of
each action conditioned on the observations without modeling
the class.
Although such probabilistic frameworks have by far been
most widely used for action recognition, they heavily rely on
low-level scene features together with the body or hand motion
without employing any semantic information.
In addition, classical HMM based approaches are not suit-
able for recognizing parallel streams of actions [25] and can-
not easily describe structures with repetitions or recursions
[37]. In contrast to generative HMM based frameworks, our
event chain based action representation method also obeys the
Markovian assumption, but the main difference is that all states,
i.e. columns, in the event chains are observable. These states
represent key events, i.e. topological changes in the scene. Fur-
thermore, since detailed movement variations are not consid-
ered, event chains do not require a large corpus of training data
for learning individual actions as shown in our previous works
[4, 7].
2.2.2. Recognition of Manipulation Actions
Ideas to utilize topological relations to reach semantics of
manipulation actions can be found as early as in 1975. The
first approach, introduced in [9], represented a scene by di-
rected graphs in which each graph node identifies one object
and edges describe relative spatial information (e.g. left, front,
etc.) between objects. Based on object movement patterns, i.e.
topological changes in the scene, events are defined to repre-
sent actions. The main drawback of this approach is that actions
could not really be observed by vision at this time and observa-
tion is substituted by idealized hand-made image sequences.
In the late nineties, causal semantics has been started to be
used for interpreting manipulation videos. [12] analyzed glob-
ally consistent causal evolution of the scene over time. The
method detected meaningful changes in the motions and colli-
sions of surfaces of foreground-segmented scene blobs. The
same method was extended with heuristic and probabilistic
models in [13] to enforce longer-term consistencies in the video
parse. Different from our approach, this method requires prior
object information for scene blob detection and employs mo-
tion features such as object velocity profile, which very much
harms the generalization property of action recognition. Along
these lines, [59] presented a logical semantic notion for describ-
ing event primitives of simulated simple motions in animated
line drawings. Furthermore, a maximum-likelihood-based ap-
proach was introduced in [60] to reason about a stream of 2D
ellipses, each abstractly represented the position, orientation,
shape, and size of the manipulated objects in manipulation ac-
tions. [10] applied a stochastic Context-Free Grammar (CFG)
on top of an HMM based gesture detector. The discretized
HMM output was fed to the CFG parser to estimate discrete
symbol streams. More recently, [23] suggested to also incorpo-
rate force dynamic with temporal and relational information to
recognize visual events in manipulation videos. [44] introduced
parameterized stochastic grammars to recognize and make pre-
dictions about actions without requiring the object identity, but
they were limited to recognizing semantically complex action
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including concurrent events. The work of [55] was a hierarchi-
cal approach which started with the extraction of human body-
segments and continued with the estimation of body poses at
each frame. Gesture sequences were then estimated as sym-
bolic scene states. At the highest level, a CFG was introduced
to represent recursive action concepts. Although this work has
similarities to our framework in terms of spatiotemporal scene
representation, their framework rather focuses on human mo-
tions (e.g. hugging and punching) and can not handle missing
or noisy sub-events that can occur during the action.
Even today there are still only a few approaches [62, 30, 77,
45, 52] attempting to arrive at the semantics of manipulation
actions in conjunction with assessing the manipulated objects.
[62] advocates a method for encoding an entire manipulation
sequence by an activity graph, which stores the complete stream
of spatiotemporal object interactions. The main difficulty here
is that very complex and large activity graphs need to be decom-
posed for the further recognition process. In the work of [30],
segmented hand poses and velocities are used to classify manip-
ulation actions. A histogram of gradients approach with a sup-
port vector machine classifier is used to categorize manipulated
objects. Factorial conditional random fields are then employed
to compute the correlation between objects and manipulations.
However, this work does not consider interactions between the
objects. Different from this, visual semantic graphs, inspired
from our scene graphs, were introduced in [77] to recognize ab-
stract action consequences (e.g. Assemble, Transfer) only based
on changes in the structure of the manipulated object without
considering interactions between hands and objects. [45] pre-
sented a method for hierarchical estimation of contact relation-
ships (e.g. on, into) between multiple objects. The previous
work in [52] suggested extraction of abstract hand movements,
such as moving, not moving or tool used, to further reason
about more specific action primitives (e.g. Reaching, Holding)
by employing not only hand movements but also the object in-
formation. Their methods are rather for detecting actions which
span only across short time intervals. Although all those works
to a certain extent improve the recognition of manipulations
and/or objects, none of them addresses the temporal segmenta-
tion of long chained manipulation sequences into single atomic
elements or even into key events, i.e. primitives, of individual
manipulations.
Specific attention has also been directed to understanding ac-
tion by means of hand-object interactions (many times: “grasp-
ing”, [20, 16, 19, 22, 72, 14, 39]). This issue is complex and can
be quite confounding when trying to get closer to the semantics
of actions. To be able to understand this problem we first need
to better introduce our approach and we will therefore discuss
the issue of hand-object interactions at greater length only later
(in section 5).
Recent works such as [32] described a Markov random field
based model for decomposing and labeling the sequences of
human sub-activities together with manipulated object roles. In
the modeling process they employed human skeleton informa-
tion, object segments and the observed object tracks. Likewise,
[27] introduced a Bayesian model by using hand trajectories
and hand-object interactions while segmenting and estimating
observed manipulation sequences. In [21] hierarchical mod-
els of manipulations were learned with weak supervision from
an egocentric perspective without using depth information. In
contrast to our framework, these approaches are not suitable
for detecting and recognizing parallel streams of actions since
the applied models can only assign one label to each computed
temporal segment.
Following this analysis we believe that the here presented
work is the first study that applies semantic reasoning in order
to decompose chained manipulation sequences and to recog-
nize embedded serial and parallel (overlapping) manipulation
streams in conjunction with the manipulated objects without
employing any prior object knowledge.
In Table 1 we provide a detailed comparison of some re-
cent action recognition approaches together with our pro-
posed method. This side-by-side comparison shows which ap-
proaches can perform joint action segmentation (second col-
umn), detect parallel actions (third column) and which are
viewpoint invariant (fourth column). Those are three main fea-
tures come with the proposed SEC framework. The fifth col-
umn of the table indicates which of those methods employ high-
level action semantics for the recognition process. Although
there exist many different semantic approaches, to the best of
our knowledge, the SEC framework is the only one, which is
fully grounded at the signal (i.e. pixel) level. This SEC feature
leads to extraction of key events, i.e. primitives, of individual
manipulations and also to the clustering of objects according to
their roles in an action. The next column highlights whether
the motion profile of objects is being incorporated during the
recognition phase. This feature makes action recognition biased
to the followed movement pattern (trajectory). This can harm
the method’s power for generalization, which is not the case
in our framework. The seventh column shows which methods
can handle multi-agent action streams. This property indicates
whether the recognition method can deal with cluttered scenes
where more than one subject manipulates multiple objects. The
last two columns respectively indicate whether the correspond-
ing method requires prior object information or whether it de-
pends on depth information. Different from other approaches,
SECs do not employ any object information in advance but re-
quire depth for a better performance.
3. Method
Before describing the complete framework in detail, we will
briefly provide an overview of each algorithmic step illustrated
in Fig. 2.
The proposed semantic action temporal segmentation and
recognition framework is triggered with the observation of ma-
nipulation actions demonstrated by a human. The image se-
quence of any observed manipulation is first segmented to sepa-
rately track each object-like entity (including hand) in the scene
by using computer vision methods [1, 2]. Note, explicit ob-
ject information is not provided and the method just tracks
“image segments”. Tracked image segments, i.e. objects, are
then represented by scene graphs to derive a matrix like ma-
nipulation representation, the so-called Semantic Event Chain
4
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[9] - - 3 3 3 - 3 - Not applied to real image streams
[13] - - - 3 3 - 3 - The event detection and scoring steps are
hand-tuned, not adaptive or robust
[10] - - - 3 3 - - - Considers simple hand gestures
[54] 3 - - - 3 - 3 - Highly depends on the observed motion
pattern
[44] 3 - - 3 - - - - Not applicable to complex actions with
cluttered scenes
[79] 3 - - - - 3 - - Depends on the predefined window size re-
quired for temporal action segmentation
[34] - - - - 3 3 - - Highly depends on the observed scene con-
text
[55] 3 - 3 3 - 3 - - Poor performance when having missing or
noisy sub-events
[62] - - 3 3 - 3 - - Large and complex activity graphs need to
be decomposed
[27] 3 - - 3 3 - 3 - Depends on the scene context (e.g. object
texture and pose)
[30] - - - 3 3 - 3 - Object interactions are not considered
[66] - - - - 3 3 - - Highly depends on the scene context and
motion pattern
[21] 3 - - - 3 - 3 - Object recognition follows action identifi-
cation
[77] - - - 3 - - 3 - Requires prior knowledge about manipu-
lated objects
[52] - - 3 3 - 3 3 - Abstract approach but also employs object
information
[67] - - - - 3 3 - - Highly depends on the followed motion
pattern
[32] 3 - - 3 3 - 3 3 Complex approach, employing human
skeleton information, object segments and
object tracks
[38] - - 3 - 3 - 3 - Depends on the scene context and motion
profiles
[69] 3 3 - 3 - - 3 3 Requires human skeleton and depends on
the object recognition
Ours 3 3 3 3 - 3 - 3 Requires multi-object and hand tracking
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Figure 2: Block diagram of the algorithm.
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(SEC). Objects are the graph nodes and edges exist between
objects that touch each other. Graphs are only stored when
their topology changes (i.e. when nodes ore edges are formed
or deleted). Hence, essentially we record the touching or un-
touching events between objects here. The core algorithm to
extract event chains has been described elsewhere [4]. In the
first step we create a SEC library of various atomic manipula-
tions (e.g. Cutting or Stirring) by learning an event chain model
for each individual type with a method introduced in [7]. This
method is model-free and is only based on the intrinsic correla-
tions in the topology changes of the graphs, which are highly
characteristic for different atoms. As mentioned, these two
steps (SEC algorithm and SEC learning) been described earlier
[4, 7] and the main contribution of this paper lies elsewhere: It
is the semantic segmentation and recognition of long and com-
plex manipulation sequences, as depicted by a dashed box in
Fig. 2. In brief: The event chain representation of the observed
manipulation is first scanned to estimate the main manipulator,
i.e. the hand, in the scene without employing any object recog-
nition method. Solely based on the interactions between the
hand and manipulated objects in the scene, the event chain is
decomposed into segments. Those are further fragmented into
sub-units to detect parallel action streams. Each parsed SEC
segment is then compared with the model SECs in the library
to decide whether the current SEC sample belongs to one of
the known manipulation models or represents a novel manip-
ulation. The proposed framework is running in an automated
and unsupervised manner to monitor chained manipulation se-
quences performed either sequentially or in parallel.
In the next sections we will present the core algorithmic com-
ponents with all details, however, those which have been intro-
duced elsewhere will only be briefly summarized.
3.1. Manipulation Observation
In this work, we address the automatic temporal segmen-
tation and monitoring of long and complex manipulation se-
quences in which a human is manipulating multiple objects
in various orders to perform specific tasks, such as “making
a sandwich” or “preparing a breakfast”. During the observa-
tion phase, the demonstrated manipulation is recorded from the
subject’s own point of view with a static RGB−D camera since
we are interested in the spatiotemporal interactions between the
manipulated objects and hands. The top row in Fig. 3 depicts
some original scene images from a sample chained manipula-
tion demonstration.
3.2. Segmentation and Tracking
The image segmentation algorithm is based on the color and
depth information fed from the Kinect device and uses phase-
based optical flow [48] to track objects between consecutive
frames. Data transmission between different pre-processing
sub-units is achieved with the modular system architecture de-
scribed in [46]. Since segmentation and tracking approaches
are not in the core of this paper and were comprehensively de-
scribed elsewhere [1, 2], we omit details here.
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Figure 3: Semantic segmentation of a sample manipulation sequence where a hand is first replacing a bucket, putting an apple down and then hiding it with the
same bucket. (a) The extracted event chain where each column corresponds to one key frame, some of which are shown on the top with original images, respective
objects (colored regions), and main graphs. Rows are spatial relations between object pairs, e. g. between the yellow (2) and red buckets (5) in the first row. Possible
spatial relations are N, T , and A standing for Not touching, Touching, and Absence. Each colored block in the SEC indicates a sequence of [N,T, · · · ,T,N] relations.
(b) Computed probabilities of each object to estimate the manipulator. For instance, the object number 2 exists only in the first three rows of the SEC, therefore,
detected blocks only in these rows are superimposed and assigned for that object to calculate the probabilities given on the right. (c) Decomposed SEC segments
with respect to the ground truth. Black blocks represent null actions. P and S stand for the estimated primary and secondary objects. (d) Detected manipulation
types at each segment.
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Note that for image segments, i.e. objects, we will always
use more descriptive human terms like hand, bucket, etc., but
we emphasize that the system has no such knowledge and it
entirely lies on consistently tracked image segments.
3.3. Semantic Event Chain (SEC) Extraction
Each segmented image is represented by a graph: nodes rep-
resent object centers and edges indicate whether two objects
touch each other or not. By using depth information we exclude
the graph node for the background (supporting surface) since it
is, in general, not employed as the main object manipulated in
the action. By using an exact graph matching technique, the
framework discretizes the entire graph sequence into decisive
main graphs. A new main graph is identified whenever a new
node or edge is formed or an existing edge or node is deleted.
Thus, each main graph represents a “key frame” in the manipu-
lation sequence, where a discrete change has happened. All is-
sued main graphs form the core skeleton of the SEC, which is a
matrix where rows are spatial relations (e. g. touching) between
object pairs and columns describe the scene configuration at the
time point when a new main graph has occurred.
Fig. 3 (a) depicts the SEC representation for a sample
chained manipulation demonstration, in which a hand is first
replacing a bucket, then putting an apple down on the table and
then hiding it with the same bucket. For instance, the first row
of the SEC represents the spatial relations between graph nodes
2 and 5 which are the yellow and red buckets, respectively. On
the top of Fig. 3 (a) some sample key frames including original
images, respective objects (colored regions), and corresponding
main graphs are given to illustrate topological configurations at
the related SEC columns.
Possible spatial relations are Not touching (N), Touching (T),
and Absence (A), where N means that there is no edge between
two objects, i.e. graph nodes corresponding to two spatially
separated objects, T represents a touching event between two
neighboring objects, and the absence of an object yields A. In
the event chain representation, all pairs of objects need to be
considered once, however, static rows which do not contain any
change from N to T or vise versa are deleted as being irrelevant.
For instance, the relation between the left and right hand is al-
ways N and never switches to T to trigger an event, therefore,
the respective row is ignored in the event chain. Consequently,
the SEC in Fig. 3 (a) encodes relations only between objects
2, 5, 7, and 8, although many more objects are existing in the
scene. Hence, the semantics of the manipulation is now rep-
resented by a 6 × 21 matrix despite of having approximately
1100 frames in the entire demonstration. The SEC extraction
explained briefly in this section has been described in detail in
[4].
3.4. Learning of Model SECs
In this section, we will briefly describe both the learning
method employed to explore model SECs for single atomic ma-
nipulations and the semantic similarity measure between two
event chains. We, however, omit the finer details here and refer
the interested reader to [7] for a comprehensive description of
those approaches.
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Figure 4: Overview of the learning framework.
The main aim of the learning method is to generate a vocab-
ulary of single atomic manipulations, e.g. Putting, Hiding, or
Pushing. Such a vocabulary can then be employed to monitor
the decomposed long manipulation sequences (see Fig. 2).
The learning approach essentially searches for common spa-
tiotemporal information embedded in the rows and columns of
event chains derived from a training manipulation set. Fig. 4
shows the overview of the learning approach. A new model
is initiated with the first SEC sample of an unknown atomic
manipulation. Once the next demonstration is observed, the re-
spective SEC is derived and compared with the already known
SEC models. If the semantic similarity (δ) between this novel
SEC sample and any of the known models is higher than a
threshold (τ), the corresponding model is updated with the new
sample. Otherwise, the SEC sample is labeled as a new model.
The threshold value τ is directly estimated from the distribu-
tion of semantic similarities between observed SEC sample and
those known models. To update an existing model, the learn-
ing procedure just needs to search for all common rows and
columns existing both in the new SEC sample and the model. In
the case of having additional rows or columns in the new SEC,
the model is extended by these extra ones. Finally, the model
SEC consists of only those rows and columns observed fre-
quently in the new acquired SEC samples. The learning frame-
work works in an on-line unsupervised manner as described in
detail in [7]. A batch mode implementation had already been
introduced in [4].
In order to measure the semantic similarity between two
event chains, we basically compare rows and columns of SECs
using simple sub-string search and counting algorithms. Re-
lational changes are considered while comparing the rows,
whereas for the columns the temporal order counts. We first
search for the correspondences between rows of two event
chains since rows can be shuffled. The searching process com-
pares and counts equal entries of one row against other rows
using a standard substring search which does not rely on di-
mensions and allows comparing arbitrarily long manipulation
actions. We then examine the order of columns to get the final
similarity result. Details for similarity calculations are given in
[7].
Fig. 5 shows learned SEC models for eight different atomic
manipulations in the ManiAc dataset [7] explained in Sec-
tion 4.1. Each arrow on the top of SEC models indicates the
weight values of these most commonly observed event chain
columns. Weight values depicted with arrows on the left repre-
sent how often each SEC row is obtained in the trained samples.
It can be seen that in all models rows are quite commonly ob-
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Figure 5: Complete learned SEC models for eight different manipulations.
Weight values shown with arrows on the left and top respectively indicate how
often each row and column in the SEC is obtained in the trained samples.
served in the trained samples as their weight values are close to
1. This is, however, not the case for a few SEC model columns.
For instance, the weight value for the last column of the Chop-
ping model drops to 0.27. This is because even though each
subject grasps a tool and chops an object in a similar tempo-
ral order, they leave the scene in different orders; for exam-
ple, one subject first removes the hand supporting the object
to be chopped and then withdraws the hand holding the tool
whereas another subject either does it the other way around or
removes both hands at the same time. Another reason of hav-
ing smaller weight values is the noise propagated from the seg-
mentation and tracking components as observed in the Cutting
model. Nevertheless, we can extract all these variations that oc-
curred due to the nature of manipulation or noise and pick the
most often observed states as a representative model for each
manipulation action.
It is obvious that these N-T -A patterns in the learned SEC
models are very unique, except for Cutting and Chopping which
have a quite similar SEC structure. This is because both manip-
ulations semantically represent the same manipulation conse-
quence, hence, both have the same fundamental action primi-
tives, i.e. similar columns in the event chains. The only dif-
ferences are mostly in the followed trajectories and velocity
of the movements which are not captured by SECs. We dis-
cuss about such naturally emerging high semantic similarities
in Section 4.1.
It is also important to highlight that some SEC models have
symmetric patterns, such as those in Hiding and Uncovering or
Taking and Putting models. This is fundamentally very correct
since backward playing of any of these manipulations will lead
to its symmetrical counterpart. This is a very important feature
coming with the semantic event chain representation of manip-
ulations.
3.5. Manipulation Temporal Segmentation
Once the SEC pattern of a manipulation sequence is derived,
we continue with the temporal segmentation phase which con-
siders the semantic information embedded in the event chain.
The temporal segmentation method first searches for an ob-
ject which plays the main role in the manipulation, or in other
words, which acts as a manipulator. We assume that each ma-
nipulation is driven by one such main actor, e.g. a hand and that
it is most frequently interacting with the objects in the scene. To
make the rest of the algorithm more clear, we start with the as-
sumption of having only single-hand manipulations, however,
this can be extended to multiple hands as will be discussed in
section 4.3. For this framework we employ the following rea-
sonable action descriptive rules:
• The manipulator can purposefully manipulate, i.e. touch,
only one object at a time, which will be named primary
object, e.g. a knife.
• The manipulation sequence can consist of multiple pri-
mary objects. Each, however, has to be separately ma-
nipulated at different time intervals. For instance, the hand
cutting a cucumber with a knife is not allowed to stir milk
with a spoon unless releasing the knife first.
• All other objects interacting with the primary objects will
be called secondary objects, e.g. the cucumber to be cut.
Those rules, first introduced in [74], form the main skeleton
of our proposed temporal segmentation method.
We first start converting these rules into meaningful spatial
relational sequences to make them compatible with the SEC
representation. For instance, these rules require that the event
chain must have at least a row holding spatial relations between
the manipulator and primary object defined as:
manipulator, primary object
[
N T · · · T N
]
, (1)
where the manipulator is first not touching (N) the primary
object, then touches (T) primary object to apply a certain task
on it. Depending on the manipulation, the temporal length of
the touching (T) relation can vary. Finally, the manipulator re-
leases (N) the primary object and continues with a different pri-
mary object.
We note that as there is no object recognition method exist-
ing to identify graph nodes, we first need to identify the manip-
ulator or primary/secondary objects using just the naked graph
nodes, based only on the above introduced action descriptive
rules.
3.5.1. Estimating the Manipulator
To achieve this, we apply probabilistic reasoning to estimate
object roles in the manipulation. Probability values for each
object are assigned based on similarities of their relations with
Eq. (1) and the length of their touching relations.
Let ξ be a semantic event chain with the size of n × m and
assume that ξ includes q different objects, the set of which can
be written as
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S = {s1, s2, · · · , sq} . (2)
The event chain ξ can then be described as:
ξ =

s1,1, s1,2
s2,1, s2,2
...
sn,1, sn,2
 =

r1,1 r1,2 · · · r1,m
r2,1 r2,2 · · · r2,m
...
...
. . .
...
rn,1 rn,2 · · · rn,m
 , (3)
where si,: ∈ S, and ri, j ∈ {A,N,T } is representing the spatial
relation between an object pair si,1 and si,2 at time j.
We assign a probability value pk to each object sk existing in
ξ to define the likelihood of being the manipulator as
P = {pk : k ∈ [1, · · · , q]} , (4)
pk =
∑m
j=1 δk, j
m
, (5)
δk, j =

1 if sk ∈ si,: , [N,T, · · · ,T,N] ∈ ri,:
and ri, j ∈ [N,T, · · · ,T,N] , i ∈ [1, · · · , n]
0 else
, (6)
where δ essentially investigates how wide a touching event T
expands over all the temporal length of ξ in the case of having
the relational sequence of [N,T, · · · ,T,N] (given in Eq. (1)) in
all rows (i.e. si,:) that include the respective object sk. The ma-
nipulator is finally estimated as the object sk∗ with the highest
probability; that is,
k∗ = arg max
1≤k≤q
(pk) . (7)
In Appendix Appendix A we provide the pseudocode for
estimating the manipulator from Eqs. (1)−(7).
For example, the colored blocks given in the SEC in Fig. 3 (a)
indicate where sequences of [N,T, · · · ,T,N], similar to the one
given in Eq. (1), are detected. Fig. 3 (b) links those blocks to the
corresponding objects in the SEC to indicate which object has
the longest block, i.e. highest probability value. For instance,
as object number 2 exists only in the first three rows of the
SEC, detected blocks only in these rows will be superimposed
and assigned to that object. On the right side of Fig. 3 (b),
the final probability values computed from Eq. (5) are given.
Since blocks associated with object number 7 cover the widest
temporal stretch along the SEC, it is correctly estimated as the
manipulator from Eq. (7).
3.5.2. Decomposing SECs
Following the estimation of the manipulator, the SEC is
ready to be decomposed into shorter segments. The tempo-
ral segmentation proceeds considering the [N,T, · · · ,T,N] se-
quences that belong to the manipulator, since any change from
N to T and from T to N defines the natural start and end points
of the manipulation. It is here important to note that we can-
not directly assume each [N,T, · · · ,T,N] sequence as a seg-
ment due to spurious spatial relations propagated from noisy
segmentation and tracking phases. Therefore, we first apply a
low pass filter to those rows with the manipulator and then la-
bel each time interval between an [N,T ] and [T,N] change as
a potential action segment. Each segment is assigned a con-
fidence value indicating the frequency of the touching relation.
Finally, action segments that are encapsulated by others or share
a common temporal zone are merged to converge to the ultimate
temporal segmentation of the manipulation.
LetA be a set of action segment candidates as
A = {a1, a2, · · · , al} , (8)
where each segment aφ represents the area between the start
and end time points of a [N,T, · · · ,T,N] sequence detected in
each row i that includes the manipulator; written as
aφ = [tS tarti t
End
i ) , (9)
where tS tarti , t
End
i ∈ [1, · · · ,m] and m is the column number
of ξ in Eq. (3). Due to early vision problems, such as illumi-
nation variation or occlusion, noisy flickering spatial relations
can occur at any action segment, aφ. We, thus, measure the rate
of T relations in each segment as a confidence value, cφ; that is
computed as
cφ =
∑tEndi
j=tS tarti
θi, j
tEndi − tS tarti
, (10)
θi, j =
{
1 if ri, j = T
0 else , (11)
where ri, j is representing the spatial relation of the manip-
ulator in ξ in Eq. (3). We then consider the action segments
with higher confidence value than a predefined threshold τcon f .
The confident segments are further compared to ignore those
that are completely covered by others. We also merge segments
that share a common field more than a threshold τmerge (see
Fig. 6). Let assume that a1 = [tS tarti t
End
i ) and a2 = [t
S tart
j t
End
j )
are two segments as given in Fig. 6. In the case of having
|a1∩a2 |
min(|a1 |,|a2 |) ≥ τmerge, those two segments will be fused yielding a
new segment anew with the length of [tS tarti t
End
j ) as illustrated
in Fig. 6. Note that τcon f and τmerge are chosen as 0.6 in all our
experiments.
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Figure 6: Merging action segments that share a common temporal field.
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If we come back to the example in Fig. 3 (b), we see four
candidate action fragments which are the red, blue, green, and
gray blocks of the manipulator, i.e. object number 7. How-
ever, the gray block is ignored as it is entirely surrounded by
the red one. Thus, the remaining three blocks construct the ul-
timate temporal points at which the manipulation will be cut.
Fig. 3 (c) illustrates the final temporal segmentation results to-
gether with the ground truth defined by a human. Note that the
end point of each block in Fig. 3 (c) is considered as the begin-
ning of the next consecutive one. Compared to the ground truth,
the frame-wise temporal segmentation accuracy of the manipu-
lation sequence in Fig. 3 (c) is computed as 96%.
3.6. Manipulation Recognition
In the recognition phase, we aim at identifying the types of
performed manipulations for each decomposed SEC segment.
The recognition process is based on the semantic similarities
between the currently decomposed SEC segments and the pre-
learned model SECs (see Section 3.4).
Once the entire event chain is decomposed into smaller units,
we first distinguish the primary and secondary objects manip-
ulated in each parsed segment. Recalling the action descrip-
tive rules introduced in section 3.5, we define the object that is
mostly interacting with the manipulator as the primary object
and all other objects interacting with the primary object as the
secondary objects. For instance, the event chain decomposed
in Fig. 3 (c) has three main pieces as indicated by red, blue, and
green blocks, respectively. In the temporal interval of the red
block (between the second and eighth columns of the SEC), the
object number 2 (the yellow bucket) is estimated as the primary
object since it has most touching events with the previously de-
tected manipulator, i.e. object number 7. Next, objects 5 and
8 (the apple and red bucket) are found to be secondary objects
because they are the only objects sharing a touching relation
with the primary object within this same temporal interval. All
estimated primary and secondary objects in each parsed SEC
segment are indicated in Fig. 3 (c).
The main reason for reformulating the manipulations in
terms of interactions between the manipulator, primary and
secondary objects is two fold: First, we attempt to reduce the
degree of noise in the decomposed event chain segments. As the
action rules described in section 3.5 do not allow the manipula-
tor to interact with any object other than the primary object, we
omit, for instance, the fourth row of the SEC in Fig. 3 (a). This
is because the manipulator (object number 7) is accidentally
touching the red bucket (object number 8) as highlighted by the
gray block. Details of such a high level de-noising process were
described in [7] to efficiently cope with noisy spatiotemporal
information coming from the early vision stage.
Second, using this assumption we can also diagnose parallel
streams of simultaneous manipulations by considering the fact
that each manipulation has to have a unique secondary object.
In other words, detection of multiple secondary objects may
imply either noisy elements in the event chain or the existence
of parallel manipulations. Hence, we treat each combination
of the manipulator, primary and secondary objects as a sep-
arate manipulation hypothesis and choose the one, that has the
?
?
?
?
?
?
?
?
?
?
?
?
?
?? ?
?
?
?
?
?
?
???
???????????
???
??????????
???
???????
???????????? ????????????
? ?
?
?
?
?
?
?
?
?? ?
? ?
?
?
???????????
?????????
?
?
????????
????????????
?
?
?
? ??
??
?
?
?
??
Figure 7: Detection of parallel manipulation streams in a decomposed SEC
segment that has two secondary objects. M, P, and S stand for the manipulator,
primary and secondary objects, respectively. As in the example of the SEC
segment depicted in the red block in Fig. 3 (c) (a sample key frame is also given
here on the left), there are two possible hypotheses and each defines a different
set of manipulation streams which are depicted by unique colors. Recognition
score of each stream is given below.
highest semantic similarity with the learned SEC models, as the
final recognition result.
For this we introduce a brute force combinatorial process
which considers all combinations of the entire estimated sec-
ondary objects (which are only a few) together with the manip-
ulator and primary object to accurately identify the actual per-
formed manipulations. The total number of the combinations
can be computed as
C =
N∑
k=1
N!
k!(N − k)! , (12)
where N is the number of the existing secondary objects at a
given SEC segment. We then use those combinations to gener-
ate various hypotheses that correspond to sets of manipulations.
For instance, a hypothesis can represent either a single manipu-
lation (e.g. Hiding) or concurrently performed more manipula-
tions such as Putting and Pushing. The crucial rule here is that
each hypothesis must consist of the entire secondary object set.
For instance, the first parsed SEC segment, depicted by the
red block in Fig. 3 (c), has two secondary objects (object num-
bers 5 and 8). Fig. 7 illustrates the computed two hypotheses
each of which has a different object combination, i.e. manip-
ulation stream. The first hypothesis is composed of two sep-
arate (parallel) manipulation streams, each utilizes one of the
secondary objects as indicated by unique colors, whereas the
next hypothesis employs both secondary objects together as one
manipulation stream. Unlike the secondary objects, in both hy-
potheses the manipulator and primary object are remaining the
same. Note that, even though the scene involves many more
objects, the number of hypotheses is remaining small due to the
consideration of only those objects that are sharing touching
events with the primary object. Thus, our approach does not
suffer from combinatorial explosion. The maximum number of
combinations, i.e. C, observed so far in all our experiments, is
15. The entire hypothesis set, in the case of having three sec-
ondary objects, is depicted in Fig. 8.
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Figure 8: The entire hypothesis set estimated in the case of having three secondary objects. M, P, and S stand for the manipulator, primary and secondary objects,
respectively.
Next, we extract and smooth the corresponding event chains
of all possible streams in each hypothesis and compare them
semantically with the SEC models of atomic manipulations that
have previously been learned and stored in the library. In the
semantic comparison process (see section 3.4), we introduce a
similarity threshold τsem to explore whether two event chains
belong to the same manipulation type. In the case of having a
too low semantic similarity with any of the known SEC models,
the respective event chain will then be assigned to Unknown.
Unless otherwise stated, we keep the threshold value τsem as
72% which has been found in an on-line unsupervised manner
as introduced in [7].
The manipulation recognition task is now nothing else than
computing the best hypothesis that has the highest semantic
similarity with those individual models in the library. Note that
if a hypothesis has multiple streams, the mean similarity value
is considered to compare it with that of the other hypotheses.
Fig. 7 shows at the bottom the final similarity scores in each
hypothesis. As the first hypothesis has much higher recognition
rate, our proposed approach successfully returns two parallel
manipulation streams; Taking Down the yellow bucket (object
2) from the red bucket (object 5) while Uncovering the green
apple (object 8). Fig. 3 (d) illustrates the final manipulation
types recognized at each decomposed SEC segment for the ma-
nipulation sequence depicted in Fig. 3 (a).
4. Results
In this section, we will provide experimental results from
our proposed temporal segmentation and recognition method
using different datasets. We first start benchmarking with our
large Manipulation Action (ManiAc) dataset [7] and will then
continue with a recently published Manipulation Action Con-
sequences (MAC) dataset [77]. The next section is covering
the two-hand manipulations on the Multiple Object Tracking
(MOT) dataset [31]. In the later section we will show base-
line experiments conducted on these three datasets. In the very
last section we will apply our SEC-based method to the MPII
Cooking Activities dataset [53] which involves long and paral-
lel actions as RGB only image streams.
4.1. Manipulation Action (ManiAc) Dataset
The ManiAc dataset, introduced in our previous work [7],
investigates eight different single atomic manipulation actions:
Pushing, Hiding, Putting, Stirring, Cutting, Chopping, Tak-
ing, and Uncovering. The complete dataset is publicly avail-
able at www.dpi.physik.uni-goettingen.de/~eaksoye/
??????? ?????? ??????? ????????
??????? ???????? ????????????????
Figure 9: The ManiAc dataset with eight different single manipulation scenar-
ios: Pushing, Hiding, Putting, Stirring, Cutting, Chopping, Taking, and Uncov-
ering.
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Figure 10: Sample images from the ManiAc dataset. In the green frame, a
sample image from each demonstration of the Cutting action, performed by
5 different individuals, is given. The blue frame depicts 30 different objects
manipulated in all 120 manipulation demonstrations.
MANIAC_DATASET. Fig. 9 shows sample frames from each ac-
tion type. In the dataset, each manipulation has 15 different
versions demonstrated by 5 different individuals using in total
30 various objects. Fig. 10 depicts all objects used in the dataset
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and some sample frames from the Cutting action demonstrated
by 5 different subjects. We benefit from this manipulation ac-
tion dataset that consists of in total 120 single demonstrations in
order to create a vocabulary of atomic manipulations by learn-
ing the semantics of actions, i.e. the model SECs as described
in section 3.4. For this, all 15 demonstrations of each of the 8
single atomic manipulations were employed in a batch mode to
derive a SEC model for each manipulation type. The learned 8
models were then stored in the SEC library to be further used
in the monitoring stage.
The ManiAc dataset additionally provides 20 long and com-
plex chained manipulation sequences, such as “making a sand-
wich”, “preparing a breakfast”, “pouring and stirring milk”,
or “cutting and moving a piece of bread”. These chained se-
quences have in total 103 different versions of the learned 8
single atomic manipulations as well as some novel tasks, such
as Pouring. All these chained manipulations were performed
in different orders, either sequentially or in parallel, with novel
objects in various scene contexts to make the temporal segmen-
tation and recognition steps more challenging. Fig. 11 shows
sample frames with tracked objects and scene graphs from four
different chained manipulations to give an impression of the dif-
ferences in the demonstrated long scenarios. This figure shows
that scenes can be cluttered and graphs can also include more
nodes some of which are occasionally changing labels due to
occlusion problems. Even in such problematic cases, by apply-
ing the proposed top-down semantic reasoning we can not only
decompose and recognize performed parallel or serial manip-
ulation streams, but also extract manipulated objects by solely
considering the semantics (essence) of manipulations.
All manipulations shown in this dataset were recorded with
a single Microsoft Kinect sensor which provides both color and
depth image sequences. Note that colored objects are preferred
to cope with the intrinsic limitations of the Kinect device.
In the first stage, we analyzed the temporal segmentation ac-
curacy of the 20 chained manipulation sequences in the ManiAc
dataset. As described in section 3.5, the temporal segmentation
process is bootstrapped with the estimation of the main manip-
ulator in the scenario. We acquired 100% correct manipulator
estimation rate in all chained sequences. This obtained high-
est precision also leads to robust semantic manipulation tempo-
ral segmentation. Frame-wise temporal segmentation accuracy
was next computed by comparing our results with the human
defined ground truth. The blue bars in Fig. 12 indicate the final
temporal segmentation rates successfully computed from each
chained sequence. We obtained 91% mean temporal segmen-
tation accuracy over all 20 sequences. The reason of the little
deviation from the ground truth is that the noisy segmentation
and tracking information delay the detection time of the spatial
relations (i.e. touching events) between the manipulator and the
primary objects in the scene. Such delays, however, do not cor-
rupt the recognition phase as described below.
After the temporal segmentation process, we evaluated the
recognition rates of the sequential and parallel manipulation
streams existing in each chained sequence. As pointed out in
section 3.6, the recognition process is essentially based on the
prediction of the primary and secondary objects and is followed
with the comparison of the decomposed manipulation streams
with the learned SEC models stored in the library. The green
and red bars in Fig. 12 depict the true and false positive recogni-
tion rates of the detected manipulation streams in each chained
sequence when compared with the learned 8 SEC models. We
computed the mean true and false positive rates as 80% and 6%,
respectively. There are two reasonable explanations for observ-
ing a slight drop in true positives and having a relatively small
false positive rate in some sequences. First, the novel manip-
ulation types (e.g. Pouring) in the chained sequences have not
previously been learned as SEC models. The proposed frame-
work treats such novel manipulations as Unknown if their se-
mantic similarities with the already known models are less than
the learned threshold τsem (introduced as 72% in section 3.6).
Therefore, the framework exhibits a lower than 100% true pos-
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Figure 11: Sample frames with respective image segments and scene graphs
from four different long chained manipulation sequences in the ManiAc dataset.
In the given red, green, blue, and yellow frames subjects are performing differ-
ent tasks such as “making a sandwich”, “preparing a breakfast”, “pouring and
stirring milk”, and “cutting and moving a piece of bread”.
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Figure 12: Manipulation temporal segmentation accuracy together with the true and false positive recognition rates of the detected manipulations in 20 chained long
sequences in the ManiAc dataset.
itive rate. The second, and the most important, factor is that the
learned Cutting and Chopping models are semantically similar
and thus are merged in the recognition phase. This is because
both manipulations have the same fundamental action primi-
tives, i.e. similar columns in the event chains, and the only
differences are mostly in the followed trajectories and veloc-
ity of the movements which are not captured by SECs. Hence,
the framework naturally merges those two manipulation types,
which leads to an increment in the false positive rates. This
result is fully compatible with our previous findings shown in
[7], in which SEC models are on-line learned without using
any human intervention. The on-line learning framework in [7]
retrieved one single SEC model by naturally merging both Cut-
ting and Chopping manipulation samples due to exploring high
semantic similarity between each type. Note, there is no “ul-
timate truth” with respect to what one might call semantically
similar (or dissimilar) actions. We will discuss these concep-
tional problems at great length in the Discussion section. Here,
we note that all our recognition results are intrinsically consis-
tent and robust.
To quantitatively evaluate this, Fig. 13 (a) shows a confusion
matrix depicting the recognition accuracies of the 103 tested
manipulation samples, existing in the 20 chained sequences,
with respect to the learned 8 SEC models. The first impression
that the figure conveys is that the tested Cutting samples are nat-
urally interpreted as Chopping because of the reason discussed
above. However, no other confusion occurs, except an observed
10% misclassification rate for the Pushing action. It is also in-
teresting to note that the novel Pouring manipulations demon-
strated in the chained sequences were never confused with any
of the known SEC models because of having a distinct seman-
tics and, thus, were always classified as Unknown.
Fig. 14 displays the final temporal segmentation and recog-
nition results of the chained sequences together with the human
labeled ground truth. This side-by-side comparison shows that
the system had successfully handle also the complicated par-
allel manipulation streams. Note that the lengths of chained
sequences are normalized for the sake of clarity in the display.
As also addressed in section 3.6, without requiring any ob-
ject recognition framework we can correctly derive the primary
and secondary objects utilized in the perceived manipulations.
Fig. 13 (b) indicates the estimated primary object types that
were frequently manipulated in the detected manipulation sam-
ples from the 20 chained sequences. For instance, Spoon was
the only object type primarily employed in the detected Stirring
manipulations, whereas Knife and Cleaver were heavily pre-
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Figure 13: Confusion matrix showing (a) the manipulation recognition accuracies of the tested manipulation types embedded in the 20 chained sequences and (b)
the usage rate of different primary objects manipulated in the known manipulation types.
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Figure 14: Automatic temporal segmentation and recognition results of the 20 chained manipulation sequences versus human labeled ground truth. The action
segments are color coded. Black frames indicate the border of each manipulation stream. Gray color represents the Idle actions in which the manipulator is not
interacting with any object while switching from one manipulation to the next.
ferred in the Cutting and Chopping tasks. On the other hand,
other object kinds like Bread, Cheese, and Salami were utilized
in the Taking, Putting, and Hiding samples. This is because the
scenarios such as “making a sandwich” or “preparing a break-
fast” required taking cheese or bread slices and putting them on
top of each other, which naturally resulted in the disappearance
of some objects correctly interpreted as hiding. These findings
verify that the proposed framework can also automatically dis-
cover the link between actions and objects. Results on the like-
wise estimated secondary objects are not shown here to save
some space. Taken together this clearly demonstrates (Fig. 13)
a very high recognition rate for actions and objects in the long
and complex ManiAc dataset and the next section shows that
this also holds for other data.
In order to address the main contribution of the secondary
object estimation, we repeat the detection of parallel actions
without taking the role of secondary objects into account. Ta-
ble 2 shows the total number of single and parallel actions em-
bedded in 20 chained actions together with the average true and
false positive rates in the cases of including and excluding the
role of secondary objects. We observe 80% true positive rate
(T P+) once secondary objects are estimated as proposed in sec-
tion 3.6. On the other hand, when the exploration of secondary
objects is omitted, the overall average accuracy (mean of true
positives, i.e. T P−) drops to 43% as depicted in the very last
column in Table 2. The main drop in the accuracy particularly
occurs in cases of having parallel action streams. For instance,
activity numbers 16 and 17 in Table 2 have more parallel ac-
tions involved, hence, correctly detected action rates dramati-
cally drop. If the manipulation activity is composed of only
single atomic actions, e.g. first and second chained actions, the
average accuracy remains the same. This results support the
Table 2: Action detection rates with and without considering the role of secondary objects. The first row identifies 20 chained actions in the ManiAc dataset. The
second and third rows respectively indicate the total number of single and parallel atomic actions in each chained action. T P+ and FP+ represent True Positive and
False Positive rates when secondary objects are considered, whereas T P− and FP− show the results in the case of ignoring secondary objects.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Total
Single 4 3 1 6 5 1 2 2 2 1 3 2 2 3 4 2 0 5 2 4 54
Parallel 0 0 2 0 3 2 2 2 0 3 0 0 0 0 0 6 10 8 11 0 49
T P+ 100% 100% 100% 83% 100% 100% 100% 75% 50% 75% 33% 100% 50% 67% 75% 87% 60% 77% 92% 75% 80%
T P− 100% 100% 33% 83% 62% 33% 50% 0% 50% 0% 33% 100% 0% 67% 50% 12% 0% 23% 15% 50% 43%
FP+ 0% 0% 0% 17% 0% 0% 0% 0% 0% 0% 33% 0% 0% 33% 0% 12% 0% 8% 8% 0% 5.5%
FP− 0% 0% 0% 17% 0% 0% 0% 0% 0% 0% 33% 0% 0% 33% 0% 0% 0% 8% 0% 0% 4.5%
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Figure 15: Sample frames from the four different manipulation categories in the MAC dataset.
claim that secondary objects play a crucial role only in detect-
ing parallel actions. It is also important to note that the rate
of false positives (FP−) slightly decreases to 4.5% from 5.5%.
This little drop is a very important finding indicates that parallel
actions are treated as Unknown rather than being misclassified
once secondary object are neglected. This also reveals the ro-
bustness of our action recognition method.
4.2. Manipulation Action Consequences (MAC) Dataset
The recently published MAC dataset [77] contains in to-
tal 24 manipulation demonstrations categorized under four dif-
ferent action types: ASSEMBLE, TRANSFER, DIVIDE, and
DEFORM. Each category has 6 various samples which were
recorded with either a single Kinect device or a regular RGB
camera. These 24 demonstrations consist of a total of 31 sin-
gle atomic manipulations, some of which were presented as
chained sequences with sequential and parallel manipulation
streams (e.g. Making a sandwich). Fig. 15 displays sample
images from various scenarios in each manipulation category
to indicate the level of differences between the demonstrated
tasks.
Since the the MAC dataset is very problematic due to missing
depth information and huge changes between hand movements
in consecutive frames (i.e. frame dropping problem), we by-
passed the segmentation and tracking phases and created event
chains in a supervised manner using human expertise. As one
of the biggest advantages of our proposed semantic segmenta-
tion and recognition framework, the cognitive systems here do
not additionally require a new exhausting training period to test
this novel dataset since the concept of semantics yields always
the same essence of the manipulations, which does not dramat-
ically alter with new manipulation observations. This allows
us to employ the same SEC models, learned from the ManiAc
dataset, in order to recognize the decomposed manipulations in
the MAC dataset.
Fig. 16 (a) depicts the temporal segmentation results of the
24 manipulations in the MAC dataset. The mean temporal
segmentation accuracy was computed as 81% over all 24 se-
quences. Because some manipulation samples in the MAC
dataset do not adhere to the action descriptive rules introduced
in section 3.5, the temporal segmentation accuracy dramati-
cally dropped, for example, for manipulation sample number
12. This action consists of a box rotating on a turntable as de-
picted by the last frame in Fig. 15. This is not a manipulation
in any sense and, thus, this action is outside the scope of this
paper. Therefore, our proposed framework treats these types of
actions as Unknown. Fig. 16 (b) displays the final recognition
success of all decomposed 31 atomic manipulations embedded
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Figure 16: Experimental results from the MAC dataset. (a) Manipulation temporal segmentation accuracies. (b) Recognition accuracies of the decomposed
manipulations with respect to the same 8 SEC models learned from the ManiAc dataset.
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Figure 17: The event chain representation for the two-hand Pushing action sequence in the MOT dataset. The blue and red blocks in the SEC highlight decomposed
pushing actions performed by the left and right hands, respectively. On the top sample original images with respective objects (colored regions) and main graphs
are displayed.
in the 24 demonstrations. The novel manipulation types, such
as Pouring, Opening, and Closing were all correctly treated as
Unknown due to having unique and distinct semantics com-
pared to the previously learned 8 SEC models. On the other
hand, the Painting sample, which is not existing in the learned
SEC models, was interpreted as Putting. This is an entirely cor-
rect reasoning since the paint can be treated as an object that is
being put on some other objects. (Again we point to the dis-
cussion section for an account on “semantic similarities”.) Al-
though almost all manipulations were recognized with high ac-
curacy, the Pushing and Cutting samples were misinterpreted.
4.3. Multiple Object Tracking (MOT) Dataset
The MOT dataset was recently introduced in [31] to inves-
tigate the multiple object tracking problem by applying dy-
namically updated object models without employing any prior
knowledge. The dataset consists of 8 different scenarios with
a total of 23 atomic actions. The scenarios demonstrate both
single- and two-hand chained manipulation sequences, such as
Pushing, Stacking, Unstacking, and Occluding. Fig. 17 and 19
display sample frames from the Pushing and Occluding scenar-
ios.
Since the MOC dataset already provides the segmented scene
configuration in 3D, we bypassed our image segmentation and
tracking step (section 3.2) and started directly with the event
chain extraction. To cope with multiple hands in the manipula-
tion, we biased the manipulator estimation step (section 3.5.1)
with the actual number of hands in the scene. Given K as num-
ber of the manipulators, we computed the probability values
from Eq. 5 for all possible combinations of objects, i.e. graph
nodes in the SEC, taken K at a time. The object combination
with the highest probability value, i.e. longest [N,T, · · · ,T,N]
sequence, was then considered as representing the manipula-
tor. Fig. 17 illustrates the two-hand Pushing action sequence
from the MOT dataset together with the extracted SEC repre-
sentation and some sample key frames. Object numbers 1 and 2
were correctly estimated as the main manipulators and the ex-
tracted event chain was accordingly broken up into pieces, each
of which is highlighted with the red and blue blocks in Fig. 17.
Fig. 18 (a) depicts the final temporal segmentation accuracies
for each of the 8 sequences in the MOT dataset. The drop in the
second manipulation sample is due to the inconsistencies in the
tracking phase, i.e. due to a segment discontinuity problem. In
this second scenario, for instance, two hands were moving ob-
jects around after occluding them completely. At each time the
hands withdrew, the replaced objects emerged with novel object
labels as illustrated in the red frame in Fig. 19. As the object la-
bels altered unpredictably, the event chain representation could
not capture any sequence of [N,T, · · · ,T,N] relations, required
for the manipulator estimation as described in section 3.5.1,
which led to failures in the temporal segmentation phase. If
we exclude this second manipulation sample, the mean tempo-
ral segmentation accuracy reaches 83%. This result underlines
the fact that our proposed semantic segmentation method is also
suitable for manipulations with multiple manipulators as long
as the scene objects are consistently trackable.
Fig. 18 (b) depicts the recognition successes of all 23 atomic
actions performed either sequentially or in parallel in the 8 dif-
ferent scenarios. As in the case of the MAC dataset, we here
again employed the SEC models, learned from the ManiAc
dataset, during the process of manipulation recognition. In
the monitoring stage, some versions of the Pushing manipula-
tions were missed out because of the same segment discontinu-
ity problem pointed out above. On the other hand, all versions
of the Occluding demonstrations were correctly recognized as
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Figure 18: Experimental results from the MOT dataset. (a) Manipulation tem-
poral segmentation accuracies. (b) Recognition accuracies of the decomposed
manipulations with respect to the same 8 SEC models learned from the ManiAc
dataset.
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Figure 19: Two-hand Occluding actions from the MOT dataset. In the red frame, object labels of the occluded and replaced objects are altering, which leads to
failures in the temporal segmentation phase. In the blue frame, both hands are occluding objects without carrying out any specific task, hence, occluding actions
were recognized as Unknown.
Unknown since in such actions the hands were indeed not ap-
plying any certain task on the objects, but were rather perform-
ing random movements (to verify the stability in the segmenta-
tion). Thus, hands and objects were here not interacting to is-
sue any touching event required by the action descriptive rules
summarized by Eq. (1). The blue frame in Fig. 19 depicts sam-
ple frames from a version of the Occluding scenario, in which
two hands are randomly moving above the objects without aim-
ing at any specific task. Results derived from the MOT dataset
consequently confirm the scalability of our proposed temporal
segmentation and recognition framework to multi-hand manip-
ulation actions even with the flexibility of replacing some sub-
modules, such as the segmentation and tracking method.
4.4. Baseline Experiments
In our baseline experiments, we used appearance and tra-
jectory based state-of-the-art action descriptors, such as Space-
Time Interest Points (STIP), Dense Trajectories (DT) and Im-
proved Dense Trajectories (IDT). STIPs described in [34] are
local image points around which the image values exhibit sig-
nificant structural variations in both space and time domains.
DT was introduced in [66] and computes various dense fea-
tures such as static apprearance information, local motion in-
formation and relative motion between pixels. IDT [67] is the
extended version of DT by taking into account camera motion
to remove false trajectories consistent with camera motion.
In all our baseline experiments with STIP, DT and IDT we
used the default parameters coming with the publicly available
source codes. We computed Fisher vectors together with Gaus-
sian Mixture Models in order to create the visual vocabulary
from STIP features. In the case of DT and IDT descriptors, we
implemented a standard bag-of-features representation to con-
struct a codebook. We clustered extracted DT and IDT features
using K-means into a codebook of 400 words, which is the same
size for the STIP feature vocabulary. Detected DT and IDT de-
scriptors were then assigned to their closest word in the code-
book by considering the Euclidean distance. All detected STIP,
DT, and IDT action descriptors were then passed to Support
Vector Machines (SVM) in a one-versus-all fashion. It is here
important to note that we performed several tests on various sets
of codebook sizes with different SVM kernels (e.g. linear and
Chi2) and reported the highest results out of these experimen-
tal evaluations. Fig. 20 illustrates detected STIP, DT, and IDT
features on some samples frames from different datasets.
In our first baseline experimental set up, we investigated the
discriminative power of these local visual descriptors, i.e. STIP,
DT and IDT, and compared with our SEC based approach. For
this task, we used 120 demonstrations of 8 different atomic ac-
tion types provided in the ManiAc dataset (see Section 4.1).
Since each action class has 15 different versions, we employed
the first 10 samples for training and the rest for testing. A sep-
arate SVM classifier was defined for each class type. Fig. 21
presents a per-class test score after performing the same train-
ing procedure for all four methods. Here, each bar in the plot
shows the classification accuracy (%) referring to the average
number of true positive predictions out of total tested sample
Figure 20: Sample images with detected STIP, DT and IDT features.
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Figure 21: Classification accuracies of SEC, STIP, DT, and IDT based methods
on the ManiAc dataset.
number. This first experiment shows that local visual descrip-
tors do not perform well and have poor performances on some
specific action types, such as Chopping, whereas our proposed
SEC method has the highest score for all action types. Over
eight classes we obtained 92.5% average classification rate for
the SEC method, whereas it was 37.5%, 37.5%, and 40% for
STIP, DT, and IDT methods, respectively.
Next, we would like to address the problem of transferring
the learned codebooks, i.e. visual vocabularies, across differ-
ent datasets. In this task, we trained the same four classifiers,
i.e. SEC, STIP, DT, and IDT based approaches, with all 15 ver-
sions provided for each action type in the ManiAc dataset. In
the testing phase, we first used 20 long action sequences com-
ing with the ManiAc dataset (see Section 4.1). We then mea-
sured the performance of all these already trained classifiers on
the MAC and MOT datasets described in Section 4.2 and Sec-
tion 4.3, respectively. We here note that these experiments es-
sentially assess the action recognition power of the state-of-the-
art methods which can not perform temporal action segmen-
tation. Hence, we provided manually segmented actions for
STIP, DT and IDT methods, whereas we let our SEC framework
automatically segment all these long activities as explained in
Section 3.5.2. In the computation of precision and recall val-
ues in all methods, we treated Cutting and Chopping actions as
type-similar due to having high semantic structures. Different
from conventional mehtods, in the SEC approach, we also in-
troduced Unknown class to assess zero-shot action recognition
performance for novel action types.
Table 3 shows the average classification performance com-
parison among the aforementioned methods on three datasets.
We again obtained quite low performances with the STIP, DT
and IDT based classifiers. Our proposed SEC method has the
highest precision and recall values and outperforms these state
of the art methods. This empirical result shows that conven-
tional approaches are far away from the generalization perspec-
tive.
Both baseline experiments indicated in Fig. 21 and Table 3
demonstrate that employing the semantic information yields
more accurate recognition performance compared to what the
conventional approaches can achieve. This is likely because
such conventional action descriptors highly depend on the scene
context and followed trajectory patterns which can vastly al-
ter from one demonstration to another as it is the case for
the here benchmarked datasets. For instance, as depicted in
Fig. 10 each of 8 atomic actions in the ManiAc dataset was
performed by five different persons each followed different tra-
jectories by using several objects in different scene contexts.
This indeed poses a challenge for the recognition task. Fur-
thermore, in the long activities coming with all three dataset,
individual manipulation streams were performed either sequen-
tially or concurrently at varying speeds in more cluttered scenes
(see Fig. 11). Thus, optical flow features even for the same ac-
tivity have significant changes. As also reported in several other
papers [38, 21] local spatio-temporal features required by con-
ventional methods are often captured at locations irrelevant to
a performed action due to wrongly computed optical flow in-
formation. In this regard, it is more likely that the conventional
models received vastly different and sparse optical flow signals
from the trained and tested action sets.
Unlike our SEC approach, traditional action classifiers can-
not detect overlapping actions. Those missed actions also lead
to significant drops in the final accuracy computation.
Another reason of having the low performance with conven-
tional methods is that the test data set involved novel action
types, such as Pouring and Painting (see Fig. 11 and Fig. 15)
for which we lack pre-trained action models in order to test
zero-shot action recognition performance. However, the main
aim of these conventional action descriptors is to capture de-
scriptive key features that are relevant to trained actions, which
are in general short actions. Therefore, those unseen actions
were misclassified by these methods.
Consequently, conventional feature extractors are essentially
based on appearance and motion in certain space time volumes
(intervals). Most of those techniques computes local space-time
gradients. As baseline experimental results highlight such ap-
proaches are not sufficient for modeling variations even in the
Table 3: Classification performance comparison among different methods on three various datasets. Pr, Rc, and FS stand for Precision, Recall, and F-Score,
respectively.
ManiAc [7] MAC [77] MOT [31]
Pr Rc FS Pr Rc FS Pr Rc FS
STIP [34] 20.6% 31.8% 25.0% 36.6% 24.0% 29.0% 46.6% 31.6% 37.7%
DT [66] 10.1% 4.7% 6.4% 12.5% 20.8% 15.6% 59.1% 57.8% 58.4%
IDT [67] 13.7% 14.0% 13.9% 12.5% 20.0% 15.3% 18.3% 17.2% 17.7%
SECs (Ours) 91.8% 91.0% 91.4% 52.6% 53.1% 52.8% 93.3% 87.5% 90.3%
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same action type. Different from these unified descriptors, the
here presented SEC framework can handle variations in the per-
formed actions and detect untrained action types as Unknown as
depicted in Figs. 13, 16, and 18. The data presented in Fig. 21
and Table 3 are clear indications of the scalability and stabil-
ity features of our proposed SEC approach. Furthermore, Ta-
ble 3 clearly supports the generalization capacity and the trans-
ferability of the learned SEC representations. In contrast to the
state-of-the-art action descriptors, the proposed SEC approach
can also automatically execute temporal action segmentation
and additionally categorize manipulated objects according to
their performed roles, all in the same coherent framework.
4.5. MPII Cooking Activities Dataset
The MPII Cooking Activities dataset, introduced in [53],
contains videos of different activities in the real-world cook-
ing domain. Although this dataset has long and parallel action
demonstrations, it provides RGB only image streams, without
any depth information. Therefore, this section investigates the
performance of our SEC framework, particularly, in the case of
having missing depth cues.
We selected 5 random cooking scenarios from this dataset
and used the object tracking data provided in [78]. Tracking
of objects was based on color and texture features processed
by a random forest classifier at each 10th frame. A tracking-
by-detection method [17] was further employed to complete
the tracking process for missing frames. Fig. 22 depicts sam-
ple frames with tracking results for one of the cooking scenar-
ios. Given the tracked objects, we extracted the corresponding
SEC representation by simply measuring the intersection be-
tween object bounding boxes. We also introduced an additional
“overlapping” relation which indicates that one bounding box
is completely surrounded by another one.
The selected 5 scenarios involve in total 111 demonstrations
of 42 different atomic actions such as Open Fridge, Cut Bread,
Wash Cucumber, Dry Hands with Towel, etc. The complete list
of atomic actions is provided in Fig. 24. In all these 5 scenarios,
in total 20 various objects (e.g. bread, knife, fridge, etc.) were
manipulated by 4 different subjects. There exist in total 13397
frames in all demonstrations, i.e. the average activity duration
is about 1.5 minutes.
A model SEC representation for each atomic action was ei-
ther extracted from their first occurrences in all demonstra-
tions or manually introduced. These model SECs were fur-
ther enriched with the object identities provided by the track-
ing method. Due to lack of depth cues, the interaction between
hands and objects cannot be accurately parsed. Therefore, we
applied an alternative brute force search method which scans
the raw SEC matrix of each long activity and searches for the
best match of model SECs by also incorporating the object in-
formation. The matched SECs are not only giving the action
recognition result, but lead also to the final temporal segmenta-
tion.
Fig. 22 shows the frame-wise temporal segmentation result
together with the human defined ground truth for one of the
processed MPII cooking activity. Each atomic action is indi-
cated by a colored block, some of which were demonstrated
in parallel. On the top of Fig. 22 some sample frames with
tracked object bounding boxes are given. This figure shows that
our SEC framework can handle such complicated real-world se-
quential and parallel action demonstrations even though depth
is not provided. The average frame-wise temporal segmenta-
tion accuracy for this activity is computed as 80%. Fig. 23
Figure 22: Temporal segmentation result for a sample MPII cooking activity. The action segments are color coded. Bounding boxes on each frame represent the
tracking results.
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Figure 23: Temporal segmentation accuracy as frame-wise true and false posi-
tive recognition rates in all 5 MPII cooking activities.
depicts the overall temporal segmentation accuracies as frame-
wise true and false positive recognition rates in 5 cooking activ-
ities. The average temporal segmentation accuracy is computed
as 71%.
We also measured the class-wise recognition accuracies for
each of 42 atomic actions which were demonstrated in total 111
times in 5 scenarios. Fig. 24 depicts the final confusion ma-
trix between different action types. The average true and false
positive rates were measured as 78% and 4%, respectively. In
this accuracy computation step, a detected action segment is
counted as true positive if there exists more than 50% match
with the corresponding ground truth data. Note that the false
positive rate is relatively low, which also indicates that some of
actions are just missed due to misaligned temporal segmenta-
tion.
The main reason of observing slight drops in the temporal
segmentation and recognition accuracies is the missing depth
information. This problem mainly causes incorrect spatial rela-
Figure 24: Confusion matrix for 42 atomic actions demonstrated in all 5 MPII
activities.
Figure 25: Noisy spatial object relations due to lack of depth cues.
tion computations between tracked objects. Fig. 25 shows two
examples from such noisy frames. On the left, the green box
(i.e. left hand) is touching to both dark green (i.e. cupboard) and
dark red (i.e. fridge) boxes due to missing depth information.
Note that, here, the person hand is indeed far away from both
objects. On the right, bounding boxes of both hands and cutting
board are still touching to the bounding box of the drawer (dark
blue) even though the hand is much more above the drawer.
We, here, strongly underline the fact our SEC framework highly
benefits from the depth feature of the scene. The acquired re-
sults on the MPII dataset consequently suggest that the pro-
posed SEC framework can still provide fairly good results on
real-world RGB only image streams.
5. Discussion
The main contribution of our paper is a novel method for
automatic semantic segmentation and recognition of long and
complex manipulation sequences. The proposed framework
is essentially based only on the interactions between hands
and manipulated objects in the scene. Our approach can con-
sequently parse not only sequential and concurrent (overlap-
ping) manipulation streams but also basic manipulation primi-
tives (e.g. columns of event chains) of each detected manipula-
tion. Without requiring any prior knowledge about objects, our
framework can further extract object-like scene entities (image
segments) that share similar roles in the monitored manipula-
tions. Furthermore, due to the fact that SECs do not care about
the actually used objects, the framework can be transferred –
without re-learning – to different databases.
5.1. The Problem of Action Semantics
In Fig. 1 we had introduced one possible taxonomy and we
had started to discuss the problem of how to understand actions.
Essentially, here we would like to make a case for a layered un-
derstanding: There is no such thing as a one and only action de-
scription! The technical literature often bypasses this problem
and this may lead to biased and possibly impractical solutions.
Philosophy may actually offer some useful thoughts here. For
example consider a man who simultaneously moves his arm,
operates the pump, replenishes the water supply, poisons the
inhabitants. Anscombe asks whether this is one or four actions
[8]? Mele discussed this by stating ([43] pg. 5):
20
“Competing models of act-individuation are aligned
with competing models of the individuation of events
generally; and different theories of – or at least
different vocabularies for expressing – the relation-
ship of the mental [semantic action understanding] to
the physical [sensory perception]” (square brackets
added by us).
The same problem surfaces in this study: The SEC framework
cannot distinguish between “punch” and “push”. The dynamics
of these actions is very different but their SECs are the same.
And the same had been observed for “cut” and “chop”.
Mele’s statement clearly expresses that such phenomena will
necessarily happen for any action modeling approach. There
are competing models possible for action understanding and
they may capture actions at different levels of granularity!
Thus, we are allowed to understand “cut” and “chop” as se-
mantically similar (destruction actions [74, 77]) but we may
choose to look deeper and distinguish them – maybe in a sec-
ond stage analysis – by ways of their different motion trajecto-
ries [74].
Our own action learning supports this stance. We are first try-
ing to master the basic skill (racket hits the ball) before learning
finer motion details (topspin).
The issue of hand-object relations (often grasping), to which
much attention has been devoted [20, 16, 19, 22, 72, 14, 39], is
related to this semantic-level-problem, too. Also here there is
often the confound that the literature mixes levels. Understand-
ing the essence of a manipulation does, we would argue, hardly
ever require an understanding of “how it has been achieved”.
For example, unscrewing a lid can be performed by humans,
monkeys, bears, octopuses, and some other animals all of whom
employ different grasps to do so. This notwithstanding the
essence of such a manipulation remains semantically the same
and more such examples exist (say: the bending of a hook to
make a tool done by our hands or by a Caledonian Crow, that
uses its beak). This argument gets even stronger when thinking
of robotic manipulators. On the other hand, we do not wish to
deny that sometimes levels blend into each other and semanti-
cally motivated (goal-directed) manipulation-requirements (for
example: I want to break off a piece of rather hard wood) may
indeed enforce a certain grasp (here power grasp and not pinch
grip).
A second intriguing observation is that the SEC framework
fundamentally ignores objects. Actions are extracted indepen-
dently of the actual objects involved and the same physical
thing (“cup”) can take different roles (“being filled”, “being
put on a plate”, etc.). This way, the framework creates a tight
link between actions and object-roles (but not objects as such)
as suggested by the concept of “Object-Action Complexes”
[73, 33].
5.2. Successes and Failures
We applied our framework on three different recently pub-
lished manipulation action datasets to evaluate its robustness.
In each dataset, the temporal partitioning and recognition
phases are quantified with respect to the human-defined ground
truth. Observed high accuracies confirm the robustness of our
method. One of the most fundamental advantages of our SEC
based monitoring approach is the lack of the requirement of
any additional training set in the case of evaluating novel ma-
nipulation datasets. Since SECs encode the underlying struc-
ture of manipulation actions, the already learned SEC models
from our own dataset could also be employed to evaluate other
datasets. This shows the generalization power of our method,
which is not the case for almost all other approaches that are
based on motion patterns. We also need to emphasize that our
benchmarking results are not comparable with results in [77]
and [31]. This is due to the fact that none of these bench-
mark providers are aimed at both, temporal segmentation and
recognition of serial or parallel manipulation streams. For ex-
ample, the method in [77] can only recognize abstract action
consequences such as Assemble or Transfer. In this case, differ-
ent manipulations like Hiding and Putting will be interpreted
as the same class Assemble, whereas both can successfully
be distinguished by our approach. As a strong contribution,
our method consequently provides a richer action representa-
tion than that of others approaches. Note that the conventional
datasets [56, 26, 32] have not been considered here since they
employ entire human body configurations and movements as
main features and therefore do not provide hand-object features.
The concept of semantic event chains has also been success-
fully utilized and extended by others [40, 65, 42] for moni-
toring purposes. The work in [42] presented active learning
of goal directed manipulation sequences, each was recognized
using semantic similarities between event chains. Our scene
graphs were also represented with kernels in [40] to further ap-
ply different machine learning approaches. Additional trajec-
tory information was used in [65] to reduce noisy events occur
in SECs. All these studies confirm the scalability of the event
chains to various monitoring tasks.
We presented our framework in a batch-type computation;
that is, once the entire input stream of visual data is acquired,
we first estimated the manipulator from the SEC representation
and then parsed each manipulation stream respectively. How-
ever, this is not a limitation of the proposed work, since it can
also run on-the-fly, i.e. over the course of performing the activ-
ity, as soon as any kind of hand recognition method (which is
not in the scope of this paper!) is additionally provided.
The main drawback of the here presented framework is
the segment discontinuity problem. Since we heavily rely on
tracked objects, inconsistently tracked over-segmented scenes
can lead to failures in the proposed method.
5.3. Future Directions
To address some of the remaining problems, we are currently
investigating feature binding and object permanence concepts
as potential solutions to reduce failures due to the segment dis-
continuity problem. As discussed above, we are also aware of
the fact that touching is a very unitary, discrete event. This
allows rigorous classifications at a certain level of action gran-
ularity but stops sort of the finer details of an action. Conse-
quentially, the next steps in action analysis should also involve
trajectory and pose information. We strongly advocate this type
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Algorithm 1 Computing the probability value pk of each object
sk in ξ.
for all object sk do
pk = 0 (Initiation!)
δk = [ ] (An empty array!)
for r=1 to n (go through all rows in ξ) do
if sk exists in this row! then
tS tart = 0 (Initiate the Start time point!)
tEnd = 0 (Initiate the End time point!)
for c=1 to m − 2 (go through the columns!) do
if ξ(r, c : c + 1)= [N,T ] then
tS tart = c (Starting time point!)
for f=c+2 to m do
if ξ(r, f )= [N] then
tEnd = f (Ending time point!)
break
end if
end for
if tEnd > tS tart then
δk (tS tart,tEnd) = 1 (Fill the array!)
tS tart , tEnd = 0 (Reset time points!)
end if
end if
end for
end if
end for
pk = sum(δk)/m (Compute the final probability!)
end for
a of “layered” approach, where SECs allow classifications up to
a certain semantic level and where the system can then begin “to
look deeper” allowing for further separations into finer classes.
First attempts along such a layered analysis have been started
[75] and will be much in the focus of our future works.
Appendix
Appendix A. Manipulator Estimation
In Algorithm 1, we provide the pseudocode which describes
details of the manipulator estimation process in single-hand
manipulation actions. This algorithm essentially describes how
to compute the probability value pk of each object sk existing in
the event chain ξ in order to define the likelihood of being the
manipulator. The n and m values in Algorithm 1 stand for the
row and column numbers in ξ. The algorithm first searches for
the start and end time points of the [N,T, · · · ,T,N] sequences
in all rows that include the respective object sk and then com-
putes the normalized length of the touching relation T to assign
as the probability value. The manipulator is finally estimated
as the object with the highest probability value.
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