In our last work, we formulate a Fourier transformation on the infinitedimensional space of functionals. Here we first calculate the Fourier transformation of infinite-dimensional Gaussian distribution exp −πξ ∞ −∞ α 2 (t)dt for ξ ∈ C with Re(ξ) > 0, α ∈ L 2 (R), using our formulated Feynman path integral. Secondly we develop the Poisson summation formula for the space of functionals, and define a functional Z s , s ∈ C, the Feynman path integral of that corresponds to the Riemann zeta function in the case Re(s) > 1.
Introduction

Feynman([F-H]) used the concept of his path integral for physical quantizations. The word
′′ physical quantizations ′′ has two meanings : one is for quantum mechanics and the other is for quantum field theory. We usually use the same word ′′ Feynman path integral ′′ . However the meanings included in ′′ Feynman path integral ′′ are two sides, according to the above. One is of quantum mechanics and the other is of quantum field theory. The first Feynman path integral corresponds to a study of functional analysis on the space of functions. For functional analysis, there exist many works from standard analysis and nonstandard analysis. However an approach has been hard from standard analysis or nonstandard analysis to study the space of ′′ functionals ′′ associating with the second Feynman path integral.
In our last paper([N-O2]), we defined a delta functional δ and an infinitesimal Fourier transformation F in the space of functionals as one of generalizations for Kinoshita's infinitesimal Fourier transformation in the space of functions. Historically, in 1962, Gaishi Takeuchi([T] ) introduced an infinitesimal δ-function for the space of functions under nonstandard analysis. In 1988 , 1990 , [K2] ) defined an infinitesimal Fourier transformation for the space of functions. , [N-O2] ) defined, for funtionals, an infinitesimal Fourier transformation, using a concept of double infinitesimal, and calculated the infinitesimal Fourier transformation for two typical examples. The main idea is to use the concept of double infinitesimals and putting standard parts twice st (st( . ) ). In our theory, the infinitesimal Fourier transformation of δ, δ 2 , ... , and √ δ, ... can be calculated as constant functionals, 1, infinite, ... , and infinitesimal, ... . Now let H be an even infinite number in * R, and L be an infinitesimal lattice ε ′ for arbitrary k in L. Furthermore Using the second infinitesimal and the lattice, we extend the Poisson summation formula of finite group to infinitesimal Fourier transformations for the space of functions and also for the space of functionals. For an example, we apply the Poisson summation formula to the above functional g ξ . If the groups are special, it appears the H 2 -th product of θ-functions, or the con-
. We also apply it to the functional g im . Finally we define a functional that associates to the Riemann zeta function. Using our Poisson summation formula for functionals, we study a relationship between the functional and the Riemann zeta function.
Preliminaries
1-1. Infinitesimal Fourier transformations by Kinoshita (cf. [Ki] , [N-O1] , [N-O2]) Let Λ be an infinite set. Let F be an ultrafilter on Λ. For each λ ∈ Λ, let S λ be a set. We put an equivalence relation ∼ induced from F on λ∈Λ S λ . For α = (α λ ), β = (β λ ) (λ ∈ Λ),
The set of equivalence classes is called ultraproduct of S λ for F with respect to ∼. If S λ = S for λ ∈ Λ, then it is called ultraproduct of S for F and it is written as * S. The set S is naturally embedded in * S by the following mapping :
where [ ] denotes the equivalence class with respect to the ultrafilter F . We write the mapping as * , and call it naturally elementary embedding. From now on, we identify the image * (S) as S.
Let H (∈ * Z) be an infinite even number. The infinite number H is even, when for H = [(H λ ), λ ∈ Λ], {λ ∈ Λ | H λ is even} ∈ F . We denote 1 H by ε. We define an infinitesimal lattice space L, an infinitesimal lattice subspace L and a space of functions R(L) on L as follows :
We extend R(L) to the space of periodic functions on L with period H. We write the same notation R(L) for the space of periodic functions.
We explain it briefly. For ϕ, ψ ∈ R(L), the infinitesimal δ function, the infinitesimal Fourier transformation F ϕ (∈ R(L)), the inverse infinitesimal Fourier transformation F ϕ (∈ R(L)) and the convolution ϕ * ψ (∈ R(L)) are defined as follows :
1-2. Formulation of infinitesimal Fourier transformation on the space of functionals
To treat a * -unbounded functional f in the nonstandard analysis, we need a second nonstandardization. Let F 2 := F be a nonprincipal ultrafilter on an infinite set Λ 2 := Λ as above. Denote the ultraproduct of a set S with respect to F 2 by * S as above. Let F 1 be another nonprincipal ultrafilter on an infinite set Λ 1 . Take the * -ultrafilter * F 1 on * Λ 1 . For an internal set S in the sense of * -nonstandardization, let ⋆ S be the * -ultraproduct of S with respect to * F 1 . Thus, we define a double ultraproduct ⋆ ( * R), ⋆ ( * Z), etc for the set R, Z, etc. It is shown easily that
denotes the ultrafilter on Λ 1 × Λ 2 such that for any
We define a latticed space of functions X as follows,
is identified with L/ ∼ H . Furthermore we represent X as the following internal set :
We use the same notation as a function from ⋆(L) to L ′ to represent a function in the above internal set. We define the space A of functionals as follows :
A := {f | f is an internal function with a double meaning, from X to ⋆ ( * C)}.
We define an infinitesimal delta function δ(a)(∈ A), an infinitesimal Fourier transformation of f (∈ A), an inverse infinitesimal Fourier transformation of f and a convolution of f , g(∈ A), by the following :
We define an inner product on A :
Then we obtain the following theorem :
The definition implies the following proposition :
Definition 1.3 is easier understanding than Definition 1.2 for a standard meaning. For the reason, we consider mainly Definition 1.3 about several examples.
Examples of the infinitesimal Fourier transformation on the space of functions
We calculate the infinitesimal Fourier transformations of ϕ ξ , ϕ im ∈ R(L) :
2 ), where m ∈ Z.
For ϕ ξ , we obtain :
Proposition 2.1.
Proof. The infinitesimal Fourier transformations of ϕ ξ is :
where
Using Theorem 1.4(8), we obtain for c ξ :
), and put F to the above :
By the definition :
For the following proposition 2.3, we recall the Gauss sum(cf. [R] ) :
For z ∈ N, Gauss sum
and let e be a mapping from
where [ ] in left hand side represents the equivalence class for the equivalence relation 
We calculate the infinitesimal Fourier transformation of
in the space A of functionals, for Definition 1.3. We identify
), where b ∈ X and
Proof. We do the infinitesimal Fourier transformation of e ♯ (g ξ )(a).
be the natural elementary embedding and let st(c) for c ∈ ⋆ ( * R) be the standard part of c with respect to the natural elementary embedding ⋆ • * .
Proof. We show that st
We consider the term
is equal to
We assume that the image of b (∈ X) is bounded by a finite value of * R, that is,
as a λµ , b λµ for simplicity, and
It is equal to
Then the above is equal to
with respect to * R, the first and second terms of ( * 1 ), that is,
2 )dx and
, we consider the third and forth terms in ( * 1 ), and we prove that it is represents an infinitesimal number.
First we calculate
We consider the first term of ( * 3 ). Then
, where
Since 0 < α, if 0 ≤ β and 0 ≤ x, then 0 ≤ cos α x and sin α x ≤ 0. Hence − π 2 ≤ α x < 0. There is a unique maximum of |f (x)| in
We write the value of x having the maximum of |f (x)| in the interval as (A 2m ) λµ .
On the other hand, we denote the value α x at x = (A 2m ) λµ by α A 2m . Then
Since lim m→∞ 
.
We denote the value of x at f (x) = 0, that is,
We show that the following term is infinitesimal in ⋆ ( * R) with respect to * R : · · · ( * 5 ).
and the image of b (∈ X) is bounded by a finite value of 
. The value π(2m + 1) satisfies ( * 6 ), π(2m
, and
We consider the λµ-component satisfying the above. Now
We consider the difference
We devide the interval (−∞, ∞) into a sum of intervals where the function f is monoton increasing or monoton decreasing. The absolute value of the difference is bounded to the sum of the absolute values of the difference whose integral areas are restricted to these intervals. Each difference is bounded to the product of {(the maximum value of f on the interval) − (the minimum value of f on the interval)} and
Since the value 2
is finite, the following value
is infinitesimal in ⋆ ( * R) with respect to * R.
The same argument implies in the case x < 0
is infinitesimal in ⋆ ( * R) with respect to * R also. Hence
is infinitesimal in ⋆ ( * R) with respect to * R. If b λµ < 0, the argument is parallel, and also, for the term of sin in ( * 3 ), though sin is not an even function, the same argument holds. Hence [(B λµ (k µ ))] is infinitesimal in ⋆ ( * C) with respect to * C. Hence
The argument is same about the infinitesimal Fourier transformation of g ′ ξ (a) = exp(−πξ k∈L a 2 (k)), for Definition 1.2, as the above.
3-2. The infinitesimal Fourier transformation of
for Definition 1.3.
If m|2 ⋆ HH ′2 and m|
for a positive m and
for a negative m.
Since m|
for a positive m. For a negative m, the proof is as same as the above.
The argument is same about the infinitesimal Fourier transformation of
for Definition 1.2, as the above.
Proposition 3.5. If m|2 ⋆ HH ′2 and m|
Poisson summation formula for infinitesimal Fourier transformation by Kinoshita
We extend Poisson summation formula of finite group to Kinoshita's infinitesimal Fourier transformation.
4-1. Formulation
Theorem 4.1. Let S be an internal subgroup of L. Then we obtain, for ϕ ∈ R(L),
Since L is an internal cyclic group, S is also an internal cyclic group. The genarater of L is ε. The genarater of S is written as εs (s ∈ * Z). Since the order of L is H 2 , so s is a factor of H 2 . We prepare the following lemma for the proof of Theorem 4.1.
Proof of Lemma 4.2. For p ∈ S ⊥ , we write p = εt. Then we obtain the following :
Hence the generater of S ⊥ is ε and
Proposition 4.3 Especially if s is equal to H, then (1) implies that
If there exists a standard function ϕ ′ : R → C so that ϕ = * ϕ ′ | L , then the right hand side is equal to −∞<x<∞ ϕ ′ (x), that is, −∞<x<∞ st(ϕ)(x). Furthermore if εs is infinitesimal and ϕ ′ is integrable on R, then
Since (1) implies that
We decompose H to prime factors H = p
, where p 1 = 2, p 1 < p 2 < · · · < p m , each p i is a prime number, 0 < l i . Since S is a subgroup of L, the number s is a factor of H 2 . When we write s as p
4-2. Examples
We apply Theorem 4.1 to the following two functions :
The infinitesimal Fourier transformations of the functions are :
, if p is finite. Hence we obtain :
x∈S ϕ ξ (x). When the generator of S is εs, we write this as the following, explicitly :
We obtain the following proposition : 
We put the standard part of the above, we obtain :
, where θ(z) is the θ-function.
(ii) If εs is infinitesimal, then the equation : 2.
2 ) implies the following :
, and −∞<x<∞ exp(−ξπx 2 ) in 2 of (i) is equal
by the standard Poisson summation formula. Hence,
We extend the above formulation of ϕ i (x) to ϕ im (x) = exp(−imπx 2 ), for an integer m so that m|2H 2 . If m| p ε
, we recall
where c im (p) = Hence
x∈S ϕ im (x). When the generator εs ′ of S ⊥ satifies m|s ′ , that is, the generator εs of S satifies m|
, it reduces to the following :
If s = H and m|H, then
We remark that it does not coincide with the formula exp(i
The reason is that the above nonstandard calculation implies an m multiple of the domain for the function exp(−imπx 2 ).
Poisson summation formula for Definition 1.2 on the space of functionals
We extend Poisson summation formula of finite group to our infinitesimal Fourier transformation, Definition 1.2, on the space of functionals originally defined in [N-O1].
5-1. Formulation
Theorem 5.1. Let Y be an internal subgroup of X. Then we obtain, for f ∈ A,
a∈Y f (a), where Y ⊥ := {b ∈ X | exp(2πi < a, b >) = 1 for ∀a ∈ X} and < a, b >:
Thus
Proof of Theorem 5.1.
, the above is equal to
, that represents an infinite product of infinitesimal Fourier transformation defined by Kinoshita. In general, since f is not written as k∈L f k , our infinitesimal Fourier transformation is not represented as an product of infinitesimal Fourier transformation defined by Kinoshita. We summarize the argument, we obtain : F f = k∈L F k f k , where F k is an infinitesimal Fourier transformation for each k ∈ L. We apply Proposition 5.3 to each F k . 2 ) for a negative m.
Poisson summation formula for Definition 1.3 on the space of functionals
We extend Poisson summation formula of finite group to our infinitesimal Fourier transformation, Definition 1.3, on the space of functionals originally defined in [N-O1].
6-1. Formulation
We obtain the following theorem for Definition 1.3 as the above argument.
Theorem 6.1. Let Y be an internal subgroup of X. Then we obtain, for f ∈ A,
a∈Y f (a), where Y ⊥ε := {b ∈ X | exp(2πi < a, b > ε ) = 1 for ∀a ∈ X} and < a, b > ε := ⋆ ε k∈L a(k)b(k).
Lemma 6.2. |Y ⊥ε | = For k ∈ L, we write m, n as gereraters defined by :
We write Y Hence we obtain : st(st( b∈Y ⊥ Z (F (e ♯ (Z s )))(b)))) = ζ(s) for Re(s) > 1.
