Abstract-Most providers of Cloud-based database services favor availability and processing performance over consistency and hence provide only limited transaction support. Guaranteeing strict consistency is left to application developers. In this paper, we present a flexible transactional framework built on top of Amazon S3. It is intended for processing structured data under consideration of user-defined ACID guarantees ranging from non-transactional data querying and updating to full transactional data processing ensuring strict ACID properties. It supports the development of Cloudbased database applications without explicitly writing code for transactions. Instead, transactional semantics are weaved-in automatically using aspect-oriented programming techniques. In this way, application developers as well as end-users profit from transactional guarantees without having to care about them.
I. INTRODUCTION
The wide-spread availability of Cloud services leads to an increasing importance of Cloud-based data management services, not only as supplement or backend of other services such as storage services like Dropbox or software services as in the CRM domain, but also dedicated Database as a Services (DBaaS). The spectrum of such services ranges from DBMS in a box solutions ("a database per customer" as in Microsoft SQL Azure, or Amazon RDS) to massively distributed and scalable datastores ("one database for all" as in Amazon S3, SimpleDB or Google BigTable). Approaches of the first group make it easy to provide typical database systems guarantees like ACID by simply running a classic DBMS in a virtual machine. However, this is limited in terms of scalability. In order to overcome this limitation the major Cloud providers have developed distributed stores (sometimes also called NoSQL systems) as an alternative approach. These systems are much higher scalable, but provide only a subset of the features of SQL systems, e.g., less powerful query languages and limited ACID support. One of the main reasons for this is the CAP theorem [1] . The CAP theorem states that only two of the three properties -consistency, availability and network partitioning tolerance -can be fulfilled in a distributed environment. Cloud datastores favor availability and network partitioning tolerance resulting in relaxed or weak consistency guarantees, e.g., variants of eventual consistency [2] . If stronger consistency guarantees or more ACID properties in general (e.g., atomic operations for sets of records) are needed, it is left to the application developer to implement these features on top of the datastore. This might be acceptable for many applications, but there are also many applications requiring strict consistency. The decision which level of ACID guarantees is actually needed depends on the kind of data and data processing as well as on certain user requirements. For instance, cooperative applications like design applications have very strict consistency requirements. In order to process data in a cooperative way, every designer must always be aware of the most current state of the project. Otherwise, this could lead to wrong design decisions. In contrast, for applications like shopping carts, eventual consistency is thoroughly sufficient. Here, the main focus is that a customer's shopping cart is always available and he can always add new items to his card. It is acceptable that he does not always see the most current state of his cart.
Generally, guaranteeing ACID produces costs, not only in a monetary sense but it is also reflected in increased overhead, reduced data processing performance, and reduced scalability. On the other hand, neglecting ACID could lead to inconsistent data. Thus, in applications using cloud databases typically a tradeoff is required between consistency requirements and the price for providing this [3] .
In order to make it easier for the developer to implement the level of consistency and transactional support as required in the specific application, we present in this paper an approach for customizable transaction support based on aspect-oriented programming. The main contributions of this paper are twofold:
• We present a programming model for Cloud database applications hiding the details of implementing atomic operations and concurrency control on Cloud storages by exploiting aspect-oriented programming techniques and an easily deployable library of transaction services.
• We discuss implementation strategies of such services on top of Amazon S3 as an exemplified Cloud storage and evaluate overhead and costs of the different techniques.
The remainder of the paper is structured as follows. Section II summarizes related work. Thereafter, we analyze several application scenarios with respect to their ACID requirements. In Section IV, we give an overview, how these requirements can be implemented. Section V summarizes our system and programming model, which allows for the easy integration of transactional semantics into applications with the help of aspect oriented programming. This section is followed by a short guideline on how our system can be configured in order to fulfill users' needs. In Section VII, we provide results of an experimental evaluation concerning performance costs of different levels of ACID support. The paper is concluded in Section VIII.
II. RELATED WORK
Not only in cooperative environments, but also in fields like e-business or e-commerce, a strong need for strict consistency exists. With Amazon RDS, Microsoft SQL Azure, and Google AppEngine three companies tried to fulfill the consistency requirements of their customers by providing strict consistency and transaction support. In [4] an evaluation regarding performance, scalability, and costs of these systems (amongst others) can be found. However, in these systems transaction processing is either restricted to a certain entity group (Google AppEngine) or it is only supported on a single database instance (Amazon RDS, SQL Azure). Since we assume distributed data, support for distributed transaction processing is essential. Due to this, these systems are not applicable in several cases without further extensions.
The goal of building databases upon cloud storage systems is not new. Our work is mainly inspired by [5] , [6] and [7] . In [5] the design of a database system on S3 is described. The authors address in detail, how atomicity, consistency, and durability of transactions can be fulfilled. Concerning isolation they argue that protocols, like the BOCC (backward-oriented concurrency control [8] ) protocol, can only be partly implemented, as they need a global transaction counter, which might become a bottleneck. For this reason we use timestamps for validation purposes, which are assigned to every transaction manager separately. This is possible, because the transaction managers run on virtual machines within an IaaS layer, where synchronized clocks can be assumed. We discussed this in more detail in [9] .
The authors of [6] propose a scalable and elastic layered system approach, called ElasTraS, for transaction processing upon S3. They assume partitioned data as we do. In order to process transactions across different partitions they use minitransactions. Minitransactions were first used in Sinfonia [10] . They provide only very restricted transactional semantics, i.e., every data object accessed by a minitransaction must be specified before the minitransaction is started. This is not always possible, e.g., in design environments applications. However, minitransactions can be used in order to implement optimistic concurrency control [11] .
In [7] the authors propose a transactional system approach for collaborative purposes, e.g., collaborative editing. They support transactions on so-called key groups, which can be established dynamically. Among others, the authors describe an implementation of their system on top of existing keyvalue stores, e.g., Google BigTable. However, resolving the problem of how to ensure strict consistency on top of a weak consistent key-value store is left as future work.
Transaction synchronization in distributed environments is also a current research area in the field of distributed transactional memories. In these systems, a preferred solution for distributed transaction processing is to run transactions on a single site and move the accessed objects between different sites [12] , [13] . Although, this is an interesting approach for future work, frequently moving fragments between different buckets might decrease the overall system performance.
Besides the approach of building a cooperative system upon an existing cloud storage layer, the development and hosting of a tailored cloud storage system is another possible solution. Thereby, systems like Scalaris [14] and Chubby [15] , which use the Paxos commit protocol [16] to guarantee strict consistency, could be used as an entry point. Furthermore, separating transaction processing and data access, like proposed in [17] , is an interesting and promising idea.
III. CLASSIFICATION OF APPLICATIONS AND REQUIREMENTS
Different applications require different levels of consistency. This was already studied in, e.g., [3] . Following, we discuss three applications, requiring different levels of ACID guarantees. The first application can deal with relaxed ACID properties while the last one requires strict ACID. The examples should motivate the implementation of a flexible system that can handle different kinds of ACID requirements and hence constitutes a ubiquitous solution for different applications.
Shopping Cart: The main requirements regarding a shopping cart service are that it is always available and a customer can always add items to his cart. This kind of application gets along with relaxed ACID properties. Atomicity has only to be guaranteed for a single update of a customers cart (add item or delete item). Furthermore, it is acceptable that a customer does not see the current state of his cart. Adding/removing items to/from an older version of the cart is not a problem, because versions can be consolidated later. Re-appearing of an deleted item during consolidation is acceptable, because it is only important that no item is lost. Hence, eventual consistency is fully sufficient for this kind of application. No concurrency control is necessary in order to guarantee isolation property, because every customer is only allowed to access his own cart. Durability of shopping cart changes is mandatory, because items a user intends to buy should not be forgotten by the system.
Social Networking: In social networks, every user has a profile. A profile contains different kinds of data, e.g., personal information, status information, photos, etc. Furthermore, a user can decide how much of the provided information is visible to other users. This is done by editing a user's privacy policy. Not every type of information has to be treated with highest consistency guarantees. It is acceptable that a user does not see the most current state (online or offline) of another user. Hence, this information can be treated with eventual consistency guarantees. However, changes to the privacy policy of a user should immediately take effect and hence, should be treated with high consistency guarantees. If Bob wants Alice not to see certain parts of his profile anymore, then it should not be possible that Alice has access to these parts, because she retrieved an older version of Bob's profile. Since changing a users profile can affect different parts of the profile, enhanced atomicity has to be guaranteed. Furthermore, profile changes, especially those affecting privacy concerns, should be stored persistently. However, concurrency mechanisms are not required, because only the profile owner can perform any changes.
Cooperative Design Applications: In cooperative design applications, e.g., media production using spatial sound systems based on the wave field synthesis [18] , strict consistency is required. Every user must always be aware of the current state of the project. Reading of stale data, which is possible if only eventual consistency is guaranteed, might lead to wrong design decisions and is not acceptable. Cooperation also means that many designers work on shared data sets. Their activities have to be synchronized in order to ensure consistent data. The degree of atomicity that has to be guaranteed strongly depends on the operation set of a concrete design application. Frequently, a single design operation can affect many different objects. Sometimes, also a sequence of operations has to be performed atomically. A system implementation should be as flexible that it can handle different degrees of atomicity. In cooperative design scenarios strict durability is not always required. Especially in very early phases of a project, design decisions are frequently dropped and hence have not to be stored persistently. In these phases it is sufficient to have a snapshot of the project state from time to time. In later phases of a project, every change should be stored persistently, because changes have more and more impact on the overall project result. Hence, a complete history should be kept. 
IV. IMPLEMENTING APPLICATION REQUIREMENTS
In this section we review models and techniques for fulfilling ACID and performance requirements of different applications shown in Table I . Since we are using Amazon S3 as an example storage layer, we focus on those which are applicable to this kind of storage. Amazon S3 provides a simple key-value store. Data is stored as blobs under unique keys. Furthermore, key-value pairs are organized in buckets, which are containers with a unique url.
Atomicity
Amazon S3 guarantees atomicity for a single key-value pair update. Hence, the atomicity requirements of the storage cart application are fulfilled by default. Guaranteeing atomicity for updates across several key-value pairs or even several buckets is left to application developers. Typically, this task is fulfilled by applying transactions as well as appropriate recovery mechanisms in order to handle transaction aborts. In the literature, a lot of transaction models for specific use cases have been proposed. In the simplest case, a flat transaction model can be used for updates on key-value pairs within one bucket. In order to enable cross bucket updates a simple two-layered closed-nested distributed transaction model could be applied. Thereby, root transactions contain only sub transactions and no further operations whereas sub transactions equal flat transactions containing only operations regarding a single bucket. In order to guarantee atomicity for the root transaction the well-known two phase commit protocol could be applied. Note that applying transaction models requires the use of appropriate transaction managers monitoring transaction execution.
Transaction recovery can easily be implemented by using Amazon's built-in versioning feature for key-value pairs. Every update of a key-value pair leads to a new version of this pair. Rolling back changes of an aborted transaction just requires the deletion of the key-value pair versions produced by the affected transaction. Since Amazon S3 can be used as block storage device like in conventional database systems, also log-based or shadow paging techniques could be applied.
Summarizing, we can observe that increasing atomicity guarantees by applying transactions and recovery models also increases overhead, because transaction managers and dedicated protocols, e.g., two phase commit, are necessary.
Consistency
As already mentioned, Amazon S3 provides at most read-after-write consistency for put operations of new data. Updates are treated with eventual consistency guarantees. Thus, if a key-value pair is written and read immediately thereafter, it is possible that an older version is retrieved. For the shopping cart example, this consistency guarantees are sufficient and hence, no further endeavors are required.
However, applications like cooperative design have stricter consistency requirements. In order to fulfill them, a possible solution is to exploit the versioning feature S3 provides. Every Amazon S3 put operation returns a unique ID for the newly created version of a key-value pair. When the key-value pair is read, this version ID is passed to the Amazon S3 get operation. If the requested version is already available, it is returned. Otherwise, one has to retry reading until the designated version is available. Again, increasing consistency guarantees also increases overhead (or reduces overall system performance) due to possible waiting times.
Isolation
Isolation gives the user the impression to work alone with the system in a multi-user environment. It is necessary to keep isolation in order to guarantee consistent data. Amazon S3 by default offers no synchronization techniques in order to provide isolation. If several users update a certain keyvalue pair, the last write operation wins and updates of the others are lost. For several applications, like social networks or the shopping cart scenario this is sufficient, since all users work on disjoint data sets. However, in cooperative design applications sophisticated synchronization techniques are necessary, because data is shared between several users. In the literature, different synchronization techniques have been described. We have also developed pessimistic as well as optimistic synchronization protocols for cooperative design applications on tree-structured data in previous work [19] [20] . The main fact is that synchronizing updates needs running certain synchronization managers and hence requires computation power. Furthermore, it introduces more overhead due to, e.g., locking in case of pessimistic or validating in case of optimistic concurrency control.
Durability
Guaranteeing durability means storing successfully performed updates persistently in Amazon S3. Amazon S3 itself guarantees for persistent storage of data without data loss. What actually has to be considered is the update granularity. If S3 is used like a block storage device, updates that are performed externally, usually consider only parts of a block (key-value pair). Basically this means, a certain key-value pair is retrieved from S3, higher-level updates are performed on the data of the key-value pair, and afterwards, the pair is written back to S3 in order to store changes persistently. If the application crashes during the externally performed update phase, successful updates might get lost and hence, durability is violated. In the simplest case, every higher-level update leads to a put operation of the affected key-value pair in order to guarantee durability. However, this decreases overall system performance, because put operations are relatively slow. Furthermore, monetary costs increase due to the execution of more put operations.
Performance Enhancement
In our previous work [9] , we have discovered that accessing S3 has a significant negative impact on overall system performance. This is also a problem in conventional database systems using hard disk drives. Typical solutions are buffering (caching) of data for reading and queuing of update operations (write caching). Caching in order to speed up read operations is possible in all application scenarios. Key-value pairs are read once from S3 and are cached in main memory for further processing. Since reading introduces no conflicts, no synchronization techniques are necessary and hence data can be accessed in parallel by several users. However, main memory is limited and therefore page replacement algorithms are necessary. Write caching conflicts with durability requirements of the applications. Only in very early phases of cooperative design applications, where loss of changes is acceptable, delaying of write operations is applicable in favor of a higher operation throughput.
V. PROGRAMMING MODEL
In the previous section, we have discussed techniques necessary to fulfill different ACID and performance requirements of specific applications. Obviously, handling all kinds of ACID and performance requirements is a challenging task, especially for application developers. Usually, they just want to profit from certain guarantees without caring about their implementation. Hence, our goal is to provide a programming model which makes application development easy and the resulting system as conveniently usable as a classic database application.
We start with the principal software component model depicted in Figure 1 . Though, we build our system on top of Amazon S3, any other Cloud-based key-value store is suitable for the system approach we are going to present here. In order to guarantee strict ACID, transaction managers are needed as described above. Thus, we have implemented a service layer on top of S3. It consists of the service library, which implements basic functionalities such as synchronization protocols and the two phase commit protocol. The service layer is configured by a deployment descriptor, which specifies a concrete instantiation of service library functionalities in terms of the type of data, ACID, and performance requirements. The counterpart of the service layer is the client layer as the service user. This component contains the pure application code without any code regarding transaction processing or connection handling. This functionality is weaved in by predefined aspects known from aspect-oriented programming. These aspects are provided by the client library. Hence, neither application developers nor users are involved in transaction handling or related things.
Client Layer
Next, we stepwise refine the above component model, starting with the Client Layer. In Figure 2 the principal architecture of a client is shown. The application is provided ... • They can use standard put and get operations provided by Amazon S3.
• They can use the predefined client API. In the first case, the application is responsible for handling and processing data stored in key-value pairs. In the second case, the advantage is that higher-level updates of the data stored in key-value pairs are supported. The client API provides interfaces to operations, which are used to query and manipulate data locally. The data is handled with the help of a cache, which stores local copies of the data. The API is flexible and hence can be extended with operations in order to handle any kind of data. Additionally, the client contains previously mentioned aspects, which weave in connection and transaction handling. Thereby, we support both -standard put and get as well as client API operations. In the following, we describe code weaving exemplified for processing of XML data. Our client API provides the following methods:
• A DOM-like API, which encompasses update operations in order to edit node values, delete nodes or insert new nodes.
• An executeQuery(String query) method for retrieving data.
• A load(String data, String DeploymentScript) operation, which enables users to store new data in S3.
In conjunction with the actual data, a user provides information about the type of data as well as requirements concerning ACID properties and performance. According to the provided information, the corresponding services are instantiated.
• A commit() method, which can be used to manually force committing of a previously executed sequence of operations. Next, communication and transaction handling has to be integrated. For this purpose, we have chosen AspectJ. Figure 3 shows the basic procedure of weaving transaction support and communication into the application code. On the left hand side, a typical operation sequence is shown. A user retrieves some data by executing a query, e.g., an XPath query. Next, he performs some updates on this data, e.g. by editing the node value of an XML element, inserting some new elements and deleting parts of the XML document. All operations are enriched with appropriate aspects containing advice definitions for transaction and communication handling. Here, we give a rather concise example, how an appropriate aspect looks like for a simple DOM-like edit operation, which assigns new content to an XML element identified by a unique node id. i n t e r f a c e C l i e n t A P I { p u b l i c b o o l e a n e d i t ( S t r i n g NodeID , S t r i n g C o n t e n t ) ; } a s p e c t T r a n s a c t i o n M a n a g e m e n t { p o i n t c
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The updating advice is applied to every update operation. Before the update is performed (proceed) connections to the responsible services are established. Next, they are checked if transaction support is enabled. In this case, the current transaction state is retrieved. If the transaction has been aborted or committed, a new transaction is automatically started. Next, the update operation is registered. This leads to lock acquisition at the transaction manager in case of pessimistic concurrency control. In case of optimistic concurrency control, nothing happens. If the necessary locks are granted, the update can be performed. Finally, the update operation is logged at the service side for further processing and the client can disconnect from the services.
Transaction starting is handled automatically by the service side. If transaction support is enabled, every operation is set into a transactional context. Committing a sequence of operations can either be forced by the user (commit()) or is automatically performed at the service side. In [20] we have described an appropriate method for cooperative XML processing, which automatically determines transaction boundaries based on a user defined degree of cooperation and the importance of the executed update operations.
Service Layer
The client layer implements only interfaces and aspect definitions hide communication and transaction management from the application developer. Hence, the actual implementation of the necessary functionality has to be provided at the service side. In Figure 4 , the architecture of the service library is depicted.
We chose a layered approach on top of Amazon S3. The service layer consists of three services -a single global registry, optional local transaction managers (TXN-Man) representing the local coordination layer, and global transaction managers (GTXN-Man) forming the global coordination layer. Each local transaction manager is assigned to exactly one single bucket. A local transaction manager is responsible for handling flat transactions, including automatically starting and committing them. It retrieves (get operations) data from the bucket it is assigned to, parses and stores this data in its cache. The copies are written back to the bucket after Additionally, it also contains a synchronization manager implementing pessimistic or optimistic synchronization of flat transactions if requested. Furthermore, a local transaction manager encompasses a query processor, which enables clients to find and retrieve the designated data. The query processor is a general component that can be implemented in different ways, for example as an XPath processor in case of pure XML data, depending on the considered scenario and data structure. A local transaction manager can be used as simple and lightweight query endpoint up to a full-fledged transaction processor. It is started/executed if at least one client intends to work on a certain bucket, otherwise it is stopped. Occasionally, concurrent accesses to different buckets are required. In order to handle this in case of enabled transaction support, global transaction managers are needed. Their tasks are automatically starting and committing global transactions as well as routing client operations or queries to the responsible local transaction managers. However, they are not allowed to access S3 buckets directly. Hence, they maintain local indices in order to route client requests to the responsible local transaction managers. A global transaction executed by a global transaction manager is decomposed into several sub transactions. These sub transactions are then executed by the responsible local transaction managers. Similar to local transaction managers, global transaction managers are only instantiated when needed. In addition to the transaction managers, a single global registry is maintained. It is responsible for starting, stopping, and monitoring transaction managers. The registry maintains index structures for query and client request routing. The index structures depend on the scenario and the type of processed data.
VI. SYSTEM CONFIGURATION
With the help of a deployment script, the developer is able to choose the system configuration suitable for his application scenario. All configuration functions are implemented in the global registry which has knowledge about the location of the stored data and manages all global as well as local transaction managers. With respect to local transaction managers, several possible instantiation variants exist:
Query and update processor: In principle, our approach supports almost every kind of data. This is achieved by assigning a certain kind of data to a certain group of buckets in a way that different kinds of data do not overlap. For every kind of data we need a special query and update processor implementation. Hence, when a local transaction manager is instantiated by the global registry, the appropriate implementation has to be chosen dependent on the kind of data stored in the considered bucket.
Caching: Every local transaction manager manages a cache as described earlier. A developer can decide if this cache should be enabled or disabled. Depending on the developer's choice the local transaction manager is configured by the global registry. If caching is enabled, querying (reading) data can be performed much faster provided that the designated data is in the cache. Disabling caching leads to more S3 accesses, because every fragment has to be fetched from the responsible bucket. This reduces query (reading) performance. Furthermore, S3 costs increase due to a higher number of performed get operations.
Update Queue: Depending on the chosen degree of durability, every update or only the nth (high-level) update of a key-value pair triggers a put operation. Thus, if writes to a S3 bucket are delayed, the update operations are registered in the update queue in their serialization order. If caching is enabled, the updates could be applied to the cache-resident data and can be removed from the update queue. Then, a query always returns the most current state of the data. If caching is disabled, updates have to be applied to the queried data before it is returned to the application. Otherwise, the application may accesses outdated data.
Transaction support: Transaction support can be disabled or enabled for each bucket. In the first case, local transaction managers are used as simple query and update endpoints. Without transaction support, atomicity is only guaranteed for single updates (per key-value pair). Otherwise, atomicity can be guaranteed across several key-value pairs and even across several buckets (global transactions).
Synchronization: If enabled, synchronization of concurrent transactions is performed in an optimistic or pessimistic manner by a local transaction manager. The decision, which protocol is used, can be made by the system. During data processing every local transaction manger performing optimistic concurrency control counts the number of transaction aborts with respect to the stored data. If this number exceeds a predefined threshold the global registry is informed. In addition, this triggers a migration of the affected data (hot spot data) into a bucket, where synchronization is performed using a pessimistic approach. Client requests are then automatically re-directed to the new location of the data.
Example Scenario
Here, we exemplarily describe, how a client interacts with the service in case of cooperative XML processing (see Figure 5 ). The following system configuration is used: • The client application uses the predefined API to access the service.
• For query processing an XPath processor is instantiated.
• Transaction support is enabled, but only locally. Transactions are automatically started and committed.
• Synchronization is performed in an optimistic fashion with an extended version of the BOCC protocol [20] .
• Read caching is enabled and write caching is disabled. The client wants to process some data and sends a query to the global registry. The query is analyzed and the responsible transaction manager (and bucket) is (are) identified. In the case that an appropriate local transaction manager is not yet running, it is instantiated and the query is forwarded. Every atomic unit of work is encapsulated into a transaction. Hence, a new transaction is started implicitly by the transaction manager. If the requested data is not yet in the cache, the transaction manager retrieves a copy from S3 and stores it locally. The data and the URL of the local transaction manager are passed back to the client. The client is now able to communicate directly with the local transaction manager which reduces load for the global registry. Thereafter, the client performs an (high-level) update on the local copy which is also logged by the transaction manager. After a certain number of update operations were performed, the transaction manager tries to commit the transaction. The transaction now enters the indivisible validate-persist phase. If validation is successful, the logged updates are applied to the cache and the updated data is written back to the S3 bucket.
VII. EVALUATION
In the following, we present evaluation results from a real deployment of our system on Amazon EC2 and S3. We show in detail, which processing performance can be achieved by either not considering or guaranteeing every distinct property of the ACID properties. It is clear in advance that tightening ACID is at the expense of processing performance due to more overhead. However, we want to provide real measurements, which help developers to find the appropriate system configuration.
Test Setup
For atomicity, isolation, and durability tests, our setup consisted of one EC2 instance and S3 buckets with enabled versioning feature in EU/Ireland region. Only for consistency tests we used four EC2 instances. An EC2 instance executed either i) one local transaction manager accessing a single S3 bucket for local transaction performance measurements or ii) two local transaction managers accessing two distinct S3 buckets and one global transaction manager in order to measure global transaction performance. Since we are interested in measuring performance costs of guaranteeing different ACID levels, we did not use complex workloads. Instead, we performed microbenchmarking with DOM-like operations on synthetically generated tree-structured data.
Atomicity
Amazon S3 ensures atomicity only for a put operation of a single key-value pair. Atomicity across several keyvalue pairs or even several buckets can only be achieved by implementing transactional semantics at the application level. Here, we analyze the impact of using transactional semantics on the update throughput, which is the number of successful put operations per time unit. Furthermore, we investigate the time needed in order to undo the effects on S3 of an aborted transaction. For the first test, we executed randomly generated sets of atomic units, consisting of a get and a put of a single key-value pair. Thereafter, we executed every set of get put combinations within a single local transaction. Finally, every set was split up into two distinct sets of same size. Each of these two sets was executed as local transaction within a single global transaction. In this case, the two phase commit protocol was used in order to commit the transactions. All operations and transactions were executed serially, because we do not want to consider the influences of executing synchronization protocols in order to ensure correctness. We also tested the impact of enabling the cache in order to avoid the execution of get operations on S3. The tests were performed with a key-value pair of size 100 KB.
The results are shown in Figure 6 (a). Encapsulating sets of atomic units with transactional brackets introduces no additional overhead. However, using the two phase commit protocol in order to commit distributed transactions slightly decreases the processing performance, because of the overhead resulting from the communication of the global and local transaction managers. Since all managers are running on a single EC2 instance, this overhead is rather small and it would increase, if managers are physically distributed. Using caching in order to reduce the number of get operations slightly increases the system performance, as expected.
A well-known problem of the two phase commit protocol is that cohorts could wait forever if the coordinator fails. This cannot happen with our proposed system architecture, because the global registry monitors all managers and restarts them immediately if they fail.
For the second test, we used the versioning feature of S3 for recovery purposes. If the effects of an aborted transaction shall be removed from S3, the produced versions have to be deleted. We measured the time needed to delete the produced versions with respect to the transaction length. The transaction length is the number of updates (put operations) included in the transaction. Again, the tests were performed with a key-value-pair of size 100 KB. The results are shown in Figure 6 (b). By increasing the number of put operations per transaction, the time needed in order to remove the produced versions increases, too. However, this time is rather small, because S3 allows multiple connections to a single bucket and hence, all delete operations can be performed in parallel.
Summarizing, we have a short look on the monetary costs of enhanced atomicity. If an application just needs atomicity for a single key-value pair, no transaction managers are needed and hence, only S3 costs accrue. However, if atomicity shall be guaranteed across several key-value pairs or even several buckets, transaction managers are necessary. Either companies use their own infrastructure in order to run these managers or they rent EC2 instances, which introduces additional costs.
Consistency
Amazon S3 ensures at most read-after-write consistency for put operations of new data. For updates on existing data, only eventual consistency is guaranteed. This means, a window of inconsistency exists, where a subsequently executed get operation could retrieve old data. In order to guarantee strict consistency, data has to be re-read until the most current version is retrieved. Here, we measure the time needed to retrieve a single key-value pair of given size under both an eventually consistent and a strictly consistent point of view. In order to get to know if the retrieved data equals the previously written data, we used the unique version id which is assigned to an object during a put operation (update). The tests were performed in a way that the keyvalue pair was updated (put operation) by a single process and immediately read by three processes. All processes were executed on different EC2 instances. The measured results are shown in Table II . A first observation is that reading from S3 is very fast. However, there is a great variance between the times. The reason could be that Amazon uses load balancer. The most important observation is that we never had to re-read data in order to retrieve the most current version which corresponds to the results reported in [21] . The reason could be that Amazon redirected our requests always to the same service node with the most current version. Hence, we conclude that ensuring strict consistency introduces no additional overhead in practice.
Isolation
This part shows the impact of using concurrency control protocols on the processing performance. We used our extended BOCC protocol in order to synchronize transactions. Thereby, local transactions consisted of a get operation and exactly one high-level update operation (DOM-like operation). Global transactions consisted of exactly two local transactions. Changes of committed transactions were immediately propagated to S3 (put). It should be noted that in the local transaction scenario no global transactions were executed. Furthermore, in the global transaction scenario no local transactions that do not belong to global transactions were executed. Since duration of the read phase of a transaction is unpredictable (because it depends on the working time of a user), we assumed a read phase duration between one and two seconds. We measured the number of successful committed transactions per minute (TransactionThroughput = NumOfCommittedTxns/duration, where duration is the measured time in minutes for executing the whole transaction set) at the local/global transaction manager side. We assumed a conflict rate (The conflict rate Figure 7 . Isolation determines the number of transactions which are conflicting with each other in the whole transaction set (for details see [20] ) of 25% within the transaction sets. The tests were performed with key-value pairs of size 100 KB. The results are shown in Figure 7 . The highest transaction throughput can be achieved if all transactions are executed in parallel without any synchronization mechanisms. However, then consistency of the data cannot be guaranteed. Executing all transactions in a serial manner guarantees consistent data but reduces transaction throughput tremendously. Hence, using synchronization protocols is a good tradeoff between a reasonable transaction throughput and consistent data. It introduces overhead due to validation of transactions but ensures serializable schedules. However, in this case a synchronization manager is required, which -if run on an EC2 instance -introduces additional costs.
Durability
This test shows the impact of stepwise neglecting durability of transaction results on the overall transaction throughput. We executed sets of randomly generated local and global transactions on key-value pairs of size 100 KB. In order to synchronize transactions we used our optimistic protocol and enabled caching to increase read performance. We assumed a conflict rate of 25%. We stepwise delayed writing of keyvalue pairs to S3 to persist them. At the beginning, we wrote a key-value pair back to S3 after every update (high-level) and at the end only after the tenth update. The evolution of the local as well as the global transaction throughput is shown in Figure 8 . The most important observation is that ensuring strict durability reduces processing performance. By stepwise relaxing durability requirements, the processing performance increases. However, in this case updates can be lost if, e.g., a transaction manager crashes.
VIII. CONCLUSION In this paper, we have proposed a flexible system model, which enables data processing with different ACID levels on a Cloud-based storage service, namely Amazon S3. We started by analyzing different application scenarios with respect to their ACID requirements and gave an overview, how these requirements can be fulfilled. Based on these considerations, we have developed a system architecture together with an appropriate programming model. Our programming model allows for an easy integration of transactional semantics into client applications by exploiting aspectoriented programming techniques. Developers just have to specify their ACID requirements and do not have to care about the implementation of transaction management. In order to understand implications of favoring consistency over processing performance we have investigated the costs of tightening ACID using a real deployment of our system on Amazon S3 and EC2.
