



Quality  assessment  and  control  of  images  and 
videos from the input (capture device) to the final 
output (display and its environment) presented to 
the  human  viewer  is  essential  for  image/video 
applications and services. 
PSNR and other related measures have  long been 
the  most  popular  quality  criteria  used  by 
engineers  and  researchers  to  evaluate  and 
optimize  the  performances  of  digital  image  and 
video processing schemes. However, these simple‐
to‐compute  measurements  are  not  in  good 
agreement  with  human  visual  quality  judgment. 
Therefore,  there  is  an  established  need  for 
efficient  Image  and  Video  Quality  Assessment 
(IQA/VQA) schemes. 
Over  the  past  two decades, objective  image  and 
video  quality  assessment  methods  have  been 
extensively  studied, and many  criteria have been 
proposed. Depending on  the  application  and  the 
type  of  information  accessible,  IQA/VQA  can  be 
classified  into  three  types:  Full  Reference  (FR) 
metrics, Reduced Reference  (RR) metrics, and No 
Reference  (NR) metrics. All  these  types  of  visual 
quality  metrics  are  now  considered  for 
standardization  by  various  groups,  including  the 
Video Quality Experts Group (VQEG) for video and 
JPEG Advanced Image Coding (AIC) for images. 
Even  if  improvements  have  been  achieved 
compared  to  PSNR,  there  is  a  need  for  more 
efficient and generic IQA/VQA algorithms that are 
more  robust  to  the  image  &  video  content  and 
also  to  the  different  types  of  impairments 
introduced by the degrading systems. 
The  aim  of  this  special  issue  is  to  provide  an 
overview  of  state‐of‐the‐art  IQA/VQA  methods 
and  to  address  new  developments  towards 
various directions. The issue starts with an invited 
paper  that  surveys  an  area  of  great  current 
research interest, namely NR QA.  It is followed by 
another survey paper, which examines audiovisual 
QA.  The  next  two  papers  each  propose  a  novel 
image  quality  metric,  one  based  on  gradient 
profiles,  and  the  other  on  structural  similarity. 
They  are  followed  by  a  paper  on  perceptual 
deblocking.  Video  quality  is  the  topic  of  the  last 
two  papers,  one  investigating  spatio‐temporal 
interactions  in VQA, and  the other  the  impact of 
visual attention on VQA. 
The  invited  paper  by  S.  S.  Hemami  and  A.  R. 
Reibman is a survey on the topic of “No‐reference 
image  and  video  quality  estimation:  Applications 
and  human‐motivated  design.”  Their  paper 
proposes  a  three‐stage  framework  for  no‐
reference  quality  estimators  that  encompasses 
the  range  of  potential  use  scenarios  and  allows 
knowledge  of  the  human  visual  system  to  be 
incorporated  throughout.  It  also  surveys  the 
measurement stage of the framework, considering 
methods that rely on bitstream, pixels, or both. By 
exploring  the  accuracy  requirements of potential 
uses as well as evaluation criteria  to stress‐test a 
quality  metric,  the  paper  sets  the  stage  for  the 
IQA/VQA  community  to  make  substantial  future 
improvements  to  the  challenging  problem  of NR 
quality estimation. 
The  paper  “Perceptual‐based  quality  assessment 
for  audio‐visual  services: A  survey”  by  J.  You, U. 
Reiter,  M.  M.  Hannuksela,  M.  Gabbouj,  and  A. 
Perkis  addresses  the  important  issue  of  joint 
audio‐visual  quality  assessment.  While  many 
studies  have  targeted  audio  and  video  quality 
assessment  separately,  fundamental  research  is 
required  on  multi‐modal  perception  to  better 
understand  the  mutual  influence  between 
auditory  and  visual  stimuli.  This  paper  reviews 





Liang,  S. Wang,  J.  Chen,  S. Ma, D.  Zhao,  and W. 
Gao deals with one of the major difficulties  in NR 
QA,  which  is  that  certain  features  of  natural 
images  can  be  ambiguous  with  artifacts.  They 
tackle this problem using statistical information on 
image  gradient  profiles  and  propose  a  novel 
quality metric  for  JPEG2000  images. The key part 
of  the  metric  is  a  histogram  representing  the 
sharpness  distribution  of  the  gradient  profiles, 
from  which  a  blur  metric  is  derived  that  is 
insensitive  to  inherently blurred  structures  in  the 
natural  image.  Furthermore,  a  ringing  metric  is 
defined  based  on  ringing  visibilities  of  regions 
associated  with  the  gradient  profiles.  The 
combined  model  is  robust  to  various  types  of 
image  content  and  achieves  a  performance 
competitive with state‐of‐the‐art metrics. 
The  contribution  by  C.  Li  and  A.  C.  Bovik  on 
“Content‐partitioned structural similarity index for 
image quality assessment” deals with an attempt 
to  take  into  account  image  content  within  the 
framework  of  an  SSIM‐based  FR  image  quality 
metric.  Based  on  the  fact  that  different  image 
regions  have  different  perceptual  significance 
relative to quality, the authors incorporate a four‐
component  image  model  that  classifies  each  of 
the  image’s  local  regions  into  one  of  four  types 
according  to  edge  and  smoothness  properties: 
changed  edge  region,  preserved  edge  region, 
textured  region,  smoothed  region.  Local  SSIM 
scores are then weighted by region type. 
The  paper  “Deblocking  filtering  method  using  a 
perceptual map” by A. Chetouani, G. Mostafaoui, 
and  A.  Beghdadi  proposes  an  image  deblocking 
method, which  aims  to  reduce  blocking  artifacts 
by  analyzing  their  visibility.  A  perceptual  map  is 
used  as  input  to  a  recursive  filter  in  order  to 
reduce  the  blocking  effect.  The  obtained  results 
compare favorably with a recent method. 
The  paper  by  Q.  Huynh‐Thu  and  M.  Ghanbari, 
“Modelling  of  Spatio‐Temporal  Interaction  for 
Video  Quality  Assessment”,  looks  at  the  way 
spatial and temporal distortions  interact and how 
this affects overall perceived video quality. More 




contributes  more  to  the  overall  quality.  An 
objective  model  is  introduced  to  predict  overall 
video quality by  integrating  spatial  and  temporal 
qualities.  This  model  is  then  validated  with 
subjective data. 
The paper by O. Le Meur, A. Ninassi, P. Le Callet 
and D. Barba on  “Overt visual attention  for  free‐
viewing and quality assessment  tasks –  Impact of 
the  regions of  interest on a video quality metric” 
concludes our  special  issue.  It describes  two  eye 
tracking  experiments  that  were  designed  to 
investigate  how  people  watch  video  during 
freeviewing  and  quality  assessment  tasks.  The 
comparison  between  gaze  allocations  indicates 
that  the  latter  has  a  moderate  impact  on  the 
visual  attention.  The  level  of  distortion  does  not 
significantly  alter  the  oculomotor  behavior. 
Finally,  an  objective  full‐reference  video  quality 
metric  is  adapted  to  include  saliency‐based 
distortion pooling, which  is shown  to result  in no 
significant  improvements  of  prediction 
performance. 
In conclusion, this special issue presents a peek at 
recent  advancements  in  the  fields  of  image  and 
video quality assessment. We trust that the reader 
will  enjoy  and  benefit  from  the  collection  of 
papers herein. 
We would  like  to  thank  all  the  authors  for  their 
excellent contributions. We are also grateful to all 
reviewers,  whose  comments  and  suggestions 
helped  improve the quality of the papers. Finally, 
we  extend  our  thanks  to  Editor‐in‐Chief  Murat 
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