Representing farm-level crop yield heterogeneity and distributional form is critical for risk and crop insurance research. Most studies have used county data, understating both systematic and random variation. Comparison of systematic versus random intra-county variation is lacking. Few studies compare the various distributional forms that have been proposed. This study utilizes the extensive potential of government farm-level crop insurance data. Results show that systematic intra-county variation is surprisingly strong. A newly applied reverse lognormal distribution is preferred when county-wide variation is removed, but the normal distribution fits surprisingly well in the crop insurance relevant percentiles when county-wide variation is not removed.
Representing and accounting for both spatial and temporal heterogeneity is a major problem in agricultural economics and policy analysis due to the fact that most data are aggregated to at least the county level (e.g., Gardner and Kramer 1986; Just and Pope 1999) . Both systematic and random components of crop yields are major factors in intra-county farm-level heterogeneity that are critical for modeling risk, producer behavior, and crop insurance participation. Most studies have either used aggregate (at least county-level) data or relied on relatively few farm-level observations. The former makes results primarily illustrative, while the latter limits statistical significance. This article characterizes intra-county crop yield heterogeneity both spatially and temporally with the most extensive dataset utilized to date and evaluates a broader set of parametric distributional possibilities than previously.
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While a growing number of studies now use farm-level data to study yield distributions (Atwood, Shaik, and Watts 2003, hereafter ASW; Goodwin and Ker 1998; Nelson and Preckel 1989; Ramirez, Misra, and Field 2003; Sherrick et al. 2004; Taylor 1990) , little effort has been made to measure the bias and its decomposition from using county-level yield variability as a measure of farm-level yield variability. One exception is Marra and Shurle (1994) , who used a regression formulation of Kansas farm management data to show that county yield variation is significantly biased downward as a measure of farm yield variation. Some subsequent studies have attempted to measure the ratio of farm-to county-level yield variances with indirect approaches. For example, Coble, Dismukes, and Thomas (2007) use average U.S. crop insurance premium rates, which may reflect crop insurance rating inaccuracies, to infer this ratio. Studies outside the United States have used Geographic Information System (GIS) data to compare field-level with region-level yield variability Manning 2005 and Rudstrom et al. 2002 in Canada; Lobell, Ortiz-Monasterio, and Falcon 2007 in Mexico) . These studies present useful estimates where direct measurements of yields on the ground are not available-but the average observation numbers per farm have been somewhat limited, and remote sensing measurements deserve corroboration.
We are aware of only one recent study (Cooper et al. 2009 ) that uses on-the-ground farm-level data to estimate the ratio of farmto county-level yield variation. The study compares Kansas and Illinois farm management association data with county data from the National Agricultural and Statistical Service (NASS). While self-selection of farms into these associations raises concern about selection bias, our results tend to alleviate this concern.
1 Further, we focus not only on characterizing the bias in county-level yield variation as a measure of farm-level yield variation, but on separating variation of yields into systematic components (due to factors such as soil productivity and management skill) and random components (due to factors such as unanticipated weather and pest infestations). We measure bias caused by county-level aggregation of both components. Measurement with this distinction when only a handful of observations are available on each farm has become a major issue of debate for which we propose a new approach.
A further purpose of this study is to evaluate the potential of parametric distributions to model the random variation of farm-level yields. While a large number of studies have attempted to estimate the distribution of farmlevel yields, most have either tested only for normality (ASW; Buccola 1986; Day 1965; Goodwin and Ker 1998; Harri et al. 2008; Just and Weninger 1999, hereafter JW) or proposed and tested a single parametric alternative (Gallagher 1987 -the reverse gamma; Nelson and Preckel 1989-the beta) .
2 Only a few studies have compared the fit of a variety of parametric specifications. Sherrick et al. (2004) compare the normal, lognormal, logistic, beta, and Weibull distributions in fitting Illinois farm-level corn and soybean yields. They are apparently the first to consider the Weibull distribution and find its fit to be superior for Illinois corn and soybeans, with the beta distribution ranking second. Norwood, Roberts, and Lusk (2004) compare several methodologies for modeling yield distributions but unfortunately use county-level data. As 1 The Risk Management Agency data used here also involve the self-selection to insure, but agreement of results tends to alleviate concerns about both datasets.
2 Day (1965) also considered lognormality. Gallagher's (1987) distribution can be described as a reverse gamma because he modeled negative deviations from a frontier. we show, county-level aggregation loses considerable systematic and random variation, so the results have questionable applicability to the farm-level yield variation, upon which we focus. 3 We compare a more comprehensive set of parametric distributions than were examined before, including not only the normal, lognormal, beta, gamma, logistic, and Weibull, but the reverse gamma and reverse lognormal (defined below). This is apparently the first use of a reverse lognormal for modeling yields, and it dominates all others for some purposes. 4 The most unique aspect of our results is the number of observations on which they are based. A major point of the JW critique was that the number of observations in use at that time was insufficient to reject normality with proper statistical procedures. For example, Day used 104 observations, Buccola 101, Gallagher 44, and Nelson and Preckel 488. Taylor (1990) and Ramirez (1997) used 129 and 120 observations, respectively. A lesson of the past decade has been that separation of systematic and random variation at the farm level requires many more observations. Of the subsequent studies, Rudstrom et al. used 21, 987 observations; ASW 3, 820; Sherrick et al. 1, 428; Norwood, Roberts, and Lusk 1, 860 ; and Lobell, Ortiz-Monasterio, and Falcon 1,800. For our study, however, we make full use of the USDA's Risk Management Agency (RMA) data. This generates over 100,000 observations in each crop-region combination. While a few studies (ASW; Coble, Dismukes, and Thomas 2007) have used RMA data previously, none has exploited its vast number of farm-level observations within crop-region combinations.
3 This study has also been criticized for other reasons (Ramirez and McDonald 2006) . Other studies that have attempted to infer yield distributions from county-level data are by Taylor (1990) , Ramirez (1997), and Harri et al. (2008) . U.S. data were used by Gallagher (1987) . 4 Another class of studies uses inverse hyperbolic trigonometric functions of the normal distribution to fit highly flexible specifications (Moss and Shonkwiler 1993; Ramirez 1997; Ramirez, Misra, and Field 2003, hereafter RMF; Taylor 1990 ). However, these approaches are operational only for relatively small samples (Taylor 1990) . As the maximum number of observations per crop or series, Taylor had 43, Moss and Shonkwiler 61, and Ramirez 40; RMF had 10 observations on a sample of nine farms. These approaches can model jointness in distributions but involve a multiplicative growth in parameters as more units are observed. For example, RMF used 31 parameters for three crops and 47 parameters for nine farms in two counties. This raises the possibly of overfitting and, in any case, precludes use of these approaches with our extensive data.
Detrending Yield Data
Our first objective is to isolate separately both systematic and random variation of yields at the farm or subfarm level. Systematic variation represents both spatial and temporal heterogeneity due to soil conditions, farmer skills, and other farm characteristics. To investigate the distribution of random variation, crop yields must be detrended by removing this systematic variation. Few studies have considered yield detrending carefully. In one exception, Swinton and King (1991) tested robust regression techniques but found ordinary least squares methods to be at least as effective. Moss and Shonkwiler (1993) considered a stochastic trend model using the sophisticated but somewhat rigid Kalman filter. This approach has not been used subsequently, apparently because it is cumbersome for large datasets (they used only one time series of aggregate U.S. data) and can misrepresent a trend when an outlier occurs early in a short time series (see Coble, Dismukes, and Thomas 2007) . Goodwin and Ker (1998) proposed a simpler ARIMA (autoregressive integrated moving average) process to account for possible carryover of nutrients and soil moisture. However, Sherrick et al. (2004) have found that serial correlation is not a serious problem. Our results also find lack of significant serial correlation after proper detrending.
Accepted current wisdom for detrending yields appears to be best described by a combination of JW and ASW. Prior to JW, detrending was often treated rather casually if at all by subtracting out a linear time trend. JW showed that imposing linear (nonlinear) trends when true trends were nonlinear (linear) could induce false nonnormality of implied random deviates, alter skewness properties, and lead to false rejection of normality (type I error). ASW accepted JW's criticisms with respect to type I error but showed that detrending by polynomial trends estimated with the same data used to compute random deviates produces "supernormal" residuals, which can fail to reject normality when yields are in fact nonnormal (type II error). By Monte Carlo methods, they show that this problem is particularly serious when farm-level time series are short.
In contrast to polynomial detrending, ASW advocate using annual average area yields to define the systematic component of crop yields. However, this approach removes area-wide yield variations that are clearly part of the risk faced by farmers that should be captured by farm-level random yield distributions for policy analysis purposes.
5 Because yields among farms in a county may be highly correlated, this can remove substantial farm-level variation and thus seriously underrepresent yield variability facing individual farmers. Results in the Appendix show that farm-level variability is 34% to 45% higher than estimated by subtracting out county annual average yields and that this difference is highly statistically significant.
We introduce an approach to detrending that takes account of the salient points of both JW and ASW. Like ASW, we avoid creating supernormal detrended data caused by regression on short series of individual farm-level data. Unlike ASW, however, we avoid subtracting annual regional or county average yields from farm-level yields. Like JW, we recognize that some crop yield trends have been rising too rapidly to ignore, even in a ten-year period, but rely on data beyond the farm level for trend estimation. Because short time series regressions can produce misleading trend estimates due to unusual yields at the beginning or end of the series, longer yield time series are required than are typically available at the farm level. 6 The NASS county yield data can fulfill this purpose, although county trends must be adapted to individual farms due to farm-and farmer-specific systematic differences.
We further recognize that yield trends do not necessarily follow linearity or constant curvature given the occasional introduction of distinct innovations such as genetically modified seeds. For trend flexibility, we use the popular nonparametric method of local regression (Cleveland, Devlin, and Grosse 1988 ), which estimates the trend level at a given point in time from a weighted linear regression using observations within a neighborhood or kernel of that point. With an irregular trend, observations near the middle of the kernel (near the 5 Thus, the analysis of ASW applies to the random component of farm-level variation excluding correlated regional-level variation, which also characterizes farmers' risk. 6 Potential errors in trend estimation based on short time series with unusual weather events is highlighted by Tannura, Irwin, and Good (2008a) and Yu and Babcock (2009) . Their work further motivates the need to base trend estimation on longer time series that extend both forward and backward from the time interval in which trend estimates are used. This is why we use RMA data for a crop insurance year well before the latest NASS county data. However, we do not separate out weather-induced variation from random components of yield as do Tannura, Irwin, and Good (2008b) because our purpose is to characterize a priori risk faced at the farm level, where weather is largely unpredictable at the major decision-making points.
given point) carry more trend information relevant to the given point and are thus weighted more heavily. We use the tricube weighting function, which has desirable properties for use in local regression and is, in practice, a common choice (Cleveland and Devlin 1988; Loader 1999 The next step is to adapt the county yield trends to individual farms. Rather than estimating farm-level yield trends by direct regressions with farm-level data, we agree with ASW that "it is difficult to believe that competitive producers will not have similar trends within regions" (p. 896). Thus, we adapt county-level NASS yield trends to individual farms. Noting that each farm includes one or more crop insurance units, we start with an additive error expression for yields at the crop insurance unit level,
Specifically, where y t is the yield at time t for t = 1, . . . , T, the trend valueŷ t at time t for t = k + 1, . . . , T − k is estimated by the prediction at time t from a regression of
. . , T and 2k represents the length of the kernel. Loader (1999) notes that the weight function is usually"chosen to be continuous, symmetric, peaked at zero, and supported on [−1, 1]" (p. 23). The tricube meets these criteria and is the common choice in practice. We are indebted to an anonymous referee for comments that led to this detrending approach. 8 We use only the ten-year crop history associated with a single crop insurance year because farm and unit numbers change and units can be reformed over time. Thus, more questions are likely raised than resolved by linking crop years. This also minimizes (but does not eliminate) possible bias associated with farmers' ability to manipulate crop insurance parameters by shuffling cropping decisions and reforming units over time. Use of data from a single crop insurance year also holds constant the distribution of crops among crop insurance units. This means that systematic components at the unit level do not vary randomly across the annual data in yield histories, which could otherwise blur the distinction of random and systematic components depending on aggregation level.
where y ijkt is yield,ŷ ijkt is the unit-level trend yield, ε ijkt is a random error term with zero expectation, and throughout i indexes crop insurance unit,j indexes farm,k indexes county, and t indexes time. Then the county yield trend,ŷ c kt , is adapted to each unit using the acreage-weighted average over time of unitlevel yields E t|ijk (y ijkt ) and county trend yields E t|ijk (ŷ c kt ), where, for efficient notational purposes, E t|ijk is defined generally by E t|ijk (x ijkt ) ≡ t a ijkt x ijkt / t a ijkt and a ijkt is unit acreage of the relevant crop.
We use these averages in two distinct models. In the additive model, we represent the unit trend asŷ a ijkt =ŷ c kt + ψ ijk where ψ ijk is a unit-specific productivity measure equal to the difference between the average unit-level yield and the average county yield trend,
From equation (1), the random unit-level error is thus
where the superscript a denotes the additive model. Thus, by construction
While several studies use an additive representation of the difference between region-and farm-level yield trends, the additive approach can cause problems if yields are trending steadily upward but the trend on less productive farms are proportionally less than the county trend. In this case, modeling the farmlevel trend by subtracting the average absolute difference from the region trend falsely implies a farm-level trend that rises too rapidly and generates increasingly negative random deviations with false serial correlation. Thus, we also consider a multiplicative model in whicĥ y m ijkt = φ ijkŷ c kt , where φ ijk is a unit-specific productivity measure equal to the multiplicative difference between the average unit-level yield 9 The weighted average sample deviation is zero because the lat-
and the average county yield trend,
In this multiplicative model, the random unitlevel error is
Thus, by construction,
Data
To consider an interesting contrast and because the data are too extensive for more than a few crop-region combinations to be analyzed, crop yield models are developed here for nonirrigated corn in the Corn Belt (Iowa, Illinois, Indiana, Missouri, and Ohio), where yield variability is relatively low, and for continuously cropped, nonirrigated wheat in the Northern Plains (the Dakotas, Nebraska, and Kansas), where relative yield variability is considerably higher. The RMA yield data, which pertain to individual crop insurance units, can encompass anywhere from a single field to an entire farm depending on the physical location of fields, their ownership, and the preferences of individual producers. Many farms include more than one crop insurance unit. Crop insurance yield histories contain up to ten years of yield data, which are used by the RMA to set crop insurance premiums and calculate indemnities associated with current-year production for each unit. To avoid estimating unit-or farmspecific parameters from very small samples, we use only those crop insurance units that have eight or more actual yield observations in their RMA histories.
For The corn yield observations range from zero to 373 bushels (mean 147.2; SD 31.9). The wheat yield observations range from zero to 132 bushels (mean 35.8; SD 13.6).
12 The mean of farm-level proportional adjustment factors defined by equation (2 ) is 1.041 for both corn and wheat, with SDs of 0.128 and 0.198, respectively. 13 The per acre means of additive adjustment factors defined by equation (2) are 5.66 bushels for corn and 1.41 bushels for wheat, with SDs of 17.59 and 6.73, respectively. These standard deviations are quite wide. For example, with multiplicative adjustment under normality for corn, the 95th percentile farm would be more than 90% more productive than the 5th percentile farm. This wide variation in productivity foreshadows substantial intra-county systematic variation, estimated below.
Effect of Aggregation on Representation of Crop Yield Variation
To quantify the effect of aggregation on both systematic and random variation in crop yields, we start with the detrending models in equations (3) and (3 ) for which y ijkt =ŷ z ijkt + ε z ijkt decomposes yield variation into a random 11 Our purpose is to measure how county-level yields misrepresent farm-level risk rather than to measure variation in risk across regions. Thus, similar MLRAs are preferred. 12 We considered and rejected removal of outliers, e.g., some corn yields that exceeded 300 bushels per acre. Because of the exceptional size of the dataset, we used a "box plot" to identify observations with y ijkt > y kt + 1.5(y kt,75 − y kt,25 ), where y kt,75 and y kt,25 are, respectively, the 75th and 25th percentiles for county k at time t. This procedure would have eliminated 1,431 potential corn outliers and 1,258 wheat outliers, but the proportions of the sample were so small (0.27% and 0.51%, respectively) that the results were not substantively different. 13 The average productivity factor is not 1.000 because the average yield among farms in RMA data is not equal to the average county yield reported by NASS. component ε z ijkt and a systematic component defined byŷ
For simplicity of notation, we henceforth drop the z superscript and refer simply to the additive or multiplicative model. To decompose yield variation, the model is first expanded as
Squaring both sides of equation (5) and taking the weighted average yields 21 righthand-side terms. However, the 12 terms representing interactions among spatial scales vanish. For example,
14 Thus,
decomposes total variation into systematic and random components unique to (a) the unit (which is lost in aggregating to the farm level), (b) the farm (which is lost in aggregating to the county level), and (c) the county and time (which includes all remaining variation within the region). The first three terms on the right-hand side of equation (6) represent components unique to unit-level, farm-level, and county/other systematic variation,respectively. The next three terms represent components of the error term, which represent unit, farm, and county and other random variation, respectively. The last three terms are interactions between systematic and random variations.
14 In terms of explicit notation, note that the bracketed term is clearly zero in
To facilitate comparison of results across regions and crops, estimates are divided by the squared region-average yield and multiplied by 100 to obtain "standardized variations" that are independent of units of measurement. The results are presented in table 1 for both the multiplicative and additive models. Because the results are almost identical, we discuss only the multiplicative results.
For Corn Belt corn, 66% of total standardized variation is from the random component ((3.09/4.71)*100), while 40% is due to systematic variation ((1.91/4.71)*100). The 6% discrepancy is due to interaction of systematic and random terms, which likely reflect whether higher-quality soils improve the ability to take advantage of good weather (positive interaction) or reduce vulnerability to weather variability (negative interaction). Aggregating to the farm level to represent on-farm diversification possibilities reduces total variation by only 9% ((0.43/4.71)*100), representing almost an equal percentage reduction in systematic and random variation. Aggregating to the county level reduces total variation by 56% (4.71 to 2.08) and farm-level variation by 52% (2.21 + 2.08 to 2.08). One of the most striking results is that most of the systematic variation-64% of total systematic variation (1.91 to 0.69) or 61% of farm-level systematic variation (1.07 + 0.69 to 0.69)-is within-county variation, all of which is lost by county-level aggregation. Thus, county aggregate data provide a poor representation of farm-level heterogeneity. For random variation, about 47% of the total variation (3.09 to 1.63) and 42% of farm-level variation (1.16 + 1.63 to 1.63) is lost by countylevel aggregation. Thus, county-level data also give a poor representation of risk faced at the farm level.
Standardized total variation for Northern Plains wheat (14.55) is roughly three times that of Corn Belt corn (4.71), but random variation makes up only a slightly larger share of total variation (70%) compared with Corn Belt corn (66%). Greater random variation in Northern Plains wheat is likely due to more variable weather and poorer soil quality, while greater systematic variation may be explained by more variable soil quality with larger county and farm sizes, particularly in the western counties. When aggregated to the farm level, total variation declines by 11% ((1.67/14.55)*100), systematic variation declines by 8%, and random variation declines by 15%. Aggregation to the county level reduces total variation by 55% (from 14.55 to 6.50) and farm-level variation by 50% (6.38 + 6.50 to 6.50). In this case as well, most of the systematic variation (66% of total and 62% of farm-level) is within-county variation, which seriously undermines analysis of farm-level heterogeneity based on countylevel data. For random variation, about 55% of the total variation and 48% of farm-level variation is lost by county-level aggregation. Interaction of random and systematic factors is minor, accounting for less than about 1% of variation, except at the county level, where it adds 6%. Larger interaction likely reflects a wider range of soil quality, which likely applies to the Northern Plains wheat region. Overestimation of random terms can also be caused by overestimation of the systematic trend, producing positive interaction, or underestimation of the systematic trend, producing negative interaction. However, small interaction terms relative to other factors at the unit level (at which the trends are estimated) suggests that these errors are relatively small. While prior studies do not compare random and systematic variation, our results are in line with the few available estimates of aggregation bias in random variation. Comparing farm management data with NASS county data, Cooper et al. (2009) estimate SD ratios that imply farm-to-county variance ratios of 2.01 and 1.59 for Illinois corn and 1.72 and 1.37 for Kansas wheat, depending on whether they used their ten-or seventeen-year datasets (the shorter dataset includes more farms). Our comparable estimates are 1.71 = (1.16 + 1.63)/1.63 for Corn Belt corn and 1.91 = (4.13 + 4.55)/4.55 for Northern Plains wheat. Assuming that yields are plausibly more variable in the Dakotas than in Kansas, our results appear to confirm representativeness of selfselected participation in the farm management data.
With GIS data, Rudstrom et al. (2002) estimate municipality-to-quarter-section wheat yield variance ratios ranging from 0.20 to 0.74, which imply a downward bias from aggregation of 26% to 80%. Popp, Rudstrom, and Manning (2005) use partially overlapping data to estimate a downward bias of 26% to 51%. Our estimated bias of 48% (4.55 as a percentage of 4.13 + 4.55) for the same crop in the Dakotas, which is directly across the Canadian border, lies within both of these ranges. Coble, Dismukes, and Thomas (2007) infer, in effect, a 64% reduction in the squared coefficient of variation (from 0.0625 to 0.0225) for corn yields from county aggregation based on crop insurance premiums. Our estimates of 47% (3.09 to 1.63) with unit-level data and 42% with farm-level data are lower. The difference may suggest that crop insurance premiums incorrectly reflect some systematic variation in addition to random within-county variation. This could occur, for example, by failing to account for unit-level rotation in and out of specific crops.
Comparison of Alternative Parametric Distributions
Next we test the random component of yields against various parametric distributions to see which provides the best approximation. To eliminate the effects of diversification at the farm level caused by imperfect correlation among units within a farm and to preserve direct relevance for crop insurance, which applies on a unit basis, a single unit is selected at random to represent each farm. Thus, the unitspecific subscript is dropped from the errors now denoted by ε jkt .
Rescaling Errors for Comparability
While the random deviations in yield are detrended as described above, a further rescaling is required to make distributional characteristics comparable across farms and counties. To facilitate comparability, errors are rescaled asε jkt = ε jkt /σ jk , where σ 2 jk = E t|jk (ε 2 jkt ), which achieves unit variances, E t|jk (ε 2 jkt ) = 1, and zero expectations, E t|kt (ε jkt ) = 0, across all farms. Thus, distributional implications are not distorted by combining observations from distributions of different scales.
Inclusive versus Exclusive Deviations
One objective of this study is to determine how distributional characteristics of yield variation are distorted by aggregation from the farm level to the county level. For this purpose, yield deviations denoted byε jkt are labeled "inclusive" because they include county-level variation. To compare the distribution of total randomness facing farmers with the distribution of random yield deviations excluding county-wide variation, we also remove county-and region-wide variation by subtracting county average normalized yield errors (which implicitly include errors common to the region) from the inclusive normalized errors, obtaining ε * jkt =ε jkt − E j|kt (ε jkt ). Because these farm-specific errors may no longer have a unit variance, these errors are also rescaled as ε * *
2 ), which achieves unit variances, E t|jk ((ε * * jkt ) 2 ) = 1, and zero expectations, E t|jk (ε * * jkt ) = 0. We refer to these yield deviations as "exclusive," meaning that county-level variation is excluded.
Exclusive deviations correspond to the yield distributions estimated by most studies with farm-level data, where error-component specifications are used to identify idiosyncratic errors. Measurement of idiosyncratic errors is critical for statistical testing if the complication of correlated yield deviations among farms is to be avoided. However, most policyrelevant uses of this type of research require information about the distribution of inclusive farm-level yield deviations such as are reported uniquely here because they measure the a priori risk faced at the farm level.
Durbin-Watson tests for serial correlation among our exclusive deviations found less than 10% of farms with significance at the 10% level and less than 2% of farms with significance at the 2% level for both corn and wheat. This is less than expected under no serial correlation, which tends to confirm our multiplicative rather than additive approach to adapting farm-level trends. Sherrick et al. (2004) and Tannura, Irwin, and Good (2008b) also found no evidence of serial correlation.
Fitting Errors to Alternative Distributions
For the nonnormal distributions considered here, normalization to a constant mean and SD ensures that scale and shape parameters will also be constant. For the normal and logistic distributions, the normalized errors (ε * * jkt ) are used directly to fit the distributions. For other distributions, the normalized errors are relocated and rescaled to fit the range of values that support those distributions. For the beta distribution, minimum ε and maximum ε values of ε * * jkt across all farms and time are used to represent observations in the unit interval following ε b jkt = (ε * * jkt − ε)/(ε − ε). For the gamma, lognormal, and Weibull distributions, the minimum value is used as a threshold parameter to define ε + jkt = ε * * jkt − ε, making all observations positive. Because skew can be only positive in the gamma and lognormal distributions, we also model "reverse gamma" and "reverse lognormal"distributions as reflections from a maximum value defined as, ε
Negative skew is thus accommodated, and the reverse gamma is essentially the same distribution used by Gallagher (1987) to model a capacity yield function with gamma-distributed random negative deviations. As far as we know, the reverse lognormal distribution has not been used previously for yield deviations.
Measures of Distributional Fit
Using the normalized, relocated, and rescaled data, parameters of each distribution were estimated using maximum likelihood methods. Results are not reported, for brevity; due to our massive amounts of data, all parameter estimates are statistically significant, with p-values smaller than 0.0001 using the exclusive deviations for which such significance is typically evaluated. Figure 1 compares the fit of exclusive and inclusive deviations with the four most preferred distributions for Corn Belt corn. For brevity and because of similarity in appearance, corresponding graphical results for Northern Plains wheat are not presented. However, figure 2 compares the two cropregion combinations for the four worst fitting distributions, which show that exclusive and inclusive cases have similar appearances.
Also, unlike previous studies, statistical tests of the applicability of the various parametric distributional forms are not reported. The reason is that our numbers of observations are so large that the standard test statistics used in previous studies with many fewer observations (Kolmogorov-Smirnov, hereafter KS; JarqueBera, Anderson-Darling, Wilk-Shapiro, R, K 2 , √ b 1 , and b 2 tests) reject every parametric distribution with high signficance. For example, the KS test rejects every distribution with a p-value less than 0.0001 using the exclusive deviations.
Alternatively, we use standard test statistics only to compare the goodness of fit among the distributions. Further, rather than focusing on specific moments, as most standard tests do, our purpose is to compare goodness of fit across the various percentiles of the distribution. The KS test statistic is best suited to this purpose because it measures deviations all along the distribution. Specifically, we use the asymptotic KS statistic computed by PROC NPAR1WAY in SAS. We also use a two-row chi-square contingency table divided into ten columns representing percentiles of the empirical distribution in one row, and the parametric distribution in the other (column 1 includes observations up to the 10th percentile, column 2 includes observations between the 10th and 20th percentiles, and so on). The chi-square statistics also reject every distribution with a p-value less than 0.0001 using the exclusive deviations.
Empirical Results
Table 2 reports in the first column the KS test statistics derived from detrending by local regression and multiplicative adaptation of county trends to the unit level, as described above. The second column reports the KS statistics associated with adapting county trends to the unit level using an additive adaptation similar to ASW (aside from estimation of the county trend). For further comparison, we present the results using the traditional approach of detrending by a standard linear regression on time (third column) and by a quadratic or linear trend depending on an F-test (fourth column), which are typical selections when using a flexible polynomial approach. However, the latter two columns are based on regressions with county-level NASS data as required to avoid the type II bias highlighted by ASW. Table 3 presents similar results for chi-square statistics. The results are amazingly consistent across both the four columns of modeling alternatives and the two types of test statistics,implying substantial robustness. For exclusive deviations, the reverse lognormal and reverse gamma distributions are the two most preferred distributions in every case. The reverse lognormal fits both crop-region combinations better than all alternatives according to the chi-square ranking, and remarkably this holds for all four modeling alternatives (top half of table 3). According to the KS statistic (top half of table 2), the best distribution is either the reverse lognormal (two of four modeling alternatives for corn and three of four for wheat) or the reverse gamma (all other modeling alternatives). The results reflect negative skew in the exclusive deviations for both Corn Belt corn (skew = −0.205) and Northern Plains wheat (skew = −0.226).
15 These results are in harmony with studies contending that negative skew is implied by the possibility of rare complete crop failures, on one hand, and a genetically determined upper yield limit on the other 15 We do not report the statistical significance of skew because, as for the KS statistics, all deviations tend to be highly significant with our large volume of data. (Goodwin and Ker 1998; Harri et al. 2008; Ramirez, Misra, and Field 2003) . 16 However, the effects of an upper bound are not clearly visible in the empirical densities of figures 1 and 2. The higher negative skew in Northern Plains wheat may also reflect occasional abandonment due to the relationship of harvest costs to insurance indemnities.
The results with inclusive deviations are different. The most preferred distribution by three of four modeling alternatives is the beta followed by the normal for both crops and both statistics.These results reflect relatively weaker skew in the inclusive deviations (−0.107 for corn and −0.095 for wheat). Thus, county average yields are apparently more normally distributed than unit-level yields, as implied by the central limit theorem. This suggests that deviations become less normal when county averages are excluded from farm-level deviations, as represented graphically by the top pair of densities in figure 1 .
Interestingly, three of the four cases where the beta and normal distributions do not rank first and second for inclusive deviations have the trend estimated by standard linear regression. Many studies (e.g., Tannura, Irwin, and Good 2008b) have argued or concluded by statistical testing that linear regression on time is sufficient to detrend yields. In contrast, while we find similarity of results among trend specifications for exclusive deviations, we find for inclusive deviations that standard linear regression produces peculiar results compared with the more flexible methods.
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Testing Distributions in the Crop Insurance Relevant Range
While the results in tables 2 and 3 test applicability across the full range of the distributions, the fit of the overall distribution is less important than the fit in the lower tail for purposes of analyzing specific policies such as crop insurance or disaster payment programs. Comparing the fitted densities to the empirical density functions (figure 1) reveals that the fit of several of the parametric distributions (especially the reverse lognormal, reverse gamma, beta, and normal) is remarkably close through about the first third of the distribution, which corresponds to outcomes that typically trigger indemnities in farm-level crop insurance. The major errors occur close to the mean or after the inflection point in the upper tail, which are not crop insurance relevant. Therefore, we calculate the asymptotic KS statistic for subsets of the data defined by ε Results for exclusive deviations in Corn Belt corn in figure 3(a) show that the reverse lognormal distribution dominates all others uniformly across all percentiles up to the 90th, while the reverse gamma is better than the remaining distributions. They are followed by the beta and normal. Surprisingly, regardless of negatively skewed random deviations, the performance of the normal distribution is quite close to the beta distribution across the full range. For inclusive deviations in figure 3(b) , on the other hand, the beta dominates all others uniformly for percentiles above the 10th, followed closely by the normal. Surprisingly, the gamma distribution performs better than the reverse lognormal and reverse gamma distributions for percentiles from the 25th to the 65th, which again confirms weakness of skew in the inclusive deviations. figure 4(a) , the reverse lognormal dominates for the crop insurance relevant percentiles from the 10th to the 40th. The reverse gamma is uniformly inferior to the reverse lognormal except below the 10th percentile. Surprisingly, the normal and beta distributions fit almost equally well in the bottom half of the distribution, with a slight domination by the normal, and these are the most preferred distributions between the 40th and 55th percentiles. Turning to the inclusive deviations in figure 4(b) , the normal distribution clearly dominates all others for percentiles from the 5th to the 30th, while the beta dominates for percentiles from the 35th to the 60th.
One of the interesting results in figures 3 and 4 is that the dramatic failure of many parametric distributions other than the Weibull and logistic occurs at percentiles above the 70th, which are inconsequential for crop insurance purposes.
Conclusion
This article contributes to the literature on three subjects: proper detrending to characterize both systematic and random yield variability, estimation of aggregation bias in yield variability, and evaluation of parametric distributions for modeling yield distributions. With respect to detrending, we present a new approach that addresses the issues raised by both of the major critiques of standard detrending methods (JW and ASW). Adapting nonparametric estimates of county trends to the farm level (a) avoids the tendency toward supernormal residuals and potential peculiar end points of polynomial trends caused by regression with short farm-level time series (ASW), (b) provides flexibility in fitting varying trend patterns to distinguish systematic and random variation (JW), and (c) avoids elimination of farm-level random variation correlated with other farms in the area to properly assess a priori risk at the farm level.
With respect to aggregation bias, using a dataset that is by far the most extensive to date, we find remarkable consistency among the components of variation between two crop-region combinations with widely differing characteristics. Even though standardized total variation for Northern Plains wheat is three times that of Corn Belt corn, aggregate county-level yields understate farm-level yield variation by 50-51% percent in both cases. Disaggregating into systematic and random components, 61-62% of farm-level systematic variation and 42-48% of random variation is lost by county-level aggregation in both cases (somewhat more in the relatively more variable case). Surprisingly, within-county systematic variation is more important than combined spatial and temporal beyond-county systematic variation. This raises important concerns about using county-level data not only for analysis of farm-level risk issues but for farm-level heterogeneity issues as well. This finding may explain the major crop insurance loss ratios in the late 1980s and early 1990s and the related extensive adverse selection found by Just, Calvin, and Quiggin (1999) when crop insurance was expanded rapidly using county yield histories for farms with missing farm-level yield histories.
For fitting random yield distributions with parametric forms, our results confirm some results and contrast with some results found by others with far fewer observations. In particular, we find that a previously untested distribution, the reverse lognormal, is preferred to all others for modeling random deviations that exclude average county deviations (the idiosyncratic errors analyzed by most studies). Our results contrast sharply with those of Sherrick et al. (2004) , who found support for the Weibull distribution. In general, the reverse lognormal and reverse gamma distributions best represent farm-level yield deviations that exclude deviations in county averages, while the beta and normal distributions best represent randomness in farm-level deviations that include deviations in county average yields (the a priori risk faced by farmers). The results by percentile show that the poor overall performance of distributions other than the Weibull and logistic is due primarily to poor fit outside of the crop insurance relevant range. Further, the normal distribution appears to fit the crop insurance relevant range quite well for Northern Plains wheat where normality is the preferred distribution for deviations including county-wide variation in many crop insurance relevant percentiles.
In conclusion, we reflect on the implications of these first results that exploit the massive extent of RMA farm-level data for some of the recent conclusions drawn on the basis of county-level data. First, results with our two extreme crop-region combinations are in harmony with the conclusion of Harri et al. (2008) that the parametric distributions that attain best fit are likely to vary across crops and regions and that nonnormality and skew are greatest for Corn Belt corn but decline in moving away from the Corn Belt and corn (they also cite soybeans together with corn). However, these differences appear to be weak. Second, we question practicality of the Norwood, Roberts, and Lusk (2004) conclusion that the nonparametric approach dominates parametric approaches for out-of-sample forecasting except when empirical distributions can be based on extensive farm-level data such as we use. This concern is underscored both by the extent of aggregation bias in county-level data and by comparison of the very irregular empirical distributions found by Goodwin and Ker (1998) with limited data compared with the very regular appearance of the empirical distributions we find in figures 1 and 2.
Further research should focus on translating the deviations, measured here by familiar KS statistics, into measures of economic significance with respect to crop insurance rates.Also, comparison of these results with empirical distributions from field trials, which are presumably trend free, would be interesting. However, field trials tend to have far fewer observations, which produce odd shapes among empirical distributions such as those observed by Goodwin and Ker. Thus, such comparisons may have little hope of yielding statistical significance unless large numbers of comparable field observations can be found.
Appendix
To explore the implications of ASW's approach of extracting county-wide annual average yields rather than a county-level trend from farm-level yields, we estimated variability both ways. With acreage weighting, farm-level errors were computed following ASW procedures as ε A ijkt = y ijkt −ȳ kt − E τ |ijk (y ijkτ −ȳ kτ ), whereȳ kt = E ij|kt (y ijkt ). To avoid confounding the effect of the multiplicative adjustment in equation (3 ), comparable errors were also computed using our county trend additively as in equation (3) .339 for wheat with bootstrapped 1% lower confidence points of 1.440 and 1.320, respectively. In other words, the ratios are greater than 1 with a statistical significance well beyond 1%.
