We develop a variational approach to the minimization problem of functionals of the type 1 2 ∇φ 2 2 + β φ 1 constrained by φ 2 = 1 which is related to the characterization of cases satisfying the sharp Nash inequality. Employing theory of uniform convex spaces by Clarkson and the Milman-Pettis theorem we are able account for the non-reflexivity of L 1 and implement the direct method of calculus of variations. By deriving the Euler-Lagrange equation we verify that the minimizers are up to rearrangement compactly supported solutions to the inhomogeneous Helmholtz equation and we study their scaling behaviour in β.
We consider the minimization problem for a family (F β ) β of linear functionals defined on the intersection of Sobolev space H 1 (R 3 ) := W 1,2 (R 3 ) and Lebesgue space L 1 (R 3 ) given by F β (φ) = 1 2 ∇φ 2 2 + β φ 1 under the condition φ 2 = 1. Originating in our case from the study of ground state energy asymptotics of the Pauli-Fierz Hamiltonian of quantum electrodynamics, problems of this type often emerge in different fields of mathematics such as optimization and image processing. By rescaling it is also closely related to the Nash inequality [6] with minimizers corresponding to the saturation cases of the inequality. In fact Carlen and Loss [2] give a proof of the inequality's sharpness using the Poincaré inequality and specific properties of eigenfunctions of the Neumann Laplacian on unit balls which are also shown to represent all cases of equality up to translation, rescaling and normalization. While the existence of minimizers in a slightly more general model has also been addressed in a recent work by Siegel and Tekin [7] using the Kolmogorov-Riesz theorem and Gagliardo-Nirenberg inequality, we would like to offer a more emphasized insight into the inherent issue of non-reflexivity and non-duality of the singular Lebesgue space L 1 at the heart of the problem. Definition 1. For any β > 0 let F β : H 1 (R 3 ) ∩ L 1 (R 3 ) → R + 0 be given by
with f β (∂ xν φ, φ) := 1 2 |∇φ| 2 + β |φ| Lemma 2. Let φ * be the spherically symmetric decreasing rearrangement of |φ|. Then
Proof. The inequality follows from standard results on rearrangements such as φ * 1 = φ 1 and the Pólya-Szegő inequality ∇φ 2 ≤ ∇φ *
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Establishing existence of minimizers in the context of calculus of variations typically relies on a variety of arguments in a procedure known as the direct method. Its central component consists in the Banach-Alaoglu theorem or implications thereof proving sequential compactness of minimizing sequences in some weak-(*) topology, while a corresponding lower semicontinuity property guarantees that their limit attains the minimum. In this case however the idiosyncrasies of the singular p = 1 Lebesgue space impose additional technical difficulty onto the direct method. Not only is L 1 (R 3 ) not reflexive but also not a dual space which can for instance be seen by a combination of the Banach-Alaoglu and Krein-Milman theorems. The lack of a predual space renders the very notion of weak-* topology inapplicable and in terms of weak topology the Eberlein-Šmulian theorem even establishes that the closed unit ball of a Banach space X is weakly sequentially compact if and only if X is reflexive.
We present a solution to the problem of L 1 -convergence by a introducing a series of adaptations to the method and argue as follows:
• For any finite R, the intersection (H 1 ∩ L 1 ) (B R (0)) is a uniformly convex space when equipped with a suitable composite norm inducing an equivalent topology.
• Uniformly convex spaces are reflexive by virtue of the Milman-Pettis theorem [5] .
• The direct method applied to (H 1 ∩ L 1 ) (B R (0)) gives rise to a weakly-* convergent subsequence with converging norms. In uniformly convex spaces this is equivalent to strong convergence (cf. [1] ch. 3).
• Any minimizing sequence of F is uniformly tight in L 1 -norm.
• Strong convergence on all finite balls and uniform tightness imply total boundedness. According to the general Bolzano-Weierstrass theorem completeness and total boundedness imply sequential relative compactness.
While this procedure allows to select a strongly L 1 -convergent subsequence from any minimizing sequence, the usual direct method yields the analogous result in terms of H 1 -topology. In conjunction one may conclude the existence of a minimizer.
Let us proceed to the first step. Following the works of Clarkson [3] who introduced the concept of uniform convexity one can show that general product spaces are reflexive in the topology of a composite norm satisfying certain properties such as homogeneity and strict convexity as long as each factor is reflexive. The additional difficulty emerging here however, the non-reflexivity of L 1 , can be dealt with on finite B R (0) (but not R 3 ) by relative bounds on L 1 -in terms of H 1 -norms. In this way the we can show that (H 1 ∩ L 1 )(B R (0)) is a uniformly convex Banach space with respect to a certain norm and therefore reflexive.
Then . H 1 ∩L 1 is continuous, homogeneous, stricly increasing and strictly convex in φ H 1 and φ L 1 . The last property signifies that
The conditions x , y = 1 may be equivalently replaced with x , y ≤ 1.
is a uniformly convex, reflexive Banach space.
Proof. First of all, any Cauchy sequence with respect to . H 1 ∩L 1 is a Cauchy sequence in the Banach spaces H 1 and L 1 . Since
is dense in both H 1 and L 1 the two limits must coincide and there is a common limit in
Since in both inequalities equality has to hold in the limit, strict convexity and continuity imply that
Assuming that φ i − η i H 1 ∩L 1 → 0, by selecting a suitable subsequence we can infer without loss of generality that
The penultimalte line is a consequence of the Hölder inequality on finite domains
Next we define
Since
which is a contradiction. It follows that (
Additionally, if (φ n ) n is a minimizing sequence of F , it is uniformly tight with respect to . L 1 .
Proof. Since φ n = φ * ∈ (H 1 ∩ L 1 ) (R 3 ) and the symmetric decreasing rearrangement is monotonic, φ n is continuous. By a weak version of the fundamental theorem of calculus φ n (r
s)ds exists and is finite as well. In particular
uniformly in n which shows φ n (r) ≤ C r 3 and therefore uniform tightness in . L 2 . Assuming that (φ n ) n is not uniformly tight in L 1 -norm, there is some ε > 0 such that for all R < ∞ there exists some n ∈ N with φ n | R 3 \B R (0) 1 ≥ ε. But since (φ n ) n is uniformly tight in L 2 -norm we can find a sequence R n → ∞ such that without loss of generality
In conjunction with the above this implies
which demonstrates that (φ n ) n is not a minimizing sequence of F and concludes the proof.
We are now ready to show the existence of a minimizer in the spirit of the direct method of calculus of variations. Theorem 7. There exists a minimizer φ ∈ H 1 (R 3 ) ∩ L 1 (R 3 ) of F β under the condition φ 2 = 1. The minimizer's spherically symmetric decreasing arrangement is unique and has compact support.
Proof. We consider the Banach space
. Under the condition φ 2 = 1 the minimization of F is equivalent to that of
be a minimizing sequence such that F (φ n ) → inf
F(φ). Transitioning to its symmetric decreasing rearrangement yields another smaller minimizing sequence and without loss of generality we may assume that φ n = φ * n .
By definition, F is a smooth function of the H 1 -and L 1 -norms which are equivalent to the H 1 ∩ L 1 -norm. Clearly F is coercive with respect to both . H 1 and . L 1 , so (φ n ) n is bounded in both norms. Additionally F is weak-* lower semincontinuous with respect to H 1 .
An application of Banach-Alaoglu to the H 1 -topology and the direct method procedure yield sequential weak-* compactness of (φ n ) n , weak-* convergence of a subsequence and convergence of norms all with respect to . H 1 . Since H 1 is a Hilbert space this automatically implies strong convergenge of a subsequence and there is φ ∈ H 1 (R 3 ) such that without loss of generality φ − φ n H 1 → 0 and consequently also φ − φ n L 2 → 0. In remains to prove the assertion in terms of
is uniformly convex & reflexive and we consider the restrictions φ n | B R (0) . By the Banach-Alaoglu theorem, any bounded closed ball in (
is uniformly convex and reflexive, weak-* convergence and convergence of norms imply strong convergence φ n | B R (0)
is a Banach space and in particular complete. To prove that the minimizing family (φ n ) n ⊂ H 1 ∩ L 1 (R 3 ) is relatively compact in L 1 -norm it suffices to show that it is totally bounded, i.e. admits a finite covering of ε-balls for any ε > 0. But this follows from strong convergence (φ − φ n )| B R (0) L 1 → 0 on H 1 ∩ L 1 (B R (0)) and the fact that the minimizing family (φ n ) n ⊂ H 1 ∩ L 1 (R 3 ) is uniformly tight in L 1 -norm. Hence there exists a L 1 -convergent subsequence of (φ n ) n ⊂ H 1 ∩ L 1 (R 3 ). As L p -convergence implies pointwise convergence a.e. the H 1 -and L 1 -limits coincide and by selecting subsequences
Moreover strong H 1 -convergence implies strong L 2 -convergence and therefore φ L 2 = lim n→∞ φ n L 2 = 1
Theorem 8. The unique spherically decreasingly rearranged and normed minimizer φ of F β is a solution to the Helmholtz equation on B R (0) with Neumann (and Dirichlet) boundary conditions
for some parameters µ, R ∈ R + Proof. The symmetric decreasing rearrangement φ * is always lower semicontinuous and we define R by R := inf{|x| | φ * (x) = 0} ∈ R + or by R := ∞ if the former set is empty. φ * = φ * (|x|) is monotonic and therefore continuous up to at most countably many jump discontinuities. But since φ * ∈ H 1 (R 3 ) it follows that that φ * is continuous. For any arbitrary but fixed R we consider the set of admissible support-preserving variations in the point φ which is given by
. If φ is a minimizer then there is a Lagrange multiplier λ such that the total variation (with fixed R) weakly on B R (0). Now (−∆ + λ)φ + β = 0, φ ∈ H 1 (R 3 ) and existence of the second weak derivative imply that φ| Ω ∈ H 2 (Ω) for all bounded measurable domains Ω. As a consequence of Gauss' divergence theorem in Sobolev spaces it follows
for all R ′ < ∞. But since φ = φ * , ∇φ · n and the surface integral are nonpositive. With β > 0 and taking the limit l m=−l (a lm j l (µr) + b lm y l (µr)) Y m l (ϑ, ϕ). The spherically symmetry of φ = φ * implies a lm = 0 = b lm for any (l, m) = (0, 0), while the inhomogeneous solution is easily seen to be given by φ inhom = β µ 2 . It follows that φ = a 00 j 0 (µr) + b 00 y 0 (µr) + β µ 2 . But the regularity of φ in r = 0 requires b 00 to vanish since lim r→0 y 0 (r) = −∞ for any Bessel functions of the second kind.
Thus φ(r) = a 00 j 0 (µr) + β µ 2 = a 00 · sin(µr) µr + β µ 2 .
for some a 00 =: a ∈ R + such that R is the smallest zero of φ. It is then easy to verifiy that the parameters a, µ, R ∈ R + are uniquely determined by the three conditions R = min{r > 0 | φ(r) = 0}, φ ′ (R) = 0 and φ 2 = 1
The following virial theorem is helpful in determining minimizing parameters a, µ, R for an arbitrary β > 0 For any β > 0 we denote by α β , µ β , R β the parameters pertaining to the minimizer of F β .
Proposition 11. There exist constants a 1 , µ 1 , R 1 ∈ R + such that for any β > 0 a β = β 3 7 a 1 , µ β = β 2 7 µ 1 , R β = β − 2 7 R 1 .
Moreover, there is a constant F 1 ∈ R + such that F β = β Therefore we have the equivalence φ (ν) is the minimizer of F β ⇔ φ is the minimizer of F βν 7 2
