Abstract The transient distribution of a sample taken from a Wright-Fisher diffusion with general small mutation rates is found using a coalescent approach. The approximation is equivalent to having at most one mutation in the coalescent tree of the sample up to the most recent common ancestor with additional mutations occurring on the lineage from the most recent common ancestor to the origin if complete coalescence occurs before the origin. The sampling distribution leads to a solution for the transition functions in the diffusion with small mutation rates. This new solution has interest because transition functions in a Wright-Fisher diffusion with general mutation rates are not known.
1 Introduction Tang (2016, 2017) find an approximation for the stationary distribution in a d-allele neutral Wright-Fisher diffusion with general small mutation rates. The model has a connection to boundary processes in which only transitions involving non-segregating and bi-allelic states are considered. Schrempf and Hobolth (2017) , Vogl and Bergman (2015) ; De Maio, Schrempf, Kosiol (2015) study this boundary mutation property.
The Kingman coalescent process is dual to the Wright-Fisher diffusion in describing the ancestral history of a sample of n individuals in a population back in time. In Burden and Griffiths (2018a) a coalescent approach with mutations in the tree is used to find an approximate sampling formula for small mutation rates which then leads to an approximation for the stationary distribution in the diffusion. They show that finding approximate formulae for small rates is equivalent to considering at most one mutation in a coalescent tree.
In the current paper we find the sampling distribution in the transient WrightFisher diffusion with small rates by using a coalescent approach. The details are more complex than in a stationary model because the coalescent tree back in time is constrained by the origin. The sampling distribution leads to a solution for the transition functions in the general mutation model which is of interest as a solution to the diffusion process, in population genetics, and more widely as a differential equation solution. Vogl (2014) , Theorem 3, considers a spectral expansion of the transition function in a two-allele model when mutation rates are small. The eigenfunctions are known in a two-allele model, but are unknown if there are more than two alleles, so this approach is not used here. Burden and Griffiths (2018b) also find an approximation to the stationary density in a two island, two allele model when mutation and migration rates are small by using a flux argument in the Wright-Fisher diffusion process as well as a coalescent argument.
Preliminaries
A d-dimensional Wright-Fisher diffusion process {X(t)} t≥0 with general mutation rates has a generator
where γ = (γ ij ) = θ 2 (P − I), where θ/2 is the overall mutation rate away from each type and P a d × d transition matrix for type changes. The representation for the rate matrix is not unique. Note that P = 2 θ γ + I, so θ has to be chosen so the off-diagonal entries of P are non-negative. That is choose θ large enough so that 2 θ max 1≤1≤d (−γ ii ) ≤ 1. Explicit analytic solutions for the stationary distribution and the transition functions in the diffusion are only known for parent independent mutation when P has identical rows, in which case the stationary density is a Dirichlet distribution.
The coalescent duality with the Wright-Fisher diffusion is well known in population genetics. Briefly the argument is the following. Denote the multinomial distribution by
where n = (n 1 , . . . , n d ), d a=1 na = n. Let p(n; t, x) = E m(n; n, X(t)) | X(0) = x be the probability distribution of a configuration n in a sample of n individuals taken at time t when the initial frequencies in the diffusion are x. Note that event then from the n − 1 individuals after coalescence the configuration must be n − e i and a type i individual chosen to give birth with probability (n i − 1)/(n − 1) to obtain a configuration of n for i ∈ [d] . If the first event back in time was a mutation, then from the n individuals after the event to obtain a configuration of n a type j individual mutates to a type i individual from a configuration n−e i +e j with probability (n j + 1 − δ ij )/n for i, j ∈ [d]. Burden and Griffiths (2018a) find that for small mutation rates, θ → 0, the probability of a configuration of n in a sample of n individuals taken in the stationary distribution of the diffusion with generator in Eq. (1), p(n; θ) = lim t→∞ p(n, t, x), is
where π is the stationary left eigenvalue of γ. The main result of this paper, Theorem 1 in Section 4, extends the sampling formula to finite times t.
A sample taken at time t is composed of families from l ≥ 1 founder lineages at time 0 and at most one mutant family arising from a mutation while k ≥ 2 edges in the partial coalescent tree to O(θ) . If the most recent common ancestor of the sample (MRCA) occurs before t so there is one founder lineage the mutations along the single founder edge need to be considered as well. The proof of Theorem 1 uses this description and works through the combinatorial details of the type and size of families in a sample. Unlike in the stationary distribution there can be more than two types present when there are greater than two families of founder lineages. The number of edges in a coalescent tree of n individuals is a pure death process beginning at n with death rates µ k = ( k 2 ), k = n, . . . , 2. The times between events are exponential random variables T k with rates µ k , k = n, . . . , 2. The number of edges in a coalescent tree at time t back from the present time, An(t), has a probability distribution
where the notation is that
and ρ j (t) = exp{−( j 2 )t}, (Tavaré, 1984; . Denote q nl (t) = P(An(t) = l) and the probability density of Tn + · · · + T l as f nl (t). Then
from which follows the identity
As n → ∞, q ∞l (t) and f ∞l (t) are proper distributions where n [j] /n (j) is replaced by 1 in Eq. (5) in the limit. Combinatorics of the edge configuration in a coalescent tree are related to a Polya urn model. The probability r n|l of a configuration of edges l of d types giving rise to a configuration n (n > l) is equivalent to considering a Polya urn beginning with l > 0 coloured balls in which n − l draws of the d balls are made. If a ball of colour j ∈ [d] is chosen on a draw from the urn, then it is replaced together with an additional ball of colour j. From classical theory, for which see Griffiths and Tavaré (2003) ,
Here DM is the Dirichlet-multinomial distribution,
defined in terms of the Dirichlet distribution,
That is, DM θ,n (n) is probability of drawing a configuration n in a sample of n individuals apportioned with random probabilities X ∼ Dirichlet(θ).
It is useful to extend the definition of r n|l to allow some entries in l to be zero. Then n i = 0 if l i = 0 and
In Theorem 1 the notation n\ij, l\ij means the vectors with their i and jth entries deleted. r n\ij|l\ij is equal to Eq. (8) with l i = 0, l j = 0 and n\ij ≡ n−n i −n j . A calculation shows that r n\ij|l\ij is equal to the conditional probability r n|l /P(n i , n j | l i , l j ) where the marginal distribution of n i , n j is
An easy way to see this is to consider a Polya urn in which all colours other than i and j are considered identical. The probability that a particular edge, while k edges in a coalescent tree, subtends c edges in a sample of n is a special case of Eq. (8)
See also Griffiths and Tavaré (1988) .
3 Sampling Distribution for Sampling Size n = 2
To help understand Theorem 1, we first show how to calculate the probability of possible configurations when n = 2. Looking back in time from t to time zero there are l = 2 founder lineages with probability e −t or l = 1 founder lineages when the two initial lineages coalesce before t with probability 1 − e −t .
Consider first the contribution to the probability of a sample configuration na = 2 when there are l = 2 founder lineages. If t << 1/θ, at most one mutation along the coalescent edges needs to be considered because the probability of greater or equal to two mutations is O(θ 2 ). For larger times, t = O(1/θ), the probability e −t is o(θ), and the l = 2 contribution can safely be ignored to O(θ). The probability that l = 2 and na = 2 is therefore
If l = 1, the probability 1 − e −t that the two lineages coalesce is not small for large t, and care must be taken to include multiple mutations in the coalescent tree. Suppose coalescence occurs at time w < t back. The two edges of the coalescent tree from the coalescent event at t − w to the current time t contribute a factor e −w , which is O(1) for w << 1/θ and o(θ) for w = O(1/θ). Thus it is sufficient to consider at most one mutation in this part of the tree. On the other hand, there is no restriction on the number of mutations on the single edge from time 0 to the coalescent event if the calculation is to be accurate to O(θ) for large t − w. Writing the mutation rate matrix as γ = θ 2 (P − I), the probability that l = 1 and na = 2 for all t > 0 is therefore
The total probability of a configuration na = 2 is the sum of Eqs. (11) and (12). The stationary distribution is recovered by noting that xe tγ → π as t → ∞, giving
If t << 1/θ, then e tγ = I + 1 2 θt(P − I) + o(θ), and Eqs. (11) and (12) give
The other possible configuration of two types is na = 1, n b = 1, a = b. If there are l = 2 founder lineages, then by an argument similar to that for the na = 2 case it is sufficient to consider at most one mutation in the tree. Then either the two founder lineages are of types a and b and there is no mutation along the edges; or one of the founder lineages is of type a (b) one is of type j and a mutation occurs from j to b (a) along the edge. The probability that l = 2 and na = 1, n b = 1 is therefore
If there is l = 1 founder lineage then by an argument similar to that for the na = 2 case it is necessary to consider any number of mutations on the single edge of the coalescent tree from time 0 to the coalescence event, and sufficient to consider at most one mutation event on the two edges from the coalescence event to the present time t. The probability that l = 1 and na = 1, n b = 1 is therefore
where a ↔ b indicates the previous term with a and b interchanged. The total probability of a configuration na = 1, n b = 1 is the sum of Eqs. (14) and (15). Taking the limit t → ∞ we recover the stationary distribution
If t << 1/θ, then Eqs. (14) and (15) give
4 Sampling Distribution for Arbitrary Sampling Size
In a full n-coalescent tree the edge lengths Tn, · · · , T 2 are independent exponential random variables with rates ( n 2 ), . . . , ( 2 2 ), however in a non-stationary partial coalescent tree back from time t the edge lengths are constrained by the origin. If there are l founder lineages then it is sometimes necessary to use q nl (k; t) = E T k I An(t) = l . Calculations of q nl (k; t) are made in Lemma 1.
Lemma 1 Explicit forms for expected edge lengths T k in a Kingman coalescent tree conditioned on l founder lineages at time 0 are, for 1 ≤ l ≤ k ≤ n and k ≥ 2,
where
Proof The calculations here evaluate the expectation E T k I An(t) = l using the identity that
Apart from a factor (
is a convolution of probability density functions with Laplace transform
Therefore the integral is
A modified argument is needed to show that the joint probability that An(t) = l and mean length of edges while l edges t − Tn + · · · + T l+1 is actually the same as Eq. (20) when k = l. This expectation is
Therefore Eq. (20) holds for 2 ≤ l ≤ k ≤ n. q n1 (1; t) follows from definition.
⊓ ⊔
The sample configuration for n ≥ 2 is now calculated in Theorem 1. Combinatorics are more involved because it is necessary to consider the sample configuration from l ≤ n founder genes. 
where r n|l , expressed in Eq. (7), is the probability of a configuration n in a partial coalescent tree from a configuration l ≤ n;
with q nl (t) := P An(t) = l ; for 1 ≤ l ≤ k ≤ n and k ≥ 2 (see Eq (5)); and q nl (k; t) := E T k I An(t) = l with explicit forms in Lemma 1. The Markov transition functions for mutation rate change are in the matrix e γt , where γ = θ 2 (P −I); m(l, l, x) is the multinomial distribution Eq. (2); and p nk (c) is defined in Eq. (10).
Proof If there are no mutations occurring in the partial coalescent tree back to time 0 and the l ≥ 1 founders have a configuration l then from a Polya urn argument considering n − l branchings the probability of a configuration n at t is r n|l . The probability of a configuration of n when l ≥ 2, and there is no mutation is
The probability of a configuration n, beginning from a configuration l, when there is one mutation from j to i = j while k edges is
The argument used to obtain Eq. (23) is that the configuration from the l founder edges to when k edges; to after a mutation; then to when n edges follows a Markov pattern l → k → k − e j + e i → n. The sum in Eq. (23) can be simplified by summing over k keeping k, k i and k j fixed. Now by using Eq. (9)
Summing over k\ij with variables indexed by i and j held fixed, using Eq. (24),
Finally the case when l = 1 where coalescence to a single ancestor occurs before t is evaluated. There is a need to consider mutations which may occur along the sample edges from the MRCA of the sample to the origin. If the MRCA occurs at time w back from the current time then the type of the MRCA is determined by xe γ(t−w) . The probability of a configuration n = nea when l = 1 is therefore
arguing that the MRCA occurs at time w back, the identity of the MRCA is a and there are either no mutations, or one from a to a, to the MRCA. The probability of a configuration n = naea + n b e b similarly needs a consideration of the type of the MRCA being either a or b, and a mutation from the MRCA type to the other type while k lineages. This probability is t 0 (xe γ(t−w) )aP ab E I An(w) = 2}e
The total probability of a configuration of n, Eq. (21) in the statement of the theorem, is found from Eq. (22), the simplified form of Eq. (23), and Eqs. (25) and (26). 
Proof As t → ∞ the MRCA is reached before t with probability 1, so only the last two terms in Eq. (21) need to be considered. The time to the MRCA w is finite and (xe γ(t−w) )a → πa. The limit of the integrals in the term when n = nea is
giving the first term in Eq. (27). The term in Eq. (21) where n = naea + n b e b converges to
Simplification of the sum in Eq. (28) is done in Burden and Griffiths (2018a) . ⊓ ⊔
The combinatorial terms in Theorem 1 are much simpler if the initial frequency is x = ea.
Corollary 2 Suppose the initial ancestor types are all a, so x = ea. As θ → 0 the probability of a sample configuration where all individuals are type a is p(nea; t, ea)
the probability of a sample configuration with two types a and b, a = b is
the probability of a sample configuration with two types b and c, a
and the probability of a sample configuration with greater than two types is of o(θ).
Proof The probability of a configuration n = nea is
which is equal to Eq. (29) after expanding e
which is simplifies to Eq. (30). A configuration n = n b e b + ncec, b = c, can only occur if the MRCA of the sample occurs before t and the identity of the MRCA is b or c. The probability of this sample configuration is
which simplifies to Eq. (31).
One may be interested only in time scales t << 1/θ, in which case the following Corollaries 3 and 4 are relevant. If t is fixed and θ → 0 then the probability of greater than one mutation along the edge from the MRCA to to the origin is O(θ 2 ) and the last two terms in Eq. (21) can be simplified.
Lemma 2 The following identities relating to the case l = 2 will be of use in Corollaries 3 and 4:
Proof From Eq. (6) with l = 2,
Alternatively one can differentiate Eq. (5) with l = 1, and set the constant of integration by noting that q n1 (0) = 0 for n ≥ 2. For the second identity q n1 (k;
The last identity is proved by noting that
Corollary 3 For fixed t as θ → 0 the last two terms in Eq. (21) become
where expressions in Eq. (32) are defined previously.
Proof In Eqs. (25) and (26) expand xe
which simplifies to Eq. (32) after using the identities in Lemma 2.
Corollary 4 Suppose the initial ancestor types are all a, so x = ea. For fixed t as θ → 0 the probability of a sample configuration where all individuals are type a is
the probability of a sample configuration with two types a and b is
and the probability of a sample configuration with greater than two types is of O(θ 2 ).
Proof The last line of Eq. (29) is equal to
Now add the first line of Eq. (29) to obtain Eq. (33). The probability of a configuration n = naea + n b e b , Eq. (34), is found by noting that (e γ(t−w) ) ab = δ ab + O(θ) so the second last line of Eq. (30) is
and the last line is O(θ 2 ). Then Eq. Denote by f (x, y; t, θ) the transition density of the Wright-Fisher diffusion process {X(t)} t≥0 with initial frequencies X(0) = x and final frequencies X(t) = y. The constant order term of the expansion in θ of f (x, y; t, θ) is the transition function f (x, y, t) ≡ f (x, y; t, 0) in a model with no mutation. This is in the sense that for functions g(X(t)) with finite expectation with θ ≥ 0
where E θ x denotes expectation with parameter θ and initial frequencies x. An expression for the transition function as a mixture of Dirichlet distributions is known from Ethier and Griffiths (1993) and discussed in the review of Griffiths and Spanó (2010) . A description of the structure of the population at t and this transition function is now given. The population at time t coalesces back to a random number of lineages l at time 0, with probability q ∞l (t). The population is composed of families of individuals from these l founders, with family sizes having an l dimensional Dirichlet distribution with parameters (1, · · · , 1). Family types are determined by the type of the founder lineages, so there is a d-dimensional m(l, l, x) distribution of the accumulated number of families with types in [d] . The probability that in a subset A ⊆ [d], X j (t) > 0 for j ∈ A and X j (t) = 0 for j ∈ A is the probability the set of founder lineage types is A. The transition functions are then
with the convention in the Dirichlet distribution that y j = 0 if l j = 0. That is
Although the first summation is formally written beginning at 1, because of the convention that all the terms with l < |A| are zero the summation really begins with l = |A|. See Ethier and Griffiths (1993) Eq. (1.27) for a more general expansion which includes Eq. (36) when their θ = 0. A first example: if A = {1, 2}, so y 1 > 0, y 2 > 0 and y 1 + y 2 = 1, the transition function is
which is the joint density of X 1 (t), X 2 (t) and the probability that X j (t) = 0, j > 2. A second example: if y = e 1 the probability the population is fixed at time t with type 1 individuals is f x, e 1 ; t = 
where q ∞l (t) and q ∞l (k; t) are defined by limits as n → ∞ of q nl (t), q nl (k; t).
Proof The proof follows immediately by taking n → ∞ such that n/n → y in p(n; t, x) of Theorem 1. As n → ∞ the limit functions q ∞l (t) and q ∞l (k; t) are well defined and finite for t > 0. The sum ∞ k=l kq ∞l (k; t) < ∞ because, recalling that q ∞l (k; t) = kq ∞1 (k; t)(k − 1) (1 − y b ) k−2 xaP ab + (1 − ya)
Proof The proof is very similar to that of Corollary 3.
