Abstract. Robustness to noise and/or illumination variations has been a major issue with change detection. We present a novel change detection scheme that is robust to both noise and illumination changes. The major difference of our method compared to the existing ones is that our algorithm globally estimates and compensates for the illumination changes between two input images, whereas the previous approaches rely on some local change metrics for illumination-independent detection. Specifically, a piecewise quadratic model for describing global illumination changes (GICs) is formulated, and an efficient estimation algorithm for the model parameters is proposed. In this way, we can successfully detect any types of local changes, whereas the previous approaches show either limited performances in detecting object interiors or severe performance degradations when global illumination changes occur. We also present a noise-adaptive thresholding method for the GIC-compensated intensity differences. The noise variance is estimated accurately based on symmetricity and decrease of zero-mean noise distributions, and then the decision threshold is selected adaptively to the estimated variance. Experimental results show that the proposed method is very robust to both noise and illumination changes, and outperforms the previous algorithms in various aspects. © 2004 Society of Photo-Optical Instrumentation Engineers.
Introduction
Change detection plays a very important role in many computer vision applications. Systems for traffic monitoring, 1 intruder surveillance, 2 moving object segmentation 3 or tracking, 4 object-based video coding, 5 or virtual presence 6 are just a few examples of such applications that employ change detection algorithms as an essential constituent. These systems extract the required high-level information from the low-level evidences obtained by change detection. Therefore, for such systems to operate successfully, it is extremely important for the change detection algorithms to be accurate and robust. Change detection algorithms take two digitized images as input and return the locations in the field of view, where some meaningful differences between the images are identified. Although the term ''meaningful difference'' has a slightly different context according to the specific application, the general implication of it is that a change detector should locate only the changes that are due to the motion of an object in the field of view or the addition or removal of an object from the scene. 7 In general, however, image differences may be caused not only by the motion of an object but also by changes in illumination or noise from the acquisition and digitization process. Thus, a major issue with change detection is to guarantee robust detection results in the presence of noise and/or illumination changes.
Many different types of change detection techniques exist in the literature. For example, change vector analysis ͑CVA͒ and principal components analysis ͑PCA͒ [8] [9] [10] are common techniques in especially remote sensing fields. Among others, the most intuitive technique is simple differencing followed by thresholding, 11 where change at a pixel is detected if the difference in intensities of the corresponding locations exceeds a preset threshold. Although this technique is computationally efficient, it is not at all appropriate when illumination may vary or noise levels may not be negligible. Hence, many techniques aiming for noise-robust detection have been reported, such as a likelihood test, 12 statistical detection with contour relaxation, 13 threshold selection based on noise/signal modeling, 14 etc. Although all these techniques are much more robust against noise than the simple differencing method, it is clear that they are still susceptible to illumination changes, since they only employ intensity-based features as test measures.
Accordingly, some researchers have focused on devising structural change metrics that are independent of illumination changes. Based on Phong's shading model, 15 the shading model ͑SM͒ method 7 uses the sample variance of the intensity ratios in the corresponding regions of two images for measuring structural changes. The statistical circularshift moments ͑SCSM͒ method 16 uses circular-shift mo-ments to describe the illumination-independent characteristics of a region. Although both of the SM and SCSM methods can robustly detect the structural changes under time-varying illumination, they have a problem in detecting interiors of moving objects. For example, if a man in black clothes enters in front of a white wall under constant illumination, the structural change detectors will indicate no change for the pixels corresponding to the interior of the man because the structural properties of the interior pixels have not been changed. To resolve such interior problems, some hybrid types of change detectors have been proposed. The Wronskian method ͑WM͒ 17 employs the Wronskian 18 of intensity ratios as a measure of change, where the Wronskian at a pixel is calculated by subtracting the sample mean of the intensity ratios inside a local window from that of the squared ratios. Since either a large mean or a large variance of intensity ratios increases the Wronskian value, this method can detect object interiors as well as structural changes. This method, however, is inherently a one-way detector. That is, it can detect only the darkened or lightened regions of intruders if a global illumination change occurs. The integrated intensity and texture differences ͑IITD͒ method 19 explicitly combines a texture difference measure with an intensity difference measure. The former measure is defined based on spatial gradients of images and tries to identify structural changes, while the latter tries to detect lowtextured object interiors. If a significant level of global illumination change occurs, however, the IITD method will show a much degraded performance in detecting lowtextured objects. This is because the normalizing parameter ͑i.e., the threshold͒ for the intensity measure tends to increase in proportion to the level of global illumination change.
In this contribution, we propose a totally different kind of change detection approach using global-illuminationchange ͑GIC͒ compensation. We globally estimate and compensate for the illumination changes between two input images, whereas the previous approaches rely on some local change metrics for illumination-independent detection. In this way, we can successfully detect any types of local changes, whereas the previous approaches show either limited performances in detecting object interiors or severe performance degradations when global illumination changes occur. We also present a noise-adaptive thresholding method for the GIC-compensated intensity differences, where the noise variance is estimated accurately based on symmetricity and decrease of zero-mean noise distributions, and the decision threshold is selected adaptively to the estimated variance. Experimental results show that the proposed detector is very robust to both noise and illumination changes, and outperforms the previous algorithms in various aspects.
The overall architecture of the proposed change detector is outlined in Fig. 1 . In Sec. 2, a GIC model and an estimation/compensation technique is proposed. In Sec. 3, a noise-adaptive detection strategy and a robust noise estimation algorithm are developed. Section 4 evaluates and compares the detection performance of our technique with that of some existing techniques: the SM and the Wronskian method. Section 5 concludes this work with some discussions.
GIC Compensation
Examples of sources of illumination changes include clouds, rain, shadows, reflections, rising or setting sun, switching or flickering light, and so on. In addition, automatic gain control ͑AGC͒ and auto-exposure ͑AE͒ of cameras have similar effect on the observed pixel intensities. Except for shadows and reflections, most of these sources usually affect the whole image area in some consistent manner, and this global consistency of illumination changes can be a very discriminative feature for illuminationindependent change detection. Suppose we observe pixel intensities in some local image area over time. If the intensities in this area are increased uniformly, how can we tell whether the local area is covered by a brighter object or the illumination intensity of the scene is globally increased? In a global perspective, however, this kind of ambiguity can be resolved. That is, if the intensity changes in that area are consistent with those in the other areas, we may say that the changes are probably introduced by some global variation in illuminations. Otherwise, the intensity changes may be said to indicate the presence of a moving object on the local area. As a way to exploit this global consistency of illumination changes, we propose a method of globalillumination-change ͑GIC͒ compensation. A parametric model for GICs and a robust estimation/compensation algorithm are developed in the following sections.
GIC Model
We define a global illumination change ͑GIC͒ as a globally consistent component of an illumination change, where the global consistency is defined in terms of the following assumptions on the measurement space.
1. A GIC, by definition, occurs globally; a GIC affects the entire image pixels in the same way. 2. The spatial variations of a GIC are negligible; that is, no geometric properties are required to describe a GIC between two images. 3. A relative greatness of pixel intensities in an image cannot be reversed by a GIC; that is, whether a room where P and a denote the set of pixel indexes and the parameter vector of the GIC. The third assumption additionally implies that a mapping describing a GIC must be nondecreasing with pixel intensity, i.e., ‫ץ‬g͑v;a͒/‫ץ‬vу0 for ᭙vV ͓0,v max ͔, ͑2͒
where V represents the set of all possible values for pixel intensity. An example of a GIC function g(v;a) that satisfies both Eqs. ͑1͒ and ͑2͒ is shown in Fig. 2 . Note that g(v;a) does not depend on p but depends only on the intensity of p. Since g(v;a) is used to describe the physical process of illumination change, it is plausible to assume that g(v;a) and its first derivative are continuous over v. Among many functions that can be used as such g(v;a), we choose a piecewise quadratic polynomial of the following form.
where a k denotes the k'th element of a and u(•) the unitstep function. In Eq. ͑3͒, the whole intensity range V is partitioned into N pieces of equi-intervals, each of which has a fixed length of ␦ v max /N. Note that we choose the piecewise quadratic polynomial model for g(v;a) because it is both complex enough to describe most kind of GICs and simple enough to be solved in real time. For some situations, a more simple model such as a linear model can be used for g(v;a). But for some other situations, as we show late in a cross-histogram, a linear model is not appropriate to describe GICs. A piecewise linear model may also be an alternative. But the first-order discontinuities of this model at interval boundaries may originate a large amount of errors between the estimates and the observations around the boundaries. Appendix A in Sec. 6.1 shows that for the g(v;a) in Eq. ͑3͒ to satisfy the conditions of Eq. ͑2͒, the parameter vector a must satisfy
where the (Nϩ1)ϫ(Nϩ1) linear transform T is defined in terms of its inverse as
͑5͒
For notational simplicity, we define z(v)ϭ͓z k (v)͔ t as an (Nϩ1)-dimensional function vector of intensity, such that
Then the GIC model of Eq. ͑3͒ can be expressed in vectormatrix form as g͑v;a͒ϭz͑v ͒ t a. ͑6͒
Parameter Estimation
The truth about which pixel belongs to changed (p CʚP) or unchanged (pUϵPϪC) cannot be known in advance. For the time being, however, let us assume that we do know the truth. Then, the GIC estimation problem of ours can be stated as follows: given two images x(p) and y(p) and the GIC model of Eq. ͑3͒ or ͑6͒, find a parameter vector a that minimizes the following cost under the constraint of Eq. ͑4͒.
or equivalently,
where H U (m,n) represents a cross-histogram between the two images defined as H U (m,n) ͓the number of p's in U, such that x(p)ϭm, and y(p)ϭn͔.
Note that a least-square minimization problem can be easily converted to a quadratic programming ͑QP͒ problem, and a quadratic program with inequality constrains is almost always solved by an active set method. 20 Thus, we convert the GIC estimation problem earlier to the corresponding QP problem next by replacing g(m;a) of Eq. ͑7͒ with that of Eq. ͑6͒ and doing some side calculations.
where ã T Ϫ1 a, ͑9͒
͑11͒
Referring to Ref. 20 , we can show that the necessary conditions for the solution to the QP1 become
where Q 1 (Q 1 ϩQ 1 t )/2 and denote the Lagrange multipliers.
To exploit the idea of the active set method, 20 we should express the conditions in Eq. ͑12͒ in terms of the set of active constraints. Let A denote the index set of active constrains; that is, Aʚ͕1,2,3,...,Nϩ1͖ is defined as a set of k such that each of the kth elements of the solution vector become zero. Then we can show that the necessary conditions in Eq. ͑12͒ become
where ã A and A are defined as
It is clear that if the active set were known, the original problem could be replaced by the corresponding problem having equality constraints only. Alternatively, suppose an active set A was guessed and the corresponding equality constrained problem, i.e., Eq. ͑13͒, solved. Then if the other constraints, i.e., Eqs. ͑14͒ and ͑15͒, were satisfied, that solution would be correct. According to this idea, all we have to know to obtain the solution to QP1 is how to solve Eq. ͑13͒ for given an active set A. For this purpose, we define
We also define Q 1A as a copy of Q 1 , where the k'th column vector is replaced by the corresponding column vector of an (Nϩ1)ϫ(Nϩ1) identity matrix for each k A. Then, Eq. ͑13͒ can simply be written as a linear system of (Nϩ1) equations:
Note that Eq. ͑16͒ can be easily solved by using such algorithms as LU decomposition 21 or the like. Algorithm 1 next summarizes the overall procedure to solve QP1 for the optimum GIC parameter vector a min .
Algorithm 1 for solving QP1
Step 1. Construct H U (m,n) from the given observations x(p) and y(p). 
If the test succeeds, set ã min ϭã A and f min ϭf 1 (ã A ). Go to step 3.
To make an additional remark, step 3 of the preceding algorithm can be modified for speed-up based on the gradient projection method 20 or the like. However, since any fast-searching method may end up with local minima, we insist on the full-searching strategy. Note that the maximum number of active sets that can be generated equals 2
Nϩ1 , including the empty set, and the N needs not be so large for our problem.
Some Modifications
Two practical problems may exist in directly applying Algorithm 1. The first problem is related to smoothness of g(v;a) and the second, to the ambiguity in U. Because the GIC model in Eq. ͑3͒ has no constraint on the continuity of the second derivatives, ‫ץ‬ 2 g(v;a)/‫ץ‬v 2 may have discontinuities at the interval boundaries, which is unlikely for a physical process as illumination changes. Increasing the order of polynomial for the GIC model can be a solution for this problem. To keep the model and the estimation procedure as simple as possible, however, we simply add a smoothness cost f s (a) to the original cost f 0 (a) to control the discontinuities. The smoothness cost is defined by
where denotes a control parameter for the smoothness. Appendix B in Sec. 6.2 shows that minimizing the summed cost f 0 (a)ϩ f s (a) with the constraints of Eq. ͑4͒ is equivalent to solving a QP problem that follows.
where
Thus, we can obtain an algorithm for solving QP2 by simply replacing f 1 (ã) and Q 1 in Algorithm 1 with f 2 (ã) and Q 2 in Eq. ͑18͒. We call the resulting algorithm Algorithm 2. Now, we consider the second problem of Algorithm 1 ͑or 2͒. If a GIC were the only source of the intensity changes between two images, Algorithm 1 or 2 would operate well by assuming UϭP. In general, however, there may exist some moving objects between the images. Hence, if we calculate H U (m,n) with UϭP, a large number of outliers may occur in proportion to the number of changed pixels. To handle these outliers, we take a two-step approach as follows.
Algorithm 3 for solving QP2 with outlier rejection
Step 1. Initially set NϭN initial and UϭP. Then solve QP2 using Algorithm 2.
Step 2. Based on the solution of Step 1, calculate the mean absolute error defined as:
Step 3. Reset NϭN final уN initial and reject the outliers by redefining U as Uϭ͕p: pP and ͉g(x( p);a min ) Ϫy(p)͉Ͻ␥•mae(a min )͖.
Step 4. Based on the redefined N and U, solve QP2 using Algorithm 2 again. Then the resulting solution becomes the final solution.
GIC Compensation
If the estimated GIC function g(v;a min ) correctly describes the way intensities on x(p) are changed by a GIC, it can also be used to predict the resulting intensities on y(p) under the GIC. ͑See Fig. 2 For the detection to be noise adaptive, the threshold in Eq. ͑21͒ must be selected according to the noise level. For this purpose, we describe the overall noise in observing the intensity difference as an additive white Gaussian process having zero mean and variance of 2 . That is,
where d 0 (p) denotes the intensity difference observed in the noise-free case and (p) represents the assumed noise, of which probability density is given by
͑23͒
Note that (p) is intended to include the GICcompensation error as well as the acquisition and digitization noises. If a proper estimate of the noise variance 2 is given, we can make the decision in Eq. ͑21͒ adaptive to varying noise levels by selecting T global as
where ␣ denotes a scaling factor to . The direct proportionality of the decision threshold to the noise deviation implies that a careful estimation of 2 is the most critical factor for our noise-adaptive detection strategy to be successful.
Noise Estimation
The major obstacle to a successful estimation of the noise variance is the outliers originated from moving objects. A conventional outlier rejection strategy, as is adopted in Algorithm 3, is not a good choice in this case. Suppose we use a mean absolute error or a mean square error as a basis for determining the outlier rejection threshold. Then, in GIC estimation, there is little problem because the quantity we want to estimate is loosely coupled with the quantity we use for outlier rejection. In noise variance estimation, however, what we want to estimate is basically the same as what we use to reject outliers. Thus, if we successively reject outliers according to the measured mean absolute ͑or square͒ error, the resulting estimate of noise variance will only become smaller and smaller toward zero.
This limitation of the conventional rejection scheme and the aforementioned importance of 2 in the noise-adaptive detection motivate us to design a more reliable noise estimation strategy. We propose to reject the outliers based on the symmetricity and the decrease of zero-mean noise distributions. Figure 3 conceptually explains this strategy. At first, a one-dimensional histogram of observed differences is constructed by
Due to the outliers, h d (⌬) may be quite different in shape to the ground truth h (⌬) as illustrated in Fig. 3͑a͒ . Assuming that the noise distribution h (⌬) should be symmetric about zero, however, we can eliminate much of these outliers by extracting the symmetric component h sym (⌬) from h d (⌬). Computationally, the extraction procedure is defined as
On the other hand, some outliers may have symmetric components, which render some undesirable peaks still remaining on h sym (⌬), as shown in Fig. 3͑b͒ . For further eliminating these symmetric outliers, we force the noise distribution to be decreasing with ͉⌬͉ to obtain the final estimate h final (⌬). Specifically, h final (⌬) is obtained as
͑27͒
where r(͉⌬͉) is defined as
The max is a parameter to control the minimally allowed decrease and should be determined according to the maximum possible noise deviation of corresponding applications. Accepting that the h final (⌬) closely approximates the ground truth h (⌬), we can estimate the noise variance 2 using h final (⌬) as
It is intuitively clear that our estimation method of noise variance is more robust and accurate than the conventional strategy. Furthermore, since our method is based on the generally acceptable characteristics of noise distributions, i.e., symmetricity and decrease, it can be widely applied to other types of noise models such as Laplacian, Cauchy, uniform, and so on.
Dealing with Shadows and Reflections
The proposed change detection method provides high robustness to both global illumination changes and observation noises. The only problem our method may encounter in practical applications is local illumination changes, e.g., shadows and reflections. Although some applications of change detection may not need to eliminate such local illumination changes, it is still worthy of mentioning how to make our method robust to them.
According to Phong's shading model, 15 the intensity at a given point ͓x( p)͔ can be expressed as a product of the illumination ͓I( p)͔ and a shading coefficient Assuming that I(p) is constant over p, and that there is no change between x( p) and y(p) except the local illumination change, the measured intensities and their difference can be obtained by
where ⌬I(p) denotes the amount of local illumination change originated by shadows or reflections. For the detection to be robust to relatively small amounts of local illumination changes, we should compare ⌬I(p)/I with a preset threshold. Let the threshold be ␤, then the comparison can be equivalently performed on d(p) space, since
We integrate this idea with the basic strategy described in Sec. 3.1 to yield the final version of our noise-adaptive detection algorithm that follows.
Algorithm 4 for noise-adaptive detection
Step 1 
Step 4. For each pP, obtain the change detection mask M (p) according to
Experimental Results
The proposed technique has been evaluated on images and video sequences of many real scenes with superior results over existing methods. In this section, some experimental results are given to demonstrate the performance of the proposed detector under various situations of illumination changes. Four pairs of test images are shown in Fig. 4 , and their names and descriptions are given in Table 1 . For convenience, we arranged Figs. 4 -6 in such a way that the first, second, third, and fourth row of each figure correspond to the test images of Sunrise, Lab, Lecture, and Bigman, respectively.
GIC Estimation/Compensation Results
Figures 5͑a͒, 5͑c͒, 5͑e͒, and 5͑g͒ show the observed crosshistogram H P (x(p),y(p)) of each of the test image pairs with the GIC estimation results g(x(p);a min ) drawn on it.
Here, we represent the histogram values as relative brightness on the corresponding positions. From these figures, we can note that the proposed GIC model fits very well to the histograms generated from the various situations of global illumination changes, and that the proposed estimation method is very robust to large noises ͓in the cases of Figs. 5͑a͒ and 5͑c͔͒, and large outliers ͓in the case of Fig. 5͑g͔͒ . For reference, we show the corresponding GICcompensated reference images, i.e., x c (p), in the second column of Fig. 5 . The effect of GIC estimation/compensation can be clearly demonstrated by comparing the absolute differences of input images with those of the GIC compensated images. The first column of Fig. 6 shows the difference before the compensation, i.e., ͉y( p)Ϫx( p)͉, while the second column shows the difference after the compensation, i.e., ͉y( p) Ϫx c (p)͉. By comparing these difference images, we can see that the proposed GIC estimation/compensation method can successfully eliminate various kinds of global illumination changes, and can even enhance the intensity differences on the moving object regions. Figure 7 shows the histogram of the GIC-compensated difference (h d ) and the estimated noise distribution (h final ) with the ground truth of noise histogram (h ) for the Lab image pair. The h was constructed by counting the GIC compensated differences only for the truly unchanged pixels, that is, the manually segmented background pixels. Figure 7͑a͒ and its magnified version Fig. 7͑b͒ show that the estimated histogram h final matches very closely with the ground truth h . Thus, we can say that the proposed noise estimation method ͑and hence the resulting threshold T global ) is quite accurate and reliable.
Overall Change Detection Results
The final detection results of the proposed method are shown in Fig. 8 , with the best detection results of the SM 7 and WM 17 methods ͑test images are in the same order as Figs. 4 -6͒ . In the experiment, a window size of 7ϫ7 was used equally for all the tested methods. Figures 8͑a͒, 8͑d͒ , 8͑g͒, and 8͑j͒ show that the SM is susceptible to noise ͑see the noisy detection results of background regions͒ and has serious problems in detecting object interiors. This result coincide with our previous assertion that structural measures, by themselves, cannot detect object interiors reliably. The figures in the second column of Fig. 8 show that the WM, although it is found to be very robust to changes in background regions, has a serious problem in detecting many parts of foreground objects when global illumination changes occur. This is because the Wronskian measure cannot distinguish locally lightened ͑or darkened͒ regions of intruding objects from globally lightened ͑or darkened͒ background regions. In fact, whatever test measure is employed instead of the Wronskian, it seems impossible to discriminate between local and global changes if the measure is calculated only for some local regions. On the other hand, the detection results in Figs. 8͑c͒, 8͑f͒ , 8͑i͒, and 8͑l͒ prove that such discrimination can be successfully achieved by using the proposed GIC compensation approach. In the figures, we can see that most of the foreground pixels are successfully detected by the proposed detector, whether they locate inside or on the boundary of the objects, and whether they are darker or lighter than the occluded backgrounds.
Besides visual comparison, the detection results were also evaluated in terms of false-alarm rate ͑FAR͒ and misdetection rate ͑MDR͒ defined as:
FAR
͑ the number of falsely detected pixels͒ ͑ the number of true foreground pixels͒ , ͑35͒
MDR ͑ the number of falsely undetected pixels͒ ͑ the number of true foreground pixels͒ , ͑36͒
where the number of true foreground pixels was determined from manual segmentation for each test image. The resulting error rates are summarized in Tables 2 and 3 , where we can see again that the proposed detector outperforms the others both in detecting the foregrounds ͑MDR͒ and in undetecting the backgrounds ͑FAR͒. Note that the thresholds for SM and WM were manually tuned to get the best detection result for each test images, whereas the thresholds Our method was implemented in Cϩϩ ͑without optimization͒ and was ran on a Pentium-IV PC for each test image pair to obtain the average processing time of 17.9 frames/s. Thus, taking into account the rapid growth of CPU technologies, we can say that our algorithm is also applicable to real-time applications.
Conclusion
A robust change detection scheme against illumination changes and noises is proposed. First, illumination changes are modeled in intensity domain as a global mapping between two input images, and an efficient estimation algorithm for the model parameters is developed. By compensating for global illumination changes with the estimated mapping function, we show that local changes due to moving objects can be successfully distinguished from global changes due to time-varying illuminations. Second, an accurate and reliable noise estimation technique based on symmetricity and decrease of noise distributions is proposed. With the proposed noise estimation technique, we show that very accurate and reliable detection results can be achieved regardless of input image types without tuning any parameters. Comparisons with other detectors show that our system outperforms them both in detecting foreground objects and in undetecting background variations under various types of global illumination changes. Even though our detection results are quite satisfactory by themselves, more semantic results would be attainable if we consider some high-level information depending on specific applications.
Although we develop the GIC compensation scheme for gray-level images only, extensions to color images are expected to be straightforward. Furthermore, the idea of GIC estimation/compensation can also be applicable to image sequence coding, since the intensity differences due to global illumination changes can be well predicted by a few mapping parameters. In addition, since the noise estimation scheme is quite general, it can be used in other image processing areas beyond change detection applications.
Appendix
6.1 Imposing the Condition of Equation (2) on the GIC Model of Equation (3) Calculating the first derivative of g(v;a) for each interval V n ͓(nϪ1)␦,n␦) nϭ͕1,2,¯,N͖ yields the following set of first-order polynomials.
‫ץ‬g͑v;a͒/‫ץ‬vϭa 1 ϩ2a 2 v for vV 1 A little side calculation shows that Eq. ͑38͒ can be expressed in a vector-matrix form as T Ϫ1 aу0, where T is defined as in Eq. ͑5͒.
