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Introduction
In this paper we are motivated by two fields of computer science which heavily rely on logic: relational databases and cionstraint programming. We will look at the latter from the perspective of the former.
In classical relational d<atabase theory [l] , a database is modeled as a relational structure. The domain of this structure is some fixed universe U of possible data elements (such as all strings, or all natural numbers), and is typically infinite. The relations of the structure, in contrast, are always finite as they model finite tables holding data. As a consequence, the active domain of the database, consisting of all data elements actually occurring in one or more of the relations, is finite as well.
A (Boolean) query is a mapping from databases (over some fixed relational signature) to true or false. A basic way of expressing a query is by a first-order sentence over the relational signature. For example, on a database containing information on children and hobbies, the query "does each parent have at least all hobbies his children have?" is expressed by the sentence (Vp) (Vc) 
(Vh) (Child(:p, c ) A Hobby(c, h) +
Since the domain of each database is U, the quantifiers in a sentence expressing a query will naturally range over the whole infinite U. It is thus not entirely obvious that under this natural interpretation the query will always be effectively computable. That first-order queries are indeed computable follows immediately from a result by A y l a m a z y a n , Gilula,, Stolboushkin, and Schwartz
[4] (for simplicity hereafter referred to as "the four HObbY(P, n>>.
Russians"). They showed that in order to obtain the result of the query it suffices to let the quantifiers range over the active domain augmented with a finite set of g additional data elements, where g is the number of quantified variables in the formula expressing the query. The intuition behind this result is that all data elements outside the active domain of a given database are alike with respect t o that database.
Alternatively, we can choose to let the quantifiers range over the active domain only, thus obtaining a semantics which is quite different from the natural interpretation. For example, consider databases over the single unary relation symbol P. Then the sentence ( V z ) P ( z ) will always be false under the natural interpretation, while under the active-domain interpretation it will always be true. In fact, it is not obvious that each query expressible under the natural interpretation is also expressible under the active-domain interpretation. Hull and Su [lo] established that the implication indeed holds. (The converse implication holds as well, since the active-domain interpretation can easily be simulated under the natural interpretation using bounded quantification.)
In recent years, much attention has been paid to "constraint programming languages" (e.g., [ 5 ] ) . In particular, in 1990, Kanellakis, Kuper and Revesz demonstrated that the idea of constraint programming also applies to database query languages by introducing the framework of "constraint query languages" [ll] . An important instance of this framework is that of real polynomial constraints. Here, the universe U of data elements is the field R of real numbers. Databases then are relational structures over R, but the database relations need no longer be finite; it suffices that they are definable as finite Boolean combinations of polynomial inequalities. In other words, each k-ary relation of the structure must be a semi-algebraic subset of R' [6] .
A basic way of querying real polynomial constraint databases is again by first-order sentences, which can now contain polynomial inequalities in addition t o the predicate symbols of the relational signature. For example, if the database holds a set S of points in R2, the query "do all points in S lie on a common circle?" is expressed by = r 2 ) . Note that quantifiers are naturally interpreted as ranging over the whole of R. In order to evaluate such a sentence on a database, we replace each predicate symbol in the formula by the polynomial definition of the corresponding database relation, and obtain a sentence in the pure first-order theory of the reals. As is well-known, this theory is decidable [14] ; the truth value of the obtained sentence yields the result of the query. So, real polynomial constraint queries are effectively computable.
Finite relations are semi-algebraic, so that finite relational databases over the reals form an important special case of real polynomial constraint databases. For example, if we want t o model a database holding a finite number of rectangles, we can either choose t o store the full extents of the rectangles, resulting in the infinite set of all points on the rectangles (represented in terms of linear inequalities in the obvious way), or we can choose to store only the corner points of each rectangle, resulting in a finite relation.
In the present paper, we investigate whether the results by the four Russians and by Hull and Su, mentioned in the beginning of this Introduction, carry over from classical first-order queries on relational databases to polynomial constraint queries on finite databases over the reals. Indeed, as in the classical case, one can give an alternative active-domain semantics to constraint sentences and again ask whether this is without loss of expressive power. Note, however, that active-domain quantification defies the very nature of constraint programming as a means to reason about intentionally defined, potentially infinite, ranges of values. Hence, it is not obvious that the results just mentioned might carry over at all.
Nonetheless, we have found a natural analog of the four Russians theorem, and we have been able to establish the verbatim analog of the Hull-Su theorem in the case when only linear polynomials are used. This is often the c a e in practice.
Our result might be paraphrased by saying that on finite structures, first-order linear constraint ( 2 5 The reader familiar with Collins's method for quantifier elimination in real-closed fields through cylindrical algebraic decomposition (cad) [3, 81 will not be surprised by the above observation. Indeed, it follows more or less directly from an obvious adaptation of the cad1 construction. However, we give an alternative self-contained proof from first principles which abistracts away the purely algorithmical aspects of the cad construction and focuses on the logic behind it. Importantly, this proof provides us with a basis to show how in the case of linear polynomials, the construction of the sequence D1 E 2 D, departing from the active domain DO can be simulated using a linear constraint formula. As ,a result, we obtain the analog in the real case of the IJull-Su theorem.
In a final section of this paper, we look at queries that are "generic,'" i.e., that do not distinguish between isomorphic dakabases. Genericity is a natural criterion in the context of classical relational databases [2, 711 . Perhaps this is a little less so for databases over the reals; in other work [13] we have proposed alternative, "spatial" genericity criterions baseld on geometrical intuitions. Nevertheless, it remains interesting to investigate which classically generic queries can be expressed using linear constraiint sentences.
Sentences that do not contain any polynomial inequalities always express generic queries, but from the moment a sentence ewen contains only simple inequalities of the forim 2 < y it can already be non-generic. Furthermore, there is an example due to Gurevich [l, Exercise 17.271, showing a generic query expressible with such simple inequalities but not without. In other words, simple inequalities, though inherently nongeneric when viewed in isolation, help to express more generic queries. The natural question now is to ask whether general linear polynomial inequalities help even more. We will answer this question negatively, thus providing a partial rectification of Kuper's original intuitions [12] (which are incorrect as stated, by the Gurevich example just mentioned).
Let R be the field of real numbers. A real formula is a first-order formda built from atomic formulas of the form p > 0 , with p a multivariate polynomial with real coefficients, using logical connectives and quantifiers in the obvious manner. If be the formula (3x2)xZ = z1 + 1. Let D1 = ( 5 ) .
We have R i = CP [5] , and indeed, for D2 = { 5 , 6 } ,
In the remainder of this section we give a simple proof of Theorem 2.3. We will introduce various auxiliary notions on which we will rely heavily in later sections.
We first define the following natural equivalence relation on Rn: Definition 2. 5 Two points a and b in R" are called equivalent (with respect to a), denoted 6 E 6, if each polynomial occurring in ip has the same sign (positive, zero, or negative) on and 6.
We now extend this equivalence relation inductively to lower dimensions such that the equivalence classes at each dimension are "cylindrical" over the equivalence classes at the next lower dimension: The query "do all points in S lie on a common circle?" can be expressed as (3x0) ( 3~0 )
query "is there a point in S whose coordinates are greater than or equal to l?" can be expressed as (3z)(3y)S(z2 + 1, y2 + 1). Note that the quantifiers in query formulas are naturally interpreted as ranging over the whole of R. Given the preceding discussion, the following theorem follows readily from the material in the previous section: 
The linear case
In this section, we focus on linear queries, expressed by query sentences in which all occurring polynomials are linear. We prove that each linear query is expressible by a linear query sentence of which the quantifiers range over the active domain of the input database only. Thereto, we introduce a particular way to construct domain sequences on the active domain of a database, based on Gaussian elimination. We then show that this construction can be simulated in a uniform (i.e., database-independent) way by a linear query formula.
Before embarking, we point out that the notion of equivalence of points with respect to some given real formula <f, (Definitions 2.5 and 2.6) depends only on the set of polynomials occurring in a. So we can also talk of equivalence with respect to some given set of polynomials. The case i = n is trivial. So assume i < n. According t o Definition 2.6, ii = 5 if for each cy there is a p such that (ii, a ) z (6, p ) (and conversely; for simplicity we will ignore this part in the present sketch). Equivalently, by induction, for each a there is a /3 such that each polynomial in lli+1 has the same sign on (a,a) and ( b , p ) . For consists of the polynomials occurring in a". The elements of II can be classified into two different kinds: those that already occur in a, and those that are of the form p -e , with p a polynomial occurring in @ and e E adom(B). In the latter case, p-e may be assumed to occur for all possible e E adom(L3); we omit the argument that this assumption is without loss of generality. Hence, the lemma holds for i = n. The case i < n now follows easily by induction.
We are now in a position to define a particular domain sequence with respect to a", based on the sequence I11, . . . , TI,, as follows: 
So, let a E (~i -l )~-' and assume a 1. a < min(E;); then put a' := min(Ei) -1;
2. a > max(E;); then put a' := max(E;) + 1;
3. min(E;) < (Y < ma.x(E;); then put a' := (el + e2)/2, where el is thae maximal element in E; such that el < a, and e2 is the minimal element such that a .c e2.
It is obvious that a' E D;; moreover, from the way E; is defined, it is clear thqat all polynomials in TI; have the same sign on (a, a ) and ( 6 ,~' ) . Hence, by Proposition 4.1, the pr'oposition follows.
H
After one final lemma vve will be able to state and prove the main result of this section: . . E adom(a) A P E P'''}, for some PI''. By combining these expressions using a tedious but straightforward substitution process, we obtain the desired form for Di. E { a , a2,. . . , u s } can be viewed as the application of another, univariate polynomial to a. In particular, for a sufficiently large, the sign of the latter application is determined by the sign of the leading coefficient. The difficulty to be overcome is that this univariate polynomial depends on the particular yl,.. . , yn. However, it can be seen that it depends essentially only on the way how the 91,. . . , yn are ordered, We omit the details.
Using the genericity of @, we can now exploit the above lemma to prove the theorem as follows. cause @ is generic, the second equivalence is obvious fiom the lemma and the definition of 9, and the third equivalence holds because p is orderpreserving and Q E L< (query sentences in L< cannot distinguish between databases that are isomorphic via an order-preserving bijection).
We can conclude that all generic queries that are not expressible in L<, like even cardinality of a relation or connectivity of a graph, are not expressible as a linear query either. Nonexpressibility in L< has been addressed at length by Grumbach and Su [9] . Grumbach, Su, and Tollu [lo] have also obtained inexpressibility results for linear queries, using complexity ar@-ments. In particular, they showed that in the context of the rationals Q rather than the reals R, linear queries are the complexity class ACo, while even cardinality and connectivity are not.
