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to provide guaranteed lower bounds for the eigenvalues. The proposed algo-
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1 Introduction
To evaluate lower bounds of the eigenvalues for differential operators is a
fundamental problem in numerical analysis. For the eigenvalue approximation
based on the finite element method (FEM), there are two new approaches for
this aim in the past decade.
(1) The qualitative error estimation, e.g., convergence order, of approximate
eigenvalues has a long history in the research of error estimation theories
of FEM. A new approach in this scope is about the asymptotical lower
eigenvalue bounds from nonconforming finite element methods. That is,
the approximate eigenvalues tend to the exact eigenvalues from below if
the mesh is fine enough; see, e.g., [13,32] and the references therein.
(2) Another new approach, in the scope of quantitative error estimation, is to
provide explicit bounds for the eigenvalues. Early results of [11,12,27,29]
require the a priori information of eigenvalue, for example, rough bound
for certain eigenvalues. A fully computable explicit eigenvalue bound with-
out any additional conditions is proposed by Liu in a sequence of papers
([25,23,24,30,33]), which utilizes the finite element method and the error
estimation for the corresponding projection operators. The idea of Liu’s ap-
proach traces back to the work of Birkhoff [6], Kikuchi [14] and Kobayashi
[15,16].
Our paper considers the explicit eigenvalue bound and can be regarded
as an extension of the work of Liu’s approach. In [25,24], the conforming
FEM approximation to Laplacian eigenvalue problem is considered, where the
projection error for the homogenous boundary value problem is estimated by
the hypercircle method. In [23], this approach is applied to non-conforming
FEMs, which has an advantage that the projection error estimation can be
easily obtained by considering the local interpolation error estimation. Here,
in this paper, we follow the frame of [24] to consider the Steklov eigenvalue
problem with conforming FEM, while the associated boundary condition is
nonhomogenous.
The Steklov eigenvalue problem is one of the important eigenvalue prob-
lems about differential operators; see [3,4,17] for a systematic introduction
of background and applications. Below is a short review of the numerical ap-
proaches to the eigenvalues of Steklov eigenvalue problems. [8,10,18,22] dis-
cuss the qualitative error estimation by conforming FEM for Steklov eigen-
value problems, based on which [5,21,28] study more efficient algorithms such
as two-grid and multilevel methods to solve Steklov eigenvalue problems. [1]
and [26] discuss the a posteriori error estimates with conforming FEM and
nonconforming Crouzeix-Raviart FEM, respectively. Especially, in [19,31], the
asymptotical lower bounds for Steklov eigenvalue problems are discussed along
with nonconforming finite elements such as Crouzeix-Raviart finite element.
Meanwhile, in [33], Liu’s method is utilized to obtain the explicit lower bounds
of eigenvalues for Steklov eigenvalue problems by using the Crouzeix-Raviart
finite element.
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In this paper, we adopt the hypercircle method with conforming finite
element to get guaranteed lower bounds of eigenvalues for Steklov eigenvalue
problems. In Theorem 5, we obtain lower bound for the k-th eigenvalue λk as
follows.
λk ≥ λk,h
1 +M2hλk,h
.
Here, λk,h is the approximate eigenvalue from conforming FEM and Mh is
a computable quantity that tends to zero as mesh is refined. The efficiency
of our proposed method is compared with the one in [33] through numerical
results.
Objective eigenvalue problem Without loss of generality, we are concerned
with the following model problem
−∆u+ u = 0 in Ω ; ∂u
∂n
= λu on Γ = ∂Ω (1.1)
where Ω ⊂ R2 is a bounded polygonal domain, ∂∂n is the outward normal
derivative on boundary ∂Ω.
Throughout this paper, we use the standard notation (see, e.g. [2,7]) for
the Sobolev spaces Hm(Ω) (m > 0). The Sobolev space H0(Ω) coincides with
L2(Ω). Denote by ‖v‖L2 or ‖v‖0 the L2 norm of v ∈ L2(Ω); |v|m,Ω and ‖v‖m,Ω
the seminorm and norm inHm(Ω), respectively. Symbol (·, ·) denotes the inner
product in L2(Ω) or (L2(Ω))2. The space H(div, Ω) is defined by
H(div, Ω) := {q ∈ (L2(Ω))2 | div q ∈ L2(Ω)}.
A weak formulation of the above problem is as follows: Find λ ∈ R and
u ∈ V = H1(Ω) such that ‖u‖b = 1 and
a(u, v) = λb(u, v) ∀v ∈ V , (1.2)
where
a(u, v) =
∫
Ω
(∇u∇v + uv)dx, b(u, v) = ∫
∂Ω
uvds, ‖u‖b =
√
b(u, u) .
Evidently the bilinear form a(·, ·) is symmetric, continuous and coercive over
the product space H1(Ω).
From the argument of compact operators (see, e.g., [8]), we know the eigen-
value problem (1.2) has an eigenvalue sequence {λj} :
0 < λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · , lim
k→∞
λk =∞,
and the associated eigenfunctions u1, u2, · · · , uj , · · · , where b(ui, uj) = δij and
a(ui, uj) = λiδij .
4 Q. Li, M. Yue, X. Liu
Finite element approximation Let Th be a shape regular triangulation of
the domain Ω. For each element K ∈ Th, denote by hK the longest edge length
of K and define the mesh size h by
h := max
K∈Th
hK .
The finite element space V h consists of piecewise linear and continuous
functions:
V h := {vh ∈ V : vh|K ∈ P1(K) ∀K ∈ Th}
where P1(K) is the space of polynomials of degree ≤ 1 on K.
The conforming finite element approximation of (1.2) is defined as follows:
Find λh(> 0) ∈ R and uh ∈ V h such that
a(uh, vh) = λhb(uh, vh) ∀vh ∈ V h. (1.3)
Let n := dim(V h) and n0 := n − dim(V h ∩ H10 (Ω)). The eigenvalue problem
(1.3) has eigenvalues
0 < λ1,h ≤ λ2,h ≤ · · · ≤ λn0,h <∞ (n0 < n)
and the corresponding eigenfunctions u1,h, u2,h, · · · , un0,h, where b(ui,h, uj,h) =
δij , 1 ≤ i, j ≤ n0.
The rest of the paper is organized as follows. In section 2, we discuss the cor-
responding nonhomogeneous Neumann problems for the model problem (1.1)
by the conforming linear finite element and obtain the explicit a priori error
estimates. With the basis of the results in the previous section and maximum-
minimum principle, explicit lower bounds of the eigenvalues for (1.1) are given
in section 3. In section 4, numerical results are shown to verify the theorem
results. We make a conclusion in the last section with an appendix.
2 Finite element approximations of the corresponding
nonhomogeneous Neumann problems
The following boundary value problem and its FEM approach will play an
important role in bounding the eigenvalues of the Steklov operator.{−∆u+ u = 0, in Ω ,
∂u
∂n = f, on Γ = ∂Ω .
(2.1)
A weak formulation of the above problem is as follows: Given f ∈ L2(Γ ),
find u ∈ V = H1(Ω) such that
a(u, v) = b(f, v) ∀v ∈ V. (2.2)
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The conforming finite element approximation of (2.2) is defined as follows:
Find uh ∈ V h such that
a(uh, vh) = b(f, vh) ∀vh ∈ V h. (2.3)
Define the projection Ph : V → V h as follows.
a(u− Phu, vh) = 0 ∀vh ∈ V h.
Thus, uh = Phu.
In this section, the following classical finite element spaces will be used
in constructing the a priori estimate. Define by Eh the set of edges of the
triangulation and Eh,Γ the one on the boundary of the domain. Define T bh the
set of elements of Th having at least one edge on ∂Ω.
(i) Piecewise function spaces Xh and XhΓ :
Xh := {v ∈ L2(Ω) : v|K ∈ P1(K) ∀K ∈ Th}
XhΓ := {v ∈ L2(Γ ) : v|e ∈ P1(e) ∀e ∈ Eh,Γ }
where P1(e) is the space of polynomials of degree ≤ 1 on the edge e.
(ii) Raviart-Thomas FEM space Wh with order one ([9]):
Wh :=
{
ph ∈ H(div, Ω) | ph =
(
aK
bK
)
+ cK
(
x
y
)
,
aK , bK , cK ∈ P1(K) for K ∈ Th
}
.
The space Whfh is a shift of W
h corresponding to fh ∈ XhΓ :
Whfh := {ph ∈Wh | ph · n = fh ∈ XhΓ on Γ}.
Notice that the following relation holds for current space settings.
V h ⊂ div(Wh) = Xh.
2.1 The Hypercircle
In this subsection, we first present the hypercircle which can be used to
facilitate the error estimate. The argument about a priori estimation here can
be regarded as an special case discussed in [20], while the space setting here
will lead to a more concise a priori estimation for the FEM solution.
Theorem 1 Given fh ∈ XhΓ , let u˜ ∈ V and u˜h ∈ V h be solutions to the
following variational problems, respectively,
a(u˜, v) = b(fh, v) ∀v ∈ V (2.4)
a(u˜h, vh) = b(fh, vh) ∀vh ∈ V h. (2.5)
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Then, for ph ∈ Whfh satisfying div ph = u˜h, we have the hypercircle
‖∇u˜h − ph‖2L2 = ‖u˜− u˜h‖2H1(Ω) + ‖∇u˜− ph‖2L2 + ‖u˜− u˜h‖2L2 (2.6)
and thus the following computable error estimate holds:
‖u˜− u˜h‖H1(Ω) ≤ κh‖fh‖b (2.7)
where κh is defined by
κh := max
fh∈XhΓ \{0}
min
ph∈Whfh
, div ph=u˜h
‖∇u˜h − ph‖0
‖fh‖b . (2.8)
Proof Rewriting ∇u˜h − ph by (∇u˜h −∇u˜) + (∇u˜− ph), we have
‖∇u˜h − ph‖2L2 = ‖∇u˜h −∇u˜‖2L2 + ‖∇u˜− ph‖2L2 + 2(∇u˜h −∇u˜,∇u˜− ph).
Furthermore, the Green theorem and the Neumann boundary conditions set-
ting lead to
(∇u˜h −∇u˜,∇u˜− ph) = (u˜h − u˜,−u˜+ div ph)
= (u˜h − u˜,−u˜+ u˜h) = ‖u˜− u˜h‖2L2.
Notice that to make the above equality hold, the H1 regularity of u˜ and u˜h is
enough. Then, we get the desired hypercircle (2.6). Based on the result (2.6),
it is easy to get
‖u˜− u˜h‖H1(Ω) ≤ ‖∇u˜h − ph‖L2. (2.9)
By further varying fh in X
h
Γ , we draw the conclusion about κh.
Remark 1 In Theorem 3.3 of [20], a more general case such that div ph−u˜h 6= 0
is disussed. Since the Raviart-Thomas space Wh in this paper has a higher
order, one can find ph ∈Wh such that div ph = u˜h for u˜h ∈ V h.
2.2 Explicit A Priori Error Estimates
We first quote an explicit bound for the constant in trace theorem.
Lemma 1 ([20]) Let e be an edge of triangle element K. Define function
space
Ve(K) := {v ∈ H1(K) |
∫
e
vds = 0} .
Given u ∈ Ve(K), we have the following inequality related to the trace theorem:
‖u‖L2(e) ≤ C(K)|u|H1(K), C(K) := 0.574
√
|e|
|K|hK ≤ 0.8118
hK√
HK
. (2.10)
Here, HK denotes the height of triangle K respect to edge e.
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Let us introduce a projection operator pih,Γ : L
2(Γ ) 7→ XhΓ : Given f ∈
L2(Γ ), pih,Γ f ∈ XhΓ satisfies
b(f − pih,Γ f, vh) = 0 ∀vh ∈ XhΓ .
Theorem 2 Let u and u˜ be solutions to (2.2) and (2.4), respectively, with fh
taken as fh := pih,Γ f . Then, the following error estimate holds:
‖u− u˜‖H1(Ω) ≤ Ch‖(I − pih,Γ )f‖b,
where I is the identity operator and Ch takes the maximum of C(K) over the
boundary elements:
Ch := max
K∈T b
h
C(K) . (2.11)
Proof Setting v = u− u˜ in (2.2) and (2.4), we have
a(u− u˜, u− u˜) = b(f − fh, u− u˜)
= b((I − pih,Γ )f, (I − pih,Γ )(u − u˜)).
From the Schwartz inequality and Lemma 1, we get
‖u− u˜‖2H1(Ω) ≤ ‖(I − pih,Γ )f‖b‖(I − pih,Γ )(u − u˜)‖b
≤ Ch‖(I − pih,Γ )f‖b|u− u˜|H1(Ω)
which implies the conclusion.
Now, we are ready to formulate and prove the explicit a priori error esti-
mate.
Theorem 3 Let u and uh be solutions to (2.2) and (2.3), respectively. Then,
the following error estimates hold:
‖u− uh‖H1(Ω) ≤Mh‖f‖b (2.12)
‖u− uh‖b ≤Mh‖u− uh‖H1(Ω) ≤M2h‖f‖b (2.13)
with Mh :=
√
C2h + κ
2
h.
Proof The estimation in (2.12) can be obtained by applying (2.7) and Theorem
2,
‖u− uh‖H1(Ω) ≤ ‖u− u˜h‖H1(Ω) ≤ ‖u− u˜‖H1(Ω) + ‖u˜− u˜h‖H1(Ω)
≤ Ch‖(I − pih,Γ )f‖b + κh‖fh‖b
≤
√
C2h + κ
2
h‖f‖b =Mh‖f‖b .
The error estimate (2.13) can be obtained by the classic Aubin-Nitsche
duality technique.
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2.3 Computation of κh
The quantity κh defined in (2.8) is not easily to evaluate directly. In the
practical computation, we turn to give a upper bound for κh. To give an
estimation of the quantity κh, the following two sub-problems for a given
fh ∈ XhΓ will be needed.
(a) Find u˜h ∈ V h such that
a(u˜h, vh) = b(fh, vh) ∀vh ∈ V h.
(b) Let u˜h be the solution of (a). Find ph ∈ Whfh and ρh ∈ Xh, c ∈ R such
that {
(ph, p˜h) + (ρh, div p˜h) + (ρh, d) = 0 ∀p˜h ∈ Wh0 , ∀d ∈ R
(div ph, q˜h) + (c, q˜h) = (u˜h, q˜h) ∀q˜h ∈ Xh
where Wh0 := {p˜h ∈Wh | p˜h · n = 0 ∈ XhΓ on Γ} .
For each given fh, there exist unique solution u˜h and ph to the sub-problems
(a) and (b). By using the mapping from fh to u˜h and ph, let us introduce the
quantity κ¯h, which works as an upper bound of κh:
κ¯h := max
fh∈XhΓ \{0}
‖∇u˜h − ph‖0
‖fh‖b .
According to the definition of κ¯h, it is required to find fh that maximizes
the value of ‖∇u˜h−ph‖0/‖fh‖b, which can be by solving an eigenvalue problem
of matrices. For detailed solution of this eigenvalue problem, we refer to ([24]),
where an analogous problem is described.
Remark 2 The setting of problem (b) implies c = 0. In fact, setting vh = 1 in
the problem (a), we have∫
Ω
u˜hdx =
∫
∂Ω
fhds =
∫
∂Ω
ph · nds =
∫
Ω
div phdx .
By taking q˜h = 1 in the problem (b), we can easily check that c = 0.
3 Lower bounds of eigenvalues
The theorem on lower eigenvlaue bound of Steklov eigenvalue problem has
been discussed in [33]. Here, we deduce the same eigenvalue bounds as in [33]
but with a different proof. The main idea in [33] is to utilize the min-max
principle of eigenvalue problem, while here we turn to the max-min principle.
Morever, the setting of eigenvalue problem in (3.1), rather than (1.2), helps to
make the proof more concise in the sense that complicated space decomposition
in [33] is not needed.
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As a preparation to the proof in Theorem 4, we consider the eigenvalue
problem in a different formulation. Let us consider the operatorD−1 : L2(Γ ) −→
H1(Ω) such that for f ∈ L2(Γ ), D−1f = u satisfies the variational equation
a(D−1f, v) = b(f, v) ∀v ∈ H1(Ω).
Let γ be the trace operator γ : H1(Ω)→ L2(Γ ). From the theory of compact
self-adjoint operators, we know that D−1 · γ : H1(Ω) → H1(Ω) has the zero
eigenvalues along with the associated eigenspace as H10 (Ω), and the positive
eigenvalue sequence {µj} listed in decreasing order
µk > 0, µ1 ≥ µ2 ≥ · · · , lim
k→∞
µk = 0.
The weak formulation of the eigenvalue problem for D−1 · γ is given by: Find
u ∈ H1(Ω) and µ ≥ 0 such that,
b(u, v) = µa(u, v) ∀v ∈ H1(Ω) . (3.1)
The eigenfunctions of D−1 · γ or (3.1) form an orthonormal basis of H1(Ω).
As for the relation between the eigen problem of D−1 ·γ and the one defined
in (1.2), we have that the non-zero eigenvalues µj ’s are given by the reverse of
λj , i.e., µj = 1/λj.
Finite element approximation The approximation of the eigenvalue prob-
lem (3.1) over V h is given by: Find µh(≥ 0) ∈ R and uh ∈ V h such that
b(uh, vh) = µha(uh, vh) ∀vh ∈ V h. (3.2)
Notice that discretized system (3.2) just has n0 non-zero eigenvalues. The
approximate eigenvalues are given by
0 = µn,h = µn−1,h = · · · = µn0+1,h < µn0,h ≤ · · · ≤ µ2,h ≤ µ1,h .
For the non-zero µj,h’s, we have µj,h = 1/λj,h.
Denote the Rayleigh quotient over V by R(·) as follows: for any v ∈
V, ‖v‖b 6= 0,
R(v) :=
b(v, v)
a(v, v)
.
The following maximum-minimum principle will play an important role in the
lower eigenvalue bound estimation.
µk = max
Vk⊂V,dimVk=k
min
u∈Vk
R(u)
µk,h = max
Sh∈V h, dim(Sh)=k
min
u∈Sh
R(u).
Theorem 4 An explicit upper bound for µk is given by
µk ≤ µk,h +M2h , k = 1, 2, 3, · · ·n.
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Proof If µk ≤ M2h , then the conclusion µk ≤ M2h + µk,h holds obviously. In
the rest of the proof, we only consider the case that 0 < M2h < µk.
Let Ek be the space spanned by the eigenfunctions {ui}ki=1. For w ∈ Ek(⊂
V ), w 6= 0, it is easy to see µk ≤ ‖w‖2b/‖w‖21 and hence,
‖w‖b ≥ √µk‖w‖1 > Mh‖w‖1 .
Let wh = Phw. From (2.13), we have
‖w − wh‖b ≤Mh‖w − wh‖1. (3.3)
By applying the triangle inequality and the above two inequalities, we have
‖wh‖b ≥ ‖w‖b − ‖w − wh‖b ≥ ‖w‖b −Mh‖w − wh‖1 ≥ ‖w‖b −Mh‖w‖1 > 0.
(3.4)
The fact that Phw 6= 0 for w 6= 0 implies dim(PhEk) = dim(Ek) = k.
Thus, from the maximum-minimum principle,
µk,h ≥ min
wh∈PhEk
‖wh‖2b
‖wh‖21
= min
w∈Ek
‖Phw‖2b
‖Phw‖21
≥ min
w∈Ek
(‖w‖b −Mh‖w − wh‖1)2
‖w‖2b/µk − ‖w − wh‖21
.
Notice that (3.4) implies ‖w − wh‖1 ≤ 1/Mh for ‖w‖b = 1. Define g(t) by
g(t) := (1−Mht)2/(1/µk − t2), 0 ≤ t ≤ 1/Mh.
Since g(t) has the minimal value at t =Mh/µk(< 1/Mh), we have
µk,h ≥ min
w∈Ek,‖w‖b=1
g(‖w − wh‖1) ≥ min
w∈Ek,‖w‖b=1
g(Mh/µk) = µk −M2h .
which implies the final conclusion.
Notice that for k = 1, 2, 3, · · · , n0, µk ≥ µk,h > 0. Hence, µk = 1/λk and µk,h =
1/λk,h. As a direct result, Theorem 4 leads to the core goal of this paper as
follows.
Theorem 5 From the conforming eigenvalue approximation λk,h, we have the
following lower eigenvalue bounds for the leading eigenvalues of (1.2).
λk ≥ λk,h
1 +M2hλk,h
, k = 1, 2, 3, · · · , n0. (3.5)
4 Numerical Examples
In this section, we apply the proposed eigenvalue estimation (3.5) to the
problem (1.1) on both the unit square domain Ω = (0, 1) × (0, 1) and the
L-shaped domain Ω = (0, 2)× (0, 2) \ [1, 2]× [1, 2]. Also, the existing method
of [33] based on the non-conforming FEM is utilized to compare the efficiency
with each other.
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Fig. 1 The unit square and L-shaped domains
4.1 Preparation
The explicit values of the exact eigenvalues for both domains are not avail-
able. For the unit square domain, the following high-precision estimation with
trustable significant digits are used as a nice approximation to true eigenvalues
([31]).
(unit square) λ1 ≈ 0.240079, λ2 = λ3 ≈ 1.49230 .
In case of the L-shaped domain, the cubic conforming FEM with the mesh
size h =
√
2/256 provides a high-precision approximation to eigenvalues:
(L-shaped domain) λ1 ≈ 0.3414160, λ2 ≈ 0.6168667, λ3 ≈ 0.9842784 .
For both domains, the uniform meshes are adopted. The eigenvalue esti-
mation (3.5) provides a guaranteed lower eigenvalue bound:
λk,h :=
λk,h
1 +M2hλk,h
, Mh =
√
C2h + κ
2
h
where λk,h denotes the k-th conforming finite element solution and the quan-
tity Ch in estimating Mh is given by
Ch := 0.8118 max
K∈T b
h
hK√
HK
≤ C¯h := 0.966
√
hK .
The eigenvalue estimation from Theorem 3.8 of [33] has the formula as follows.
λˆk,h :=
λˆk,h
1 + Cˆ2hλˆk,h
, (4.1)
where λˆk,h denotes the k-th approximate eigenvalue from the Crouzeix-Raviart
FEM. Particularly, for the uniform mesh used here, Cˆh is estimated by
Cˆh := 0.6711 max
K∈T b
h
hK√
HK
+
0.1893√
λˆ1,h
max
K∈Th
hK
≤ ˆ¯Ch := 0.7981
√
hK +
0.1893√
λˆ1,h
hK .
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4.2 Computation results for two domains
Sample uniform triangular meshes for two domains are displayed in Figure
1, where the mesh size for the unit square is h =
√
2/8 and the one for the
L-shaped domain is h =
√
2/4.
For the unit quare domain, the eigenvalue estimations (3.5) for the leading
3 eigenvalues are displayed in Table 1, while the results based on the non-
conforming FEM ([33]) are displayed in Table 2. The results for the L-shaped
domain are displayed in Table 3 and 4. Figure 2 and Figure 3 describe the
relation between the absolute errors and the degrees of freedom (DOF) over
the unit quare and L-shaped domains, respectively. Here, the DOF of (3.5) is
counted as the the dimension of the linear conforming FEM space V h, while
the one for [33] is the dimension of the Crouzeix-Raviart FEM space.
Let us also introduce the total errors by
Error-(3.5) := |λ1 − λ1,h|+ |λ2 − λ2,h|+ |λ3 − λ3,h|
Error-(4.1) := |λ1 − λˆ1,h|+ |λ2 − λˆ2,h|+ |λ3 − λˆ3,h|.
The relation between the total errors and the degrees of freedom (DOF) is
displayed in Figure 4.
From the computational results for two domains and the comparision be-
tween the bound (3.5) and the one from [33], we can draw the conclusion
that
(1) The conforming FEM can lead not only the guaranteed upper bounds
λk,h but also lower bounds λk,h of the eigenvalues λk. However, the non-
conforming FEM in [33] merely provide the guaranteed lower eigenvalue
bounds.
(2) Both the lower eigenvalue bounds proposed in this paper and the one in
[33] have a sub-optimal convergence rate, compared with the theoretical
estimation for the approximate eigenvalues.
(3) With the same degree of freedom (DOF), the lower bound in (3.5) gives
slightly better estimation than the one from the non-conforming FEM.
However, to obain the bound (3.5), one has to pay more efforts to solve
matrix problem of larger scale to obtain κ¯h.
5 Conclusion
In this paper, we propose a method to obtain the guaranteed lower bound
of Steklov eigenvalue based on the technique of the hypercircle method. Also,
the proposed eigenvalue bounds here utilizing the linear conforming FEM is
compared with the one from the non-conforming FEM. In the future research,
we will apply the obtained eigenvalue bounds to give sharp bound for the
constants in numerical analysis of FEM. For example, the constant C(K) in
(2.10) can be solved by solving the corresponding Steklov eigenvalue problem.
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Table 1 Quantities in the eigenvalue estimation (3.5) (unit square domain)
h
√
2/4
√
2/8
√
2/16
√
2/32
κ¯h 0.2891 0.2042 0.1443 0.1021
Ch 0.5740 0.4059 0.2870 0.2029
Mh 0.6427 0.4544 0.3208 0.2272
λ1,h 0.2404841 0.2401798 0.2401042 0.2400854
λ
1,h 0.218753 0.228833 0.2343144 0.2371468
λ2,h 1.527151 1.502305 1.494918 1.492966
λ
2,h 0.936415 1.146662 1.295596 1.386153
(Note: λ2,h = λ3,h, λ2,h = λ3,h)
Table 2 Quantities in the eigenvalue estimation (4.1) (unit square domain)
h
√
2/4
√
2/8
√
2/16
√
2/32
Cˆh 0.6110176 0.4038323 0.2714162 0.1848489
λˆ1,h 0.2404829 0.2401793 0.2401041 0.2400853
λˆ
1,h 0.2206705 0.2311264 0.235931 0.2381318
λˆ2,h 1.460229 1.483297 1.489892 1.491678
λˆ
2,h 0.9450309 1.19438 1.342541 1.419335
(Note: λˆ2,h = λˆ3,h, λˆ2,h = λˆ3,h)
Table 3 Quantities in the eigenvalue estimation (3.5) (L-shaped domain)
h
√
2/2
√
2/4
√
2/8
√
2/16
κ¯h 0.5106 0.3633 0.2591 0.1847
Ch 0.8118 0.5740 0.4059 0.2870
Mh 0.9590 0.6793 0.4815 0.3413
λ1,h 0.3443305 0.3421498 0.3416010 0.3414626
λ
1,h 0.2615119 0.2954914 0.3165279 0.3283997
λ2,h 0.6513041 0.6299816 0.6217140 0.6186763
λ
2,h 0.4073133 0.4880800 0.5433766 0.5770854
λ3,h 1.0278736 0.9968693 0.9876317 0.9851393
λ
3,h 0.5283698 0.6827630 0.8035932 0.8837230
Appendix
This appendix gives the details on the computation of κ¯h in Section 2.3.
Given fh ∈ XhΓ , denote by u˜h ∈ V h and (ph, ρh, c) ∈ Whfh × Xh × R the
solutions of the two sub-problems (a) and (b) in Section 2.3.
By selecting vh = u˜h in (a) and q˜h = u˜h in (b), we have
(∇u˜h,∇u˜h) = b(fh, u˜h)− (u˜h, u˜h), (div ph, u˜h) = (u˜h − c, u˜h) . (5.1)
By applying Green’s formula to (∇u˜h, ph) and the second equality in (5.1), we
have
(∇u˜h, ph) = −(u˜h, div ph) + b(u˜h, fh) = −(u˜h, u˜h − c) + b(u˜h, fh).
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Fig. 2 Absolute errors of eigenvalue bounds for the unit square (Left: |λi − λi,h| ; Right:
|λi − λˆi,h| (i = 1, 2, 3))
Table 4 Quantities in the eigenvalue estimation (4.1) (L-shaped domain)
h
√
2/2
√
2/4
√
2/8
√
2/16
Cˆh 0.8997886 0.5890361 0.3928155 0.2659045
λˆ1,h 0.3425959 0.3416846 0.3414799 0.3414316
λˆ
1,h 0.2682036 0.3054704 0.3243874 0.3333834
λˆ2,h 0.5829704 0.6039094 0.6120116 0.6150436
λˆ
2,h 0.3960439 0.4992908 0.5592028 0.5894119
λˆ3,h 0.9608929 0.9769290 0.9821661 0.9837098
λˆ
3,h 0.5404476 0.7296185 0.8529063 0.9197389
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Fig. 3 Absolute errors of eigenvalue bounds for the L-shaped domain (Left: |λi − λi,h|,
Right: |λi − λˆi,h| (i = 1, 2, 3))
Thus,
‖∇u˜h − ph‖20 = (∇u˜h − ph,∇u˜h − ph) (5.2)
= (∇u˜h,∇u˜h) −2(ph,∇u˜h) + (ph, ph)
= b(fh, u˜h)− (u˜h, u˜h) +2(u˜h, u˜h − c)− 2b(u˜h, fh) + (ph, ph)
= −b(fh, u˜h)− (u˜h, u˜h) + 2(u˜h, u˜h − c) + (ph, ph)
= −b(fh, u˜h) + (u˜h, u˜h)− 2(u˜h, c) + (ph, ph).
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Fig. 4 The total errors for the eigenvalue bounds (Left: the unit square; Right: the L-shaped
domain)
Let the basis functions of the FEM spaces be
V h = span{φi}ni=1, Wh =Wh0 ⊕Whb , Wh0 = span{ψi,(0)}pˆi=1,
Whb = span{ψi,(b)}pi=1, Xh = span{qi}mi=1, XhΓ = span{ϕi}si=1.
Define matrices P
(0)
pˆ×pˆ, P
(b)
p×p, P
(0b)
pˆ×p , Sn×n, Dn×s, Gs×s, Jn×n, Lm×n, N
(0)
m×pˆ, N
(0b)
m×p
with their element as
P
(0)
i,j = (ψi,(0), ψj,(0)), P
(b)
i,j = (ψi,(b), ψj,(b)), P
(0b)
i,j = (ψi,(0), ψj,(b)),
Si,j = (∇φi,∇φj), Di,j = b(φi, ϕj), Gi,j = b(ϕi, ϕj), Ji,j = (φi, φj),
Li,j = (qi, φj), N
(0)
i,j = (qi, divψj,(0)), N
(0b)
i,j = (qi, divψj,(b)).
Let us represent the functions, fh ∈ XhΓ , ph ∈ Whfh , ρh ∈ Xh, u˜h ∈ V h, by the
column vectors, g ∈ Rs, x ∈ Rpˆ+p, z ∈ Rm, y ∈ Rn, respectively, that is,
fh = (ϕ1, · · · , ϕs) · g, ph = (ψ1,(0), · · · , ψpˆ,(0), ψ1,(b), · · · , ψp,(b)) · x,
ρh = (q1, · · · , qm) · z, u˜h = (φ1, · · · , φn) · y.
Problems (a) and (b) become
(a) Sy + Jy = Dg, (b)
{
Px+ (N (0))T z = Opˆ×1
Nx = Ly
,
where Opˆ×p denotes a null matrix with pˆ rows and p columns,
P =
(
P (0) P (0b)
)
and N =
(
N (0) N (0b)
)
.
Then, the solutions of (a) and (b) are as follows:
y = Kg,
{
x = H1LKg
z = H2LKg
where K = (S + J)−1D, A :=
(
P (N (0))T
N Om×m
)
, H1 := A
−1(1 : pˆ, pˆ+ 1 : pˆ+ n)
denotes the first (pˆ+p) rows and lastm columns of A−1, and H2 := A
−1(pˆ+1 :
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pˆ+m, pˆ+1 : pˆ+m) denotes the last m rows and last m columns of A−1. From
(5.2), we have
‖∇u˜h − ph‖20 = −gTDT y + yTJy + xTQx
= −gTDTKg + gTKTJKg + gTKTLTHT1 QH1LKg
= gTBg
where Q :=
(
P (0) P (0b)
(P (0b))T P (b)
)
, B := −DTK +KTJK +KTLTHT1 QH1LK.
Thus, from the definition of κ¯h in Section 2.3, we have
κ¯h = max
g∈Rs
(gTBg
gTGg
)1/2
which means that the quantity κ¯h is the square root of the maximum eigenvalue
of the eigenvalue problem
Bg = λGg.
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