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The differential diffusion Monte Carlo method, involving correlated random walks, is used to calculate the static polarizabili- 
ties of molecular hydrogen and helium by application of a finite electrostatic field. The results are for molecular hydrogen 
(~,=4.60(3) au; (Y, =6.38(S) au; for helium LY= 1.38( 1) au. The results agree, within the statistical errors, with those obtained 
by application of high quality ab initio methods. 
1. Introduction 
Accurate ground-state energies have been calcu- 
lated for a number of small molecules and some 
first row elements employing the diffusion Monte 
Carlo (DMC) method for solving the many-body 
Schriidinger equation. The procedure has been de- 
scribed in detail by several authors: Anderson [ 11, 
Moskowitz et al. [ 21, Reynolds et al. [ 31, and Wells 
[ 4,5 1. A very instructive introduction is also given 
in Koonin’s book [6], which also presents a com- 
plete computer program for molecular hydrogen and 
helium. The development and applications of quan- 
tum Monte Carlo have been given in a recent review 
paper by Lester and Hammond [ 7 1. 
The energy of a molecule; for a fixed position and 
orientation, in a homogeneous electric field can be 
written, as in ref. [ 8 1, 
E=E(“)-/Q)Fa +&Fp+ O(P) , (1) 
where E(O) is the energy of the free molecule, ho) is 
the permanent dipole moment of the molecule in the 
(Y direction, (Y,~ is the polarizability describing the 
distortion of the molecule by the external electric field 
E Repeated subscripts imply a summation over all 
Cartesian components. Adding a potential energy 
term, corresponding with a homogeneous external 
electrostatic field, F, to the Hamiltonian offers the 
possibility to calculate E. For instance the molecular 
dipole moment of LiH has been evaluated by Wells 
[ 5 ] from the difference between the molecular ener- 
gies with and without an external homogeneous elec- 
trostatic field. The method described in the present 
work is an extension of Wells’ method towards the 
calculation of polarizabilities. The DMC method 
gives energies which are subject to statistical uncer- 
tainties associated with the use of random numbers. 
These variances are at the 10m4 hartree level, as are 
the changes in energy, due to molecular polarization 
in the presence of an electrostatic field of magnitude 
of, say, 0.005 au, a value that will be used in this 
work. Therefore these variances hamper the accurate 
evaluation of the relatively small energy differences. 
In the calculation of the permanent dipole moment 
of LiH, Wells introduced two related systems, re- 
ferred to as the “model” and the “differential” sys- 
tem, both simulated using the same set of random 
numbers leading to energy differences being free, at 
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least to first order, from the statistical variance as- 
sociated with the energies of the separate systems. 
Recently a related method, with application to LiH, 
has been described by Vrbik, Legare and Rothstein 
191. 
The goal of the present Letter is to show that the 
so-called differential diffusion Monte Carlo method 
can also be used for the evaluation of static dipole 
polarizabilities of molecular hydrogen and helium. 
Although these two systems have no permanent di- 
pole moments, the configurations, generated during 
the simulation, will generally correspond with charge 
distributions having dipole moments different from 
zero. The energies associated with the presence of 
these instantaneous dipole moments in the external 
electrostatic field will average out to zero for infinite 
simulation times, for finite times variances in these 
energies will surmount the energies associated with 
the molecular polarizability by several orders of 
magnitude. This problem has been solved by con- 
sidering the energy of each configuration in an elec- 
tric field, F and, at the same time, in the opposite 
electric field, -F. By averaging the two correspond- 
ing energies the contributions of the instantaneous 
dipole moments cancel, at least in first order, and 
the weighted energy difference can be attributed fully 
to the polarizability. Mathematically the procedure 
is equivalent with considering the Cartesian yz, zx, 
and ny planes as mirror planes when the field is along 
the X, y, and z direction, respectively, and by eval- 
uating the energy differences of the energies corre- 
sponding to configurations related by a mirror plane. 
As polarization is a phenomenon due to distortion 
of the molecular electron cloud in the presence of a 
field, it is interesting to note that nevertheless the 
polarizability can be calculated from configurations 
undistorted by the electric field; the effect of the field 
enters the calculations through the weight factors used 
in the energy calculations. Details of the method will 
be given in section 2. The dynamic dipole polariz- 
ability of the helium atom has been calculated by 
Caffarel and Hess [ lo] using the quantum Monte 
Carlo technique as described by the same authors in 
ref. [ 111. They express the second-order Rayleigh- 
Schrodinger perturbation contribution to the energy 
of the system in terms of a two time correlation func- 
tion of the perturbing operator. The relation be- 
50 
tween the present approach and that of Caffarel and 
Hess will be pointed out below. 
2. The diffusion Monte Carlo method 
In diffusion Monte Carlo the Schriidinger equa- 
tion for the electronic motion is written in imaginary 
time (atomic units will be used throughout) as 
follows: 
~9(r,I)=tv23(r,~)+[ET-Y(I)lB(r,t), (2) 
where r is a 3n-dimensional vector specifying the co- 
ordinates of the n electrons of the molecule, t is the 
imaginary time, V(r) is the Coulomb potential en- 
ergy of the electrons. The “trial energy”, ET, is con- 
tinuously adjusted, during the calculation, to ap- 
proach the ground-state energy E(O). $(r, t) is the 
unknown time-dependent wavefunction. The nuclei 
are positioned at fixed points in space. Eq. (2) is a 
diffusion equation in a 3n-dimensional space, and as 
such may be simulated by a random-walk process of 
an ensemble of N configurations, each configuration 
being a point in 3n space. Efficient sampling is done 
by means of an importance function v=(r), so that 
the following distribution is generated: 
f(r, t)=9(r, t)v=(r). . (3) 
This is seen as follows. Multiplying eq. (2 ) by wT( r) 
and rewriting it in terms off( r, t) gives an equation 
for.&, 0, 
+ I&-&(r) IAf, 0 , (4) 
where I$( r) is the “local energy”, EL(r) = HtyT( r) / 
tyT( r). The evolution of f( r, t) over a short time T 
from t to t+ r can be calculated by means of the fol- 
lowing approximation for the Green function that 
holds for small values of the time step r: 
Xexp -[r-r'-7VlnI~(rT)l]2 ( 2r > > (5) 
such that fat r’ and at time t+ 7 is obtained from 
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(6) 
Eq. (6) allows, by repeated application, the evolu- 
tion off(r, t) towards its asymptotic form for large 
values of 1, 
f(r, f)=~~o(r)~~(r)exp[-(E(O)-E~)Il, (7) 
where @, is the time-independent ground-state wave- 
function. For ET = J?(O) one obtains the steady-state 
distribution 
L(r) =@Oo(dy/T(r) * (8) 
The ground-state energy of the system is obtained as 
the average of the local energy EL over the distri- 
butionf, (r) , The same distribution is also used when 
the electric field is applied to the system which means 
that the configurations are not distorted by the elec- 
tric field. The trial wavefunction used for hydrogen 
was taken from ref. [ 6 1, 
yT(rl,r2)‘~(rl)4(r2)~(~*Z) , (9) 
where # is a molecular orbital for which a linear 
combination of two atomic Slater orbitals centered 
at the protons was chosen, 
@(r,)=exp( -rJa)+exp(-r,,/a) . (10) 
The parameter a is chosen to avoid the electron-nu- 
cleus singularity. 1 is the Jastrov factor 
(11) 
where (Y = 2 and /3 is a free parameter that can be op- 
timized by requiring that the variational quantum 
Monte Carlo energy is a minimum. For hydrogen 
with an internuclear separation of 1.4 bohr we used 
p~O.65 bohr -‘. For helium the function #(ri) con- 
sists of only one of the two terms of eq. ( 10) as for 
helium r,L equals rjn. For helium the value fi= 0.158 
bohr-’ was adopted. The time step, r, was 0.005 au, 
the field strength 0.005 au. The ensemble size was 
500. 
The presence of a homogeneous electric field, F, 
yields the perturbed Hamiltonian 
Hq zH(~)+I~*~ , (12) 
where H(O) is the Hamiltonian of the free molecule, 
the f sign refers to the two opposite directions of 
the electric field for which the calculations are done. 
The contribution of the ensemble of A’ contigu- 
rations to the energy of polarization, m=E-E(‘), 
after M moves of each configuration, can be written 
as follows: 
+W:kl[EL(rik)-EF(rik)l} 
> 
( 
--I 
x itI w,k(w;kfw:i’) > 
(13) 
where EF( r) is the contribution to the energy of the 
configuration r due to the presence of the field 
(EF(r) 3-r). The weight factors are 
and 
w:,=exp -i EF(rrJ)? _ 
j-l > 
(14a) 
(14b) 
When only few steps are done, i.e. when the value of 
k is small, the weight factors wik and w:k ’ in eq. ( 13 ) 
will both be close to unity leading to a zero value for 
the energy difference AE. Therefore it is necessary to 
do a certain number of thermalization steps before 
starting the calculation of the energy difference AE, 
in eq. (13) this is indicated by MO. 
In the actual calculations the weighting was not 
done as indicated above by using the weight factors 
Wik, but instead a weight factor 
Wk=exP[ -&(rik)tl (15) 
was used in the calculation of the energies and sub- 
sequently an integer multiplicity factor J was used 
for branching 
J=INT {exp[ -&(l;k) +ET)]r+a , (16) 
where < is number taken from a rectangular distri- 
51 
Volume 203, number 1 CHEMICAL PHYSICS LETTERS 12 February 1993 
bution of random numbers between 0 and 1. If J is 
zero, the configuration is deleted from the ensemble, 
in the other cases J- 1 copies of the configuration 
are added to the ensemble. If the number of config- 
urations in the ensemble differs from the initial size 
of the ensemble, configurations are randomly de- 
leted or doubled to keep the average size of the en- 
semble constant. 
Once having established the value of AE, the com- 
ponents of the polarizability tensor follow from 
cy an = -2AEIF;. (17) 
It may be interesting to note that for small values of 
the exponents in eq. ( 14b), eq. ( 13) yields the same 
expression was used by Caffarel and Hess [ lo] for 
the special case of the static dipole polarizability. This 
can be seen as follows. For small values of the ex- 
ponents, the following approximations can be made: 
W;k+w;k-l =2 (lga) 
and 
(18b) 
J=l 
Substitution of eqs. (18a) and (18b) into eq. (13) 
yields 
(19) 
where in the right-hand part of eq. (19), the set of 
N configurations has been replaced by one single 
configuration, and the corresponding index, i, has 
been dropped. The angular brackets denote the av- 
erage over a large set of subsequent trajectories of 
the configuration with T=Ks, KzMtMo- 1, as 
their simulation time and with VT as the guiding 
function for the random walks. The right-hand side 
of eq. ( 19) can be written as the integral 
T 
AE=- 
I 
(EF(r(f))E~(r(T)))Y,dt. (20) 
0 
As the two time correlation function in eq. (20) only 
depends on the difference between the arguments t 
and T, one can write 
T 
ME- I (EddO) )-&(r( T-t) 1 jw df 
0 
T 
I- 
=- (EF(r(O))E~(r(u))),du, J 
0 
(21) 
which leads for large values of T, using eq. ( 17), to 
expression ( 12) for the static (w=O) dipole polar- 
izability in ref. [ lo]. 
Fig. 1 shows the typical behavior of the accumu- 
lative energy difference, eq. ( 13), in a plot against 
the number of moves per configuration in an ensem- 
ble of average size of 500 configurations. The field 
strength was 0.005 au, the time step 0.005 au. From 
fig. 1 it is seen that the accumulative energy differ- 
ence becomes stable after, say, 2000 moves, the value 
thus chosen for MO. The actual calculations were done 
as follows. After doing a number of thermalization 
moves, typically 10000 moves per configuration, a 
loop was started to evaluate the energy differences. 
First 1000 moves per configuration of the ensemble 
were done, without the presence of the electric field 
to avoid serial correlation between the subsequent 
evaluations of the energy difference AE. Then, ac- 
cording to the above discussion, M, moves, in the 
presence of the field, were done to reach the regime 
o’31 
00 
/ 
0 1000 2000 3900 4OclO 5000 
Number of maws per configuration 
Fig. 1. The accumulative energy difference as a function of the 
number of moves per configuration in an ensemble of average 
size 500 configurations. Field strength 0.005 au, time step 0.005 
au for the helium atom. The three curves refer to the three Carte- 
sian directions. 
52 
Volume 203, number 1 CHEMICAL PHYSICS LETTERS 12 February 1993 
where the energy differences are stable. Subse- 
quently 400 moves per configuration of the ensem- 
ble were done to obtain an estimate of the energy dif- 
ference AE. This calculation of the estimate for AE 
is repeated 600 times to reduce and estimate the sta- 
tistical variance of the average, bE. 
3. Results of the calculations 
Fig. 2 shows the value for the quantity - 
-2AE/F’, calculated for helium and plotted as a 
function of M,,. The three curves correspond with the 
electric field, F, directed along the three Cartesian - 
directions. It is seen that the quantity - 2AE/F2 
reaches a stationary value after a suffkient number 
of thermalization moves have been done. This sta- 
tionary value of -2=/p is the polarizability a, eq. 
( 1). Fig. 3 gives similar results for molecular hy- 
drogen. Here the x and y directions are perpendic- 
ular to the molecular axis, the z direction is parallel 
to the molecular axis. The origin is at the molecular 
center. The present calculated polarizabilities have 
been listed in table 1 together with results obtained 
by other authors. It may be seen that the values we 
have obtained fully agree with those obtained by 
other ab initio methods that can be expected to give 
exact results. It is also seen that the statistical error 
1000 1500 2000 2500 
Number of thermalization moves 
Fig. 2. Helium: - 2hE/F2 as a function of the second number of 
thermalization moves. The three curves correspond with an ex- 
ternal electric field directed along the three Cartesian directions, 
(0) x, (0 ) y and (A ) z. The dashed line corresponds with the 
polarizability taken from ref. [ 151 and quoted in table 2. 
J 
4.2L’ ’ ’ j ’ ’ ‘- 
,000 1500 2000 2600 
Number of thermalization moves 
Fig. 3. Hydrogen: - 2z/F2 as a function of the second number 
of thermalization moves. The three curves correspond with an 
external electric field directed along the three Cartesian direc- 
tions. The x ( l ) and y ( 0 ) directions are perpendicular to the 
molecular axis, the z (A ) direction is parallel to the axis. The 
dashed lines correspond to the values of the polarizabilities taken 
from ref. [ 191 and quoted in table 1. 
we found in our calculations is relatively large. Prob- 
ably this error can be reduced by increasing, for in- 
stance, the ensemble size and the number of evalu- 
ations of the energy difference AE. This will require 
more CPU time. For a typical run, about 40 h CPU 
time on the Convex C240 machine of the University 
of Twente computational center, are required. 
The choice of the field strength is not critical. No - 
dependence of the quantity - 2AEf F2, and its var- 
iance, has been detected for a field strength 0.0025 
au. The independence indicates that the energy dif- 
ference is entirely due to the dipole polarizability. 
4. Conclusions 
The results presented here show that the diffusion 
Monte Carlo solution to the many-body Schrlidinger 
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Table 1 
Polariaabilities of helium and molecular hydrogen in au 
12 February 1993 
Helium 
Rayleigh-SchrBdinger perturbation theory 
explicitly correlated result 
time-dependent coupled Hartree-Fock 
full configuration interaction 
single double triple many body perturbation theory 
rigorous upper and lower bounds 
quantum Monte Carlo 
present work 
experiment 
Molecular hydrogen ‘) a, au 
variation perturbation method 4.57769 6.38049 
Rayleigh-Schrijdinger perturbation theory 4.570 6.441 
present work 4.60(3) 6.38(5) 
“‘Ref. [12]. b)Ref. [13]. “Ref. [14]. dRef. [15]. “Ref. [16]. ‘)Ref.[17]. “Ref. [IO]. 
h, Calculated from the value of the Clausius-Mossotti function listed in ref. [ 181 I 
Q Internuclear separation 1.4 bohr. 
1) Z=(2a,t(u,)/3. 
‘) Ref. [19]. 
a 
1.380 a’ 
1.383 b, 
1.322 c’ 
1.385 ‘) 
1.3545’ 
1.38355(76) 0 
1.38(2) I) 
1,38(l) 
1.397(l) s) 
,j) 
5.17862 Ir) 
5.194L’ 
5.19(3) 
equation, using the finite field technique and cor- 
related sampling, can be used to calculate the static 
dipole polarizabilities of helium and molecular hy- 
drogen which agree with the best ab initio results. 
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