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A maximal prime subgraph decomposition junction tree (MPD-JT) is a useful computational
structure that facilitates lazy propagation in Bayesian networks (BNs). A graphical method was pro-
posed to construct an MPD-JT from a BN. In this paper, a new method is presented from a rela-
tional database (RDB) perspective which sheds light on the semantic meaning of the previously
proposed graphical algorithm.
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Bayesian networks have been widely used for reasoning with uncertainty [9]. Normally,
a Bayesian network is transformed into a junction tree on which probabilistic reasoning is
performed [2]. Various attempts have been made to improve the eﬃciency of probabilistic
reasoning, for instance, the lazy propagation method [6].
Recently, transformation of a Bayesian network into a maximal prime subgraph decom-
position junction tree (MPD-JT) rather than a junction tree was proposed [8]. It was shown
that the lazy propagation method for probabilistic reasoning can be greatly facilitated on a0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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Bayesian network [8].
On the other hand, it has long been noted that there exists an intriguing relationship
between BNs and RDBs [11] such that many problems in BNs can be considered as similar
problems in RDBs [15,12]. In this paper, a new algorithm for constructing an MPD-JT is
suggested from a RDB perspective, after carefully examining the graphical algorithm in
[8]. By investigating the conditional independencies (CIs) encoded in an MPD-JT, it is
shown that constructing an MPD-JT from a BN is equivalent to obtaining a conﬂict free
set of CIs encoded in the BN. Under this new perspective, it is possible to apply a well-
developed algorithm for constructing an acyclic database schema in RDBs to constructing
an MPD-JT in BNs. This new method sheds light on the semantic meaning of the graph-
ical method in [8] and further conﬁrms the strong relationship between BNs and RDBs.
The paper is organized as follows. In Section 2, pertinent background is reviewed. In
Section 3, the relationship between BNs and RDBs, which serves as the basis for the
new proposed algorithm, is discussed. In Section 4, the proposed new method is presented
and its complexity is discussed. The conclusion is in Section 5.2. Background
2.1. Bayesian networks
A Bayesian network (BN) deﬁned over a set V = {Aiji = 1, . . . ,n} of ﬁnite discrete vari-
ables is a directed acyclic graph (DAG) denoted D, augmented with a set of conditional
probability distributions (CPDs). Each vertex in D corresponds one-to-one to a variable
in V (the terms vertex, node, and variable are thus interchangeably). The parents of a node
Ai in D is denoted pAi . Each variable Asi 2 V is quantiﬁed with a CPD pðAijpAiÞ such that
the joint probability distribution (JPD) pðV Þ ¼ QAi2V pðAijpAiÞ.
The DAG of a BN encodes CIs satisﬁed by the JPD p(V). The notation Y)) XjZ,
where X,Y, and Z are disjoint subsets of V is used to denote that X and Z are conditionally
independent given Y [9]. A CI is full if XYZ = V (by XYZ, it means X [ Y [ Z), otherwise,
it is embedded.2.2. Junction trees
The DAG of a BN is normally transformed into a junction tree for probabilistic reason-
ing. The transformation consists of two graphical operations, namely, moralization and
triangulation [2]. The moralized graph of a DAG D, denoted MD, is an undirected graph
obtained by connecting every pair of nodes with a common child which are not already
connected in D and then dropping the directionality of all directed edges. MD is then tri-
angulated by adding a chord, called ﬁll-in edge, to every cycle whose length is greater than
three. A triangulation is minimal if removal of any ﬁll-in edge will result in an untriangu-
lated graph. The resulting triangulated graph is denoted TD. A junction tree, written asT,
is constructed by identifying all the cliques (i.e., maximal complete subgraphs) of TD and
arranging them as nodes of a tree to satisfy the running intersection property [2], which
requires that every clique C on the path between two cliques C 0 and C00 in T contains
C 0 \ C00. Note that multiple junction trees may be produced from TD, depending on the
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Fig. 1. (i) The DAG D of the ‘‘Asia’’ BN . (ii) The moralized graph MD of the DAG D. (iii) The triangulated
graph TD of the DAG D. (iv) The junction tree T constructed from TD.
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and C00 are connected by an edge in T, this edge is labelled with C 0 \ C00. The set ST,
deﬁned as ST ¼ fC \ C0 j there is an edge between C and C0g, is called the separator
set of T, each element in S is called a separator of T.
Example 1. Consider the ‘‘Asia’’ BN [2] whose DAG D is in Fig. 1(i). Its moralized graph
MD and triangulated graph TD are shown in Fig. 1(ii) and (iii), respectively. The dotted
edges (T,L)1 and (E,B) inMD in Fig. 1(ii) were added during moralization. The ﬁll-in edge
(L,B), dotted in Fig. 1(iii), was added during triangulation. There are six cliques in the
triangulated graph TD and they have been arranged as a junction treeT in Fig. 1(iv). Note
that in Fig. 1(iv), the ovals represent cliques identiﬁed from TD, the rectangles represent
separators in ST.2.3. MPD junction trees
Recently, transformation of a Bayesian network into a maximal prime subgraph decom-
position junction tree (MPD-JT) rather than a junction tree was proposed to facilitate lazy
propagation [8]. Before introducing the MPD-JT, some necessary terminology is provided.
Let G(V) (or G) denote an undirected graph consisting of a ﬁnite set V of vertices.
Deﬁnition 1. Let the triplet (V1,S,V2) denote a partition of V where V1SV2 = V. If every
path in G(V) between Ai 2 V1 and Aj 2 V2 contains a vertex in S, then S is a separator of
G(V) with respect to (V1,S,V2). Furthermore, if the subgraph induced by the separator S,
i.e., G(S), is complete, then S is a complete separator of G(V) with respect to (V1,S,V2).Deﬁnition 2. A partition (V1,S,V2) is a decomposition of a graph G(V) if S is a complete
separator. The complete separator S is further called a minimal complete separator if for
any S 0  S, the triplet (V1,S 0,V2 [ (S  S 0)) is not a decomposition.
Note that each separator in ST (i.e., the separator set of junction treeT) is a minimal
complete separator of the triangulated graph from which the junction tree T is
constructed.1 The notation (Ai,Aj) is used to denote a undirected edge.
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a subgraph of G and G 0 is also a prime graph, then G 0 is a prime subgraph of G. G(V 0) is a
maximal prime subgraph (mp-subgraph) of G(V) if G(V 0) is a prime subgraph of G(V) and
for any other subgraph G(V00) of G(V), where V 0  V00, G(V00) is not a prime subgraph.Deﬁnition 4 [8]. Let G be an undirected graph, its mp-subgraph decomposition (MPD) is
the set of induced mp-subgraphs of G. A MPD junction tree (MPD-JT) of G is a junction
tree whose nodes are the mp-subgraphs of G.Deﬁnition 5. Consider a BN with its DAG D, its MPD is the set of induced mp-subgraphs
of the moralized graph MD [8]. A MPD-JT of the BN is a junction tree whose nodes are
the mp-subgraphs of MD.Example 2. Consider the moralized graph MD of the ‘‘Asia’’ BN in Fig. 2(i). MD induces 5
mp-subgraphs as shown in Fig. 2(ii). An MPD-JT of the ‘‘Asia’’ BN can be constructed by
arranging these 5 mp-subgraphs to satisfy the running intersection property as shown in
Fig. 2(iii).2.4. Junction trees and hypertrees
The notion of junction tree is closely related with the notion of hypertree which is
widely used in RDBs [7].
Deﬁnition 6. A hypergraph is a pair ðN;HÞ, whereN is a ﬁnite set of vertices andH is a
set of hyperedges which are arbitrary subsets ofN [10], that is,H ¼ fh1; . . . ; hn j hi Ng.
H is usually used to denote the hypergraph ðN;HÞ.Deﬁnition 7. A hyperedge hi in a hypergraphH is a twig if there exists another hyperedge
hj in H, distinct from hi, such that ð
S
h2HfhighÞ \ hi ¼ hi \ hj. Any such hj is called a
branch for the twig hi.T
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Fig. 2. (i) The moralized graph MD of the ‘‘Asia’’ BN in Fig. 1. (ii) The induced mp-subgraphs of MD. (iii) The
MPD-JT of the ‘‘Asia’’ BN.
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edge, namely, the twig, with the rest of the hypergraph is contained by a single hyperedge,
namely, a branch.
Deﬁnition 8. A hypergraph H is a hypertree [10] or acyclic if its hyperedges can be
ordered, say h1,h2, . . . ,hn, such that hi is a twig in {h1,h2, . . . ,hi}, for i = 2, . . . ,n. Any such
ordering is called a tree (hypertree) construction ordering for H.Deﬁnition 9. Given a tree construction ordering h1,h2, . . . ,hn, one can choose, for i from 2
to n, an integer j(i) such that 1 6 j(i) 6 i  1 and hj(i) is a branch for hi in {h1,h2, . . . ,hi}. A
function j(i) that satisﬁes this condition is called a branching function for H and the tree
construction ordering h1,h2, . . . ,hn.
Note that for a given hypertree, there may exist multiple tree construction orderings; for
a given tree construction ordering, there might exist multiple choices of branching func-
tions [10].
Given a tree construction ordering h1,h2, . . . ,hn for a hypertree H and a branching
function j(i) for this ordering, one can construct a set denoted SH whose elements are
the intersections of the twigs and their respective branches, i.e., SH ¼ fhjð2Þ \ h2; hjð3Þ\
h3; . . . ; hjðnÞ \ hng. Note that SH is the same for any tree construction ordering of a given
hypertree [10] and SH is called the separator set of H. Note also that for any hypertree
H, there is a unique corresponding triangulated undirected graph denoted GH. The graph
GH has the same nodes asH and its edges are constructed by connecting every two nodes
that belongs to the same hyperedge ofH. On the other hand, for any triangulated graph
G, its cliques, being considered as hyperedges, constitute a unique hypertree denotedHG
[7]. In other words, there is a one-to-one correspondence between triangulated undirected
graphs and hypertrees.
Since a hypertree corresponds to a triangulated undirected graph and a triangulated
undirected graph may produce multiple junction trees, it is not surprising that given a
hypertree, there exists a set of junction trees, each of which corresponds to a particular tree
construction ordering and a branching function [10]. This property implies that hypertrees
are more versatile than junction trees. It is also trivial to see that given a junction treeT,
there always exists a unique corresponding hypertree representation denoted HT whose
hyperedges are the cliques in the junction tree. Therefore, a junction treeT can be treated
as if it is a hypertreeHT whenever appropriate. Furthermore, the separator setS
H of the
hypertreeHT is exactly the same as the separator setS
T of the junction treeT, and both
separator sets correspond exactly to the minimal complete separators of the triangulated
graph GHT . Therefore, a junction tree in essence is a hypertree (with a particular tree con-
structing ordering and branching function). The problem of constructing junction trees
can be reformulated as the more general problem of constructing hypertrees.
Example 3. Consider the hypertree H in Fig. 3(i). It can be easily veriﬁed that the tree
construction ordering, h1 = AC, h2 = CDF, h3 = DEF, h4 = FH, h5 = BDE, h6 = EFG,
together with the branching function j(2) = 1, j(3) = 2, j(4) = 2, j(5) = 3, j(6) = 3, deﬁnes
the junction tree in Fig. 3(ii). The same ordering with a different branching function,
namely, j(2) = 1, j(3) = 2, j(4) = 3, j(5) = 3, j(6) = 3, deﬁnes a different junction tree in
Fig. 3(iii). Consider a different tree construction ordering, e.g., h1 = AC, h2 = CDF,
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Fig. 3. (i) The hypertreeH. (ii), (iii), (iv). Three possible junction tree representations ofH in (i), respectively.
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j(3) = 2, j(4) = 3, j(5) = 3, j(6) = 5, this deﬁnes the junction tree in Fig. 3(iv). It can also be
easily veriﬁed that the separator sets of those junction trees in Fig. 3(ii), (iii), and (iv) are
identical to the separator set of the hypertree H in Fig. 3(i).3. BNs and RDBs
It is noticed that there exists a strong relationship between BNs and RDBs. There are
two previously obtained results that contribute to the new proposed algorithm. (1) The
relationship between full CIs and Multivalued Dependence [13]. (2) Constructing an acy-
clic database schema [4].
Let R be a ﬁnite set of symbols, called attributes. A database schema
R = {R1,R2, . . . ,Rn} is deﬁned to be a set of subsets of R, where R = R1 [ . . . [ Rn. Each
Ri in R is a relation schema. A relation deﬁned over a schema Ri is denoted r[Ri]. A data-
base schema R can be treated as a hypergraph each of whose hyperedges is one of the rela-
tion schemas in R. Conversely, each hyperedge in a hypergraph can be seen as a relation
schema, and the set of all hyperedges constitutes a database schema. A database schema R
is acyclic if its corresponding hypergraph is acyclic [7].
Multivalued Dependence (MVD) is an important class of data dependence that has been
intensively studied in RDBs [1].
Deﬁnition 10. A relation r[R] is said to satisfy the (full) multivalued dependency (MVD) [7],
denoted, Y!! X jZ, if r[R] = r[XY]ﬄ r[YZ],2 where R = XYZ, r[XY] and r[YZ] are
projections [7] of r[R] onto schemas XY and YZ, respectively, and Y is called the key of
this MVD.Deﬁnition 11. Given a setM of MVDs, the left hand sides of the MVDs inM are the keys
of M.
A MVD Y!! XjZ is said to split a set W of attributes if W \ X5 = ; and
W \ Z5 ;.2 The symbol ﬄ represents the natural join operator in relational algebra [7].
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(i) the keys of M are not split by any MVD in M, and
(ii) M satisﬁes the intersection property [7], that is, if ZY!! XjW and ZW! ! XjY
are in M, then Z!! XjYW 2M, where XYZW = R.
Recently, a thorough study [13] revealed that MVDs and full CIs, even though in dif-
ferent domains, correspond exactly to each other such that their implication problems
coincide. This coincidence implies that the notions of keys and split can be carried over
to full CIs so that one can deﬁne conﬂict free for full CIs in the exact same fashion as
was done for MVDs.
Deﬁnition 13 [13]. A set C of full CIs deﬁned over a set V of variables is conflict free if
(i) the keys of C are not split by any CI in C, and
(ii) C satisﬁes the intersection property, that is, if ZY)) XjW and ZW )) XjY are
in C, then Z)) XjYW 2 C, where XYZW = V.
The signiﬁcance of conﬂict free MVDs is that they can be used to construct an acyclic
database schema (a hypertree) [7]. An eﬃcient algorithm [5], referred to as Lien-Algorithm-
MVDs in this paper, has been developed to construct a unique hypertreeH from a set of
conﬂict free MVDs.
4. The new relational database method for constructing MPD-JT
In this section, a new method for constructing the MPD-JT of a BN motivated by the
CI information encoded in the MPD-JT will be presented. The existing graphical algo-
rithm in [8], referred to as Olesen-Madsen-MPD-JT, is ﬁrst brieﬂy reviewed using an exam-
ple. The observations revealed by the examination motivate the development of the new
method.
The Olesen-Madsen-MPD-JT algorithm takes a DAG as input, moralizes and triangu-
lates it. The algorithm then removes any redundant ﬁll-in edges so that a minimal trian-
gulation is obtained and a normal junction tree is constructed. After that, the algorithm
checks each separator of the resulting junction tree to decide whether it needs to aggregate
the incidental cliques connected by the separator.
Consider the ‘‘Asia’’ BN in Example 1. After constructing the junction treeT, the algo-
rithm picks a junction tree separator S 2ST and tests whether S induces a complete sub-
graph of MD (i.e., test whether MDðSÞ is a complete subgraph of MD). If MDðSÞ is not a
complete subgraph, then the incidental cliques of S, say, C and C 0 in the junction tree
T, will be aggregated to obtain a bigger node which is the union of C and C 0. For
instance, when testing the separator BL 2ST in Fig. 1(iv), it can be veriﬁed that the sub-
graph induced by nodes B and L is not a complete subgraph of MD because B and L are
not connected in the moralized graph MD as shown in Fig. 1(ii). Since BL is connecting
cliques BLS and BEL, they have to be aggregated to obtain a bigger node, i.e., BELS,
to replace the cliques BLS, BEL and the separator BL, which results in Fig. 2(iii). The
new structure in Fig. 2(iii) is still a junction tree. It is important to note that after the
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process repeats until all the separators inST have been examined. It can be easily veriﬁed
that all the other separators in the separator set ST induce complete subgraphs so that
there are no more aggregations. Therefore, the ﬁnal resulting MPD-JT after all necessary
aggregations, shown in Fig. 2(iii), keeps only those separators originally in ST which
induce complete subgraphs of MD.
It is well known that for any junction tree, each of its separators induces a full CI sat-
isﬁed by the JPD deﬁned by the BN [9]. More speciﬁcally, consider a junction treeT con-
sisting of cliques Ci, i = 1, . . . ,k, with its separator set S
T. If one deletes a separator
S 2ST and its incidental edges fromT,T will be separated into two disconnected parts.
Without loss of generality, assuming one part contains C1, . . . ,Cm, the other part contains
the rest, the CI induced by S is
S ))
[m
i¼1
Ci  Sj
[k
j¼mþ1
Cj  S:
Also note that each induced CI corresponds to a decomposition
[m
i¼1
Ci  S; S;
[k
j¼mþ1
Cj  S
 !
of the triangulated graph from which the junction tree T is constructed, with S being a
minimal complete separator.
Example 4. Consider the MPD-JT T shown in Fig. 2(iii) consisting of cliques
C1 = BELS, C2 = ELT, C3 = BDE, C4 = AT, and C5 = EX, with its separator set
ST ¼ fEL;BE; T ;Eg. The CI induced by the separator EL is
EL)) C1 [ C3 [ C5  ELjC2 [ C4  EL; or
EL)) AT jBDSX :
Similarly, the CIs induced by the separators BE, T and, E are
BE )) D jALSTX ;
T )) A jBDELSX ;
E)) X jABDLST ;
respectively.
Recall that the Lien-Algorithm-MVDs algorithm constructs an acyclic database schema
from a conﬂict free set of MVDs. Because of the correspondence between full CIs and
MVDs, this algorithm has been carried over to the domain of BNs. In [12], an algorithm
referred to as Lien-Algorithm-CIs in this paper, was designed to construct a unique hyper-
treeH from a set C of conﬂict free full CIs.3 Recalling the fact that a junction tree has a
corresponding hypertree and a junction tree can be derived from a hypertree, this turns the
problem of constructing an MPD-JT into the problem of constructing a hypertree from3 See reference [12] for detailed discussions on how the Lien-Algorithm-MVDs and Lien-Algorithm-CIs work,
and examples.
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according to the algorithm Lien-Algorithm-CIs, can be turned into the problem of obtain-
ing a conﬂict free set of full CIs. Following this line of reasoning, alternative algorithm for
constructing MPD-JT is thus proposed.
Let us see how to obtain a set of conﬂict free full CIs that can be used to construct the
hypertree that corresponds to an MPD-JT. In Example 4, it was demonstrated how to
obtain a set of full CIs from a junction tree. It was shown [7,13] that the full CIs identiﬁed
as in Example 4 are conﬂict free and they are responsible for constructing the hypertree
that corresponds to the junction tree from which this set of full CIs is identiﬁed. In the
context of MPD-JTs, if one can obtain a set of conﬂict free full CIs from an MPD-JT with-
out actually constructing it in the ﬁrst place, then one can use this set as input to the algo-
rithm Lien-Algorithm-CIs to construct a hypertree that corresponds to the MPD-JT
desired. The following theorem guarantees that such a conﬂict free set of CIs can always
be obtained.
Consider a DAG D and its MPD-JT T, let C denote the set of conﬂict free full CIs
induced by separators in ST.
Theorem 1. Y)) XjZ 2 C if and only if (X,Y,Z) is a decomposition of MD with Y a
minimal complete separator.Proof 1. ()) If Y)) XjZ 2 C, then Y 2ST is a minimal complete separator of the tri-
angulated graph GT (from which T is constructed) and (X,Y,Z) is a decomposition of
GT. If (X,Y,Z) is a decomposition of GT, then it implies that for every path in GT from
Ai 2 X to Aj 2 Z, this path must pass through at least one vertex in Y. However, since
every path from Ai to Aj in the moralized graph M
D is also a path in GT, hence every path
in MD from X to Z passes through Y, therefore (X,Y,Z) is a decomposition of MD with Y
being the minimal complete separator.
(() In [15], it was proved that the decomposition (X,Y,Z) of MD with Y being a
minimal complete separator is also a decomposition in every triangulated graph of MD.
Therefore, Y is a junction tree separator in any junction tree that may be produced from
MD, including the MPD-JT T. Since the algorithm Olesen-Madsen-MPD-JT only
eliminates junction tree separators which do not induce complete subgraphs in MD, the
decomposition (X,Y,Z) will be kept in the ﬁnal resulting MPD-JT. Therefore,
Y)) XjZ 2 C. h
Theorem 1 implies that the set C of conﬂict free full CIs encoded in an MPD-JT can be
obtained from the moralized graph of the original given DAG without constructing the
MPD-JT. More precisely, the set C can be obtained by examining every decomposition
(X,Y,Z) of the moralized graph such that Y is a minimal complete separator. After the
set C is obtained, one can then use it as input to the algorithm Lien-Algorithm-CIs to con-
struct a hypertree and afterwards the MPD-JT. This analysis naturally results in the fol-
lowing algorithm for constructing an MPD-JT.
Algorithm. New-MPD-JT
Input: a Bayesian network with its DAG D;
Output: an MPD-JT of D.
D. Wu / Internat. J. Approx. Reason. 46 (2007) 334–345 343Step 1. Moralize the DAG D to obtain MD.
Step 2. Identify each decomposition (X,Y,Z) of
MD where Y is a minimal complete
separator of MD, and put the
CI Y)) XjZ in a set C.
Step 3. Invoke the Lien-Algorithm-CIs with C as
input to obtain a hypertree H.
Step 4. Return a junction tree T constructed
from GH.
Chronologically, prior to the algorithm Olesen-Madsen-MPD-JT, there existed another
graphical algorithm [3], referred to as Graphical-MPD, which can ﬁnd all the mp-sub-
graphs of an arbitrary undirected graph (without going through the auxiliary junction tree
as Olesen-Madsen-MPD-JT did). The Graphical-MPD algorithm was designed as a pure
graphical procedure which has applications in some graph problems and has the time com-
plexity of O(ne), where n is the number of vertices and e is the number of edges in the undi-
rected graph.
The Olesen-Madsen-MPD-JT algorithm constructs the MPD-JT in the context of BNs
via a junction tree obtained by minimal triangulation. This algorithm is also a graphical
algorithm and speciﬁcally designed for BNs. The worst case complexity of this algorithm
is dominated by triangulating the moralized graph which has the time complexity O(ne)
while the time complexity of all other steps are no worse than this [8]. In other words,
the algorithm Olesen-Madsen-MPD-JT does not exhibit any signiﬁcant improvement over
the algorithm Graphical-MPD, as far as the complexity is concerned. Nevertheless, it pro-
vides a diﬀerent graphical perspective for constructing an MPD-JT in the domain of BNs,
namely, making full use of the intermediate junction tree obtained instead of directly
working on the underlying moralized graph.
In the New-MPD-JT algorithm, the complexity of moralizing the input DAG to obtain
MD in step 1 is O(n2) [8]. The complexity of identifying minimal complete separator
decompositions in MD to form C in step 2 is O(ne) [3]. Constructing the hypertreeH from
C in step 3 takes O(jCj    n). Finally, constructing the MPD-JTT fromH in step 4 takes
O(n2) to ﬁnish [8]. Again, the time complexity of the whole algorithm is dominated by step
2, i.e., O(ne). In other words, it has the same worst case time complexity with the Graph-
ical-MPD and Olesen-Madsen-MPD-JT algorithms. However, it is emphasized that the
new proposed algorithm makes the following two contributions: (1) It provides a semantic
explanation for the graphical construction of the MPD-JT in [3,8] based on the informa-
tion encoded in an MPD-JT. That is, constructing an MPD-JT is equivalent to obtaining a
set of conﬂict free full CIs from the moralized graph of a given DAG. This equivalence
makes it possible to approach the problem of constructing an MPD-JT from the perspec-
tive of how to obtain a set of conﬂict free full CIs. (2) Since the notion of conﬂict free CIs is
inherited and adapted from the notion of conﬂict free MVDs in RDBs, the new proposed
algorithm makes full use of the existing algorithm Lien-Algorithm-MVDs (and Lien-Algo-
rithm-CIs) from database theory to construct an MPD-JT. In other words, an algorithm
originally developed in database theory can be successfully applied or adopted in the BN
domain for solving similar problems. This revelation further conﬁrms the intriguing rela-
tionship between BNs and RDBs and provides another example of how there two appar-
ently diﬀerent domains (RDB and BN) cross-fertilize each other.
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The bottleneck of the algorithm Olesen-Madsen-MPD-JT lies in the triangulation step
whose complexity dominates the whole algorithm. Even though the new proposed algo-
rithm does not need triangulation step, it needs to identify all the decompositions with
minimal complete separators. It is perhaps worth pursuing how to shift the bottleneck
of triangulation to decomposition identiﬁcation which may result in a more eﬃcient (per-
haps approximate) algorithm.
Although the new proposed algorithm is within the context of BNs, the idea of identi-
fying and obtaining a conﬂict free set of full CIs from the moralized graph of a DAG can
also be applied to an arbitrary undirected graph, not necessarily a moralized graph of a
DAG. Therefore, the proposed method for constructing an MPD-JT is not conﬁned to
the domain of BNs.
The relationship between conﬂict free MVDs (CIs) and hypertrees suggests that any
graphical problem of constructing a hypertree can be equivalently considered as the prob-
lem of how to obtain a set of conﬂict free set of MVDs (CIs). This provides a new (alge-
braic) perspective for solving the graphical problem of constructing hypertrees (junction
trees) in future research. For instance, the proposed algorithm may be possibly applied
to obtain a hierarchical Markov network representation of a BN [14].
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