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Abstract
We propose a robust method for constructing conditionally valid prediction intervals
based on regression models for conditional distributions such as quantile and distribu-
tion regression. Our approach exploits the probability integral transform and relies
on permuting estimated “ranks” instead of regression residuals. Unlike residuals, these
ranks are independent of the covariates, which allows us to establish the conditional va-
lidity of the resulting prediction intervals under consistent estimation of the conditional
distributions. We also establish theoretical performance guarantees under arbitrary
model misspecification. The usefulness of the proposed method is illustrated based on
two applications. First, we study the problem of predicting daily returns using realized
volatility. Second, we consider a synthetic control setting where the goal is to predict a
country’s counterfactual GDP growth rate based on the contemporaneous GDP growth
rates of other countries.
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1 Introduction
In this paper, we develop an approach for constructing prediction intervals based on learning
conditional distributions. The proposed framework is generic and can be implemented using
a great variety of flexible and powerful methods, including quantile regression (QR) (e.g.,
Koenker and Bassett, 1978), distribution regression (DR) (e.g., Foresi and Peracchi, 1995;
Chernozhukov et al., 2013), as well as high-dimensional methods such as quantile neural
networks (e.g., Taylor, 2000) and quantile trees and random forests (e.g., Chaudhuri and
Loh, 2002; Meinshausen, 2006).
We observe data {(Yt, Xt)}Tt=1, where Yt is the continuous outcome of interest and Xt
is a p × 1 vector of predictors. This paper proposes a method for constructing prediction
intervals for YT+1 given knowledge of XT+1. Our setting is very general and encompasses
many different prediction problems, including cross-sectional prediction (where Xt is a vector
of covariates), k-step-ahead forecasts (where Xt contains lagged predictors), autoregressions
(where Xt contains lags of Yt), and synthetic control and counterfactual prediction problems
(where Xt contains control outcomes).
For a given miscoverage level α ∈ (0, 1), our goal is to construct a prediction interval for
YT+1 given XT+1, with the property that
P
(
YT+1 ∈ C(1−α) (XT+1) | XT+1
) ≥ 1− α. (1)
We refer to a prediction set satisfying property (1) as conditionally valid. Conditional validity
is stronger than unconditional validity :
P
(
YT+1 ∈ C(1−α) (XT+1)
) ≥ 1− α. (2)
Unconditional validity only requires the prediction set to exhibit correct coverage on average
as opposed to requiring accurate coverage for every value of XT+1 = x. In fact, uncondi-
tional validity is a weak requirement and can be achieved by only using {Yt}Tt=1 without any
covariates.
Since XT+1 is known, the more relevant requirement is to have validity for this given value
of XT+1, rather than for other (perhaps average) values of XT+1. For example, consider the
problem of predicting stock returns given the realized volatility. Since the distribution is
more dispersed when the variance is higher, a natural prediction algorithm should give a
wider prediction interval for higher values of volatility. Many of the existing conformal
prediction methods and prediction methods more generally are based on a model for the
conditional mean and thus fail to have this basic property, despite being unconditionally
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valid. In this paper, we therefore propose a prediction method that is based on modeling
the entire conditional distribution (rather than the conditional mean) and thereby generates
conditionally valid prediction sets that fully utilize the information in the covariates.
As we shall see in our empirical application on predicting daily stock returns, the usual
90%-prediction set based on modeling the mean has unconditional coverage of 90%, but the
coverage probability can drop to 50% when the volatility is high. In contrast, the proposed
method provides a coverage probability close to 90% for all values of volatility. This finding
has important practical implications since the volatility tends to be high during periods of
crisis, which is precisely when accurate risk assessments are most needed.
To motivate the our approach, suppose that we have a model q(τ, x) for the conditional τ -
quantile of Yt given Xt = x, QYt|Xt(τ | x). Under correct specification, q(τ, x) = QYt|Xt(τ | x)
for all (τ, x) and a conditionally valid prediction interval is given by[
q
(α
2
, x
)
, q
(
1− α
2
, x
)]
. (3)
To implement the prediction interval (3), a plug-in approach would replace q(τ, x) with a
consistent estimator qˆ(τ, x) [
qˆ
(α
2
, x
)
, qˆ
(
1− α
2
, x
)]
. (4)
An important drawback of this plug-in approach is the lack of validity under misspecification
of q(τ, x). Misspecification means that q(τ, x) 6= QYt|Xt(τ | x) for at least some (τ, x) such
that the prediction interval (3) will no longer be valid, neither conditionally nor uncondi-
tionally.
In this paper, we build upon the idea of conformal prediction and introduce the condi-
tional ranking as a natural choice of conformity score. The proposal is conditionally valid
under correct specification, while the construction of the procedure as a permutation test
guarantees unconditional validity under misspecification.1 Let FYt|Xt(y | x) denote the con-
ditional cumulative distribution function (CDF) of Yt given Xt = x. Our method is based
on the probability integral transform, which states that the conditional “rank”
Ut := FYt|Xt (Yt | Xt) has the uniform distribution on (0, 1) and is independent of Xt.
We construct prediction intervals via test inversion. To decide whether a YT+1 = y should
be included in C(1−α)(XT+1), we test the null hypothesis that YT+1 = y. Let f(y, x) denote
1Conformal prediction was invented by Vovk et al. (2005). More recent work includes: Vovk et al. (2009),
Lei et al. (2013), Lei and Wasserman (2014) Lei et al. (2018), Chernozhukov et al. (2018b), and Romano
et al. (2019). On a broader level, conformal inference is related to the literature on permutation tests (e.g.,
Romano, 1990; Lehmann and Romano, 2005).
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a model for FYt|Xt(y | x). If the model is correctly specified (i.e., if f(y, x) = FYt|Xt(y | x)
for all (y, x)), the probability integral transform implies that Ut := f (Yt, Xt) is uniformly
distributed and is independent of Xt. Therefore, f(YT+1, XT+1) belongs to [α/2, 1 − α/2]
with probability 1−α, conditional on XT+1. As a result, collecting y satisfying f(y,XT+1) ∈
[α/2, 1 − α/2] yields a conditionally valid prediction interval in the sense of (1). We op-
erationalize this idea by proposing a conformal inference procedure which is based on the
estimated ranks, Uˆt := fˆ(Yt, Xt), where fˆ(y, x) is a suitable estimator of f(y, x). We follow
the practice in conformal prediction and use the entire sample {(Yt, Xt)}T+1t=1 with YT+1 = y
to compute the estimate fˆ(·, ·). Doing so allows us to obtain a baseline unconditional validity
and thus guards against potential model misspecification. If one does not impose the null
hypothesis that YT+1 = y for estimation, the resulting procedures might not be valid even
in the ideal case of i.i.d. data.
We establish two different theoretical performance guarantees for our procedure.
(i) Conditional asymptotic validity under consistent estimation of conditional distribution2
(ii) Unconditional validity under arbitrary model misspecification: Finite-sample validity
under i.i.d. (or exchangeable) data as well as asymptotic validity under dependent data
We illustrate the usefulness of our method with two applications. First, we study the
problem of predicting daily returns using realized volatility. Second, we consider a synthetic
control setting where the goal is to predict a country’s counterfactual GDP growth rate
based on the contemporaneous GDP growth rates of other countries. In both applications,
the proposed distributional conformal inference approach exhibits better conditional coverage
properties than regression-based conformal inference approaches.
1.1 Motivating example
We now illustrate the nature of conditional and unconditional validity based on a simple
example:
Yt = Xt +Xtεt, Xt
iid∼ Unif(0, 1), εt iid∼ N(0, 1). (5)
For simplicity, we focus on the population conformal prediction problem under correct speci-
fication and abstract from finite sample issues. Classical conformal prediction methods (e.g.,
Lei et al., 2018) are based on
U˜t = Yt −m(Xt),
2It is theoretically impossible to obtain meaningful distribution-free prediction intervals with conditional
validity (e.g., Lei and Wasserman, 2014); see also Foygel Barber et al. (2019) for further discussions.
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where m(x) is a model for the conditional expectation of Yt given Xt = x, E(Yt | x). Under
correct specification (if m(x) = E(Yt | x) = x), U˜t = Xtεt. Then, the null hypothesis
YT+1 = y is rejected if |U˜T+1| is larger than the 1− α quantile of the distribution of |U˜T+1|,
Q|U˜ |(1− α). The resulting prediction interval is
Creg(1−α)(x) =
[
x−Q|U˜ |(1− α), x+Q|U˜ |(1− α)
]
(6)
The key property of the prediction interval Creg(1−α) is that its length, 2 ·Q|U˜ |(1− α), is fixed
and does not depend on the value of the predictor XT+1 = x. This feature implies that the
band is not adaptive to the heteroscedasticity present in the location-scale model (5) and
thus is not conditionally valid.
By contrast, under correct specification, our approach is based on the ranks Ut = Φ (εt).
The null that YT+1 = y is rejected if |UT+1−0.5| is larger than the (1−α) quantile of |Ut−0.5|,
which is equivalent to |εT+1| being larger than the (1− α) quantile of |εt|, Q|ε|(1− α). The
resulting prediction interval is
C(1−α)(x) =
[
QYt|Xt
(α
2
| x
)
, QYt|Xt
(
1− α
2
| x
)]
=
[
x− x ·Q|ε|(1− α), x+ x ·Q|ε|(1− α)
]
(7)
Unlike Creg(1−α), the length of the prediction interval C(1−α) is 2x ·Q|ε|(1− α) and depends on
XT+1 = x. Our construction is fully adaptive to the heteroscedasticity in model (5) and
conditionally valid.
Figure 1 illustrates the difference between the classical prediction interval and our ap-
proach. Panel A plots the conditional length when (1 − α) = 0.9. The length of Creg(0.9) is
constant, whereas the length of C(0.9) varies as a function of the predictor value XT+1 = x.
C(0.9) is shorter than Creg(0.9) for low values of x and longer Creg(0.9) for high values. Panel B shows
the conditional coverage. The prediction interval C(0.9) is valid for all x, whereas the Creg(0.9)
overcovers for low values and undercovers for high values. Taken together, Panels A and B
illustrate the advantage of our method. For predictor values where the conditional variance
is low, it yields shorter confidence intervals, while ensuring conditional coverage for predictor
values where the conditional dispersion is large by suitably enlarging the prediction interval.
1.2 Related literature
We build on and contribute to the literature on conformal prediction and permutation tests
as well as the literature on quantile prediction methods (see e.g., Komunjer, 2013, for a
5
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Figure 1: Motivating example
review). Our paper is most closely related to Lei and Wasserman (2014), Lei et al. (2018),
and in particular Romano et al. (2019). Lei and Wasserman (2014) propose conditionally
valid and asymptotically efficient conformal prediction intervals based on estimators of the
conditional density. Here we take a different and complementary approach, which allows
researchers to leverage powerful regression methods for conditional CDFs, including quantile
and distribution regression. Lei et al. (2018) develop conformal prediction methods based
on regression models for conditional expectations which are based on permuting regression
residuals. A key feature and disadvantage of this method is that it yields prediction intervals
whose width is roughly constant for all values of the predictors. This property is desirable
in linear models with homoscedasticity but can lead to poor conditional coverage properties
under heteroscedasticity. To make the prediction method adaptive to heteroscedasticity, Lei
et al. (2018) propose a locally weighted conformal prediction approach, where the regression
residuals are weighted by the inverse of a measure of their variability. This approach can
alleviate some of the limitations of the mean regression-based conformal inference, but is mo-
tivated by and based on restrictive locations-scale-type models. By contrast, our approach is
generic and exploits flexible and substantially more general models for the whole conditional
distribution. For example, linear QR nests location-scale models as a special case.
Romano et al. (2019) propose a split conformal approach based on QR models. Their
approach is based splitting the data into two subsets, I1 and I2. Based on I1, they estimate
two separate quantile functions qˆα/2(x) and qˆ1−α/2(x) and construct the prediction intervals
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as [
qˆα/2(x)−Q(1− α), qˆ1−α/2(x) +Q(1− α)
]
,
whereQ(1−α) is the (1−α)(1+1/|I2|)-th empirical quantile of max
{
qˆα/2(Xt)− Yt, Yt − qˆ1−α/2(x)
}
in I2. Constructing prediction intervals based on deviations of quantile estimates is similar
in spirit to working with deviations from of mean estimates as deviations are measured in
absolute levels. By contrast, exploiting the probability integral transform, our approach is
generic and relies on permuting deviations in ranks, which naturally have the same scaling
on (0, 1).
2 A distributional conformal prediction method
Here we introduce a generic conformal prediction approach for constructing prediction inter-
vals. In Section 3, we show that the prediction intervals are conditionally valid under correct
specification and unconditionally valid under arbitrary misspecification.
2.1 Method and algorithm
The prediction intervals are constructed by inverting a test. Let y be denote a test value for
YT+1. We test plausibility of each value y ∈ R, collect all plausible values, and report them
as the confidence set. In practice, we consider a grid of candidate values y ∈ {y1, . . . , yH} =:
Ytrial. Define the augmented data set as Z(y) = {Zt}T+1t=1 , where
Zt =
(Yt, Xt) if 1 ≤ t ≤ T(y,Xt) if t = T + 1 (8)
Based on the augmented dataset Z(y) estimate the conditional CDF, FYt|Xt(y | x), using
a suitable model f(y, x); see Section 2.2 for examples. Denote the estimator by fˆ(y, x). We
then compute the ranks {Uˆt}T+1t=1 , where
Uˆt =
fˆ(Yt, Xt) if 1 ≤ t ≤ Tfˆ(y,Xt) if t = T + 1 (9)
P -values are computed as
pˆ(y) =
1
T + 1
T+1∑
t=1
1
{
|Uˆt − 0.5| ≥ |UˆT+1 − 0.5|
}
. (10)
The distributional conformal prediction approach is summarized in Algorithm 1.
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Algorithm 1 (Distributional conformal prediction).
Input: Data {(Yt, Xt)}Tt=1, miscoverage level α ∈ (0, 1), point XT+1 at which to
construct the prediction interval, trial values Ytrial
Process: For y ∈ Ytrial,
1. define the augmented data Z(y) as in (9)
2. compute pˆ(y) as in (10)
Output: Return (1− α) prediction set C(1−α) = {y ∈ Ytrial : pˆ(y) > α}
2.2 Regression models for conditional distributions
Here we discuss popular regression approaches for modeling and estimating the conditional
CDF. We focus on semiparametric (and potentially penalized) quantile and distribution
regression models because of their relevance in applied research, but we emphasize that our
method is generic and also works in conjunction with nonparametric quantile and distribution
regression estimators (e.g., Chaudhuri, 1991; Koenker et al., 1994; He et al., 1998) as well as
methods based on trees and random forests (e.g., Chaudhuri and Loh, 2002; Meinshausen,
2006) and neural networks (e.g., Taylor, 2000).
2.2.1 Quantile regression models
QR models postulate models for the conditional quantile of Yt given Xt:
P (Yt ≤ q(τ,Xt) | Xt) = τ (11)
These models imply models for the conditional distribution, FYt|Xt , through the relation
FYt|Xt(y | x) =
∫
(0,1)
1
{
QYt|Xt(τ | x) ≤ y
}
dτ. (12)
Consider the leading example when the conditional quantile function is assumed to be linear:
q (τ, x) = x′β(τ), (13)
If Xt is low dimensional, the parameter of interest β(τ) can be estimated using linear QR
(Koenker and Bassett, 1978) as the solution to a convex program
βˆ(τ) ∈ arg min
β∈Rp
T∑
t=1
ρτ (Yt −X ′tβ) , (14)
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where ρτ (u) := u(τ − 1{u < 0}) is the “check function”. In high-dimensional problems, it
may be convenient to augment the program (14) with an appropriate penalization P(β):
βˆ(τ) ∈ arg min
β∈Rp
T∑
t=1
ρτ (Yt −X ′tβ) + P(β) (15)
Examples of P(β) include `1-penalties (e.g., Koenker, 2004; Li and Zhu, 2008; Belloni and
Chernozhukov, 2011) and SCAD (e.g., Wu and Liu, 2009). Based on estimators of {βˆ(τ)},
the conditional distribution can be estimated as
fˆ(y, x) = +
∫ 1−

1
{
x′βˆ(τ) ≤ y
}
dτ,
for some small constant  > 0. The trimming by  avoids the estimation of tail quantiles.
2.2.2 Distribution regression models
Instead of modeling the quantile function, one can directly model and estimate the condi-
tional CDF using DR (e.g., Foresi and Peracchi, 1995; Chernozhukov et al., 2013, 2019). DR
methods impose a partially linear model for the CDF:
FYt|Xt(y | x) = Λ (x′β(y)) ,
where β(y) is the parameter of interest which may depend on y and Λ is a known link
function, for example, the Probit or Logit link.
If Xt is low dimensional, the parameters β(y) can be estimated as
βˆ(y) ∈ arg min
β∈Rp
T∑
t=1
− [1 {Yt ≤ y} log (Λ (X ′tβ(y))) + 1 {Yt > y} log (1− Λ (X ′tβ(y)))] (16)
When Λ is the Probit (Logit) link, this is nothing else than a Probit (Logit) regression of
the indicator 1 {Yt ≤ y} on Xt. In high dimensional settings, one can add a penalty P(β) to
the problem (16) (e.g., an `1-penalty or an elastic net penality):
βˆ(y) ∈ arg min
β∈Rp
T∑
t=1
− [1 {Yt ≤ y} log (Λ (X ′tβ(y))) + 1 {Yt > y} log (1− Λ (X ′tβ(y)))]+P(β) (17)
Given an estimator {βˆ(y)}, the conditional distribution can be estimated as
fˆ(y, x) = Λ
(
x′βˆ(y)
)
.
The finite sample properties of the resulting estimator fˆ can be improved using rearrange-
ment (Chernozhukov et al., 2009).
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3 Theoretical performance guarantees
In settings where the data are i.i.d. (or exchangeable), our method achieves finite-sample
unconditional validity in a model-free manner.
Theorem 1 (Finite sample unconditional validity). Suppose that the data are i.i.d. or ex-
changeable and that the estimator fˆ is invariant to permutations of the data. Then
P
(
YT+1 ∈ C(1−α) (XT+1)
) ≥ 1− α
Theorem 1 is built upon classical arguments and highlights the strengths and drawbacks
of conformal prediction methods. Most commonly-used estimators of the conditional CDF
such as QR and DR are invariant to permutations of the data. As a result, Theorem 1
provides a model-free unconditional performance guarantee in finite samples, allowing for
arbitrary misspecification of the model of the conditional CDF. On the other hand, it has
a major theoretical drawback. Even under the very strong i.i.d assumption, it provides no
guarantee at all on the conditional validity.
Our next theoretical results provide a remedy. Recall that we compute Uˆt = fˆ(Yt;Xt)
and then permute Vˆt = ψ(Uˆt), where ψ(·) is a deterministic function (ψ(x) = |x − 1/2| in
Section 2.1). Let f denote the probability limit of fˆ and define ξt = f(Yt;Xt) as well as
Vt = ψ(ξt). The procedure is based on the permutation p-value, which can be written as
pˆ = pˆ(YT+1) = 1− Gˆ(VˆT+1) with Gˆ(v) = (T +1)−1
∑T+1
t=1 1{Vˆt < v}. Our theoretical analysis
of conditional validity proceeds as follows. We show that the permutation p-value pˆ(YT+1) is
approximately the ranking of VT+1. Since this ranking always has the uniform distribution
on (0,1) unconditionally, the question of conditional validity becomes whether or not VT+1 is
independent of XT+1. If f is equal to FYt|Xt (or its transformation), then VT+1 is independent
of XT+1 and the procedure is conditionally valid; otherwise, conditional validity will not hold
in general. We impose the following weak regularity conditions.
Assumption 1. Suppose that the following conditions hold.
1. There exists a strictly increasing continuous function φ : R→ [0,∞) such that φ(0) = 0
and (T + 1)−1
∑T+1
t=1 φ(Vˆt − Vt) = oP (1) and VˆT+1 = VT+1 + oP (1).
2. supv∈R |G˜(v)−G(v)| = oP (1), where G˜(v) = (T + 1)−1
∑T+1
t=1 1{Vt < v} and G(·) is the
distribution function of VT+1.
3. supx1 6=x2 |G(x1)−G(x2)|/|x1 − x2| is bounded.
The first part of Assumption 1 is very weak as it merely says that fˆ is consistent to
its probability limit under a very “weak” norm and no rate condition is required. When
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ψ(x) = |x − 1/2| as in Section 2.1, a sufficient condition is (T + 1)−1∑T+1t=1 |fˆ(Yt, Xt) −
f(Yt, Xt)|q = oP (1) for some q > 0, which can be verified for many existing estimators.
Arguably the most important conceptual advantage is that Assumption 1 allows f 6= FYt|Xt ,
i.e., ξt 6= Ut. A leading example is when the model is misspecified such that fˆ is not consistent
for FYt|Xt . Since we are only requiring fˆ to converge to its probability limit f , the analysis
of conditional validity reduces to the interpretation of this probability limit. The rest of
Assumption 1 states that the empirical distribution of the target variable Vt converges to
its population distribution function, which is Lipschitz. Under Vt = |ξt − 1/2|, a sufficient
condition is that ξt is ergodic and has a bounded density. Ergodicity is much weaker than the
i.i.d (or exchangeability) assumption and can still be verified for a large class of stochastic
processes. The following lemma gives the basic consistency result.
Lemma 1. Let Assumption 1 hold. Then
Gˆ(VˆT+1) = G(VT+1) + oP (1).
Without additional assumptions, we only know that G(·) is the distribution function of
VT+1, which means that G(VT+1) has the uniform distribution on (0, 1), i.e., P (G(VT+1) ≤
α) = α. This leads to asymptotic unconditional validity.
Theorem 2 (Asymptotic unconditional validity). Let Assumption 1 hold. Then
P
(
YT+1 ∈ C(1−α) (XT+1)
)
= 1− α + o(1).
Theorem 2 establishes the unconditional validity of the procedure under very weak con-
ditions. This result allows for general forms of dependent data and does not require fˆ to be
a consistent estimator of FYt|Xt . This is a reassuring back-up since one might not always be
able to guarantee accurate estimation of the true conditional distribution. Although both
Theorems 1 and 2 provide unconditional guarantee, the former assumes i.i.d (or exchange-
able) data, whereas the latter only assumes ergodicity and consistency of fˆ to its probability
limit f and thus allows for dependent data. Another implication of Lemma 1 is that if f is
FYt|Xt , then the prediction intervals are conditionally valid.
Theorem 3 (Asymptotic conditional validity). Let Assumption 1 hold with Vt = ψ(Ut),
where Ut = FYt|Xt(Yt | Xt). Then
P
(
YT+1 ∈ C(1−α) (XT+1) | XT+1
)
= 1− α + oP (1).
Theorems 2 and 3 establish the validity of our procedure under weak and easy-to-verify
conditions. They formalize the key intuition that conditional validity hinges on the quality
of the estimator fˆ of the conditional CDF.
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4 Extensions
4.1 Split distributional conformal prediction
The possible drawback of Algorithm 1 is the computational burden. For example, when
f(y, x) is a DR model, estimating f(y, x) requires estimating the whole DR process, which
involves estimating many (potentially penalized) Logit or Probit regressions. Since f(y, x) is
estimated under the null hypothesis based on the augmented data, one has to estimate the
whole distribution regression process for all test values y ∈ Ytrial. To avoid this we propose
a split conformal procedure that exploits sample splitting and only requires estimating the
conditional distribution once. Sample splitting is a popular approach to alleviate the compu-
tational burden in the conformal prediction literature (e.g., Lei et al., 2018; Romano et al.,
2019). Under the conditions in Section 3, Algorithm 2 yields theoretically valid prediction
intervals.
Algorithm 2 (Split distributional conformal prediction).
Input: Data {(Yt, Xt)}Tt=1, miscoverage level α ∈ (0, 1), point XT+1 at which to
construct the prediction interval, trial values Ytrial
Process:
1. Split {1, . . . , T + 1} into I1 := {1, . . . , T0} and I2 := {T0 + 1, . . . , T + 1}
2. Obtain an estimator of the conditional CDF, fˆ(y, x), based on {Zt}t∈I1
3. For y ∈ Ytrial,
(a) define the augmented data Z(y) = {Zt}t∈I2
(b) compute pˆ(y) as in (10), where Uˆt are obtained using fˆ(y, x)
Output: Return (1− α) prediction set C(1−α) = {y ∈ Ytrial : pˆ(y) > α}
4.2 In-sample validation
The proposed procedure lends itself to a simple in-sample validity check based on the follow-
ing Algorithm 3. The output of Algorithm 3 can be used to assess the conditional coverage
properties as illustrated in the empirical applications of Section 5. For example, one can com-
pute the empirical coverage rate conditional on different values of Xt or assess independence
of p(Xt) and Xt.
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Algorithm 3 (In-sample validation).
Input: Data {(Yt, Xt)}Tt=1
Process:
1. Obtain an estimator of the conditional CDF, fˆ(y, x), based on {(Yt, Xt)}Tt=1.
2. For t˜ ∈ {1, . . . , T}, compute
pˆ(Yt˜) =
1
T
T∑
t=1
1
{
|Uˆt − 0.5| ≥ |Uˆt˜ − 0.5|
}
.
Output: P -values pˆ (Y1) , . . . , pˆ (YT )
5 Applications
5.1 Predicting market returns
We apply our method to the problem of predicting stock market returns, which are known to
exhibit substantial heteroscedasticity. We use daily returns on the market portfolio (CRSP
value-weighted portfolio) from July 1, 1926 to June 30, 2019.3 We use lagged realized
volatility Xt to predict the present return Yt.4 We compare three different methods: QR,
DR, and classical conformal prediction based on OLS.
To examine the conditional coverage properties, we apply the in-sample validation Algo-
rithm 3. Table 1 shows the correlation between pˆ(Yt) on Xt. Conditional coverage implies
that p-values are independent of Xt and thus a true correlation of zero. QR yields a smaller
correlation than DR and both distributional conformal prediction approaches yields much
lower correlations than classical conformal prediction based on OLS. The negative correlation
highlights the undercoverage in high volatility states. When Xt is high, the p-value tends to
be low, indicating a lower probability of covering the true value.
Table 1: Corr(pˆ (Yt) , Xt)
QR DR OLS
0.00 -0.09 -0.28
3The CRSP data is constructed from the Fama/French 3 Factors available at this link.
4We compute realized volatility as the square root of the sum of squared returns over the last 22 days.
13
In Figure 2, we plot the empirical coverage probabilities for 40 bins obtained by divid-
ing up the support of Xt based on equally spaced quantiles. QR exhibits the best overall
performance. It yields prediction intervals with coverage levels that are almost constant
across all bins and close to the nominal level. QR outperforms DR, which overcovers in
low volatility regimes and undercovers in high volatility regimes. A comparison to classi-
cal conformal prediction based on OLS clearly demonstrates the advantage of our method.
OLS performs much worse and exhibits substantial undercoverage in high-volatility regimes,
where conditional performance guarantees are arguably most important.
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Figure 2: Conditional coverage properties based on daily returns data
5.2 Synthetic control and counterfactual prediction
Here we illustrate our approach in a panel data setting where the goal is test hypotheses
about the causal effects of a policy intervention by predicting the counterfactual outcome of
the treated unit in the absence of the treatment. Such problems are very common in applied
research and there are many different approaches for predicting counterfactuals, including
difference-in-differences (e.g., Ashenfelter and Card, 1985; Card and Krueger, 1994; Bertrand
et al., 2004; Athey and Imbens, 2006), synthetic control (e.g, Abadie and Gardeazabal, 2003;
Abadie et al., 2010, 2015), as well as factor, matrix completion, and interactive fixed effects
models (e.g., Hsiao et al., 2012; Gobillon and Magnac, 2016; Xu, 2017; Athey et al., 2017).
Consider a setting with one treated unit i = 0 and N control units i = 1, . . . , N . The
treated unit is untreated for the first T periods, and treated in period T + 1. Denote by
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Y Iit and Y Nit potential outcomes with and without the treatment. Observed outcomes Yit are
related to potential outcomes as Yit = DitY Iit + (1−Dit)Y Nit , where the treatment indicator
is defined as Dit = 1{t > T, i = 0}. The object of interest is the treatment effect for the
treated unit in the post treatment period, Y I0T+1 − Y N0T+1. By the definition of potential
outcomes
Y I0T+1 − Y N0T+1 = Y0T+1 − Y N0T+1
Hence, the key object of interest is Y N0T+1, the counterfactual outcome of the treated unit
in the absence of the treatment. Here we illustrate our approach by constructing prediction
intervals Y N0T+1. Tests for sharp null hypotheses about Y I0T+1−Y N0T+1 can be performed as in
Chernozhukov et al. (2018a).
We apply our approach to predict the country-level GDP growth rate Y N0T+1 based on
GDP growth rates in the other countries (Y N1T+1, . . . , Y NNT+1) (all of which are observed since
none of the controls is being treated). We use data on quarterly GDP growth rates from
1960q2 to 2019q1 for 23 OECD countries obtained from the OECD database (OECD, 2019).5
Country-level GDP data has been used in synthetic control settings for instance to estimate
the effect of the German reunification by Abadie et al. (2015).
Control outcomes are modeled using a factor model as in Hsiao et al. (2012), Gobillon
and Magnac (2016), and Xu (2017) among many others:
Y Nit = λ
′
iFt + εit, 1 ≤ i ≤ N, 1 ≤ t ≤ T + 1,
where λi are the country-specific loadings and Ft are the time-varying common factors. To
illustrate, we assume that the number of factors is equal to one. We obtain estimates of Ft,
Fˆt, using singular value decomposition. We then use Xt := Fˆt to predict the counterfactual
Yt := Y
N
0t . We repeat this exercise for all 23 countries, treating all other countries as control
units. We compare three different methods: QR, DR, and classical conformal prediction
based on OLS.
To investigate the conditional coverage probabilities, we apply the in-sample validation
Algorithm 3. Table 2 displays the correlation of the p-values pˆ(Yt) on Xt. Conditional
coverage implies that p-values are independent of Xt and thus a zero correlation. Both QR
and DR both perform very well, yielding small correlations for most countries. By contrast,
classical conformal prediction can exhibit substantial correlations that are larger than for
QR and DR in most cases.
Figure 5 plots the empirical coverage probabilities for five bins obtained by dividing up
the support of Xt based on equally spaced quantiles. While there are countries for which all
5We omit countries for which the data are not available for all years from our analysis.
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Table 2: Absolute values of Corr(pˆ (Yt) , Xt)
QR DR OLS
KOR 0.03 0.03 0.15
AUS 0.02 0.04 0.20
ISL 0.00 0.04 0.15
GBR 0.00 0.02 0.20
DNK 0.02 0.03 0.04
ESP 0.05 0.04 0.19
JPN 0.01 0.04 0.10
NOR 0.01 0.00 0.03
FIN 0.02 0.07 0.14
NLD 0.00 0.07 0.19
USA 0.01 0.01 0.07
MEX 0.01 0.01 0.04
BEL 0.02 0.07 0.02
DEU 0.02 0.01 0.07
LUX 0.01 0.04 0.02
PRT 0.01 0.06 0.16
ITA 0.02 0.04 0.04
AUT 0.00 0.02 0.11
IRL 0.00 0.03 0.04
CHE 0.07 0.02 0.28
SWE 0.01 0.03 0.03
FRA 0.00 0.07 0.15
GRC 0.02 0.00 0.06
three methods perform well, QR and DR tend to exhibit better coverage properties for low
values of Xt, where OLS can exhibit notable undercoverage.
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Appendix
A Proofs
Proof of Lemma 1. The argument is similar to Lemma 12 of Chernozhukov et al. (2018a).
Let δ > 0 be a constant to be chosen later. Define quantities RT = supv∈R |G˜(v)−G(v)| and
W = supx1 6=x2 |G(x1)−G(x2)|/|x1 − x2|.
Let A = {t : |Vˆt − Vt| ≥ δ}. Fix x ∈ R. Then
(T + 1)
∣∣∣Gˆ(x)− G˜(x)∣∣∣
≤
∣∣∣∣∣∑
t∈A
(
1{Vˆt < x} − 1{Vt < x}
)∣∣∣∣∣+
∣∣∣∣∣∑
t∈Ac
(
1{Vˆt < x} − 1{Vt < x}
)∣∣∣∣∣
(i)
≤ 2|A|+
∣∣∣∣∣
(∑
t∈Ac
1{Vˆt < x}
)
−
(∑
t∈Ac
1{Vt < x}
)∣∣∣∣∣ (18)
where (i) follows by the boundedness of 1{·}. We notice that for t ∈ Ac, Vt−δ < Vˆt < Vt+δ.
Therefore, ∑
t∈Ac
1{Vt < x− δ} ≤
∑
t∈Ac
1{Vˆt < x} ≤
∑
t∈Ac
1{Vt < x+ δ}.
Since
∑
t∈Ac 1{Vt ≤ x} is also between
∑
t∈Ac 1{Vt ≤ x − δ} and
∑
t∈Ac 1{Vt ≤ x + δ}, it
follows that∣∣∣∣∣
(∑
t∈Ac
1{Vˆt < x}
)
−
(∑
t∈Ac
1{Vt < x}
)∣∣∣∣∣
≤
∣∣∣∣∣
(∑
t∈Ac
1{Vt ≤ x+ δ}
)
−
(∑
t∈Ac
1{Vt ≤ x− δ}
)∣∣∣∣∣
=
∣∣∣∣∣(T + 1) [G˜(x+ δ)− G˜(x− δ)]−
(∑
t∈A
1{Vt ≤ x+ δ}
)
+
(∑
t∈A
1{Vt ≤ x− δ}
)∣∣∣∣∣
≤ (T + 1)
[
G˜(x+ δ)− G˜(x− δ)
]
+
(∑
t∈A
1{Vt ≤ x+ δ}
)
+
(∑
t∈A
1{Vt ≤ x− δ}
)
≤ (T + 1) (G(x+ δ)−G(x− δ) + 2RT ) + 2|A|
≤ (T + 1) (2δW + 2RT ) + 2|A|.
Combine the above display with (18), we obtain that
(T + 1)
∣∣∣Gˆ(x)− G˜(x)∣∣∣ ≤ 4|A|+ (T + 1) (2δW + 2RT ) .
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Since the right-hand side does not depend on x, we have that
sup
x∈R
∣∣∣Gˆ(x)− G˜(x)∣∣∣ ≤ 4 |A|
T + 1
+ 2δW + 2RT .
To bound |A|, we notice that
|A|φ(δ) ≤
∑
t∈A
φ(Vˆt − Vt) ≤
T+1∑
t=1
φ(Vˆt − Vt) ≤ oP (T + 1).
Hence, the above two displays imply that
sup
x∈R
∣∣∣Gˆ(x)−G(x)∣∣∣ ≤ sup
x∈R
∣∣∣Gˆ(x)− G˜(x)∣∣∣+RT ≤ oP (1/φ(δ)) + 2δW + 3RT . (19)
Now we fix an arbitrary η ∈ (0, 1). Choose δ = η/(6W ). Since 1/φ(δ) is a constant and
RT = oP (1) by assumption, (19) implies that
lim sup
T→∞
P
(
sup
x∈R
∣∣∣Gˆ(x)− G˜(x)∣∣∣ > η)
≤ lim sup
T→∞
P (|oP (1/φ(δ))| > η/3) + lim sup
T→∞
P (|2δW | > η/3) + lim sup
T→∞
P (|RT | > η/9) = 0.
Since η > 0 is arbitrary, we have
sup
x∈R
∣∣∣Gˆ(x)−G(x)∣∣∣ = oP (1).
Thus,
Gˆ(VˆT+1) = G(VˆT+1) + oP (1)
(i)
= G(VT+1) + oP (1),
where (i) follows by |G(VˆT+1)−G(VT+1)| ≤ W |VˆT+1 − VT+1|. The proof is complete.
Proof of Theorem 1. The result follows standard arguments (e.g., Chernozhukov et al.,
2018a,b).
Proof of Theorem 2. The result follows directly from Lemma 1.
Proof of Theorem 3. Notice that Ut is independent of Xt. Since VT+1 = ψ(UT+1), VT+1
is also independent of XT+1. This means that
P (G(VT+1) ≤ α | XT+1) = P (G(VT+1) ≤ α).
Since G(·) is the distribution function of VT+1, we have that P (G(VT+1) ≤ α) = α. The
desired result follows by Lemma 1.
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B Monte Carlo study
Here we present simulation evidence comparing our method to classical conformal prediction
based on OLS and conformalized QR (CQR) (Romano et al., 2019). We consider four
different data generating processes (DGPs). For all DGPs, we generate Xt from a uniform
distribution on [0, 5], Xt
iid∼ Unif(0, 5). For a random variable A, let σA denote its standard
deviation.
DGP1:
Yt = Xt + εt, εt
iid∼ N(0, 1)
DGP3:
Yt = Xt + σ
−1
Xtεt
Xtεt, εt
iid∼ N(0, 1)
DGP3:
Yt = Xt + σ
−1
X2t εt
X2t εt, εt
iid∼ N(0, 1)
DGP4:
Yt
iid∼ Pois (sin2(Xt) + 0.1)+ 0.03Xiε1,t + 25 · 1 {Ut < 0.01} ε2,t,
where Pois(λ) is the Poission distribution with mean λ, ε1,t
iid∼ N(0, 1), ε2,t iid∼ N(0, 1),
and Ui
iid∼ Unif(0, 1). This DGP is used in Romano et al. (2019, Appendix B).
We consider two different sample sizes T ∈ {100, 500} and compare four different methods:
1. Algorithm 1 based on QR (QR)
2. Algorithm 1 based on DR (DR)
3. Conformal regression based on OLS (OLS)
4. Conformalized QR (Romano et al., 2019, Algorithm 1 based on QR) (CQR)
Because the data are i.i.d. all four methods are unconditionally valid in finite samples.
We therefore focus on conditional validity. We perform the following exercise. In every
simulation iteration, we collect XT+1 and record whether or not YT+1 was covered by the
prediction interval. We then compute the conditional coverage rate within equally spaced
bins on [0, 5] (the support of XT+1).
Figures 3–4 present the results. We find that the proposed distributional conformal
prediction approach performs well in terms of conditional coverage under correct specification
and, when combined with QR, consistently outperforms classical conformal prediction under
misspecification. It is interesting to compare our method based on QR to the CQR approach
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of Romano et al. (2019) as both methods rely on the same linear QR model. The two
approaches exhibit similar conditional coverage properties under DGP1 and DGP4, but there
are notable differences under DGP2 and DGP3. Under DGP2 (where linear QR is correctly
specified), distributional conformal prediction yields accurate conditional coverage, while
CQR undercovers for low values of XT+1. Under DGP3 (where linear QR is misspecified),
while both methods undercover for some values of XT+1, our approach based on QR yields
a better worst case performance.
0 1 2 3 4 5
0.
4
0.
6
0.
8
1.
0
x
Co
nd
itio
na
l c
ov
e
ra
ge
DGP1
QR
DR
OLS
CQR
0 1 2 3 4 5
0.
4
0.
6
0.
8
1.
0
x
Co
nd
itio
na
l c
ov
e
ra
ge
DGP2
QR
DR
OLS
CQR
0 1 2 3 4 5
0.
4
0.
6
0.
8
1.
0
x
Co
nd
itio
na
l c
ov
e
ra
ge
DGP3
QR
DR
OLS
CQR
0 1 2 3 4 5
0.
4
0.
6
0.
8
1.
0
x
Co
nd
itio
na
l c
ov
e
ra
ge
DGP4
QR
DR
OLS
CQR
Figure 3: Simulation results for T = 100
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Figure 4: Simulation results for T = 500
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Figure 5: Conditional coverage of 90% prediction intervals by country
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