To improve simulations of the Arctic climate and to quantify climate model errors, four regional climate models [the Arctic Regional Climate System Model (ARCSYM), the Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS), the High-Resolution Limited-Area Model (HIRHAM), and the Rossby Center Atmospheric Model (RCA)] have simulated the annual Surface Heat Budget of the Arctic Ocean (SHEBA) under the Arctic Regional Climate Model Intercomparison Project (ARCMIP). The same lateral boundary and ocean surface boundary conditions (i.e., ice concentration and surface temperature) drive all of the models. This study evaluated modeled surface heat fluxes and cloud fields during May 1998, a month that included the onset of the surface icemelt. In general, observations agreed with simulated surface pressure and near-surface air properties. Simulation errors due to surface fluxes and cloud effects biased the net simulated surface heat flux, which in turn affected the timing of the simulated icemelt. Modeled cloud geometry and precipitation suggest that the RCA model produced the most accurate cloud scheme, followed by the HIRHAM model. Evaluation of a relationship between cloud water paths and radiation showed that a radiative transfer scheme in ARCSYM was closely matched with the observation when liquid clouds were dominant. Clouds and radiation are of course closely linked, and an additional comparison of the radiative transfer codes for ARCSYM and COAMPS was performed for clear-sky conditions, thereby excluding cloud effects. Overall, the schemes for radiative transfer in ARCSYM and for cloud microphysics in RCA potentially have some advantages for modeling the springtime Arctic.
Introduction
The Arctic Climate Impact Assessment (ACIA 2005) highlighted the Arctic as particularly important and vulnerable to global climate change. Simulated Arctic climates in global climate models vary widely as shown by the Atmospheric Model Intercomparison Project (AMIP) and the Coupled Model Intercomparison Project (CMIP) (e.g., Walsh et al. 2002) . Despite the climatic significance of the Arctic, many physical processes that occur in the Arctic remain poorly understood (for a review, see Curry et al. 1996) . It is therefore unsurprising that simulated Arctic climates vary widely, depending on the climate model and physical parameterizations used.
High-resolution regional climate models (RCMs) of the Arctic have the advantage over global models that neither vertical nor horizontal model resolution limit the treatment of orography or physical processes (e.g., Rinke et al. 2000) . Furthermore, parameterizations of physical processes unique to polar regions can be tested and implemented in RCMs to assess their interactions with the regional climate system. Arctic RCMs that are driven by analyzed lateral boundary conditions have the additional advantage of reduced impacts of potential errors introduced by same boundary conditions. RCMs can be used to elucidate the source of problems in global model simulations of the Arctic climate. In addition, RCMs are now run routinely for many situations and applications in the Arctic, including integrated assessment and policy studies (e.g., Lynch et al. 2004 ). In the context of such applications, error and uncertainty estimates are needed for RCM simulations of the Arctic climate.
The Arctic Regional Climate Model Intercomparison Project (ARCMIP) was developed (Curry and Lynch 2002) to improve climate modeling of the Arctic. ARCMIP is an international project organized under the auspices of the World Climate Research Program, Global Energy and Water Cycle Experiment (GEWEX) Cloud System Studies Working Group on Polar Clouds, and the Arctic Climate System Studies (ACSYS) Numerical Experimentation Group (NEG). The first ARCMIP experiment occurred between September 1997 and October 1998. Intensive observations from 1997 to 1998 under the auspices of the Surface Heat Budget of the Arctic Ocean (SHEBA) program , the First International Satellite Cloud Climatology Project (ISCCP) Regional Experiment (FIRE) Arctic Clouds Experiment (Curry et al. 2000) , and the Atmospheric Radiation Measurement (ARM) Program (Stamnes et al. 1999) have provided an unprecedented amount of data from the Arctic for model evaluation. Rinke et al. (2006) evaluated atmospheric dynamics of ARCMIP simulations, and Tjernström et al. (2005) evaluated the atmospheric boundary layer in ARCMIP simulations. This paper focuses on the surface heat balance and clouds in May 1998, a month that included the onset of surface snowmelt.
Overview of models and experimental design
Eight regional models simulated data for the first ARCMIP experiment (for model details, see Rinke et al. 2006; Tjernström et al. 2005) . Four of these models were selected for the present study based on the completeness of archived data variables required:
• the Arctic Regional Climate System Model (ARCSYM: Lynch et al. 1995) , • the Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS : Hodur 1997),
• the High-Resolution Limited-Area Model (HIRLAM) with physics from ECHAM4, a GCM based on European Centre for Medium-Range Weather Forecasts (ECMWF) models modified and extended in Hamburg (HIRHAM4: Christensen et al. 1996) , and • the Rossby Center Atmospheric Model (RCA: Jones et al. 2004) . Figure 1 shows the simulation domain, which covers the western Arctic and includes the SHEBA drift trajectory. The domain also includes the ARM Barrow site and a few land-based sounding stations (e.g., Barrow and Fairbanks, Alaska). The model simulations were for the atmosphere only with specified ocean surface boundary conditions (ice concentration and surface temperature). The horizontal resolution of 50 km was roughly the same in all models, but the grid spacing could not be exactly the same, as the models used different grids and projections. The vertical resolution differed between models, as detailed by Tjernström et al. (2005) and Rinke et al. (2006) . Initial and lateral model conditions were supplied by ECMWF analyses. The lower boundary conditions for sea ice concentration and surface temperature were provided by SSM/I satellite data (Comiso 2002) observations were summarized by Curry et al. (2000) and Uttal et al. (2002) . Specifically, all model results were compared with measurements from the SHEBA Atmospheric Surface Flux Group (ASFG) instrument tower (Persson et al. 2002) and from radiosondes at the SHEBA site. Cloud radar images at the SHEBA site were also used (Shupe et al. 2001; Intrieri et al. 2002) . Analyses in this study focused on May 1998. This period was chosen because of the rapid increase in observed net surface heat flux and the complexity of boundary layer mixed phase clouds. In addition, the end of May coincided with the onset of surface melt. The SHEBA camp during May 1998 was located on pack ice in the Chukchi Sea near 76°N, 165°-167°W. Several cyclones passed over this region during May, reducing significantly the surface pressure (not shown) and influencing the temperature. For example, the air temperature increased 10 K from 11 to 13 May (Fig. 2a) as the first cyclone passed. Relatively high values of downward longwave (LWD) radiation and high values of surface relative humidity were consistent with the presence of clouds associated with cyclonic events (Figs. 2b,c) . Clear-sky conditions observed from 22 to 25 May were associated with high surface pressure and reduced LWD radiation. Sensible and latent heat fluxes varied between Ϫ10 and 30 W m Ϫ2 (Figs. 2e,f) . The surface albedo decreased from 0.9 at the beginning of the month to 0.8 at the end of the month, indicating the onset of melting (not shown). Figure 3 shows the accumulated net heat flux (sum of radiative and turbulent heat fluxes) to demonstrate how model surface flux errors propagated through the onset of surface snowmelt and icemelt. Observations showed that the melt season began on 29 May at the SHEBA site (Persson et al. 2002) . Here, we defined that melting starts in each model when each modeled flux reaches the observed amount on 29 May 1998. HIRHAM and RCA predicted snowmelt onset at the beginning of May. In contrast, COAMPS estimated onset at the beginning of June. ARCSYM results agreed fairly well with observations. Table 1 shows monthly mean error statistics, relative to the SHEBA observations, for simulated surface mean parameters (surface temperature, 2-m air temperature, air-sea temperature difference, 10-m water vapor mixing ratio, 10-m wind speed, and friction velocity) and turbulent heat fluxes. Comparisons were based on output from each model at the grid cell closest to the SHEBA track. Surface temperatures had a 2°C cold bias that arose from a local bias in the specified surface temperature field (see Tjernström et al. 2005) . The surface air temperature and mixing ratio showed negative biases in COAMPS, HIRHAM, and RCA, generally corresponding to the surface temperature bias. In contrast, surface air temperatures and the mixing ratio had slightly positive biases in ARCSYM.
Evaluation

a. Surface fluxes
Although all four models showed comparable bias errors in friction velocity, the wind speed bias was smaller in HIRHAM and RCA. The surface layer parameterization used in COAMPS, HIRHAM, and RCA was from Louis (1979) and based on the MoninObukhov similarity theory for the surface layer. Parameterization in ARCSYM followed Bitz's ice model (Bitz and Lipscomb 1999; Bitz et al. 2001 ) including the effect of conductive heat flux from the ice/snow interior. Because turbulent fluxes in the Arctic are generally small in magnitude, bias errors were nearly comparable to measurement accuracy [i.e., the random errors for sensible heat (Ϯ4.1 W m
Ϫ2
) and latent heat (Ϯ50% Ϸ Ϯ2.8 W m Ϫ2 ) fluxes at the tower (Persson et al. 2002) ]. Modeled surface turbulent fluxes thus showed fairly low correlations with observations, and bias errors were of the same order as the fluxes themselves. Table 2 shows monthly mean error statistics for radiative fluxes relative to the SHEBA observations. The largest bias error for downward shortwave (SWD) radiation, which was determined by cloud cover and surface albedo, occurred using ARCSYM (Ϫ54 W m Ϫ2 ), followed by RCA (33 W m Ϫ2 ). The bias errors for HIRHAM and COAMPS were very small, but the correlation coefficient in HIRHAM was relatively low. Small errors in net shortwave flux occurred using COAMPS. Due to the compensating effect of large errors in SWU and SWD radiation, the net shortwave radiation in ARCSYM seems small. Net shortwave flux from HIRHAM had a relatively large bias error because of bias error for SWU associated with the surface albedo parameterization. This feature was also found in Tjernström et al. (2005) . The ice albedo in HIRHAM depends only on the ice-surface temperature, although the more sophisticated parameterizations, that is, snow depth and ice thickness in ARCSYM, give more realistic basinwide albedo variability (Liu et al. 2006 ). Errors in the modeled upward longwave (LWU) radiation were consistent with errors in surface temperature (Table 1) . Biases in LWD radiation were large for HIRHAM and COAMPS.
b. Clouds and precipitation
Model errors most obviously arose from the properties of simulated clouds and simulated atmospheric temperature and humidity profiles. Figure 4 shows time-height cross sections of the liquid water equivalent mixing ratio (shaded) and ice mixing ratio exceeding 0.005 g kg Ϫ1 (contour) for each model to assess simulated cloud properties in the ARCMIP models. Observed cloud radar reflectivity is also shown in the bottom panel. From the observation, we selected three main cloudy periods: (I) 1-10 May, (II) 11-19 May, and (III) 29-31 May 1998. Scatterplots of the simulated SWD and LWD radiation for each model compared to the observation are also shown in Figs. 5 and 6.
RCA cloud geometry agreed best with observations, although the simulated ice and liquid water contents were somewhat smaller than observed (as discussed in   FIG. 4 . Time-height cross sections of the sum of simulated water and ice mixing ratios (shaded regions, ordinate unit: hPa). The contour indicates ice mixing ratio exceeding 0.005 g kg
Ϫ1
. Only the sum of water and ice mixing ratios is available in RCA. (bottom) The cloud radar reflectivity (dBZ ) at the SHEBA site. section 3c), resulting in large values of simulated SWD radiation, in particular during periods I and II (Fig. 5) . The simulated cloud geometry by HIRHAM relatively matched with the observations, while the simulated cloud mixing ratio values were much lower in RCA and are missing within the first half of the month, which had ratios consistent with the large negative bias in the simulated LWD radiation during period I (Fig. 6) . COAMPS cloud geometry deviated substantially from the observed clouds, especially for low clouds. COAMPS simulated low clouds when clear skies were observed on 22-25 May; COAMPS also did not show the low clouds that were observed during periods I and II. Errors in cloud simulations caused the lowest correlation coefficient for LWD radiation (Table 2 and Fig. 6 ). ARCSYM results showed the largest errors in simulated cloud geometry. ARCSYM predicted extensive ice clouds in the mid and upper troposphere. This overestimate of upper-level clouds was consistent with the large negative bias in SWD radiation except for period I (Fig. 5) . The negative bias in LWD radiation in the presence of substantial overestimates of ice water content arose from the relatively cold temperature (high altitude) of the emitting clouds during period I (Fig. 6 ).
Variations and discrepancies in simulated cloud geometry may partially depend on vertical profiles of air temperature and humidity. Figure 7 shows time-height cross sections of temperature biases in May 1998 between the air temperature at the closest grid to the SHEBA site and the SHEBA soundings. All models showed a negative bias for air temperature above 900 hPa, in particular during the clear-sky condition (22-25 May). ARCSYM showed the largest error. The cloud-free area has a partially negative bias (e.g., during 5-11 May). The cold bias at low altitudes for COAMPS, HIRHAM, and RCA in particular during periods II and III was consistent with the cold bias in surface temperature. Figure 8 shows time-height cross sections of relative humidity (contours indicate relative humidity with respect to ice with saturation above 100%). Relative humidity simulated by HIRHAM and RCA generally agreed with observations. Figure 4 , however, shows that the cloud fields (i.e., mixing ratio) differed significantly between the two models, especially the low-level clouds.
The cloud scheme in HIRHAM was based on that by Sundqvist (1978) , who suggested that condensation processes on a model grid can be treated as subgridscale processes so that cloud formation actually initiates before the grid-resolved humidity reaches saturation (when a critical relative humidity is reached) and, thus, before a cloud cover fraction is defined. Precipitation produced by the model could evaporate or sublimate below the cloud base. The cloud scheme in RCA was based on Rasch and Kristjánsson (1998) , which is a simplified treatment of the ice phase compared to the Sundqvist scheme. Cloud ice is diagnosed from gridpoint temperature with a probability distribution function and then used as a parameter in the microphysical functions where it is needed. This scheme makes a much closer connection between the meteorological processes that determine condensate formation and condensate amount. They also noted that ice and liquid water burdens were about 30% higher than in the standard model configuration under the Sundqvist scheme, providing the largest significant improvements in polar regions. This characteristic was present in comparisons of vertical cloud distributions from HIRHAM and RCA (Fig. 4) . The RCA cloud scheme therefore has some advantages in terms of cloud microphysics performance.
Analysis of the simulated precipitation also demonstrates the difference of both schemes. The precipitation in the middle of May is significantly important for change in the surface albedo because some models parameterize the albedo using snowfall as mentioned before. Figure 9 shows liquid water equivalent accumulated precipitation from the simulations and from the rain gauge at the SHEBA site. Observations showed significant precipitation on 11-13 and 29-30 May. Both events were successfully reproduced by COAMPS and RCA; however, the total accumulated precipitation in this month was almost 50% greater than observed primarily because precipitation in the latter event was overestimated. Neither ARCSYM nor HIRHAM simu- lated any significant precipitation until nearly the end of the month.
c. Radiative transfer
Clouds have a complex effect on surface radiation fluxes that depend on particle phase, size, shape, concentration, cloud-base height, geometric cloud depth, and cloud fraction. If the cloud optical depth is too large, then the simulated SWD radiation will be too small and the LWD radiation will be too large. Because there is little compensation in the signs and magnitudes of the longwave and shortwave fluxes, it is likely that other factors, such as surface albedo, cloud-base temperature, and the radiative transfer models, contribute to simulation errors.
Modeled and observed relationships between cloud microphysics [expressed in terms of liquid water path (LWP) and ice water path (IWP)] and LWD radiation are shown in Fig. 10 . In the observation, LWD radiation increases with LWP until LWP ϭ 0.1 kg m Ϫ2 and increasing LWP has no further impact on LWD radiation. There are three curves in the observations around 240, 280, and 320 W m
Ϫ2
, corresponding the following periods: (I) 1-10 May, (II) 11-19 May, and (III) 29-31 May 1998. This scatter might be due to the air temperature (Fig. 2a) . On the contrary, these relationships are not always satisfied in each model. In period I, the amount of LWD radiation for ARCSYM and COAMPS is relatively close to the observation although both model dominate ice clouds (Fig. 4) . HIRHAM is hard to compare due to small amount of LWP and IWP in the period. RCA shows a small amount of LWD radiation between 0.02 and 0.04 kg m
. Variation in period II among the models is the largest; ARCSYM is the best, followed by RCA, while COAMPS is 80 W m Ϫ2 smaller than the observed one, suggesting that ice clouds are dominant, that is, errors of cloud phase and/ or cloud-base height). In general, ice particles are typically larger than liquid droplets but have a smaller relative mass density and occur in smaller concentrations; consequently liquid-containing cloud scenes are important for LWD radiation (Shupe and Intrieri 2004) properly because of cloud field misrepresentations (Fig.  4) . Thus, an additional comparison between the radiative transfer models of ARCSYM and COAMPS is warranted. The Arctic Radiation Model Intercomparison Project (more information available online at http://www.rap.ucar.edu/projects/GCSS/WG5/rad_ intcmp/) was conducted under the auspices of the World Climate Research Program (WCRP) GEWEX Cloud System Studies Working Group on Polar Clouds. A special case was selected to evaluate stand-alone radiative transfer codes in ARCSYM [Briegleb (1992) for shortwave radiation, and Mlawer et al. (1997) for longwave radiation] and COAMPS (Harshvardhan et al. 1987 ) (HIRHAM and RCA radiation codes were not available for this project). Cloud effects on radiative fluxes were excluded by selecting a clear-day case (24 May 1998) that met several criteria: first, the atmosphere was reasonably stationary and homogeneous; second, aircraft measurements of in situ atmospheric characteristics were available for the same time period; and finally, extensive surface-based radiation data were present. Input files that contained information on the vertical structure of the atmosphere were generated to test the radiative transfer codes. These data were gridded in the vertical using the nearest data values obtained from the Geoscience Laser Altimeter System (GLAS) radiosonde for 2325 UTC on 24 May 1998. Aerosol profiles were determined from aerosol measurements taken by the NCAR C-130 aircraft below 6 km and from a combination of climatology and totalcolumn optical-depth data from the Multifilter Rotating Shadowband Radiometer (MFRSR) above 6 km. The bias of LWD radiation in ARCSYM and COAMPS was Ϫ4 and Ϫ18 W m
, respectively, under clear-sky conditions. Even if the effect of clouds on LWD radiation was excluded, COAMPS code produced an error larger than the monthly mean (Ϫ16 W m Ϫ2 : Table 2 ). In contrast, ARCSYM results closely matched observations. Pinto et al. (1997) also compared several radiative transfer models for clear-sky conditions during Arctic spring as part of the 1992 Arctic Leads Experiment (LEADEX). The Rapid Radiative Transfer Model (RRTM) (Mlawer et al. 1997 ) that was used in ARCSYM produced values that most closely matched the observed LWD radiation. In contrast, schemes in COAMPS (Harshvardhan et al. 1987) and HIRHAM (Morcrette 1991) significantly underestimated the flux, in agreement with the present results. The bias in ARCSYM and COAMPS for SWD radiation under clear-sky conditions was Ϫ9 and Ϫ20 W m
, respectively. The monthly mean biases were Ϫ54 W m Ϫ2 (ARCSYM) and Ϫ1 W m Ϫ2 (COAMPS); thus, the shortwave radiative transfer code in ARCSYM has clear advantages. 
Summary
Four ARCMIP models were compared with each other and with SHEBA observations for May 1998. Each model showed significant and different biases for surface fluxes. ARCSYM had the smallest net radiation bias; however, a compensating error was found in the shortwave flux, resulting from errors in the modeled cloud fields. This error also influenced LWD radiation. COAMPS most accurately simulated shortwave flux, but LWD radiation errors directly affected the net radiative flux and delayed the icemelt. HIRHAM showed the largest bias for net shortwave radiation due to underestimates of the ice surface albedo. In addition, underestimates of clouds caused the largest negative bias for LWD radiation. These two factors caused the largest error in net radiative flux. RCA also had a compensating error in the shortwave flux similar to that in ARCSYM. No model stood out as the best in terms of flux components. Difficulties arose mainly from errors in the cloud fields.
The investigations of cloud properties focused on the vertical cloud distribution and precipitation. Vertical cloud distribution was most poorly simulated by ARCSYM, particularly the amount of upper ice clouds. Low-level clouds persisted during clear-sky conditions in COAMPS, forcing a serious error in LWD radiation. HIRHAM underestimated cloud formation resulting in the largest bias in LWD radiation. RCA yielded the best simulation. Accumulated precipitation in the ARCMIP models could be classified into two groups: too much precipitation (COAMPS and RCA) and too little precipitation (ARCSYM and HIRHAM). Overall, the cloud scheme in RCA best reproduced the simulated cloud geometry and the precipitation associated with two important synoptic events.
Radiative transfer under cloudy-sky condition was evaluated focusing on a relationship between LWP (IWP) and LWD radiation during three different cloudy periods. Basically, the absence of liquid cloud made an adequate estimate of LWD radiation difficult in each model. In periods when liquid clouds dominated, ARCSYM agreed with the observations. For clear-sky conditions, an additional comparison of radiative transfer codes in ARCSYM and COAMPS, which could not be evaluated because of large cloud field errors, was conducted. Even though cloud effects were excluded, problems remained in the shortwave and longwave radiative schemes of COAMPS. In contrast, errors in ARCSYM were significantly reduced, suggesting that the radiative transfer codes in ARCSYM might work properly if clouds were correctly simulated.
In summary, this model intercomparison study showed that the ARCSYM radiative scheme and the RCA cloud scheme have some advantages for springtime Arctic simulations. Annual mean biases for surface fluxes computed in previous studies (e.g., Rinke et al. 2006) were smaller than biases in this study. This suggests the presence of potentially compensating errors in the annual statistics, and that the transitional season for melting remains one of the most challenging for Arctic climate simulation.
