Abstract: Precipitation estimates from Doppler weather radar (DWR) provide much better spatial resolution as compared to rain gauges and are therefore becoming more popular in hydrological applications. However, traditional estimates of precipitation from radar-measured reflectivity (e.g., Z ¼ aR b ) are deterministic and thus do not offer any information about the uncertainty associated with the estimate. However, the radar scans may contain significant errors that propagate to the rainfall estimates. This gives rise to the need for the probabilistic estimates of rainfall. This paper proposes a copula-based approach to obtain the joint cumulative distribution function (CDF) of reflectivity (Z) and precipitation (R) from which the conditional CDF of precipitation is determined. Three copulas are implemented, and the temporal and spatial transferability of each model is evaluated using different measures of performance. It is established that the precipitation estimates are better than those obtained from the four different existing methods, including the traditional approach. In addition, uncertainty estimates are also available from the proposed approach. Though the mean (50th quantile) of the probabilistic estimates does not correspond well to the gauge rainfall data, availability of the estimates at various confidence levels makes the proposed copula-based approach suitable for different applications.
Introduction
Recently, significant attention has been given to obtaining accurate and high-resolution precipitation estimates. Because they are point measurements of rainfall, observations from rain gauge stations cannot capture the spatial variability of rainfall unless a dense network of rain gauges exists. The use of Doppler weather radar (DWR) to measure precipitation provides better spatial resolution and can detect precipitation occurring far away from a location.
Radars send microwave pulses into the lower atmosphere and measure the returned pulse. The energy of the received pulse reflected by the target is known as the reflectivity, denoted as Z. The reflectivity is related to the drop size distribution (DSD), which in turn is related to the rainfall intensity (Rinehart 2004; Battan 1973; Rendon et al. 2013) , denoted as R. However, radar scans may contain significant errors when there is an echo or a reflection from targets other than water droplets, such as buildings, clusters of birds, or hills (Villarini and Krajewski 2010b) . These unwanted echoes are termed clutter. Villarini and Krajewski (2010b) reviewed the various sources of error in single-polarization radar-based rainfall estimates, which include uncertainties due to parameter estimation, the observational system, and measurement principles. Radar scans undergo a number of preprocessing quality control algorithms to remove clutter, such as hail correction and ground clutter correction, among others (Fulton et al. 1998 ). Methods to reduce clutter in radar scans are a field of active research (Schaefer 1990; Berenguer et al. 2005; Aghakouchak et al. 2010 ). This preprocessed reflectivity is then used for estimating rainfall using a reflectivity-rainfall relationship.
Another source of uncertainty in the reflectivity-rainfall relationship is the sampling error because of the vertical variability of reflectivity with height. DWR measures the water droplets in the air at a height from the surface depending on the DWR's elevation angle. Thus, with increasing distance from the DWR, the radar echo corresponds to a larger volume of air at a higher location. This leads to variations in the vertical profile of reflectivity (VPR), which can introduce range-dependent biases in the estimated rainfall. Joss and Lee (1995) quantified the mean VPR using volumetric radar data collected close to the radar at 20 elevation angles. Vignal et al. (2000) compared this method to two more methods: one estimates the VPR using a climatological profile, and the other determines the VPR using an apparent profile-identified by volumetric radar data-and corrects it for spatial variations using the ratio of the radar-estimated rainfall rate at different elevations to that at the lowest elevation angle.
Empirical relationships have been developed to correlate reflectivity directly with rainfall intensity, which has been found to depend on the DSD (Vieux 2001) . The most widely used empirical relation is Z ¼ aR b (Atlas et al. 1997) , where a and b are the constants related to the DSD of rainfall and calibrated with the rain gauge stations present in the area of coverage of the radar (Fulton et al. 1998) . Several studies have been carried out to estimate the values of a and b. Marshall and Palmer (1948) estimated 200 and 1.6 as the values of a and b, respectively. Their study focused on stratiform rainfall only. Battan (1973) provided a list of 69 different Z − R relationships based on climatic conditions for different parts of the world. Rosenfeld et al. (1993) studied tropical rainfall events and evaluated the values of a and b as 250 and 1.2, respectively. Fulton et al. (1998) proposed a ¼ 300 and b ¼ 1.4 for convective rainfall; these are now used as standard values for Weather Surveillance Radar-1988 Doppler (WSR-88D) . WSR-88D is the technical name of next-generation radar (NEXRAD), which is a network of 160 high-resolution S-band DWR operated by the U.S. National Weather Service (NWS). As the DSD varies geographically and from storm to storm, the true values of a and b should also vary continuously, which is impossible to consider in practice (Villarini and Krajewski 2010a and references therein) . Thus, for practical considerations, the values of a and b are generally kept constant. In NEXRAD, a and b do not usually vary, except in some special cases, such as cool-season stratiform, deep convection, tropical, Marshall/Palmer stratiform, and so forth.
More recently, studies have focused on adjusting the Z − R coefficients (a and b) from gauge readings in near real time (NRT). A recursive procedure for real-time estimation and correction of the mean field bias (MFB) in the traditional Z − R coefficients was proposed by Seo et al. (1999) . Legates (2000) demonstrated a NRT calibration procedure for reducing biases using radar-gauge pairs and by introducing a distance correction factor in the traditional Z − R relationship. Steiner and Smith (2000) studied the uncertainty inherent in the estimation of one parameter from the other in traditional Z − R relationships caused by the natural variability of DSD within and between storms. Anagnostou et al. (2013) proposed the use of cloud-to-ground lightning information and a storm-tracking algorithm for distinguishing different storm types. The MFB was then evaluated and corrected for different storm types using a ratio of the gauge estimate to the radar estimate. Rendon et al. (2013) implemented four models for estimating the MFB and adjusting the coefficient a. They modeled the seasonal trends in MFB using a sum of sines equation and studied the use of Kalman filtering and the autoregressive moving average (ARMA) model for developing predictive models to estimate a for the next step. In this study, these models are used as reference models to compare the performance of the proposed approach. The time series and the Kalman filter-based models that are not intended for forecasting could perform better than those that are because one could incorporate the observations at forward time steps and backward time steps. However, neither the proposed approach nor the models proposed by Rendon et al. (2013) incorporate the observed rainfall from previous time step(s) while estimating the radar-based rainfall.
The traditional Z − R relationships are deterministic and do not provide any information about uncertainty associated with the rainfall estimates. Quantifying the effect of each and every source of uncertainty in radar estimates and modeling the propagation of such errors in hydrologic analysis is a challenging task (Krajewski and Smith 2002) . Moreover, discrepancies between radar estimates and rain gauge measurements have also been attributed to inappropriate Z − R relationships and subgrid scale variability of rainfall (Jordan et al. 2003; Ciach et al. 2007 ). Hence, a probabilistic approach toward rainfall estimation using radars might be advantageous.
The probabilistic approaches to quantify the uncertainty associated with radar estimates of rainfall have been investigated by several researchers (e.g., Ciach et al. 2007; Germann et al. 2009; Aghakouchak et al. 2010) . Ciach et al. (2007) developed an empirical model to provide probabilistic estimates of rainfall using radar. The authors quantify the uncertainties using a family of bivariate frequency distributions over spatial and temporal dimensions. A product-error-driven (PED) model was used to obtain the probability of rainfall. Habib et al. (2008) used the PED model to study the implications of the error in radar-estimated rainfall on streamflow simulations. This model was used to study the impact of rain gauge network density on the estimation of various components of the model ). Villarini and Krajewski (2010a) further expanded this model to describe the relation between observed and radar-estimated rainfall as the sum of a systematic function and a random component to analyze the effect of an anomalous propagation removal algorithm. Germann et al. (2009) proposed the generation of precipitation field ensembles to characterize the residual errors in radarestimated precipitation. The ensemble generator used in the study made use of singular-value decomposition of the error covariance matrix, stochastic simulation using the lower-upper (LU) decomposition algorithm, and autoregressive filtering. Aghakouchak et al. (2010) developed a probabilistic model of quantitative radar rainfall estimates by simulating an ensemble of radar fields stochastically to estimate the error and imposing them on reflectivity. The error consists of two components: one is a random component, and the other is proportional to the magnitude of the rainfall estimate.
Another alternative is to estimate the joint cumulative distribution function (CDF) of reflectivity and rainfall and consequently estimate the conditional distribution of rainfall from the joint distribution. Copulas are used for modeling the joint probability distribution by combining one-dimensional marginal distributions and their dependence and have already been implemented in a number of hydrological applications. Copulas have been successfully implemented for frequency analysis, flood distribution modeling, and several other hydrologic studies (De Michele and Salvadory 2003; Shiau 2006; Zhang and Singh 2007; Renard and Lang 2006; Serinaldi and Grimaldi 2007; Kao and Govindaraju 2008; Maity and Nagesh Kumar 2008; Song and Singh 2010; Salvadori and De Michele 2010; Chowdhary et al. 2011; Piani and Haerter 2012; Maity et al. 2013; Wong et al. 2013) .
In the area of rainfall estimation, Gebremichael and Krajewski (2007) implemented copulas to investigate the temporal sampling errors in satellite-derived rainfall estimates. They derived the joint distribution between the sampling error and the corresponding rainfall rate using a number of copulas and estimated the marginal distributions and the best-fit copula through the maximum likelihood. Villarini et al. (2008) compared a parametric and a nonparametric approach of quantifying uncertainty in radar estimates at four different timescales. They adopted the methodology proposed by Ciach et al. (2007) for the nonparametric approach and copulabased regression for the parametric approach. Different copulas were implemented to model the uncertainty between the radar estimates and rain gauge estimates. Vogl et al. (2012) adopted the Frank copula and the Gumbel-Hougaard copula to autocorrect the biases in radar-derived rainfall estimates with respect to the rain gauge readings. They simulated reflectivity fields through the copula-based models to mimic spatial patterns of rainfall and reduced the differences in the absolute value of rainfall intensity between the radar and gauge estimates. Villarini et al. (2013) applied a data-driven multiplicative model in which the product of a systematic and a random component of error was used to describe the relation between the actual rainfall and the radar-estimated rainfall. The systematic component was approximated by a power law function, which accounted for the conditional biases. The random component was estimated using a dynamic copula-based methodology, which generated ensembles of random error fields with the prescribed marginal probability distribution and spatiotemporal dependencies. Instead of the Gaussian distribution, they implemented a mixture of the gamma distribution to model the radar error marginal distributions.
In this paper, a copula-based approach has been proposed and implemented to study the association between reflectivity and hourly rainfall in a probabilistic way. The real-time rainfall estimation in a probabilistic manner is the strength of the proposed copula-based method. Three copulas-namely, the Plackett, Frank, and Gaussian copulas-have been used to develop three models for the probabilistic estimation of rainfall. The proposed methodology for calculating the conditional probability distribution of rainfall from reflectivity is independent of the traditional Z − R relationship. The traditional Z − R relationship (along with three other models, discussed later) is used for comparison only. The proposed methodology directly estimates the conditional CDF of rainfall from reflectivity using copulas. The marginal probability distributions of rainfall and reflectivity are determined, and the parameters are estimated from the data set. A network of rain gauges has been used to obtain rainfall observations that are used for model development and validation. Next, the models are evaluated using probabilistic and deterministic measures of performance and are compared with four different existing methods.
Methodological Background
Copula A copula is a function C that joins or couples two or more marginal distributions to obtain their joint distribution. Copulas are very powerful for modeling the joint probability distribution by combining one-dimensional marginal distributions. Their ability to model the complete dependence structure based on very few parameters and the fact that they always exist and are unique in the case of continuous marginal distribution have popularized their use in various fields of application (Gebremichael and Krajewski 2007) . According to Sklar's (1959) theorem, for any two random variables X and Y with marginal CDFs FðxÞ and GðyÞ, there exists a copula C such that for all (x; y) in real R Hðx; yÞ ¼ C½FðxÞ; GðyÞ ð1Þ
Three copulas-namely, the Plackett, Frank, and Gaussian copulas-were chosen for this study, primarily because of their ability to model both positive and negative associations between the random variables and the wide range of their dependence parameters. Fig. 1 shows the mathematical details of the three copulas. The Plackett copula comprises joint distributions for which the cross-product ratio is independent of the choice of point for dividing the contingency table (Nelsen 2006; Plackett 1965) . A contingency table is used to represent the joint frequencies of the class intervals of two or more random variables. The contingency table consists of cells containing values that denote the joint frequencies of the corresponding classes. The classes are made by dividing the range of the random variables into different categories or class intervals. In the Plackett copula, the dependence between the random variables is modeled through the cross-product ratio ( Fig. 1) , which is estimated from a two-dimensional contingency table. The Frank copula (Frank 1979; Genest 1987) belongs to the one-parameter Archimedean family of copulas that is popular because of its ease of construction and ability to model the distributions of the higher dimensions based on the dependence parameter only. The Gaussian copula is a member of the elliptical family of copulas. It is essentially a multivariate Gaussian distribution with mean 0 and covariance matrix Σ, except that its marginals need not follow the Gaussian distribution. The Gaussian copula is asymptotically independent in both the higher and lower tails and thus lacks the ability and flexibility to model the tail dependencies to the extent of the Archimedean copulas. However, it is popular because of its simplicity in implementation and the well-documented properties of the Gaussian distribution. The dependence parameters of the Frank and Gaussian copulas are mathematically related to Kendall's tau coefficient (τ ), which is used in this study to measure the association between the rainfall and reflectivity. This is a rankbased, nonparametric statistic and does not require any assumption about the distribution of the variables.
The developed model consists of the following broad steps: (1) estimating the marginal CDF of the observed rainfall and reflectivity, (2) calculating the joint CDF of the observed rainfall and reflectivity using the Plackett, Frank, and Gaussian copulas, (3) calculating the conditional CDF of the rainfall for a given reflectivity using the joint CDF, and (4) assessing the relative performance of different copulas to model the observed rainfall.
Study Area and Data
The study is based on the data from the WSR-88D located in Alabaster, Alabama. Identified by the code KBMX, it is part of the NEXRAD and is installed and maintained by the Fig. 1 . Details of Plackett, Frank, and Gaussian copulas U.S. NWS. The reflectivity data measured by the radar are contaminated by static and nonstatic clutter. A number of radar products are available based upon the level of preprocessing of the raw data obtained from the radar. The digital hybrid scan reflectivity (DHR)-a Level III product-is used in this study. The DHR is available in a radar-centered polar coordinate of 1 km × 1°and has a range of 230 km. It is updated once in every volume scan and is expressed in dBZ (10 × log Z). There are 256 data levels of 0.5-dBZ increments ranging from −32 to 96 dBZ.
Owing to the variable rotational speed of the radar, the time interval of successive scans varies from 5 to 6 min in precipitation mode and from 10 to 12 min in clear air mode (more information is available at www.srh.noaa.gov/radar/radinfo/ radinfo.html). The reflectivity varies as per the intensity of the rainfall at the time of the scan while the rain gauges provide the accumulation of rainfall over an hour. Because this study aims at calculating the hourly rainfall, the time-weighted mean of the reflectivity for each hour is considered as an equivalent hourly value. To obtain this value, the reflectivity is converted from dBZ to the linear scale-i.e., in units of mm 6 =m 3 . Then, the recorded reflectivity values within an hour are multiplied by the representative time interval, summed up, and divided by the total time (1 h). Henceforth, in the context of the proposed methodology, this equivalent hourly value is also referred to as reflectivity (mm 6 =m 3 ). All the analyses are carried out with this reflectivity value. However, the results are plotted in a dBZ scale, which is a standard practice.
While traditional models are used for comparison purposes, this averaging is not applied because any sort of averaging may introduce errors in the rainfall estimate from such models (Z ¼ aR b )
because the parameters (a and b) are not developed at an hourly scale. Hence, the rainfall intensities obtained by the traditional models are accumulated over 1 h. This hourly rainfall value is compared against the output of the proposed approach. Thus, the comparison is carried out at an hourly scale. The rainfall data are recorded by different rain gauges located within the coverage area of the radar. The data from a total of 11 rain gauges have been used for this study. The rain gauge readings are in the form of a whole number representative of 0.254 mm=h (0.01 in:=h). This has a temporal resolution of 1 h. All data were retrieved from the National Climatic Data Centre (NCDC). The measurement threshold of three rain gauges (COOPID 10831, 15550, and 10272) is 0.254 mm=h (0.01 in:=h), while the rest of them have a measurement threshold of 2.54 mm=h (0.1 in:=h). Fig. 2 shows the location of the radar and the rain gauges.
Results and Discussion
The model parameters are estimated using the data from three stations (COOPID 10831, 15550, and 10272) for the period of January 1, 2010, to December 31, 2010. The models are tested for both spatial and temporal transferability using the data from January 1, 2011, to December 31, 2011, at all 11 stations. Testing at the same stations over some other period will demonstrate temporal transferability, whereas testing at the eight other stations will indicate spatial transferability. Afterward, seasonal analysis is also performed, and the results are reported. 
Model Development
Estimating Marginal CDF All the values of reflectivity below 20 dBZ are ignored because they can be considered noise. For instance, the rainfall intensity corresponding to 20 dBZ is 0.456 mm=h using a ¼ 300 and b ¼ 1.4 through the existing traditional relationship (Z ¼ aR b ). Thus, only those pairs of the rainfall-reflectivity values are considered in the model development for which dBZ ≥ 20. Fig. 3 shows the scatter plot of all such pairs for the three stations used for model development. The empirical CDFs of the observed rainfall and reflectivity were compared with the theoretical CDFs of the gamma, exponential, Weibull, lognormal, and generalized extreme value (GEV) distributions through the maximum likelihood method. Fig. 4 shows the comparison. The observed rainfall is expressed as a mixed distribution with a probability mass for zero rainfall and a lognormal distribution with parameters of μ rain ¼ 0.48 mm and σ rain ¼ 1.20 mm for nonzero values. The development period has 25.34% zero values. Eq. (2) gives the CDF of the observed rainfall.
where erfc = complementary error function. The marginal distributions are fitted to reflectivity data (Z) in both the linear scale (mm 6 =m 3 ) and the dBZ scale. It is found that the fitting is better in the case of the linear scale; therefore, this is chosen as input for further analysis. It is found to follow a lognormal distribution with parameters μ ref ¼ Comparison of empirical and theoretical CDFs of (a) reflectivity ≥ 100 mm 6 =m 3 (≥20 dBZ) and (b) observed nonzero rainfall 
Dependence Parameters of Copulas
Once the marginal distributions are estimated, the dependence parameter modeling the dependence structure of the marginal distributions needs to be estimated for developing the joint CDF of the rainfall and reflectivity. The dependence parameter is unique for each copula, and it is estimated using the combined data from all three stations used for model development. To check the uniformity of the model parameters over the coverage area of the radar, the parameters are also estimated individually for the three stations used for model development. These are compared to the parameter values obtained while using the combined data. For the Plackett copula, the cross-product ratio, θ p , between the reflectivity and the rainfall is found to be 26.84 when estimated from the combined data from all three stations. After the marginal distributions and the dependence parameters of the three copulas are estimated, the joint CDFs are calculated using the expressions in Fig. 1 . The conditional CDFs are subsequently estimated by partially differentiating the joint CDF (Schmidt 2006) . For example, Fig. 5 shows the conditional CDFs for some typical values of the reflectivity estimated from the Plackett, Frank, and Gaussian copulas. Because the proposed approach provides the distribution of the estimated rainfall (rather than a single value), the rainfall estimates can be obtained as any desired quantile value, and the range of estimates can be obtained at any desired confidence level. Fig. 5 shows that the probability of higher rainfall increases with an increase in the reflectivity because of the positive correlation between them. For a low value of reflectivity (20 dBZ), the cumulative probability is almost entirely exhausted at zero rainfall, and the plots reach a plateau at approximately 1 mm of rainfall. The CDFs of high values of reflectivity (30 dBZ and higher) show a substantial decrease in the probability of zero rainfall. The rainfall magnitude at which the CDF attains a certain quantile value also increases with an increase in Z, indicating the higher probability of rainfall events. In the case of the Frank copula-based model, the difference between CDFs, corresponding to Z > 40 dBZ of the estimated rainfall, is lower compared to the values less than 40 dBZ. However, in the case of the Plackett and Gaussian copula-based models, such differences between the CDFs are clear, even for Z values greater than 40 dBZ. This may help in differentiating rainfall magnitude for higher reflectivity.
Model Performance-Temporal and Spatial Transferability
The developed models are evaluated using five measures of performance: (1) hit rate (HR), (2) false alarm rate (FAR), (3) percentage captured (PC), (4) continuous ranked probability score (CRPS), and (5) skill score (SS). Fig. 6 shows the mathematical details. The temporal transferability is assessed through the performance during the testing period at the same stations used for model development. However, the spatial transferability is tested by applying the developed model at the stations other than those used in model development.
HR, FAR, and PC
The HR and FAR are the measures of evaluation for dichotomous discrete events, and the PC is indicative of the accuracy of probabilistic estimation. The higher the HR and PC and the lower the FAR, the better the model performance. However, these measures can be calculated only for the point estimate (specific value) of the rainfall, not for the estimated probability distribution. Thus, to compute the HR, FAR, and PC, the rainfall estimates are considered for The rainfall estimates corresponding to certain quantiles are obtained from the derived probability distribution of the rainfall corresponding to the observed reflectivity. The computation of the HR, FAR, and PC at different quantiles is possible only when a probabilistic estimation is available. Users are free to select the commonly used traditional 50th quantile value. However, there could be situations when it may be required to select a high or low confidence (significance) level of estimation depending on whether one wishes to obtain a conservative estimate of rainfall or otherwise decides which of the three parameters (HR, FAR, and PC) should be given more importance. For instance, Ciach et al. (2007) reported rainfall estimates corresponding to the 10th, 25th, 50th, 75th, and 90th quantiles. In this study, the 50th, 75th, and 95th quantiles are chosen for comparing the performance of the models based on the HR, FAR, and PC.
CRPS and SS
The CRPS is a measure of the performance of a model that provides a probabilistic output. The measure is sensitive to the distance and to the sharpness (low standard deviation) of the estimated probability distribution. The distance refers to the difference between the estimated and observed values. The deterministic estimate or a specific observed value can be interpreted as a probabilistic output with zero variance. The CDF of such an estimation may eventually be expressed as the Heaviside function, which is expressed as
where x est is the estimate of the traditional method. The CRPS of the traditional relationship can then be calculated as per the CRPS expression shown in Fig. 6 , which reduces to the expression for the mean absolute error (MAE) (Hersbach 2000) . Thus, the comparison of the MAE of the traditional relation (deterministic) with the CRPS of the proposed copula models is the same as comparing the CRPS of the traditional models (used as reference models) and the proposed copula models. Fig. 7 shows a graphical representation of the CRPS.
The CRPS values obtained for the whole time series, when scaled with a reference CRPS value and averaged over the whole test set, give the SS of the developed model over the reference model. Thus, the SS is a metric that compares the performance of the proposed and reference models. A positive SS indicates that the proposed copula model performs better than the reference model, whereas a negative SS suggests that the proposed copula model's performance is poorer than the reference model. The reference models used for comparison in this study are the traditional Z − R relationships with four different sets of the coefficients a and b: (1) M1: standard values of a and b adopted by the NEXRAD system (a ¼ 300; b ¼ 1.4) (Ulbrich and Lee 1999; Morin et al. 2003) , (2) M2: curve fitting using the nonlinear leastsquares analysis (a ¼ 478; b ¼ 1.54), (3) M3: seasonal trends using a sum of sines equation, and (4) M4: the autoregression moving average (ARMA) model. Models M3 and M4 have been taken from Rendon et al. (2013) , for which the value of a is different for different days and b ¼ 1.4. For Models M2, M3, and M4, a and b are estimated from the same data from which the proposed copula models have been developed. Table S1 (supplementary document) summarizes the performance metrics for these four traditional models. CRPS 1 , CRPS 2 , CRPS 3 , and CRPS 4 refer to the CRPS of these four traditional models-M1, M2, M3, and M4, respectively.
The skill scores of the proposed methodology are referred to as SS 1 , SS 2 , SS 3 , and SS 4 , which refer to the skill scores considering M1, M2, M3, and M4 as the reference model, respectively. Tables 1  and 2 (and Tables S2 and S3 in the supplementary document) provide the results for the different performance measures. Table 1 provides the results of assessing temporal transferability. Table 2 summarizes the results of the spatial transferability using the Frank copula-based model. The results of spatial transferability using the Plackett and Gaussian copula-based models are provided in the supplementary document (Tables S2 and S3 , respectively, for the Plackett and Gaussian copula-based models).
A change in the values of the coefficients of the traditional relationship (a and b) will not lead to changes in the HR and FAR. Further, the PC cannot be calculated because these relationships are deterministic. The traditional relationships have a better HR than all three copula-based models. However, they have a higher (poorer) FAR. However, the CRPS will change with changes in a and b. Thus, the CRPS will be different for different reference models and, as a consequence, the SS for the proposed copula model will differ depending on the reference model considered. It is found that the CRPS values for all three proposed copula models are lower; therefore, the SSs are greater than 0 when compared against all the reference models. There is only a single exception in the case of the spatial transferability for the station with COOPID 10063 using Model M3 (Table 2) . This shows that all three models developed in this study perform better than the traditional relationships. The local data are used for the parameter estimation of Models M2, M3, and M4. Thus, the improvement in the estimation of rainfall through the proposed copula models can be attributed to the efficacy of the proposed approach. Among the four reference models used for comparison, Model M2 is found to have the lowest CRPS. Models M1 and M2 can be considered closer competitors to the proposed copula model as compared to Models M3 and M4. This is perhaps due to the large number of rain gauge stations required for Models M3 and M4. Only three stations are used for model development for all the reference models and for the proposed copula model.
When comparing three different copulas, all five measures of performance should be taken into consideration while choosing the best model for the probabilistic estimation of the rainfall. The Gaussian copula-based model is found to have the best HR. However, in terms of the CRPS and SS, the Frank and Plackett copula-based models perform better than the Gaussian copula. Moreover, the Gaussian copula-based model has the highest FAR. Thus, despite its HR being the highest, the Gaussian copula-based model can be said to perform the worst among the three proposed copula models when all performance metrics are taken into account.
The Plackett and Frank copula-based models have very similar performances. Both the models have the same HR and FAR at the 95th quantile. In terms of the HR, the Frank copula-based model is slightly better for the 75th quantile, while the models are nearly the same for the 50th quantile. The Frank copula-based model also has a better FAR at the 50th quantile. However, the FAR of the Plackett copula-based model is better for the 75th quantile. They also have approximately the same PC for the 50th and 75th quantiles, but the Frank copula-based model outperforms the Plackett copula-based model at the 95th quantile in terms of the PC. In terms of the CRPS and SS, the Plackett copula-based model has a better performance in the three stations used for model development, but the Frank copula-based model performs better in the rest of the stations. Thus, the Plackett copula-based model has better temporal transferability, while the Frank copula-based model has better spatial transferability. Therefore, the Frank copula-based model can be said to marginally outperform the Plackett copulabased model and is recommended among the three copulas.
Figs. 8-10 show the hourly gauge rainfall and the estimated rainfall for the Plackett and Frank copula-based models for the three stations (COOPID 10831, 15550, and 10272) during the model testing period. As this is a probabilistic approach, the rainfall estimates at any desired quantile value can be obtained from the proposed approach. The results corresponding to the 50th, 75th, and 90th quantile values were discussed previously. However, as they are traditional, the 50th quantile values are used to show the scatter plots with the observed rainfall. These plots are shown in the supplementary document (Fig. S1 ). The root mean square error (RMSE), mean bias error (MBE), correlation coefficient (CC), Nash-Sutcliffe efficiency (NSE) coefficient, and degree of agreement (D r ) are also computed between the 50th quantile values and the observed rainfall. These are also given in the supplementary document (Table S4 ). The models exhibit a low RMSE for all the cases. A higher RMSE in some of the stations is perhaps due to their measurement thresholds being 2.54 mm (0.1 in.) instead of 0.254 mm (0.01 in.), which is the case for the stations used for model development. The CC values are high for the stations used for model development (COOPID 10831, 10272, and 15550) and are relatively lower for the other stations. The values of D r are positive for all the stations for all three copula-based models. In terms of NSE, the Frank copula-based model outperforms the other two models and has only three stations with negative NSE. These three stations show negative NSE for all three models. The Plackett copula-based model has negative NSE for five stations, while the Gaussian copula-based model has negative NSE for six stations. The performances of the models are found to be better (higher CC, higher D r , lower RMSE, and higher NSE) in the stations used for model development (COOPID 10831, 10272, and 15550) as compared to the stations used for testing. Fig. S1 shows that the 50th quantile values from all three copula-based models may be higher or lower than the gauge rainfall for a rainfall rate of less than 10 mm=h. However, for values of a rainfall rate greater than 10 mm=h, the 50th quantile values are always less than the observed rainfall, with high rainfall events being significantly underestimated, which means that higher quantiles may provide more accurate estimates of the rainfall. Also, the CC values corresponding to the 50th quantile rainfall values are quite low (Table S4 ). The 50th quantile is a measure of the central tendency of the distribution. The fact that it underestimates higher values of rainfall shows that there may be conditional bias in the estimated rainfall. However, the presence of conditional bias is not uncommon in other conventional techniques. Ciach et al. (2007) found that there was considerable conditional bias in the radarestimated rainfall, even after estimating and removing the overall bias (MFB). The findings of Wright et al. (2013) are also in line with those of Ciach et al. (2007) . They found that the presence of conditional bias in radar estimates leads to the underestimation of high rainfall rates despite overall bias correction. The conditional bias may be attributable to the point-to-area difference. This is not within the scope of the present study, but the point-to-area difference is also a possible source of error. Reflectivity is sensitive to the average rainfall over a given cell, whereas gauge reading provides point estimates of rainfall that the 50th quantile may not be able to capture properly. It has been found previously that rainfall corresponding to higher quantiles gives more accurate estimates. Having probabilistic output, users are free to choose the desired statistical confidence level depending on their application. In the case of extreme rainfall events, it is found that the 50th quantile values are Note: SS 1 , SS 2 , SS 3 , and SS 4 refer to the skill scores of the proposed copula models with Models M1, M2, M3, and M4 as reference models, respectively.
generally lower than the observed values. However, the probabilistic output of the proposed approach can be used to develop the probabilistic field of rainfall at any desired statistical confidence level (say, the 75th or 95th quantile). If only the 50th quantile is considered, the Gaussian copulabased model is found to perform better than the other two copula-based models. However, considering all the performance measures (Table S4) for the entire range of the observed rainfall, the Frank copula-based model outperforms the other two copulabased models. In addition, as shown in Fig. S1 , though the 50th quantile often falls below the observed rainfall, the negative values of the MBE (Table S4) indicate otherwise, except for the stations with COOPIDs 18323 and 18673. This is because the number of hours experiencing a high rainfall rate is much lower compared with the number of hours receiving a low rainfall rate, which contributes to a negative MBE. (Table S5 ). The traditional relationship shows a positive MBE for all stations, indicating that it overestimates the rainfall. It shows a higher RMSE, lower NSE, and lower D r for all stations as compared to the proposed copula models. In terms of the CC, the proposed copula models outperform the traditional model, except for the station with COOPID 10831 with the Frank and Plackett copula-based models. The CC values are much higher for the stations used for model development, but the same values drop off significantly for the other gauge stations. This is perhaps because the measuring threshold of the three gauge stations used for model development is 0.01 in. (0.254 mm), whereas the measuring threshold of the gauges used in model validation is 0.1 in. (2.54 mm).
With dimensions of 1 km × 1°, a DHR cell varies in size. The area of the cell increases as its distance from the radar increases. For instance, the size of a cell nearest to the radar will be approximately 1 × 0.17 km. The size of another cell at the maximum distance (230 km) will be an approximate rectangle with dimensions of 4 × 1 km. The rainfall may even vary within a cell of these sizes. However, the reflectivity from radar scans does not provide any information about the variation of the rainfall within a cell. Thus, the variation of the rainfall within a cell cannot be considered. The results of the Frank copula-based model (because it performs the best among the three models) over the 11 rain gauge stations is investigated to check the effect of distance from the radar.
The 50th quantile (median) was chosen for calculating the HR, FAR, PC, RMSE, NSE, CC, D r , and MBE. The CRPS was also considered. It is found that the distances are positively correlated with the CRPS (0.34), FAR (0.61), and RMSE (0.37). Also, the distances are negatively correlated with the HR (−0.62), PC (−0.50), NSE (−0.46), CC (−0.68), and D r ð−0.38Þ. However, most of these values are not strongly correlated. In the case of the MBE, both high positive or high negative values denote a poor model performance. Thus, the correlation between the distance and the MBE may not reflect the association between the model Fig. 10 . Probabilistic estimation of rainfall at COOPID 10272 from January 1, 2011, to December 31, 2011, using (a) the Plackett copula-based model; (b) the Frank copula-based model performance and the distance. Therefore, absolute values of MBE are considered for estimating its correlation with distance. The higher the absolute value of the MBE, the lower the model performance and vice versa. However, no clear dependence is observed with respect to the absolute value of the MBE. In this exercise, the SSs are not examined because they depend on both the performance of the model being evaluated and the reference model. Because it cannot be said with certainty that the performance of the reference models in this case is independent of the distance of the rain gauges, the variation in the SS with the distance cannot solely be attributed to the performance of the model being tested. However, considering the available measures, the performance of the models remains almost the same or decreases very slowly with the increase in distance from the radar. The gauges used for model development are nearer to the radar as compared to those used in model validation. The radar sample will be less correlated with the gauges at a farther range because the beam is sampling much higher in the cloud. The copula-based approach does not take these more physically based biases into consideration. In theory, the reflectivity is less correlated (or at least biased) as compared to surface rainfall as a function of the range due to beam broadening and, more importantly, with the radar beam increasing in height and sampling higher up in the ice regions in clouds. This latter consideration of vertical variability of reflectivity with height in precipitating clouds was ignored, yet comprises a major thrust of recent research in the field of radar hydrology.
Another issue is related to the available data size for model development. It is true that a properly representative sample (with respect to the underlying population) is necessary for any statistical analysis. In this study, 1-year (2010) data are used for model development that may not contain all possible extreme rain rates. The larger the data size, the higher the chance of more extreme values in the data available for model development. This may ensure the higher potential of the developed model in detecting extreme rainfall events.
Seasonal Analysis
Seasons may have an impact on the reflectivity, thus contributing to the uncertainties in the rainfall estimates. To investigate the performance in different seasons, the dependence parameters are calculated seasonally for the three stations (COOPID 10831, 15550, and 10272) during 2010 and evaluated on all 11 stations for the corresponding seasons in 2011 using the aforementioned performance metrics. From January to March is considered Season 1, April to June is Season 2, and so on up to Season 4. Kendall's tau coefficients for the four seasons are found to be 0.61, 0.65, 0.60, and 0.60, respectively. The cross-product ratios, θ p , are found to be 46.70, 47.44, 19.71, and 24.62 for the four seasons, respectively. These values indicate that the first two seasons and the last two seasons of the year differ from each other, but there is relatively less variation within the first and last two seasons.
Separate models are developed, and all five performance metrics are computed for all the seasons individually. For brevity, these results are tabulated in the supplementary document (Tables S6-S17 ). The corresponding seasonal analyses of two of the reference models-M1 and M2-are given in Tables S18-S21. Models M3 and M4 cannot be used for this analysis because these two reference models require a whole year's worth of data for calculating a and b. There is a decrease in the CRPS value (indicating better results) across all seasons that indicates a better performance against the whole-year analysis presented earlier. The other four measures of performance remain either slightly better or at least comparable. For instance, the HR ranges from 0.503 to 0.733 for seasonal analysis against 0.358 to 0.723 for the wholeyear analysis based on the Frank copula-based model. Similarly, other measures-FAR (seasonal analysis: 0.071-0.467, wholeyear analysis: 0.092-0.933); PC (seasonal analysis: 0.923-0.979, whole-year analysis: 0.803-0.993); SS 1 (seasonal analysis: 0.374-0.620, whole-year analysis: 0.300-0.587); and SS 2 (seasonal analysis: 0.191-0.378, whole-year analysis: 0.226-0.463)-are also found to be better for the seasonal analysis. Similar results are also observed for the Plackett and Gaussian copula-based models. This shows that the proposed approach can be applied to the individual seasons, leading to an even better performance for all the seasons individually as compared to the results obtained considering the whole year (all seasons) simultaneously. This means that there are different DSDs during different times of the year, which impact the relationship between the reflectivity and the rainfall rate. For instance, tropical cyclones have already been shown to have very different DSDs than other storms. These differences may also exist from storm to storm and even within a given storm. The proposed methodology adopts a data-driven approach and does not consider the actual physics that lead to the estimation of rainfall from reflectivity. When applied seasonally, the seasonal variation is captured to the extent possible, leading to a better performance of the models. However, for any specific temporal scale, the proposed approach needs to be calibrated before using that scale. This is even true for the traditional relationship. The approach requires the parameters to be estimated from the observed gauge-based rainfall data, which are assumed to be error-free. Thus, the variability in the parameter settings is tied to the intrinsic variability in the relationship between the radar reflectivity and rainfall rate. This variability may exist even at much finer spatiotemporal scales than seasonal analysis.
Summary and Conclusions
Though convenient for spatially distributed rainfall (R) estimation, the various sources of uncertainty in reflectivity (Z) measured by DWR hinders the use of the traditional Z − R relationship. This paper proposes a probabilistic approach for radar-based rainfall estimation by developing copula-based models that aim at quantifying the uncertainty associated with radar-based rainfall estimation. The proposed approach utilizes the reflectivity (time-weighted average hourly values) during 1 h as input and provides the CDF of hourly rainfall. The reflectivity below 20 dBZ is ignored because it is found to correspond to a very low rainfall rate. The reflectivity greater than or equal to 20 dBZ follows a lognormal distribution, and the observed rainfall is found to follow a mixed distribution, with nonzero values following a lognormal distribution. The joint CDF of the reflectivity and rainfall is calculated using the three copulas and, subsequently, the conditional CDF of the rainfall is determined from the joint CDF. In brief, the recorded reflectivity from the DWR can be fed to the proposed approach, and a probabilistic field of the rainfall estimate is made available to users. Users are free to choose the desired statistical confidence level depending on their application.
Three copulas-namely, the Plackett, Frank, and Gaussian copulas-are implemented, and their performance is assessed using five measures of performance (HR, FAR, PC, CRPS, and SS). They are compared with four reference models that are based on the traditional Z − R relationship (Z ¼ aR b ). The parameters for the reference models are either considered to be known (Model M1) or estimated from the local data (Models M2, M3, and M4). The HR values of the traditional relationships are better, while the probabilistic models have a better FAR. The low values of CRPS and positive SS for all stations and against all reference models (except a single case) show that the Plackett and Frank copulabased models perform better compared to all the reference models. Thus, keeping in view all the five measures of performance, both the Frank and Plackett copula-based models perform best. Among these, the Plackett copula-based model is found to have better temporal transferability, whereas the Frank copula-based model has better spatial transferability. Because the spatial distribution of the probabilistic rainfall field is one of the most useful applications of radar-based rainfall estimates, the authors recommend the use of the Frank copula-based model.
Though the usefulness of the rainfall estimates corresponding to different quantile values is demonstrated, the 50th quantile values obtained from the derived rainfall distribution are also found to outperform the traditional model, except for one station. In the case of rainfall rates >10 mm=h, it is found that the 50th quantile values are generally lower than the observed values. However, the probabilistic output of the proposed approach can be used to develop the probabilistic field of rainfall at any desired statistical confidence level (say, the 75th or 95th quantile). The performance of the models remains similar or decreases very slowly with the increasing distance from the radar. However, further analysis in this direction would require the consideration of a larger number of gauges.
As compared to the entire year, the performance of the proposed copula models was found to be even better when applied to individual seasons. Thus, the copula-based probabilistic approach is found to be promising for radar-based probabilistic rainfall estimation. However, the proposed approach requires a sufficiently large number of matched pairs to estimate parameters, and the parameters depend on the DSD.
Finally, the proposed approach does not exclusively account for the effect of beam broadening and variability in the VPR. Still, the usefulness of the proposed approach seems to be promising because the rainfall estimates are available with associated uncertainty. The generation of stochastic rainfall fields for flood event reconstruction may be a potential application of the proposed study. The attribution of the point-to-area difference to conditional bias is a potential future scope of this study. Another possible extension may be the application of multivariate copulas to use the polarimetric NEXRAD radars where additional inputs, along with reflectivity, are available.
