Low-resolution devices are promising for systems that demand low energy consumption and low complexity as required in IoT systems. In this study, we propose a novel waveform for bandlimited channels with 1-bit quantization and oversampling at the receivers. The proposed method implies that the information is conveyed within the time instances of zero-crossings which is then utilized in combination with a Gray-coding scheme. Unlike the existing method, the proposed method does not require optimization and transmission of a dynamic codebook. The proposed approach outperforms the state-of-the-art method in terms of bit error rate.
INTRODUCTION
Internet of things (IoT) is an integrated part of future communication networks whose most promising applications include smart grid, intelligent transportation and industrial automation [1, 2] . In terms of the energy consumption and complexity of IoT devises, low resolution analog-to-digital converters (ADCs) are promising. Hence, there is great interest in the development of communication systems with 1-bit receivers. Established figures of merit suggest that achieving resolution in time is less challenging than resolution in amplitude, e.g., [3] . With this, it is promising to balance the loss of information caused by the coarse quantization by oversampling in time.
In [4] a significant gain for oversampling in terms of the achievable rate is shown by the consideration of Zakai bandlimited processes, which convey the information within the time instances of zerocrossings. Later a significant gain from oversampling in the achievable rate is shown for the noisy bandlimited channel [5] . A more practical approach was presented in [6] , where filter coefficients are optimized for a 16-QAM transmission, in terms of the maximization of the minimum distance to the decision threshold, which is widely used also in other studies with quantization [7] [8] [9] . Later the approach in [6] was improved and extended for the multipleinput-single-output channel [10] and a more advanced waveform design was proposed for the multiuser multiple-input multiple-output (MIMO) downlink in [11] , with a separate precoding for time and space.
In this context, our study also considers the multiuser MIMO downlink with 1-bit quantization and oversampling at the receivers with separate precoding in space and time [11] . Unlike the existing method [11] , the proposed temporal waveform design relies on the information conveyed by the time instances of zero-crossing of the received signal, which is beneficial due to a reduced maximum and average number of zero-crossings per time interval. In the presence of a design restriction by bandlimitation, a desired output pattern with less zero-crossings is promising for the waveform optimization. Different to the existing method [11] precoding and detection process are no longer symbol-by-symbol operations and rely on the sign of the previous encoded symbol and received symbol, respectively. Moreover, a Gray code is devised for the zero-crossing modulation. The proposed waveform is presented in a flexible fashion with variable signaling rate including faster-than-Nyquist signaling and variable sampling rate. Numerical results show a superior performance in terms of BER in comparison to the state-of-the-art method [11] .
The rest of the study is organized as follows: Section 2 describes the system model, whereas Section 3 details the spatial precoding. Section 4 details the proposed zero-crossing (ZC) temporal precoding design, the corresponding optimization problem and the detection process as well as depicts the Gray-code for zero-crossing modulation. Section 5 presents and discusses numerical results, while Section 6 gives the conclusions.
Notation: In the paper all scalar values, vectors and matrices are represented by: a, x and X, respectively. We use the tilde sign on the top when referring to complex quantities.
SYSTEM MODEL
We consider a multiuser MIMO system, as shown in Fig. 1 , with Nu single antenna users and Nt transmit antennas at the base station (BS). For each user k a sequencex k , of N complex symbols, each one denoted asx k,i = x I k,i + x Q k,i and associated to the symbol duration T , is temporally precoded into the samples vectorp x k with length Nq, where Nq = MTxN + 1. Subsequently the temporally precoded sequences are stacked, linear spatially precoded with matrixP sp with dimensions Nt × Nu and converted to a continuous waveform with ideal digital-to-analog converter (DAC) with signaling rate M Tx T and the pulse shaping filter with impulse response gTx(t). At each user the received signal is sampled with sampling rate M Rx T = M M Tx T and quantized after passing the receive filter with impulse response gRx(t). A flat fading channel is considered, which is described by the channel matrixH with dimensions Nu × Nt. By stacking Nu users in the first and Ntot = MRxN + 1 time instances in the second dimension, the received signal can be expressed by a matrix with dimensions Nu × Ntot described bỹ
where Q(·) denotes the element-wise applied quantization operator due to the 1-bit ADC. The combined waveform determined by the transmit and receive filter v(t) = gTx(t) * gRx(t) is taken into account DAC g Tx (t)
The matrix U with dimensions Ntot × Nq describes the M -fold upsampling operation and is defined by
The matrixÑ with dimensions Nu × 3Ntot contains i.i.d. complex Gaussian noise samples with zero mean and variance σ 2 n . The matrix GRx represents the receive filter and reads as
)] T and aRx = (T /(MRx)) 1/2 . The next section describes the spatial precoder as suggested in [11] .
SPATIAL ZERO-FORCING PRECODING
Assuming perfect channel state information the spatial zero-forcing (ZF) precoding matrix [12] is described bỹ
The temporal transmit signals are described in the matrixP x,Tx =
with
)] T and aTx = (T /(MRx)) 1/2 . With this and by considering uncorrelated user signals and equal power allocation for all users in terms of ETx, a signal covariance matrix can be defined as 
For ZF precoding,HP sp becomes a diagonal matrix β IN u where β refers to the real valued beamforming gain, which is equal to czf.
With this, (1) simplifies tõ
and the signal at the k-th user can be written as a column vector as
where the vectorñ k with length 3Ntot contains i.i.d. complex Gaussian noise samples with zero mean and variance σ 2 n . In the sequel it is considered that the real and imaginary part can be processed independently for temporal precoding and detection and then only a real valued process is studied, denoted by p x k without the tilde and with block transmit energy ETx/2 = E0/(2Nu). For improving the readability we drop the index k in the sequel. The next section describes the proposed method for the construction of p x based on the input symbol sequence x.
PROPOSED ZERO-CROSSING PRECODING
In this section a precoding method is proposed, which conveys the information in the zero-crossing time instances of the received signal. In the presented channel with oversampling at the receiver, a symbol interval has MRx samples. In other words, the symbol interval is subdivided into MRx sub intervals. The principal idea of the proposed ZC precoding is that a transmit symbol appears in terms of a zero-crossing in one of the MRx sub intervals or in terms of the absence of a zero-crossing. With this, the input cardinality is Rin = MRx + 1 per real valued dimension. Then each symbol conveys log 2 (MRx + 1) bits, per real dimension. According to the study in [4] with Zakai bandlimited processes, it is possible to construct a bandlimited process even with zero-crossings in each Nyquist interval. In this context the present approach is promising as only MRx out of MRx + 1 symbols imply a zero-crossing. The desired binary output pattern for a sequence of N symbols, which yields the zero-crossings in the desired intervals, shall be denoted as cout. The output pattern can be constructed sequentially by concatenation of sequence segments cs,i of MRx samples, which depends on the input symbol xi ∈ Xin := {b1, b2 · · · , bR in }, from the sequence x = [x0, . . . , xi, . . . , xN−1] and also on the last sample of the previous 11 01 01 01 00 10 10 11
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c out y(t) γ γ 00 11 01 10 Forward Mapping codebook [11] ZC Precoding codebook Fig. 2 : Mapping process for construction of cout for ZC precoding and an example mapping for Q-Precoding [11] , M Rx = 3 sequence segment termed ρi−1. An example for the construction of cout with MTx = 3 is shown in Fig. 2 together with the forward mapping (FM) approach known from literature [11] . As mentioned, the zero-crossing mapping implies the condition on the last sample ρi−1 ∈ {1, −1} of the previous code segment cs,i−1 such that each input symbol is associated with two possible code segments.
The pattern sequence cout = [pb, c T s,0 , . . . , c T s,N-1 ] T with the length N MRx + 1 starts with a pilot sample pb, which initiates the sequence construction and later the detection process. Note that FM theoretically supports a larger input alphabet cardinality of 2 M Rx , which however involves an increased number of zero-crossings, more difficult to construct in the presence of bandlimitation, cf. [11] .
The next section explains the construction of a transmit sequence p x , for inducing the desired output pattern cout.
Convex Optimization for Zero-Crossing Precoding
Generally, samples close to the decision threshold are more sensitive to noise and with this, it is promising to develop a precoder that maximizes the minimum distance, termed γ. Stemming from above, in this section the optimization process is described to obtain the optimal temporal precoding vector p x . The corresponding equivalent optimization problem, similar to the ones in [11, 13] , can be expressed in the epigraph form, cf. Section 4.1.3 in [14] , with min r a T r subject to: Br ≤ 0
where the optimization variable contains the temporal precoding vector and the distance to the decision threshold with negative sign in terms of r = p T x , −γ T . Together with a = 01×N q , 1 T and the first constraint with B = − [βCV U , 1N tot×1 ] and C = diag (cout) the optimization problem maximizes the minimum distance to the decision threshold in the desired direction induced by cout. The second constraint with W = G T Tx U , 0N tot ×1 accounts for the transmit energy constraint. Note that, different to the problem formulation in [11] , the energy constraint in (10) explicitly takes into account gTx(t) as the sequence p x does not have a white power spectrum for the considered cases. The described problem (10) is a convex quadratically constrained quadratic program, since W T W ∈ S n + (cf. Section 4.4 in [14] ).
Implicitly, the optimization problem shapes the waveform y(t) at the receiver, which is described in the discrete model by βV U p x for the noiseless case. To highlight the difference between the mapping strategies Fig. 2 shows a noncritical example, where transmit and receive filter still provide sufficient bandwidth, such that γ is only limited by the energy constraint. In Fig. 2 it can be seen that the proposed zero-crossing sequence cout involves significantly less zero-crossings than a sequence constructed by an equivalent forward mapping [11] . Numerical results in Section 5 will show the impact of bandlimitation on the optimization problem in terms of γ for the both mapping strategies.
Detection
Optimal detection like maximum likelihood (ML) detection appears impractical because of the large number of candidates and also because each evaluation of the ML metric involves solving (10) . Moreover, in order to meet the requirements of low complexity devices a simple detection process is favorable.
Given that the detector shall detect the time instance of the zerocrossing in each symbol interval, its decision also depends on ρi−1. With this, based on the received signal (1), the detector considers the z b,i sub-sequences each with length MRx + 1, where the first sample of z b,i corresponds toρi−1, required to perform the backward mapping process ← − d : z b,i → Xin, where z b,i ⊆ Cmap and Cmap contains the valid codewords in the form [ρ, cs]. The first symbol in the sequence is detected by taking into account the pilot sample pb. While in the noiseless environment, it is possible to perform a perfect recovery of x only by considering the backward mapping, the presence of noise can alter received samples in such a way such that invalid codewords occur. For this cases, additional decision rules are defined in terms of consideration of the Hamming-distance metric [11] . This means, if z b,i cmap the i-th symbol is detected according to 
Gray Coding for Zero-Crossing Precoding
Given a sequence of data bits, a Gray code is applied for the zerocrossing symbols, as shown on the RHS of Fig. 2 . In this context, symbols that have near or consecutive zero-crossings differ only in one data bit. For cases where the input cardinality Rin = MRx + 1 is not a power of 2, symbol sequences are considered for mapping. For Rin = 3, 3 bits are mapped to a sequence of 2 symbols, as shown in Table 1 , which implies a conversion loss of (1.5 − log 2 3) ≈ 0.085 bits per symbol.
NUMERICAL RESULTS
In all the experiments a raised-cosine (RC) pulse shaping filter with roll-off factor ǫTx = 0.22 is considered, while the receive filter is a square-root raised cosine (RRC) with roll-off factor ǫRx = ǫTx = 0.22. The Tx and Rx filter bandwidth is WRx = WTx = (1 + ǫTx) /Ts. The influence of the bandwidth symbol duration product on γ is shown in Fig. (3) , which confirms that with large bandwidth, gamma is only restricted by the transmit energy and with decreasing bandwidth, γ tends to zero. As expected, the ZC precoding provides a larger distance to the decision threshold when reducing bandwidth as compared to the forward mapping in [11] . The case for WTxT = 1 supports the theory that log 2 (MRx + 1) bits per Nyquist interval can be transmitted in the noise-free case [4] , and that there is a reasonable tolerance against noise. For the residual simulations the common setting Ts = T is considered. The numerical evaluation the uncoded BER is considered, where the signal-to-noise ratio is defined as
where N0 is the complex noise power density. The considered channel can be expressed asH =GHDH 1 2 , whereGH is the Nu × Nt matrix of fast fading coefficients described by a Rayleigh probability density function and DH is a diagonal matrix which models the geometric attenuation and shadow fading defined as DH = diag (ζ/(d/r d ) ν ) where ζ is a log-normal random variable with standard deviation σshadow, d corresponds to the distance between the transmitter and the receiver, r d is the cell radius and ν is the path loss exponent [15] . The channel parameters are: r d = 1000 m, d = 300 m, σshadow = 8 dB and ν = 3. The performance of the proposed method is compared with the precoder in [11] using equal data rates and a bandwidth constraint incorporated only by the pulse shaping filter. In order to provide the same conditions, the proposed ZC precoding method is compared with the method in [11] based on the optimization problem (10), where the sequence cout is replaced according to the optimized forward mapping scheme devised in [11] . Fig. 4 shows the BER performance for different MRx and MTx. In addition, a common QPSK modulated signal is presented as a reference, corresponding to only 2 bits per time interval T . In all the considered cases, the proposed ZC precoding has a significantly lower BER than the state-of-the-art method [11] . Among the considered cases the configuration with MRx = MTx = 2 shows the best performance in BER. In addition, the power spectral density for the considered waveforms is shown in Fig. 5 .
CONCLUSIONS
In this study we propose a precoding method for channels with 1-bit quantization and oversampling at the receiver. The novel optimization based precoding technique exploits the oversampling property in terms of conveying the information in the time instances of the zero-crossings of the received signal. Numerical results confirm a significantly larger distance to the decision threshold and superior BER performance in comparison with the state-of-the-art method. At the same time the proposed approach obviates the need for dynamic codebook optimization, which reduces computational cost and saves band resources of the codebook transmission accordingly.
