Abstract: This work started as a (biased) review of the state of the art of the Davydov/Scott model for energy transfer in proteins via the propagation of amide I excitations and of how this initial quantum stage may lead to protein conformational changes. It is not a traditional review because certain results reported in the literature have been complemented by extra simulations which revealed, for instance, a new class of possible states for the amide I excitation, here designated as double discrete breathers. The issue of the thermal stability of the Davydov soliton is discussed, as well as the deeper question of how to simulate the non-equilibrium regime of a mixed quantum-classical system at finite temperature. While an exact answer to the latter question is not yet available, a specific formalism that is able to reproduce the correct canonical ensemble is described. Finally, the question of how a quantum amide I excitation can generate of the specific protein conformational changes known to be associated with function is also explored. Indeed, computer simulations indicate that a local action can lead to reproducible conformational changes. The paper ends with a discussion of some of the open questions that plague/stimulate this field and with a suggestion for an experiment to test the basic assumption of the Davydov/Scott model.
The origin of the VES hypothesis
Many processes in biology are powered by the hydrolysis of adenosinetriphosphate (ATP). Examples are muscle contraction, active transport across membranes, DNA repair and chaperone action in protein folding. In all these cases, an energy of approximately 0.45 eV is released at the active site, where the chemical reaction takes place, and must then travel to other regions of the proteins, where it is used for work. In spite of all the progress that has been made in the knowledge of those processes, the mechanism by which such a relatively small amount of energy escapes dissipation into heat before it is transformed into useful work remains largely unknown. The possibility that vibrational excited states (VES) are involved (the VES hypothesis [15] ) was first put forward by Colin McClare in the early 1970s (see [71] for McClare's seminal contribution and [93] for a tribute to him and more of McClare's references). At the time, there was not much enthusiasm for McClare's "excimers" (his designation for vibrational resonance between excited states), the main objection being that the lifetime of vibrational excited states, thought to be typically in the subpicosecond timescale, was too short for VES to be useful [72] .
Davydov, a Ukrainian solid state physicist, took up McClare's suggestion that the carrier of the energy of hydrolysis of ATP is the amide I excitation (essentially a stretching of the C=O bond of the peptide groups) and applied to its motion a Hamiltonian very similar to that which describes an electron in a polarizable crystal [53] . From his analytical studies [33, 34, 36] , Davydov concluded that, just as happens in the case of the polaron, the amide I vibration induces a local compression in the hydrogen bonded chains that stabilize protein -helices which in turn localizes the quantum vibration. This self-trapped state constituted by a localized amide I vibration with its correlated lattice contraction is known as the Davydov soliton. Davydov thought that the known stability of soliton solutions ensured a greater lifetime for the amide I vibration and thus solved the first objection to the VES hypothesis. While Davydov's studies were made within a continuum approximation, Scott, one of the pioneers of nonlinear science, took an interest in this problem and, together with co-workers, made the first simulations in the full discrete system [58, 68, 85, 86] . The general conclusion was that, for the parameter values that are associated with proteins, the Davydov soliton can arise and is dynamically stable in the full discrete system. A first surprise was that, in the discrete system, solitons only form above a threshold value for the interaction between the amide I and the hydrogen-bonded lattice (we shall come back to this point in Sections 3 and 4).
All studies mentioned so far were performed in the absence of a thermal bath. However, proteins work at finite temperature and thus, around the middle 1980s, the question of the thermal stability of the Davydov soliton arose. Davydov's own analytical work on a continuum medium indicated that the effect of temperature was to broaden the soliton, so that, at biological temperatures the amide I state would be broader than at zero temperature, but still localized and stable [35, 37] . On the other hand, the first simulations in which a classical bath was added to the zero temperature equations in the full discrete system predicted that, at biological temperature, the Davydov soliton was not thermally stable and could disperse in a few picoseconds [65] . Although many researchers then concluded that the Davydov/Scott model cannot be used to explain energy transfer in proteins [62, 63, 65] , we shall see in Sections 5 and 6 that the matter is in fact not closed yet.
In a broader context, the interest in the possible role of quantum states in Biology has been re-kindled by recent experiments that demonstrate the existence of long-lived quantum coherences in systems like the light harvesting complexes [52, 56, 75, 76] . Also, other possible roles for quantum excitations in Biology have been proposed within olfaction [46, 92] , bird navigation [82] and anesthesia [94] . While all the latter examples involve electronic excitations, the aim of this work is to review the state of the art of the Davydov/Scott model for vibrational energy transfer in proteins and its possible implications for protein conformational changes. In Section 2 the Davydov/Scott Hamiltonian is introduced and the equations of motion are derived, within the mixed quantum-classical approach according to which the hydrogen-bonded lattice moves as a classical system. In Section 3 exact minimum energy states are obtained and the dependence of the amide I band on the lattice configuration is investigated. In Section 4 the different classes of dynamical solutions at zero temperature are explored. In Section 5 the effect of adding a classical bath to the Ehrenfest equations is described and the limitations of this approach are pointed out. In Section 6 a set of equations capable of reproducing the correct canonical ensemble of a mixed quantum-classical system is used to predict the finite temperature dynamics of the amide I excitation in a hydrogen-bonded chain. In Section 7 the possibility that VES can trigger a specific protein conformational change is tested and in Section 8 the ideas and results presented in this work, and a general evaluation of the status of the Davydov/Scott model is made. The backbone atoms are displayed in gray. Otherwise, hydrogen atoms are in white, nitrogen atoms in blue, carbon atoms in cyan and oxygen atoms in red. In the center of the figure the atoms of a peptide group and its hydrogen bonds to other peptide groups have been enhanced for a more clear view of one of the three hydrogen bond chains that stabilize an -helix (these hydrogen bonds are represented by green thick dashed lines). At the back of the figure, a second hydrogen-bonded chain can be spotted, with hydrogen bonds represented by yellow thin dashed lines. This figure was prepared with VMD [57] . Figure 1 shows the most frequent secondary structure of proteins, namely, thehelix. The -helix, as well as the other protein secondary structure, the -sheet, is maintained by hydrogen-bonded chains with the following chemical structure:
The Davydov/Scott Hamiltonian
where H−N−C=O is the peptide group and the dots indicate the hydrogen bonds between them (see also Figure 1 ). The amide I excitation is a normal mode of vibration of the peptide group which consists essentially of the stretching of the C=O bond (the amide I mode also includes the bending of the H−N bond towards the carbon atom, but this contributes much less to its overall energy) [61] . Here we shall consider the motion of the amide I in the hydrogen bonded chain above. The sites of the lattice we shall talk about are thus the peptide groups H−N−C=O and the amide I vibration is an internal vibrational mode of these sites. In such a one dimensional lattice, the Davydov/Scott Hamiltonian includes three terms: =̂e x + ph +̂i nt (1) wherêe x , the exciton Hamiltonian, describes the storage and propagation of amide I excitations, ph , the phonon Hamiltonian, describes the motions of the lattice sites and̂i nt , the interaction Hamiltonian, describes the interaction between the amide I excitations with the lattice. While the motion of the lattice sites is treated classically, the amide I excitations are treated quantum mechanically, something that is signalled by the hats over̂e x and̂i nt .
Considering only nearest neighbour interactions, the exciton Hamiltonian is:
where is the energy of an amide I excitation, assumed to be the same at all sites, † (̂) is the creation (annihilation) operator for an amide excitation in site and is the interaction between amide I vibrations at neighbouring sites. The phonon Hamiltonian is:
where is the elasticity of the lattice (in this case, approximately given by the elasticity of a hydrogen bond), is the displacement from equilibrium position of lattice site , is the mass of each site (assumed to be equal for all sites) and where only small oscillations around the equilibrium positions are considered so that the motions of the lattice sites can be described by a harmonic term.
Finally, the interaction Hamiltonian is:
where is the change in amide I excitation with a change in the hydrogen bond length. Exact treatments of the full quantum Davydov/Scott model, in which the lattice displacements and momenta are treated as operators, have been considered in very few cases [29, 97] . Indeed, the equilibrium regime of the full quantum system can be studied, in an exact manner, by Quantum Monte Carlo methods, the only practical limitation being the availability of sufficiently powerful computers. On the other hand, the dynamics of the full quantum system always requires approximations either in the wavefunctions or in the equations of motion (see e.g. [78, 79, 96] ). As it is in fact quite difficult to evaluate the degree of accuracy of a trial wavefunction, a different approach is adopted here which consists in assuming that the motion of the lattice sites can be treated classically. This should not be confused with the adiabatic approximation, used by Davydov [33, 34, 36] , in which the kinetic energy of lattice sites is neglected, something that is not done here. In fact, once this single assumption is made (that the lattice behaves classically) it is possible to write the exact wave function for one quantum of amide I excitation, in a site basis, as:
where |0⟩ is the vacuum state for the amide I excitations and where correlations between the amide I and the lattice are included because , the probability amplitude for an amide I excitation to be in lattice site , is dependent on the lattice variables in a way that will be determined by the equations of motion.
The advantage of the mixed quantum-classical approach followed here is that the accuracy of all results is only dependent on the validity of the assumption that the motion of the lattice sites can be treated classically. The validity of this assumption for the Davydov/Scott model has been tested in the equilibrium regime.
It was found that, at 0.7 K, the lattice displacement correlated with the position of the quantum particle in exact mixed quantum-classical Monte Carlo simulations differed by 15% from the corresponding variable in exact full quantum Monte Carlo simulations and that, at 11.2 K, the two approximations lead to virtually the same value [28] .
Derivation of the equations of motion
Substituting Equation (5) in the Schrödinger equation for the amide I excitation and from Hamilton's equations for the functional E: E = ⟨̂⟩ = E ({ }, { }) (6) while making use of the Hellmann-Feynman theorem (see e.g. [91] , p. 298), we derive the following Ehrenfest equations of motion:
Re-scaling the time and the displacement variables in the following way:
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Equations (7) and (8) become:
. Equations (11) and (12) show that the zero temperature dynamics of one quantum of amide I in a hydrogen-bonded lattice depends on two parameters only, namely, and . The former measures the amide I coupling strength with respect to its interaction with the lattice while uses this latter interaction as a unit for the energy of a lattice vibration. The values that have been mostly used in the literature are given in Table 1 .
In Sections 5 and 6 the dynamics at finite temperature will be discussed and will be given in units of 2 /( B ), where B is Boltzmann's constant.
Exact mixed quantum-classical stationary states
The first studies of the Davydov/Scott model were performed by Davydov and coworkers, in a continuum approximation [33, 34, 36] . He looked for travelling wave solutions and obtained a nonlinear Schrödinger equation (NLSE) for the proba-bility amplitude. The conclusion from these studies is that for any finite , however small, the minimum energy solution is a sech pulse [33, 34, 36] . Scott and co-workers, on the other hand, investigated the discrete lattice and found that, in a lattice, a localized solution only appears above a threshold for [58] . Below, it is shown that these two apparently contradictory findings can be reconciled by the fact that the threshold for above which there is a localized solution decreases as the number of lattice sites increases [27] , so that, for any finite value of there is a number of lattice sites above which the minimum energy solution is a localized state and as → ∞, any finite value of , no matter how small, will lead to a localized state, as Davydov found.
Numerical method to obtain the minimum energy solutions
One advantage of the mixed quantum-classical approach is that the minimum energy states for any values of the parameters of the system can be determined by minimizing the functional E (Equation 6). On the other hand, one difficulty with the minimization of the functional (Equation 6) is that the variables { } must satisfy the nonlinear constraint ∑ =1 | | 2 = 1 which translates the normalization condition of the wavefunction. In [26, 27] the routine E04VDF from NAGlib, which performs minimization of functionals for variables that must satisfy a nonlinear constraint, was used. Instead, here, another method, already successfully tested in [12, 30] was applied in order to avoid the nonlinear constraint. This method makes use of the fact that the minimum energy state must also be the lowest energy eigenstate of the eigenvalue problem (Equation 13) below. Thus, we start with a given set of displacements { }, which should be as close as possible to the global minimum and we solve the eigenvalue problem:
(̂e x +̂i nt ) ⟩ = ⟩ , = 1⋅ ⋅ ⋅
We then take the normalized lowest energy eigenstate, thus automatically obeying the nonlinear constraint (to make it faster, numerical methods to obtain just this lowest eigenstate can be used). Assuming that = 1 corresponds to the lowest energy, we then apply standard minimization protocols to minimize the functional ({ })+ ph = E (in this work, the routine FRPRMN from Numerical Recipes [81] has been used for the minimization). As shown in the previous section, the behaviour of the Davydov/Scott system depends on two variables only, designated as and (see Equation 10 ). In particular, Equation (11) shows that eigenstates (and thus minimum energy states) are only dependent on the (Equation 10). Here, in calculating the dependence of the minimum energy states on we started with = 0 and increased it in steps of 0.05 and took the displacements of mini-mum energy solution for the previous value as the initial condition for the minimization protocol to get the new minimum for the next, higher value. This slow and continuous progression in may explain why, here, localized minimum energy solutions are found for much higher values of than in [27] . Indeed, while in [27] the transition to a delocalized minimum energy state was obtained for below 4, here this transition takes place at ≈ 10.45 (see Figure 2 ). In the early dynamical studies by Scott and co-workers [58] , the threshold for soliton formation was found to be = 2.4 (considering = 7.8 cm −1 , = 76 N/m and = 70 pN).
However, this threshold was determined from dynamical simulations of amide I propagation in the full three dimensional -helix, i.e., what was determined was not the minimum energy state but the value of above which solitons (or better, solitary waves) appear when one site in the helix is excited. It should be noted that whereas other threshold values of will be obtained when different initial conditions are considered [68, 85] , the threshold value for the minimum energy state to be localized is universal, i.e., it depends only on the number of sites .
Minimum energy solutions
When = 0, the amide I coupling between neighbouring sites is zero, and the minimum energy state is localized on one site, = , where is the site where the amide I excitation is located (see top left panel in Figure 2 ) and the lattice contraction at is maximum. Notice that in a lattice with periodic boundary conditions all sites are equivalent and the amide I excitation has equal probability of being in any site; but there is a correlation between the amide I location and the lattice contraction so that, once a site is chosen for the maximum lattice contraction, the maximum probability of finding the amide I excitation will also be at that site.
In the other extreme case, i.e., for = 0 ( = ∞), the amide I excitation is not coupled to the lattice and the minimum energy state is a Bloch state in which the lattice displacements are all zero (the lattice is completely undistorted), and the amide I state is completely delocalized: | | 2 = 1/ and the total energy is −2 . One more difficulty in determining the minimum energy states for values of intermediate between zero and infinity is that this delocalized Bloch state is a stationary state of the system for any finite value of (or, equivalently, for any finite value of ) and minimization protocols can get trapped in this local energy minimum and thus miss a localized global minimum. This happened to some of the energy minimizations performed in [27] and the conclusion from the results of Figure 2 is that the threshold values of beyond which the minimum energy state is delocalized have been underestimated in [27] . In fact, it is also possible that the threshold of beyond which the minimum energy states are delocalized is slightly higher than the value obtained here. As the accuracy with which the total energy of the system is calculated increases, the greater the accuracy with which the threshold value of is determined. Nevertheless, Figure 2 shows that, in the mixed quantum-classical discrete system, for a sufficiently large and for any finite sites, there is a smooth transition from a localized minimum energy state for low values of to a delocalized one for sufficiently high , as found in [27] . The cause for this transition is that, as increases, the localized solution becomes broader; eventually, for a certain value , its tails reach the boundaries and thus the wave function cannot anymore go exponentially to zero at the extremities. As the displacements and probability amplitudes at the boundaries increase, a completely delocalized solution (whose energy is −2 ) will start to have a lower energy than a localized one. In an infinite system, the localized solution can have any size, and still go exponentially to zero at the tails and this transition does not take place. Indeed, in Figure 3 of [27] it is shown that the threshold for the transition to a delocalized solution increases approximately linearly with the number of sites and, as the results here show, for any given , the transition to a delocalized minimum energy state as increases may be even more smooth than predicted in [27] . Figure 2 shows that as increases not only the amide I state becomes broader, as mentioned, but also the lattice distortion over the whole system, and the maximum contraction, decrease. Notice that in the bottom right plot of Figure Although the localized minimum energy solutions found here differ from the sech pulse solution of the NLSE, here we shall follow the usual practice in this field and designate them as Davydov soliton since, like the latter, also they consist of a localized amide I wave function correlated with a localized lattice distortion (lattice compression if > 0 and lattice expansion if < 0). As mentioned above, these Davydov solitons are self-trapped states equivalent to Holstein's polaron [53, 54] , i.e., they arise because an attraction between the amide I excitation and the lattice leads to a distortion of the lattice which, in turn, leads to a potential well that traps the amide I excitation. If we were dealing with electrons (instead of the amide I excitation) these results would correspond to going from the small polaron regime (at small ) to the large polaron regime (at larger ) to the Bloch regime for sufficiently large . Another advantage of the mixed quantum-classical approach is that it is valid for all values of (and ).
Excited stationary states
While minimum energy solutions have zero velocity, amide I propagation requires excited states, i.e., for the dynamics it is important to know the full band of amide I states. For = 0 and = 50, the structure of the excited states is quite striking: the lowest energy state, displayed in top left in Figure 2 , has an energy of −0.98, the first two excited states are degenerate (their energy is 0.04) and the next 47 excited states are degenerate as well (their energies are 1.04). The tiniest deviation of from zero breaks the degeneracy, with proportionally small deviations in these eigenenergies, but very large changes in all excited eigenfunctions, which become similar to those obtained for = 0 ( = ∞). In Figure 3 the full band of amide I states is shown for different sets of displacements { } and different values of , for a shorter lattice with = 10, so that the complete band can be more easily displayed. The top left panel of Figure 3 shows that, for = 0, not only is the minimum energy amide I state localized, as we knew from Figure 2 , but also all the excited states associated with that same lattice configuration are localized. Notice however that the localization is at a different site for each of the excited states. On the other hand, the top right panel shows that while a very small value of does not produce a significant change, either in the lattice distortion, or in the lowest amide I state of this band, the same is not true for the corresponding excited amide I states. Indeed, all excited states of the amide I for = −0.000001 are completely different from the = 0 ones and much more similar to those that are obtained for higher values of (compare them with the excited amide I states displayed in the bottom left panel which are obtained for = −0.54).
For = 0 ( = ∞), the amide I band is constituted by delocalized Bloch states which can be obtained analytically [17, 44] :
where is the probability amplitude for an excitation in site in the -th eigenstate whose energy is
where = 1, . . . , . The excited states in the bottom left panel of Figure 3 , which have been calculated for = −0.54, retain much of the delocalized character of these Bloch states.
The bottom right panel of Figure 3 shows the amide I states that appear when the lattice is disordered, something that occurs as the temperature increases (in this panel = 0.5). Comparing the amide I states in the left and right panels we see that lattice disorder leads to more localized amide I states, as would be expected from Anderson localization [4] . The binding energy of the Davydov soliton is usually estimated by the energy difference between the lowest exciton state −2 with respect to the energy of the soliton state [34, 84] . Figure 3 shows that this estimation is only approximately valid, even at zero temperature, because for finite the first excited state differs from a Bloch state. Moreover, at finite temperature, given that the number of disordered states, such as those in the bottom right panel of Figure 3 , is much greater than the number of soliton and exciton states, which are one and , respectively, it is likely that the thermal destabilization of the Davydov soliton is via disordered states like those, as first suggested in [23] . For a more detailed discussion of the dynamics of the amide I excitation at finite temperature see Sections 5 and 6.
Dynamics at zero temperature
As indicated by Equations (11) and (12), the dynamics of the amide I excitation in the mixed quantum-classical approach depends on and . We have already seen that the parameter determines the width of the localized minimum energy solution and in this section we shall investigate mainly the influence of on the dynamics. Of course, dynamical trajectories also depend, and rather crucially, on the specific initial conditions considered. The initial conditions that have been used in the literature range from one quantum of amide I excitation at one site [58, 62] or two [62, 68, 85] or even three sites excited [62] to discrete versions of the Davydov soliton sech pulse solution [65] . Instead, in this work, in order to look for universal behaviour and also for reasons that will become clear in Section 6, we will focus on initial conditions that are eigenvectors of̂e x +̂i nt and, in particular, on minimum energy states. At zero temperature, they are uninteresting since they do not move (this fact actually provides a very good method of checking the accuracy of the states obtained by the minimization method described in the previous section: insert the minimum energy state in Equations (11) and (12) and check that it does not move and that all three terms, in the total Hamiltonian (Equation 1), averaged over the wavefunction, remain separately constant). In order to set the amide I in motion, momenta have been added to the lattice sites in the following manner:
where ({ }) are the lattice displacements of the minimum energy states and the greater the factor , the greater the initial momenta. In Figure 4 is displayed the and negative values represent expansions. While the unperturbed minimum energy solutions, being stationary states, would of course not change, either in their position, or in their shape, strikingly, this figure shows that adding momenta to the minimum energy solution, not only sets it in motion, but also leads to the formation of double discrete breathers (DDBs). Discrete breathers (DBs) are nontopological, spatially localized, time-periodic solutions, first identified by Sievers and Takeno [88] , who designated them as intrinsic localized modes (ILMs). Later, ILMs were found to be general solutions of nonlinear lattices and became known as DBs [7, 45, 67] . Indeed, while solitons are solutions that strictly can only arise in continuum Hamiltonian systems with an infinite number of conserved quantitites, DBs share with solitons the attribute of being localized but can arise in a large variety of systems that include two ingredients: nonlinear interactions and discreteness. For recent reviews on DBs see [7, 45] . The Davydov/Scott Hamiltonian (Equations 1-4) includes two fields -the amide I, described by the variables { } and the lattice, described by variables { } -both of which, by themselves, are linear and unable to sustain DBs. The only nonlinear term in the Davydov/Scott
Hamiltonian is the interaction Hamiltonian (Equation 4) which is linear in { } and nonlinear in { }. Figure 4 shows that this nonlinear term is sufficient to generate moving DDBs. This designation is due to the fact not only a moving DB is observed in the lattice but also a correlated moving DB is observed in the motion of the quantum amide I excitation through the lattice. Figure 4 also shows that the larger the initial momenta, the larger the velocity with which the DDB moves but also the higher the frequency with which the DDB oscillates. On the other hand, this frequency is approximately the same for the two DBs (in the lattice and in the amide I excitation) but the amplitude of oscillation varies. Indeed, as increases, the amplitude of oscillation of the lattice DB decreases, as does the frequency of the DDBs.
Figures 4 and 5 also reveal several destabilizing factors for DDBs. One is the emission of lattice phonons, which leads to a decrease in the amplitude of the lattice contraction (this is clearly visible in the middle plots (red) of the four panels of Figure 4) . A second destabilizing factor is the interaction of the phonons with the DDBs (which is visible in the middle plots of the top right and bottom panels of Figure 4 , while Figure 5 shows that, for a sufficiently long time, in a sufficiently intense phonon field, the DDBs can be totally dissipated). A third cause of instability for DDBs is the radiation emitted by the quantum amide I state (which is more clearly visible for the short simulations with the larger velocity (i.e., with = 2 as in the top right panel of Figure 4 ) and whose final consequence can be a delocal- (17) and (18) have been used. ized state for the amide I excitation (as seen in the top plot (red) of the right panel of Figure 5 ). Figure 5 also shows that a population of lattice phonons can scatter the DDB, so that it inverts its direction of motion (as seen in the left panel of this figure: the velocity of the breather first decreases, which leads to a curved trajectory and then it is reversed, so that DDB starts moving in the opposite direction!)
Dynamics at finite temperature: the classical Langevin approach
While the minimum energy solutions mentioned in Section 3 are dynamically stable, no exact moving solutions have yet been determined for the discrete system and the simulations in the previous section already illustrate how the stability of the Davydov soliton depends on and on the initial conditions. Davydov's idea was that the soliton, being stable, could last longer than other states and thus explain how energy can travel in a protein without dissipation [33, 34, 36] . However, as proteins perform their work at finite temperature, in the 1980s an interest about the effect of thermal baths on the soliton state grew. As mentioned above, Davydov's own analytical work on a continuum medium indicated that the effect of temperature was to broaden the soliton, so that, at biological temperatures the amide I excitation would be broader than at zero temperature, but still dynamically stable [35, 37] . On the other hand, researchers working with discrete lattices sought to investigate the effect of temperature by transforming Equation (12) into a Langevin equation, and finding the evolution of the quantum amide I from the following set of equations [62, 65] :
where the stochastic forces ( ) and the friction parameter obey the fluctuationdissipation relation:
where is related to the temperature, , by:
Equations (17) and (18) were first used to investigate the thermal stability of the Davydov soliton at finite temperature by Lomdahl and Kerr [65] . They considered as initial condition a discretized version of the Davydov sech pulse [33, 34, 36] and found that, at = 300 K, when = −0.52 a soliton could last 100-150 ps and when = −3.45 it disperses in a few picoseconds. Figure 6 illustrates the dependence on temperature of the time evolution of the amide I state as described by Equations (17) and (18) . It shows that at finite temperature the Davydov soliton is not stable and disperses increasingly faster as the temperature increases. Results such as these, which contradicted Davydov's own analytical studies [35, 37] , lead to a vigorous discussion in the scientific community which is summarized in [84] .
As it happens, Equations (17) and (18) lead to a classical behaviour, not only of the lattice, but also of the amide I excitation (see [24, 25, 29] for a full explanation and also the appendix of [47] ). In short, the problem is that Equations (17) and (18) lead to a diffusion of the amide I state through the quantum phase space in a classical manner, i.e., by exploring all possible superpositions of eigenstates and, even when the eigenstates are localized, a superposition of localized states will result in a delocalized quantum state. Thus, most of the states sampled in the trajectories obtained from the integration of Equations (17) and (18) are delocalized states. These delocalized states would represent the correct canonical ensemble of amide I states if the amide I excitation were a classical excitation. On the other hand, as illustrated by the bottom right panel of Figure 3 , most of the states of a quantum vibration at finite temperature are localized and thus a correct sampling of amide I states should produce mostly localized states. Finally, notice that Equations (11) and (12) do reproduce the correct quantum behaviour of the quantum amide I excitation in a classical lattice, at zero kelvin, and that the problem arises because of the addition of a classical thermal bath to those equations. I.e., the question that remains open is how to simulate the motion of a quantum amide I excitation in a classical lattice, at finite temperature. In the next section, a formalism is described that preserves the classical statistics of the lattice and the quantum statistics of the amide I excitation.
Dynamics at finite temperature: a mixed quantum-classical formalism
While the equilibrium regimes of full classical, full quantum and mixed quantumclassical systems can be investigated without approximations by Monte Carlo methods [29] , the same is not true for the non-equilibrium regimes. Indeed, in the latter case, there are exact formalisms to describe the finite temperature dynamics of full classical systems, namely, Langevin equations such as Equations (17) and (18) or the Nosé scheme [70, 74] , and there are exact formalisms for the nonequilibrium regime of full quantum systems, namely, the Lindblad equation [64] and the particular case of the quantum state diffusion equation [77] , but there is not yet an exact formalism to deal with the dynamics of mixed quantum-classical systems at finite temperature. Very often, thermal baths are added to the zero temperature equations of mixed quantum-classical system in the same way as in Equations (17) and (18), that is, by adding Langevin terms to the equations of motion of the classical variables [65, 83] and, as explained above, the usual outcome is that localized quantum states tend to become delocalized (and when the quantum eigenstates are predominantly localized this is evidence that the quantum system has started to behave classically). This is a general problem of mixed quantum-classical systems and affects electrons in a classical solvent [70] , and electronic and vibrational excitations in classical lattices [24, 25, 29, 47, 60] . Partial solutions proposed to deal with it include periodically bringing the quantum system to the ground state [70] , or forcing the density matrix of the system to tend to the equilibrium value via the introduction of a Lagrange multiplier in the equations of motion [60] . The first solution is valid when the energy difference between the first excited state and the ground state is much larger than thermal energy, B , and the second solution can only be applied when the analytical expression of the equilibrium density matrix is known. None of those conditions are verified in the case of the present system. Thus, another set of equations of motion was proposed to deal with finite temperature dynamics in the mixed quantumclassical Davydov/Scott system [24, 25, 29, 47] , as follows:
Equations (21) and (22) are valid when the quantum excitations adapt infinitely fast to changes in the classical coordinates, and they avoid the sampling of superpositions of eigenstates by coupling the stationary Schrödinger equation for the amide I excitation to the Langevin equations of motion of the lattice sites. They thus generate the correct quantum statistics for the amide I, while, at the same time, reproducing the classical statistics for the classical lattice.
It is important to understand how these equations are integrated. An initial lattice state, defined by a set of displacements { ( 0 )} and a set of momenta { ( 0 )} is chosen. Using { ( 0 )}, the eigenvalue problem set by Equation (21) is solved and an eigenstate for amide I given by the probability amplitudes is selected. This initial condition is inserted in Equation (22) and the displacements and momenta of the system are advanced one time step by integration of these equations. The new displacements are substituted in Equation (21) and a new eigenvalue problem is solved. This leads to possible eigenstates from which one, , must be selected. A Metropolis Monte Carlo step is used to select eigenenergies (and thus eigenstates) according to the Boltzmann distribution. In order to prevent quantum jumps between lattice sites that may be too far apart, the overlap between the initial state and the final state (a Franck-Condon factor) is also considered in the Monte Carlo step. If ̸ = , then we have a quantum jump between two Born-Oppenheimer surfaces, if not, the amide I state evolves on the same Born-Oppenheimer surface. Whether there is a quantum jump or not, there may be a jump of the amide I excitation in real space because the new quantum eigenstate selected may have a maximum probability to be at a different site. Large jumps in real space are however prevented by including the Franck-Condon factor.
Before applying Equations (21) and (22) to the finite temperature regime it is worth to explore their predictions at zero temperature. Figure 7 shows the time evolution of a minimum energy function with the same extra velocities as in Figure 4 . We see that the lowest values of used in Figure 4 lead to a time evolution very similar to that of Figure 7 . This is because Equations (21) and (22) are valid when the amide I excitation adapts infinitely fast to the changes in the lattice, i.e., when ≈ 0. For this value of , = 0.45 in Equations (11) and (12) leads to a time evolution close to that situation. In fact, Equations (21) and (22), at zero temperature, lead to the most stable moving DDBs, as can be asserted from the comparative lack of radiation in the top plots of Figure 7 .
The time evolution of an amide I excitation at three increasing temperatures, as predicted by Equations (21) and (22), is displayed in Figure 8 . At low temperatures and for a low level of disorder in the lattice, moving DDBs can survive, as seen in the left panel of Figure 8 . At higher temperatures, quantum jumps (either between Born-Oppenheimer surfaces or just between lattice sites, as discussed (21) and (22) have been used. above) of the amide I excitation are observed which drag the lattice compression with them. Figure 8 also shows that the rate of jumps increases with temperature and that, at biological temperatures ( = 14 with the parameters in table of Section 2 corresponds to 310 K), the amide I states are localized and hop from one site to another much like a Brownian particle, similar to what was first obtained for the motion of small polarons at finite temperature, in a perturbation approach [54] . The conclusion is that, at finite temperature, the amide I states share with the Davydov soliton the fact that they are localized, but greatly differ from it in that they hop stochastically from site to site.
How a VES can generate a protein conformational change
Protein work is often associated with conformational changes which are characterized by the concerted motion of large groups of atoms [49, 50] . In most cases only the initial and final conformations of a given protein are known and the usual models consist in trying to identify, in the classical protein trajectories, one or more collective modes that can take a protein from a given initial conformation to a specific final one [3, 6, 55, 59, 69, 73] . In spite of the nonlinear character of potential energy functions used in atomistic molecular dynamics [11, 14, 66] , normal modes are sometimes used [59, 69] , but also the more anharmonic essential modes [3, 6] and functional modes [55, 73] have also been applied. Here, instead, the perspective is that conformational changes are triggered by vibrational excited states (the VES hypothesis) [16, [18] [19] [20] . As seen in the previous section, vibrational excited states are localized and hop stochastically from site to site, in a one dimensional lattice at finite temperature. Generalizations of the Davydov/Scott model to proteins, taking into account their atomic structure, have shown that the amide I motion in proteins, at biological temperatures, also consists of a random hopping of a localized state from one peptide group to another in its vicinity [15, 16, 18, 19] . Thus, in this section a preliminary investigation about how a specific conformational change can be the result of a local action is reported. The first issue to decide is what will the local action consist of? While the amide I propagation is a quantum event, the conformational change, which results from the motion of a large number of atoms, is a classical event. Thus, the initial condition for a conformational change is a set of positions and momenta for all the atoms in the protein.
Below are stated what the initial positions will be. As to the momenta, it will be assumed that the decay of the amide I excitation leads to the breaking of the hydrogen bonds of the C=O groups where the amide I excitation happens to be located, at the time when the decay takes place. In Sections 3-6 it was to shown that the Davydov/Scott model can explain the propagation, without dispersion or dissipation, of relatively small amounts of energy from one region of a protein to another. However, the vibrational excited states that are the carriers of this energy have a finite lifetime, probably in the picosecond timescale [38] . After that time, those states decay. The Davydov/Scott model conserves the number of amide I quanta and cannot describe this decay. A generalization of the Davydov/Scott model in which the number of amide I quanta is not conserved has been proposed in order to investigate the classical (conformational) states that are generated in the protein when the quantum amide I excitations decay. However, the non-conservation terms that were added resulted more often in the creation of amide I quanta rather than in their annihilation [89, 90] . Thus, there is not at present any knowledge about the protein states that follow the decay of amide I excitations. It is not, however, unreasonable to assume that their energy is transferred to the momenta of the C=O groups where the quantum excitation was originally localized, producing as a result an opening of those hydrogen bonds. Indeed, another study of a non-conservative Davydov monomer predicted that the amide I excitation leads to excited states of the hydrogen bond, whose memory remains long after the amide I excitation has decayed [80] .
In order to keep complexity to a minimum, a small all-protein with just 60 amino acids and 692 atoms was selected, namely, PDB2HEP [5] . Its native structure, obtained from the Protein Data Bank [9] , and energy minimized with the AMBER force field [14] , is displayed in the middle panel of Figure 9 . On the left panel is the same protein but with the form of an -helix. The conformational change we want to reproduce is the hinge motion which takes the protein from an initial helical structure to the final native state. In particular, we wish to generate this conformational change by breaking 1-2 local hydrogen bonds in the helix. After many trials, varying the locations for the initial breaks in the hydrogen bonds, varying the number of hydrogen bonds broken and varying the strength of the initial momenta, a set of initial conditions did lead to a structure similar to the native, as shown in the right panel of Figure 9 (compare it with the native structure seen in the middle panel of the same figure) . This final structure will be designated as alternative structure. The hydrogen bonds that were broken in the helix (left panel of (18) and (22), eliminated the effect of the initial momenta, apart from the thermal initial velocities, the simulations reported here were all made in the microcanonical ensemble (option NTT = 0, in the AMBER package [14] ). At 298 K, proteins fluctuate within a local basin of attraction. It is important to compare the stability of the alternative structure obtained (right panel of Figure 9) with that of the native state (middle panel of the same figure) . The root mean square deviation (RMSD) of each conformation with respect to the average structure was taken as a measure of the degree of fluctuation of the two conformations and is displayed in Figure 10 . This figure shows that the degree of fluctuation of the two conformation is of the same order of magnitude, with the alternative structure being actually less flexible than the native. For the localized initial push explored here to be a viable way of generating conformational changes, it should not depend on the thermal velocities of the other atoms in the protein. Thus, more simulations were performed in which the initial structure was always the -helix in the left panel of Figure 9 , and in which the initial velocities in C=O (21) ⋅ ⋅ ⋅ H−N−C=O (25) ⋅ ⋅ ⋅ H−N (29) were kept the same as for the alternative structure (right panel of Figure 9 ), the only difference being that the velocities in the other atoms were changed (while still being selected from a Maxwell-Boltzmann distribution at = 298 K). Again, the RMSD was used as an estimate of the structural difference between two conformations. In this case we are interested in the effectiveness with which the same initial push described above (together with different thermal velocities in the other atoms) leads to the native structure. To that end, the RMSD values of each structure sampled in the trajectory with respect to the native structure are displayed in Figure 11 . The trajectories with initial pushes are represented in blue (generally lower curves in Figure 11 ) and the trajectories without initial pushes and just thermal velocities in all the atoms are represented in red (the top curves in Figure 11 ). In broad terms, three types of outcomes were obtained: 1) those trajectories in which the pushes lead to structures within 6 Å of the native, as the structure in the right panel of Figure 9 (blue curves in the top panel of Figure 11 ); 2) those trajectories in which the pushes lead to structures within 9 Å of the native (blue curves in the middle panel of Figure 11 ) and 3) those trajectories in which the pushes lead to structures more than 12 Å away from the native (blue curves in the bottom panel of Figure 11 ). We find that 20% of the trajectories are of type 1); 40% of the trajectories are of type 2) and another 40% of the trajectories are of type 3). On the other hand, in the absence of an initial push, and with just the same thermal initial velocities that had been used for the trajectories with the pushes, none of the trajectories shows any sign of the -helix to evolve towards the native state. This is in stark contrast to the trajectories with the pushes which, even when they do not reach the native state, they always show some tendency to evolve towards it. Thus, the conclusion is that, although the goal of defining initial conditions that are sufficient to achieve the native state has clearly not been achieved, Figure 11 does show that inducing local breaks in the hydrogen bonds between the peptide groups in a protein can make it more likely for the -helix to evolve towards the native state.
8 Discussion and conclusion
Solitons and breathers versus Anderson localized states
The status of the Davydov/Scott model for vibrational energy transfer in proteins, in the mixed quantum-classical approach, was reviewed. In a discrete lattice, for a sufficiently strong amide I-lattice interaction, , it is known that the exact the minimum energy state is constituted by a localized amide I excitation correlated with a local lattice contraction (the Davydov soliton). In Section 3 it was shown that the threshold value of above which the minimum energy states are localized is smaller than previously thought [27] . Furthermore, in Section 4, new states were found when minimum energy states are velocity driven, in which both the amide I and the lattice sites move as breathers, (designated as DDBs). While there a number of reports of solito-breathers [30, 31] and polaro-breathers [32] in systems in which quantum particles move in a nonlinear lattice, the observation of these types of solutions in lattices which, when isolated, are harmonic, is comparatively rare [95] . In fact, I am not aware of another report of moving breathers, such as the DDBs reported in Section 4, in the latter kind of systems. While most of the attention of the scientific community in this area has been focussed on the Davydov soliton and its stability, a more pertinent question is whether solitons can arise in structures that lack any kind of symmetry and which are as dynamically disordered as proteins. Indeed, although the perfect -helix, which is a reasonable approximation at low temperatures, does possess helical symmetry [10, 42, 43] (see the left panel of Figure 9 ), at biological temperatures their structures are irregular (see the middle and right panels of Figure 9 ). In such disordered structures many Anderson localized states, rather than the soliton, can be populated which are at least equally capable of transferring, without dispersion or dissipation, the approximately 0.45 eV of energy released in the hydrolysis of ATP, from the active sites to other regions of a protein where this energy is needed for work. In fact, while solitons have a defined direction of motion and will be blocked if a mutation occurs in one part of their path, the Anderson localized states that hop stochastically from one protein site to another (see Section 6) may still be able to find alternative paths for energy transfer. The proposal here is that, at biological temperatures, Anderson localized states are the carriers of the amide I excitation.
The problem of non-equilibrium dynamics of mixed quantum-classical systems
It was also shown how the investigation of the thermal stability of the Davydov soliton eventually leads to a deeper question of how to correctly simulate the non-equilibrium finite temperature dynamics of a mixed quantum-classical system [24, 25, 29] . Indeed, the procedure that is commonly applied to thermalize the latter systems, which consists of adding a classical bath to the zero temperature equations of the classical variables of the system (see [62, 63, 65] and Section 5), leads to a classical behaviour of the quantum particle [24, 25, 29, 47] . In spite of several remedial suggestions [24, 29, 47, 70, 83] , an exact answer to this question has not yet been found. Thus, curiously, at present, while exact formalisms exist to describe the finite temperature dynamics of either fully quantum systems [64, 77] , or of fully classical systems [29, 74] , mixed quantum-classical systems remain as the most difficult to deal with (of course, in practice, fully quantum systems are also rather awkward because, even if formalisms exist, the quantum (Lindblad) operators that describe the action of the bath are only known in an exact manner for quantum harmonic oscillators).
In the context of the previous paragraph it is important to point out several limitations of Equations (21) and (22) for the finite temperature dynamics of the mixed quantum-classical Davydov/Scott model. While those equations are correct in the sense that, when integrated for a sufficiently long time, they can reproduce the canonical ensemble of the mixed quantum-classical system, a first limitation is that they are only strictly valid when the quantum particle (the amide I excitation) responds infinitely fast to the changes in the lattice configuration [29] . A second strong limitation is that, because only eigenstates of the quantum particle are considered, the parameter (see Equation 10 ) does not influence the dynamics. As is the only parameter that depends on the mass of the lattice sites, Equations (21) and (22) cannot deal with isotopic effects, which is one of the ways the quantum nature of a system manifests itself. A third limitation is that superpositions of eigenstates are never sampled and thus phenomena like coherence/decoherence cannot be investigated with Equations (21) and (22) . Finally, a fourth limitation is the validity of the mixed quantum-classical approach itself, i.e., is the motion of the protein sites classical at finite temperature? I would say yes. In fact, that is the assumption made in the vast majority of molecular dynamics simulations of proteins [3, 6, 15, 16, 18-20, 47, 55, 59, 69, 73] .
Experimental evidence for the VES hypothesis
A crucial question for any model is whether there is experimental evidence for it. In [84] a description is made of the early experiments on the effect of electromagnetic fields on cell growth. This effect was first interpreted as evidence for the role of Davydov solitons in biological systems but in [84] the reasons for why that evidence was later dismissed are also reported. Currently, the best evidence for a self-trapped, Davydov soliton-like, amide I state in chains of hydrogen bonded amide groups is thought to be the amide I band of the organic crystal of acetanilide (ACN) [13, [38] [39] [40] . Indeed, the spectral measurements by Careri and co-workers showed that when crystalline ACN is cooled, a new, anomalous, peak arises, which is red-shifted by approximately 16 cm −1 with respect to the conventional main peak at 1666 cm −1 , and whose intensity increases as temperature decreases [13] . The current theories, which were first put forward in the 1980s [1, 2, 13, 41, 84, 87] , propose that the conventional, higher energy, peak corresponds to delocalized Bloch exciton states and that the anomalous, lower energy, peak is due to self-trapped states of the amide I excitation. Nonlinear spectroscopic measurements, in which a finite nonlinear response is interpreted as a signature of an anharmonic self-trapped state, provided further confirmation for those interpretations [38, 39] . However, recent theoretical calculations of the full amide I band of crystalline ACN, which take into account the complete atomic constitution of the crystal, are able to reproduce the temperature double peak structure of crystalline ACN without resorting to self-trapped states [21, 22] . In the latter calculations, the conventional higher energy peak is due to weaklyhydrogen bonded or unbonded C=O groups and the lower energy peak is due to strongly bonded C=O groups, both of which arise from thermal agitation, in the absence of amide I excitations [21, 22] . I.e., Anderson localized states (see bottom right panel of Figure 3 ) alone are able to explain the structure of the amide I band of crystalline ACN.
The recent experimental measurements [38] [39] [40] have however re-introduced the old problem of the duration of an amide I excitation. Indeed, measurements in crystalline ACN suggest that the lifetime of an amide I excitation is a few picoseconds [38] and not much higher in the protein myoglobin [8, 98] . Thus, one important question is whether a lifetime of a few picoseconds is enough for the amide I to be a useful energy carrier in proteins? According to the simulations mentioned in Sections 6 and 7, I would say yes. Indeed, those simulations indicate that it takes only a few picoseconds for an amide I excitation to travel from the active site to any other protein site. Also, according to the simulations in Section 7, its decay into classical hydrogen bond breaking modes can lead to a well defined conformational change, in the nanosecond timescale. Whereas Davydov [33] envisaged a change in the protein concomitant with soliton propagation, which would only be viable if protein work (in Davydov's case, muscle contraction) occurred in the picosecond timescale, the perspective here is that the amide I's role is simply to carry the energy within the protein in a form that prevents it from disappearing into heat. This role does not require a soliton state but does require a quantum state that is well separated from the many classical dissipative modes in a protein. Equations (21) and (22) predict that the quantum amide I states are localized at biological temperatures and thus raise the question of how a local quantum energy input can lead to the concerted motion of a large group of atoms that characterizes conformational changes. In Section 7 the hypothesis that the decay of the quantum state leads to the break of hydrogen bonds between the C=O groups where amide I excitation happens to be located is considered. Simulations were thus made to test whether a local break of that type of hydrogen bonds in a protein can indeed lead to a specific conformational change, namely, a hinge motion in a small protein. Although they cannot be considered definitive proof by any means, the preliminary simulations reported in Section 7 identified one case in which the breaking of 1-2 local hydrogen-bonds leads to a specific conformational change, with some degree of reproducibility.
The conformational changes in Section 7 take place in the nanosecond timescale, some 2 to 3 orders of magnitude longer than the picosecond time scale of quantum amide I propagation (see Section 6), but still much faster than the time scale of most protein mediated processes in cells, which can be microseconds or milliseconds or even seconds. The idea here is that those longer timescales correspond to a relaxation of protein structures, such as the alternative structure in the right panel of Figure 9 , to the bottom of the local free energy minimum associated with that conformation. This slow relaxation from a higher (free) energy structure, which was reached in the nanosecond time scale, as a result of a push in a specific direction of the conformational space, can explain why muscle contraction (and many other processes, such protein folding) take milliseconds, or longer, to occur. In this picture, although the quantum energy transfer is very fast (picoseconds), and the conformational change is also fast (nanoseconds), they are the defining steps in the overall, much longer, protein cycle. In spite of the fact that the experimental evidence for the Davydov/Scott model for energy transfer in proteins remains slim, to my knowledge, that model is still the best theoretical candidate for an explanation of how a relatively small amount of energy can travel along a protein without being dissipated on the way and the news of its demise [8, 51, 62, 63, 65] is slightly exaggerated. While the simulations of both the full classical equations, Equations (17) and (18), and the mixed quantum-classical equations, Equations (21) and (22), do indicate that the Davydov soliton is not stable at biological temperature, the point I wish to make is that the status of the Davydov model should not be equated with that of the Davydov soliton, as is often done [8, 51, 62, 63, 65] . Regarding future experiments, perhaps an even more basic question is which vibrational excited states are created when ATP is hydrolysed. For instance, do amide I states arise when ATP is hydrolysed? Since the theoretical description of a chemical reaction catalysed by a protein constitutes a very hard subject [48] , this question should be addressed experimentally.
Finally, it should be said that although the focus here is on energy transfer in proteins (and its possible consequences to protein conformational changes), the Hamiltonian (Equations 1-4) is formally similar to that used to describe electrons in polarizable crystals [53, 54] and many of the results in Sections 3-6 may be of interest to solid state physicists as well.
