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INTRODUCTION 
In this paper we shall deal with some geometric properties of a class of 
projective planes including octave planes. In the first chapter we have 
collected some results from other papers which will be needed frequently. 
In chapter II we treat an important class of polarities, the so-called 
hermitian polarities. Chapter III deals with the structures of elliptic or 
hyperbolic planes related to those hermitian polarities. It turns out that 
the results are analogous to the well-known results in the classical theory 
of elliptic and hyperbolic planes over commutative fields (see e.g. 15.1, 
16.2, 17.1 and 19.1). In chapter IV, finally, some results concerning the 
geometry of reflections are derived. Although in this case, too, there is a 
certain analogy to the classical theory, there also are some remarkable 
differences, as could already be expected from the known results (see 
e.g. 24.1, 27.1; also 27.2 and 28.1 are of interest). 
I 
SOME RESULTS ON A CLASS OF JORDAN ALGEBRAS 
l. If K is a (commutative) field, then a composition algebra 0 over K 
is a (not necessarily associative) algebra over K, with a unit element 1, 
on which a quadratic form N with values in K is defined such that 
l. N().a) =).2N(a) for all ). E K and all a E 0, 
2. N(ab) =N(a)N(b) for all a, bE 0, 
3. (a, b) =N(a+b) -N(a) -N(b) is bilinear, 
4. if N(a)=O and (x,a)=O for all xEO, then a=O. 
The dimension of 0 over K can be 1, 2, 4 or 8. If we suppose, more-
over, that N(a)=O implies a=O, then 0 has no zero divisors. If [0 :K]=4, 
then we call 0 a quaternion field over K, if [0 :K] =8, then we call it an 
octave field over K. For some more results on composition algebras we 
refer to [4] and [7]. 
1) Part of this paper was a solution of problem essay 1960.1 of the Dutch Mathe-
matical Society (Wiskundig Genootschap), given by the second named author. 
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2. In the sequel we suppose characteristic K =1= 2, 3. We consider Jordan 
algebras A of matrices 
where cx1, cx2, cxa E K, a1, a2, aa E 0 and where y1, y2, ya are fixed elements 
=1= 0 in K. The multiplication in A is the Jordan multiplication: 
ab=i(a·b+b·a), where a·b is the ordinary matrix product. Q(x)=it(x2) 
is a quadratic form on A, if t denotes the trace. (x, y)=Q(x+y)-Q(x)-
- Q(y) = t(xy) is the corresponding bilinear form. 
These algebras can be characterized as follows: 
A is a commutative (but not necessarily associative) algebra over K 
with unit element e. On A is defined a non-degenerate quadratic form Q 
with values in K such that 
(2.1) Q(x2)=Q(x)2 if (x, e)=O, where (x, y)=Q(x+y)-Q(x)-Q(y). 
(2.2) (xy, z) = (x, yz). 
(2.3) Q(e)=f. 
(2.4) A contains an idempotent element =1= 0, =1= e. 
(2.5) A is simple. 
From 2.1 we derive by polarization 
(2.6) (x2, y2) + 4Q(xy) = (x, y)2 + 2Q(x) Q(y) if (x, e)= (y, e)= 0. 
3. Let A be a Jordan algebra satisfying conditions 2.1 - 5 of the pre-
ceding section. In A we take a primitive idempotent, i.e., an element u 
such that 
We then may consider a so-called Peirce decomposition with respect to u 
(see e.g. [10]): 
If E is the linear subspace of A orthogonal to e and u, then for x E E: 
u(ux) = t'ux. 
Hence 
E=Eo EB E1 (orthogonal direct sum), 
where 
ux= iix for x E Ei (i= 0, I). 
Then we have the following formulas: 
(3.1) xy=t(x, y)(e-u) for x, y E Eo. 
(3.2) xy E E1 for x E Eo, y E E1. 
(3.3) xy=i(x, y)(e+~t)+x o y for x, y E E1, where x o y is a multi-
plication on E1 with values in Eo. 
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(3.4) Q(x o x) = !Q(x)2 for x E E1. 
(3.5) x(xy) = !Q(x)y for x E Eo, y E E1. 
(3.5a) X1(x2y) + X2(x1y) = !(x1, X2)y for x1, x2 E Eo, y E E1. 
(3.6) y o xy = !Q(y)x for x E Eo, y E E1. 
(3.6a) xy1 o Y2 + Y1 o xy2 = i(y~, y2)x for x E Eo, y~, Y2 E E1. 
(3.7) y(y 0 y)=!Q(y)y for y E E1. 
(3.8) Q(xy) = !Q(x)Q(y) for x E Eo, y E E1. 
(3.5a) and (3.6a) are derived from (3.5) and (3.6) respectively by 
polarization. The proofs of the other formulas are found in [10], to which 
we refer also for the following results. 
From the assumption that A is simple, it follows that E1 =1= 0. As Q is 
non-degenerate, there is a y E E1, Q(y) =1= 0. Q(y)-1 y o y is then in Eo with 
Q(Q(y)-1 y o y) = t· Now we take an arbitrary X1 E Eo with Q(x1) = t· 
From 3.5 then follows, for y E E1, 
So 
such that 
X!(XIY) =lsY· 
X1Y=!Y for y E E+, 
x1y= -!y for y E E-. 
E+ and E- are both =I= 0, and for Y+ E E+ and Y- E E- we have 
(3.9) Y+ o Y+=Q(y+)xl. 
(3.10) Y-o Y-= -Q(y...:)x1. 
(3.ll) Y+(Y+ o Y-)=!Q(y+)Y-· 
(3.12) Y-(Y+ o Y-) = !Q(Y-)Y+· 
(3.13) Q(y+ o Y-) = !Q(y+)Q(y-). 
Furthermore, we have 
O=(y+, Y-)=4(xly+, Y-) 
So 
=4(x~, Y+Y-) (by 2.2) 
= 4(xl, Y+ o Y-) (by 3.3). 
'y+ 0 Y- j_ X!. 
If we call the orthogonal complement of x1 in Eo : 0, then we have 
(3.14) Y+ 0 Y- E b. 
From 3.ll-14 we then derive: if a+ E E+ and a_ E E- are chosen with 
Q(a+)Q(a-) =1= 0, then 
and 
28 Series A 
Y+-+ Y+ o a-
Y--+ Y-o a+ 
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are 1-1 linear mappings of E+ and E- respectively onto 0 with inverse 
mappings 
and 
respectively. 
If we define a multiplication in 0 by the following rule: 
if x=a- o Y+, x' =a+ o y_, then 
x * x' =Y+ o Y-, 
then 0 turns out to be a composition algebra with unit element 
and with norm 
N(x) = Q(e)-lQ(x). 
0 is, apart from isomorphism, independent of the choice of u, x~, a+ 
and a_ ([10] and [ll]). 
Any x E A can then be written as 
X=lX1U+1X2(!(e -u) +x1) +~Xa(!(e-u) -x1) +c1 + 
+ 4Q(a+)-1a+c2 + 4Q(a-)-1a-c3• 
where ~XI, ~X2, 1X3 E K, c~, c2, ca E 0. The mapping 
( 
1Xl 
X-+ Y2-1Y1C3 
C2 
with Yl = 1, y2 = Q(a+)-1, ra = Q(a-), is then an isomorphism of A onto a 
matrixalgebra over 0. We call this a matrixrepresentation of A and denote 
this representation by A(O; y1, y2, ra). After we have chosen u, x~, a+ and 
a-, we can identify x E A with the matrix which represents x. 
Then 
Q(x) = j(1X12+ 1X22+ ~Xa2 ) +ra-1y2N(c1) +yc1yaN(c2) +y2-1y1N(ca). 
It is useful to know the matrixrepresentation of certain elements of A 
in a given Peirce decomposition: 
u~G 0 D (3.15) 0 0 
G 0 
-D (3.16) X1 = ! 0 
XEE,~"· ~ ( 0 0 0 ) (3.17) 0 ~ C1 0 ya-1Y2 c1 -~ 
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xEC~x ~ ( 0 0 0 ) (3.18) 0 0 C! 0 ys-1 y2 c1 0 
Y+ E E. ~ Y+ ~ (,-•; c, ca 0 ) (3.19) 0 0 0 0 
.. ~ ( y,:y, 1 0 ) (3.20) 0 0 0 0 
Y- EE-~y- ~ ( 0 0 r•T") (3.21) 0 0 
C2 0 
·- ~ ( 0 0 r•t) (3.22) 0 0 
1 0 
If y ~ (r,-•:, c, ca »-'r•") (3.23) 0 ~ , i.e., ifyEE1, 
C2 0 
then 
G 0 0 ) yoy = i{y2-1y1 N(cs) -yc1ysN(c2)} y2-1ys ca c2 c2 Cs - Hr2-1Y1 N(cs) -yc1ys N(c2)} 
The element 
v=i(e-u)+xi 
is a primitive idempotent with uv = 0. If, on the other hand, v is a primitive 
idempotent with uv = 0, then there exists an X1 E Eo, Q(x1) =! such that 
v=!(e-u)+xi. 
In matrix representation we then have 
( 0 0 0) V= 0 1 0 . 
0 0 0 
If UV=VW=WU=0, then 
W=i(e-u)-XI. 
So we have: 
(3.24) If u, v ware primitive idempotents in A such that uv=vw=wu=O, 
thef!, there is a matrix representation of A in which 
(l 0 0) U= 0 0 0 , 
0 0 0 
( 0 0 0) V= 0 1 0 , 
0 0 0 
( 0 0 0) W= 0 0 0 . 
0 0 1 
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It is further known that 
(3.25) If x E A, x2 = 0, then there exists a pri1nitive ide1npotent u E A 
with UX=O. 
4. Besides the ordinary product there is also a so-called cross-product 
in A (FREUDENTHAL [5], [6], SPRINGER [11]): 
xxy=xy-t,(y, e)x-t,(x, e)y-i(x, y)e+t,(x, e)(y, e)e. 
This product is related to the symmetric trilinear form (x, y, z) on A, 
which is obtained from 
(x, x, x)=det x, 
the deter1ninant of x in any matrixrepresentation of A. 
For x = y2-1y1x3 ~2 _ x1 we have ( 6 X3 yc1y3X2) 
X2 Y3-1Y2Xl ~3 
det x = 6~2~3 + T(x1x2x3)- ~1Y3-1y2N(x1)- ~2yc1y3N(x2)- ~3Y2-1y1N(x3), 
where T(x) =x+x. 
Then 
(x x y, z) = 3(x, y, z) for all x, y, z. 
We mention formula 1 of [13]: 
(x x x) x (x x x) =det x·x. 
For this product we have (see [11], Lemma 1): 
( 4.1) x x x = 0 if and only if either x is a scalar 1nultiple of a primitive 
idempotent or x2 = 0. 
In the sequel we shall suppose that C does not contain zero divisors; 
in this case we shall call C a composition field, as it turns out that every 
element has an inverse. We then have the following types of elements 
t E A with t x t = 0: 
(a) t =u+iQ(y)(e-u)+y o y+y, y E E1. 
t2= (Q(y) + 1)t. 
(b) t =i(e-u)+x, x EEo, Q(x)=!. 
t2 =t. 
(c) t E Eo, Q(t) = 0. 
t2 =0. 
If tis of type (a), then t2 =0 if Q(y)= -1, otherwise (Q(y)+1)-1t is a 
primitive idempotent. 
From the above list one easily derives: 
(4.2) t2=0-¢'?txt=0, (e,t)=O; tis a scalar multiple of a pri1nitive 
idempotent -¢'? txt= 0, (e, t) =1= 0. 
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We further mention the following results of SPRINGER [11]: 
(4.3) If y EE1, yo y=O, then y=O. 
( 4.4) If x1, x E Eo, Q(x1) = !, Q(x) = 0, (x1, x) = 0, then x = 0. 
For such an x belongs to 0 and N(x) = 0, hence x= 0. 
( 4.5) The restriction of Q to Eo has index < l. 
This also follows from the fact that the normform N on 0, which is a 
multiple of Q, has index 0. 
(4.6) If x1,X2EEo, Q(xl)=Q(xz)=i and (xi,Xz)=i- or -i-, then xz=X1 
or x2= -x1 respectively. 
Pro of. If (x1, x2) = i-, then 
Q(xl- x2) = Q(x1) + Q(x2)- (x1, xz) = 0 
and 
hence, by (4.4), 
Xl-X2=0. 
Similarly, if (x1, x2) =- i-· 
Finally we prove 
(4.7) If x andy are linearly independent and x 2=y2=0, then xxy is a 
scalar multiple of a primitive idempotent. 
Proof. By polarization of the formula (x x ::r) x (x x x) =det x · x 
(section 4) one easily obtains (xxy) x (xxy)=O. x2=y2=0 implies 
But then 
Hence 
(x, e)=(y, e)=O (4.2) 
xxy=xy-i-(y, e)x-i-(x, e)y-i-(x, y)e+i-(x, e)(y, e)e 
=xy-i-(x, y)e. 
(x x y, e)= (xy, e)- i-(x, y)(e, e) 
= (x, y) -J(x, y) (2.2) and (2.3) 
=- i-(x, y). 
Now, according to 3.25, we may suppose that ux= 0, i.e., that x E E 0• 
If y E E0, then (x, y) =1= 0, as follows from 4.5; if not, then 
y=~t-i-(e-u)+z o z+z, z EE1, Q(z)= -1. 
Then 
(x, y) = (x, z o z). 
From 3.4 it follows, that Q(z o z) = i· But then 4.4 gives (x, z o z) =1= 0, 
as z o z =1= 0. Hence (x x y, e) =F 0, i.e., x x y is a scalar multiple of a primitive 
idempotent. 
5. The restriction of Q to Eo is equivalent to 
~2 + cxN(c), 
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(see 3.17), where <X=<X(u)=ya-1Y2· Of course, it depends on the primitive 
idempotent u. Its equivalence class depends only on the class of "' modulo 
the subgroup of the multiplicative group K* formed by the norms N(c) =1= 0; 
for"' E K* we call this the norm class x(<X) of"'· x(<X(u)) is called the norm 
class of u. 
For later use we recall some results of [12]. First we consider the 
different types of primitive idempotents in A (see section 4): 
If 
t=(Q(y)+ 1)-l(u+!Q(y)(e-u)+y o y+y), y E E1. Q(y)=l= -1, 
then 
x(<X(t)) =x(Q(y) + 1) x(<X(u)). 
If 
then 
x(<X(t)) = x(Q(a+)) x(<X(u)), 
where a+ E E+, Q(a+) =1= 0. 
The possible norm classes of the primitive idempotents of A are the 
norm classes of the form 
ya-1y2N(c1) + y1-1yaN(c2) +y2-1y1N(ca) 
(see [12], Proposition I). 
Furthermore, it is useful to know that the possible values of A.=Q(a+) 
are such that the restriction of Q to E1 is equivalent to 
A.(N(c) + <XN(c')), 
where <X=<X(u) ([12], Proposition 5). 
From the same paper [12] we mention the following result (corollary 
to proposition 4): 
( 5.1) The group of spinornorms of the restriction of Q to Eo is isomorphic 
with the group of norms of similarities of Q on E1 mod squares. 
And from the same paper we quote proposition 3: 
(5.2) The subgroup H of the automorphism group of A leaving u invariant, 
modulo its centre, is isomorphic with the reduced orthogonal group of the 
restriction of Q to Eo. 
This isomorphism is obtained by restricting those automorphisms to E0• 
II 
HERMITIAN POLARITIES 
6. In [11] a projective plane fJJ c is constructed over a composition 
field 0. Points of fJJc are the classes of scalar multiples of elements x E A 
with x x x=O, x=/=0, where A is a Jordan algebra of Hermitian 3 x 3-
matrices with entries in 0. A line in fJJc is any set of points x which satisfy 
(u,x)=O 
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for some u E A, u xu= 0, u =1= 0; we denote this line by u. The line through 
the points x andy turns out to be x x y. &'cis determined by the composi-
tion field C and does not depend on the Jordan algebra A over C. 
However, the algebra structure of A determines a polarity in &'c which 
maps the point u onto the line u; it is readily verified that this is a polarity. 
We want to give a geometric description of these polarities. 
In order to be precise we make the following convention: We keep 
fixed the vector space A and the cubic form det on A. We shall say that 
.an algebra structure on A possessing the properties described in chapter I 
(especially in section 2, 3 and 4), is compatible with the cubic form det, 
if that form can be obtained from the algebra in the way described in 
.section 4. Since the plane &' c is determined by the cubic form ( [11 ], 
Theorem 4), we have a fixed plane with varying polarities. 
7. The case of an associative C (i.e., [C : K] = 1, 2 or 4) is easily dealt 
with. We assume here that &'c is represented in the usual way by a 
three dimensional linear space over C. 
(7.1) If C is associative, the polarities of &'c, determined by a Jordan 
.algebra structure on A compatible with the cubic form det, are of the following 
kind: 
If C=K: a polarity defined by a non-degenerate quadt:Cttic form. If [C :K] =2 
or 4: a polarity defined by a non-degenerate Hermitian form with respect 
to the standard involution in C. 
Proof: In these cases the primitive idempotent elements of A and 
the x EA with x2=0 (where the algebra A is given in some matrix 
representation), are hermitian mappings of the plane &'con non-isotropic 
.and isotropic points respectively, with respect to a metric form 
As for a and b EA with axa=bxb=O we have 
(a, b)=O-¢> ab=ba=O, 
which can be derived from the results of section 4, the polarity induced by 
for u E A, u xu= 0, is exactly the polarity in &'c defined by the form (*)· 
8. We now consider the case that C is an octave field. Consider four 
distinct collinear points at ( 1 ..;;; i..;;; 4) of &'c. We call them dependent if 
the elements atE A are linearly dependent over K. A geometric description 
of this relation is given by 
(8.1) The four collinear points at are dependent if and only if there exists 
.a dilatation of &' c with centre a1 and axis passing through a2 which trans-
forms aa into a4. 
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Proof. Take any algebra structure on A. Let u be a primitive idem-
potent and decompose A with respect to ~t. Since the projective group 
of :?J a acts transitively on ordered pairs of points (this follows easily 
from [11], Proposition 6; see also [14], Proposition 8) and since every 
projectivity is induced by a semilinear transformation of A ([11], Theorem 
4: fundamental theorem of projective geometry), we may assume that 
a1=u, az=t(e-u)+xl, where x1 r=Eo, Q(x1)=i· As the ai are collinear 
we have 
(i=3, 4), 
where Yi E E1 such that Yi o Yi = Q(yi)XI (See section 4; the points ai 
(1<;i<;4) are lying on the line v, with v=t(e-u)-x1). 
If the points ai are dependent, it follows that there must be a A. E K 
such that y4 = A.y3 . Then the linear transformation t of A defined by 
which multiplies the cubic form det by A.4 , induces a dilatation of :?J a 
with the required properties: its centre is the point u, its axis the line ft.. 
Conversely, if such a dilatation T exists, we may assume that its centre 
is u and its axis u; for this, together with the special form of a1 and a2 , 
we need the transitivity of the projective group of :?J a on ordered triples 
of points: see the first paragraph of this proof. Then by [11 ], Proposition 
5, T is induced by a t of the form (*)· 
We now give the following definition: 
(8.2) Definition. A polarity n of &a is called Hermitian if the following 
holds: Let PI> pz be any distinct points of :?J a, l the line passing through 
these points. Let q1 and qz be the points of intersection of n(p1) and n(p2) 
respectively with l. Then if p1, pz, q1, qz are distinct, they are dependent. 
Remark: The name "Hermitian of the first kind" would be a more 
appropriate one, but since Hermitian polarities of the second kind will 
not occur in this paper, we shall use the shorter terminology here. 
9. Let us fix again a Jordan algebra structure on A. Take a E A, det a i= 0. 
Consider the linear transofrmation ta of A defined by 
ta(x) =- 2(a x a) x x +(a, x)a. 
It is known that det ta(x) = (det a)2 det x (see [13], formulas 13 and 16); 
moreover, we have (ta(x), y) = (x, ta(Y)), as follows easily from 
(ax b,.c) = 3(a, b, c) 
(see section 4). So we see that 
X--+ ta(x) 
defines a polarity na of &a. We further have the following result: 
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(9.1) Let u be a a-linear transformation of A such that det u(x) = v(det x)"" 
(v+O). Define u' by (u(x), y)=(x, u'(y))". Then tu(a)=Utau'. 
Proof. From proposition 3 of [14] follows that 
u(x) x u(y) = u' -l(x x y). 
The result is now derived by straightforward calculation, 
Now for any a E A with det a+O we can introduce a Jordan algebra 
structure on A with a as unit element. There is only one such algebra 
structure: the multiplication in A is determined by the cubic form det 
and the unit element (this follows readily from [13], section 3). 
Let us consider the Jordan algebra structure on A with unit element 
ax a. By applying formulas 10 and 1 of [13] and det (ax a)= (det a)Z, 
which is found on p. 261 of [13], 4th line, we find for the quadratic form 
of this algebra 
Qa(x) = f(x, - 2(det ax a)-l(a x a) x x + 
+ 3(det ax a)-2 (x, ax a, ax a)(a x a) x (ax a)) 
= f(x, - 2(det a)-2(a x a) x x + (det a)-2(a, x)a) 
= t(det a)-2(x, tax). 
From this it follows that na is the polarity in f?J c defined by the algebra 
structure on A, compatible with det, which has unit element ax a. Now 
from the formula (ax a) x (ax a)= (det a)a, it follows that Aa x a runs 
through all b E A with det b + 0, if A and a vary in such a way that A+ 0 
and det a , ~ o This implies: 
(9.2) n is a polarity of f?Jc defined by a Jordan algebra structure on A, 
compatible with the cubic form de t, if and only if n = na for some a E A 
with det a+ 0. 
Now the next theorem gives a geometric description of the polarities na. 
(9.3) A polarity n of f?Jc is Hermitian if and only if n=na for some a E A 
with det a+ 0. 
For the classical case this was proved by FREUDENTHAL (Proc. Kon. 
Ned. Akad. Wet. A 62, ( = Indag. Math. 21), p. 170 (1959)); our proof 
is similar. 
Proof. (a) na is Hermitian. For let x and y be two points of f?Jc. 
The line x x y passes through x and y. The images of x and y under na 
intersect this line in ta(x) x (x x y) and ta(Y) x (x x y) respectively. Now 
by polarizing formula 1 of [13] we find for xxx=O: 
((ax a) xx) x (xxy)=!(x, y, axa)x 
=i(axa,xxy)x. 
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As xxx=yxy=O we thus obtain 
(a, y)(ta(x) x (x x y))- (a, x)(ta(Y) X (x x y) = 
= i(a x a, x x y)((a, x)y- (a, y)x), 
i.e., the four points x, y, ta(x) x (x x y) and ta(Y) x (x x y) are dependent. 
(b) Let n be any Hermitian polarity. Take a fixed Jordan algebra 
:structure on A. Then we have n(x)=t(x), where t defines a collineation 
of f!JJc. 
There is a point x in f!JJc such that x ¢ n(x). For if y E n(y) and z E n(z) 
for some z ¢ n(y), then we may take for x the point of intersection of 
n(y) and n(z); then n(x) passes through y and z, hence x ¢ n(x) as z ¢ n(y) 
and hence also y ¢ n(z). 
By [11 ], proposition 6 and theorem 4, there exists a semi1inear trans-
formation v of A such that v(u)=x, u primitive idempotent. If we then 
take n1(z)=v'tv(z) (zEA), n1 is a Hermitian polarity of f!JJc such that 
u ¢n1(u). We shall prove that v'tv=ta for some a EA, det a#O. By 
·9.1 then t=tv'(a), which had to be proved. 
Hence we may suppose x=u, i.e., u ¢ n(u) for some primitive idem-
potent u. We assert that there is an idempotent line ii through u such 
that n-l(ii) ¢ ii. For if such a ii did not exist, we should have 
t(i(e-u) +x) =i((e-u)-x) 
for all x E Eo, with Q(x) = i· This would imply that the reflection of the 
.space R={e-u}+Eo defined by 
v(~(e-u)+a)=~(e-u)-a (a EEo) 
-could be extended to a transformation of A leaving det invariant up to 
a scalar factor, which would contradict proposition 3 of [11]. 
It follows that there are three non-collinear primitive idempotents 
x1, x2, x3 in A which form a polar triangle with respect to n. 
Take any three primitive idempotents u1, u2, ua in A which are mutually 
·orthogonal. We can transform the points Ut into Xt by a projectivity of 
.f!JJc ([14], lemma 4). Making use again of 9.1, we can confine ourselves 
to the case Xt=Ut (i= 1, 2, 3). 
By theorem 4 of [11] the collineation t of f!JJ c is induced by some 
.a-linear transformation of A; we shall denote it by the same letter t. 
'Then we have t(ut)=At Ut, AtE K. 
By 3.24 we may suppose that 
U! = (~ ~ ~) ~ 
0 0 0 
Hence if 
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then 
(
A.l cx1" 
t(x) = ~ 
0 
0 ) 0 . 
Ag CXg" 
Now take a point x E ih. Then t(x) E 'lh. Hence, if 
x~ G 0 0 ) ;+t c1 , 
yg-1y2 c1 -;+t 
then 
t(x) ~ G 0 0 ) A.2(; + !)" c1' . 
yg-1y2c1' A.g( -;+t)" 
Since n is Hermitian the points u2, x, n(u2) n 'lh=ug, n(x) n 1.h are 
dependent. But 
because by formula (b) of section 4, we have t(x)=f(e-u)+a with 
Q(a)=!; then y=f(e-u)-aEih and (t(x),y)=O, hence y=n(x)nih. 
From this it follows that c1' = f-lC1 for some 1-l E K. 
If we proceed similarly for the lines u2 and u3 , we find for 
that 
/-l3(ag) ag 
A2 CX2" 
yg-l y2 /-ll(al) ih 
Now the points of U3 are u2 and, up to a scalar factor 
where c3 may be an arbitrary element of 0 (this follows from the proof 
of theorem 3 of [11]). But then we must ·have 
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As t is a-linear, we have for c, d E 0: 
,U3(c + d)(c +d)= ,U3(c)c + ,U3(d)d. 
From this it follows that ,u3(c3) is a constant, say ,U3· But then t must 
be linear, i.e., a= 1. 
In the same way we prove that ,U1(c1) ==: ,Ul, ,U2(c2) = ,U2· 
Hence 
yc 1 Y3 ,u2 a2) 
,Ul a1 • 
A3 1X3 
The condition det t(x) =v det x gives 
A.1A.2A.3 = A.1,u12 = A2,U22 = A3,U32 = ,u1,U2,U3 = v, 
which implies that we may write, after multiplying the Ai and ,Ui by a 
scalar factor, 
It follows, finally, by straightforward computation that t=ta with 
a= 'Vl U1 + 'V2U2 + 'V3U3. 
We shall call two polarities equivalent if we can transform one into the 
other by means of a projectivity of f!/Jc (which is, by [14], theorem 2, 
induced by a linear transformation of A). Clearly, equivalent polarities 
na and nb are induced by equivalent quadratic forms Qa and Qb. But 
then theorem 1 of [12] gives 
9.4. The Hermitian polarities na and 'TCb of f!/Jc are equivalent if and only 
if the Jordan algebra structures on A with a and b as unit elements respec-
tively, are isomorphic. 
Using the results of [12], p. 416 (before proposition 1) we find 
(9.5) The equivalence classes of Hermitian polarities of f!/Jc are in a 1-1 
correspondence with the equivalence classes of quadratic forms over K in 
3 n variables (with n= [0: K]) of the form iX1N(cl)+~X2N(c2)+1X3N(c3); 
where Ci E 0, ~Xi E K, iXliX2iX3 = 1. 
As usual we define a polarity n of f!JJ c to be elliptic if p and n(p) are 
never incident for p E f!/Jc, and hyperbolic if p E n(p) for some p E f!/Jc. 
Consider a hyperbolic Hermitian polarity n. We may assume from 
what has been proved already that it is the polarity defined by a Jordan 
algebra structure on A. But then there must exist an x E A with x2 = 0. 
It is well-known (see e.g. [1]} that then A is unique up to isomorphism; 
moreover, we may choose a matrixrepresentation (see section 3) of A 
with Yl = y2 = 1, y3 = - 1; in this paper we shall prove this fact once more 
(see 14.1}. 
If n is an elliptic Hermitian polarity, then the quadratic form cor-
responding to n must be anisotropic; this follows readily from the 
proof of proposition 1 in [12]. 
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10. In this section we shall prove a theorem of WITT's type for Hermitian 
polarities in r!Jc. We assume to be given a polarity :n; and a Jordan algebra 
structure on A which defines the polarity n. 
We consider the equivalence classes in K under the multiplication 
with elements of the normgroup N(O*), i.e., A.,...., fh if and only if there 
exists a cEO, c#O, such that A=fhN(c). We shall call the set of these 
equivalence classes KfN(O*). 
With any point p E r!Jc we associate an element e(P) of KJN(O*) as 
follows: If pis idempotent iii A, then e(p)=u(<X(p)), the normclass of p 
(see section 5). If p 2=0, then e(p)=O. 
Finally observe that any linear automorphism of A induces a pro-
jectivity in r!Jc which leaves :n; invariant; let U(n) be the group of these 
projectivities of f!J c. The following result is an analogue of WITT's theorem 
for unitary groups: 
(10.1) Let p, q E r!Jc. There is arE U(n) such that r(p)=q if and only 
if e(p)=e(q). 
Proof. The "only if" part is trivial. So assume e(p)=e(q). First 
assume that p and q are both idempotent in the algebra A. It is implicit 
in the proof of theorem 1 of [12] that there is an automorphism of A 
transforming pinto q if and only if the norm classes u(<X(p)) and u(<X(q)) 
are equal. 
Now let p and q be distinct nilpotents in A. Then by 4. 7 x x y is idem-
potent up to a scalar factor. Take u idempotent such that x x y =<XU. 
Decompose A with respect to u. Then p and q are isotropic in Eo (formula 
(c) of section 4). By 5.2 it suffices to prove that there is a transformation 
v in the reduced orthogonal group of the restriction of Q to Eo such that 
v(x)=A.y with suitable A.. This is easily verified: take first any rotation v 
such that v(x) =y, and take then a rotation VI in Eo such that VI(Y) =A.y, 
with the same spinornorm as VI. To find such a v2 consider a hyperbolic 
plane H which contains y and an isotropic vector z independent of y; 
as Q takes every value in H, one can take for v2 a product of two reflections 
in orthogonal complements of non-isotropic vectors ai and a2 in H, such 
that Q(ai) Q(a2)=spinornorm of v2; the first reflection transforms y in 
a multiple of z, the second one z in a multiple of y. 
Remark: What we have to use in the proof of the above theorem is 
a conjugacy theorem in A for idempote'nts and nilpotents of index 2. 
The following result gives a precise statement: 
Let a, b E A be either both primitive idempotent or both nilpotent of index 2. 
·There exists a linear automorphism t of A such that t(x)=y if and only if 
the bilinear forms (a, x, y) and (b, x, y) are equivalent. 
We shall not prove this statement here. 
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11. In this section we want to determine the collineations of & c which 
leave invariant a Hermitian polarity n. As before we take a Jordan 
algebra structure on A, compatible with the cubic form det and defining 
the polarity n. We first prove a lemma. 
(11.1) If ta(x)=x for all x EA, then a=± e. 
Proof. ta(x)=x for all x means 
- 2(a x a) x x+ (x, a)x=x. 
First take x=axa; as (axa)x(axa)=det a·a and (axa,a)=3 det a 
(see section 4), we obtain 
-2 det a·a+3 det a·a=axa 
ax a=det a·a. 
Applying again (ax a) x (ax a) =det a·a, we get 
(det a)2= 1, hence det a= ± 1. 
From ( *) then follows 
± 2a x x+ (x, a)x=x. 
Now take x=e and apply the definition of the cross-product (see 
section 4), then 
a=± e. 
We are now in a position to prove the main result of this section. 
( 11.2) The collineations T of & c leaving n invariant are those induced by 
an automorphism of A. 
Proof. By the fundamental theorem of projective geometry ([11], 
theorem 4), T is induced by a a-linear transformation u of A such that 
det u(x) =v(det x)". With the notations of section 9 we now have 
n(x)=x=te(x), where e is the unit element of A. Hence we must have 
tu(e)(x) =Uu'(x) =AX. 
Put u(e)=a. It follows that ta(x)=AX. Since det ta(x)=(det a)2 det x 
(see section 9), we get A.3=(det a)2• Hence A=1X2 for some 1X#O. Multi-
plying y by 1X-l we can make A= 1. By 11.1 we may hence suppose 
u(e) =a= e. From [14], proposition 3, it follows that u(x x y) =u(x) x u(y). 
Furthermore, we have (u(x), u(y)) = (u'u(x), y)"= (x, y)". Expressing x x y 
in terms of the product of A (see section 4): 
x x y=xy-i(y, e)x- t(x, e)y- t(x, y)e+ t(x, e)(y, e)e 
it follows that u(xy) = u(x)u(y), i.e., u is an automorphism of A. 
(To be continued) 
