In this paper, we describe the use of various methods of one-dimensional spectral compression by variable selection as well as principal component analysis (PCA) for compressing multi-dimensional sets of spectral data. We have examined methods of variable selection such as wavelength spacing, spectral derivatives, and spectral integration error. After variable selection, reduced transmission spectra must be decompressed for use. Here we examine various methods of interpolation, e.g., linear, cubic spline and piecewise cubic Hermite interpolating polynomial (PCHIP) to recover the spectra prior to estimating at-sensor radiance. Finally, we compressed multi-dimensional sets of spectral transmittance data from moderate resolution atmospheric transmission (MODTRAN) data using PCA. PCA seeks to find a set of basis spectra (vectors) that model the variance of a data matrix in a linear additive sense. Although MODTRAN data are intricate and are used in nonlinear modeling, their base spectra can be reasonably modeled using PCA yielding excellent results in terms of spectral reconstruction and estimation of at-sensor radiance. The major finding of this work is that PCA can be implemented to compress MODTRAN data with great effect, reducing file size, access time and computational burden while producing high-quality transmission spectra for a given set of input conditions.
INTRODUCTION
The need for higher fidelity simulations continues to increase as electro-optical / infrared sensing technology advances. This is most commonly observed in the availability of spectral radiometric data of not only the sensors themselves, but more frequently the scenes and scenarios, which they observe. The ability to determine detection, tracking, and characterization capabilities at the limit of observability requires high fidelity simulations that incorporate a variety of real world phenomena. This requirement increases the need for high-resolution spectral data sources that can be coupled with high-fidelity sensor models to enable band selection and sensor detection capabilities. Frequently these data sources can grow to be tens of megabytes if not gigabytes in size and simulations are restricted not by their computational power, but by the amount of memory required to store these datasets. There is a need for reducing storage and access times for large spectral databases for high fidelity electro-optical/infrared (EOIR) sensor mission capability assessments in order to make large-scale sensitivity analyses and trade studies more tractable. This paper discusses methods to reduce the size of these large datasets whether they are one-dimensional or multidimensional to reduce the memory storage burden and reduce the computational burden for high-fidelity simulations.
Spectral Compression
In order to perform simulations of extensive, multispectral or hyperspectral scenes with greater speed, data compression is one avenue to reduced computational burden. Spectroscopists and analytical chemists have employed compression in the spectral domain to accelerate and improve data analysis. [1] [2] [3] [4] [5] [6] The technique of variable selection is important for a variety of reasons. [7] Here, it allows us to choose spectral channels that have the greatest information content, relative to the original spectrum, in order to eliminate redundancy in storage and handling. While there are various methods of variable selection for spectral data, [6] [7] [8] [9] we have chosen to use some rather direct techniques that should be well-suited to the sharp features in the MODTRAN transmission data, while employing piecewise cubic Hermite interpolating polynomial (PCHIP) interpolation. Our goal in this work is to compress spectra efficiently such that the spectral end-use result is preserved.
The end-use we have for our spectral data is the electron count (current) of the at-sensor radiance. Equation (1) where E ex is the exoatmospheric solar irradiance, t atm is the atmospheric transmittance, ρ b is the background reflectance, Α is the ground sample distance squared (GSD 2 ) , Ω is the solid angle subtended by the aperture from the target, t opt is the optical transmittance, λ is wavelength, h is Planck's constant, c is the speed of light in vacuo, and Q e is the quantum efficiency of the detector. This equation is valid under the assumptions that the solar zenith angle (SZA) and the look zenith angle (LZA), the cloud optical density, and the altitude are all zero. We also assume the optical system is diffraction-limited and the visual path is unobscured. The subject of our compression here is t atm , which may be a MODTRAN spectrum as in Figure 1 . Several methods that may be used for variable selection are selecting points at regular intervals combined with points around large amplitude changes identified by the spectral second derivative, or by progressively evaluating the integral in Equation 1 using only endpoints and interpolated points until the error in the integral exceeds a predetermined value. Using either of these spectral compression methods requires that the intervening points be estimated with an interpolation routine to capture the spectral resolution of the other wavelength-dependent terms. Another method of compression is the well-known principal component analysis (PCA). These methods will be discussed in detail below. Figure 1 . MODTRAN mid-latitude winter transmittance spectrum for atmospheric correction.
Interpolation
Methods of interpolation vary from the trivial to the sophisticated. An example of the trivial is the histogram or step function, [12] in which values stagnate across the intervening abscissas until reaching the next interval, thus the interpolant considers only one value. These appear as discontinuous and blocky, and are generally visually unappealing and unnatural. Linear interpolation is much more common, where adjacent points connect via a straight line, and is the default in many plotting routines. A simple polynomial, [13] it is also easy to compute since it requires only two points. Due to this consideration of only adjacent points during interpolation, it is sometimes called piecewise linear interpolation. [14] When one is using polynomial-based interpolants with higher order terms, more than two points are necessary to compute properly the polynomial coefficients. Splines are piecewise polynomial interpolants that have some differentiable continuity at the data points used for interpolation. In contrast, the step function method is not continuous, and the piecewise linear method, while continuous, does not have a continuous first derivative. Cubic splines have continuity through the second derivative and PCHIP is continuous through the first derivative. Figure 2 shows the effects of using the various interpolation methods on the MODTRAN spectrum in Figure 1 . The spectrum is 4601 channels long and has knots chosen at 23-channel intervals for convenience of equal spacing. In the figure, we find that the linear and PCHIP methods tend to follow the shape of the original spectrum well, while the cubic spline method tends to overshoot or ring in the regions where there are tight bends or sharp transitions. Figure 1 with knots every 23 channels, overlaid with various interpolated spectra. Note how linear and PCHIP methods follow the contour of the original spectrum well, while the cubic spline has significant overshoots.
Moler [14] asserts that the particular PCHIP method in Matlab ® [15] is a "shape-preserving, 'visually pleasing' interpolant," and that appears to be the case here.
Factor Analysis
Factor analysis seeks to find a reduced space representation of a dataset. There exists a variety of factor analysis methods, [16] such as multivariate curve resolution (MCR), partial least squares (PLS) and parallel factors analysis (PARAFAC), that have found use in the physical sciences and engineering, but likely none as ubiquitous and venerable as PCA. In this work, we will use PCA to perform spectral dataset compression on an entire collection of MODTRAN data in order to compare its file size . 
Spectral Compression -Variable Selection
In this work, we are using the technique of variable selection to choose a set of transmittance values within a spectrum that best describe a spectrum and will facilitate its reconstruction. As previously mentioned, we have applied several methods of variable selection. The first is the simple technique of selecting evenly spaced intervals; the second is aimed at attempting to capture maximum variability using the numerical second derivative of the spectrum combined with spacing-selected variables. Numerical derivatives can be computed in a number of ways; here we have employed a modification of the Savitzky-Golay smoothing [17] routine to estimate the derivative at each spectral channel using essentially a low-order polynomial fit. Finally, a more practical method involves stepping along the spectral channels while performing the desired integration, then omitting intervening intensity values between the starting point and the current channel. Intervening channels are then interpolated with and the integral is computed. Figure 3 contains a graphical depiction of this process. The interpolated integral is then compared with the native resolution integral. When the integrals differ by some predetermined threshold, the previous point is selected as the new starting channel and the process is continued until reaching the last spectral channel. We have applied these techniques primarily to atmospheric transmission spectra, but they are applicable to optical transmittance, quantum efficiency, and scene phenomenology spectra, e.g., background reflectivity/emissivity. Spectral recovery is performed using one of the previously mentioned interpolation methods.
Principal Components Analysis (PCA)
PCA is a statistical method that decomposes a matrix into two sets of orthogonal basis vectors, ordered by decreasing variance, [18] which model the row and column spaces of the matrix. PCA, also known as the Karhunen-Loéve expansion, [19] was first described by Pearson and has a rich history of use in the social sciences, [20] economics, [21] and chemistry. [16] It is typically used as a data reduction method to produce a compact set of orthogonal factors, whose subspace representation may be applied readily within other statistical treatments. PCA can be described algebraically as
where D is the m × n data matrix, T is an m × p matrix which describes the column space of D, P is an n × p matrix describing the row space of D, E is an m × n matrix of residuals or noise, and the superscript T represents the matrix transpose. We use p to represent the size of the subspace model that describes the meaningful signal or information contained in D. Implicit here is a linear model in which relevant chemical/physical information in the data can be described almost completely in small number of appropriately scaled variables. In the present application, PCA is used strictly to compress the set of basis spectra that constitute the MODTRAN transmittances under consideration. Since the underlying phenomena are highly nonlinear, these basis spectra are almost certainly not completely described by a linear additive model. However, inclusion of a sufficient number of PCA factors can produce an acceptable model of the basis spectra, depending on the desired fidelity of the reproduction.
Sensor imaging chain
The procedure used to simulate radiometric signal processing in an electro-optical/infrared (EOIR) sensor consists of an external component and an internal component. For EO systems, the external component is the signal that reaches the sensor from reflected incident irradiance off the background and target. In this discussion, the target is the object of interest, and the background is all other signals received by the detector. Figure 4 shows a simplified cartoon of the external EO imaging chain for space-based sensors. In this process a source, typically the Sun, emits radiative energy that passes through the atmosphere and contacts the background and target surfaces. These surfaces reflect a portion of the signal back through the atmosphere until it reaches the sensor. In the IR imaging chain, the radiometric source is the target and background themselves. Thus, this signal only passes through the atmosphere until it reaches the sensor as shown in Figure 5 . This paper will focus on the space-based EO imaging chain.
The EO external imaging chain for the background is represented mathematically by
where L λ is the incident radiance on the sensor, τ atm1,λ is the transmittance of the source passing through the atmosphere to the Earth's surface, σ is the SZA, and τ atm2,λ is the transmittance of the reflected background signal passing through the atmosphere to the sensor [10] . Note that in this equation, it is assumed that the background is a Lambertian surface. The atmosphere transmittance is different for the source and the sensor because of the different zenith angles through which the signal passes through the atmosphere. In the case where these angles are equal and the SZA is 0, Equation 3 reduces to the first few terms in Equation 1. It is worth noting that in this definition of the external imaging chain, the only sensor dependent parameter is the LZA. The internal imaging chain is the process by which the incident radiance on the sensor is converted to electrons or digital counts. To keep this analysis independent of specific focal plane arrays (FPAs) and FPA configurations, the analysis is performed to calculate the electron rate instead of a specific number of electrons and/or digital counts. Figure 6 and Figure 7 show cartoons of the internal imaging process with nomenclature definitions. The amount of radiometric power that passes through the sensor is related to the area subtended by a single pixel (GSD 2 ) and the projected solid angle from the target to the sensor. This is often denoted by its mathematical equivalent: AΩ. A frequently used approximation for the projected solid angle is a cone calculation
where A opt is the area of optical aperture and R is the range from the background to the sensor [11] . Following the computation of the radiometric power, which is typically in radiometric units of Watts, this value must be converted to photonic units of photons per second. For each spectral power value, this is performed by dividing out the energy contained by a photon at the given wavelength
where Φ is the radiometric power, J is the energy of a photon at wavelength λ, and Φ q is the corresponding photonic power. In addition to being attenuated by the optical system, the incident signal onto the FPA must also be converted from photons to electrons which is not a lossless process. This efficiency factor is known as the quantum efficiency. 
Evaluation Metrics
Metrics are based off Equation 1 and spectral reconstruction of the specific spectral profile using the various compression and interpolation methods. Comparisons of fitting methods to individual spectra consist of percent error terms, i.e., the ratio of the electron rate L1-norms to the native spectrum electron rate times 100. When considering a group of spectra, we utilized a Frobenius-norm of residual. We also have an interest in preserving the spectral structure, i.e., the sharp spectral features; in order to preserve the character of the absorption features. Other researchers [22] have suggested Pearson's correlation coefficient, r, for spectral matching. For two spectral vectors, x and y, it is computed as . .
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SPECTRAL VECTOR ANALYSES

Reconstructions
To evaluate the various variable selection and interpolation methods, we down-sampled and reconstructed several common wavelength bands including the visible, near infrared (NIR), and short wavelength infrared (SWIR) regions 1, 2 and 3. Consider the three variable selection (interval spacing, second derivative, and integral) and three interpolation (linear, cubic spline and PCHIP) methods. In order to match the spectral resolution of the other spectral terms available for this study (e.g., E ex , Q e ), it was necessary to down-sample the MODTRAN data from 4601 channels to 2002 channels. This was accomplished using a simple linear interpolation and covered all five bands evaluated in the study. Figure 8 shows the selected variables and recovered transmission spectra for the SWIR3 band for the MODTRAN spectrum in Figure 1 using linear interpolation. Here the number of points used for spacing and derivative methods equaled the number found using the integration method. Since the number of points is not necessarily a factor of the spectral vector length, intervals were based on a rounded linear spacing and thus are not strictly regular. The point set always included the endpoints. The derivative method used an adjustable threshold to increase the number of points included until it equaled the specified integer. Figure 8 . SWIR3 band spectrum and the reconstructions based on linear interpolation using points chosen using the three variable selection methods discussed in the text.
The errors associated with the electron rates computed with the interpolations compared to the native transmission are 2.35%, 3.25%, and 1.25% for spacing, derivative and integration, respectively. By inspection, one can see that the derivative and integration methods appear to capture the large amplitude oscillations of the spectrum better than the spacing method.
Native Res.
---Spacing Figure 9 . SWIR3 band spectrum and the reconstructions based on cubic spline interpolation using points chosen using the three variable selection methods discussed in the text. Figure 10 . SWIR3 band spectrum and the reconstructions based on PCHIP interpolation using points chosen using the three variable selection methods discussed in the text. Figure 9 is the cubic spline interpolated analog of the reconstructions in Figure 8 . The corresponding electron rate errors are 2.02%, 23.13%, and 10.18%. As is rather obvious from the figure, the cubic spline method tends to overshoot markedly after points that occur following an abrupt change in the spectrum. This gives rise to the larger errors associated with the derivative and integration methods of variable selection. On the other hand, the rather high frequency spacings permit the cubic spline method to perform rather well. Figure 10 is the PCHIP interpolated analog of the reconstructions in Figures 8 and 9 . Electron rate errors for these fits are 2.30%, 3.08%, and 0.69%. PCHIP exhibits better behavior than cubic spline, in agreement with the earlier discussion. Table 1contains the relative error terms for all five bands as well as the combined bands. The all bands combined results indicate that the interval spacing variable selection method along with cubic spline interpolation is the best combination. Given the propensity for the cubic spline to exhibit significant exaggerations, even with interval spacing as seen in Figure 1 , this is mildly curious. Perhaps these excursions create an accommodation for the sharp spectral features when computing the electron rate. Both the linear and PCHIP methods perform reasonably well for all bands when used with either the interval spacing or the integration method of variable selection. There is a slight advantage to the spacing-PCHIP combination. Table 2 contains the Pearson correlation coefficients of the native and interpolated spectra for each band, and method of variable selection and interpolation. To estimate an overall fit, we combined spectra by appending the spectra for both the native and the interpolated spectra end-to-end. It is clear upon inspection that the integration method of variable selection provides the most faithful reproduction of the spectrum when using either linear or PCHIP interpolation. Thus, the most favorable solution is integration variable selection with PCHIP interpolation. The spacing method fails to capture the higher frequency structure, unless coincidental, and returns a smaller correlation. The correlation coefficients for the spectra in Figure 2 are 0.9375, 0.9323, and 0.9358 for linear, cubic and PCHIP, respectively. 
MULTIDIMENSIONAL ANALYSES
We perform PCA on the full set of MODTRAN mid-latitude winter transmittance spectra. This data comprised 450 spectra for different zenith, altitude, and optical density combinations each with 4601 spectral channels. The eigenvalues for the data set are rendered in Figure 11 . There is no sharp, thus obvious, transition point in these eigenvalues from signal to "noise", likely due to the nonlinear nature of the data. Since these data do not appear to follow a linear additive model, we picked the number of eigenvalues somewhat arbitrarily at 100, which we believe is excessive to model these data. However, it spans approximately 15 orders of magnitude and occurs in a region that appears to be a flattening in the scree curve. It should be sufficient to describe the data in acceptable detail. We stored the first 100 principal components as single precision in a Matlab version 6 (-v6) format file. To perform the reconstruction, we utilize Matlabbased code developed in-house to read and transform the PCA factors to the appropriate altitude, zenith and optical density. Figure 12 top is a plot of the PCA model-reconstructed MODTRAN data displayed in Figure 1 overlaid on the same data. The bottom plot is the residual of the difference of the two spectra. We find excellent agreement in the reproduction of the spectrum using this technique.
For comparison, we modeled the same MODTRAN data using the integration method of variable selection for each of the 450 spectra. For this model, we utilized an error threshold 25 times smaller than that used above to select variables, in order to capture the exceptional detail. For convenience, we integrated progressively over only the MODTRAN transmission spectra and not according to Equation 1. We stored those intensities as single precision in a Matlab-v6 format file. As in the PCA model, we utilize Matlab-based code developed in-house to read the intensity values from the file. Using PCHIP interpolation, we estimate the required basis set of MODTRAN spectra and transform them to the appropriate altitude, zenith and optical density. Figure 13 top is the reconstruction overlaid on the native spectrum and bottom is the residual spectrum. Again, the reconstruction appears excellent. In the residual spectrum, many of the errors are zero within numerical precision, since the points used at those locations are the native values. However, the errors at other locations are substantially larger than the PCA-model. Considering a RMSE of the two reconstructions, where PCA is 1.6×10 -7 and integration variable selection with PCHIP interpolation is 1.3×10 -3 , PCA does a much better job. Figure 11 . Eigenvalues of MODTRAN mid-latitude winter transmittance spectrum for atmospheric correction. Eigenvalue 100, marked with *, was chosen as the number of factors in our model for compression. 
RESULTS AND CONCLUSIONS
In this work, we have presented the results of a study on several forms of compression of MODTRAN spectral data. To this point, we have evaluated the reconstructions and errors in reconstruction of those spectra individually. A final consideration is the full MODTRAN data size as stored natively and under different compression methods. Table 3 is the storage sizes of files on disk of the data, a single precision Matlab-v6 file of the native data, and the two compressions. The table includes RMSE values for each of the methods on the full 450×4601 data matrix compared to the native data read into Matlab and converted to double precision. As a final comparison, we compress the native ASCII file using a freely available compression program [23] with gzip archive format, maximum compression level, employing the DEFLATE compression method. The resulting file had a size on disk of 5,513,216 bytes, which while lossless, was still over double the size of our PCA compressed file. Our results indicate the use of PCA is an excellent compression technique for these MODTRAN data. The compressed data file size is much smaller than the other methods discussed and has faithful reproduction. A side consequence of this compression is reduced file read times, since one is reading a smaller de facto data set; although the extent of this benefit has yet to be determined.
