INTRODUCTION
he solution of the Hamilton-Jacobi-Bellman (HJB) equation resulting in finite-time optimal control laws for nonlinear systems is a challenging problem. It is known that this optimization problem [16] , requires solving a time-varying HJB equation that is hard to solve in most cases. Approximate HJB solutions have been confronted using many techniques such as those developed by Saridis and Lee [27] , Beard et. Al [4] [5] [6] , Beard, Bertsekas and Tsitsiklis [7] , Munos et. al [22] , Kim, Lewis and Dawson [14] , Liu and Balakrishnan [17] , Lyshevski and Meyer [20] and Lyshevski [18] [19] . Huang and Lin [13] provided a Taylor series expansion of the HJI equation which is closely related to the HJB equation.
Successful neural networks (NN) controllers not based on optimal techniques have been reported in Chen and Liu [8] , Lewis, Jagannathan and Yesildirek [15] , Polycarpou [24] , Rovithakis and Christodoulou [25] , Sanner and Slotine [26] , Ge [11] . It has been shown that NN can effectively extend adaptive control techniques to nonlinearly parameterized systems. NN applications to an optimal control via the HJB equation were first proposed by Werbos [21] . Parisini and Zoppoli [23] used NN to derive optimal control laws for discrete-time stochastic nonlinear systems.
In this paper, we use NN to approximately solve the time-varying HJB equation employing a nonquadratic functional. It is shown that using a NN approach, one can simply transform the problem into solving an ordinary differential equation (ODE) equation backwards in time. The coefficients of this ODE are obtained by the weighted residuals method.
Motivated by the important results in [4] , we are able to approximately solve the time-varying HJB equation without policy iteration using the so-called GHJB equation followed by control law updates. We accomplish this by using a neural network approximation for the value function which is based on a universal basis set.
II. PROBLEM STATEMENT
Consider an affine in the control nonlinear dynamical system of the form )
where 
This is the Sobolev norm in which the integration is Lebesgue. 
This is a time-varying partial differential equation. It is in fact a Lyapunov equation that yields the value V for any given u and is solved backward in time from
According to Bellman's optimality principle [16] , the optimal cost is given by
which yields the optimal control.
where
is the optimal value function. Substituting (6) into (5) yields the well-known time-varying HJB equation [16] ( )
This equation and (6) provide the solution to fixed-final time optimal control for general nonlinear systems. However, this equation is generally impossible to solve.
III. NONLINEAR FIXED-FINAL-TIME HJB SOLUTION BY NN LEAST-SQUARES APPROXIMATION
The HJB equation (7) is difficult to solve for the cost function ( )
. In this section, neural networks are used to solve approximately for the value function in (7) over Ω by approximating the cost function ( )
. The result is an efficient, practical, and computationally tractable solution algorithm to find nearly optimal state feedback controllers for nonlinear systems.
A NN Approximation of ( )
It is well known that NN can be used to approximate smooth functions on prescribed compact sets (Hornik [12] ). Since the analysis required here is restricted to the region of asymptotically stable (RAS) of some initial stabilizing controller, NN are natural for this application. We use the following equation to approximate V ( ) ( ) ( ) ( )
which is a NN with activation functions
and L is the number of hidden-layer neurons.
is the vector of NN weights.
Since one requires t V ∂ ∂ in (7), the NN weights are selected to be time-varying. This is similar to methods such as assumed mode shapes in the study of flexible mechanical systems [3] . However, here
is a NN activation vector, not a set of eigenfunctions. That is, the NN approximation property significantly simplifies the specification of ( )
. For the infinite final time case, the NN weights are constant [1] . The NN weights will be selected to minimize a residual error in a least-squares sense over a set of points sampled from a compact set Ω inside the RAS of the initial stabilizing control [10] .
Note that
, and that
Therefore approximating ( )
in the HJB equation (7) results in
is a residual equation error. From (6) the corresponding control input is
To find the least-squares solution for 
From (11) we can get
Therefore one obtains (17) with boundary condition ( ) ( ) ( )
Therefore, the NN weights are simply found by integrating this nonlinear ODE backwards in time.
Following two lemmas show that this procedure provides a nearly optimal solution for the time-varying optimal control problem if time-varying L is selected large enough. 
Proof. See [9] . ■
Lemma 2. Convergence of Value Function Gradient. Under the hypothesis of Lemma 1,
Proof. See [9] . ■ At this point we have proven convergence in the mean of the approximate value function and the value function gradient. This demonstrates convergence in the mean in Sobolev space ( )
If the conditions of Lemma 1 are satisfied, then
depends continuously on W , i.e., small variations in W result in small variations in φ . Also since
can be made
and hence
B Optimal Algorithm Based on NN Approximation
Solving the integration in (16) is expensive computationally. Since evaluation of the 2 L inner product over Ω is required. This can be addressed using the collocation method [10] . The integrals can be well approximated by discretization. A mesh of points over the integration region can be introduced on Ω of size x Δ . The terms of (16) can be rewritten as follows
where p in p x represents the number of points of the mesh. Reducing the mesh size, we have 
This implies that (16) can be converted to
This is a nonlinear ODE that can easily be integrated backwards using final condition
to find the least-squares optimal NN weights. Then, the nearly optimal value function is given by
, and the nearly optimal control by ( ) ( ) ( ) ( )
Note that in practice, we use a numerically efficient least-squares relative to solve (26) without matrix inversion. 
