Abstract. The C-function of T -adic exponential sums is studeid. An explicit arithmetic bound is established for the Newton polygon of the C-function. This polygon lies above the Hodge polygon. It gives a sup-Hodge bound of the C-function of p-power order exponential sums.
Introduction
Let p be a prime number, F p = Z/(p), F p a fixed algebraic closure of F p , and F p k the subfield of F p with p k elements.
Let q > 1 be a power of p, W the ring scheme of Witt vectors, Z q = W (F q ), Q q the fraction field of Z q , Q p = lim → k Q p k , and C p the p-adic completion of
Let △ {0} be an integral convex polytope in R n , and I the set of vertices of △ different from the origin. Let 1 · · · x un n if u = (u 1 , · · · , u n ) ∈ Z n . Definition 1.1. For k ∈ N, the sum
is call a T -adic exponential sum. And the function
as a power series in the single variable s with coefficients in the T -adic complete field Q p ((T )), is called an L-function of T -adic exponential sums.
Let m be a positive integer, ζ p m a primitive p m -th root of unity, and π m = ζ p m − 1. Then S f (k, π m ) is the exponential sum studied by Liu-Wei [LWe] . If m = 1, the exponential sum S f (k, π m ) was studied by AdolphsonSperber [AS, AS2] . And, if n = 1, the exponential sum S f (k, π m ) was studied by Kumar-Helleseth-Calderbank [KHC] and Li [Li] . 
as a power series in the single variable s with coefficients in the T -adic complete field Q p ((T )), is called a C-function of T -adic exponential sums.
We have
and
So the C-function C f (s, T ) and the L-function L f (s, T ) determine each other. From the last identity, one sees that
Let C(△) be the cone generated by △, and
There is a degree function deg on C(△) which is R ≥0 -linear and takes the values 1 on each co-dimension 1 face not containing 0. For a ∈ C(△), we define deg(a) = +∞. Definition 1.3. A convex function on [0, +∞] which is linear between consecutive integers with initial value 0 is called the infinite Hodge polygon of △ if its slopes between consecutive integers are the numbers deg(a), a ∈ M (△). We denote this polygon by H ∞ △ . Liu-Wan [LWa] also proved the following.
Theorem 1.4 (Hodge bound). We have
where NP is the short for Newton polygon.
Denote by ⌈x⌉ the least integer equal or greater than x, and by {x} the fractional part of x. Definition 1.5. Let C ⊆ M (△) be a finite subset. We define
Definition 1.7. The arithmetic polygon p △ of △ is a convex function on [0, +∞] which is linear between consecutive integers with initial value 0, and whose slopes between consecutive integers are the numbers ̟ △ (a), a ∈ M (△).
One can prove the following.
Theorem 1.8. We have then
. Moreover, they coincide at the point n!Vol(△).
Let D be the least positive integer such that deg(M (△)) ⊆ 1 D Z. The main result of this paper is the following.
From the above theorem we shall deduce the following. Theorem 1.10. If p > 3D, then, for t ∈ C p with 0 = |t| p < 1, we have
The T -adic Dwork Theory
In this section we review the T -adic analogue of Dwork theory on exponential sums.
Let
be the p-adic Artin-Hasse exponential series. Define a new T -adic uniformizer π of Q p ((T )) by the formula E(π) = 1 + T . Let π 1/D be a fixed D-th root of π. Let
Let a →â be the Teichmüller lifting. One can show that the series
Note that the Galois group of Q q over Q p can act on L but keeping π 1/D as well as the variable x fixed. Let σ be the Frobenius element in the Galois group such that σ(ζ) = ζ p if ζ is a (q − 1)-th root of unity. Let Ψ p be the operator on L defined by the formula
We call it Dwork's T -adic semi-linear operator because it is semi-linear over
One can show that Ψ is completely continuous in the sense of Serre [Se] . So
are well-defined. We now state the T -adic Dwork trace formula [LWa] .
Theorem 2.1. We have
Proof. Note that
where Norm is the norm map from
The lemma now follows from the equality
is the lower convex closure of the points (m, ord T (c bm )), m = 0, 1, · · · .
Proof. By Lemma 2.2, the T -adic Newton polygon of det(
is the lower convex closure of the points 
The arithmetic bound
In this section we prove the following.
Theorem 3.1. We have
Proof. First, we choose a basis of
Secondly, we write out the matrix of Ψ on B ⊗ Zp Q p (π 1/D ) with respect to the basis {ξ i x u } u∈M (△),1≤i≤b . Write
So (γ (u,i),(w,j) ) u,w∈M (△),1≤i,j≤b is the matrix of Ψ on B ⊗ Zp Q p (π 1/D ) with respect to the basis {ξ i x u } u∈M (△),1≤i≤b . Thirdly, we claim that
In fact, this follows from the equality
and the inequality ord T (γ u ) ≥ ⌈deg(u)⌉. Finally, we show that
Note that
where A runs over all subsets of M (△) × Z/(b) with cardinality bm. So it suffices to show that
where S A is the permutation group of A. So it suffices to show that
Since ord T (γ (u,i),(w,j) ) ≥ ⌈deg(pu − w)⌉, the theorem follows from the following. Proof. We have
Choose a set B of cardinality |A| such that B ∩ A is as big as possible under the condition that, for some α,
Choose a permutation τ 0 on B ∩ A which agrees with τ on (B ∩ A) ∩ τ −1 (B ∩ A). Extend it trivially to B. We have We also have a∈A 1 {deg(pν(a))} ′ >{deg(ν(τ (a)))} ′ ≥ a∈B 1 {deg(pν(a))} ′ >{deg(ν(τ 0 (a)))} ′ − 2#(A \ B). Choose a set C of cardinality m such that for some α, {a ∈ M (△) | deg(ν(a)) < α} ⊆ C {a ∈ M (△) | deg(ν(a)) ≤ α}.
It follows that
Recall that r C = max β (#{a ∈ C | {deg(pa)} ′ ≥ β} − #{a ∈ C | {deg(a)} ′ ≥ β}).
It is easy to see that r B = br C , and The theorem now follows.
