x or a compound Poisson process with normal jump size (Merton). ⇒ The return innovation distribution is either normal or mixture of normals.
s Lévy processes greatly expand our continuous-time choice of iid return innovation distributions via the Lévy triplet (µ, σ, π(x)). (π(x)-Lévy density ).
s The Lévy-Khintchine Theorem:
distribution ↔ characteristic exponent ψ(u) ↔ Lévy triplet (µ, σ, π(x))
x Constraint:
π(x)dx < ∞ (finite quadratic variation).
s The model is "tractable" if the integral in ψ(u) can be carried out explicitly. (2) x Finite activity when α < 0: Ê R 0 π(x)dx < ∞. Large but rare events.
x Infinite activity when α ≥ 0: Both small and large jumps. Jump frequency increase with declining jump size, and approaches infinity as x → 0.
x Infinite variation when α ≥ 1: many small jumps.
Market movements of all magnitudes, from small movements to market crashes.

Analytical characteristic exponents
s Merton's compound Poisson jumps:
s Dampened power law:
x When α → 2, smooth transition to diffusion (quadratic function of u).
x When α = 0 (Variance-gamma by Madan et al):
Other Lévy examples
s The normal inverse Gaussian (NIG) process of Barndorff-Nielsen (1998) s The role of diffusion (in the presence of infinite-variation jumps)
x Not big, difficult to identify (CGMY (2002), Carr and Wu (2003a,b) ).
x Generate correlations with diffusive activity rates (Huang and Wu (2004) 
II. Capturing stochastic volatility via time changes
Modeling stochastic volatility s Discrete-time analog again: R t+1 = µ t + σ t ε t+1 x ε t+1 is an iid return innovation, with an arbitrary distribution assumption ↔ Lévy process. x σ t is the conditional volatility, µ t is the conditional mean return, both of which can be time-varying, stochastic...
s In continuous time, how do we model stochastic mean/volatility tractably?
x If the return innovation is modeled by a Brownian motion, we can let the instantaneous variance to be stochastic and tractable, not volatility (Heston(1993), Bates (1996) ). x If the return innovation is modeled by a compound Poisson process, we can let the Poisson arrival rate to be stochastic, not the mean jump size, jump distribution variance (Bates (2000), Pan (2002)). x If the return innovation is modeled by a general Lévy process, it is tractable to randomize the time, or something proportional to time.
Variance of a Brownian motion, intensity of a Poisson process are both proportional to time.
Randomize the time
s Review the Lévy-Khintchine Theorem:
s The drift µ, the diffusion variance σ 2 , and the Poisson arrival rate λ are all proportional to time t.
s We may as well randomize time t → T t instead of (µ, σ 2 , λ), for the same result. , λp(x)). x If we apply random time change to X t → X T t with T t = Ê t 0 v s ds, it is equivalent to assuming that (µ t , σ 2 t , λ t ) are all time varying, but they are all proportional to one common source of variation v t .
x Suppose we want (µ t , σ 2 t , λ t ) to vary separately, then we need to apply separate time changes to the three Lévy components.
s Decompose X t into three Lévy processes: Example: Return on a stock s Model the return on a stock as reflecting shocks from two sources:
x Credit risk: In case of corporate default, the stock price falls to zero. Model the impact as a Poisson Lévy jump process with log return jumps to negative infinity upon jump arrival.
x Market risk: Daily market movements (small or large). Model the impact as a diffusion or infinite-activity (infinite variation) Lévy jump process or both.
s Apply separate time changes to the two Lévy components to capture (1) the intensity variation of corporate default, (2) the market risk (volatility) variation. 
x Including jumps with constant (Eraker, Johannes, Polson (2003)) and proportional (Wu (2005)) arrival rates. x Multi-dimensional extensions, with interactions (Duffie, Pan, Singleton (2000), Carr and Wu (2004)).
s Quadratic models: v t is a quadratic function of an Ornstein-Uhlenbeck process (Santa-Clara and Yan (2005)), multivariate versions (Carr and Wu (2004)).
s 3/2 models (Heston, Lewis):
Much evidence favoring 3/2 over 1/2 in one-factor diffusion setting:
Chacko&Viceira ( 
III. Model assembly Model assembly
s Start with the risk-neutral (Q) process -That's where tractability is needed the most dearly.
x Identify the economic sources (X k t for k = 1, · · · , K) x Decide whether to apply separate time changes:
x Adjust to guarantee the martingale condition:
s Example: A CAPM model (with Levy return shocks and stochastic volatility):
Henry Mo:
x Estimate β and market prices of return and volatility risk using index and single name options. x Cross-sectional analysis of the estimates.
Market prices and statistics dynamics
s Since we can always use Euler approximation for model estimation, tractability requirement is not as strong for the statistical dynamics.
s We can specify pretty much any forms for the market prices subject to (i) technical conditions, (ii) economic sensibility, and (iii) identification concerns.
s Simple/parsimonious specification: Constant market prices of return and vol risks (γ k , γ kv )
x Pure jump Lévy process → π 
where the new measure M is defined by the exponential martingale:
x Tractability of the transform φ(u) depends on the tractability of (i) ψ x (u), and (ii) the Laplace transform of T t under M.
x Tractable ψ x (u) comes from the Lévy specification: diffusion, compound Poisson, DPL, NIG,...
x Tractable Laplace comes from activity rate dynamics: affine, quadratic, 3/2.
x The two (X, T t ) can be chosen separately as building blocks, for different purposes.
Fourier inversion for a cumulative distribution
Example: a European call:
analogous to a cumulative distribution.
x The option transform:
x The inversion is analogous to that for a cumulative distribution:
C ( Fourier inversion for a probability density s II. Treat C(k) analogous to a probability density function.
with z = z r − iz i . We need z i ∈ D ⊆ R + for the call option transform to be well defined.
x The inversion is analogous to that for a probability density: x The numerical integration can be cast into an FFT to improve the computational speed. Obtain options across all strikes simultaneously.
x Use fractional FFT to separate the choice of strike grids from the integration grids (Chourdakis (2005)).
