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Recently Herstein and Montgomery proved that a division ring R, with 
involution and the property that for any symmetric el.ement x = x* there 
is n > 2 such that x - x” is central, is either commutative or is 4-dimensional 
over its center. We extend this result in two directions. First, the same con- 
clusion holds for a division ring such that for every symmetric x = x* there 
is a polynomial p,(t) with rational integer coefficients such that x - xzp,(x) is 
central. Second, this result is proved for arbitrary rings with involution where 
for x = x* there is a polynomial p.(t) so that x - x”p,(x”) is central; in fact, 
a more general condition suffices. Here, symmetric elements are central and 
each element satisfies a manic quadratic polynomial over the center. 
In [9: Theorem 2] Herstein and Montgomery prove that if 
ring with involution and with center B in which for any symmetric element 
x = x* there is n(x) > 1 such that x - A?(~) E B then any symmetric 
element is central. Consequently R is either commuta.tive or 4-dimensional 
over its center. Since this generalizes Herstein’s [7, Theorem 3.2.31 in the 
case of division rings with involution and since this commutativity result 
was extended to rings in which for each x there is a polynomial (with rational 
integer coefficients) p(t) = pz(t) such that x - $-p(x) E 3, it is natural to 
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seek a generalization of Herstein and Montgomery’s result, at least for 
division rings with involution, in which any symmetric element x = x* 
satisfies a relation of the form 
(1) x - x”p(x) E 3. 
We improve [9, Theorem 21 by showing that it is true under the weaker 
assumption (1) on symmetric elements. This generalizes [6, Theorem 191 
in the case of division rings with involution. In general, if R is any ring 
with involution such that symmetric elements satisfy a relation of the form 
(1) we obtain the following result: 
THEOREM 3.14. Let R be a ring with involution and center 3. Suppose 
that fey each symmetric x = x* of R there is a polynomial p(t) = p%(t) with 
rational integer coefficients such that 
(1) x - x’p(x”) f 3. 
Then, any symmetric element is central. Consequently, R is an integral extension 
of its center, of degree <2. 
For algebras over a field of characteristic zero we show that (I) can be 
replaced by (1) but that for rings of finite characteristic this is not, in general, 
possible. The proof of 3.14 is in three steps. In the first part of this paper 
we study the division ring case. In the second, we prove 3.14 in rings with 
zero (Jacobson) radical, and, in the final part, the general result is established. 
We were inspired by Herstein’s proof of [6, Theorem 191 and similar 
techniques are used. 
1. THE DIVISION RING CASE 
We begin with some notation and conventions. Throughout this paper 
“ring” will mean a ring with an involution *. For R a ring (with involution), 
9’ = Y(R) = {s 1 s = s*} is the set of symmetric elements of R, .X = 
X(R) = (w / w* = - w} is the set of skew-symmetric elements, Z’ = 3(R) 
is the center of R, CZ’+ = z?Z n Y, is the subring of central symmetric 
elements and Y’ = Y”(R) = {s E S 1 s = x + x* or s = xx* for some 
x E R}. Further, for x, y E R, [x, y] = xy - yx. Henceforth p = p(t) will 
stand for a polynomial in t with rational integer coefficients and for x E R; 
p(x) is the evaluation of p at x, while p’(x) is the evaluation of the formal 
derivative of p. By an abuse of notation (ZC - x2p(x))’ means g’(x) where 
g’ = t - t”p(t). 
The first lemma will be used repeatedly. 
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LEMMA 1.1 (Herstein). Let a and b be e2enzents oJ any ring A. %f 
[a, [a, b]] = 0 then, f OT any polynomial p, [p(a), b] = p’(u)[a, b]* 
Boof. It suffices to prove the result for monomials. Suppose that for 
k 2 1, [ak, b] = ha”-l[a, 61. Then, ak[a, b] + [a, b]ak = 2a”[a, b] since a 
commutes with [a, b]. Now 
And 
ak[a, b] + [a, b]ak = a”+lb - a”ba + abak - b&l 
= [ak+l, b] - (a”ba - aba”); 
[ak+r, b] = 2a”[a, b] f (a%a - aba”). 
a”ba - aba” = dba - a(ba”) 
= a”ba - a(a”b - ha”-l[a, b]) 
= ak(ba - ab $ &a, b]) 
= a”(h - l)[a, b]. 
herefore 
[ak+l, b] = 2ak[a, b] + (h - I) ak[a, b] 
= (k + 1) ak[a, b]. 
The next lemmas are proved in [3], where they are used in a 
context. 
LEMMA 1.2 (Chacron). Let R be a division ring and sup$ose that for my 
x E 9’ there is Y 2 1 and p = p%(t) such that xT - x’+p(x) E 3”. If x E 9 
is se~ayab~e over the subfield Z%“f then x E 8. 
b?MMA 1.3 (Chacron). Let R be a division kg, not of cha~~teyistic two. 
If every x E Y is algebraic over Y- + then either 9 C B QY there is s E 9, 
s 4 3 which is separable over 3”. 
In the sequel, a symmetric element s of a ying A will be said io satisfy (1) 
if there is an integral polynomial p so that s - s2p(s) E B(A). If every 
symmetric element of A satisfies (1) we say that the ring A satisJies (I). 
If, more generally, every element s E Y(A) satisfies (1) we say that A 
satisfies (1’). If 2A = A and 2x = 0 implies x = then (1) and (I’) are 
satisfied simultaneously by A. 
One notes that if I? is a homomorphic image of a ring A then if A sa 
(I) then R satisfies (1’). For future reference we remark that, in any ri 
if s E Y(R) then sz and 2s are in Y’(R). 
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PROPOSITION 1.4. Let R be a division ring satisfying (1’). Any symmetric 
element s such that s and any even power of s satisfy (1) is a central element. 
In particular Y’ C 2. 
Proof. If the characteristic of R is not 2, since for s E 9, ss E ,4”‘, we 
have by 1.2 and 1.3 that Y _C 8. If Char R = 2, let s be as in the statement. 
If s $8, the subfield ZF+[s] is a proper algebraic extension of Bf which 
is not separable over %“+ (by 1.2). By [6, Theorem l] there must be n 3 1 
such that s2” E Z?‘. Let v E Y be such that v satisfies (1) and v2 E 8. We 
have v(vx + xv) = v2x + ZIXV = xv2 + VXZ, = (vx + XV)V. By 1.1, if p is 
such that g(v) = v - v*p(v) f ZZ’ then g’(v)[v, x] = 0. If v 4 ZZ’ then 
g’(v) = 0. This shows that v is algebraic over the prime field which is a 
perfect field. By 1.2 this contradicts v $ 8. Since all even powers of s satisfy 
(1) we get by induction on n that s f 3”. 
We observe that any ring R such that Y’ C 3 is an integral extension of its 
center, of degree <2 (since for x E R, x2 - (x + x*)x + x*x = 0). If R 
is a division ring then R is either commutative or a 4-dimensional algebra 
over its center. Thus the following has been proved. 
THEOREM 1.5. Let R be a division ring (with involution). Suppose that 
for any symmetric element s there is a polynomial p = p,(t) with integral 
coeficients such that s - sp(s) is central. Then, any symmetric element of R 
is central and R is either commutative or 4-dimensional over its center. 
2. THE ZERO RADICAL CASE 
Now let R be any ring (with zero radical in this section). Does property 
(1’) (or, if necessary (1)) imply the same results as in 1.5; that is, (i) Sp C B 
and (ii) R = 3 or R is a quadratic integral extension of its center? Of 
course (ii) follows from (i). It would be interesting to show if (1) (or (1’)) 
implies (ii). As for “(1) 3 (i),” this is false as will be shown below. Our 
main concern will be to find under what conditions (1) is equivalent to (i); 
this is a natural condition in view of Herstein’s [5, Theorem 191. 
Now to the counterexample to “(1) 3 (i).” Recall that R is periodic 
if for any a E R there are integers n(a) > m(a) > 1 so that ante) = am@). 
Equivalently [2, Corollary 11, (amta) - a)rta) = 0 for some m(a) > 1 and 
r(a). Every finite ring is obviously periodic. 
PROPOSITION 2.1. (a) For any ring R the following are equivalent: 
(i) For any s E Y there is p so that s - s2p(s) = 0. 
(ii) For any s E 9 there is n(s) > 1 so that s = @). 
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(iii) For any s E 9 there are n(s) > m(s) 3 1 such thd .Pfs) z p(S) anfad 
has nc, non-zero symmetric nilpotents. 
(b) Ij R is the ring of 2 x 2 matrices oveY the integers rn~~~~o 3, ruith 
transpose as involution, then R satisfies (ii, (ii), and (iii) (cznd hence (1)) kt 
y’gsc”. 
Proofs Part (a) follows at once from 12, Corollary l] and the fact that 
for s E Y each element of the subring generated by s is symmetric. In the 
ring of integers modulo 3, a2 + b2 = 0 implies a = 
has no non-zero symmetric nilpotents and is finite. 
Now e = ez = (i i) is symmetric but not central. 
In the preceding example we found a symmetric idempotent which was 
not central. This is not a particularity of the example since it will be seen 
that whenever the “idempotent part” of Y is central then, at least in tbe 
primitive case, 9’ will be in 3”. It is a complexity of the present subject 
that (I), which certainly implies that the “nilpotent part” of Y is central, 
fails to behave as in the classical case (see [5, Lelnma 41). However there 
are two sufficient (but not necessary) conditions which ensure that symmetric 
idempotents are central. The first of these is given in a “‘local” version 
used at the end of the paper while its corollary i.s used earlier. 
As soon as we have established the suihciency of the conditions we shall 
“forget” them and shall assume only conditions (1) and (I’). Thus a frequent 
additional assumption will be that R is SIC, that is, any symmetk ~~e~po~~~ 
of R is central. 
Some more terminology is required. An ideal I of R is called symmetric 
if I* = {r* / r E 1> = I. If I is symmetric then R/H inherits the involution 
and a ring isomorphic to R/I, I symmetric, is called a *-~o~o~o~p~~~ image 
OfR. 
PROPOSITION 2.2. Let R be any ring. Suppose that for aa2y s, x E R with 
s E Y’ there is p = p&t) (having central or integer ~oe~c~~ts) so that 
s - szp(sz) commutes with x, then R and each of its ~-homomorphic images 
is SIC. 
Proof. As any *-homomorphic image of Is inherits the properties 
assumed for R, it suffices to prove that R is SIC. Take x E W such t&at 
x2 = 0. We shall prove that x + x* is a central nilpotent and shall complete 
the proof as in the classical case. Indeed let s = x + x* E 9’. As x*~ = x2 = 
we get szk = (xx*)~~ +- (x*x)” for any k > 1. t p be such that 
[s - .?p(s2), x] = 0. Write 2, = s - s2p(s2) = s - o ciFi+l). We have 
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0 = [v, x] = [x”, x] = xi cJ(x~*)~+l + (x*x)i+l, x]. Now [(xx*)i+l, x] = 
(xx*)~+~x, [(x”x)i+l, x] = -x(x*x)i+l = -(xx*)i+lx. Hence 
[x*, x] - c cio = [x”, x] = 0. 
It follows that s2 = 0 and from this that s is central. Now let e = e2 E 9. 
ForagivenaER,putx=ea-eae.Sincex2=Owehaves=x+x*E~. 
However [e, s] = (ea - eae) - (ea - eae)*. Therefore 
ea - eae = a*e - ea*e. 
From this, ea - eae = ea*e - ea*e = 0. Similarly ae = eae = ea for any 
aER and eE%. 
COROLLARY 2.3. Let R be a ring such that for any s E Y there is a 
polynomial p so that s - s2p(s2) E 8, then R and any *-homomorphic image 
of R are SIC. 
PROPOSITION 2.4. Let R be an algebra over a field of characteristic zero. 
If R satisjes (1’) then R and any *-homomorphic image which is an algebra 
are SIC. 
Proof. Here 2R = R and 2x = 0 implies x = 0 so Y = Y’. We prove 
again that if x2 = 0 then x + x* E 3”. From this we derive the SIC property 
as in 2.2. Put s = x + x* and v = s - s2p(s) E 9’. We have 
0 = [v, x] = [x*, x] = 2 c&(+1, x]. 
i=l 
Also [s2i, x] = 0 ( as in 2.2) while [s~~+~, x] = [(xx*)% + (x*x)(x*, x] = 
(x*x)i+l - (xx*)i+l. Hence, 
where the r’s are integers. Put w = x*x E Y and we have w2 + C yjwj+l = 0. 
Now let a = g(w) where g is any polynomial with integral coefficients with 
zero constant term. For any n, [a”, x] = xam so for some integers rj , r1 = 1, 
C rjxai = 0. Put a = ux and we get C rjaj+l = 0. Thus every element of 
the subring generated by w satisfies such a relation and the subring is 
periodic by [2, Corollary 11. As R is an algebra over a field of characteristic 
zero and some power of w generates a finite subring, w must be nilpotent 
and hence central. Thus xx*x = xw = wx = 0. Similarly x*xx* = 0 and 
so s is nilpotent. Therefore s is central. 
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We return now to the principal task of this section: the question, does 
(1) together with SIC imply that 9’ C ET for rings with zero radical ? 
shall prove this under the additional assumption that certain *-homomor 
images are SIC. 
We first recall some terminology (see, for example, Cl]). A symmetric 
ideal I of R is *-prime if, for any symmetric ideals X and Y, XY _C 1 implies 
XC1 or Y_CI. R is *-prime if 0 is a *-prime ideal. A symmetric ideal I 
is *-primitive if there is a maximal modular right ideal M such that I == 
(lbf: R) fi (M: R)* where M: R = (x [ Rx _C M). is *-primitive if 0 is 
*-primitive. Clearly any *-primitive ideal is *-prime. The symbol ad R 
stands for the Jacobson radical of R. 
For x1 ,..., x, E R, (x1 ,..., x, 1, 1 x1 ,..., x%), and (x1 ,... i xn) represent, 
respectively, the left, right, and two-sided ideals generated by {xl ,.‘.i a~~,>. 
it is clear that (x, x*) is the smallest symmetric ideal containing x and that 
(x, x*) = (x) if x is symmetric or skew-symmetric. 
We proceed now to the study of a *-primitive image of ring A which 
satisfies (1). There are two relatively easy cases: 
PROPOSITIOK 2.5. Let A be a ring satisfying (Ii) a~d let R be a division 
ring zdzic~ is a *-homomorphic image of A. (i) R is either ~o~~rn~t~ti~e OY is 
4-dimensional over its center. (ii) Any symmetric element of R ashich satisjes 
(1) is ceaztral. 
P~yoof. Since A satisfies (l), R satisfies (1’). y 1.4, (i) follows. Let 
s E Y(R) satisfy (I). Since s is the image of some a E A, sa is the image 
of aa”. Similarly all even powers of 5 satisfy (l), so (ii) follows from 1.4, 
PROPOSITION 2.6. Let R be a *-primitive image of A where A satis$es (I). 
If R is not primitive then R is commutative and is the direct froduct of two 
isomorphic $elds. 
Proof. As is well known, if I is a commutative ideal of any ring W then 
[a, b] I” = 0. Since [a, b] * = [b*, a*] we have ([a, b], [a, b] *) I2 = 0 for a 
commutative ideal 1. Suppose that R is *-primitive. If one could find a 
symmetric ideal 1 # 0 which was commutative then R would be commutative 
since it is * -prime. By the hypothesis there is 0 f J = M: R, where M 
is a maximal modular right ideal, such that J n J* = . Since 13i satisfies 
(I), R satisfies (I’). ForanyxEJ,s=x+x*EY’(R 
s - s2p(s) E 22‘ and we get that x - x”p(x) E Z(J). By 
rem IS], J is commutative. Similarly J* is commutative. Consequently 
2’ = J + J* is a commutative symmetric ideal of R and we conclude that 
R is commutative. From this, the primitive ideals J and J* are maxima1 
and the proof is complete. 
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These propositions take care of *-primitive rings which either are division 
rings or are not primitive. In fact we have done more. 
PROPOSITION 2.7. Let R be a primitive ring satisfying (1’). If R has no 
divisors of zero except 0 then R is a division ring. 
Proof. Let M be a maximal modular right ideal such that M: R = 0. 
Let 0 # x E M and put s = xx*. Now s # 0 and s E Y’ so for some p, 
s - ?p(s) E M n 9’ = (O}. Therefore s = s”?(s) and e = sp(s) is an idem- 
potent. Since R has no non-trivial divisors of zero, e = 0 or e = 1. In the 
latter case 1 EM, which is impossible. If e = 0 then s = 0, which is a 
contradiction. Therefore M = 0. 
The remaining case is that of a *-primitive ring R which is primitive 
and which has non-trivial divisors of zero. This case is more complicated 
and here will use the ring of fractions Q of R. The involution on R will be 
extended to Q and it will turn out that any s E Y’(Q) is either zero or 
invertible. The conclusion will be that R = Q is the ring F, of 2 x 2 matrices 
over a field F with the sympletic involution: 
(: f;,” = (9 -3. 
In the case in which Char R # 2 we will get Y = 57 and, if Char F = 2, 
9’ = 2i?. 
LEMMA 2.8. A non-xevo central symmetric element of a *-primitive (OY 
*-prime) ring R is a regular element. 
Proof. Let 0 # a E Z+. If ax = 0 then ax* = x*a = (ax)* = 0. Hence 
(a)(x, x*) = 0 and since R is *-prime it follows that x = 0. 
LEMMA 2.9. Let R be a *-primitive SIC Ting satisfying (1’). Then R has 
a ring of fractions Q and the involution of R may be extended to Q. 
Proof. If 8+ = (0) then for s E Y we get v = sa E Y’ and, for some p, 
v - v”p(v) E CZ+ = (0). Th us v = v2p(v). Now e = e2 = VP(V) is central 
by assumption and by 2.8 either e = 0 or e = 1. If e = 1 then 1 E Bf, 
which is a contradiction. Therefore e = 0. Then v = ev = 0 and s2 = 0 
for all s ~‘9. By [ll, Lemma 31, R is a radical ring. Since R is *-primitive, 
Rad R = 0, which is a contradiction. This shows that Bf + (0). 
Now localize R with respect to C = Z?‘+ - (0). C is a multiplicative set 
of central regular elements (2.8) and so in the partial ring of fractions, Q, 
the elements of C are invertible. Let x be a regular element of R. Since 
xx* = s is in .Y’, v = s - s2p(s) E .Z +. If s = @(s), s is invertible since 
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s is regular. Then x is right invertible. If v # 0, v E C and consequently 
v is invertible in Q, and hence x is right invertible. Similarly, using x*x, 
x is left invertible in Q. This shows that Q is the (total) ring of fractions 
of R. Given q = abP, a E R, b E C, let q* = a*b-l. It is easy to see that 
this defines the unique involution of Q which extends that of R. 
LEMMA 2.10. Let R be as in 2.9 and suppose that elements of Y’( 
regular OY 0. Then elements of Y’(Q) are invertible or 0. 
Proof. If q = ab-I, aER, bgC then qq* =aa*b-2 and p+q* = 
(a + a*)bW. 
LEMMA 2.1 I. Let R be a *-primitive SIC ring satisfying (1’). In. the &g 
of fractions Q of R elements of Y(Q) aye invertibb or 0. 
Proof0 Let s E Y’(R) - (0). Let p be such that v = s - ?p(s) E Z+. 
If v = 0 then e = e2 = sp(s) is, by hypothesis, in 5YL. As before e = 
or e = 1. The former is impossible so s is invertible. If, on the other hand, 
v # 0 then v E C and so v is regular. In any case s is regular so 2.10 applies. 
PROPOSITION 2.12. Let R be a ring having no eon-zuo symrnet~~~ ~i~otent 
ideals. Let I be a symmetric ideal such that, for aBy x ~1, xx* = x + x* = 
(i~pa~ti~~~uy~fI n Y’ = (0)). ThenI = 0. 
.Proo$ If the only nilpotent symmetric ideal of is 0 then 0 is tbe only 
nilpotent ideal. If 2’ A Y’ = (0) then for any x E 1 w etxx* =x+x* =o. 
More generally assume that xx* = x+x* = 0 for all xEI. Then x2 = 
-xx* = 0, so if I f 0 then R contains a non-zero nilpotent ideal by [8, 
Lemma 1.1, p. 11. We conclude that P = 0. 
he next proposition is very useful. 
PROPOSITION 2.13. Let R be a primitive SIG ring satisfying (1’). Theta 
is an order in a Gng Q having zero radical, in which every non-zero element 
.5”‘(Q) is invertible. 
Proof. By 2.9, R has a ring of fractions and, by 2.11) any 
is invertible. Let I be any symmetric ideal of Q, I # Q. For any x ~1, XX* 
d x + x* are in I and, since they are not invertible, XX* = x 
y 2,12, 1 = 0. Since Rad Q is symmetric and Rad Q # Q (1 
For rings Q, as in 2.13, not of characteristic 2, we have a structure theorem 
due to Jacobson and Osborn. Here, Y = Y’ and, as 
Tbeorem 21 and [I 1, Theorem 21 apply. These give the following result: 
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PROPOSITION 2.14. Let R be a primitive SIC ring with non-trivial divisors 
of 0. Suppose further that R satisjies (1’). Then R is the ring of 2 x 2 matrices 
oveY a field and has the sympletic involution. Here any symmetric element 
is a scalar and is central. Conversely the ring F, , F is a jield, with the sympletic 
involution is a primitive SIC ring satisfying (1’) which has non-trivial divisors 
of zero. 
Proof. By 2.13 the ring of fractions Q has all its non-zero symmetric 
elements invertible and Rad Q = 0. As R is prime, Q is prime. R has non- 
trivial divisors of zero so Q is not a division ring and Q is not of charac- 
teristic 2. By Osborn’s theorem [II] and McCrimmon’s theorem [lo, p. 3, 321 
Q is the ring of 2 x 2 matrices, F, , over a field F in which only the scalars 
are symmetric. A simple calculation shows that the involution is 
(: :)* = (-Z -3. 
From this we get that R satisfies a standard identity (of degree 4) as 
does any subring or homomorphic image of a subring. By [7, Lemma 6.3.11 
and [7, Theorem 2.1.41 R is isomorphic to d, for some n and some division 
ring A. Hence R is right Artinian and from this R = Q. 
The converse is obvious. 
We have now studied all possible *-primitive images R of a ring A 
satisfying (1) and in each case if s E P(P(A) its image in R is central. These 
results are summarized in the following key theorems: 
THEOREM 2.15. Let R be *-primitive. R is SIC and satisJes (1’) if and 
only if it is one of the following: 
(fi) a division ring either commutative or 4-dimensional ovey its center and 
such that 9’ C 3’. 
(fJ a commutative ring which is a direct product of two isomorphic fields 
where the involution exchanges the factors. 
(fJ the 2 x 2 matrices over a jield, with involution given by 
In all cases Y’ C B and any symmetric s such that the subring generated 
by s satisfies (1) is central. 
THEOREM 2.16. Let R be a ring with zero radical. In order for Y C 3 
it is necessary and suficient that R satisfy (1) and that any *-primitive image 
of R which is primitive be SIC. In this case R is a subdirect product of rings 
as in 2.17 and R satisJes a standard identity of degree <5. 
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THEOREM 2.17. Let R be a ring with zero radical. Suppose that for Amy 
symmetric s there is a polynomial p = p.Jt) with integral coeficients such that 
s - s2p(s2) is central. Then, every symmetric element of R is central- 
PYOO~. By 2.2 and 2.16. 
THEOREM 2.20. Let R be an algebra oveY a Jield of c~a~acte~~st~c zero. 
Suppose that for each symmetric s there is a polynomial p = ps(t> with integral 
coejkients so that s - ?p(s) is central. Then every symmetric element of 
is central. 
Proof. By 2.3 and 2.16. 
3. THE GENERAL CASE 
A ring R is *-subdirectly irreducible if the intersection of all its non-zero 
symmetric ideals is a non-zero (symmetric) ideal hf. Any ring A is a subdirect 
product of *-subdirectly irreducible rings. A symmetric element of A will 
be central if its image in each *-subdirectly irreducible image of A is central. 
This allows us to proceed somewhat as in the classical case [6]. 
Until further notice R is a *-subdirectly irreducible ring with minimal 
non-zero symmetric ideal H. We assume also that R and all its *-prime 
images are SIC (such rings will be called FSIC) and that R is a homomorphic 
image of a ring A which satisfies (1). Thus any element of 5@“‘( 
In fact if s E P’(R) the subring (s) generated by s also satisfies (1). Our 
task will be to show that any arbitrary symmetric element s E R such that 
(s) satisfies (1) is central. The following notation will be used: J = A(H) = 
(x / xJ$ = Hx = O> (J is a symmetric ideal), A(2) = (x / 2x = O> (also 
symmetric). Note that either J = 0 or J contains H (equivalently either 
H2 = N or El2 = 0). 
LEMMA 3.1. If xx* = 0 then x*x = 0 (true in aay ring satisfykg (1’)). 
Proof. Put s = x + x* E .Y’. Since x*x E 9’ and (x*x)” = 0, x*x E 3”. 
Then xix*j = xWi = 0 for any i, j with i + j > 3. Thus sk = 9 f x*lc 
for k > 3. Let 2, = s - s2p(s) E 3, z, = s - Ck). chslc. e have 
0 = [x”, x] = c C&k, XJ = Lx*, XJ = x*x. 
LEMMA 3.2. There is u E R such that us = su for any s E 9 and H = 
(u/ = ju). 
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Proof. Either H n 9’ # (0) or H n Y’ = (0). In the former case let 
0 # s E H n Y’ and let ~1 = s - s2p(s) G 9%“. If z1 = 0, e = e2 = sp(s) is 
centralsoe=Oore=1.Sinces#O,e=1~H.Ifu#O,H=~zr)=(u/ 
and z, is, in fact, central. If H n Y' = {0}, for any x E H, x + x* = 0. 
LetO#u~H.Foranyx~R,asux~H,(ux)*=----ux=x*u.Ifx~~, 
ux = --xc In any event, UR = Ru so 1 u) = (u j = H. 
We shall designate by u a generator of H as in 3.2. Actually UI = Iu for 
any symmetric subset I. 
LEMMA 3.3. (i) For any symmetric ideal I, IH = HI. (ii) For any s E 9, 
sH = 0 implies Hs = 0. (iii) For 0 # s E 9’ satisfying (l), (s j > H and 
I s) 2 H. 
Proof. (i) If Iu = J = 0 then IH = HI = 0. If Iu = ul # 0, then Iu 
is a symmetric ideal so Iu = H. (ii) If sH = 0, then su = US = 0 so 
sH = Hs = 0. (iii) If v = s - s2p(s) E 6, ZI = 0 implies sp(s) = 1 so 
I s) = A, u f 0 implies I s) I I V) >_ H since I ZJ) is a symmetric ideal. 
LEMMA 3.4. For s E Y such that s satisfies (I), if sx = 0 for some x # 0 
then s E J. 
Proof. Suppose s q! J. For any d E Y’, if sd = 0 then d = 0. Indeed, 
let VJ = d - d2g(d) E 9’. If v = 0, then dg(d) = e = e2 and either d = 0 or it 
is invertible. The latter is impossible since sd = 0. If v # 0, (v) > H and 
s(v) = (v)s = 0. Th is is impossible since s $ J. Next suppose sx = 0. We 
get that sxx * = 0 so xx* = x*x = 0 (3.1). Put r = xs + sx* E 9’. Clearly 
0 = SYS and f2 = xsxs + xs2x* + sx*xs + sx*sx* = 0 since sx = x*s = 0 
and xs2x* E Y’, so it is zero. Thus Y is central and srs - s2r = 0. Hence 
s2 E J. Let s - s2p(s) E 8, (s - Sp(s))H = sH = Hs. If sH # 0, then 
sH = H so sH = s2H = 0. Hence SH = Hs = 0, a contradiction. 
We can now describe the structure of the factor ring R = R/J. 
PROPOSITION 3.5. Any s E Y(R) which satis$es (1) is regular if and only 
if s $ J or, equivalently, ;f and only if s is invertible in R = RI J. Thus, ;f 
R # 0, a is a *-primitive SIC Ting with no non-trivial symmetric ideals. 
Proof. Suppose s # J. We shall prove that R is a *-prime SIC ring, 
As s satisfies (1) in R it will follow that s* $ J. From this will follow s”Hs” # 0 
for any n. By 3.4 s will be regular. 
Let I be a symmetric ideal of R. If I $ J, IH = HI is a non-zero symmetric 
ideal (3.3) so IH = H. IfL e J is also symmetric, thenLIH = LH = H # 0 
and so LI $ J. This shows that R is *-prime. Next we prove that s is 
invertible modulo J. Let v = s - s2p(s) E 9+. If v E J, as R is *-prime 
THEOREM OF HERSTEIN AND MONTGOMERY 43 
and SIC (since R is by assumption FSIC) and s $ J, s is invertible in 
Suppose o $ J. Clearly v is regular in the *-prime i7;. If it could be sho 
that v is von Neuman regular in 8, we would be done since, if B = v2x 
then G = 5%” and v = B~XX* giving a symmetric (hence, central) 
otent vpxx*. Suppose for the moment that u = uvt for some t = t, f n, 
t, E R, n EZ (recall ! U) = N). We get ~(1 - at) v(1 - t*v) = 0 and, 
since (1 - vt) v(1 - t*v) E Y, it is in J (3.4) and s v is von Neuman 
regular in R. Now, uv = vu # 0, also uvR = uRv = uv. As uv is either 
symmetric or skew-symmetric, we get that Ruv is a metric ideal and 
so / uv9 = M = / ZL). 
nally, the *-prime ring R satisfies (1’) so for any symmetr 
I#~,wegetforallx~Ithatxfx*=xx*=O.By2.1 
is *-primitive. 
w can show that elements of Y(R) which generate subrings 
satisfying (1) are central. This will be done in stages starting with elements 
J. The symmetric elements not in J will be studied by means of 
J. If J = 0, 3.5 shows that R is *-primitive and 2.15 gives us that 
elements of Y(R) which generate subrings satisfying (1) are central. Hence 
we now assume that J # 0, that is, H2 = 0. 
LEMMA 3.6. For any s E Y which generates a subring satisjyiag (1) and 
any XE ? [s, x] E Rad R _C J. 
roof. By 2.17, s is central in R/Rad R. Also since Rad 
ideal of R we have H Rad R = (Rad R)H. If this is non-zero, 
and so there is x E Rad R so that u = ux. This is not possible 
The f~llo~ri~g is extracted from [6, Theorem ll]: 
eEMMA 3.7 (Herstein). Let a, b E R (R can be any ring) and let I& be 
a non-zero right ideal. Suppose that c = [a, b] is such that (i) c E Rad 
fi\ $Hg = 0, (iii) v = c - c2p(c) E 3, and (iv) a - a2g(a) E SY- Thm 
C 0’ 
Proof. Suppose (c j 3 Ha . Put 0 # h = YC where h E H0 and YC is a 
formal expression rc = (ri + n)c, n E 2, r1 E R. By (ii) 0 = kza = rca. Now 
rva = yea = m2p(c)a = ha - hcp(c9a = 0, 
0 = ma = rav = rac(l - 4~99. 
By(i), rat = 0. Similarly, rake = 0 for K = 1, 2,... . Wowever r(a”b - bak) = 
ak-4 + ca’+l - a(ak-2b - bakW2)a) = 0 for k = 2, 3,..., using induction 
y (iv), r[a - a*g(a), b] = r[a, b] = YC = 0 and h = TC = 0, a contradiction. 
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LEMMA 3.8. Lets E Y n Jgenerate a subring satisfying (1). Then [s, w] = 0 
fey any w e X. 
Proof. Let c = [s, w]. By 3.6, c E Rad R and by assumption Hs = 0. 
Because w E X, c = SW + (SW)* E 9’ and c satisfies (iii) of 3.7. Also s 
satisfies (iv) of 3.7. If c # 0 then (c j 1 H by 3.3. By 3.7 this is not possible 
so c = 0. 
LEMMA 3.9. If R = J and R is generated by its symmetric elements which 
generate subrings satisfying (1) then any such element is central. 
Proof. Let s E Y generate a subring satisfying (1). Let b E Y. By 3.8 
w = [s, b] E X commutes with the generators of R and so is central. Also 
w E Rad R Z J. Again 3.7 applies and yields that w = 0. Hence s is central. 
Henceforth we assume that R f J. 
LEMMA 3.10. For any s E Y n J which generates a subring satisfying (l), 
SET. 
Proof. Let b E Sp and w = [s, b]. As w E X, 3.8 implies that [s, [s, b]] = 0. 
BY 1.1, k(s), bl = g’(s&, bl f or any polynomial g. Suppose that g(s) = 
s - ?p(s) E 9’, then g’(s)[s, b] = g’(s)w = 0. Now there is at least one 
symmetric regular element. (In fact x + x* and XX* satisfy (1) for all x E R. 
If these were always in J then, in i?, XX* = x + x* = 0. Thus for each x, 
the image of 1 X) is a symmetric ideal. But i? has no non-trivial symmetric 
ideals, so a = 0. This contradicts R # J.) Hence there is some v E Y’, 
v $ J; so v is regular (3.5). 
If w # 0, (1 - (s”p(s))‘) v(1 - (sSp(s))‘)w = 0. Put 
a = (1 - (s2p(s))‘) ~(1 - (s”p(s))‘). 
Wehavea=v+fE9andf~J(sincesEJ).Nowa2w=Oanda2EY 
so aa E J. Then vu2 + vf + fv + f 2 E J and v2 E J, which contradicts the 
choice of o. Hence we must have w = 0. Thus s commutes with all symmetric 
elements. 
The next point is that s2 E 9”. Indeed, for any x E R, sx + x*s E Y’ so 
S(SX + X*S) = (SX + x*s)s. From this, s2x - x*s2 = s(x - x*)s. By 3.8, 
S(X - x*)s = (x - x*)s2 and, so, s2x = xs2. Using this, [s~~+~, x] = s~~[s, x] 
for any K = 1, 2,... . Then0 = [s - s2p(s), X] = (1 + nls2kl + ... qP+)[s, x] 
where n, ,..., n, are integers, Fz, < R, < *.* < K, . Using the element v 
just as in the previous paragraph we get that [s, X] = 0. 
We now look at elements not in J. Recall that R is a homomorphic image 
of a ring satisfying (1) so any element of 9” generates a subring satisfying (1). 
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b?MMA 3.11. Fbr any s 4 J, s generating a subring sdsfuzkg (I), [s, w] = 0 
j%Y all w E x. 
Proof. Assume that [s, w] # 0. It is first shown that 
finite characteristic. If R has no central symmetric regular 
for any a E 9’ any b E (a> vve get b - b2p(b) E J (3.5). This shows that 
rates a periodic subfield of R. It follows that R has characteristic 
Yf Next, suppose that .R has a central symmetric element z which we 
may assume to be in Y’. Because [s, w] = sw + (SW)* E J n Y’, [s, w] E 2. 
By 1.1, [g(s), WI = g’(s)P, WI f or any polynomial g. Suppose [g(s), w] = 0, 
then zg’(s)[s, w] = 0. However [s, w] = a E Z+ and consequently / a) = 
From this we get zg’(s) E J. Let g(t) be a minimal non-constant 
polynomial with integral coefficients with the property that [g(s), w] = 0. 
We get that [zg’(s), w] = ,z[g’(s), w] = [g’(s), w] = 0 so g’(s) is constant. 
Thus g(t) = 01 + fit, ,8 # 0. Then [olz + ,Ekz, w] = ,&[s, w] = 0 so &z E 1. 
Hlence ,& is zero in R and, again, R has non-zero characteristic y. 
Now, from s - @‘p(s) E 9 we get p’(s)[s, w] = 0 and consequently sp’(s) E _k 
(3.4). This shows that s is algebraic over the prime subfield of R which 
has been shown to be finite. This means that, for some n >, 1, s - 8’ E $ 
(y = Char R). Because ys E J generates a subring satisfying (I), ys E ,CZ’* 
Then, r[s, w] = [ys, w] = 0. But [P, w] = s’-i[s, w] = 0 an 
- 8 E J generates a subring satisfying (I), [J - sYnj w] = 
a contradiction. 
LEMMA 3.12. For any symmetric sgeneratifig a subring satisfying (I), s E 2. 
Proof. If s E J there is nothing to prove (3.10). Assume that s $ J 
that [s, x] # 0 for some x E R. There are two cases: 
Case (i). Suppose A(2) = 0. If s commutes with any w E 9” i/ X 
then, for y E R, Zy = (y + y*) + (y - y*) E Y’ + S and consequently 
2[5, y] = [s, 2y] = 0 forces [s, y] = 0. Hence if s is not central we can 
find x E 9’ w X such that [s, x] # 0. By 3.11, x $ .dG so assume x E 9’. 
$1. Now [s, x] = w E X and, by 3.11, both s and x commute 
epeating the reasoning of 3.11 we see that s and x commute in 2 
and so generate a finite m-ultiplicative group in W. Kow 2W # 0 since 
0 and 2RH f 0. Then 2 is invertible in w and each symmetric 
an be written +(u + a*). We see that each Q E Y”(R) is the image 
of an element of Y’(R). The group generated in a by s and x is cyclic and 
so there is b E Y’ so that s - bn E Y’ n J and x - 6” E 9” n J. 
s - b” and x - b” are central. Hence s and x commute with b and 
s and x commute. This is a contradiction. 
Case (ii). Assume A(2) # 0. Here 2H = 0 so 2 _c J As 2 E J, 2s E 3 
and 2[s, x] = 0. Because [s, x - x*] = 0 (3.11) we get [s, x] = [ss &X”] = 
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-[s, x] * and, consequently, [s, x] E X. Hence 0 = [s, [s, x]] = ssx - xsa 
(3.11). This shows that s2 E 3%“. Now s - ssp(s) E B means that the image 
of s is algebraic over the prime field of w. Because 2R _C J, 2R = 0 and, 
for some m, s - sz”’ E J. As s - sznz generates a subring satisfying (l), it is 
central. But szm = (s2)m E %” so s E 8, a contradiction. 
From 3.5-3.12 we get the following theorems: 
THEOREM 3.13. Let R be a * -subdirectly irreducible FSIC ring such that 
each s E Y’ generates a subring satisfying (1). Then symmetric elements which 
generate subrings satisfying (1) commute with symmetric and with skew- 
symmetric elements. If, moreover, J = {x / xH = Hx = O] # R then these 
symmetric elements are central and R/J is a *-primitive SIC ring. 
Proof. By 3.8 and 3.11, then, a symmetric element s which generates 
a subring satisfying (1) commutes with elements of X. If J # R, 3.12 
gives the rest. If J = R, let R’ be the subring of R generated by elements s 
of Y such that (s) satisfies (1). Let R” be a *-subdirectly irreducible 
homomorphic image of R’. If, in R”, J # Ii” then the image of s is central. 
If J = R”, 3.9 now applies and the image of s commutes with other elements 
of that type. Hence R’ is commutative. 
Now let A be a ring with 1 so that A satisfies (1) and is FSIC, then 
Y(A) C S(A). This is because in any *-subdirectly irreducible homo- 
morphic image R, R # j. The hypotheses are satisfied if A satisfies (I) 
or if A satisfies (1) and is an algebra over a field of characteristic 0 (2.3 
and 2.4). In these cases it is not necessary that A have a 1 since by 3.13 
we get, for any s E 9, s2 E 3 and 2s E B (since [2s, x] = [s, 2x] = 
[s, (x + x*) + (x - x*)] = 0 and s(sx + x*s) = (sx + x*s)s so s2x + sx*s = 
sxs + x*3, s2x - x*3 = s(x - x*)s and s2x = xs2). If A satisfies (I) and 
s - s2p(s2) E Z’, then s E 8. If A is an algebra over a field of characteristic 0, 
x = 4(x + x”) + 4(x - x*>. 
THEOREM 3.14. Let R be a ring such that for each s = s* there is a 
polynomial p(t) = p$(t) with integer coejEnts so that (I) s - s2p(s2) is central. 
Then, any symmetric element of R is central. Hence R is an integral extension 
of its center of degree <2. 
THEOREM 3.15. Let R be an algebra over a jield of characteristic xe~o 
such that for s = s* there is a polynomial p(t) = pS(t) with integral coeffcients 
such that s - ?-p(s) is central then every symmetric element is central. R is 
an integral extension of its center of degree 62. 
Finally, 3.14 can be applied to give a “local” version of [9, Theorem 21. 
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TWEQREM 3.16. Let R be a ring such that jar each s = s* and x E 
there is an integer n = n(s, x) > 1 so that s - 2% ~~~~~t~s with x. 2% 
any symnetnk element is central. 
PYOO$ Let s E 9, x E R. Take the subring W, gene 
This is a ring satisfying (I) which is FSIG by 2.2. 
From this, s E T(R). 
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