Abstract-The HIV-1 genome is highly heterogeneous. This variation affords the virus a wide range of molecular properties, including the ability to infect cell types, such as macrophages and lymphocytes, expressing different chemokine receptors on the cell surface. In particular, R5 HIV-1 viruses use CCR5 as a coreceptor for viral entry, X4 viruses use CXCR4, whereas some viral strains, known as R5X4 or D-tropic, have the ability to utilize both coreceptors. X4 and R5X4 viruses are associated with rapid disease progression to AIDS. R5X4 viruses differ in that they have yet to be characterized by the examination of the genetic sequence of HIV-1 alone. In this study, a series of experiments was performed to evaluate different strategies of feature selection and neural network optimization. We demonstrate the use of artificial neural networks trained via evolutionary computation to predict viral coreceptor usage. The results indicate the identification of R5X4 viruses with a predictive accuracy of 75.5 percent.
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INTRODUCTION
A major challenge in the study of rapidly evolving viruses is the development of tools that can manage the unparalleled amount and complexity of genetic data. Such data contain large numbers of variables for thousands of nucleotide and/or amino acid sequences, each with their own properties and host immunological and clinical information. In addition, these data may not be independent, rather they may share an evolutionary history which should be included in scientific analysis and understanding. Accurate data mining of this information, usually based on analytic or heuristic methods, has the potential to improve medical therapies or result in the development of new theories on viral evolution.
There are many avenues for data mining. Simple statistical approaches commonly assume linearity in relating these parameters to predictions of viral phenotype. This works well when the parameters of concern are truly linear. However, features regarding biological processes are rarely linearly separable. As a result, heuristic methods based on linear models can potentially miss important relationships. Machine learning approaches that can handle both linear and nonlinear relationships are required.
Artificial neural networks (ANNs) are typically used to map input features to output decisions over a set of known examples in a database. For example, the input can be statistical features about a DNA sequence region, with the output being a decision concerning the likelihood of a particular nucleotide sequence residing in a coding or noncoding region. When example patterns are available for training, multilayer perceptrons (also sometimes described as feed-forward networks) are perhaps the most common ANN architecture used in supervised learning applications. For a given ANN architecture (that is, the type of network, the number of nodes in each layer, the connections between the nodes, and so forth) and a training set of input patterns, the collection of variable weights associated with all connections determines ANN response to each presented input pattern. The error between the actual output of the ANN and the desired target output defines a response surface over an N-dimensional hyperspace, where there are N parameters (for example, weights) to be adapted.
There are numerous approaches for ANN optimization in light of the above description. For example, backpropagation [1] implements a gradient search over the error response surface for the set of weights that minimizes the sum of the squared error between the actual and target values. Although this is a common approach in ANN optimization, it can only provide guaranteed convergence to a locally optimal solution. Even if the network's topology provides sufficient complexity to completely solve the given pattern recognition task, the backpropagation method may be incapable of discovering an appropriate set of weights to accomplish the task.
A different approach for ANN optimization utilizes simulated evolution to discover useful models [2] , [3] , [4] . Natural evolution provides inspiration for algorithms that mimic random variation and selection as a means for discovering ingenious solutions to complex problems that are characterized by temporal and stochastic processes. Evolving neural networks offers not only a superior search for appropriate network parameters but can also be used to adjust ANN topology simultaneously. By mutating both the structure of the ANN and its associated parameters and coupling this variation with a process of model selection, a very fast examination of the possible model space can be made for a truly robust design. When simulated evolution has been used to train neural networks, the results have been superior to other ANN optimization methods [5] , [6] . These same approaches have even been used to evolve models that meet or exceed human expert performance [7] , [8] .
HIV-1 Coreceptor Usage and Artificial Neural Networks in HIV Research
Models capable of examining statistics regarding viral sequences and translating these into predictions of HIV-1 coreceptor usage have many relevant biomedical applications. For example, infection of target cells by HIV-1 requires binding of the viral surface protein gp120 to the cellular surface protein CD4 and chemokine receptors CCR5 or CXCR4 [9] . Coreceptor usage can determine a virus' behavior both in vitro and in vivo. Viruses that utilize the CCR5 coreceptor (R5 viruses) do not induce syncytia and primarily infect macrophages, but can also infect lymphocytes. On the other hand, viruses that utilize the CXCR4 coreceptor (X4 viruses) induce syncytia in transformed CD4+ cells and have the ability to infect lymphocytes and T-cells lines [10] . Additionally, there exists a subset of viruses that can utilize both the CCR5 and CXCR4 coreceptors and infect macrophages, as well as lymphocytes and T-cell lines; these viruses are usually identified as D-tropic (or otherwise called R5X4). The emergence of R5X4 and/or X4 viral variants during the course of the infection is associated with rapid progression to AIDS in about 50 percent of HIV-1 subtype B infected patients [11] , in line with their accelerated replication rates in vitro [12] , [13] , whereas R5 viruses are associated with early infection and infection of the central nervous system [14] . Coreceptor usage also modulates viral access to various compartments within the human body due to tissue-specific cellular characteristics. For example, HIV infection in the brain is only associated with R5 viruses, whereas the thymus is mainly populated by X4 (T-tropic) variants [15] , [16] . The majority of HIV-positive individuals are initially infected with R5 strains, suggesting that there may be a selective advantage of such variants with respect to transmission [17] . However, the recent report of an individual infected with a multidrug resistant, D-tropic, virus followed by rapid advancement to AIDS and death is alarming [18] and underscores the necessity for models that can successfully predict viral phenotype from genotype. Neural networks have been applied recently to HIV coreceptor usage prediction with success limited largely by the manner in which these methods have been employed [19] , [20] , [21] , [22] , [23] . For example, Resch et al. [19] utilized neural networks to predict HIV-1 coreceptor usage from envelope V3 loop sequences. Bayesian regulation modification of backpropagation was used for neural network training with an empirically determined threshold for prediction of X4 viral strains. As mentioned previously, the use of backpropagation may be limiting the discovery of the most useful neural network models. Loannidis et al. [20] utilized ANNs optimized via backpropagation for HIV lipodystrophy prediction. Results were compared against logistic regression models using the same information that was presented to the ANN. In this case, the ANNs demonstrated improved performance over logistic regression models when using a receiver-operator characteristic (ROC) curve area as a performance metric, but only slightly. Brumme et al. [22] utilized neural networks, although the methods of neural network training were not well described. Other studies have used neural networks to predict HIV resistance to drugs such as lopinavir [21] and these are not reviewed herein as they are not directly related to prediction of coreceptor usage.
Evolved Neural Networks for Coreceptor Usage Prediction
HIV-1 coreceptor usage is determined either experimentally in the laboratory or inferred by examining the charged positions and overall charge of the V3 loop region in the envelope protein [23] . Although prediction of CCR5 or CXCR4 coreceptor usage based on charge for V3 loop residues may be > 80 percent accurate [24] , [25] , [26] , [27] , [28] , it leaves room for 20 percent improvement in terms of predictive accuracy, with insufficient confidence in what other factors are involved in natural coreceptor usage determination. More importantly, a prediction algorithm able to identify R5X4 strains has not yet been described. ANNs optimized by backpropagation have been employed to predict HIV coreceptor usage [19] . However, a mean reliability of predicting X4 sequences of 69 percent is considered insufficient for use in a clinical setting despite the 80 percent sensitivity and 89 percent specificity of the best neural network on the testing examples for the decision of R5 versus X4. In this paper, we demonstrate the use of evolved neural networks to predict HIV-1 coreceptor usage, including R5X4 viral strains. As shown below, such a method not only allows us to increase the prediction of R5 and X4 viruses to a mean predictive accuracy of 88.9 percent, but it is also able, for the first time, to predict R5X4 HIV-1 variants with 75.5 percent accuracy.
MATERIALS AND METHODS
Data Collection and Feature Generation
There were 149 sequence isolates for the HIV V3 loop representing three experimentally determined viral tropisms (77 R5, 31 R5X4, and 41 X4 sequences) from a variety of HIV subtypes identified from the Los Alamos National Laboratory HIV Sequence Database (www.hiv.lanl.gov/ content/hiv-db/main-page.html) and downloaded to a local computer. The accession numbers for these sequences are provided in Table 1 . Sampling bias was minimized by ensuring that the sequences did not originate from similar sources or studies. V3-loop sequence contained 35 amino acid positions. Alignments were performed by hand to maximize homology between sequences [28] . Gaps in the alignment were treated as positions where no information was available and were assigned a quantitative value of 0.
Amino acid positions 1, 3, 26, and 38 were removed from the alignment because they were invariant and, thus, uninformative for the purpose of classification. HIVbase software [29] was used to calculate nine statistics per position (for example, amino acid type, Chou-Fasman helix index, Chou-Fasman sheet index, pKa value for free amino acid carboxylate, pKa value for free amino acid amine, volume, polarizability index, charge, and surface index; see Table 2 ), in addition to two V3-domain level features (isoelectric point and V3-domain total charge) for a total of 317 features. Amino acids can be further grouped into several classes based on overall features, as in Table 3 . Given that positional information is known to be important for coreceptor usage [23] , we employed a direct encoding method for these statistical features. The above features were chosen because of their relevance and/or statistical correlation with HIV ability to use different coreceptors. The data set was exported to a Microsoft Excel spreadsheet via the HIVbase query engine.
Preprocessing of Features
Initial screening of the data indicated that many of the statistical features were invariant across the three coreceptor usage classes (due to invariant amino acid positions in the alignment) and could be removed from further analysis as noninformative in discriminating coreceptor usage. This reduced the total number of features from 317 to 248. Further statistical analysis of the features demonstrated that the two domain-level features (isoelectric point and domain charge) were only poorly correlated with coreceptor usage when taken individually (see Figs. 1a and 1b; R 2 values of 0.364 and 0.506, respectively). Despite this, these domainlevel features were still incorporated in model development. For the experiments that follow, first the two domainlevel features were used as input, followed by a combination of these domain-level features with 28 charge features, followed by affording the evolutionary process itself, determine the appropriate features to use over a prespecified range from the entire set of 250 possible features. This latter method allows for simultaneous weight and topology optimization of the neural network models.
Evolved Neural Networks
Evolved neural networks were used to map the input vectors to coreceptor usage predictions using increasingly more complex feature sets. For additional information on evolved neural networks, the reader is directed to [4] , which provides a thorough review of the approach. Unless specified otherwise, for the purpose of developing ANN models, fully connected, feed-forward architectures were used with input, hidden, and output nodes. Leave-one-out Volume = volume enclosed by van der Waals radii. Mass = molecular weight of nonionized amino acid minus that of water, both adopted from [28] . HP scale = degree of hydrophobicity of amino acid side chains, based on [29] . Surface area = mean fraction buried, based on [30] . Secondary structure propensity = normalized frequencies for each conformation, adopted from [28] , is the fraction of residues of each amino acid that occurred in that conformation, divided by this fraction for all residues. cross validation was used over all samples, with an initial step size of 0.1, tournament selection with four opponents, and a population size of 50 parent and 50 offspring neural networks. Evolutionary optimization was employed over a prespecified number of generations. All hidden nodes used a sigmoid activation function. Fitness was measured by taking the mean squared error (MSE) of the prediction from the neural network for all training examples, relative to the actual value for each sample, using the equation
where P is the predicted activity for the kth sample, O is the observed activity for the kth sample, and N is the number of patterns in the training set. MSE was to be minimized over evolutionary optimization.
For the purpose of investigating the utility of using only domain-level features for coreceptor usage prediction, a simple ANN with two inputs, two hidden nodes, and one output node was used for 5,000 generations of evolution. The choice of two hidden nodes was arbitrary but felt to be sufficient in light of only two input nodes and for the purpose of this preliminary investigation. For the purpose of combining these domain-level features with charge features from the V3 loop to discriminate R5X4 sequences from either R5 or X4 sequences, a random selection of 30 inputs, two hidden nodes, and one output node was used over 1,000 generations of evolution. R5X4 sequences were assigned a value of 0, whereas both R5 and X4 sequences were assigned a target value of 1 over all samples ðn ¼ 149Þ. Although it is possible that additional hidden nodes would increase the ability of the ANN to discriminate tropism classes, we wished to determine a minimal nonlinear representation capable of doing this task to determine how well such a parsimonious model compared to prior results in the literature.
When using evolved neural networks it is possible to select a subset of features as input over a range of possible features and make the selection of which inputs to use subject to evolutionary variation simultaneously with weight optimization. This approach leads to simultaneous feature reduction and optimal model development. To discriminate R5 and X4 sequences ðn ¼ 118Þ, 30 features were allowed as possible input. A subsequent series of seven experiments was conducted, forcing the number of inputs to the ANN to be 2, 5, 10, 15, 20, 25, or 30 features out of the space of possible features chosen at random. For each of these experiments, the choice of precisely which features to use as input was itself subject to evolutionary optimization concurrent with weight assignment optimization.
As a final test of the process, eight new sequences were added to the data and the data was divided randomly into 127 training samples and 30 testing samples. The number of inputs used by each neural network was subject to evolutionary variation in addition to the weight of importance assigned to all connections. Given that the best results with leave-one-out cross validation were when using 10 inputs, for this experiment, the number of inputs was also set to a random choice of 10 features from the available 248 total (the domain-level features were not included). The evolutionary process was allowed to continue for 1,000 generations and was repeated 30 times with random initial settings.
RESULTS AND DISCUSSION
To our knowledge, prediction of R5X4 viral variants, separately from R5 or X4 strains, remains entirely novel. We chose to break down the problem of coreceptor usage classification into a two-step process of 1) classifying R5X4 sequences from sequences previously classified as R5 or X4 followed by 2) classification of R5 sequences from X4 sequences. This two-tiered approach to classification provided a reasonable preliminary test of evolved neural networks.
Multiple linear regression using the domain-level features of isoelectric point and domain charge combined yielded a correlation to coreceptor usage of R 2 ¼ 0:517, which was slightly better than either of these domain-level features in isolation (Figs. 1a and 1b) . As shown in Fig. 1c , the predictions of the best resulting neural networks using these two inputs had slightly improved correlation with coreceptor usage ðR 2 ¼ 0:556Þ versus multiple linear regression. Table 4 presents the results when combining these two domain features with the charges for 28 amino acid positions in the V3 loop when discriminating R5X4 from R5 or X4 variants and then selecting different combinations of features as input to the neural network from this set of 30 features. The coupling of domain-level features and amino acid position features results in a neural network that can discriminate R5X4 sequences from R5 and X4 sequences. Fig. 2 presents the results for the most parsimonious evolved ANN model, which utilized 10 inputs (Table 4) . In this case, the neural network with 20 features has an ROC area of 0.761, whereas the neural network with 10 features has a nearly equivalent ROC area of 0.760. Given that the model with 20 features as input has twice the number of features with essentially an identical ROC area, the model utilizing 10 features was considered parsimonious. The box plot in Fig. 2a suggests that further separation may be possible with large population sizes or additional generations of evolution. The mean output prediction for the 10-2-1 neural network was 0.807 (Fig. 2a) . Using this mean prediction as a decision threshold, a confusion matrix can be generated (Table 5) . These results suggest that R5X4 HIV-1 strains can be predicted with 77.4 percent accuracy and R5 and X4 strains with 73.7 percent accuracy. The mean predictive accuracy From the best evolved neural network, it is possible to identify which of the 30 possible features were used most often over the leave-one-out samples. Fig. 3 presents these data for the first 50 leave-one-out cross validation models. Features 3 (charge for V3 loop amino acid position 2), 14 (charge for V3 loop amino acid position 21), and 21 (charge for V3 loop amino acid position 29) were used most often in the resulting models. Surprisingly, the two domain-level features (features 1 and 2) were rarely used in the best resulting leaveone-out models. Table 6 presents the results when combining the two domain-level features with the charges for 28 amino acid positions in the V3 loop when discriminating R5 from X4 sequences and then selecting different subsets of features to be used as input to the neural network over the range . Fig. 4 presents the results for the most parsimonious evolved ANN model that utilized all 30 inputs (Table 6 ). The box plot in Fig. 4a suggests that the best evolved ANN models can easily discriminate the held-out samples in leave-one-out cross validation. The mean output prediction for the 30-2-1 neural network was 0.361 (Fig. 4a) . Using this mean prediction as a decision threshold, a confusion matrix can be generated (Table 7 ). These data suggest that R5 strains can be predicted with 94.8 percent accuracy and X4 with 82.9 percent accuracy, with a mean predictive accuracy of 88.9 percent. The neural network has a slightly higher error in predicting X4 sequences as R5 versus predicting R5 sequences as X4. Fig. 5a provides the average convergence over the number of generations over all 30 trials when using a division of training and testing data rather than leave-oneout cross validation. As anticipated, MSE (y-axis) is minimized over time. At every 50 generations, the best evolved neural network was evaluated over the testing examples and an MSE was calculated (Fig. 5b) . The MSE on the testing examples decreased over all 1,000 generations, indicating that no overtraining had occurred. Over all 30 trials, the best evolved neural network (the neural network resulting from trial number 22) had the lowest resulting MSE on the testing examples ðMSE ¼ 0:0612Þ. The convergence plots over the training and testing examples for this single evolutionary optimization (Figs. 6a and 6b ) demonstrate how rapidly useful ANNs can be discovered.
When evaluating performance over all 127 examples in the training set, the best ANN from trial 22 had a predictive accuracy of 75 percent, 40 percent, and 79.3 percent (Table 8a) when predicting all three patterns of coreceptor usage, R5, R5X4, and X4, using decision thresholds of R5 ¼ x < 0:2108, R5X4 ¼ 0:2108 < x < 0:5728, and X4 ¼ x > 0:5728, where x was the prediction made by the single output node of the ANN. When using these same decision thresholds for the testing examples, this same best network had a predictive accuracy of 79 percent, 50 percent, and 70 percent for all three classes (Table 8b ). When evaluating the number and type of errors made, it is interesting to note that, during training, R5 sequences were never misclassified as X4 sequences, while some X4 sequences were misclassified as R5. The difficulty in predicting R5X4 strains, a category that by definition shares characteristics of both R5 and X4 sequences, may not only be inherent to this problem but may also be the result of different numbers of training examples or insufficient training length (given that no overtraining was yet observed) for each of the three classes in the training data. Further research and development will help to resolve these issues, including the use of neural networks with two output nodes that may discriminate these three classes with better resolution.
The best evolved neural network from trial 22 utilized the following input features: Chou-Fasman helix index for positions 17, 22, and 26, Chou-Fasman sheet index for 
CONCLUSION
Accurate assessment of coreceptor usage is critical for many aspects of HIV research, including viral transmission, evolution, the study of reservoirs and other in vivo and in vitro studies. Typically, coreceptor usage is determined in the laboratory or predicted by overall charge of the V3 loop and/or the appearance of charged residues at certain positions. This preliminary study has demonstrated that evolved ANNs can also be used to determine coreceptor usage and, furthermore, can distinguish R5X4 viruses, which can use either CCR5 or CXCR4 coreceptor, from pure R5 or X4 viral sequences.
In the second set of experiments, R5 and X4 sequences were identified with a probability of correct classification of 0.906, which is comparable to or exceeds the performance of previous methods used to identify HIV-1 coreceptor usage; however, R5X4 sequences were discriminated from R5 and X4 sequences with a probability of correct classification of 0.755.
R5X4 HIV viruses are important to monitor within individuals and populations because of their association to rapid disease progression [18] , [31] . Although R5 viruses appear to be more transmissible, infection with a dual tropic strain has been recently noted within a high-risk individual [18] . It is unclear if the viral phenotype found in this patient was from the transmission of such a virus or if it emerged rapidly. In either case, the possibility of such a virus infecting a population should be of great concern.
To date, the possibility of identifying R5X4 sequences without time consuming experimental assays has been unattainable because these viruses share genotypic characteristics with both R5 and X4 viral variants; overall charge analysis or positional information is not as clear cut as when identifying R5 from X4 strains. The system developed here is interesting because it used a collection of parameters in combination to identify dual tropic variants. These combinations of features and their relative importance would not be immediately apparent after examining databases of genetic sequence information alone. Considering the impact that the R5X4 virus may have on clinical progression, the ability to accurately identify these viruses within individuals or populations could lead to more aggressive clinical treatments for individuals infected with or quickly progressing with dual tropic strains. Furthermore, regions of the HIV genome outside of the V3 domain influence viral coreceptor usage. As the genetic databases grow and more viral sequences with experimentally determined coreceptor usage are generated, new tools, such as evolved ANNs, will catalyze new insight as to how various properties of amino acid sequences may influence HIV-1 ability to employ different coreceptors and infect specific cells. Susanna L. Lamers received the BS degree from the University of Texas in 1987. She has worked in the field of HIV molecular evolution for 18 years. She is currently the scientific director for BioInfoExperts, Inc., and is developing software to assist in the management and analysis of HIV and HCV specific data. She collaborates with researchers at the University of California, San Francisco, the University of Florida, Gainesville, the South African National Bioinformatics Institute, Cape Town, and the US National Institutes of Health, Bethesda, Maryland, with a focus on the evolutionary aspects of the HIV virus in different tissues and cell types, viral markers that may be linked to HIV-associated illnesses, and the epidemiology of AIDS in Africa.
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