[1] This paper presents the results of a large-scale study of surface wave dispersion performed across Eurasia and North Africa. Improvements were made to previous surface wave work by enlarging the study region, increasing path density, improving spatial resolution, and expanding the period range. This study expands the coverage area northward and eastward relative to a previous dispersion analysis, which covered only North Africa and the Middle East. We have significantly increased the number of seismograms examined and group velocity measurements made. We have now made good quality dispersion measurements for about 30,000 Rayleigh wave and 20,000 Love wave paths and have incorporated measurements from several other researchers into the study. We have improved the inversion from the previous study by adopting a variable smoothness with the conjugate gradient method for the group velocity tomography. This technique produces higher-resolution models where the concentration of data allows it without producing artifacts. The current results include both Love and Rayleigh wave inversions across the region for periods from 7 to 100 s on a 1°Â 1°grid and at resolutions approaching 1°under some conditions. Short-period group velocities are sensitive to slow velocities associated with large sedimentary features such as the Caspian Sea, West Siberian Platform, Mediterranean Sea, Bay of Bengal, Tarim Basin, and Persian Gulf. Intermediate periods are sensitive to differences in crustal thickness, such as those between oceanic and continental crust or along orogenic zones and continental plateaus. At longer periods, fast velocities are consistently found beneath cratons, while slow upper mantle velocities occur along rift systems, subduction zones, and collision zones such as the Tethys Belt. We have compared the group velocities at various periods with features such as sediment thickness, topographic height, crustal thickness, proximity to plate boundaries, lithospheric age, and lithospheric thickness, and we find significant correlations. We have developed an empirical relationship between long-period group velocity and lithospheric thickness that works well for both oceanic and continental lithosphere. We do not find any similar correlation between the longest-period surface waves and hot spots. 
Introduction
[2] Tomographic studies in seismology typically suffer from an uneven distribution of data. This is caused primarily by the concentration of seismic sources within spatially limited regions, outside of which there are large areas that are essentially aseismic. It is also compounded by an uneven distribution of seismic stations due to political and logistical reasons, such as landmass distribution. Regardless of cause, the result is a highly uneven data distribution that strongly samples some regions, while minimally sampling others. One often has to choose between selecting a highresolution parameterization that likely results in spurious anomalies in low-density regions or to make a lowerresolution model that would not generate this problem. This is generally unsatisfying, as one would like to make the models at as high a resolution as the data permit.
[3] In this study, we have performed a high-resolution surface wave study of Eurasia and North Africa, including areas of the Atlantic, Pacific, Indian, and Arctic oceans ( Figure 1 ). The purpose of this research is to improve maps of fundamental mode surface wave group velocities by enlarging the study region, increasing path density, improving spatial resolution, and expanding the period range. To achieve this, we have implemented a variable smoothing technique to generate group velocity dispersion models of the highest possible resolution. The variable smoothness method produces higher resolution where the data warrant it, and lower resolution outside of the high-density regions.
We are using a very large data set of surface wave group velocity measurements for both Rayleigh and Love waves over a range of periods and determine the lateral variation of surface wave group velocity for each period.
[4] Surface wave dispersion studies have been performed for a number of broad regions including Antarctica [Ritzwoller et al., 2001] , Asia [Yanovskaya and Kozhevnikov, 2003] , Australia [Debayle and Kennett, 2000] , China [Huang et al., 2003] , Eurasia [Ritzwoller and Levshin, 1998 ], and South America [Vdovin et al., 1999] as well as globally . Many more studies exist at smaller regional scales. While this is not the first dispersion model for this region, this model represents a significant improvement in coverage and resolution from any prior studies of the area at this scale. Ritzwoller and Levshin [1998] previously performed a top-quality surface wave tomography of a similar area region in Eurasia. They used about 600 events recorded at 83 stations to produce about 9000 paths, resulting in a 5°resolution model. In contrast, this study uses about 12,000 events recorded at some 300 stations to produce dispersion measurements for over 40,000 paths and starting to reach lateral resolutions of 1°.
[5] This paper first presents a discussion of the data and measurements. The next section describes the variable smoothness inversion method and the results of several tests. Finally, the tomography results are presented and systematically compared to parameters indicative of the regional tectonics. There is an excellent agreement between the group velocity maps and tectonic features over a wide range of periods and depths.
[6] It should also be mentioned that several recent publications on surface wave tomography have focused on finite frequency effects [Spetzler et al., 2001 [Spetzler et al., , 2002 Yoshizawa and Kennett, 2002; Zhou et al., 2004] and one specifically in the case of group velocities . These finite frequency methods each take slightly different approaches to attempt and move beyond ray theory and more closely approximate the true sensitivity kernels. The technique presented here provides an easy to implement method to improve the resolution of surface wave models. It is here applied to basic ray theory tomography, although it could be as easily applied to finite frequency methods.
Data and Measurements
[7] For the surface wave investigation, vertical and transverse component teleseismic and regional seismograms were selected for years 1967 -2004 . The waveform data were gathered primarily from permanent three-component, digital, broadband stations and supplemented with several portable deployments including PASSCAL experiments in Saudi Arabia, Tanzania, Ethiopia, Kenya, China, and Turkey and several Network of Autonomously Recording Seismographs (NARS) deployments in Europe. Dispersion curves were measured by applying a narrow band Gaussian filter to the broadband displacement seismogram over many different periods [e.g., Dziewonski et al., 1969; Levshin et al., 1972; Herrmann, 1973] . Rayleigh waves were measured on the vertical component, while Love waves were measured on data rotated into the transverse direction. The maximum amplitude at each period is picked on the envelope function and the arrival time corresponding to this maximum amplitude is used to compute the group velocity. We use the instantaneous period rather than the filter period to account for any potentially large amplitude variations with frequency. Further information on the details of making the dispersion measurements are described in Pasyanos et al. [2001] .
[8] In a previous study [Pasyanos et al., 2001] , which only covered the portion of our study area south of 50°N latitude and west of 80°E longitude (outlined by the box in Figure 1 ), 13,500 seismograms were analyzed to determine the individual group velocities of 10-60 s Rayleigh and Love waves. Of these, quality group velocity measurements were made for about 7000 Rayleigh wave and 4000 Love wave paths. Since that study, we have concentrated on making measurements north and east of the previous study in order to expand the tomography into the European Arctic and Asia. To date, we have now examined more than 100,000 seismograms and made quality group velocity measurements for about 30,000 Rayleigh wave and 20,000 Love wave paths. Each path examined makes measurements for multiple periods (the number for each path depending on the signal-to-noise at each filter period). As a result, we have actually made in total some 2.8 million group velocity measurements. In addition, we have incorporated thousands of measurements of researchers from the University of Colorado at Boulder [i.e., Ritzwoller and Levshin, 1998; Levshin et al., 2002] who have also made group velocity measurements. These measurements can be confidently combined with our measurements because we have established a consistent measurement procedure [Walter and Ritzwoller, 1998 ].
[9] Figure 2 shows the distribution of earthquakes (circles) and broadband digital seismic stations (triangles) throughout Eurasia and North Africa that are used in this study. Seismicity is concentrated along plate boundaries, mainly the oceanic rifts (Mid-Atlantic Ridge, Indian Ridge), continental rifts (Baikal rift, East African rift, Red Sea), Pacific subduction zones (Philippine Trench, Japanese Trench) and the whole of the Tethys collision zone, spanning from the Atlantic to the Bay of Bengal (see Figure 2 ). There is also diffuse seismicity throughout central Asia. In contrast, there is almost no seismicity within northern Eurasia, the Indian subcontinent and the rest of the African continent outside of the rift. Instrument coverage is best in Europe and worst in North Africa, India, and oceanic regions. Station coverage is perhaps ''overstated'' in some regions that had PASSCAL and NARS deployments (Saudi Arabia, Ethiopia, Kenya, Tanzania, northeast China, eastern Turkey, and eastern Europe) as these stations only ran for limited periods of time. Overall, this leads to a highly uneven distribution of surface wave measurements.
[10] An example of path coverage is shown by the map in Figure 2 . Paths are densest in regions with seismicity and station coverage and, in general, are lower at the edges of the model. Because of the difficulty in making short-period measurements at long epicentral distances, we have been able to make significantly more measurements at intermediate periods. For example, while there are over 24,000 Lawrence Livermore National Laboratory (LLNL) Rayleigh wave measurements at 30 s, we have only been able to make about 20,000 measurements at 15 s, less than 9000 at 10 s, and only about 4500 at 7 s (Figure 3 ). The number of group velocity measurements incorporated from other sources ranges from only a few additional paths at the shortest periods up to several thousand measurements, in some cases increasing the total number of measurements by about 50%. Because of the poorer signal-to-noise ratio, the number of Love wave measurements is generally less than half the number of Rayleigh wave measurements and is peaked at 25 s period. At 7 s for both Love and Rayleigh waves and for periods greater than 70 s for Love waves, the number of paths falls under 5000. Below this threshold, coverage is spotty and the inversion is underdetermined. This can result in streaky maps and inconsistent group velocities between adjacent periods.
Inversion Method
[11] We invert for lateral variations in the surface wave group velocities by gridding the inversion region into equal-area cells and by forming the following system of equations:
where T is a vector of surface wave group times (distance/ group velocity), D is a matrix of distances traveled in each cell, and S is a vector of group velocity slowness, which is simply the inverse of the group velocity in each cell. In addition to using (1) to fit travel times, (2) imposes a smoothness constraint on the data by constructing the twodimensional Laplacian operator L of the slowness and requiring it to be zero [Lees and Crosson, 1989] . The weighting factor l controls the tradeoff between fitting the travel times and smoothing the model. The weighting of the slownesses in (1) is by distances. In order to have an equal weighting of (2), then l, though unitless, needs to be roughly similar size. This can be accomplished easily by normalizing the equations either by dividing (1) by an average distance factor or by multiplying (2) by the same factor. We perform the second option, so that when l = 1, we are actually weighting by the average distance. When l = 0, there is no smoothing, whereas as l ! 1, the model is completely smooth (i.e., a single velocity for the whole region). This equation imposes a smoothness constraint and damps the travel time inversion. We then solve for S in the system of equations using the conjugate gradient method.
[12] The conjugate gradient technique is a search method that works very well on sparse linear systems like the travel time problem. Because there is no matrix inversion involved, it is well suited for large systems of equations. Convergence will theoretically be reached within the number of iterations equal to the number of constraint equations (i.e., number of paths plus number of smoothness constraints). In practice, however, convergence, as determined by both residuals and distances between successive iterations, is very rapid and achieved much sooner. In this study, each inversion runs 30 iterations.
[13] In our previous study [Pasyanos et al., 2001] , we explored variations in the values chosen for the weighting Figure 8 . Shear wave (V s ) sensitivity kernels of (middle) Love and (right) Rayleigh waves at periods ranging from 10 to 100 s for a velocity profile that is typical for (left) continental crust. Compressional and shear wave velocity for the model shown as solid and dashed lines, respectively. factor l. If the weighting factor is set too low, then the inversion is underdamped and the map exhibits streaking. If the weighting factor is set too high, then the inversion is overdamped and only very broad features will be resolved. When the weighting factor approaches the distances that the paths travel in each cell, then the travel time and smoothness have about equal weights. In all cases, however, we had a value of l that was constant throughout the region. We wish to explore the spatial variations in this parameter here. The motivation is simple. There is a highly uneven sampling of our region. Where we do not have coverage (aseismic and noninstrumented regions), we would like to have a large effective cell size. This can be accomplished by specifying a high value for l. Where we do have coverage (seismically active regions and areas with stations), we want to have a small effective cell size, which can be specified by a low value for l in these regions.
[14] We effect this change by tying local values of l to path density within a cell. We can achieve this in any number of ways. The method selected compares the total distance of rays traveling within a cell (specified by d i ) to d o , the average distance traveled within all of the cells (simply the sum of all path lengths divided by the number of cells). An example map of these ratios is shown in Figure 4 . This ratio is then used to change the value of the damping parameter (with the average weighting factor value for the model given as l o ).
[15] We modulate the strength of this variation by a factor f for the power law. If f is 1, then values of l would simply be directly proportional to the ratio of cell density. Since some regions (like those containing seismic stations) are sampled more than 35 times greater than the average, this would result in extremely large variations in the damping factor. A value of f of 1/2 provides a square-root power law, a value of 1/3 a cube-root power law, etc. If f is set to 0, then we are simply left with a uniform value of l in our inversion. For practical reasons, we specify a maximum value of l, so that this value does not blow up if we have cells without any data at all.
[16] The first test that we perform on the inversion method is to compare the results that we get by varying grid size and the parameter l. Figure 5a shows the results of inverting 20 s Rayleigh wave group velocities with a grid size of 2°and l fixed at 1. This is equivalent to the tomographic inversions performed in our previous study [Pasyanos et al., 2001 ]. The middle panel shows the results when the grid size has been reduced to 1°, but l is increased to 2, making the effective grid size about the same as the previous inversion. The inversion results are nearly identical (as shown by the difference plotted in Figure 5c ), which is the outcome that we would expect. The allowable resolution of the model can be reduced without changing the results as long as we can compensate by increasing the damping accordingly. This would not be something one would normally choose to do since reducing the grid size increases the inversion time without any corresponding benefit in increased resolution. With this result, however, we can now start to experiment with variations in the smoothing parameter.
[17] In the next test, we are interested in finding out what level of variation in parameter l is appropriate. The variable inversion method is used to invert 50 s Rayleigh waves, where the grid size is kept at 1°but l is now allowed to vary according to (3). As mentioned previously, we typically see variations in path density ranging from 0 to about 30 times the average density. Values in the parameter f of 0, 0.1, 0.2, 0.33, and 0.5 would result in maximum reductions in l of about 1, 1.5, 2, 3, and 6, respectively, and typical overall variations in l about double that. Results are shown in Figure 6 . As f is increased, one can see the natural progression that is expected. Many features narrow when the variation is increased. At the same time, however, we see what appears to be spottiness and streaking which is smoothed in the less variable models. Visually, it appears that the model is clearly underdamped when f = 0.5, and still underdamped when f = 0.33. The difference between f = 0 (no variations) and f = 0.33 is shown in the final panel. The most significant changes occur in Siberia. More specifically, the low-velocity feature along the Baikal Rift narrows considerably, and the high-velocity feature to the west of Baikal (which compensates the slow Baikal velocity along many paths) almost completely disappears. Also, there are some minor differences in the central Atlantic and around the Philippine Islands and Philippine Plate. These appear to be due to minor shifts in the boundaries between high-and low-velocity anomalies. For the purposes of this study, we have selected an f factor of 0.20 for all inversions. Parameter l o , on the other hand, ranges from 2 to 5 for Rayleigh waves and from 2 to 10 for Love waves, with the largest damping factors at short periods (7 s) and long periods (>80 s).
[18] In the final test, we estimate spatial resolution by performing a checkerboard test for the region. We use a 4°Â 4°checker pattern which, because the study area spans a large latitude range, actually becomes significantly thinner to the north. Results of the tomographic inversion are shown in Figure 7 . What we find is basically what we would expect from the path density (Figure 4 ). There is good resolution in the Mediterranean, North Africa, East Africa, Europe, the Middle East, central Asia, China, and western Indian Ocean. There is poorer resolution in central Africa, the Mid-Atlantic Ocean, northern Eurasia, Siberia, and Indonesia.
Results
[19] This section presents the results of the group velocity inversions performed using the method described in section 3. We first describe the Rayleigh wave maps over a range of periods, along with a discussion of regional tectonics. This is then followed by a shorter discussion of the Love wave maps. Group velocity maps for both Love waves ( Figures S1 and S2 ) and Rayleigh waves ( Figures S3  and S4 ) at all periods are provided in the auxiliary material 1 . Lateral group velocity variations, as measured by the 2s standard deviation, range from 10 to 20%, with larger variations occurring at shorter periods. The maps are well resolved in regions with many crossing paths (see Figure 2 ), such as northeast Africa, the Mediterranean Sea, Europe, the Middle East, Arabian Peninsula, central Asia, East Asia, and most of the Indian subcontinent. Results from the far northern Arctic, west Africa, eastern Siberia, Indonesia, and parts of the Atlantic and Indian oceans, which have low path density and correspondingly higher values of l, should be taken with the appropriate Figure 10 . Correlation between 15 s Rayleigh wave group velocities (in km s
À1
) and sediment thickness (in km). The x axis is shown in logarithmic scale. Diamonds and bars indicate the mean and standard deviation of group velocity values in that sediment thickness range.
precautions. One notable feature in both the Rayleigh and Love wave maps is that there is generally very good continuity between adjacent periods. Since each period is inverted completely independently and contains different sets of measurements, this suggests that the anomalies are true structural features, rather than random noise, although it is still possible that there may be systematic errors in the group velocity measurements.
[20] Figure 8 shows characteristic velocity sensitivity kernels of different period Love and Rayleigh waves. Since the kernels depend on the velocity structure, these particular curves are meant to illustrate the sensitivity of them to typical continental crust, in this case one with a sediment thickness of 5 km and a crustal thickness of 30 km. The Love wave sensitivity kernels are shaped like exponential functions, while the Rayleigh wave sensitivity kernels are more Gaussian. At longer periods, the Love wave sensitivity kernels continue to be sensitive to shallow structure and are simply flatter and less peaked. In contrast, the Rayleigh wave sensitivity kernels are peaked at deeper depths for increasing periods (i.e., $10 km at 10 s, $20 km at 20 s, etc.). We now wish to try and correlate the group velocity map with tectonic features of our study area. Because of the shape of the sensitivity kernels, we make comparisons to Rayleigh waves, which are better able to isolate the anomalies with depth features.
[21] There is excellent correlation between short-period group velocities and sediment thickness. Sediments having significantly slower shear wave velocities than crystalline crust, regions with thick sedimentary basins have markedly slower surface wave group velocities. Figure 9 shows a map of 15 s Rayleigh waves (primarily sensitive to shear velocity in the upper 15 km) shown with contours of sedimentary basins with sediment thickness greater than 2.5 and 5.0 km. Contours are derived from the Laske sediment thickness model [Laske and Masters, 1997] . There is significant correspondence between the two for the largest and deepest basins such as the Eastern Mediterranean, Persian Gulf, Mesopotamian Foredeep, Black Sea, Caspian Sea, Indus Basin, Russian Platform, Barents Sea, Bay of Bengal, Tarim Basin, west Siberian, and Somali basins. This relationship is somewhat muddled where the sedimentary basins are located in or extend into ocean crust, such as the Red Sea, Western Mediterranean, and Bay of Bengal. There is also a surprisingly good match with many of the smaller basins like those in North Africa and Europe, indicating the high resolution of the maps. One notable exception seems to be the Central Siberian Platform, which does not appear to be well resolved, probably due to poor coverage of this region at short periods. An area of disagreement in a well-resolved region is the area around the Gulf of Oman, Arabian Sea, and southern Iran and Pakistan, where we require significantly thicker sediments. Clift and Gaedicke [2002] find that sediment thickness in the region approaches 12 km, significantly deeper than the thickness found in the sediment model. Figure 10 shows a correlation between 15 s group velocities and sediment thickness. The diamonds and bars show the average and standard deviation in each sediment thickness range. While the scatter in these features is high, there is a clear trend between the two quantities, indicating over a 0.5 km s À1 (15 -20%) difference between regions of thinnest and thickest sediments.
[22] As we move to slightly longer periods ($20 s), we find that we are still sensitive to sedimentary basins (particularly the deepest basins) but that there is an extremely strong correspondence between the group velocities and differences between oceanic and continental crust. In this case, oceanic crust is so considerably thinner than continental crust (5-10 km instead of 30-40 km) that even by the relatively short period of 20 s (which is primarily sensitive to depths between 10 and 30 km), the surface waves are sensing the upper mantle in the oceans. Since mantle shear wave velocities are significantly faster than crustal shear wave velocities ($4.5 km s À1 instead of $3.0 km s À1 ), oceanic lithosphere will have faster group velocities. Figure 11 shows a map of 20 s Rayleigh wave group velocities. We have kept the sediment thickness contours (shown in solid lines) but have also added lines which approximate the boundary between oceanic and continental crust (shown in dashed lines). This line along the continental slope has been created by taking the 500 m bathymetry contour from ETOPO5 [National Geophysical Data Center, 1998] . Contours taken at 1000 m and 1500 m would not be significantly different. Slightly slower group velocities are still found in the sedimentary basins; however, the slowest velocities are only found in the deepest basins (Eastern Mediterranean, Black Sea, Caspian Sea, Indus Basin, Persian Gulf, Barents Sea, Bay of Bengal). For example, in the Mediterranean Sea, the slow velocities are limited to a smaller region at 20 s than at 15 s, corresponding to the region with the deepest sediments ($10 km). The most significant feature of these maps is the rapid transition in group velocities at the interface between continental and oceanic crust. For instance, in the northern part of the study area, the transition from slow to fast group velocity occurs not at the shoreline, nor at the basin edge but at the continental slope which includes the Barents Sea, Kara Sea, and Laptev Sea in the continental region. The Gulf of Aden, Western Mediterranean, Sea of Japan, and Red Sea have fast velocities, consistent with their near-oceanic crustal thicknesses. Figure 12 shows the correlation between topography/bathymetry and 20 s Rayleigh wave group velocity. What is most obvious is the dichotomy between oceanic and continental crust, with significant variations within each group. In particular, within oceanic crust, there is a very striking trend between group velocity and bathymetry. This feature may be caused by the cooling of oceanic lithosphere, which causes the deepening of the bathymetry with age. There does not appear to be any significant trend between topographically high (and presumably also thick crust) regions.
[23] At intermediate periods (30 -40 s), we find that the group velocities are primarily sensitive to crustal thickness, not only between oceanic and continental crust, but also between continental crust of varying thickness. Again, in areas of thick crust, intermediate-period surface waves will be slower because crustal shear wave velocities are so much slower than mantle velocities. Figure 13 shows a map of 40 s Rayleigh wave group velocities plotted with a few contours of crustal thickness (shown in solid lines) and 500 m bathymetry contours continue to be shown in dashed lines. The crustal thickness contours have been derived from the CRUST2.0 model [Bassin et al., 2000] and are shown for 45, 55, and 65 km levels. Obviously, the most significant match is in the Himalaya Mountains and Tibetan plateau where the crust is thickest and the group velocities are the slowest. There is also correlation with orogenic zones like the Zagros Mountains, Hindu Kush, and Caucasus. In other areas (i.e., Baltic Shield, Ural Mountains), the correlation appears to be weaker. This is probably due to variations in the shear wave velocity in both the crust and upper mantle. For example, in active orogenic zones, thick crust is often coupled with slower felsic crust and slower upper mantle velocities, while the same features might not be found in other regions (such as shields and older orogenic zones) having thick crust [i.e., Rudnick and Fountain, 1995; Mooney et al., 1998 ]. Figure 14 shows the correlation between crustal thickness and 40 s group velocities. There is a very strong correlation between the two values over the whole range of values, resulting in a difference of 0.4 km s À1 (or almost 10% variation) between oceanic crust (<10 km thick crust) and ''typical'' continental crust (30 -40 km thick) and another 0.4 km s À1 difference for the thickest crust. There are some indications from Figure 14 that CRUST2.0 may be underestimating crustal thickness at the upper end of the scale in Tibet. There is, in fact, some evidence that the region could have very thick crust over a wider extent [e.g., Herquel et al., 1995] and the Moho could be even deeper in the regions with some of the thickest crust [e.g., Yuan et al., 1997] . It also appears that there is significantly more variation in crustal thickness in Africa than the variation found in CRUST2.0, which has an almost constant crustal thickness of 40 km across the continent.
[24] By 60 s, except in regions with the thickest crust like Tibet, the sensitivity kernels are almost exclusively sensitive to the shear wave velocities in the uppermost mantle. Simply put, where upper mantle velocities are slow, the group velocities are slow, and where the upper mantle velocities are fast, the group velocities are fast, with only a limited influence from the crust. Figure 15 shows a map of 60 s surface waves with the (45, 55, and 65 km) crustal thickness contours from the previous map displayed, along with the addition of plate boundaries. The boundaries shown are from the compilation of Coffin et al. [1998] . In addition to the slow group velocities from Tibet, there is a strong relationship between slow group velocities and plate boundaries. This correspondence seems to exist for all types of plate boundaries: oceanic rifts (Mid-Atlantic rift, west Indian rift, Arctic rift, Gulf of Aden), continental rifts (East African rift, Red Sea rift, Baikal rift) and convergent orogenic zones (East Pacific subduction zone, Tethys collision zone along the Alpine-Himalayan belt). In the rift zones, slow upper mantle velocities are the result of hotter, upwelling mantle material, and thinned lithosphere. In Figure 13 . Map of 40 s Rayleigh wave group velocities shown with crustal thickness contours of 45, 55, and 65 km (solid lines) and boundary between oceanic and continental crust (dashed lines).
convergence zones, slow velocities are probably related to the process of recent convective rejuvenation of the upper mantle [e.g., Houseman and Molnar, 2001] or caused by the slow, volatile rich material in the wedge above the subducting slab [e.g., Wiens and Smith, 2003] . Here, we have correlated 60 s Rayleigh waves with proximity to a plate boundary, determined by calculating the nearest plate boundary point (Figure 16 ). At distances farther than 10°, we do not see any effect. At shorter distances, however, there is a strong effect to slower velocities, to the tune of about 0.2 km s À1 over 10°, a significant 5% variation at these periods.
[25] Long-period (>70 s) group velocities are sensitive to structures even deeper in the upper mantle, with peak sensitivity deeper than 100 km. One would expect hot, upwelling material to have slow group velocities at these periods, while cold material should be fast. Figure 17 shows a map of 80 s group velocities with plate boundaries (solid lines), hot spots (crosses and triangles), and the boundaries of stable platforms and Archaean cratons (single and double hatched lines, respectively). Hot spots are from the compilation of Sleep [1990] and are scaled according to buoyancy flux, while the regionalization was derived from the 3SMAC model [Nataf and Ricard, 1996] . At this period, we continue to see slow velocities associated with plate boundaries. At these longer periods, however, the velocities in rift zones (i.e., Mid-Atlantic Ridge, Afar) are slower than in convergence zones, indicating that the slow material is deeper in rifts. This is consistent with our understanding of where the slow material in convergence zones comes from, that is, from the relatively shallow wedge above the subducting slab. The slow material in the rifts appears to be deeper seated. A significant correspondence can also be found between fast velocities and older crust. For example, while it appears that orogenic zones are slow, stable continental areas (including the West African Shield, Congo Craton, Baltic Shield, Russian Platform, Central Siberian Shield, Indian Shield, and Yangtze Platform) are fast. These older areas are underlain by thick, cold, fast lithospheric material. One notable exception seems to be the Sino-Korean Paraplatform, which has had its lithospheric mantle more recently affected by nearby subduction [Griffin et al., 1998 ]. Another exception is in the Benue Trough in Cameroon, which is the remnant of a failed rift system. Figure 18 shows the correlation between crustal age and 80 s Rayleigh wave group velocities. The ages of oceanic crust were derived from Muller et al. [1997] . Continental ages were taken from the regionalization by Nataf and Ricard [1996] , which were themselves based upon the map of Sclater et al. [1980] , and are plotted as ranges. We see a clear trend within both groups. Within the ocean crust group, however, we find increasing velocities only up until 70 Ma, when the trend flattens and reverses slightly. This appears to be consistent with the reheating phase of the Pacific described by Ritzwoller et al. [2004] , although our data are not sufficient at long ages to observe a second cooling phase.
[26] Figure 19 shows the correlation of the 80 s group velocities with lithospheric thickness. The thicknesses of the continents were derived from the 1300°C isocontour from Artemieva and Mooney [2001] , which is modeled based on an inversion of the global compilation of heat flow data. The thicknesses of the oceanic lithosphere are derived from the oceanic age according to the well-known formula:
where k = 1.0 À6 m 2 s À1 [Turcotte and Schubert, 1982] . Deviations from this model at large ages, particularly for seafloor depth, have been well-documented [Parsons and Sclater, 1997; Stein and Stein, 1992] . The correlations here are quite significant, with older, thicker lithosphere about 0.5 km s À1 faster than a younger, thinner one. On the basis of Figure 19 , we have developed an empirical relationship between long-period group velocity and lithospheric thickness. If we regress against the y axis (making lithospheric thickness a function of group velocity), we find that the lithospheric thickness (km) is related to the group velocity (km s
) by
In regions where the group velocities are faster than 3.7 km s À1 , the regression finds the lithospheric Figure 14 . Correlation between 40 s Rayleigh wave group velocities (in km s À1 ) and crustal thickness (in km). Diamonds and bars indicate the mean and standard deviation of group velocity values in that crustal thickness range. thicknesses linearly increasing. In regions with velocities slower than 3.7 km s À1 , we find the lithospheric thicknesses to be less than 100 km, regardless of velocity. The formula works well for both oceanic and continental lithosphere, providing a quick estimate when no other information on lithospheric structure might be available.
[27] Visually, there does not seem to be any significant connection between slow long-period group velocities and hot spots, other than those hot spots that coincide with plate boundaries (i.e., Afar, Iceland, Jan Mayan Island). When we look at the correlation between 80 s Rayleigh waves and distance to the nearest hot spot (Figure 20) , there is only a weak correlation of $0.1 km s À1 over 15°( primarily dominated by the plate boundary hot spots), after which other factors dominate. Maps at even longer periods (>80 s) are similarly uncorrelated. This perhaps is due to the relatively small spatial extent of these anomalies [Montelli et al., 2004] , which cannot be effectively imaged by long-wavelength surface waves. Alternatively, this could be due to the lack of an existing anomaly below the lithosphere, as suggested by a number of researchers [King and Anderson, 1995; Anderson, 1996] . The hot spots where we do see the largest negative velocity anomaly at long periods coincide with the list of transition zone hot spots from the study of Ritsema and Allen [2003] .
[28] Figure 21 shows the Love wave maps for the same set of periods. Because of their sensitivity to shallow structure, Love waves show somewhat similar features to the short-period Rayleigh waves. In general, however, the resolution of the Love waves is poorer than that of the Rayleigh waves, most likely attributable to the fewer number of measurements and the lower signal-to-noise ratio of the data. The Love waves also look fairly similar over a wide range of frequencies due to the continuing sensitivity of the Love waves to shallow surface structure at longer periods (see Figure 8) . Love waves between 10 and 20 s highlight shallow sedimentary basins (Figures 21a  and 21b ). Between 25 and 40 s, slow group velocities are limited to the deepest basins. Slow velocities are found in the Eastern Mediterranean, Persian Gulf, Black Sea, Caspian Sea, Somali Basin, Bay of Bengal, Tarim Basin, West Siberian Platform, and the continental shelf north of Russia. We find fast velocities in the ocean basins at these periods.
[29] We only start to see sensitivity to crustal thickness for Love waves at longer periods (40 -60 s) than the Rayleigh waves (Figures 21c, 21d , and 21e), where we find slow velocities associated with the Zagros Mountains, ) and distance to nearest hot spot (in degrees). Diamonds and bars indicate the mean and standard deviation of group velocity values in that distance range.
Caucasus, Hindu Kush, and Himalayas. At periods longer than about 70 s (Figure 21f ), the inversion results look spotty and do not correspond well to tectonic structure. There is also poorer continuity between adjacent periods than at shorter periods. This is due to the limited number of paths at these periods, as well as the higher uncertainties of the individual dispersion measurements. Inversion results at these periods have correspondingly higher uncertainties associated with them, and will likely be improved only by increasing path coverage at these periods.
Conclusions
[30] We have measured surface wave group velocities for tens of thousands of paths in Eurasia, North Africa, and vicinity, and have combined this data set with measurements provided by other groups. By tomographically inverting the measurements, we find that Rayleigh and Love wave group velocity models, for periods ranging from 7 to 100 s, have significant lateral variations across the region. The results of this study are significantly higher resolution than any previous studies of the region performed on this scale. Using a variable smoothing presented here has allowed us to go to higher resolution where the data permit without introducing streaking or other artifacts of poor data coverage. This will become increasingly important as we continue to refine our model in some areas in response to improved data coverage.
[31] Even with the necessary coverage (both density and azimuth sampling), resolution is necessarily limited by the wavelength of the surface waves. From a purely geometrical argument, we could only hope to see resolutions finer than 2°for periods less than about 60 s and resolutions finer than 1°for periods <30 s. Of course, at very short periods we have poorer path coverage. The resolution of the models is probably greatest for 20-30 s Rayleigh waves, where we have a combination of excellent coverage and short wavelength. Even at these periods, we would only find the highest resolution in regions of dense coverage. Indeed, the maps appear best at these periods, where we are most likely to find small-scale features that correspond to tectonic features.
[32] Group velocity maps derived from our inversion correspond very well to tectonic structure throughout our expanded coverage area. As expected, short periods are sensitive to sediment thickness and intermediate periods exceptionally well correlated with crustal thickness. Longperiod surface waves, being sensitive to upper mantle velocity, correspond closely to the age and temperature of lithospheric upper mantle. There is not a similar strong correlation to hot spots, although there could be a number of explanations for this.
