Abstract
Introduction
Image data compression squeezes data so it requires less disk space for storage and less bandwidth on a data transmission channel. Communications equipment like modems, bridges, and routers use compression schemes to improve throughput over standard phone lines or leased lines. [2] .
There are some practical applications of image compression in many areas of digital field. To mention some of these, image compression is important for web designers who want to create faster loading web pages which in turn will make your website more accessible to others.
Image compression is also important for people who attach photos to emails which will send the email more quickly, save bandwidth costs. This makes people very upset because the email takes a long time to download and it uses up their precious bandwidth. This image compression will also save you a lot of unnecessary bandwidth by providing high-quality image with fraction of file size.
In digital camera users and people who save lots of photos on their hard drive, Image Compression is more important. By compressing image you've taken or download, you can store more images on your disk thus saving your money from purchasing bigger hard disk.
So, you can reduce image file size by compressing them into JPG files with lower quality. In contrast, Image Compressor with its Digital Eye Functionality prevent you from putting too much compression on your image. Digital Eye Functionality works much like human eyes. It automatically detects the quality and optimize the compression level until both quality and file size are optimum [8] .
The goal of all image-coding algorithms is to provide an efficient way to compress and communicate image information. High-bandwidth networks do provide seamless delivery of image content; however, low bandwidth networks often have large latencies before the end user can even view the image or interact with it. Although the state-of-the-art techniques that use DCTs and wavelets do provide good compression, transmission of digital images is still challenging with the growing number of images, their sizes, real-time interaction with compressed images, and the variety of bandwidths on which transmission needs to be supported. [1] .
In browsing digital libraries, the images need to be delivered in some form; normally JPEG-encoded images are displayed in HTML form. The delivery of the images in lowerbandwidth connections, the sequential image delivery hinders the good experience because the images is being sent block by block. A better experience could be obtained by delivering all the data quickly in a coarse form first, where the user can immediately get a full view of the image(s). This view is then refined in time as additional data arrives.
There are some areas of application that the image needs to be viewed instantly. Like for example the consumer-level imaging operations, such as weather reference, navigation, cartography, and GIS. The images are normally stored in the baseline JPEG format where all the blocks are sequentially encoded. This sequentially organized image data needs to be completely downloaded before it can be decoded and viewed by a user, who in his case, is probably more interested in interacting with the data, zooming in, and navigating around to view image information. In this paper we study the transmission issues of compressed image and introduce transmission techniques that would address these issues.
This paper is organized as follow: Section 2 is the background of the study, section 3 is the compressed image transmission techniques discussion, section 4 is the… section 5 is the conclusion section.
Background of the Study
This section discusses background of the study, particularly the classes of image compression techniques.
Classes of Image Compression Techniques

Lossless Image Coding
With lossless compression, data is compressed without any loss of data. It assumes you want to get everything back that you put in. Critical financial data files are examples where lossless compression is required. Lossless data compression is a class of data compression algorithms that allows the original data to be perfectly reconstructed from the compressed data.
The first compression schemes were designed to compress digital images for storage purposes, and were based on lossless coding techniques. Compared with lossy techniques, purely lossless compression can only achieve a modest amount of compression, so their use is somewhat limited in practice today. However, certain applications do need to store images in lossless form for example, the film industry renders images and the original image sequences are always stored in lossless form to preserve image quality.
Lossless compression is used in cases where it is important that the original and the decompressed data be identical, or where deviations from the original data could be deleterious. Typical examples are executable programs, text documents, and source code. Some image file formats, like PNG or GIF, use only lossless compression, while others like TIFF and MNG may use either lossless or lossy methods. Run-length encoding (RLE) is a very simple form of data compression in which runs of data (that is, sequences in which the same data value occurs in many consecutive data elements) are stored as a single data value and count, rather than as the original run. This is most useful on data that contains many such runs: for example, simple graphic images such as icons, line drawings, and animations. It is not useful with files that don't have many runs as it could greatly increase the file size.Run-length encoding performs lossless data compression and is well suited to palette-based bitmapped images such as computer icons. It does not work well at all on continuous-tone images such as photographs, although JPEG uses it quite effectively on the coefficients that remain after transforming and quantizing image blocks.
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LZW compression became the first widely used universal data compression method on computers. A large English text file can typically be compressed via LZW to about half its original size.
LZW was used in the public-domain program compress, which became a more or less standard utility in Unix systems circa 1986. It has since disappeared from many distributions, both because it infringed the LZW patent and because gzip produced better compression ratios using the LZ77-based DEFLATE algorithm, but as of 2008 at least FreeBSD includes both compress and uncompress as a part of the distribution. Several other popular compression utilities also used LZW, or closely related methods.
Lossy Image Coding
The lossy image compression, permits reconstruction only of an approximation of the original data, though this usually allows for improved compression rates and therefore smaller sized files. Lossy compression is the class of data encoding methods that uses inexact approximations (or partial data discarding) for representing the content that has been encoded. Such compression techniques are used to reduce the amount of data that would otherwise be needed to store, handle, and/or transmit the represented content. Using well-designed lossy compression technology, a substantial amount of data reduction is often possible before the result is sufficiently degraded to be noticed by the user. Even when the degree of degradation becomes noticeable, further data reduction may often be desirable for some applications

Transform Image Coding
Transform coding is a type of data compression for "natural" data like audio signals or photographic images. The transformation is typically lossy, resulting in a lower quality copy of the original input.
In transform coding, knowledge of the application is used to choose information to discard, thereby lowering its bandwidth. The remaining information can then be compressed via a variety of methods. When the output is decoded, the result may not be identical to the original input, but is expected to be close enough for the purpose of the application.
Image compression operates by performing entropy coding after the transform computation and quantization of the transform coefficients.
The encoder proceeds in three steps: transform computation, quantization of the transform coefficients, and entropy coding of the quantized values. The decoder only has two steps: the entropy decoding step that regenerates the quantized transform coefficients and the inverse transform step to reconstruct the image. The quantization step present in the encoder is the main cause of the loss. 
 Fractal Image Coding
Fractal compression is a lossy compression method for digital images, based on fractals. The method is best suited for textures and natural images, relying on the fact that parts of an image often resemble other parts of the same image. Fractal algorithms convert these parts into mathematical data called "fractal codes" which are used to recreate the encoded image. The DCT and DWT transform-based techniques described previously work by transforming the image to the frequency domain and minimizing the distortion (via appropriate quantization) given a bit rate. Fractal image compression techniques work by attempting to look for possible self-similarities within the image. If aspects of the image can be selfpredicted the entire image can be generated using a few image seed sections with appropriate transformations to create other areas of the image.
Progressive Transmission
These features are more commonly known as progressive decoding and signal-to-noise ratio (SNR) scalability. JPEG 2000 provides efficient code-stream organizations which are progressive by pixel accuracy and by image resolution (or by image size). This way, after a smaller part of the whole file has been received, the viewer can see a lower quality version of the final picture. The quality then improves progressively through downloading more data bits from the source. While there is a modest increase in compression performance of JPEG 2000 compared to JPEG, the main advantage offered by JPEG 2000 is the significant flexibility of the codestream. The code-stream obtained after compression of an image with JPEG 2000 is scalable in nature, meaning that it can be decoded in a number of ways; for instance, by truncating the code-stream at any point, one may obtain a representation of the image at a lower resolution, or signal-to-noise ratio. By ordering the code-stream in various ways, applications can achieve significant performance increases. However, as a consequence of this flexibility, JPEG 2000 requires encoders/decoders that are complex and computationally demanding.
We discussed the main baseline JPEG mode that sequentially delivers the compressed coefficients for all the blocks. Each block was encoded in a sequential scan (DC + zigzag AC coefficients). JPEG also has progressive modes where the each image block is encoded in multiple scans rather than a single scan. The first scan encodes a rough approximation of all the blocks, which upon decoding creates a crude but recognizable version of the image. This can be refined by subsequent scans that add detail to the image, until the picture quality reaches the level generated by quantization using the JPEG tables. Spectral selection works by transmitting only the DC coefficients of all the blocks in the first scan, then the first AC coefficient of all the blocks in the second scan, followed by all the second AC coefficients, and so on. Each frequency coefficient of all the blocks is being sent in individual scans. The first scan to arrive at the decoder are the DC values, which can be decoded and displayed to form a crude image containing low frequency. This is followed by decoding the additional coefficients as the scans arrive successively at the decoder. Rather than transmitting each of the spectral coefficients individually, all the coefficients can be sent in one scan, but in abitby-bit manner. That is, the first scan contains the most significant bit of all the coefficients of all the blocks, the second scan contains the next most significant bit, and so on, until the last scan contains the least significant bit ofall the coefficients from all the blocks. 
The Proposed Compressed Image Transmission Technique
The effective transmission of compressed image is by sending the part of the image that would represent the whole image. In this case the waiting time of the arrival of the whole image could be minimized. In Figure 4 we illustrate the enhance progressive techniques. The algorithm have mechanism for which depends on the device graphics resolution. In this way the image quality can be maintain though the device resolution is different. 
Conclusion and Future Works
Instead of delivering the compressed data at a full resolution in a sequential manner, it will be more effective to transmit a part of the bit stream that approximates the entire image first. The quality of this image can then progressively improve as data arrives at the end terminal. Progressive schemes are useful for an end user to very quickly view/interact with the image. The central issue to all these problems is that the end terminal needs to have all the data pertaining to the compressed bit stream prior to effectively decoding and displaying the image. Rather than delivering the data stream in an absolute fashion, reorganizing the bit stream and delivering it in a progressive manner can be more effective. In our future works, we will test the algorithm of the propose compression techniques.
