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Abstract 
 
Hydraulic Fracture Optimization Using Hydraulic Fracture and 
Reservoir Modeling in the Piceance Basin, Colorado 
 
Harris Allen Reynolds, III, M.S.E. 
The University of Texas at Austin, 2012 
 
Supervisor:  Jon Olson 
 
Hydraulic fracturing is an important stimulation method for producing 
unconventional gas reserves. Natural fractures are present in many low-permeability gas 
environments and often provide important production pathways for natural gas. The 
production benefit from natural fractures can be immense, but it is difficult to quantify. 
The Mesaverde Group in the Piceance Basin in Colorado is a gas producing reservoir that 
has low matrix permeability but is also highly naturally fractured. Wells in the Piceance 
Basin are hydraulically fractured, so the production enhancements due to natural 
fracturing and hydraulic fracturing are difficult to decouple.  
In this thesis, dipole sonic logs were used to quantify geomechanical properties by 
combining stress equations with critically-stressed faulting theory. The properties derived 
from this log-based evaluation were used to numerically model hydraulic fracture 
treatments that had previously been pumped in the basin. The results from these hydraulic 
fracture models, in addition to the log-derived reservoir properties were used to develop 
reservoir models. Several methods for simulating the reservoir were compared and 
 vii 
evaluated, including layer cake models, geostatistical models, and models simulating the 
fracture treatment using water injection. The results from the reservoir models were 
compared to actual production data to quantify the effect of both hydraulic fractures and 
natural fractures on production. This modeling also provided a framework upon which 
completion techniques were economically evaluated. 
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Chapter 1: Purpose and Overview 
Hydraulic fracturing is a required completion process for producing gas in the 
majority of new wells. Unconventional reservoirs—reservoirs that require 
unconventional stimulation methods to produce hydrocarbons economically—represent 
over 50% of United States natural gas production, and their share is growing 
(International Energy Agency, 2012). This study focuses on the Mesaverde Group (which 
consists of the Williams Fork and Iles Formations) in the Piceance Basin of northwestern 
Colorado, USA. These formations are tight sandstone plays with a thick section of gas-
rich, but low permeability, naturally fractured, lenticular deposits. Without hydraulic 
fracturing, these formations are uneconomical to produce because of their low 
permeability. In addition to artificially-created hydraulic fractures, natural fractures 
provide a significant permeable pathway for hydrocarbons in these formations (Lorenz 
and Finley, 1991; Fall et al., 2012). It is important to consider these fractures when 
analyzing Piceance Basin gas production, since the permeability provided by natural 
fractures can be many times greater than matrix permeability alone. 
The completions analyzed in this study are producing from both the Iles and 
Williams Fork Formations. They are accessed from multi-well pads with directionally-
drilled wells that intersect the productive formations vertically through the approximately 
3,000 feet of stacked sandstone layers. There are dozens of individual fracture treatments 
in each well—up to 50 for the wells considered—targeting individual sandstone layers. 
Production from all these zones is commingled in the well during production, so it is 
difficult to analyze the productivity of any individual sandstone zone or fracture 
treatment. Nevertheless, using a procedure described below that combines hydraulic 
fracture modeling and reservoir simulation using measured and inferred geological 
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parameters, my study shows that the productivity of sandstone zones and fracture 
treatment likely varies considerably. This finding is consistent with observations of 
production logs that show locally highly productive zones.  
In this study a reservoir model was built to describe production in wells producing 
from the Mesaverde Group. Log-derived geomechanical properties, hydraulic fracture 
modeling, geostatistical variograms, and previous basin field studies were used as inputs 
to this model. By changing aspects of the model, such as hydraulic fracture size, 
permeability, and permeability anisotropy, the model was calibrated to match measured 
production. The required calibrations show that geology is the primary factor affecting 
differences between zonal production rates. Based on data from production logging tools 
(PLTs), which measure the production from individual zones after a fracture treatment, a 
large amount of a well’s production comes from only a few zones. 
According to PLT analysis performed by McCracken et al. (2008), 20% of the 
zones in a well are typically responsible for 75% of production. Changes in hydraulic 
fracture geometry cannot account for the highly variable production rates between zones. 
The cause of varying zonal production is most likely varying geological properties, 
specifically natural fracture distribution and permeability. Using the calibrated models, I 
quantified the marginal value of fracturing additional zones, which can help operators 
determine the optimum completion based on their costs and expected value of the 
produced gas. 
Leguizamon and Aguilera (2011) described a workflow for optimizing fracture 
treatments in tight gas sands. They first used core measurements, drill cuttings, thin 
sections, well testing, and production information to quickly evaluate rock mechanics 
parameters and reservoir properties. They then calculated log-derived properties for the 
basic inputs into a hydraulic fracture simulator. Logs can be used to find net pay, total 
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porosity, shale volume, Poisson’s ratio, Young’s modulus, Biot’s constant, pore pressure, 
and overburden stress. To validate the log-derived properties, they compared them with 
directly measured core data. 
Once reservoir properties were determined, the workflow called for matching 
simulation production with actual production using a reservoir simulator (Leguizamon 
and Aguilera, 2011). My study followed used this workflow and also followed 
recommendations for future study by Green et al. (2009) to compare modeled well 
production to actual production and zonal production to proppant concentration.  
Leguizamon and Aguilera (2011) used actual job slurry rates, proppant 
concentrations, surface fracturing pressures to simulate the fracture treatments and then 
they refined permeabilities, fracture closure pressures, initial shut-in pressure (ISIP), total 
stress, advanced reservoir parameters according to match with actual data. With this 
calibrated model, they made their best approximation of fracture half length, fracture 
conductivity, drainage area. Their final step was to optimize the fracture treatments by 
comparing actual jobs against jobs of different sizes, different types of proppant, pads 
and concentrations, and different horsepower requirements. It is also important to 
evaluate the technical and economic feasibility of treatment options to ensure that 
optimization recommendations are economical choices. 
The workflow followed in my study is shown in Figure 1. In-situ stress profiles, 
geomechanical parameters, and reservoir properties were calculated using open-hole logs. 
These values were corroborated with core data and previous studies from the Piceance 
Basin. These properties, along with data from the actual fracture treatment, were used as 
inputs into a fracture simulator to determine fracture geometry and evaluate the quality of 
the fracture treatment. Simulated treating pressure was compared to actual treating 
pressures to confirm model accuracy and enhance simulation parameters. The results 
 4 
from the fracture simulator and the log-derived parameters were then used as inputs into a 
reservoir model. Production rates modeled by the fracture simulator were compared to 
actual gas production from the relevant well. Reservoir simulations were then iterated to 
analyze production mechanisms in the well and optimize fracture treatments.  
  
 5 
Figure 1:  General workflow for the project 
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1.1) FRACTURING INTRODUCTION 
Unconventional gas production has become vital to gas production in the United 
States and accounts for the majority of US natural gas supply (International Energy 
Agency, 2012). Unconventional gas is defined as natural gas deposits in low-permeability 
formations that cannot be economically produced with conventional methods. Along with 
directional drilling improvements, the unconventional method that allows for this gas to 
be produced is hydraulic fracturing. Without the ability to pump multiple hydraulic 
fractures in a single well, most unconventional gas plays would be uneconomic. 
Hydraulic fracturing is the use of fluid and proppant to create high-permeability 
fractures in rock. There are several applications for fracturing, but it has become a 
necessary tool for producing from unconventional, low-permeability reservoirs. Fluid 
pressure is raised above the minimum stress in the formation, which initiates a fracture in 
rock surrounding the wellbore. As the fracture propagates into the reservoir, more fluid is 
pumped into the well until the fracture reaches the desired spatial dimensions. Proppant is 
then added to the fracturing fluid to create a slurry, which is then pumped into the 
fracture. The proppant settles in the fracture and permanently holds the fracture open, 
creating a long-term, high-permeability production pathway for reservoir fluids. 
Fracturing fluid can be manipulated to achieve desired properties like increased 
viscosity and gel strength. “Slickwater” is a term for fracturing fluid that has few 
additives besides a friction reducing agent, so its gel strength and viscosity are close to 
that of water, but it can be pumped at higher rates without high friction losses. Slickwater 
is a common fracturing fluid in tight gas formations. Gelling and cross-linking additives 
can also be used to increase fluid viscosity and improve proppant settling characteristics 
of the fluid. 
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There are three general steps in a hydraulic fracture treatment: pad, proppant, and 
flush. The first step is the pad, which is entirely fluid. The pad is used to create the 
fracture length. The next step is to pump a slurry of the proppant and fracturing fluid. The 
proppant that this slurry carries into the fracture remains after the fluid has been removed 
and keeps the fracture open and permeable. Once sufficient proppant has been pumped, 
the flush stage is begun. The flush completes the treatment. It is the same volume as the 
casing and is entirely fluid. It is meant to entirely clear the casing of proppant to keep the 
wellbore clean. 
Hydraulic fracturing was first performed in 1947 by Halliburton and Stanolind Oil 
in Kansas (Clark, 1949). The process has continuously improved since then—early 
treatments were pumped at low horsepower and low rates with gelled crude oil for the 
fracturing fluid and screened river sand as proppant (Montgomery and Smith, 2010). 
Modern jobs can now be pumped at very high rates and horsepower with customized 
cross-linked fracture fluids and synthetic proppants at high concentrations. This 
technology progression has allowed unconventional gas to become the main source of 
natural gas for the United States, and this boom in hydraulic fracturing and 
unconventional production has begun to spread across the globe (International Energy 
Agency, 2012; Beckwith, 2010). 
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Figure 2:  US Natural Gas Supply by Source (International Energy Agency, 2012) 
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1.2) PICEANCE BASIN COMPLETIONS 
Since gas-bearing sandstones are so thickly stacked in the Piceance Basin, 
completions are typically multi-stage and intersect the formation vertically to contact as 
many sandstone layers as possible. From each pad, 12 to 20 S-shaped wells are 
directionally drilled to above the target location and then dropped to vertical through the 
gas-bearing intervals. The vertical section is then drilled through several thousand feet of 
stacked pay zones. Initial drainage plans for the Piceance Basin called for 150-acre well 
spacing, but well spacing as low as 10 acres is now common (Kennedy et al., 2012).  
The tight gas production in the Piceance Basin was first targeted from the Iles 
sandstone – the Corcoran, Cozette, and Rollins formations – because they are relatively 
widespread (Colorado Oil and Gas Conservation Commission, 1981; Green, 2006). 
Concurrent with industry efforts, DOE testing confirmed the efficacy of multiple massive 
hydraulic fractures in the Williams Fork, and operators began recompleting wells in the 
Piceance Basin for Williams Fork production (Schroeder et al., 1997; Warpinski and 
Lorenz, 2008). Initial completion strategies involved three to five hydraulic fractures in 
each well targeting 400 to 500 feet of pay with each fracture treatment (Green, 2006). 
A common method for perforating and fracturing many zones in a single well is 
called the “Plug-N-Perf” method (Kennedy et al., 2012). In this method, the deepest zone 
is perforated with wireline and the wireline is removed from the hole before the fracture 
is pumped. After the zone is fractured, the wireline is sent down the wellbore again to set 
a plug and perforate the next deepest zone. This sequence is then repeated for the 
remaining zones. Since a full wireline run is needed between every zone, the process can 
take several hours to treat an individual interval. The Plug-N-Perf method of completion 
incentivizes maximizing the size of individual fracture treatments and minimizing the 
number of fractures pumped since the time between treatments is so significant. As a 
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result, it is typical for several intervals to be perforated for each fracture treatment, rather 
than targeting individual sandstone zones (Angeles et al., 2012). 
Teufel (1986) surmised that the optimum fracture treatment for the Piceance 
Basin was not massive hydraulic fractures common in low permeability reservoirs, but 
small volume fractures targeting individual sandstone layers. According to Teufel, more, 
smaller fractures would utilize the directional natural fractures and stay contained in the 
targeted sandstones due to the high stress bounding shale layers. Executing this idea 
became feasible with the development of a system called Just-in-Time Perforating (JITP) 
(Lonnes et al., 2005). With JITP, the wireline is left in the hole during fracturing. When 
the fracturing of a zone is completed, balls are pumped with the flush stage to plug that 
zone’s perforations and isolate it. When the balls plug the perforations, wireline-
conveyed perforating guns fire and fracturing of the next zone is immediately started. 
This process allows for many more fracture treatments in a shorter amount of time than 
the standard Plug-N-Perf method, since wireline can remain in the hole for as long as 
there are perforation charges remaining on the gun.  
  
 11 
Chapter 2: Piceance Basin Geology 
This study is concerned with Cretaceous age rocks in the Mesaverde Group from 
the Piceance Basin in northwest Colorado. The basin is separated from Utah’s Uinta 
Basin by the Douglas Creek Arch (Kirschbaum, 2003). These two basins formed 
concurrently and share the same petroleum system; together, they comprise the Uinta-
Piceance Province. The Piceance Basin is bounded by the Douglas Creek Arch to the 
west, the White River Uplift to the east, the Axial Basin anticline to the north, and the 
Uncompahgre Uplift to the south (Johnson and Roberts, 2005).  
The most prolific gas-producing fields in the Piceance Basin are Grand Valley, 
Parachute, Rulison, and Mamm Creek in the southern Piceance Basin (Cumella and 
Scheevel, 2008). Major fields in the basin are shown in Figure 3. 
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Figure 3:  Location of Piceance Basin in Colorado, also showing outcrops of the 
Mesaverde Group (Johnson and Roberts, 2005) 
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2.1) STRATIGRAPHY AND DEPOSITIONAL HISTORY 
The Piceance Basin is a foreland basin that formed during the Laramide orogeny 
in the Late Cretaceous (Johnson and Nuccio, 1986; Johnson and Rice, 1990). Prior to this 
orogeny, the area was part of a geographically larger foreland basin that was formed 
during the Sevier orogeny and stretched from Canada to the Gulf of Mexico (Cather and 
Chapin, 1983). The sedimentary deposits that make up the Piceance Basin are derived 
from erosion of this orogenic belt. 
During the Cretaceous period, an inland sea called the Western Interior Seaway 
covered the central part of North America between the present day Rocky Mountains and 
Mississippi River. Mountain building occurring west of the seaway caused eroded 
sediment to be deposited in the coastal plains on the western edge of the sea (Hettinger 
and Kirschbaum, 2003). In the Late Cretaceous, regression of the seaway deposited the 
shallow marine and shoreface deposits of the Corcoran, Cozette, and Rollins Formations. 
With further regressions, the Cameo Coal in the lower Mesaverde section was deposited, 
overlying and intertonguing the Rollins (Hettinger and Kirschbaum, 2003; Cumella and 
Scheevel, 2008).  
The regression of the Western Interior Seaway was erratic, as shown by the 
cyclic, layered nature of deposition in the Williams Fork, with many repeating fluvial, 
paludal (marsh and swamp deposits), shoreline, and marine layers. In addition, the coastal 
plain was gradually prograding eastward, making the depositional environment in 
northwestern Colorado more terrestrial (Lorenz, 1982; Patterson et al., 2003). Fluvial 
deposition continued until the final Cretaceous transgression ended deposition of the 
Mesaverde Group (Cumella and Scheevel, 2008). The Laramide orogeny was occurring 
contemporaneously with fluvial deposition, with uplift reorienting drainage patterns in 
the area and eroding previously deposited sediments. This complex pattern of erosion and 
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deposition resulted in erratic orientations of Williams Fork sandstone bodies (Lorenz, 
1982).  
The approximately 4600 ft-thick (1400 m) Upper Cretaceous Mesaverde Group is 
composed of the Iles and Williams Fork Formations, shown in the stratigraphic cross 
section in Figure 4. The Iles Formation overlies the marine Mancos Shale and includes 
laterally continuous marine sandstones—the Corcoran, Cozette, and Rollins formations—
which are separated by tongues of Mancos shale. The Williams Fork Formation is a 
sequence of non-marine shales, discontinuous sandstones, and coals that were deposited 
on a coastal plain (Cumella and Ostby, 2003; Nelson, 2003b; Patterson et al., 2003; 
Cumella and Scheevel, 2008). Generally, the depositional environments in the 
Mesaverde, from oldest to youngest, are marine (Corcoran, Cozette, and Rollins), paludal 
(Cameo coal), coastal, and fluvial (Williams Fork) (Nelson, 2003). 
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Figure 4:  Stratigraphy of the Piceance and Uinta Basins (Harper, 2011) 
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The Cameo Coal is the primary thermogenic gas source for the petroleum system 
in the Williams Fork (Johnson and Roberts, 2003; Cumella and Scheevel, 2008). Gas 
migration was slow due to the low permeability and high discontinuity of the fluvial 
sandstones in the lower Williams Fork, so further deposition and subsidence resulted in 
the gas-bearing zones becoming overpressured. When the pore pressure eventually 
exceeded the capillary pressure of the sandstone, water was expelled, creating gas-
saturated reservoirs (Cumella and Scheevel, 2008). The elevated pore pressure also 
exceeded the tensile strength of the rock and initiated opening-mode fracturing, which 
acted as a conduit for gas to reach younger Williams Fork sequences (Lorenz and Finley, 
1991; Cumella and Scheevel, 2008; Fall et al., 2012). This sequence of overpressuring 
and subsequent fracturing resulted in a formation that tends to be more gas-saturated in 
the lower sections, with upper sections comprising a transition zone where gas-saturated 
sandstones are more dispersed. Cumella and Scheevel (2008) speculated that gas-
saturation in the transition zone is higher where natural fractures connect it to lower 
zones. 
2.2) MWX BACKGROUND 
The Multiwell Experiment (MWX) sponsored by the U.S. Department of Energy 
is a primary public source of data available about Mesaverde reservoir properties 
(Nelson, 2003). The project commenced drilling in 1981 and finished reporting its results 
in 1990. Three verticals wells were drilled several hundred feet apart in the Mesaverde 
Group, MWX-1, MWX-2, and MWX-3. A slant hole, SHCT-1, was drilled in 1990 to 
take core and to perform hydraulic fracturing experiments, called the slant hole 
completion test (eventually a second sidetrack well was drilled near SHCT-1). The four 
test wells are located in the Rulison field in Garfield County, Colorado near the town of 
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Rifle. From the three vertical wells, 4,100 ft of 4 in diameter core and 1,150 feet of 
oriented core were taken (Nelson, 2003) and slant and bed-parallel core are available 
from SHCT-1 (Lorenz and Hill, 1994; Hooker et al., 2009).  
Core porosities and water saturations from the MWX wells were measured by 
Sattler (1989). Dried core permeability measurements were reported by Kukal and 
Simons (1986) and Soeder and Randolph (1987). Relative permeability measurements of 
core by Randolph (1983), Sattler (1990), and Ward and Morrow (1987) found that 
permeability to gas is highly dependent on water saturation.  
The sizes and geometries of lenticular sandstone of the lower Williams Fork were 
studied by Lorenz (1985), who found their typical width to be between 200 and 500 ft. 
The sandstones in the fluvial section of the Williams Fork were found to be mostly point 
bar deposits with typical sandstone widths between 1,000 and 2,500 ft. 
Analysis of MWX core showed that the Mesaverde is extensively populated with 
regional, vertical, opening-mode fractures; these fractures have been interpreted to be 
regionally pervasive rather than localized in fold hinges (Lorenz, 1989; Lorenz and 
Finley, 1991; Lorenz and Hill, 1994). Lorenz found the upper shoreface marine 
sandstones to be extensively fractured, with most fractures terminating at geologic 
discontinuities such as interbedded shales or more mud-rich lower shoreface sandstones, 
creating high heterogeneity (differences in fracture abundance) between different 
sandstone facies and fine-grained sediment in the system. Natural fractures were also 
observed from core and inferred from well logs of the vertical wells by Kukal (1988).  
Since vertical fractures (if more widely spaced than the wellbore diameter) do not 
often intersect vertical wellbores (Narr, 1996), SHCT-1 was drilled at a slant to intersect 
a more representative sample of natural fractures. Lorenz and Hill (1994) studied core 
taken in this well, and, based on the fractures intersected by this core, found that average 
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fracture spacing was 3 ft, with spacing less than 2 ft in most intervals. Hooker et al. 
(2009) studied the subhorizontal Cozzette core interval from this well and demonstrated 
that fractures have a wide range of apertures. 
The analysis by Lorenz and Hill (1994) of the slant well core found the mean 
strike of natural fractures to be approximately N. 84° W. ± 15°. Anelastic strain recovery 
from core measured by Warpinski (1987, 1988, 1989, 1990) found, across all the 
measured intervals, that maximum horizontal stress direction ranged from N. 52° W. to 
N. 103° W. The analysis showed that the maximum horizontal stress is parallel to the 
natural fracture strike, implying that hydraulic fracture direction will generally be parallel 
to the natural fractures.  
2.3) WILLIAMS FORK FORMATION 
The Williams Fork Formation is the primary gas producing interval in the basin. It 
can be greater than 3,000 ft thick and contain several dozen individual productive 
sandstone layers interbedded amongst shales (Cumella and Scheevel, 2008). Sandstones 
are typically 20 to 50 feet thick and there are generally 20 to 40 that are perforated in 
each well (Abbott et al., 2007). As a result, A typical net-to-gross ratio for the Williams 
Fork is about 1:3 (Pranter and Sommer, 2011). Sandstone bodies are highly variably 
oriented and sized (Abbott et al., 2007). They are discontinuous and difficult to correlate 
between wells, even with the 10 acre well spacing that has become common in parts the 
basin (Pranter and Sommer, 2011). Some sandstone bodies are connected, but many are 
separated by shale layers.  
2.4) RESERVOIR PROPERTIES 
MWX studies found that sandstone porosity in the Mesaverde is typically 5-14% 
(Sattler et al., 1985). Matrix permeabilities are typically extremely low, between the 
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nano-darcy range and 0.01 mD. Due to the low matrix permeability, wells in the basin 
must be hydraulically fractured to produce gas economically.  
Since coals are the primary gas source, the reservoir fluid is dry. Typical gas 
composition in the Mesaverde is approximately 97% C1 to C5, with the remainder being 
mostly CO2 (Abbott et al., 2007)  
Water saturations average 65% in the upper Mesaverde transition zone and can 
reach 30-35% in the more gas-saturated sandstone intervals (Sattler, 1991). Water 
saturation tends to increase in shallower areas of the Mesaverde, as zones are further 
removed from source coals. Though they have higher water saturations, these shallow 
zones also tend to have higher permeabilities, so they can make significant contributions 
to gas production under the right conditions (Cumella, 2009). 
 The sandstones in the Mesaverde have high capillary pressure values, with some 
greater than 1,000 psi at low water saturation, as evidenced by the experimental data from 
MWX cores shown in Figure 5 (Ward and Morrow, 1987; Sattler, 1991). As a result of 
these large capillary pressures, the formation is prone to damage from imbibition of 
water-based fracturing fluids (Sattler et al., 1985). Relative permeability curves measured 
experimentally using MWX cores are shown in Figure 6 (Ward and Morrow, 1987).  
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Figure 5:  Capillary pressure curves for MWX cores. Vertical axes are capillary 
pressure in psi and horizontal axes are water saturation.  (Ward and Morrow, 
1987)  
 
 21 
Figure 6:  Experimental gas-water relative permeability curves for MWX cores. 
Vertical axes are capillary pressure in psi and horizontal axes are water 
saturation. (Ward and Morrow, 1987)  
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2.5) NATURAL FRACTURES 
Natural fractures are common in the Mesaverde Group and have a strong impact 
on effective reservoir properties (Cumella and Scheevel, 2008). While measured matrix 
permeabilities from cores in the basin are on the order of 1 µD, effective permeabilities 
based on well tests are 0.012 to 50 mD, which are 1 to 4 orders of magnitude above 
matrix values (Lorenz et al., 1989). Figure 7 shows core-derived matrix permeability as 
black dots and well test-derived permeability as white dots for various Piceance Basin 
formations (Sattler, 1991). The discrepancy between these measurements is attributed to 
the presence of a conductive natural fracture system. Such a large increase in 
permeability suggests that natural fractures are a dominant production mechanism and, as 
such, their characterization is critical to understanding the reservoir. 
Figure 7:  Comparison of well test-derived permeability to core permeability, showing 
strong influence of natural fractures to production. Horizontal axis shows 
permeability in microdarcies. (Sattler, 1991)
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Regional, vertical, extensional fractures are the most common type of fracture in 
the Mesaverde Group (Verbeek and Grout, 1984a, b; Pitman and Sprunt, 1986; Lorenz 
and Finley, 1991; Lorenz and Hill, 1994; Lorenz, 2003; Cumella and Scheevel, 2008; 
Hooker et al. 2009). Sampling with vertical and directional cores shows that fractures are 
widespread (Lorenz and Hill, 1994; Hooker et al., 2009) with spacing that can range from 
less than 1 ft to several ft. The predominant strike of open and sealed natural fractures in 
MWX core is WNW-ESE; one study shows sealed fractures striking generally northwest-
southeast (Teufel, 1986; Pitman and Sprunt, 1986; Lorenz and Finley, 1991; Cumella and 
Ostby, 2003; Abbott et al., 2007; Cumella and Scheevel, 2008). Outcrop data suggest that 
the subsurface fracture network is unidirectional and approximately perpendicular to the 
present-day minimum horizontal stress (Teufel, 1986; Warpinski et al., 1989). Figure 8 
shows a rose diagram of opening-mode natural fracture directions at the MWX site 
(Lorenz, 2003).  
Figure 8:  Rose diagram of 62 vertical extensional fractures from MWX (Lorenz, 
2003) 
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Lorenz et al. (1989) studied the fracture system at the MWX site and, although 
connectivity analysis is impossible using core data, inferred partly based on nearby 
outcrop observations that the natural fractures are not well-connected and that fracture 
intersection is infrequent and at low angles. Lorenz (2003) surmised that wells in the 
basin could therefore have an elliptical drainage pattern where permeability transverse to 
fracture strike is nearly the same as matrix permeability and permeability along strike can 
be orders of magnitude greater. Though natural fractures are common in sandstone layers, 
they are rare in shale layers, often terminating at sand-shale boundaries (Teufel, 1986). 
The natural fracture permeability system is therefore likely to be stratified. Outcrops 
provide further support that natural fractures are vertically limited (Lorenz et al., 1989). 
Lorenz (2003) concluded that the vertical interconnectivity of the fracture networks is 
fairly low. 
Mesaverde Group natural fractures have a wide range of sizes (Hooker et al., 
2009). Fractures having opening displacement less than 0.1 mm (0.004 in) are commonly 
sealed with quartz, whereas wider fractures may be open or sealed (Fall et al., 2012; 
Weisenberger et al., 2012). Fractures contain quartz, calcite, and/or clay minerals (Lorenz 
and Finley, 1991; Laubach, 2003). 
Formations in the Mesaverde have a relatively high pore pressure and low 
minimum horizontal stress, but forces associated with pressure depletion can damage the 
fracture network. Well testing and cores suggest that open fracture widths are small – on 
the order of 0.025 mm (0.001 in)—making the fractures highly susceptible to damage 
(Lorenz et al., 1989). Both the fractures and their interconnections are narrow and stress-
sensitive, so lowered pore pressure (or high in situ stress) can further narrow the flow 
path and create large capillary forces, effectively shutting off flow in a fracture (Lorenz et 
al., 1989). These conclusions are predicated on the sampled open fractures being 
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representative, but the apertures of open fractures are commonly not intact in core, 
particularly for the largest fractures (Hooker et al., 2009). Using available data, the 
existence of wide and long open fractures cannot be ruled out. 
2.6) NATURAL FRACTURE PREDICTION 
Since large natural fractures in the Piceance Basin are generally vertical and are 
spaced a few to dozens of feet apart, vertical wellbores are unlikely to directly encounter 
them (Lorenz and Hill, 1994; Nelson, 2003). Other techniques must be implemented to 
characterize the natural fracture system given the geographically limited data set 
provided by a vertical wellbore. 
Over long time horizons, it is also possible for cracks to grow in a material at 
stress intensities below the fracture toughness (or critical stress intensity factor, KIC) and 
this growth is called subcritical crack growth (Atkinson, 1984). At stress intensities 
below the fracture toughness, crack growth can occur at very low velocities (on the order 
of 10-10 ft/sec); however, since rock is exposed to these stresses on a geologic time scale, 
slow fracture velocities can still have a profound effect on fracture spacing and 
connectivity (Olson, 1993; Olson et al., 2002; Olson et al., 2004). The velocity of 
subcritical crack growth can be calculated using the empirical relationship from Atkinson 
(1987) and Olson (1993) 
 
 =   
	
 (1) 
where 
V is the crack propagation velocity, 
A is a constant representing the maximum joint propagation velocity, 
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KI is the mode I stress intensity factor, 
KIc is the fracture toughness, or critical stress intensity factor, and 
n is the subcritical fracture index. 
 
With all else being equal, fracture spacing increases as the subcritical fracture 
index increases and as the fracture toughness decreases. Low subcritical indexes yield 
small fracture spacing relative to bed thickness, intermediate subcritical fracture indexes 
yield fracture spacing proportional to bed thickness, and a high subcritical index 
generally produces widely spaced swarms of fractures. Subcritical index values are 
specific to individual formations and can be measured experimentally, so predictions of 
natural fracture spacing and length can be made. Table 1 shows subcritical fracture 
indexes for Piceance Basin rock from the Cozette Formation (Olson et al., 2002), 
experimentally derived using a constant-displacement, double-torsion test on thin section 
specimens (Williams and Evans, 1973). 
 
Cozette Formation, CO Depth n, dry n, wet 
MWX-1 7,892 ft 66±17 39±4 
MWX-2 7,892 ft 64±16 67±1718 
Table 1:  Experimental subcritical fracture indexes from MWX core (Olson et al., 
2002) 
Natural fractures apertures in the Piceance Basin have a wide range of opening 
displacement sizes ranging from microfractures only visible using magnification to large 
fractures with widths of average 0.25 to 0.50 mm (0.01 to 0.02 in) or more, but they 
range from fully cemented (zero aperture) to several centimeters wide (Lorenz 2003; 
Hooker et al., 2009; J.N. Hooker, written communication, 2011).  
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Natural fractures can only enhance production if they are open and permeable. 
Over geologic time, fractures can get closed by cementation caused by precipitation from 
formation water. Cement that is precipitated while the fracture is opening is called 
synkinematic cement and cementation after fracture opening is complete is called 
postkinematic cement (Laubach, 2003). These cements can have differing consequences 
for sealing large fractures.  
In the Williams Fork Formation, microfractures tend to be filled by synkinematic 
quartz, but synkinematic quartz rarely fills wide fractures (Hooker et al., 2009; Fall et al., 
2012). A key observation in tight gas sandstone fracture systems is that synkinematic 
quartz cement is generally ineffective at sealing wide fractures (Laubach, 2003). The 
reason for that is the slow, temperature-controlled kinetics of quartz accumulation 
(Lander et al., 2008). The pattern of slow accumulation has been documented in the 
Williams Fork Formation using fluid inclusion and burial history analysis (Fall et al., 
2012). For the purpose of my study, I assumed that this slow accumulation process 
operates; this allows the effects of quartz cementation to be systematically taken into 
account in fracture permeability modeling (Olson et al., 2009). But postkinematic calcite 
and other phases can also affect natural fractures. 
Laubach et al. (2003) defined degradation index as a predictor of the extent of 
fracture sealing in a fracture system. The degradation index predicts the degree to which 
wide natural fractures are filled by postkinematic cement using the ratio of postkinematic 
cement in the rock mass to space available in the rock mass; the index can therefore be 
measured even when wide fractures have not been sampled. The degradation index can 
be used as a surrogate for direct measurement of natural fracture cementation. It is 
defined as 
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g-index =  Postkinematic cementPorosityPostkinematic cement × 100 (2) 
where 
Dg-index is the degradation index in percent, 
postkinematic cement is the amount of postkinematic cement in a thin-section, 
and 
porosity is the amount of porosity in a thin-section. 
 
When the degradation index is 0%, postkinematic cement is negligible and large 
fractures are likely to be open. When the degradation index is near 100%, postkinematic 
cementation is significant and the region around the sample likely has large fractures that 
are cemented shut. Measuring the degradation index across a particular interval requires 
core to be taken and thin-sections from the core to be examined. The results can, 
however, be obtained from sidewall cores (Laubach and Gale, 2006). This seemingly 
makes the test impractical to perform on a large scale, since taking core from every 
production well would be expensive. However, examples in Laubach (2003) show that 
wells having sealed fractures have markedly lower permeability and may be uneconomic 
‘dry holes’ even after expensive stimulation is performed. The practicality of this simple 
and fast diagnostics test needs to be balanced against the cost of stimulating unproductive 
zones (Wilson, 2007).  
The main postkinematic cement in the Mesaverde Group in the Piceance Basin is 
calcite (Laubach, 2003). Degradation index results for the Williams Fork Formation 
and—owing to inevitable sampling limitations—the far more limited direct observations 
of large fractures show that some sandstones have large but sealed fractures whereas 
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other sandstones in the same well have large open fractures (Lorenz and Finley, 1992; 
Weisenberger et al., 2012). Core analysis showing stratified heterogeneity in sealed and 
open fracture systems therefore predicts that some Williams Fork sandstones will be far 
less productive than others owing to the loss of permeability enhancement from the 
natural fractures that are sealed.  
Even with a very low degradation index, small fractures can still be plugged by 
cement. Natural fractures below a certain critical fracture size tend to be completely 
cemented by synkinematic quartz. Above this aperture size, fractures have porosity and 
permeability and can conduct fluid. This critical aperture size is called the emergent 
threshold (Laubach, 2003). Most natural fractures will have small apertures, and flow 
enhancement will only be provided by large fractures. The emergent threshold is a 
characteristic of the formation at a given location and depth and is believed to be 
dependent on timing of fracture formation, the surface area of the fractures, and the 
thermal and diagenetic history of the formation (Laubach and Ward, 2006). Hooker et al. 
(2009) estimated the emergent threshold of the Cozzette sandstone to be 0.1 mm (0.004 
in) in the deeper parts of the basin. 
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Chapter 3: Log-Derived Geomechanical Properties 
The most important geologic parameters related to hydraulic fracturing are in-situ 
principal stresses. Stresses are created in the earth due to the weight of the overburden 
and tectonic forces. In a normal faulting environment, the vertical stress (Sv) caused by 
the overburden is the largest principal stress. In normal geologic environments, one of the 
principal stresses is in the vertical direction. Environments with a principal stress in the 
vertical direction can be described using Andersonian stress regimes. A schematic of an 
Andersonian stress regime is shown in Figure 9. Since in-situ rock is confined by the 
surrounding rock, applying a vertical stress creates horizontal stresses rather than causing 
horizontal deformation. The principal horizontal stresses in an Andersonian stress regime 
are termed the maximum horizontal stress (SHmax) and the minimum horizontal stress 
(Shmin).  
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Figure 9:  Principal stresses in an Andersonian stress regime 
Hydraulic fractures open against the minimum horizontal stress, and grow in a 
plane perpendicular to the minimum principal stress. In normal and strike-slip faulting 
environments, the minimum stress is the minimum horizontal stress, but it can also be the 
vertical stress in reverse faulting environments. To initiate hydraulic fractures, the fluid 
pressure in the wellbore must be high enough to create a near wellbore tangential stress 
that is greater than the tensile strength of the rock. This pressure is called the fracture 
initiation pressure and is needed to create a fracture in previously unfractured rock. 
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Hubbert and Willis (1957) found that the fluid pressure required to breakdown a 
formation and induce a vertical hydraulic fracture was 
 
!" = # + 3&'()* − &,(-. − !/ (3) 
where 
 Pc is the fluid pressure required to initiate vertical fractures, 
 T is the tensile strength of the formation, and 
 Pp is the pore pressure in the formation. 
 
Previously created fractures need less pressure to propagate a fracture, since 
already-fractured rock has lost its tensile strength. This pressure is called the fracture 
propagation pressure and is the pressure seen during a fracture treatment. Both of these 
pressures are determined by the pore pressure and the stress state of the reservoir. 
3.1) VERTICAL STRESS 
Since the vertical stress is caused by the weight of the overburden, it can be 
accurately measured using an open-hole density log. As shown in Equation 4, integrating 
the density log over the entire depth range (with shallow, unlogged densities estimated) 
will yield a value for the vertical stress at every point in the well.  
 
&0 = 1 2345 ∙ 7 ∙ 84 (4) 
where 
 Sv is the overburden stress, 
 ρ(z) is the density as a function of depth, and 
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 g is the force of gravity. 
3.2) HORIZONTAL STRESS MEASUREMENTS 
The minimum horizontal stress can be experimentally determined by measuring a 
formation’s response to fracture initiation in a controlled test. These tests measure 
changes in the total compressibility of the entire system, including the reservoir and 
completion. The standard tests are opening and re-opening of the fracture, shut-in test, 
controlled flowback test, and step-rate injection test (Savitsky and Dudley, 2011).  These 
tests all create a relatively small, unpropped fracture and measure the pressures involved 
after pumping is stopped. During flowback, the pressure is analyzed for a change in flow 
regime. Before fracture closure, fluid leak off to the reservoir is through the fracture face, 
and after the fracture closes, leakoff is only through the perforations. The point at which 
this drastic change in fluid flow occurs should be identifiable from surface as the closure 
pressure. The closure pressure is a good approximation of the minimum horizontal stress.  
Tests for closure pressure are not always performed because they take time and 
can also damage the formation. Furthermore, if closure tests are performed it can be 
difficult and controversial to determine which point on the pressure curve represents 
closure. The process of fracture closure in tight rock is relatively continuous and is 
probably further smoothed by poroelastic behavior of the formation (Warpinski et al., 
1998a). The difficulties are exacerbated when crosslinked or gelled fluid is used. Gel 
injections require a long time to close and do so smoothly, without a distinct closure 
point, making closure stress difficult to choose and time-consuming to measure 
(Warpinski et al., 1998a). Tight gas formations also present a problem because full 
closure of the fracture can take as much as several weeks (Craig et al., 2000). 
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Maximum horizontal stress is much more difficult to analyze than the minimum 
horizontal stress. Unlike the minimum horizontal stress, the maximum horizontal stress 
cannot be determined using quick flow tests. The maximum stress can be estimated 
through an extended flow-back test with a fracture reopening test or analysis of drilling-
induced borehole breakout (Li and Purdy, 2010). Both techniques are related to the near-
wellbore stress state, so backing the maximum horizontal stress out of the data requires 
prior knowledge of the other principle stresses. 
Teufel (1986) used fracture testing and anelastic strain recovery measurements in 
oriented core to examine in-situ stresses in Mesaverde rock from the MWX. He found 
that typical sandstone minimum horizontal stresses were between 0.78 and 0.96 times the 
overburden and maximum horizontal stresses in sandstone were 0.94 to 1.03 times the 
overburden stress. In shales, both minimum and maximum horizontal stresses were near 
parity with the overburden stress, typically 0.97 to 1.03 times the overburden.  
Often, when one wishes to evaluate in-situ stresses, formation tests are 
unavailable and other methods need to be used to find horizontal stresses. Since 
perforations and stimulations in the Piceance Basin are often performed concurrently 
with no time in between zones, leak off and ISIP tests are rarely performed. Without 
direct measurements, open-hole logs can be used to estimate in situ stresses. Dipole sonic 
logs are logging tools that emit shear and compressional sound waves into the formation 
and measure the response.  The times for both shear waves (s-wave) and compressional 
waves (p-wave) to respond to the signal from the logging device are recorded. The 
amount of time required for these waves to reflect off the formation and return to the 
sensor is called the travel time. The ratio between p-wave and s-wave travel times can be 
used to calculate several important geomechanical properties. 
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3.3) SONIC LOG INTERPRETATION 
In this study, dipole sonic logs, density-derived overburden stress, critically-
stressed faulting theory, ISIP data, and previous Piceance Basin investigations were used 
to approximate minimum and maximum horizontal stresses. Since this method quantifies 
both the minimum and maximum horizontal stress, the horizontal stress anisotropy could 
also be estimated. The dipole sonic log parameters s-wave and p-wave travel times are 
required to compute and calibrate a minimum and maximum horizontal stress profile.  
Pore pressure is an important input to the horizontal stress calculation, and a 
basin-wide estimate was used as shown in Figure 10. Pressure in the Piceance Basin is 
generally normally pressured until reaching the lower Mesaverde, where it becomes 
significantly overpressured. This is reflected in the pore pressure estimates by the use of 
separate pore pressure gradients depending on depth. 
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Figure 10:  Estimated Pore Pressure vs. Depth Curve. The vertical axis is true vertical 
depth in feet and the horizontal is pore pressure in psi. 
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A common method for calculating stress from sonic logs, first developed by 
Hubbert and Willis (1957), makes use of the following equation for minimum horizontal 
stress: 
 &'()* = 9:;9 &0 + :;<9:;9 =/!/  (5) 
 
where 
 Shmin is the minimum horizontal stress, 
ν is the Poisson’s ratio, 
αp is the Biot’s poroelastic constant, and 
Pp is the pore pressure.  
 
First proposed by Geertsma (1957) and rigorously derived from basic principles 
by Nur and Byerlee (1971), Biot’s poroelastic constant (αp) represents the effect of 
poroelasticity, which describes the effect of pore pressure on mechanical properties of 
porous materials. A high Biot’s constant for a porous material would mean that pore 
pressure has a stronger effect on its mechanical properties than on a material with a low 
Biot’s constant. It is defined as 
 
=/ = 1 − >?@ABCDEFG   (6) 
where  
 Kmatrix is the compressibility of the rock matrix and 
 Kbulk is the bulk compressibility. 
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Kmatrix is assumed to be 6×106 psi for quartz. Kbulk is defined as 
 
HIJKL = MN3:;<95 . (7) 
where  
 E is the Young’s modulus. 
 
Equation 5 assumes the rock does not experience lateral strain (also called perfect 
containment), but this assumption can be relaxed. Blanton and Olson (1999) derived a set 
of equations where tectonic strain and thermoelastic expansion from the increase of 
temperature with burial were included in the horizontal stress terms. The final equations 
for the two horizontal stresses are 
 
&'O = 9:;9 &0 + :;<9:;9 =/P + QRO + SRT + 31 + S5=UΔTX M:;9Y (8) 
&'T = 9:;9 &0 + :;<9:;9 =/P + [RT + SRO + 31 + S5=UΔT] M:;9Y , (9) 
where  
Shx and Shy are the horizontal stresses in x- and y-directions, 
εx and εy  are the tectonic strain in x- and y-directions, 
αT is the coefficient of thermal expansion, and 
∆T is the geothermal temperature gradient (temperature change during burial). 
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The coefficient of thermal expansion can be approximated as 5.56×10-6 °F-1 for 
sandstones (Clark, 1966). We can also simplify Equations 8 and 9 by assuming plane 
strain is valid, which is generally a reasonable assumption in geologic settings where 
there has been one dominant strain direction through time (either extension or 
contraction). Therefore, εy = 0 and εx = εtectonic, which yields 
 
&'O = 9:;9 &0\]^ + :;<9:;9 =/! + [R_`"_ + 31 + S5=UΔT] M:;9Y (10) 
and 
&'T = 9:;9 &0\]^ + :;<9:;9 =/! + [SR_`"_ + 31 + S5=UΔT] M:;9Y. (11) 
 
If the tectonic strain is positive (denoting contraction), εtect > 0, then Shy = Shmin, 
and if the tectonic strain is negative (extension), εtect < 0, then Shx = Shmin. In this study, 
after calibration, the tectonic strain was found to be negative (approximately -0.0009), so 
Shx = Shmin and Shy = SHmax. 
All the variables in Equations 10 and 11 needed to determine horizontal stress can 
be measured except for the tectonic strain, which requires calibration. There are two 
methods that can be used for calibration: (1) actual measurements at a given depth for 
Shmin, such as using pressure leakoff data or ISIP measurements from fracture treatments, 
or (2) critically-stressed faulting theory, which constrains the magnitude of the 
differential stress in the crust (the difference between S1 and S3).  Assuming a normal 
faulting stress regime, where S1 = Sv and S3 = Shmin, and computing Sv from the density 
log, we can write an equation based on critically-stressed faulting theory for the lower 
limit of Shmin, as   
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Sb()* ≥ 3defA@;gh5i:μYμY + Pk. (12) 
Given either of these methods, the tectonic strain can be computed, which for simplicity 
is assumed to be constant with depth.  
Sensitivity analysis by Green et al. (2009) showed that rock mechanical properties 
are important factors in hydraulic fracture containment, with Young’s modulus being 
more impactful than Poisson’s ratio. These geomechanical factors can also be derived 
from sonic logs. Poisson’s ratio, ν, is a measure of a material’s strain perpendicular to an 
applied load and is a function of the p-wave and s-wave travel times. 
 
m = n^on^p (13) 
S = q.rsY;:sY;:  (14) 
where  
∆ts is the s-wave travel time, and 
∆tp is the p-wave travel time.  
 
Using Poisson’s ratio, the shear modulus and the elastic modulus can be calculated from 
 
t = uvw*;x^-^1.34 ∗ 10:q {|n^oY (15) 
and 
} = 2t31 + S5 (16) 
where  
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G is the shear modulus in psi, 
E is the elastic modulus in psi, 
Fdyn-stat is the dynamic to static correction, 
ρb is the bulk density in g/cc, and 
∆ts is the s-wave travel time in sec/ft. 
 
The dynamic-to-static ratio relates moduli measured from sonic logs (dynamic) to 
moduli measured from laboratory tests (static). Static properties are required for 
hydraulic fracture modeling, so dynamic properties must be converted to static properties. 
Barree et al. (2009) found that the most accurate static-to-dynamic transform was the 
modified Eissa-Kazi Log-Linear model defined as 
 
 73}__"5 = 72}T	" − 0.55 (17) 
where  
Estatic is the static modulus in GPa, 
Edynamic is the log-derived dynamic modulus in GPa, and 
ρ is the log-derived bulk density in g/cm3. 
 
3.4) SONIC LOG PROCESSING RESULTS 
Mechanical property and in-situ stress estimates were made for five Piceance 
Basin wells (herein referred to as Well 1, Well 2, Well 3, Well 4, and Well 5), giving 
reasonable results in light of sandstone rock properties and crustal stress theory, and in 
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comparison to previous geomechanical studies in the Piceance Basin. Bounds on the 
range of Shmin are constrained by critically-stressed faulting theory, which states that the 
earth cannot sustain differential stresses that exceed the strength of pre-existing faults in 
the crust, since these faults will always slip to relieve that differential stress. Relative 
stress magnitude calculations suggest that the stress regime in the Piceance Basin ranges 
from normal faulting (Sv > SHmax > Shmin) to strike-slip faulting (SHmax > Sv > Shmin), since 
the maximum horizontal stress in the basin can sometimes reach or exceed the vertical 
stress. 
Figures 11 through 15 show the log-derived Young’s modulus, Poisson’s Ratio, 
and Biot’s poroelastic constant for the analyzed wells using the methodology described 
previously. Young’s modulus varies from about 2×106 to 6×106 psi throughout all the 
wells, tending to rise with increasing depth in some wells. Poisson’s ratio in general is 0.3 
to 0.4 in the shallower sections and around 0.2 below 10,000 ft. Biot’s poroelastic 
constant is on the order of 0.5 for most of the wells over all depths except for Well 2, 
where it ranges from 0.3 to 0.4 throughout the well. Well 4 has some spikes in values due 
to bad data from 10,500 to 12,500 ft, which often coincide with caliper breaks. There is 
also a large log shift in Well 1 at about 8700 ft affecting Poisson’s Ratio and Biot’s 
constant, but not Young’s modulus. Examining the caliper log, it appears that the 
shallower data may be incorrect due to a washed out hole. Since the hydraulic fracture 
modeling for this well was all deeper than 9,000 ft, it should not have any adverse effects 
on the results. 
Property ranges from many MWX studies were assembled by Sattler (1991) and 
shown in Table 2. Poisson’s ratio from the five wells measured showed general 
agreement to Sattler’s data, as it tended to stay between 0.2 and 0.3 for most depths 
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considered. According to Sattler’s ranges, Young’s modulus should range between 2.1 
and 6.5 psi × 10-6 and the log-derived data generally stays within this range. 
 
 
Parameter Sandstone Siltstone,  
mudstone 
Young’s modulus (psi × 106) 2.2-5.8 2.1-6.5 
Poisson’s ratio 0.2-0.3 0.2-0.3 
Tensile strength (psi × 103) 7-23 4-31 
Fracture toughness (psi × 102) 6-21 1.5-23 
 
Table 2:  Geomechanical property ranges from MWX (Sattler, 1991) 
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Figure 11:  Log-derived mechanical properties for Well 1. The vertical axis of the top 
graph is Poisson’s ratio and Biot’s constant and the vertical axis of the 
bottom graph is Young’s modulus in psi. Both horizontal axes are true 
vertical depth in feet. 
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Figure 12:  Log-derived mechanical properties for Well 2. The vertical axis of the top 
graph is Poisson’s ratio and Biot’s constant and the vertical axis of the 
bottom graph is Young’s modulus in psi. Both horizontal axes are true 
vertical depth in feet. 
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Figure 13:  Log-derived mechanical properties for Well 3. The vertical axis of the top 
graph is Poisson’s ratio and Biot’s constant and the vertical axis of the 
bottom graph is Young’s modulus in psi. Both horizontal axes are true 
vertical depth in feet. 
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Figure 14:  Log-derived mechanical properties for Well 4. The vertical axis of the top 
graph is Poisson’s ratio and Biot’s constant and the vertical axis of the 
bottom graph is Young’s modulus in psi. Both horizontal axes is are 
measured depth in feet. 
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Figure 15:  Log-derived mechanical properties for Well 5. The vertical axis of the top 
graph is Poisson’s ratio and Biot’s constant and the vertical axis of the 
bottom graph is Young’s modulus in psi. Both horizontal axes are true 
vertical depth in feet. 
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The sonic logs from the five wells were processed using the above equations to 
create a profile of minimum and maximum horizontal stress. Figures 16 through 20 show 
the stress profiles of these wells. The caliper log is shown on these plots, because areas 
with anomalously high values for the caliper gauge render the values for stress in those 
regions dubious, since sonic logs are inaccurate with significant wash out of the hole. 
For all of the computed logs, SHmax was found to be approximately equal to Sv. 
This finding is consistent with Teufel’s (1986) core testing that showed that maximum 
horizontal stress tended to be approximately equal to overburden stress in the MWX. This 
places the area in the range of normal and strike-slip Andersonian stress regimes. Well 4 
and Well 1 both show SHmax occasionally higher than Sv at depths below below 11,000 ft. 
This corresponds to higher Young’s modulus in these logs at this depth range. Even 
though Sv becomes the intermediate stress in these intervales, vertical hydraulic fractures 
would still be expected, as Shmin is still the minimum principal stress.  
The tectonic strain was calibrated with just one value for all depths in each well, 
adjusting the value so the Shmin curve stayed largely at or above the critically-stressed 
faulting theory’s lower limit. Figure 16 includes the ISIP values from Well 1, showing 
general agreement with the critically-stressed faulting calibration standard, though the 
ISIP values below 12,000 ft drop significantly below our log-based stress curve with one 
point even dropping the estimated pore pressure curve, indicating the zone was possibly 
pressure depleted prior to the fracture treatment. These ISIP measurements are in the 
blanket sandstones of the Iles Formation, making depletion due to production from 
adjacent wells more likely than in the more discontinuous fluvial Williams Fork 
sandstones.  
Horizontal stress anisotropy values (SHmax-Shmin) for the wells are shown in 
Figures 21 to 25. Stress anisotropy fluctuates greatly and is therefore shown in the plots 
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using a 20 foot moving average. The stress anisotropy tends to be around 4,000 psi with a 
range of 3,000 psi to 8,000 psi.  
  
 51 
Figure 16:  Well 1 log-derived stresses with ISIP data. The left vertical axis is stress and 
pressure in psi, the right vertical axis is caliper in inches, and the horizontal 
axis is true vertical depth in feet. 
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Figure 17:  Well 2 log-derived stresses. The left vertical axis is stress and pressure in 
psi, the right vertical axis is caliper in inches, and the horizontal axis is true 
vertical depth in feet. 
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Figure 18:  Well 3 log-derived stresses. The left vertical axis is stress and pressure in 
psi, the right vertical axis is caliper in inches, and the horizontal axis is true 
vertical depth in feet.  
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Figure 19:  Well 4 log-derived stresses. The left vertical axis is stress and pressure in 
psi, the right vertical axis is caliper in inches, and the horizontal axis is true 
vertical depth in feet. 
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Figure 20:  Well 5 log-derived stresses. The left vertical axis is stress and pressure in 
psi, the right vertical axis is caliper in inches, and the horizontal axis is true 
vertical depth in feet. 
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Figure 21:  Well 1 log-derived horizontal stress anisotropy (with 20 ft moving average). 
The vertical axis is differential stress in psi and the horizontal axis is 
measured depth in feet. 
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Figure 22:  Well 2 log-derived horizontal stress anisotropy (with 20 ft moving average). 
The vertical axis is differential stress in psi and the horizontal axis is true 
vertical depth in feet. 
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Figure 23:  Well 3 log-derived horizontal stress anisotropy (with 20 ft moving average). 
The vertical axis is differential stress in psi and the horizontal axis is true 
vertical depth in feet. 
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Figure 24:  Well 4 log-derived horizontal stress anisotropy (with 20 ft moving average). 
The vertical axis is differential stress in psi and the horizontal axis is 
measured depth in feet. 
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Figure 25:  Well 5 log-derived horizontal stress anisotropy (with 20 ft moving average). 
The vertical axis is differential stress in psi and the horizontal axis is 
measured depth in feet. 
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Chapter 4: Hydraulic Fracture Modeling and Diagnostics 
4.1) ANALYTICAL MODELS 
 
Figure 26:  Three types of 2D Analytic Models: Penny-type, PKN, and GDK (Modified 
from Meyer, 2011) 
The three standard two-dimensional fracture geometry analytical models are 
vertical ellipsoidal, Perkins-Kern, and Geerstma-deKlerk as shown in Figure 26. The 
vertical ellipsoidal fracture assumes no height containment and ellipsoidal fracture 
propagation in the vertical plane. The width varies ellipsoidally in both the vertical and 
lateral directions. Both the PKN and KGD model assume a constant height and a 
rectangular fracture, but they differ about how width varies within the fracture. The GDK 
model assumes a constant width in the dimension of the wellbore, but with varying width 
along the length of the fracture, with a thicker fracture at the wellbore thinning down to a 
point at the tip. The PKN model assumes elliptically shaped width in both the vertical and 
horizontal planes. The GDK model is considered to be more applicable with length-to-
height ratios less than 1, while PKN is more applicable with length-height-ratios greater 
than 1. 
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Analytical solutions provide very generalized predictions and cannot account for 
varying rock mechanical properties, proppant settling, or non-uniform width profiles. 
When using analytical models, it is typical to pick a fracture height by finding the nearest 
shale layers and assuming they will provide fracture containment. This is not always an 
accurate assumption, so three-dimensional simulators should often be used to overtly 
model fracture height growth. 
4.2) DESCRIPTION OF MFRAC SIMULATOR 
MFrac is a hydraulic fracture simulator used as an everyday tool in the industry 
(Meyer, 2011). It is not a fully three-dimensional simulator, but it can simulate three-
dimensional geometries and is formulated between a pseudo 3-D and fully 3-D model. 
Simulation results are dependent on confining stress contrasts, fluid leakoff, fracture 
toughness and tip effects, injection rate, fluid rheology, vertical and lateral rock 
deformation, wall roughness, and coupled proppant transport, heat transfer, and fracture 
propagation. 
To link proppant transport and fracture propagation the model iteratively 
calculates the fracture propagation and then proppant distribution at each time step. 
Certain proppant distribution (such as screen out conditions) can effect fracture 
propagation for the next time step, which will then affect the proppant distribution for 
that time step. 
4.3) MFRAC INPUTS FOR WELL 1 
Using MFrac, hydraulic fractures were simulated using the actual treatment data 
from the field. The fracture modeling software allows for many different settings to allow 
the user to configure the model to match the conditions of the reservoir.  
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Fracture propagation 
The fracture friction model used in the fracture simulations assumed that fluid 
flow through the fracture was turbulent due to the low viscosity of the slickwater 
fracturing fluid used. With turbulent flow, friction must be calculated using friction 
coefficients. The model used the following equation to calculate friction losses in the 
fracture: 
 
 = s`| (18) 
where 
 fD is the friction factor in the fracture, 
 a and b are friction coefficients (assumed to be 0.13 and 0.25, respectively, which 
are typical values for turbulent flow), and 
 Re is the Reynolds number. 
 
The friction factor is then modified by the wall roughness of the fracture, such 
that 
 
 =  (19) 
where 
 f’D is the modified friction factor and 
 Mf is the friction factor multiplier.  
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This model assumed a wall roughness of 0, making Mf equal to 1. The software is 
capable of modeling tip effects by increasing the resistance to growth at the fracture tip, 
but this functionality was turned off for these simulations. 
 
Geomechanical properties 
Minimum horizontal stress inputs by defining layers to fit the log-interpreted 
stress profile as shown in Figure 27 and discussed in Section 3.3. Young’s modulus and 
Poisson’s ratio values were then averaged across the layers defined by the stress profile. 
Since fracture toughness is notoriously difficult to measure, the same value was used for 
all layers: 1400 psi·in½, which was the approximate average fracture toughness found in 
MWX core studies (Sattler, 1991). 
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Figure 27:  Example section of a minimum horizontal stress log (red) showing MFrac 
layer inputs (blue). The horizontal axis shows minimum horizontal stress in 
psi and the vertical axis shows true vertical depth in feet. 
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Fluid rheology 
The slickwater fracturing fluid was assumed to have the same rheological 
properties as 2% KCl brine. A fluid loss multiplier of 0.7 was used to approximate the 
effects of friction reducing additives in the slickwater. 
 
Proppant 
The proppant that was actually pumped in the fracture treatments was 40/70 
premium white sand and 100 mesh common white sand. These proppant types were 
assumed to match the properties for 40/70 Mississippi sand and 70/140 Badger sand, 
respectively. The parameters for these proppant types that the software used in 
calculations are shown in Tables 3 and 4.  
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40/70 Mississippi Sand 
 
 
Specific Gravity 2.62 
Average Diameter 0.011378 in 
 
Closure Pressure (psi) Permeability at 0.5 lbm/ft2 (D) 
0 74 
2000 73 
4000 67 
6000 37 
8000 15 
10000 1 
Table 3:  Input parameters for Mississippi sand 
 
70/140 Badger Sand 
 
 
Specific Gravity 2.65 
Average Diameter 0.0527559 in 
 
Closure Pressure (psi) Permeability at 0.5 lbm/ft
2
 (D) 
0 23 
2000 16 
4000 10 
6000 5.8 
800 3.5 
10000 2.1 
Table 4:  Input parameters for 70/140 Badger sand 
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Proppant effects on friction, both in the wellbore and in the fracture, are 
accounted for in the model. An empirical relationship proposed by Keck et al. (1992) is 
used to estimate how proppant changes wellbore friction losses. The addition of proppant 
to the fluid creates a slurry with a relative viscosity defined by the relationship 
 
 = 1 + 0.75:.r	 − 1  :.<r:;:.r
<
 (20) 
where 
µr is the relative slurry viscosity, 
n’ is the power-law behavior index for the fracturing fluid, 
γ is the Newtonian shear rate, and 
φ is the proppant void. 
 
The friction of proppant-laden fluid in turbulent flow is adjusted by a factor 
 
 = q.rr2q.r (21) 
where 
Mf is the friction factor multiplier and 
ρr is the relative slurry density. 
 
The friction factor multiplier is used to correct the fracturing fluid friction factor for 
proppant effects, such that 
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 =  (22) 
where 
 fs is the slurry friction factor and 
 fb is the friction factor of the base fracturing fluid (in this case, slickwater). 
 
The slurry friction factor is then used for wellbore friction loss calculations. For 
modeling friction losses in the fracture itself, an empirical relationship to determine a 
relative viscosity, which is used to calculate the Reynolds number in the fracture friction 
model (Equation 18). The empirical relationship proposed by Hammond (1994) used to 
determine viscosity is 
 
 = 31 − 5; (23) 
where 
 µr is the relative slurry viscosity and 
m is the slurry viscosity exponent. 
 
Proppant distribution calculations are fully coupled with fracture propagation, so 
new proppant distributions are calculated at each time step. Empirical correlations are 
used to determine proppant settling. The specific model used in these simulations is 
cluster settling, which has the highest settling velocities of the available correlations. 
Bulk flow of proppant is calculated, rather than Stokes-type individual grain calculations, 
so calculated settling velocities apply to clusters of particles rather than the particles 
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themselves. The vertical velocity of a specific proppant cluster is calculated for each time 
step by 
 
  = ¡∙∆{∙£¤Y:¥¦§  (24) 
where 
 vs is the vertical settling velocity for each proppant cluster, 
 g is gravitational acceleration, 
 ∆ρ is the density difference between particles and the base fluid, 
 deq is the equivalent diameter of the particles in a given cluster, and 
 µa is the apparent slurry viscosity from Eq. 20. 
 
The equivalent diameter, deq, is defined by the relationship 
 
8`¨ =  o
©ª « + ¬1 −  o
©ª­ 8 (25) 
where 
 d is the particle diameter, 
 φ is the proppant void fraction, 
 φs is the packed proppant void fraction, 
 w is the fracture width, and 
 αd is an exponent. 
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Leakoff 
Leakoff of fracturing fluids from the fracture to the reservoir is coupled with 
fracture propagation and proppant settling equations. The distance that fluid leaks off 
perpendicular to the fracture face is assumed to be small compared to the length of the 
fracture. This observation is true for low-permeability fracturing, and allows the use of a 
one-dimensional fluid loss model as proposed by Carter (Howard and Fast, 1957).  
The total leakoff coefficient, C, is calculated at each layer in each time step and is 
a function of several component coefficitents: leakoff viscosity and relative permeability 
effects, CI; reservoir viscosity and compressibility effects, CII; and wall building effects, 
CIII. The weighting of these individual effects is decided by the model used. In this case a 
harmonic model is used in calculating the total leakoff coefficient which is defined as 
 
® = ¯¯¯¯¯¯¯¯¯. (26) 
 
The CI coefficient represents fracture fluid viscosity and relative permeability 
effects and is a function of the differential pressure between the fracture and the 
formation. It is defined as 
 
®° = 0.0469³´∆µ¦´  (27) 
where 
CI is the viscosity coefficient in ft/min½,  
 ∆P is the differential leakoff pressure in psi, 
 Kf is the effective fracture fluid filtrate permeability in darcy, and 
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 µf is the effective viscosity of the fracturing fluid filtrate in cp. 
 
The CII coefficient represents the reservoir fluid viscosity and compressibility 
effects and is defined as 
 
®°° = 0.0374∆!³¶·"¸¦·  (28) 
where 
 CII is the compressibility control coefficient in ft/min½, 
 ∆P is the differential leakoff pressure in psi, 
 kr is the reservoir permeability to the reservoir fluid in darcy, 
 ct is the total formation compressibility in psi-1, 
 µr is the reservoir fluid viscosity in cp. 
 
The CIII coefficient accounts for the effects of fracture fluid filter cake on leakoff. 
This coefficient is not calculated in the model and is explicitly defined by the user based 
on laboratory data. The coefficient represents the inverse of leakoff resistance, so a value 
of 0 means the fluid has infinite filter cake leakoff resistance and a large value represents 
negligible wall building effects. For these simulations, a value of 100 ft √min⁄  is used, 
since slickwater has minimal filter cake potential.  
Initially, leakoff parameters were taken from interpreted log data for each layer 
for permeability, porosity and permeability. Pore pressure was assumed to match the pore 
pressure prediction shown in Figure 10. The assumptions made for the other parameters 
required for a pressure-dependent fluid loss calculation—reservoir fluid viscosity, 
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fracture fluid viscosity, total compressibility, wall building coefficient, and spurt loss—
are shown in Table 5. 
 
Compressibility  Reservoir fluid 
viscosity  
Filtrate 
viscosity  
Wall-building 
coefficient  Spurt loss  
1.649×10-4 psi-1  0.0236 cp  1 cp  100 ft/min½   0 gal/100ft2  
Table 5:  Fluid leak-off assumptions 
 
 Permeability Effect on Fracture Model Results and History Matching 
When testing the fracture model results against reasonable outcomes, it was found 
that using the assumptions shown in Table 5 with log-derived geomechanical parameters 
and an assumption for permeability of 0.01 mD produced fractures that extend much 
farther than can be reasonably expected. As shown in Figure 28, a fracture treatment of 
approximately 3000 bbl produced a modeled fracture with a half-length of almost 3000 ft. 
This response is unsupported by microseismic data or the relevant literature. If this were 
an accurate model of fracture treatments in the Piceance Basin, no fracture treatments 
would ever screen out, nor would there be any production benefit to fracturing. 
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Figure 28:  Fracture simulation of a zone using initial assumptions. The vertical axis 
shows true vertical depth in feet, the horizontal axis shows horizontal length 
in feet, and the color shows sand concentration in lbm/ft2. 
  
Log-derived parameters are calculated to measure matrix properties, but the 
properties of the formations being modeled are heavily influenced by natural fractures. 
As discussed in Section 4.5, natural fractures can have a large impact on hydraulic 
fracturing treatments. Natural fractures are capable of increasing the leakoff area 
significantly, rapidly increasing leakoff rate to the formation and decreasing fracture 
length (Warpinski et al., 1998a). MFrac does not account for natural fractures explicitly, 
but some aspects of their effects can be included implicitly by assuming a larger 
permeability in leakoff calculations. 
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Figure 29:  Fracture geometry with varying permeability used in leakoff calculations. 
The vertical axis shows true vertical depth in feet, the horizontal axis shows 
horizontal length in feet, and the color shows sand concentration in lbm/ft2. 
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Figure 29 shows an example zone with varied permeability to demonstrate the 
effects of permeability on fracture geometry. The same treatment (a total 875 bbl of 
slickwater and 19,000 lb of proppant pumped at approximately 30 bbl/min) has been 
simulated for each zone, with leakoff permeability the only varying parameter. With 
higher permeability, there is lower fluid efficiency and higher leak-off rate, so the 
fracture will screen out earlier in the treatment and the overall fracture length will be 
shorter. The shorter fractures have a more dense sand distribution around the wellbore. 
Longer fractures with late tip-screenouts have very dispersed sand distributions, as show 
in the 0.01 mD result in Figure 29. The treatment simulated in the example is most suited 
for the 0.1 mD case, where a relatively long fracture is created but the sand concentration 
has not been too diluted.  
Figure 30 shows the net pressure curves for the 0.1 and 0.01 mD zones from Fig. 
30. The net pressure of treatments using 0.1 mD and 0.01 mD for leakoff calculations are 
shown in red and maroon, respectively. Net pressure is defined as the difference between 
the pressure inside the fracture itself and the closure pressure (Gidley et al., 1989). Net 
pressure is an important indicator of how the fracture is propagating. Higher reservoir 
permeability results in a earlier tip screenout (in this case, at 15 instead of 26 minutes of 
pump time) and greater net pressure (2000 psi versus 500 psi).With higher permeability, 
there is lower fluid efficiency and a higher leak-off rate, so, for a given treatment 
schedule, the fracture will screen out earlier, the overall fracture length will be shorter, 
and the net pressure will be higher.  
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Figure 30:  Net pressure with varying permeability used in leakoff calculations (0.1 mD 
in red, 0.01 mD in maroon). The right vertical axis shows net pressure in 
psi, the left vertical axis shows rate in bpm and bottom hole concentration in 
lbm/gal, and the horizontal axis shows time in minutes. 
  
Net pressure increases can often be identified on the surface by surface pressure 
increases. Low fluid leakoff due to low permeability used in the model is creating 
unreasonably long simulated fractures like in Fig. 30. By increasing the permeability, the 
model will more accurately reflect reasonable frac length and sand distributions, and the 
changes will be reflected in the surface pressure of the model. Adjustments to the 
permeability of the fracture model are constrained by comparing the model surface 
pressure to actual treating pressure. Figure 31 shows model surface pressure matching 
actual treating pressure with permeability 100 times larger than log-derived matrix 
permeability. 
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Figure 31:  Surface pressure history match for example zone in Well 1. The vertical axis 
shows pressure in psi and the horizontal axis shows time in minutes. 
4.4) MFRAC RESULTS FOR WELL 1 
Pressure, rate, and proppant concentration plots for a typical hydraulic fracture 
treatment in this well are shown in Figure 32. Slurry rate (bbl/min) is shown in red, 
surface treating pressure (psi) is shown in blue, proppant concentration at surface (lb/gal) 
is shown in dark green, and proppant concentration at the perforations (lb/gal) is shown 
in light green. Using on these four plots, the important aspects of a typical treatment are 
evident. 
When the treatment for the previous stage is finished at surface, sealing balls are 
pumped into the wellbore to seal that zone’s perforations and move up to the next 
treatment. While still pumping into the previous zone, in anticipation for the current zone, 
proppant concentration is ramped up on surface (at an approximate time of 12:28 in Fig. 
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33). The operator knows when the sealing balls reach the perforations by the pressure 
spike (~12:33) and drops the rate. Nearly simultaneously, the perforating guns fire and 
create access to the current zone. The rate is then brought up to the prescribed treatment 
rate and the job is pumped. When the entire treatment has been pumped, sealing balls are 
once again dropped and the process begins anew for the next zone (~12:54). 
 
  
 80 
Figure 32:  Annotated plot of treatment parameters for an example zone in Well 1. The 
left vertical axis shows treating pressure in psi, the right vertical axes show 
proppant concentration in lb.gal and slurry rate in bpm, and the horizontal 
axis shows time in minutes. 
The fracture treatments for each zone were simulated independently. Complexity 
limitations in the fracture simulation software prevent simulation of the possible 
interactions between two hydraulic fractures that intersect each other. Thus, as far as the 
model is concerned, there was no communication or interaction between the fractures. In 
actuality, if the height growth implied by the model is correct, there is potential overlap 
across fracture treatments for many of the zones.  
Well 1 was chosen as a representative well for the field where the most complete 
set of data was collected. Figures 33 to 35 show the results for propped length and height 
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for each zone in well at their respective perforation depths. The figures show significant 
variances in the height and length of the propped fractures between zones due to 
variations in minimal horizontal stress. It is evident that most of the modeled fracture 
geometries indicate height containment and predominant length growth, although there 
are a few cases of penny-shaped fractures where height is approximately equal to length. 
In addition, the propped fracture length achieved, a parameter with profound influence on 
well stimulation, is highly heterogeneous from zone to zone.  
 Figure 33:  Fracture modeling sand concentration results for Well 1 (9,000
TVD). The vertical axis shows true vertical depth in feet, the horizontal axis 
shows horizontal length in feet, and the color shows sand concentration in 
lbm/ft2. 
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10,000 ft 
 Figure 34:  Fracture modeling sand concentration results for Well 1 (
TVD). The vertical axis shows true vertical depth in feet, the horizontal axis 
shows horizontal length in feet, and the color shows sand concentration in 
lbm/ft2. 
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 Figure 35:  Fracture modeling sand concentration results for Well 1 (
TVD). The vertical axis shows true vertical depth in feet, the horizontal axis 
shows horizontal length in feet, and the color shows sand c
lbm/ft2. 
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Based on this modeling, the fracture length achieved depending strongly on fluid 
efficiency and tip screen-out effects. In the MFrac model, the progression of the typical 
fracture treatment was 
1. fracture height and length growth during pad injection,  
2. beginning proppant stages with small amounts of proppant deposited along the 
bottom of the fracture,  
3. tip screenout when the first grain of proppant reached the fracture tip (this may be 
too conservative of an approach, but we went with the model’s parameters), and  
4. continued proppant-laden stages building proppant height in the settled bed after 
the screen out.  
A tip screenout is defined here as a condition in the fracture where proppant has 
reached the tip and horizontal fracture growth ceases. Fluid pressure from a pad stage is 
required to propagate the fracture, and the pad leaks off and proppant reached the tip 
lateral growth stops. Continued pumping will cause the fluid to create more height or 
width, or continue leaking off into the formation. The model assumes that proppant 
propagation follows fluid propagation, so when length growth is stopped, the proppant 
settles into a proppant bed at the bottom of the fracture. The more proppant-laden fluid 
that enters the fracture after the tip screenout, the more opportunity there is to build a 
taller proppant bed.  
To investigate how the propped length changes over the course of a treatment, a 
generic fracture treatment that approximates a typical treatment in this well was 
simulated. Figure 36 shows the modeled fracture geometry over the course of this 
simulated treatment, given a job pumped at 30 bpm (barrels per minute) with 1 ppg 
(pound per gallon) proppant. The model assumes tip screenout occurs once the first grain 
of sand hits the fracture tip, screen out occurred in this example when there was very 
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little proppant in the fracture. Good proppant placement is only achieved significantly in 
the model after a screen out occurs. The zones with long, skinny fractures in are typically 
those that have not screened out and thus have not built many layers of sand in the 
proppant bed. In the context of this fracture model, modest screen outs with several 
hundred psi net pressure gain are the best way to create a well-placed propped fracture. 
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Figure 36:  Proppant concentration over the course of a fracture treatment. The left 
vertical axis shows pressure in psi, the right vertical axis shows rate in bpm 
and bottomhole sand concentration in lbm/gal, and the horizontal axis shows 
time in minutes. 
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 The proppant distribution model predicts that longer fractures that do not screen 
out will have significantly less propped width and less conductivity, given the low 
proppant concentrations and thin fluids used in the treatments. Shorter fracture lengths 
caused by earlier screen out allows proppant to concentrate in the settled bed at the 
bottom of the fracture, achieving better conductivity but less length. Actual treatment 
data confirms that screen outs do happen in these wells, in this case at the end of the 
treatment for zone 30 as shown in Figure 37. 
 
Figure 37:  Example of screen out of a hydraulic fracture treatment. The left vertical 
axis shows  proppant concentration in lb/gal, the right vertical axis shows 
treating pressure in psi, and the horizontal axis shows time. 
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Hydraulic fracture modeling results suggest that the stress variation with depth is 
strong enough to contain hydraulic fractures within zones, where fracture length greatly 
exceeds fracture height. However, propped fracture length achieved is highly variable 
from zone to zone, which suggests that not all zones throughout the well are being 
equally stimulated. Part of the difficulty in interpreting fracture length results from the 
MFrac model outputs is the strong dependence of length growth on screen out prediction. 
Zonal reservoir permeabilities are not well known for these treatments, and only surface 
pressure was available, so there was limited capability to calibrate the leak-off.  
The propped geometry results suggest that the combination of thin fluid and low 
sand concentration makes it challenging to achieve good fracture conductivity and 
uniform proppant placement, but in those wells when screenout occurred, good proppant 
characteristics were achieved in the bottom half of fractures due to proppant settling. 
Better proppant placement could be achieved with higher sand concentrations and more 
viscous gels, but these materials are not compatible with the expected overflushing of 
fractured zones resultant from the just in time perforating methodology. Overflushing is 
not expected to adversely affect settled beds of proppant that are likely to develop with 
the use of thin fluids. 
4.5) COMPLICATIONS WITH NATURAL FRACTURES 
Warpinski et al. (1998) described a field laboratory at the MWX to test natural 
fracture effect on hydraulic fracturing with 
• 2 remote-well accelerometer arrays for detecting microseismic events 
• a vertical array of subsurface inclinometers to measure geomechanical response to 
hydraulic fracture opening and closing, and 
• 2 remote, deviated wellbores intersecting two hydraulic fractures. 
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The researchers noted an unexpectedly high degree of vertical fracture 
containment based on microseismic data and downhole tiltmeter array imaging. 
Microseismic data also showed secondary fracturing. The deviated wellbores that 
intersected the natural fractures found physical evidence of multiple fracture strands and 
complex proppant placement. Measured pressure during treatment from the intersecting 
wells showed that there was a large pressure drop along the fracture between the treating 
well and intersecting well. Tiltmeter results from unpropped fracturing showed large 
residual deformation after pumping stopped. When pumping stopped deformation of the 
earth due to hydraulic fracturing remained up to 20% of maximum earth deformation 
during pumping. 
 
 Fracture Containment 
Warpinski et al. (1998) found that the fracture height measured by microseismic 
is much less than the model suggests. Adjusting bounding layer stresses or fracture 
toughness in the model requires each property to be far greater than its measured value. 
This could be the result of microfractures ahead of the fracture tip that dissipate energy, 
interface slip at the sand boundary that contains the fracture, or the softer sand absorbing 
energy and dissipating stress. 
 
Multiple Fractures 
Multiple fractures were observed in the deviated offset wells. These multiple 
fractures could have been the result of the high layering of the rock spreading stress 
throughout the rock and causing fracturing at multiple locations. The increased stress 
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around the fracture tip could also open pre-existing planes of weakness to cause several 
fractures to propagate. 
Multiple fractures propagating in the same treatment will differ in several ways 
from the idealized single planar fracture model. The overall length of the fracture will be 
reduced because of excess stored volume, increased leak off, and increased tip resistance. 
Dilation of the multiple fractures will require higher pressures to propagate the fracture. 
These impacts negatively affect fracture placement because they reduce the fluid 
available for fracture propagation. 
 
Residual Deformation and Fracture Width 
The tiltmeter measured a residual earth deformation of 20% of its maximum 
during pumping. Warpinski et al. (1998) theorized that residual fracture width was the 
likely cause of the measured residual earth formation. Residual fracture width could be 
the result of self-propping fractures with rough fracture faces. This is an important 
finding because, if true, it could mean that much less proppant is needed to prop fractures 
open than models suggest.  
 
Proppant Placement Complexity 
In the MWX experiment, different sand stages were pumped with identifying 
colors. After treatment, sand from a stage that was not expected to be in the sampling 
well based on the model showed up the most in the cored fracture. Tiltmeter results 
suggest that there was minimal proppant settling (using crosslinked gel), yet the 
measured conductivity between wells was found to be less than anticipated. This was 
possibly caused by deleterious gel effects. 
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Chapter 5: Reservoir Simulation 
There are several methods to estimate production from reservoirs. They are, in 
increasing order of complexity: decline analysis, analytical solutions, and numerical 
simulations. The least descriptive and least scientifically rigorous method is decline 
analysis, where the decline of actual production is extrapolated into the future using 
empirically derived equations that have historically fit production in the region. These 
methods are good for predicting production if the production decline of a reservoir 
behaves like previously described production declines, but it is ineffective at description 
of production processes within a reservoir.  
Analytical solutions are approximate solutions to Darcy’s Law and the diffusivity 
equation that predict long-term production based on the properties of a reservoir (Rahman 
et al., 2002). Analytical models can provide solutions in a fraction of the computation 
time as numerical models, but they also require simplifying assumptions such as single-
phase flow and a homogenous reservoir, which are not necessary assumptions with 
numerical modeling (Akuanyionwu et al., 2012). Given the spatial heterogeneity of the 
sandstones in the Mesaverde and the amount of produced water, neither of these required 
assumptions is appropriate for this case. 
Numerical simulations discretize reservoirs into grid blocks that are each assigned 
initial conditions. When the simulation is begun, the state of these grid blocks (such as 
water saturation, pressure, and temperature) are iteratively solved at increasing time steps 
such that the constitutive equations are satisfied—most importantly, Darcy’s Law and the 
conservation of mass for each fluid component in each phase (Lake, 1989). Given 
accurate reservoir parameters, numerical methods allow for much greater accuracy and 
representativeness in analyzing a reservoir’s behavior. The simulation can capture the 
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effects of varying fracture lengths and varying reservoir properties for different 
stratigraphic layers. Though numerical simulations introduce inaccuracies of their own by 
discretizing an inherently continuous medium (such as upscaling issues, gird orientation 
effect, and numerical diffusion), numerical models are the most robust method available 
for analyzing reservoirs (Brand et al., 1991; Qomi, et al., 2008). 
5.1) BACKGROUND  
Production from the Mesaverde is, for all intents and purposes, only dry gas and 
water so IMEX, a three-phase black oil simulator created by Computer Modeling Group 
Ltd. (CMG), is used. The model is a collection of rectangular grid blocks, each having its 
own reservoir properties, such as permeability, porosity, and water saturation. Flow can 
occur between adjacent grid blocks, while the edges of the model are no-flow boundaries, 
representing the edges of the well’s drainage area. The model is run in adaptive-implicit 
mode, which means that grid blocks properties are calculated explicitly where it is 
feasible and calculated implicitly otherwise (Computer Modeling Group Ltd., 2011). 
Implicit calculation is unconditionally stable and allows for large time steps without 
sacrificing stability, but it requires significant computational power. Explicit calculation 
requires much less computing power but it unstable at large time steps and large property 
gradients across cells. The adaptive implicit method uses implicit calculations where 
properties vary the most and explicit calculations where variance between cells is small, 
maximizing accuracy and stability while minimizing computation time (Fung et al., 1989; 
Caillabet et al., 2003). For each time step, the software simultaneously solves 
conservation of mass for each component and Darcy’s Equation. 
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5.2) MODEL INPUTS 
The basic model framework was initially established as a layer cake model with a 
horizontal aspect ratio of 4:1. Gamma ray and resistivity markers in the log were used to 
determine pay zones and these pay zones were used to determine layers in the model. 
Each pay zone was explicitly delineated as a layer in the model, even if it was 
unperforated. A three-dimensional view of the layer cake model is shown in Figure 38. 
The grid block colors represent lateral permeabilities for each cell. 
Figure 38:  Three-dimensional representation of layer cake model for Well 1. The color 
of each layer represents its permeability. 
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For this model log- and depth-derived properties were averaged across a layer and 
used for the layer value of that property. These properties include lateral permeability, 
porosity, water saturation, and pore pressure. Deviations of these properties from log data 
and field experiments are discussed in Section 3. Vertical permeability was assumed to be 
10% of lateral permeability. Capillary pressure and relative permeability curves were 
taken from core analysis from MWX and shown in Figures 5 and 6, respectively (Ward 
and Morrow, 1987).  
Several variations of reservoir characterizations are considered in this study. The 
simplest version assumes that apart from the grid blocks representing the hydraulic 
fracture, no properties varied laterally in the model. More complex models were also 
created using geostatistical simulations that calculated potential lateral variations in 
reservoir properties. These geostatistical simulations are discussed in Section 5.4. 
Hydraulic fractures were directly input into this model using a thin planar model 
of a fracture based on outputs from the hydraulic fracturing simulations. The width of all 
hydraulic fractured cells in the model was set to 1 foot, and the length and height of each 
hydraulic fracture was based on the propped dimensions of its MFrac simulation. To 
account for the difference between the fracture grid width of 1 ft and the typical modeling 
fracture width on the order of 0.3 in, the fracture conductivities are set to equal. A typical 
modeled fracture conductivity was 3,000 mD·ft, so the permeability of the 1 ft wide grid 
blocks was set to 3,000 mD. Lateral proppant distribution predictions from hydraulic 
simulations were noted and applied to fractures in the reservoir simulator. Areas with 
proppant concentrations above 1.0 lb/ft2 were considered a propped fracture and below is 
considered unpropped.  
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Figure 39:  Mfrac output for an example zone with height and width interpretations. The 
vertical axis shows true vertical depth in feet, the horizontal axis shows 
fracture half length in feet, and the color shows sand concentration in 
lbm/ft2. 
 
An example of the height and length interpretations from the MFrac hydraulic 
fracture model is shown in Figure 39. Hydraulic fractures are assumed to be rectangular 
to facilitate integration into the gridded reservoir model. Figure 40 shows a map view of 
how hydraulic fractures were applied to the reservoir model. A view of all the fractures in 
the well is shown in Figure 41. Fractured grid blocks can be distinguished from the 
unfractured grid blocks by their permeability, so fractured cells are colored red (high 
fracture permeability) and reservoir cells are colored blue (representing the relatively 
lower formation permeability). 
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Figure 40:  Map view of hydraulically fractured payzone in layer cake reservoir model. 
The color of the grid blocks represents block permeability. 
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Figure 41:  Vertical cross section of hydraulic fractures in layer cake reservoir model. 
The color of the grid blocks represents block permeability. 
 The porosity of grid blocks in the hydraulic fracture is the same as the porosity of 
the unfractured grid blocks in that layer. The relative permeability in the fracture grid 
blocks was taken from a study by Barree et al. (2003), which measured relative 
permeability curves for a typical proppant p`ack. The relative permeability curves used in 
the model are shown in Figure 42. 
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Figure 42: Gas-water relative permeability for typical proppant pack. The vertical axis 
shows relative permeability and the horizontal axis shows gas saturation. 
(Barree et al., 2003) 
  
Two methods were used to simulate water saturation due to hydraulic fracture 
water. The first method, discussed in Sections 5.3.1 and 5.4.1, set water saturation to 
100% for hydraulically fractured grid blocks. By only applying water saturation values 
greater than interpreted formation water saturations to the fractured grid blocks, the 
assumption is being made that water from the fracture treatment did not leak off into the 
formation and stayed entirely in the fracture. This is not completely representative of 
what actually happens after a fracture treatment, as leak off causes a zone of water 
invasion around the fracture, rather than just water contained in the fracture itself. The 
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second method, simulated fracture water leakoff around the fracture by simulating each 
zone as a water injector that injects the actual amount of fracture fluid used in the 
treatment before production simulation is begun. This method is discussed further in 
Sections 5.3.2 and 5.4.2. 
The wellbore was modeled using the actual production tubing and casing 
dimensions of the well. Rather than calculating wellbore flow regimes for each time step, 
tubing tables were used. Tubing tables calculate pressure drops for various specific flow 
rates and gas concentrations before the simulation is run, and then during simulation the 
pressure drop is calculated for each time step by interpolating between the previously 
calculated pressure drops on the tubing tables.  
5.3) LAYER CAKE MODEL RESULTS 
5.3.1) Layer Cake Model with No Simulated Water Injection 
The layer cake model assumed uniform reservoir properties laterally across a 
layer in the reservoir, as shown with permeability in Figure 38. Modeled fracture lengths 
from MFrac were used for each zone and log-derived matrix permeabilities, water 
saturations, and porosities were applied to each layer. Hydraulic fractures were assumed 
to have the height and length of the propped fracture dimensions of their respective 
MFrac simulations. The model was then simulated to three years with 500 psi bottomhole 
pressure as its production constraint. Gas and water production were then compared to 
actual production from the well based on published production data for the well. Figures 
43 and 44 show actual gas production and water production, respectively, compared to 
this base case simulation. With the basic assumptions made, actual cumulative gas 
production outproduces the simulated production by approximately a factor of three after 
three years. Water production is even more dramatically underestimated in this model. 
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Production data show that the well produced exactly 26,837 bbl/month (approximately 
894 bbl/day) of water for each of the first seven months of production. This rate is only 
matched or exceeded by the model for the first day of production, after which it drops 
rapidly and is producing at less than 10 bbl/day within two months of the start of 
production. 
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Figure 43:  Actual vs. simulated gas production for the base case layer cake model. The 
left vertical axis shows gas production rate in Mscf/day, the right vertical 
axis shows cumulative gas production in MMscf, and the horizontal axis 
shows time in days. 
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Figure 44:  Actual vs. simulated water production for the base case layer cake model. 
The left vertical axis shows gas production rate in Mscf/day, the right 
vertical axis shows cumulative gas production in MMscf, and the horizontal 
axis shows time in days. 
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To increase the model’s production of gas and water and match measured values, 
parameters used in the base case model must be adjusted. The parameters with relatively 
high uncertainty and high impact on production—fracture length and formation 
permeability—were adjusted to examine their effects on the model.  
Adjusting fracture length in the model could improve its accuracy and 
descriptiveness if the effective length of the actual hydraulic fractures is greater than 
predicted by the MFrac simulations. Tiltmeter studies performed by Warpinski et al. 
(1998) at the MWX site showed that earth deformation after an unpropped fracture 
remains at 20% of its maximum deformation. These findings suggest that hydraulic 
fractures can prop themselves open without requiring proppant and implies that fractures 
could be longer than their propped length. 
Hydraulic fractures that are longer than the model’s predictions can be 
rationalized by residual width in the unpropped area, but in a naturally fractured 
environment, it is more likely that fractures end up shorter than expected. Hydraulic 
fractures intersecting with natural fractures can cause dilation of the natural fractures and 
sudden increases in fluid leak off that retard hydraulic fracture growth. In addition, it is 
possible that tiltmeter results from MWX measuring residual width were merely 
measuring a very slow fluid leakoff, rather than residual opening mode fracture width. 
Since natural fractures pose a likely scenario for production enhancement, they were 
simulated by holding fracture lengths constant and increasing lateral permeability in the 
model. 
The method used for approximating natural fractures involved increasing the 
lateral permeability for every layer in the model by a multiple of its log-derived matrix 
permeability. This approximation effectively assumes that the overall fracture abundance 
in each layer is comparable, consistent with the most accurate direct measures of the 
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abundance of large fractures (Lorenz and Finley, 1991; Hooker et al., 2009) and in 
agreement with fracture observations in the studied wells (J. Hooker and others, written 
communication, 2011) and that fracture abundance differences are not the cause of 
differing fracture permeability. The approximation further assumes that differences in log 
derived matrix-permeability correlate with differences in degradation index, an effect that 
can be expected because the index reflects differing matrix cement content; the degree to 
which slight differences in log-derived matrix permeability translate into differences in 
natural fracture permeability enhancement can be adjusted by changing the multiplication 
factor. Vertical permeability remained the same for all iterations since previous studies 
have shown that natural fractures tend to stop at shale boundaries and would therefore not 
connect the model’s layers (Teufel, 1986; Lorenz et al., 1989). 
Initial scenarios were run with isotropic permeability multipliers: permeability 
was increased by the same multiple in both the x- and y-directions. Next, permeability 
was increased anisotropically: permeability in the maximum stress direction was 
increased by the multiple but the minimum horizontal stress direction permeability was 
left alone. According to MWX data, natural fractures tend to be in the same direction as 
induced hydraulic fractures (Lorenz et al., 1989). It is therefore likely that permeability 
enhancement is anisotropic with greater permeability enhancement in the direction of the 
hydraulic fracture. This situation would lead to lower production enhancement from the 
natural fracture system, since transmissibility to the hydraulic fracture is not improved, 
only transmissibility along the hydraulic fracture. Isotropic permeability multipliers 
approximate a network of natural fractures that is equally transmissive in every direction, 
while the anisotropic permeability multipliers approximate a system of natural fractures 
that only increase transmissivity in the same direction as the induced hydraulic fractures. 
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This anisotropy is important to quantify in the reservoir model, since it will have an effect 
on production rates, the shape of depletion around the wellbore, and well spacing.  
Iterations of each parameter adjustment were run until cumulative gas production 
from the model and actual cumulative production matched. Figure 45 shows cumulative 
gas production for the actual well, the base case model (with no adjustments to the 
original parameters), the model with an anisotropic permeability multiplier applied, the 
model with an isotropic permeability multiplier applied, and the model assuming 
permeability is equal to log-derived matrix permeability and all hydraulic fractures 
extend to the edge of the grid (660 ft half-lengths). Figures 46, 47, and 48 show gas rate, 
water rate, and cumulative water production, respectively, for these same iterations. For 
all these figures, the dotted blue line shows actual measured values, the yellow line shows 
the base case simulation output with no adjustments to the model, the red line shows 
output from the isotropically adjusted permeability model, the green line shows output 
from the anisotropically adjusted permeability model, and the purple line shows output 
from the uniform hydraulic fracture length model.  
All methods of adjusting the model provided adequate matches to cumulative gas 
production. In order to match production with the isotropic permeability model, 
permeability had to be increased by a factor of 20 in both the x- and y-directions. To 
match production from the anisotropic permeability model, permeability in the x-
direction (parallel to the hydraulic fractures) had to be increased by a multiple of 500 
while y-direction permeability remained constant. To match gas production with uniform 
hydraulic fracture lengths with log-derived matrix permeability, fracture half lengths 
must be 530 ft. 
While the adjustments shown allow the model to match gas production, actual 
water production is still far higher than any of the adjusted models produce, as shown in 
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Figures 47 and 48. Modeled water production is an order of magnitude less than actual 
water production from this well. One reason for this is that this model does not take into 
account the water injected during the hydraulic fracturing treatments. Modeling injected 
water would increase the water saturation in blocks adjacent to the fractures. This 
increased water saturation would have a large effect on gas production because of the 
difference in relative permeability and capillary pressure curves between fractured cells 
and reservoir cells as well as influencing water production numbers. As such, it is 
important to build a model to capture the fracture water that is injected into the formation 
prior to production.  
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Figure 45:  Cumulative gas production actual vs. simulations for layer cake model 
without water injection. The vertical axis shows cumulative gas production 
in MMscf and the horizontal axis shows time in days. 
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Figure 46:  Gas production rate actual vs. simulations for layer cake model without 
water injection. The vertical axis shows gas production rate in Mscf/day and 
the horizontal axis shows time in days. 
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Figure 47:  Cumulative water production actual vs. simulations for layer cake model 
without water injection. The vertical axis shows cumulative water 
production in bbl and the horizontal axis shows time in days. 
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Figure 48:  Water production rate actual vs. simulations for layer cake model without 
water injection. The vertical axis shows water production rate in bbl.day and 
the horizontal axis shows time in days. 
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5.3.2) Layer Cake Model with Simulated Water Injection 
The method for accounting for hydraulic fracture treatment water was to simulate 
water injection into each zone in the well simulation separately prior to producing gas. 
The amount of water that was actually pumped for each zone’s fracture treatment was 
injected into the simulation at 15,000 bbl/day for the amount of time necessary to achieve 
the appropriate volume. Approximately 57,289 bbl for Well 1 was then produced at 860 
bbl of water per day for as long as possible, after which the production constraint was set 
at 500 psi bottomhole pressure. An example of water distribution in a pay zone after the 
simulated fracture injection and before production is shown in Figure 49, demonstrating 
the increased water leakoff zone in the version with simulated injection. This method 
predicts much more water production in the early production stages, which is a more 
accurate representation of early water recovery. 
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Figure 49:  Water saturation map view for simulation without water injection vs. with 
water injection. Grid block colors represent water saturation. 
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The increased water saturation around the well and hydraulic fracture had a 
significant effect on production as compared to the well with only increased water 
saturation in the fracture. Whereas adjustments to hydraulic fracture length, isotropic 
permeability, and anisotropic permeability enabled production from the model without 
injection to match actual production, only isotropic permeability adjustments enabled the 
water injection model to match. Figure 50 shows attempts to match cumulative gas 
production by varying the three parameters. Increasing permeability anisotropically 
cannot alone account for the gas production seen in the actual well. Even when increasing 
permeability in the direction of the hydraulic fractures by a multiple of 1,000,000, gas 
production from the model is only about 75% of measured production. Increasing the 
hydraulic fracture length to the edge of the model (660 ft half lengths) and keeping the 
height the same as the MFrac predictions was not enough to increase simulated 
production to match actual production either. This maximum fracture length resulted in 
only a slightly higher cumulative gas production than the anisotropic permeability 
multiplier. 
The isotropic permeability multiplier is required to match actual cumulative 
production. A multiplier of 40 gives a good match to actual production as shown in 
Figure 50. Figures 51, 52, and 53 show gas production rate, water production rate, and 
cumulative water production matches, respectively, for the best attempts at matching 
cumulative gas production using the three methods. Water production is significantly 
increased as compared to the simulation without water injection. All models increased 
water production by over 300% compared to their counterparts in the simulations with no 
water injection. It should also be noted that the shape of the gas rate decline curve is 
different in the water injection model than in the model without injection. Gas production 
rate in the injection model increases gradually before peaking, when production is 
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dominated by fracture water recovery. Production then drops rapidly after its peak before 
stabilizing with a very gradual decline over the next 3 years. 
These results show that there is permeability enhancement transverse to natural 
fracture strike direction. Unidirectional natural fractures that only improve permeability 
in the hydraulic fracture direction are not sufficient to deliver the required gas production. 
These results do not prove, however, that permeability enhancement must be isotropic. 
The natural fractures probably enhance permeability both transverse and parallel to 
hydraulic fracture strike, but they probably do so anisotropically at some ratio. The 
effects of varying this horizontal permeability anisotropy ratio are discussed in greater 
detail in Section 5.4.2. 
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Figure 50:  Cumulative water production actual vs. simulations for layer cake model 
with water injection. The vertical axis shows cumulative gas production in 
MMscf and the horizontal axis shows time in days. 
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Figure 51:  Gas production rate actual vs. simulations for layer cake model with water 
injection. The vertical axis shows gas production rate in Mscf/day and the 
horizontal axis shows time in days. 
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Figure 52:  Cumulative water production actual vs. simulations for layer cake model 
with water injection. The vertical axis shows cumulative water production in 
bbl and the horizontal axis shows time in days. 
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Figure 53:  Water production rate actual vs. simulations for layer cake model with water 
injection. The vertical axis shows water production rate in bbl/day and the 
horizontal axis shows time in days. 
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5.4) GEOSTATISTICAL RESERVOIR MODEL 
The layer cake model is only a first approximation of the reservoir and does not 
accurately reflect the geology of the basin. In reality, properties vary considerably within 
the layer instead of being homogeneous throughout. The depositional processes that 
created the reservoir have a deterministic internal architecture, but smaller scale geologic 
properties vary randomly (Jensen et al., 2000). Since well logs only provide spatially-
limited information about reservoir properties (the wellbore is a vertical one dimensional 
sample of three-dimensional space), a method of building a reservoir model that captures 
the stochastic nature of geology is required to reflect the varying properties of the 
reservoir. 
One conditional simulation technique to capture the stochastic nature of 
depositional processes is Gaussian geostatistical simulation. This simulation creates a 
stochastic set of grid parameters that reproduce the known data, the histogram of the 
given data, and the variograms that describe spatial variance of parameters in the 
reservoir (Jensen et al., 2000). Variograms plot the variance of a variable across space. 
Low variance means the variables remain relatively constant over an area and high 
variance means they are not strongly dependent on each other (Gringarten and Deutsch, 
1999). Geologic variograms tend to have a positive slope since two geologic variables are 
generally more correlated when near each other and random when far apart. Variograms 
can be created experimentally by measuring the spatial variance in a data set using 
outcrops or multiple adjacent wells where many samples can be taken.  
Once an experimental variogram is created, a model variogram is needed for use 
in the geostatistical simulation. The model variogram is a mathematical function that 
approximates the experimental variogram and allows for interpolation for values that are 
not explicitly defined by the experimental variogram. Several models have been defined 
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for this purpose, three of which are shown in Figure 54—spherical, exponential, and 
Gaussian. They are defined by the following equations (Clark, 1979; van Groenigen, 
2000): 
 
Spherical: 73ℎ5 = ¼½ ∙ ¾1.5 ' − 0.5 'N¿ , ℎ < Â½, ℎ ≥ ÂÃ (29) 
Exponential: 73ℎ5 = ½ ∙ 1 − exp ;N'  (30) 
Gaussian: 73ℎ5 = ½ ∙ 1 − exp ;N'YY  (31) 
where  
 g(h) is the variogram function, 
 c is the sill, 
 h is the lag distance, and 
 a is the range. 
 
For each of these models, the variogram can be characterized by its sill and range. 
The sill is the maximum value that the variogram reaches and the range is the lag distance 
at which the sill value is reached (or, for exponential and Gaussian approximations, 
where 95% of the sill value is reached). In Figure 54, all three models are shown with a 
sill of 1.0 and a lag distance of 2,000 ft.  
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Figure 54:  Example of an experimental variogram overlaid with model variograms 
  
Creating accurate variogram estimates requires many data points. Hewlett (2010) 
used logs from wells in the Mamm Creek Field in the Piceance Basin to construct 
experimental variogram models that describe lithology. The results from Hewlett’s 
analysis are shown in Figure 55. Since sand lens dimensions are anisotropic, there are 
two different horizontal variograms (major- and minor-axis) oriented by an azimuth that 
describes the direction of the major horizontal variogram. The variograms from the 
Mamm Creek Field were assumed to be accurate approximations of variograms for these 
wells. In addition, since these variograms describe lithology and the reservoir simulation 
requires reservoir parameter inputs, porosity was used as a proxy for lithology in the 
computed geostatistical simulations. Using typical data for the Lower Williams Fork 
(zones 3, 5, 7, and 9 in Figure 55), the wells in this study were assumed to have 
variograms with parameters shown in Table 6. Both horizontal variograms and the 
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vertical variogram are estimated by spherical functions with a sill of 1 and ranges varying 
from 12.0 ft for the vertical variogram to 500 for the minor axis horizontal variogram and 
900 for the major axis horizontal variogram. Figure 56 shows a plot of the three 
variograms that were implemented into the geostatistical model.  
Geostatistical simulations using these variograms are randomly generated, so 
every realization of these variograms provides a unique set of porosity values with the 
same measured data, same histogram, and same variograms. There are infinite sets of 
porosity values that could satisfy these conditions, and a single set of these values is 
called a realization. A three dimensional view of the porosity values created by one of 
these realizations (Realization 1) is shown in Figure 57. Realization 1 was the set of 
parameters used for the calibration discussed in Section 5.4. 
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Zone Basic Lithology 
Azimuth of 
Maximum 
Spatial 
Continuity 
(°) 
Variogram 
Model 
Maximum 
Range 
(ft) 
Minimum 
Range 
(ft) 
Vertical 
Range 
(ft) 
1 Sandstone 16 Spherical 750.0 300.0 20.0 
2 Sandstone 39 Spherical 750.0 300.0 20.0 
3 Sandstone 10 Spherical 900.0 500.0 15.0 
5 Sandstone 10 Spherical 900.0 500.0 10.0 
7 Sandstone 10 Spherical 900.0 500.0 12.0 
9 Sandstone 10 Spherical 900.0 500.0 9.0 
13 Sandstone 10 Spherical 900.0 500.0 20.0 
15 Sandstone 10 Spherical 900.0 500.0 7.0 
Figure 55:  Experimental variogram results from Piceance Basin (Mamm Creek Field) 
logs (modified from Hewlett 2010) 
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Model Sill Range 
Horizontal Variogram 
(Major Axis) Spherical 1.0 900 ft 
Horizontal Variogram 
(Minor Axis) Spherical 1.0 500 ft 
Vertical Variogram Spherical 1.0 12 ft 
Table 6:  Variogram parameters for kriging 
 
Figure 56:  Variograms used in the geostatistical simulation model 
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Figure 57:  Realization 1 of a geostatistical simulation reservoir model showing porosity 
for each grid block 
 
 127 
5.4.1) Geostatistical Reservoir Model with No Water Injection 
As in the layer cake model simulations, three methods were used to calibrate the 
base case model to actual production measurements: increasing permeability 
isotropically, increasing permeability anisotropically, and creating longer uniform 
fracture lengths. These three methods were each iterated until cumulative gas production 
matched measured production or until the parameters reached a maximum. Like in the 
layer cake injection model, the isotropic permeability multiplier was the only method that 
could match simulated production to actual production. Increasing permeability 
anisotropically and increasing hydraulic fracture length did not increase simulated 
production enough. Attempts at matching cumulative gas production using these three 
methods are shown in Figure 58. An isotropic permeability multiplier of 40 (shown in 
red) was able to match the three year measured cumulative gas production (shown in 
blue). Neither extending hydraulic fractures to the edge of the grid (shown in purple) nor 
increasing permeability in the direction of the hydraulic fractures by a factor of a million 
(shown in green) created an effective history match. Figures 59, 60, and 61 show these 
same history match attempts compared to actual gas production rate, cumulative water 
production, and water production rate, respectively. 
It should be noted that the shape of the cumulative production curve for the 
isotropic permeability match of the geostatistical model differs rather strongly from its 
counterpart in the layer cake model and does not match actual cumulative production as 
well as the layer cake. The shape of the cumulative gas curve for the geostatistical 
model’s match has a much higher slope in early time and lower slope in later times, while 
the layer cake’s match has a less pronounced peak in early production. The layer cake 
model assumes that pay zones measured on the log are pay zones for every grid block at 
that depth throughout the model. The geostatistical simulation, on the other hand, creates 
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regions of productive sandstones surrounded by low-permeability, water-saturated shales 
that approximate the lenticular deposits of the Mesaverde. The discrete lenses of gas-
saturated sandstones that are intersected by hydraulic fractures are produced rapidly – 
hence, the higher slope in the geostatistical version – but the sandstone lenses that are 
separated from the hydraulic fractures by shales are much more difficult to produce, so 
the production rate declines rapidly. The shape of the actual cumulative gas production 
curve looks more like the layer cake curve – production rate does not decline as rapidly 
as in the geostatistical model. So while the geostatistical version of the model with no 
water injection takes a more descriptive approach to the geology of the reservoir, its 
output is not well-matched to reality. To match actual production curves while preserving 
geostatistical descriptiveness, the water injection model must be combined with the 
geostatistical model. 
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Figure 58:  Cumulative gas production actual vs. simulations for geostatistical model 
(Realization 1) with no water injection. The vertical axis shows cumulative 
gas production in MMscf and the horizontal axis shows time in days. 
  
 
 130 
Figure 59:  Gas production rate actual vs. simulations for geostatistical model 
(Realization 1) with no water injection. The vertical axis shows gas 
production rate in Mscf/day and the horizontal axis shows time in days. 
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Figure 60:  Cumulative water production actual vs. simulations for geostatistical model 
(Realization 1) with no water injection. The vertical axis shows cumulative 
water production in bbl and the horizontal axis shows time in days. 
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Figure 61:  Water production rate actual vs. simulations for geostatistical model 
(Realization 1) with no water injection. The vertical axis shows water 
production rate in bbl/day and the horizontal axis shows time in days. 
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5.4.2) Geostatistical Reservoir Model with Water Injection 
The geostatistical model with simulated water injection provides a more 
geologically descriptive model with appropriate treatment of fracture water. Fracturing 
fluid is treated as discussed in Section 5.3.2; water injection is simulated at 15,000 
bbl/day and each zone is opened sequentially for the amount of time that allows for the 
correct amount of water to be pumped into that zone. 
Since Gaussian geostatistical simulations are unique, stochastic representations of 
the known data and variograms, each realization of the simulation is different. Ten 
separate realizations are shown in Figure 62. Though they all have the same histograms 
for water saturation, porosity, and permeability, the production from these realizations 
varies based on the proximity of productive regions to the well and hydraulic fractures. 
The average of the cumulative gas production after 900 days of the ten realizations is 664 
MMscf with a standard deviation of 32 MMscf. The cumulative production from 
Realization 7 is the closest to the average with 657 MMscf gas produced after 900 days. 
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Figure 62:  Ten realizations of geostatistical model with water injection, showing 
cumulative gas production. The vertical axis shows cumulative gas 
production in MMscf and the horizontal axis shows time in days. 
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Using Realization 7, three methods of adjusting input parameters were used: 
isotropically increasing permeability, anisotropically increasing permeability, and 
uniformly increasing hydraulic fracture length. Unlike previously discussed models, 
matching with anisotropic permeability multipliers was more extensively pursued with 
this model. As with previous attempts, increasing permeability in only the direction of 
hydraulic fractures was not sufficient to match actual production. Neither anisotropically 
increasing permeability by a factor of 1,000,000 nor increasing all fracture half lengths to 
660 ft allowed enough gas to be produced in the simulation to match actual production. In 
fact, less gas was produced in this model than in any of the previous iterations.  
To fit anisotropic permeability multipliers to the data, permeability in both 
principal horizontal directions was increased but by different magnitudes in each 
direction. Figure 63 shows the permeability in each direction required to match 
cumulative production curves at various horizontal permeability ratios. The data fits well 
to power law trend lines.  
Attempts were made at matching the cumulative gas production curves produced 
by the models to actual cumulative production, as shown in Figure 64. Figures 65, 65, 
and 67 show the gas production rate, cumulative water production, and water production 
rate curves, respectively, for the best match attempts for each method. 
Isotropically increasing permeability was able to match actual cumulative gas 
production by increasing lateral permeabilities by a factor of 80. The anisotropic 
permeability multipliers found to match cumulative production were 140x:70x, 500x:50x, 
3,000x:30x, and 20,000x:20x. The shape of the cumulative production curve produced by 
the isotropic simulation also matches well to the actual curve – much more so than the 
geostatistical simulation model without any water injection. The anisotropic multiplier 
ratios less than 100 also match cumulative production well. Above a 100:1 permeability 
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ratio cumulative gas production and cumulative water production match the actual curves 
more poorly. This model also produces the highest water production of any of the 
previous simulation iterations.  Though this model still underestimates water production, 
it is still the only model iteration that comes within 40% of actual cumulative water 
production.  
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Figure 63:  Permeability Multiplier Cumulative Production Fit vs. Permeability Ratio 
for Realization 7. The vertical axis shows the permeability multiplier on a 
log scale and the horizontal axis shows the horizontal permeability ratio on a 
log scale. 
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Figure 64:  Cumulative gas production actual vs. simulations for geostatistical model 
(Realization 7) with water injection. The vertical axis shows cumulative gas 
production in MMscf and the horizontal axis shows time in days. 
  
 
 139 
Figure 65:  Gas production rate actual vs. simulations for geostatistical model 
(Realization 7) with water injection. The vertical axis shows gas production 
rate in Mscf/day and the horizontal axis shows time in days. 
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Figure 66:  Cumulative water production actual vs. simulations for geostatistical model 
(Realization 7) with water injection. The vertical axis shows cumulative 
water production in bbl and the horizontal axis shows time in days. 
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Figure 67:  Water production rate actual vs. simulations for geostatistical model 
(Realization 7) with water injection. The vertical axis shows water 
production rate in bbl/day and the horizontal axis shows time in days. 
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5.5) CONCLUSIONS FROM RESERVOIR MODELING 
5.5.1) Model Construction Methods 
Simulating the invasion of fracture fluids into the formation is important to 
accurately represent production. Models without higher water saturation near the fracture 
than in the rest of the formation produce more gas than they should and with a different 
gas production curve shape. The downside of simulating water saturation is that it 
requires much more computing power due to the large compositional gradients that occur 
at the water injection front. For example, the base case layer cake simulation took 5.1 
hours of computation time without simulating injection while the same model with water 
injection in the beginning took 16.0 hours of computation time on the same computer. 
Compared to layer cake models, geostatistical models can accurately depict actual 
production and provide a more realistic depiction of the distribution of reservoir 
parameters. Geostatistical models are also more able to account for relatively higher 
production from zones with low measured porosity and permeability, since the 
sandstones are highly laterally variable. In addition, the geostatistical models with water 
injection were the only models that came close to matching the water production seen in 
the field. 
5.5.2) Permeability Multipliers 
Two of the methods used to increase production from the model to match 
production—increasing permeability in only the hydraulic fracture direction and 
increasing hydraulic fracture length—were not sufficient by to explain the relatively 
larger measured production as compared to modeled production. Permeability transverse 
to the hydraulic fractures must be greater than matrix permeability to match cumulative 
production. Outcrop and oriented core from the basin showing a unidirectional nature to 
 143 
the fracture system, but any open natural fractures nonparallel to the hydraulic fracture 
direction would provide production enhancement transverse to hydraulic fractures.  
Isotropic permeability multipliers needed to match actual production ranged from 
20 in the layer cake model with no water injection to 80 in the geostatistical model with 
water injection. The observed unidirectional natural fracturing suggests that there is 
anisotropy in the permeability enhancement, though, so it is unlikely that using isotropic 
permeability multipliers are the most accurate method. Rather, permeability multipliers 
should be different in each horizontal direction (larger in the direction of hydraulic 
fracturing than in the direction transverse to hydraulic fracturing). Figure 63 shows 
cumulative gas production matches using different horizontal permeability ratios, and, 
though all the curves are relatively similar, a ratio of approximately 10:1 (permeability 
multipliers of 500 and 50) seems to yield the best fit for cumulative gas production 
matching. 
5.5.3) Zonal Production Comparison 
One of the characteristics of multi-zonal gas production from the Mesaverde in 
the Piceance Basin is that most production in an individual well comes from only a few 
zones. McCracken et al. (2008) found that, based on PLT data, 75% of a well’s 
cumulative gas production comes from 20% of the perforated zones. None of the 
production fits for any of the model iterations produced simulated PLT measurements 
that match these characteristics.  
A cumulative frequency plot of zonal production is a good measurement of 
production heterogeneity in a well. Figure 68 shows the simulated cumulative frequency 
distributions for cumulative gas production after 1 year for the isotropic permeability fits 
for each modeling method. These simulated frequency distributions are overlain on the 
 144 
average cumulative frequency plot for wells in the Piceance Basin created by McCracken 
et al. (2008). 
 
Figure 68:  Cumulative frequency plot for a typical Piceance Basin well compared with 
reservoir model fits. The vertical axis shows cumulative gas contribution of 
zones and the horizontal axis shows the percent of zones. (modified from 
McCracken et al., 2008) 
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Figure 69:  Simulated zonal production using geostatistical injection model and PLT-
measured production for Well 1 at equivalent times are shown. The 
horizontal axis is the production rate of the zone. Simulated production rate 
is shown in blue and PLT rate is shown in red. Damage in the wellbore 
prevented the logging tool from reaching bottom, so only production from 
the upper part of the well is shown.  
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Figure 70:  First 6 months of simulated zonal production using geostatistical injection 
model for Well 1. The horizontal axis is the production rate of the zone. 
Production rate for the first of each month for each zone is shown, with the 
earliest month at the top and latest month at the bottom. 
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The layer cake model contains more production heterogeneity between zones than 
does the geostatistical model, because of the lateral variation in the properties of the 
geostatistical model. In the layer cake, when two layers have very different reservoir 
parameters, these differences persist throughout the grid; whereas, in the geostatistical 
model, these difference only persist for a spatially limited range. Neither case fully 
explains production heterogeneity seen in PLT data. 
Since neither lithology variation nor hydraulic fracture size can explain the 
production heterogeneity that exists in these formations, there must be another cause. 
Natural fractures are a likely source of this heterogeneity, and changes in natural fracture 
distribution and conductivity between zones, including sealed versus open fractures, are 
plausible candidates for the additional heterogeneity in the system. It is possible for the 
permeability enhancement caused by natural fractures to vary significantly between 
zones, because just one large, open natural fracture in a layer could increase effective 
permeability by several orders of magnitude. 
A more direct comparison of PLT data to simulated production for Well 1 is 
shown in Figure 69. Simulated gas production is shown in blue and PLT measurements 
are shown in red. There is some incompleteness to the data set because the PLT log could 
not reach bottom, so only the top zones in the well are accounted for. Nevertheless, while 
production from most zones tends to match—at least on order of magnitude—the 
simulated production, there is one zone that produces at a rate about 10 times higher than 
the average of the other zones.  
Figure 70 shows simulated zonal production from the geostatistical model with 
water injection to give a sense of the zonal heterogeneity of the gas production. Each 
zone shows its gas production for the first six months (first month at the top and sixth 
month at the bottom for each zone). If the model is correct, heterogeneity should tend to 
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decline as a well is produced, since production from large zones declines rapidly and 
production from small zones is more stable. 
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Chapter 6: Completion Optimization 
6.1) POTENTIAL BENEFIT TO COMPLETION IMPROVEMENT 
In unconventional wells, completion techniques are one of the primary methods to 
add value available to the operator. Using this reservoir model, the maximum theoretical 
benefit to improved completion techniques can be quantified. Using the history match for 
the layer cake model with water injection as a base case, one model was run assuming the 
same amount of water injected, but with fractures spanning the entire height and length of 
the grid. This situation was also simulated with no water injection to investigate the 
theoretical potential of a hypothetical fracturing technique that caused no water invasion 
into the reservoir. The cumulative gas production and net present value of gas production 
for these three scenarios is shown in Figure 71. Cumulative gas production curves are 
shown in shades of violet and blue, and net present value curves are shown in shades of 
green. The discount rate is assumed to be 10% and the natural gas price is assumed to be 
$3/Mscf. With these assumptions, the maximum theoretical present value is 
approximately $7 million. Taking fracture water damage into account, the value drops to 
$6.8 million. These values compare to the approximately $3 million present value of base 
case situation. Though the idealized hydraulic fracture case is unattainable in reality, 
there is clearly room to grow value between the current production and idealized fracture 
production. 
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Figure 71:  Cumulative production and present value of gas production for (1) 
production match using simulated fractures with water injection simulation, 
(2) maximum theoretical fractured reservoir, and (3) scenario 2 with water 
injection simulation. The left vertical axis shows cumulative gas production 
in MMscf, the right vertical axis shows present value of gas production in 
millions of dollars, and the horizontal axis shows time in days. 
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6.2) PRODUCTION BENEFIT TO COMPLETING EXTRA ZONES 
To evaluate the potential benefits to increasing the number of individual fracture 
treatments in the well stimulation, the best zone that had not been fractured was 
identified. The sandstone interval has a height of 20 ft and its top is at 11,340 ft true 
vertical depth. A hydraulic fracture with a height of 30 ft and length of 400 ft (the 
average dimensions for simulated fractures in this well) was simulated for this zone. The 
extra fracture was simulated using Realization 7 of the geostatistical model with water 
injection and compared to the base case model. 
The cumulative production curves and present value of gas production for the 
base case and additional fracture case are shown in Figure 72. Considering six years of 
gas production and assuming a discount rate of 10% and gas price of $3 per Mscf, the 
value of the base case gas production was $2,641,000 and the value of base case with the 
extra zone was $2,558,000. Even with relatively conservative values for gas price and 
discount rate, the value of the extra zone is $83,000. Reliable data for completion costs 
were not available for this study, but the marginal cost of pumping a fracture treatment 
for an additional zone is likely to be less than $83,000.  
Hydraulically fracturing 10 zones in addition to the original 45 zones, adds 
approximately $500,000 in present value of gas production, yielding a total present value 
of $3,165,000 for the gas produced in the first 6 years. Here, the diminishing returns to 
stimulating additional intervals are beginning to become evident, since each zone 
averages a $50,000 increase in present value, whereas only pumping 1 additional 
treatment yielded a $83,000 present value increase. Nevertheless, these results suggest 
that the optimal number of zones completed and stimulated is higher than had been 
completed in the base case. 
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Figure 72:  The production and present value effects of fracturing an additional zone on 
cumulative gas production and present value of gas production. The left 
vertical axis shows cumulative production in MMscf, the right vertical axis 
shows present value of gas production in millions of dollars, and the 
horizontal axis shows time in days. 
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6.3) BENEFITS FROM JUST-IN-TIME PERFORATING TECHNIQUES 
The geostatistical model with water injection was used to compare the Just-in-
Time perforating method of well completion with the older method of fracturing fewer 
intervals. Just-in-Time perforating allows for the efficient stimulation of many zones. In 
the base case, 41 fracture treatments were pumped with an average interval height of 30 
ft. The other method targeted 500 vertical feet of reservoir at a time, pumping six fracture 
treatments for the entire reservoir.  
The six large fracture treatments were simulated as identical treatments with the 
same sand and fracture fluid used for each interval. The total sand and fracture fluid used 
for all six fractures was set to be equal to the sum of all 41 fracture treatments in the base 
case, to ensure that production differences are the result of the differing techniques and 
not differing sand and fluid quantities. This resulted in a much larger size for each 
individual fracture in the six fracture scenario, with an average simulated propped height 
of 210 ft, compared to a base case average simulated propped height of 30 ft. 
The Just-in-Time perforating method proved much more productive and valuable, 
than larger, fewer fractures. This is because it provides the ability to place proppant in 
productive zones, rather than blindly relying on large, imprecise fractures to place 
proppant ideally. This significant production enhancement due to Just-in-Time 
perforating is in shown in Figure 73. Cumulative production curves are shown in blue 
and purple and present value curves are shown in yellow and green. The base case 
completion method produces almost 1,100 MMscf in 7 years with a present value of gas 
production of about $2.7 million, while the larger, fewer fractures produced 
approximately 620 MMscf in 7 years with a present value of gas production of $1.4 
million (present values of gas production was calculated with a discount rate of 10% and 
gas price of $3 per Mscf). Even while pumping the same total amount of fracturing fluid 
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and proppant , cumulative gas production and present value of gas production with larger, 
fewer fractures are almost half of that produced by the base case, Just-in-Time 
perforating method. 
 
Figure 73: The production and present value effects of performing six large fracture 
treatments instead of the targeted, smaller fracture treatments performed in 
the base case. The left vertical axis shows cumulative production in MMscf, 
the right vertical axis shows present value of gas production in millions of 
dollars, and the horizontal axis shows time in days. 
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6.4) COST OF FRACTURE WATER DAMAGE 
These models quantify the damage caused by fracture fluids. Since there is much 
higher capillary pressure in the formation than in fracture, any water that gets into 
formation is potentially damaging. This created a trade-off between increasing production 
with longer fracture length and impairing production with more water invasion. Figure 74 
shows the costs of leakoff as compared to an idealized situation with the permeability 
enhancement of hydraulic fractures but without the water invasion. Over the course of 25 
years, the model without water invasion produces only about 1% more gas and has a 7% 
greater net present value – a net present value decline from $3.14 million to $2.9 million 
given a $3/Mscf price of natural gas and discount rate of 10% – because water invasion 
prevents earlier recovery of the gas. 
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Figure 74:  Net present value and cumulative production curves for layer cake models. 
The left vertical axis shows cumulative production in MMscf, the right 
vertical axis shows present value of gas production in millions of dollars, 
and the horizontal axis shows time in days. 
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Waiting to produce the gas after a hydraulic fracture exacerbates the water 
invasion problem even more. Leaving fracture fluids in the wellbore creates additional 
costs in two ways: (1) it delays production and monetization of valuable natural gas and 
(2) it allows fracturing fluid to penetrate deeper into the reservoir where it is more 
difficult to produce. Figure 75 shows the cumulative production and net present value 
difference between a well that is produced immediately after a fracture treatment and one 
that begins production 2 weeks after the end of the fracture treatment. 
 
Figure 75:  Effect on net present value of waiting 14 days to produce the well (assuming 
$3/Mscf natural gas price and 10% discount rate). The vertical axis shows 
the present value of gas production in millions of dollars, and the horizontal 
axis shows time in days. 
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Chapter 7: Conclusions and Implications 
7.1) CONCLUSIONS 
7.1.1) Log-Derived Geologic Properties 
Using dipole sonic logs and critical stressed fault theory to derive the in-situ stress 
in the Piceance Basin Mesaverde was found to be a valid process by comparing the 
resulting stress with ISIP findings and previous studies’ results. The typical strain needed 
to satisfy critical stressed fracturing theory was -0.0009. Negative strain means that the 
rock is in an extensional tectonic environment. The stress anisotropy (difference between 
maximum horizontal stress and minimum horizontal stress) varies between 3000 psi and 
8000 psi for all wells considered. 
Other geomechanical properties were also calculated based on dipole sonic log 
measurements. Poisson’s ratio was found to be approximately 0.2 in the regions that were 
fractured. Static Young’s modulus varied between 2×106 to 6×106 psi after correcting for 
dynamic measurements. Biot’s poroelastic hovered around 0.5 for most of the depths 
analyzed.  
7.1.2) Fracture Modeling 
Numerical modeling of the hydraulic fracture process in the Mesaverde revealed 
several potential insights about how hydraulic fractures propagate and how proppant is 
placed. According to model, tip screen out – retardation of fracture length growth due to 
proppant at the tip of the fracture – is needed to build adequate proppant height. Due to 
the low concentrations of proppant used in the treatments, at the moment tip screen out 
occurs, the proppant is very dispersed in the fracture and at insufficient concentrations to 
maintain a propped fracture. As the treatment continues, net pressure begins to build 
since the fracture cannot propagate laterally. With constant rate and relatively constant 
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proppant concentrations, a pressure increase at surface can be used as an indicator for net 
pressure build and is an important signal that a proppant bank is being built.  
In simulating the fracture treatments using log-derived matrix permeability in the 
leakoff equations, it was clear that matrix permeability is not adequate to simulate 
leakoff.  For many zones, the leak off rate produced by matrix permeability was far too 
low to produce reasonable fracture propagation results or match surface pressure from the 
model to reality. Permeability multipliers were used to produce results that matched 
treatment data and created reasonable fractures. Multipliers necessary to match results 
ranged from 1 to 1,000 and correspond well to the orders of magnitude permeability must 
be increased to match production in reservoir simulations. 
7.1.3) Reservoir Modeling 
Four methods of reservoir simulation were compared and evaluated based on their 
descriptiveness and ability to match well production. Layer cake models, layer cake 
models with water injection simulation, geostatistical simulation models, and 
geostatistical simulation models with water injection were evaluated. Both methods that 
simulated water injection were found to be vastly superior in terms of simulating water 
production. The geostatistical model with water injection was the closest to producing as 
much water as the actual well. This model is also superior in that it takes a more 
descriptive approach to the reservoir geology and fits the shape of the cumulative 
production curve.  
Using a permeability multiplier in only the direction of hydraulic fracturing is 
insufficient to match actual production. The same is true for increasing fracture length. 
Isotropic increases in permeability allow the model to fit actual production but there is 
not a physical basis for isotropic permeability increases due to the unidirectional nature 
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of the fracturing. Instead, permeability in both horizontal directions should be increased, 
with a larger multiplier in the direction of hydraulic fracturing, to both match production 
and properly account for physical realities. 
When comparing the cumulative frequency plots of production from each zone, 
the layer cake model with water injection was the most similar. All geostatistical 
simulation models have lower production heterogeneity than is measured in Piceance 
Basin wells. This only shows that fracture geometry, sandstone lens distribution, and 
reservoir properties are not the source of heterogeneity though. It is likely that varying 
natural fracture conductivity between zones is the source of heterogeneity and the 
geostatistical model is still more suited to evaluating the reservoir. 
Analyzing the completions with the reservoir model found that perforating and 
stimulating many zones with smaller fracture treatments was far more effective than 
trying to stimulate large intervals. Furthermore, current completions are not maximizing 
the number of intervals completed. Reservoir modeling should be used with an 
understanding of an operator’s cost structure to determine the most economics 
completion. Reservoir modeling justifies completing more zones than are currently 
stimulated, up to the point where the marginal cost of completing a zone is greater than 
the present value of the gas production that zone adds. 
The methods that included water injection were more accurate in simulating water 
production that matched actual water production. These methods found that water 
invasion drastically lowers cumulative production in the model. Water invasion results in 
a 7% reduction in net present value as compared to a well with the same hydraulic 
fracture permeability enhancement but no water invasion into the reservoir. 
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7.2) IMPLICATIONS FOR FUTURE WORK 
Reservoir modeling is always in need of further constraints due to the uncertain 
nature of the inputs. In this case, uncertainty is added to the process at every step – log 
interpretation issues, hydraulic fracture modeling limitations, and reservoir discretization, 
to name a few – and reduction of any of these uncertainties is helpful to the entire 
process. The models can be further constrained by applying the workflow to more wells 
in the field. Adjacent wells can be combined into a single simulation using the same log 
interpretation processes and geostatistical variograms. Adjacent wells that have seen 
communication with each other can reduce uncertainty further by constraining pressure 
fronts in time. The findings from the simulation of the well in this study should be 
applied more broadly to validate the findings. 
Hydraulic fracture modeling should be expanded by considering the three-
dimensional variation of geostatistical properties. Limitations of the modeling software 
and insufficient geospatial data require most fracture simulations (as well as those 
performed in this study) to assume horizontal isotropy in geomechanical properties, with 
variation only in the vertical direction according to log measurements. Though it is not 
possible to measure geomechanical properties away from the well, the geostatistical 
processes used in the reservoir simulation can be applied to fracture simulation to create a 
range of possible fracture orientations and dimensions.  
This study and others have shown that natural fracturing is an important 
production pathway and a source of significant heterogeneity of production between 
zones. The ability to measure these fractures cheaply would be a boon to completion 
engineers. Since natural fractures are not the only variable involved in production, it 
would be unwise to try to validate the efficacy of these techniques by comparing them 
directly against zonal production data. This model can be used to verify natural fracture 
 162 
characterization methods against PLT logs. The methods described here would be helpful 
in verifying the value of FMI logs, degradation index, and subcritical fracture theory, 
among others. Finally, since modeling results showed that fracturing in the Piceance 
Basin enhance permeability in both principal horizontal directions; methods that identify 
natural fracturing at high angles to the maximum stress direction should be the focus of 
further study.  
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