II code constructed by Panchenko is studied. The If code to be an alternative to the Hamming code in the class of singleerror correcting and double-error detecting codes (SEC-DED codes) is also considered. The II code has a smaller number of words of weight 4 and provides a larger probability of the triple-independent-error detection than the shortened Hamming code with the same parameters. In this work shortening algorithms for the If code are proposed, and parity check matrices of the [39,321, [72,641, [137,1281 shortened Let A, be the ratio of the number of triple independent errors that may be detected by a code to the total number of triple errors. Denote by A, the number of words of weight 4 in a P, = The Hamming code is the most well known of codes with d = 4. A, < uf(n, r).
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Abstract-The II code constructed by Panchenko is studied. The If code to be an alternative to the Hamming code in the class of singleerror correcting and double-error detecting codes (SEC-DED codes) is also considered. The II code has a smaller number of words of weight 4 and provides a larger probability of the triple-independent-error detection than the shortened Hamming code with the same parameters. In this work shortening algorithms for the If code are proposed, and parity check matrices of the [39,321, [72,641, [137,1281 shortened II codes are constructed. The codes obtained can detect byte errors of length 4. I. INTR~DU~I~N Every word of a semiconductor memory is usually encoded by an error correcting code [20] . Errors appearing in the memory are classified to be either independent errors or byte errors [l] - [8] , [13] - [18] . In this correspondence the following strategies for memory protection [l] -- [lo] , [13] - [18] Let A, be the ratio of the number of triple independent errors that may be detected by a code to the total number of triple errors. Denote by A, the number of words of weight 4 in a P, = The Hamming code is the most well known of codes with d = 4. The problem of A, minimization for the shortened Hamming code was considered in [3] , [4] , [9] , [Ill, [13] , [14] , and [21] . (Throughout this correspondence the word "shortened" may be omitted in a code name.) Let uf (n,r) be the minimum of A, over all [n, n -r] Hamming codes. In [9] evaluations of uF(n, r) were obtained.
There are linear codes with d = 4 that are not equivalent to the Hamming code [lo] , [12] , [19] . Let u$(n, r) be the minimum of A, over all linear [n,n-r] codes with d = 4. In [II] , [19] evaluations of ut(n,r> were obtained. In [19] Panchenko constructed the II code that is not equivalent to the Hamming code and has A, < uf(n, r).
Let N, = 17.2'-6. In [12] it is proved that there exist only three nonequivalent quasiperfect binary linear codes with d = 4, n > N,: the Hamming code with n = 2'-l, the II code with n = 5*2'-4, and the fl code with n = 9. 
G=
The parity check matrix P, of the nonshortened [II, n -r] n code with n = 5.2'-4, r 2 5, has the following form:
where B, is a (r -4)X5 matrix. 
code. For Strategies 1 and 2, the memory reliability substantially depends on the value of A,. It is known that A3 = 1-4A,/( 1) [13] . Hence, it is useful to decrease the value of A,.
It should be noted that the maximum number of l's in rows of a parity check matrix and regular structure of the matrix are also important for memory protection systems [4] , [6] , [7] , [13] The parity check matrix Q, [12] of the nonshortened [n, n -r] Sz code with n = 9.2'-5 has the following form:
where B, is a (r -5) X 9 matrix.
Codes with n = 2'-' + r, r I 9, used in a memory, have n> N,.
In Section II we construct two shortening algorithms for the II code. We consider the following ranges of code length n:
max(5.2r-4 -25, 17.2r-6 + 1) I n 5 5~2'~~. (6) The range (5) Structures of the obtained matrices are regular. Therefore, 
II. THESHORTENED n CODES WITHTHEBESTDETECTING Proof: See the Appendix. 0
Denote by A'$n, r> and Ay(n, r> the maximum of A, over all linear [n, n -r] codes with d = 4 and over all [n, n -r] HamIn order to count A, we represent a nonzero column s,, ming codes respectively. which does not belong to the parity check matrix of an [n, n -r] code ("external" column), as the sum of two columns h,,j and Theorem 2: In the range (5) the [n, n -r] II code obtained by h,,j+l, which belong to the matrix [14] , [19] . Denote by m(t) the Algorithm 1 has the minimum number of words of weight 4 and number of various representations of the column s,. Then the the maximum probability of triple-independent-error detection following relations hold: over all linear [n, n -r] codes with d = 4, i.e., this II code has A, = c&n, r) and A3 = At(n, r). st = ht.1 + ht,2 = h,,, + ht,4 = . . . = hr,2m(tj-z + ht,2m(tp (7) Proof: See the Appendix. 0 where m(t)E{O;..,[n/21}.
Using the relations (81, (IO) and results of [9] we obtain t =l;**, 2'-l-n, . (11) with d = 4 obtained by shortening of linear codes nonequivalent to the II code. [4], [9] . [13] . In [4] On the other hand, the parity check matrices of the II code have more l's in rows than corresponding matrices of the Hamming code.
The II code is a reasonable alternative to the Hamming code in the class of SEC-DED codes. The deleted columns of Pr are external for a shortened matrix, but these columns cannot be represented in the form (7) . Hence, the F spectrum does not depend on the deleted columns. All sums of the form gi + gj for i, j E Y, i f j, are distinct: g,+g,=g,; g4+g,=gl2,g4+gl,=gll~ g,+g,s=g,;
For any external column a E A,, k # 0, in every sum of the relation (7) i=1;**,15. We show that the shortened II code obtained by Algorithm 1 is the best code over all shortened II codes. For n -1 external THEORY, VOL. 37, NO. 3, MAY 1991 901 columns the number of representations m(t) is reduced by one if the code of length n is shortened by one symbol. According to (8) , in order to minimize the value of A, in a shortened code we should reduce the maximal values of m(t). For the nonshortened II code external columns can be partitioned into 2 groups: 1) the matrix A,, 2) the matrices A,, k E U. The partial F spectrums of these groups of columns are as follows: (A.14)
If i = 8, we should consider three nonequivalent shortened II codes: 1) the code obtained by Algorithm 1; 2) and 3) the codes obtained by deleting of the following columns: {z, 2) and {Z, 2) respectively.
We obtain the F spectrums in the cases (A.14), (A.15) and (A.15) conclude that the II code obtained by Algorithm 1 has a smaller value of A, than other II codes. According to [19] , in the range (5) for any length n there exists a shortened [n, n -r] II code that has a smaller value of A, in comparison with any shortened [n, n -r] Hamming code. Hence, the II code shortened by Algorithm 1 has a smaller value of A, than any shortened Hamming code with the same parameters.
The range (5) contains the KI code only for r = 6,7,8. In the range (5) we obtained the values of A, for the R code using a computer. These values are larger than the II codes shortened by Algorithm 1. For example, the [72,64] R code has A, = 7742 (compare with Table I ). This finishes the proof of Theorem 2. 0 Proof of Theorem 3: According to [12] , we consider the Hamming code, the II code, and the fI code.
The range (6) includes the n code only for r = 6, * ' . ,9. We obtained the value of A, for the n code with r = 6,7,8, by hand and for r = 9, n 2 141 by computer. The Hamming code is a code with even weights. According to [9] and [ll, formula (3) ], it follows that for shortened Hamming codes A4>(t)((I)/2r-'-)/ 1 6. It can be verified that in the range (6) for the shortened Hamming codes the values of A, are larger than for the II code shortened by Algorithm 2. 0
