ABSTRACT In 2016, dolphin swarm algorithm (DSA) that has received sustained research interest due to its simplicity and effectiveness was proposed. However, when solving high-dimensional function optimization problems, DSA is prone to fall into local optimization problems, which leads to low optimization accuracy or even failure. In this paper, to solve this problem, chaotic mapping is introduced into DSA, and chaotic dolphin swarm algorithm (CDSA) is successfully proposed. Based on high-dimensional Rastrigin function, the optimal chaotic map is determined among eight chaotic maps (e.g., Logistic). Then, in view of high-dimensional Levy function, Rotated Hyper-Ellipsoid function and Sum Squares function respectively, the performance of CDSA and that of the state-of-the-art algorithms (e.g. (whale optimization algorithm) WOA) are compared. The results show that the performance of CDSA based on Kent map is best and the performance of CDSA outperform that of the state-of-the-art algorithms considered to be compared. Finally, it is concluded that such a new meta-heuristic algorithm could help to improve the shortcomings of DSA and increase the applied range of DSA.
I. INTRODUCTION
As an important branch in the field of optimization, the optimization problems of high-dimensional functions have always been a hot issue for scholars at home and abroad [1] . High-dimensional function optimization has a significant application in theory and engineering field. Many practical optimization problems which may be solved can be transformed into optimization problems of high-dimensional functions through certain transformations, such as multivariable function fitting [2] .
However, in the process of optimizing high-dimensional functions, with the increase of their dimensions, the scale of search space increases exponentially, this lead to that traditional optimization methods can't meet the needs of solving [3] . Therefore, in recent years, scholars at home and abroad have tried to use the meta-heuristic algorithm
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From TABLE 1, we can see that all kinds of metaheuristic algorithms are inspired by particle swarm optimization (PSO). Although the above-mentioned meta-heuristic algorithms obtain the optimal solution of the function in a certain scale, the algorithms above still have the problem of easily falling into the local optimum. At the same time, the algorithms above are still limited to scale problems, e.g., with less than 30 decision variables. Therefore, some improved algorithms are proposed, which are shown in TABLE 2.
For TABLE 2, some scholars have proposed some improved meta-heuristic algorithms, but these enhanced meta-heuristic algorithms only solve functions in lowdimensional space, for example, some functions have only two or three variables, so it is very significant to find metaheuristic algorithms that can be solved in high-dimensional space. In 2016, a novel meta-heuristic algorithm ( [27] - [29] ) called dolphin swarm algorithm (DSA) is proposed and applied. But like other meta-heuristic algorithms, DSA still has the problem of an optimal balance between exploration and exploitation, Therefore, to solve this problem and enhance the convergence speed and the ability to obtain the global optimal solution of DSA, a new algorithm named chaotic dolphin swarm algorithm (CDSA) is put forward by introducing chaotic map into DSA in this study.
The rest of the paper is organized as follows: Chaotic theory and chaotic map are presented in Section II; The DSA is explained in detail in Section III; Also, the combination of DSA and chaotic map is meticulously described in Section IV. Based on Section II, Section III, and Section IV, Section V gives result and discussion; Last, the conclusions and future work are provided in Section VI.
II. CHAOTIC THEORY AND CHAOTIC MAP A. CHAOTIC THEORY
Chaos refers to seemingly random irregular motions occurring in deterministic systems. The behavior of a system described by deterministic theory can be expressed as uncertainty, which is the chaotic phenomenon. Furthermore, the theory of studying chaos is called chaos theory. Chaotic systems are called chaotic systems, and chaotic systems are highly sensitive to initial conditions. In other words, for deterministic descriptive systems, chaos can also occur [30] .
B. CHAOTIC MAP
To improve the global convergence ability of DSA, chaos which are shown in TABLE 3 [31] is introduced into DSA and CDSA is developed. Then we simulate the distribution and proportion of solutions of eight chaotic maps in FIGURE 1. and FIGURE 2.
III. DOLPHIN SWARM ALGORITHM (DSA) A. PREDATORY BEHAVIOR OF DOLPHIN SWARM
In 2016, inspired by PSO, Wu et al. began to pay attention to some behaviors of dolphins ([27] - [29] ). For instance, the dolphin uses echolocation in search of prey. Except for echolocation, another behavior of dolphin swarm is cooperation and division of labor to catch prey. The third behavior of dolphin swarm is information exchanges. These three behaviors can be summarized as one dolphin discovers its prey, informs other dolphins by echolocation, and then all dolphins surround the prey and catch food.
B. MAIN DEFINITIONS 1) DOLPHIN
In the process of optimization, each dolphin represents a feasible solution. However, the expression of feasible solutions for various optimization problems is different. In this paper, to better understand the optimization process, dolphins are defined as
where N represents the number of dolphins, and x j (j = 1, 2, . . . , D) represent the component: above three distances is as follows:
Fitness is based on judging whether the solution is good or bad. In DSA, E is calculated by fitting function (i.e., Rastrigin function in (25) in Section V). For this function, the closer the E value is to 0, the better the solution is obtained. Because different fitting functions of various optimization problems are different, Fitness (X) is used to represent the fitting functions in this paper. Examples of specific fitting functions may be found in (25) , (26) , (28) , and (29) in Section V.
C. CRITICAL STAGES
The DSA is split into six stages, which are the initialization, search, call, reception, predation, and termination stage. Since the initial stage is only the initialization of the population, the final stage only gives a termination condition; therefore, in this subsection, search, call, reception, and predation stage are mainly used. The four stages are described in detail as follows:
1) SEARCH STAGE
When searching for prey, each dolphin usually makes a sound in M directions in the area near the dolphin. In order to qualitatively describe the process of each dolphin's search for prey, sound is defined as To prevent dolphins from falling into the search phase, a maximum search time T 1 is set. In the range of 0 to T 1 , the sound V j that Dol i (i = 1, 2, . . . , N ) makes at time t will find a new solution X ijt . The definition of X ijt is as follows.
For X ijt that Dol i obtains, its fitness value E ijt is expressed as follows:
If
Then K i is displaced by L i ; otherwise, K i does not change. After all the Dol i (i = 1, 2, . . ., N ) update their L i and K i , DSA enters call stage.
2) RECEPTION STAGE
In DSA, in order, the reception stage occurs after the call stage, but to better understand the call stage, in this subsection, the reception stage is first described in detail. The quantitative description of information exchange between VOLUME 7, 2019 dolphins and dolphins can be expressed by an N×N-order matrix which is named 'transmission time matrix' (TS = (TS ij (i = 1, 2, . . ., N ; j = 1, 2, . . ., N ))), where TS ij is the rest of the time for the sound of moving from Dol i to Dol j .
When DSA get into the reception stage, that all elements TS ij (i = 1, 2, . . ., N ; j = 1, 2, . . . , N ) in the TS will decrease demonstrate that the sounds spread on any element TS ij in the TS, and if
This means that the sound, which will be received by Dol i , sent from Dol j to Dol i . Next, TS ij will be displaced by a new search time, which is called 'maximum transmission time' (T 2 ). By this process, we will know the relevant sound has been received. Furthermore, comparing K i and K j , if
Then K j replaces K i , or K i does not change. Next, DSA gets into the predation stage.
3) CALL STAGE
Based on the search stage, at this stage, each dolphin makes sounds for the sake of informing other dolphins of their search results, containing whether an optimal global solution is found and where it is located. Next, the transmission time matrix TS should be updated according to the following inequality.
For K i , K j , and TS i,j , if
where A, which is a constant, represents the acceleration. Next, TS i,j will be updated according to the following equation:
After all the TS i,j is updated, DSA gets into the reception stage.
4) PREDATION STAGE
In the search phase, reception stage, call stage and predation stage, predation stage is the most critical and important stage. Next, we describe the predation stage in detail. In this stage, each dolphin preys within a certain surrounding radius, which is defined as R 2 . Also, R 2 determine the distance between the dolphin's optimal neighborhood solution and its position after the predation obtains a new position. Furthermore, the search radius R 1 , which is the maximum range in the search stage, can be calculated as follows:
Next, Dol i (i = 1, 2, . . ., N ) is regarded as an example to describe the calculation of R 2 and update the dolphin's position.
Then, R 2 will be calculated according to (16) .
where e represents the radius reduction coefficient. After getting R 2 , Dol i 's new position newDol i can be obtained:
and
Then, R 2 will be calculated according to (20) .
After getting R 2 , Dol i 's new position newDol i can be obtained:
, if it satisfies (18) and
Then, R 2 will be calculated according to (23) .
After getting R 2 , Dol i 's new position newDol i can be obtained by (21) .
After Dol i moves to the position newDol i , comparing newDol i with K i in terms of fitness, if
Then newDol i replaces K i , or K i does not change. Finally, if the iterative termination condition is satisfied, DSA enters the termination stage, or, DSA enters the search stage again.
IV. CHAOTIC DOLPHIN SWARM ALGORITHM (CDSA)
The algorithm searches the optimal solution of the target problem by simulating dolphin behavior. Each iteration updates all individual dolphins, and selects the current optimal position, repeating the process until the end condition is satisfied.
The flow chart of CDSA is shown in FIGURE 3 . 
V. RESULT AND DISCUSSION
In this section, to verify the performance of the proposed CDSA, two experiments are performed. 
where x i and i belong to [−5, 5] and [1, D] , the minimum value of f 1 (x) is 0. The definition of Levy function is as follow:
where i belong to [1, D] and the minimum value of f 1 (x) is 0. ω i is defined as follow:
The definition of Rotated hyper-ellipsoid function is as follow: The definition of Sum squares function is as follow: 
C. COMPARING CDSA WITH LITERATURE
To verify the effectiveness and performance of the proposed CDSA, some advanced evolutionary algorithms including WOA [32] , DSA ([27] - [29] ), AGA [33] , APSO [5] , WPA [26] , CS [34] and CSO [35] are used to compare in this paper.
D. EXPERIMENT I: COMPARISON OF DIFFERENT CHAOTIC MAPS
In this experiment, in order to determine the optimal chaotic map, Rastrigin function whose dimensions are set to 10, 20, 30, 40 and 50 respectively are used as the test function. As can be seen from FIGURE 5 and TABLE 4, Kent map is the closest to the actual optimal solution of Rastrigin function, and the average fitness value of Kent map is lower than that of other maps. This shows that the combination of Kent map and DSA is better than that of different maps and DSA. Detailed comparisons are as follows:
(1) FIGURE 5 (a) -(e) shows that the average fitting value curve of Kent map is lower than that of other maps, which shows that the convergence speed of the combination of Kent mapping and Dolphin swarm algorithm is faster than that of different maps and DSA.
(2) From TABLE 4, we can see that the four indexes of Kent map are lower than those of different maps, and the Best index of Kent map is lower than that of different maps. It shows that the gap between the optimal solution obtained by Kent map and the actual optimal solution of Rastrigin function is small, and the Worst index of Kent map is lower than that of other maps. It shows that the worst solution obtained by Kent map is the worst one compared with the actual best solution of Rastrigin function. The result shows that the difference between the average solution obtained by Kent map and the actual optimal solution of Rastrigin function is small. The three indexes above show that the solution accuracy of the Kent map is higher than that of other maps. The A. G index of Kent map is lower than that of other maps, which indicates that the solving speed of Kent map is faster than that of different maps.
From TABLE 5, we can see that the runtime of the combination of Kent map and DSA is lower than that of other maps VOLUME 7, 2019 and DSA, which shows that the combination of Kent map and DSA is the most efficient.
E. EXPERIMENT II: COMPARISON WITH STATE-OF-THE ART ALGORITHMS
To compare the performance of the proposed CDSA, based on the optimal chaotic map (Kent map) determined in Experiment I, CDSA is compared with the state-of-the-art algorithms (shown in Section V) in this study.
1) COMPARISON OF DIFFERENT ALGORITHMS BASED ON HIGH-DIMENSIONAL LEVY FUNCTION
In this subsection, Levy function whose dimensions are set to 10, 20, 30, 40 , and 50 respectively are used as the VOLUME 7, 2019 To analyze the convergence behavior of CDSA and expand the search space, the first-dimensional value of the solution, the first individual search path in population, the optimal individual search path in population and the fitness curve of Levy function with different dimensions is observed respectively. The specific process of the convergence behavior of CDSA is shown in FIGURE 6. It can be seen from FIGURE 6 that with the gradual increase of Levy function, the first solution of an individual fluctuates first and then approaches to 1. Also, with the gradual increase of the dimension of Levy function, the range of values of average fitting value and best fitting value increases gradually. So, the results verify the performance of CDSA in solving high-dimensional Levy function.
It can be seen from FIGURE 7 and TABLE 7:
(1) As can be seen from FIGURE 7, the average fitting value curve of CDSA is lower than that of WOA, DSA, AGA, APSO, WPA, CS, and CSO. Also, the average fitting value curve of APSO algorithm is higher than that of CDSA, WOA, AGA, WPA, CS, and CSO. These comparisons show that CDSA is better than the algorithm considered for comparison.
(2) It can be concluded from In summary, CDSA is better than WOA, DSA, AGA, APSO, WPA, CS, and CSO for high-dimensional Levy function.
2) COMPARISON OF DIFFERENT ALGORITHMS BASED ON HIGH-DIMENSIONAL ROTATED HYPER-ELLIPSOID FUNCTION
In this subsection, Rotated Hyper-Ellipsoid function whose dimensions are set to 10, 20, 30, 40, and 50 respectively are used as the test function. Also, the number of experiments is 10. Also, the parameters of CDSA, WOA, DSA, AGA, APSO, WPA, CS, and CSO are specified in TABLE 6. Convergence behavior based on Rotated Hyper-Ellipsoid function with different dimensions by using CDSA is shown in FIGURE 8, and Average fitting curve based on Rotated Hyper-Ellipsoid function with different dimensions is shown in FIGURE 9. Moreover, TABLE 8 presents quantitative performance comparison based on the high-dimensional Rotated Hyper-Ellipsoid function.
It can be seen from FIGURES 8-9, and TABLE 8:
(1) As can be seen from FIGURE 8, with the gradual increase of the dimension of Rotated Hyper-Ellipsoid, the value range of average fitting value and best fitting value increases gradually. This verifies the characteristics of CDSA in solving high-dimensional Rotated Hyper-Ellipsoid function.
(2) Similar to FIGURE 7, the average convergence curve of the CDSA is lower than that of the comparison algorithm, so the CDSA algorithm is better than the comparison algorithm.
(3) It can be concluded from In a word, CDSA is superior to WOA, DSA, AGA, APSO, WPA, CS, and CSO in terms of efficiency and accuracy for Rotated Hyper-Ellipsoid function with different dimensions. At the same time, CDSA has better ability to obtain globally optimal solutions than WOA, DSA, AGA, APSO, WPA, CS, and CSO.
3) COMPARISON OF DIFFERENT ALGORITHMS BASED ON HIGH-DIMENSIONAL SUM SQUARES FUNCTION
In this subsection, Sum Squares function whose dimensions are set to 10, 20, 30, 40 , and 50 respectively are used as the test function. The number of experiments is the same as Section 1) and Section 2), and the parameters of different algorithms are specified in 
VI. CONSLUSIONS AND FUTURE WORK
Aiming at the problem that DSA has weak global convergence ability and is easy to fall into local optimum, this paper introduces a chaotic map into DSA and successfully proposes CDSA. Based on Rastrigin function, the optimal chaotic map is determined. To verify the performance of CDSA, we compared it with WOA, DSA, AGA, APSO, WPA, CS, and CSO based on high-dimensional Levy function, Rotated Hyper-Ellipsoid function and Sum Squares function. Detailed conclusions are as follows:
(1) For Rastrigin function with different dimensions, Kent map is better than Logistic, Tent, Ushiki, Lozi, Henon, Wien, and Lorenz map according to Best, Worst, Mean, and A.G.
(2) Based on the optimal chaotic map (Kent map), CDSA is lower than WOA, DSA, AGA, APSO, WPA, CS and CSO for high-dimensional Levy function, Rotated Hyper-Ellipsoid function, Sum Squares function in terms of Best, Worst, Mean and A.G. This indicates that CDSA is superior to WOA, DSA, AGA, APSO, WPA, CSO and CSO and shows that CDSA has strong global convergence ability and does not fall into local optimum.
This paper is based on high-dimensional Rastrigin function, Levy function, Rotated Hyper-Ellipsoid function, Sum Squares function whose solving dimension is 50. To further improve the ability of CDSA to solve higher dimensions, CDSA needs to be improved. In addition, CDSA needs to be applied to more areas of hyperparametric optimization [36] - [40] .
