Abstract. Proved are weighted transplantation inequalities for Fourier-Bessel expansions. These extend known results on this subject by considering the largest possible range of parameters, allowing more weights and admitting a shift. The results are then used to produce a fairly general multiplier theorem with power weights for considered expansions. Also fractional integral results and conjugate function norm inequalities for these expansions are proved.
Introduction and statement of results

Given
provided that the coefficients exist. A comprehensive study of Fourier-Bessel expansions is contained in Chapter XVII of Watson's monograph [9] . The main goal of this paper is to prove a general transplantation theorem for Fourier-Bessel expansions. Transplantation theorems for both discrete and continuous orthogonal transforms were discussed by a number of authors. Muckenhoupt [5, Theorem (1.6) ] proved a transplantation result for the orthonormalized Jacobi polynomials. His theorem included the full range of admissible parameters, greatly enlarged the set of applicable weights, allowed a shift in the order parameter and, finally, admitted moment conditions.
Our result is heavily inspired by that of Muckenhoupt: we follow his concept of a "general transplantation theorem" (except the fact that we do not include moment conditions) and, proving the result, we use a similar procedure based on showing appropriate bounds, or asymptotics, of the corresponding transplantation kernel.
Given 1 ≤ p < ∞ and a real number a, by L p,a = L p,a (0, 1) we denote the weighted Lebesgue space of all (equivalence classes of) measurable functions g on (0, 1) for which the quantity 
with C independent of f ∈ L p,a and 0 < r < 
If, in addition, a n sin(πnx) p,a ≤ a n cos(π(n − 1/2)x) p,a ≤ C a n sin(πnx) p,a ,
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with C independent of sequences {a n } ∞ n=1 such that a n = 0 for all but a finite number of n's. This may be seen as a variation of M. Riesz's conjugacy theorem. Corollary 1.2 specified to the case m = 0 gives the Fourier-Bessel transplantation inequality
Therefore, by using [1, Theorem 2.4], the above produces the Hankel transform transplantation inequality
, with the range of a given by (1.1), where H ν is the Hankel transform of order ν,
for any appropriate function f on (0, ∞). This approach seems to be, in our opinion, the most straightforward for obtaining an optimal Hankel transform transplantation inequality (with power weights) by means of a transference argument; cf. also [8] .
Specified to the case of m = ±1, Corollary 1.2 also shows that the forward and backward shift operators
These operators may by seen as conjugate transforms in the setting of expansions with respect to the system {ψ ν n }. Theorem 1.3. Let µ, ν > −1, 1 < p < ∞, 0 < s < min{1/p, µ + ν + 2}, m be an integer, 1/q = 1/p − s and
Then the series
p,ap and 0 < r < 1, and
If, in addition, Of particular interest is the case of m = 0 and µ = ν. Then Corollary 1.4 says that the fractional integral operator
initially defined on C ∞ c (0, 1), extends to a bounded operator from L p,ap into L q,aq , provided the relevant assumptions are satisfied.
For a multiplier theorem we now state that we use the same classes of multiplier sequences, M (t, λ), as those in [5, p.51] (apart from the fact that our sequences are indexed by the positive integers). For a positive integer λ and 1 ≤ t ≤ ∞ they are the sequences {m n } ∞ n=1 satisfying the Hörmander-type condition
where ∆ λ = ∆(∆ λ−1 ) and ∆ = ∆ 1 denotes the forward difference operator, ∆m n = m n+1 − m n . For the definition of M (t, λ) with an arbitrary positive λ and more information on these class of multipliers, we refer the reader to [5] . A transplantation theorem for Fourier-Bessel expansions is contained in Theorem A of Gilbert's paper [2] . This theorem states a general result of transplantation type for operators with kernels satisfying a number of "natural" conditions. The Fourier-Bessel expansions fit into that frame, and, moreover, a proper modification of Gilbert's argument leads to a more general weighted result with A p weights involved; cf. [3] .
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Preliminaries
We recall some known facts related to the Fourier-Bessel system (see [1] ):
In fact, the precise asymptotics of the sequence λ n,ν is known (see [9, p. 506] ):
which means that there is a sequence of coefficients {R ν,k } ∞ k=0 , such that for any given positive integer p,
It is therefore clear that given a nonnegative integer one has
We will use the well-known estimates for the Bessel functions: for ν > −1
and, given a nonnegative integer M ,
where [4, p. 122 ], for example). A straightforward calculation shows that using (2.4) and (2.6) produces
for any given nonnegative integer . On the other hand it follows from (2.5), (2.6) and (2.1) that
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Proof. We write
and (2.9) follows. The assumption on a was used to ensure the convergence of the integral over (0, 1/n). A similar calculation shows (2.10).
Lemma 2.2. For any positive integer
More precisely,
ν n , and repeating this procedure and using Schwarz's inequality produces (2.11).
Proof. It is sufficient to approximate functions from C 
a.e. in (0, 1). Using (2.11) now gives
and then, for 1 < p < ∞, Hölder's inequality produces
Therefore, for 1 < p < ∞, choosing in Lemma 2.2 k large enough shows that the sequence of functions |S N f (x)| p , N = 1, 2, . . . , is majorized, up to a constant factor, by the function n n −k |ψ
We will frequently use, without further mention, the fact that
Also, we will use the summation by parts formula
where ∆a n = a n+1 − a n . By f * g we will denote the convolution,
of two 2π-periodic functions g and h on (−π, π). Finally, we recall the following two forms of Hardy's inequality: if a < −1 and
As usual, p will denote the conjugate value to p, 1 < p < ∞, and [ ] will mean the greatest integer function; C ∞ c (0, 1) will mean the space of C ∞ -functions on (0, 1) with compact support. Constants with subscripts will indicate a dependence on these subscripts.
Preparatory lemmas
In this section we state and prove three technical lemmas. Lemma 3.1 together with Lemma 3.2 serve in proving Lemma 3.3, which is one of key ingredients in the proofs of our main estimates, Proposition 4.3 and Proposition 5.1.
Let
be the usual Poisson kernel and
be the conjugate Poisson kernel. The following identities are obvious:
(to be precise in the third identity we assume k ≥ 1; otherwise, for k = 0, we must include the summand 1/2 on the right).
Lemma 3.1. For n = 0, 1, . . . , 0 < r < 1 and 0 < |x| < 3π/2, we have
Proof. For either P r or Q r the nth derivative has the form S n (r, x)
, where
in the case of P r or S 0 (r, x) = r sin x in the case of Q r . It follows inductively that S n (r, x) can be written as the sum of terms of the form
n+1 . The result follows immediately by separately considering 1 − r ≤ |x| < 3π/2 and 0 < |x| < 1 − r.
holds, with C = C β independent of 0 < r < 1 and 0 < |x| < 3π/2.
Proof. It is sufficient to check that
with constants independent of r and x. Since the periodicity of f allows the hypothesized estimate |f (x)| ≤ C|x| −β to hold for 0 < |x| ≤ 3π/2, the proof of the first bound reduces to showing that
To show (3.1) we split the integration region (0, π) into two parts, A = (0, x/2) ∪ (2x, π) and B = (x/2, 2x). The fact that
On the other hand, by Lemma 3.1,
The proof of the second bound reduces to showing that
The estimate follows since
where
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Lemma 3.3. Given γ > 0 the estimates
hold with a constant C γ independent of 0 < r < 1 and 0 < |x| < 3π/2.
Proof. For γ = m, m = 1, 2, . . . , the result is contained in Lemma 3.1. To prove (3.2) for other values of γ we proceed by induction. The following estimate is stated in [10, (13) , p. 70, Vol. I]: for any 0 < γ < 1 and 0 < |x| < 3π/2
This, together with Lemma 3.2, shows (3.2) for 0 < γ < 1. Suppose now that m < γ < m + 1 with m ≥ 1. To simplify the notation write
We will show that
where a s,p,γ are constants and A s,γ (r, x), B s,γ (r, x) are bounded functions. An analogous formula holds for C γ (to be precise, on the right of (3.3), S m , S s , C s and the second plus sign have to be replaced by C m , C s , S s and the minus sign), and the proof of it proceeds analogously to that of (3.3) by using the identity for cos(a + b) in place of a similar one for sin(a + b). These two identities, together with the induction hypothesis and the estimates (3.2) known to hold for positive integer values of γ, show (3.2) for m < γ < m + 1. Applying the summation by parts formula to the series defining S γ (x) with a n = n γ−m and
The last sum, after renumeration and using the formula for sin(a + b), equals
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For each s, s = 1, . . . , m,
and (3.3) follows.
It is, perhaps, interesting to note that for γ = 0 Lemma 3.3 remains valid for the sine series but fails for the cosine series. This is because, in the sine case,
and the required bound follows by applying Lemma 3.2 with β = 0, while, in the cosine case,
Estimates of the transplantation kernel for noncomparable values of x and y
In this section we obtain estimates of the transplantation kernel 2) ).
Proof. To prove the lemma with the sine factor, sin(λ n+m,ν x) (for the cosine factor, cos(λ n+m,ν x), the procedure is similar), we apply the identity 
where 
On the other hand, in the analogous way as (2.4) and (2.6) give (2.7), (2.4) and (2.6) also furnish
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Thus, applying (1 + t)
, t → 0, with δ = −j and δ = γ and combining (2.4), (4.4), (2.7) and (4.5) shows that
where the coefficients T k as well as the constant involved in the remainder depend on µ, ν, m, j, γ and . Now, using Taylor 
where B k (x, y) are polynomials in x and y, and |r n (x, y)| ≤ Cn − −1 . Combining (4.6) and (4.7) produces (4.3). 
and
, with a constant C independent of 0 < r < 1, 0 < x < 1 and 0 < y < 1.
Proof. The second estimate is the dual form of the first one, hence we concentrate on proving the first estimate for the region 0 < y < x/2. It is enough to show that given an integer m, for 0 < r < 1, 0 < x < 1, 0 < y < x/2 and s < µ + ν + 2,
and the analogous estimate with the exponents µ + 1/2 and s − µ − 3/2 replaced by (µ + 2) + 1/2 and s − (µ + 2) − 3/2, respectively. Indeed, using (4.8) and Poisson's integral formula
In the case −1 < µ ≤ −1/2, applying the identity
Now, using Poisson's formula in both summands and applying (4.8) we obtain the result. (In the first sum, after applying Poisson's formula, we need an analogue of (4.8) with the exponent in λ n,µ changed by µ + 2 + 1/2. This fact produces the estimate x s−(µ+2)−3/2 y µ+2+1/2 for the first sum. Finally, the assumption y ≤ x/2 gives the required inequality.)
To prove (4.8) (the proof of the estimate similar to (4.8) with the aforementioned replacements follows analogously) we split the sum into two relevant parts. Taking
cos(λ n,µ y).
Using (2.1), (2.2) and (2.5) produces
|A| ≤ Cx
Estimating B we use (2.6), choosing the value of M in a moment. It is then clear that
. . , M, and
If M is such that M > −s + µ + 1/2, then G M is well controlled. Indeed, using (2.1) and (2.2) we have
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Taking into account (4.9), to finish the proof of (4. For the term involving q n (x, y), using the fact that −(
which is enough for our purpose. 
As a consequence, in (4.11) we can extend the sum to start from n = 1 and then use Lemma 3.3 to estimate the complete sum. Thus, 
Applying the bound |D n (t)| ≤ Cn and summing the geometric series shows that the first and second summands above are O (1) . For the third summand we use the estimate |D n (t)| ≤ C/|t|, 0 < |t| < 3π/2 to majorize this summand by
This completes the proof of (4.12) and hence finishes estimating S M and C M when M − 1 = −s + µ + 1/2. The proof of Proposition 4.3 is completed.
Asymptotics of the kernel for comparable values of x and y
This section contains the proof of an asymptotic estimate of the transplantation kernel for comparable values of x and y along the diagonal x = y. Proposition 5.1. Let µ, ν > −1, m be an integer, 0 ≤ s < µ + ν + 2, 0 < r < 1, 0 < x, y < 1 and x/2 < y < 2x. If s = 0, then 
for s > 1.
In both cases C is independent of r, x and y.
Proof. We start with considerations that apply to both (5.1) and (5. 
Also, for the remainder sum that starts from n = N , the O j,l terms capture the part that comes from the main parts of the aforementioned expansions and are the sums of four terms of the form
is a product of A ν,j or B ν,j and A µ,l or B µ,l depending on the choice of the sine or cosine), J 1 gathers the part that comes from the main parts of the first expansion and the remainder of the second one. Hence its absolute value is bounded by
indicates that we add two series, one for the choice of the sine another for the cosine), J 2 acts as J 1 but with the position of the both expansions switched, its absolute value is controlled by
and, eventually, G captures the part that comes from the remainders,
We will now separately analyze each of the eight summands in the above decomposition of L s,m and bound them, with the exception of the O 0,0 in the s = 0 case, by one of the terms on the right of (5.1) or (5.2). In the exceptional case, using Lemma 4.1 and Lemma 4.2, we will write each of the terms included in O 0,0 in a more regular form and then majorize them, whenever possible, by the first or third term on the right of (5.1). Such a reduction will finally lead, after extending the summation in the appropriate sums to the set of all positive integers, to the sum of the form
with bounded functions u m and v m . For F (x, y), using (2.1), (2.2) and (2.5) and taking into account that −s
and this is always controlled by the right sides of (5.1) or (5.2). For J 1 (x, y) (the same reasoning works for J 2 (x, y)), using H 1 (x) = O(x −2 ), x ≥ 1, and again (2.1) and (2.2), shows that
which is good for our bounds. In a similar way we show that
The remainder of the proof is concerned with a more delicate analysis of the O j,l terms. We start with the O 1,1 term. It is clear that, for s ≥ 0,
Exactly the same bound is obtained for |x 
It is easy to check that
Using (4.12) (recall that |x − y| ≤ 1) we get |J 2 | ≤ C. To estimate |J 1 | note that if 0 < x, y < 1 and x/2 < y < 2x, then 0 < x, y < 3/4 or 3/8 < x, y < 1. In the first case x + y < 3/2 and we can use (4.12) to get |J 1 | ≤ C. In the second case we apply the change of variables x = 1 − u and y = 1 − v. Then, it is clear that 0 < u, v < 5/8 and u + v ≤ 3/2, and we can apply (4.12) to obtain
For |y −1 O 0,1 (x, y)| we argue in the same way. Moreover, taking into account that x ∼ y, we end up with the same estimate for this term. Summarizing, for s = 0, 
or, after applying trigonometric identities and expanding E 0,0,1 (n, x, y), the sum of four terms of the form
Here A 0 is a constant, A 1 (x, y) is a polynomial in x and y of degree 1, and |q n (x, y)| ≤ Cn −2 for 0 < x, y < 1. We will now analyze each of the three expressions resulting from (5.4). The estimate for the remainder term is immediate since, for 0 ≤ s < 1, using |q n (x, y)| ≤ Cn −2 gives
TRANSPLANTATION AND MULTIPLIER THEOREMS 4459
which is enough for our purpose. The same bound occurs for the term resulting from considering A 1 (x, y)n −1 when 0 < s < 1. Keeping for a moment the assumption 0 < s < 1 note that since
in the term involving A 0 we can extend the summation to n = 1. Therefore, the conclusion of the estimate for O 0,0 (x, y) (with 0 < s < 1) reduces to checking that
Since |x − y| ≤ 1, the minus sign case follows from Lemma 3.3. For the sum with the plus sign consider the cases 0 < x, y < 3/4 and 3/8 < x, y < 1. In the first case we use Lemma 3.3 and the obvious inequality |x − y| ≤ |x + y|. The second case is again treated by using the change of variables x = 1 − u and y = 1 − v. Then Lemma 3.3 gives
This concludes the proof of the estimate |O 0,0 (x, y)| ≤ C|x − y| s−1 in the case 0 < s < 1, hence the proof of (5.2).
We are therefore left with the case s = 0 and the terms resulting from the main terms in (5.4). For the term involving A 1 (x, y)n −1 note thatũ(x)ṽ(y)A 1 (x, y) is a bounded function on 0 < x, y < 1, hence our task reduces to already proved estimate (5.3). Finally, consider the term involving A 0 . It is possible to extend the summation of the series involving A 0 in (5.4) from n = 1 since
Now, the series with the plus sign and summation starting from n = 1 are easily treated. Indeed, assuming 0 < x, y < 3/4, we apply Lemma 3.3 to obtain
We now conclude by stating that what is left from L 0,m (r, x, y) (and has not already been estimated by one of the terms on the right of (5.1)) is the expression
Estimating the absolute value of the second term results in bringing CP r (π(x − y)) on the right of (5.1). Consideration of the first term results in choosing u m (x, y) = A 0,1ũ1 (x)ṽ 1 (y). This finishes the analysis of the O 0,0 term in the case s = 0, hence concludes the proof of Proposition 5.1.
6. Proof of Theorem 1.1
We start by noting that T r f (x) is well defined for every x ∈ (0, 1): this is a simple consequence of (2.8) and (2.9).
The dominated convergence theorem together with (2.9) and (2.8) show that for given x and r
Take f ∈ L p,a . For the proof of (1.2) it is sufficient to verify that the quantity
is bounded by C f p p,a . To check this, split the inner integration onto the intervals (0, x/2), (x/2, min{3x/2, 1}) and (min{3x/2, 1}, 1), and consider each of the resulting integrals separately. For the first and third integrals the result immediately follows by using the estimates of Proposition 4.3 with s = 0, Hardy's inequalities (2.12) and (2.13), and the assumption (1.1). For the second integral we apply the estimate of Proposition 5.1 and then an argument similar to that of [5] , pp. 38 -39. Thus we need to bound the quantities 
by C f p p,a with C independent of 0 < r < 1 and f . For (6.2), (6.3) and (6.5) we copy the argument of [5, p. 39] . The checking the required bound for (6.4) reduces to showing the inequality
where h is any nonnegative function on (0, 1). This in order, by enlarging the region of the inner integration to (0, 1) and changing the variables, u = 1 − x, v = 1 − y, reduces to verifying that where g ≥ 0. We have
For the last inequality, Hardy's inequalities (2.12) and (2.13) were used (with a = −p and a = 0 correspondingly). This finishes the proof of estimating (6.1) by C f p p,a and thus (1.2). To prove the existence of a function T f ∈ L p,a such that (1.3) is satisfied, it is sufficient to show that for ε > 0 there is an 0 < r o < 1 such that for r o < r < t < 1,
Using (2.10), (2.11) with k sufficiently large and Minkowski's inequality shows that there exists an r o such that T r h − T t h p,a ≤ ε for r o < r, t < 1. This, together with the triangle inequality, completes the proof of the estimate T r f − T t f p,a ≤ Cε and thus the existence of T f satisfying (1.3). Clearly enough, the bound T f p,a ≤ C f p,a is a consequence of (1.2) and (1.3).
Finally we prove (1.5). It follows by (1.4), (2.10) and Hölder's inequality that for any fixed n, n = 1, 2, . . . , the mapping g → c 
which follows by (2.8) and (2.9), and then the dominated convergence theorem shows that
This finishes the proof of (1.5) hence Theorem 1.1.
Proof of Theorem 1.3
The fact that the series defining T r f (x) converges is again a consequence of (2.8) and (2.9).
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The checking of (1.7) is accomplished once we show that each of the quantities
is bounded by 
We apply a general form of Hardy's inequality; cf. for instance [5, Theorem (9.17) ]. The condition to be verified there is
with a constant A independent of 0 < t < 1. This is achieved by considering three cases depending on the sign of (a + s − µ − 3/2)q + 1, writing down the values of involved integrals, and observing that the resulting function of t is bounded on 0 < t < 1. Clearly, to assure the convergence of the second integral in (7.4) the condition −(a − µ − 1/2)p > −1 is necessary, but this is just the right side of our assumption (1.6). For (7.2) we first apply Proposition 4.3 to bound (7.2) by and then use [5, Lemma (9.6) ] with the weight w(x) = x a . The assumption (9.7) of that lemma is satisfied by any power weight, and the conclusion says that (7.5) is bounded by C( Again we consider three cases that depend on the sign of −(−s + ν + 3/2 + a)p + 1, we write down the values of involved integrals, and we observe that the resulting function of t is bounded on 0 < t < 1. To assure the convergence of the first integral in (7.6) the condition (a + ν + 1/2)q > −1 is necessary, and this is the left side of (1.6). This finishes estimating (7.3), hence the proof of (1.7). The argument for existence of an operator T satisfying (1.8) is completely similar to that of the proof of the analogous statement in Theorem 1.1; cf. Section 6. Hence we will not repeat it.
For the proof of (1.10) note that for any fixed n, n = 1, 2, . . . , by (1.9), (2.10) and Hölder's inequality it follows that the mapping g → c This finishes the proof of (1.10), hence Theorem 1.3.
8. Proof of Theorem 1.5
We will use the following multiplier theorem for the sine expansions, which is a consequence of [6, Theorem (9.17)] (cf. also [5, Theorem (13.1)]). 
