The formation of clavacin in the culture medium corresponded with the maximum growth, as measured by the complete consumption of the sugar in the medium and by maximum nitrogen utilization.
tions.' Both of these methods depend fundamentally on the assumption that the probability of an effect being realized in an infinite population to each of which a dose D has been administered is given by the probability integral P=v XJe 2us dx, x = log D,
where IA = L.D.50 is the dose measured as the natural logarithm of D which affects just one-half of the population, and cr is a measure of the scatter of the effect, a sort of inverse of the homogeneity of the population with respect to the effect; and both methods depend further on an arithmetic-graphic treatment to smooth out statistical fluctuations, due to small numbers in the experimental samples.
To examine a number of matters to which we desire to call attention it will be simpler to replace the probability-integral (1) by the growth curve which between wide limits does not depart seriously therefrom; indeed it is known that the value of P does not precisely follow (1), sometimes departing considerably from it, and it is by no means certain that the growth curve would not fit the observations as well as the probability integral curve. If D be the dose we may then write where x = log D and tanh is the hyperbolic tangent. The constant 'y = L.D.50; the constant a is a measure of the homogeneity of the reaction of the population. If P1 and P2 be the percentages of the population which respond to doses D1 and D2 = aD1 so that x2 = xi + log a = xi + c we have -+ = 1+e2,e,a=x 1 + e2a (x1c) logjp = 2a(y -xi), log p-= 2a ('y-xi-c) where Q = 1 -P and Pi,)
If the values of a and a' are different, the result is of less value than if they are the same, because standardization at the L.D.50 points does not ensure standardization at other points.3
In this analysis the standard errors of sampling have been obtained as usual by the process of differentiation as is the case with such formulas as a log x = ¢x/x. It may, however, be observed that if x may be 0 with a finite probability, log x must have an infinite value with a finite probability and its standard deviation, strictly considered, must be infinite. Thus such approximations are justifiable only if the probabilities of infinite values are so small that we are willing to disregard them altogether. It is very difficult to discuss this matter in general but an illustration is extremely germane to an understanding of what happens when the numbers n are not very large. Suppose we have two samples of n = 10. Then the values of -y and of a and of their standard deviations may be computed for any values of s1 = lOP1 and s2 = 1OP2 that may be observed on giving the two doses to the two samples. It will be observed from table 1, as is clear from formulas (2)- (5), that many entries in the table are valueless so far as concerns bio-assay. For example, if si = 0, P1 = 0 and S2 is anything other than 10 or 0, formula (3) gives "y" = 1.0, which means that -y = L.D.50 = x2, although except when S2 = 5 there is no evidence that y should be equal to x2 and the standard erroru.,,-. P = 00 in these cases only emphasizes this fact. Again, the values of "y" and "a" when in the diagonal for which s1 = s2 are useless. Moreover, we are generally dealing with a biological for which we know on a priori grounds that negative values of "a" are without meaning. Nevertheless all these embarrassing cases may arise with finite probability from sampling fluctuations no matter what the true values of P1 and P2 in the infinite population may be.4
In any particular problem of determination of L.D. 50 we should probably know that for the biologicals used P2 > P1 in the universe and would not be interested in the useless values computed for si = 0, s2 = 10 or si > s2. While there would be definite values of "y" and of "a" obtainable from this universe if P1 and P2 were known, we should actually obtain in any one run some one of the values entered in the table, and in the general case it is not necessary that the true universe values appear in the table.
Moreover, as the formulas (2) The term '/2(x, + x2) is the mean logarithmic dose and the 50% end-point is short of it by the amount 0.0446. If n were 20, the standard error would be 0.126; so that we should expect in5two-thirds of the runs the value of L.D.50 would lie between 0.081 above and 0.171 below the mean logarithmic dose. and a' = 1.09. The standard errors, if n = 20, are a' = 0.263,4,' = 0.247; that of the difference being a2 = 0.510 or a-= 0.71 which is considerably larger than the difference a -a' = 0.31 and indicates that, so far as the test goes, a and a' may be taken as the same. (If we were to take the "best" value for a on the assumption that they were really the same we should then weight the two values according to the reciprocal of the squares of their standard errors, but these are so nearly alike that we could well take the simple mean 1.24.) The value of a2I_y for n = 20 is 0.321/n + 0.554/n = 0.875/n = 0.0438; hence the difference may be written 0. give for all S2'S the probability 0.0000 to four figures. In this case the troublesome margins for si = 0 and for s2 = 10 have a total probability of 0.2033, the troublesome diagonal has an additional probability of 0.0020 and the total probability for si > S2 is 0.0005. This makes a grand total of 0.2058. Had we assumed the Pi = 0.40 and P2 = 0.60 we should have had a smaller probability (0.0120) in the margins for si = 0 and s2 = 10, but a larger value (0.2445) for the diagonal s1 = S2 and below, making an even larger probability of 0.2565 for the cells which are meaningless for the problem of assay. 6 To find the universe values of y and a from a large number of runs one would have to add the different sl's , the different s2's and the different n's to obtain the probabilities Pi and P2 to be used in the formula. 6 Thus, if, for the universe, PI = 0.20, P2 = 0.80, the value of cr" " would be 0.162 for n = 10 by formula (4), but the different values of "'y" from the experiments would have the probabilities given in the table,4 and the actual value of a "y" observed in the long run would be 0.215 if we reject the experiments which have unusable constellations (SI, S2); and the value of a2 {y from the observed distribution of usable values would be 0.86 instead of the value 1.25 given by formula (5).
If PI' = Pi +01 AP, and P2' = P2 + 02AP2, the interpolation formula is f(Pl', P2') = f(PI, P2) + 1Vff(PI + AP1, P2) -f(Pi, P2)J + 02 [f(PI, P2 + AP2) -f(Pl, P2) I.
For a table with such large differences as table 1, the interpolation could not be expected to give a very accurate determination of f(P1', P2') but might be adequate.
