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Abstract. In this paper we introduce a new curvature estimator based
on global optimisation. This method called Global Min-Curvature ex-
ploits the geometric properties of digital contours by using local bounds
on tangent directions defined by the maximal digital straight segments.
The estimator is adapted to noisy contours by replacing maximal seg-
ments with maximal blurred digital straight segments. Experimentations
on perfect and damaged digital contours are performed and in both cases,
comparisons with other existing methods are presented.
1 Introduction
Estimating geometric characteristics of digital shapes is an essential step in many
image analysis and pattern recognition applications. We focus here on the ge-
ometry of digital 4-connected contours. These contours arise naturally as the
inter-pixel boundary of digital regions in images. We present here a new method
for estimating the curvature at any point of such digital contours, i.e. we estimate
the curvature field of the contour. We are interested here by the quantitative esti-
mation of the curvature field and not only the detection of dominant or inflexion
points, as opposed to many methods proposed in the pattern recognition commu-
nity (see [1]). Note however that detecting these points is a natural byproduct
of curvature computation, provided curvature estimations are stable enough.
Furthermore digital contours are rarely perfect digitizations of regular shapes,
as may be seen on Fig. 1. In order to be useful, curvature estimation techniques
should thus be able to take into account local perturbations, provided the digital
contour holds more significant information than noise.
To estimate a geometric characteristic from a digital contour, it is neces-
sary to suppose that there is an underlying real shape, although its geometry is
generally unknown. A “good” estimator aims at approaching at best the corre-
sponding geometric characteristic of this real shape. It is however difficult if not
⋆ This work was partially funded by the ANR project GeoDIB. Bertrand Kerautret
was partially funded by a BQR project of Nancy University.
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Fig. 1. Left. Perfect versus noisy digital contours. Top row: the letters “nt” written in
a roman font family of size 14pt are digitized at several increasing resolution. Bottom
row: the same text has been printed at 600dpi on a laser printer and then scanned at
the corresponding resolution. The digital contour of both letters has been damaged in
the process and presents some irregularities which are very visible on straight parts.
Pepper and salt noise is also visible. Furthermore, these phenomena are visible at each
resolution. Right. Digital object O depicted with black disks •. Its shape of reference
is the disk sketched with dotted lines, whose radius is constrained by the gray disks.
The perfect curvature map is thus κ(t) = 1/
√
52 + 1.
impossible to compare objectively the respective accuracy of several estimators,
since for a given digital contour there exists infinitely many shapes with the same
digitization. This problem is even greater here, since infinitesimal perturbations
in the input shape may induce huge variations in the curvature field.
Before going further, we introduce some notations and definitions (mainly
taken from [2]). Let Digh be the Gauss digitization process of step h (i.e. the
intersection of Z2 with the magnification of the shape by 1/h). Let F be a family
of shapes in R2 with appropriate properties 3. Let G be some geometric feature
defined for any shape X of F. A discrete geometric estimator EG of G is a map
that associates to a digitization Digh(X) an estimation of G(X). Properties of
geometric estimators are classically defined for global shape features like area
or perimeter (see [2]). We adapt this definition to local geometric features like
tangent or curvature as follows (other definitions may be found [3, 4]). Let s be
the arc length parameterization of the topological boundary ∂X of X, and let
t be s divided by the length of ∂X. Here the feature G is the curvature field,
which may be then represented as a map κ : t ∈ [0, 1] 7→ κ(t) ∈ R. Our purpose
is therefore to build a function Eκ which approaches κ at best as possible, for
instance in the L2([0, 1]) sense.
As far as we know, the only property of geometric estimators that can objec-
tively be compared is the multigrid convergence, which indicates that the finer
3 We take here the family of connected compact shapes whose boundary is rectifiable
and whose curvature map is in L2. This avoids fractal-like shapes and the curvature,
while not compulsory defined everywhere, is therefore square integrable.
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the digitization step, the better is the estimation. Generally speaking, the esti-
mator EG is multigrid convergent toward G for the family F iff, for any shape
X ∈ F, there exists some hX > 0 for which
∀h, 0 < h < hX , ‖EG(Digh(X)) − G(X)‖ ≤ τ(h), (1)
where τ : R+ → R+∗ has limit value 0 at h = 0. This function defines the speed
of convergence of EG toward G. This property seems appealing for comparing
geometric estimators, since a good speed of convergence guarantees a good esti-
mation at a high enough scale.
The multigrid convergence of several geometric estimators has been studied
in the literature: area [5], moments [6], perimeter [7–9], tangents [10, 11, 3, 12].
For the curvature field, the multigrid convergence is not yet achieved [10, 13, 14],
although a very recent approach based on global filtering by a carefully chosen
binomial kernel seems promising [15]. The multigrid convergence may neverthe-
less be criticized on the following points: (i) these estimators are guaranteed to
be precise only at very fine resolution; (ii) this property has meaning only for
perfect shape digitizations: it is no more valid when the input data has been —
more or less slightly — damaged.
We propose a new objective criterion for curvature estimation which is valid
also at coarse resolution (addressing criticism (i)). Furthermore, we show how
to compute a numerical approximation of the optimal solution for this criterion
and then how to adapt this algorithm to corrupted or noisy data (addressing
criticism (ii)). More precisely, a good objective criterion should take into account
not only one real shape but all the real shapes that have the input digital contour
as digitized boundary. Of course, not all those real shapes should have the same
probability to be the true shape of interest. For instance, a very classical tool
in image analysis are the deformable models of Kass et al. [16] or the geodesic
active contours which considers shapes with short perimeters as more likely than
shapes with winding contours [17]. These methods consider shapes with smooth
contours as more preferable than shapes with many points of high curvature.
Following this analogy, given a digital object O (a non-empty finite subset
of Z2), we define the shape of reference RO,h to O at grid step h as the shape
of F which minimizes its squared curvature along its boundary and such that
Digh(RO,h) = O. An illustration is given in Fig. 1, right. We therefore define
Definition 1. Given a curvature estimator Eκ, its min-curvature criterion rel-
ative to object O and step h is the positive quantity ‖Eκ − κO,h‖, where κO,h is
the curvature map of RO,h and ‖ · ‖ is the L
2-norm.
A good curvature estimator should therefore have a low min-curvature cri-
terion for a large family of shapes. One may notice that a similar criterion is
implicitly used for perimeter estimation by Sloboda et al. [8]: their perimeter
estimator is defined as the perimeter of the polygon which has the same digiti-
zation as the input digital object and which minimizes its perimeter. In other




estimator has good properties at low scale but is also multigrid convergent with
speed O(h).
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We present here a curvature estimator, called Global Min-Curvature esti-
mator (GMC) whose min-curvature criterion is numerically zero for the family
of shapes F, i.e. it is the best possible curvature estimator for this criterion.
Our method exploits the specific geometric properties of digital contours. The
maximal digital straight segments of the input digital contour are used to define
local bounds on the tangent directions (Section 2). These bounds are casted into
the space of tangent directions. The curvature of the reference shape O is then
computed by optimization in this tangent space (GMC estimator (Section 3)).
In Section 4, we adapt our estimator to noisy or damaged digital contours by
replacing maximal segments with maximal blurred digital straight segments.
Section 5 validates our curvature estimator with several experiments on perfect
or damaged digital contours, and with some comparisons with other curvature
estimators.
2 Tangential cover and tangent space
We assume that the input data is the inter-pixel boundary of some digital ob-
jects, that we will call later on a digital contour. It is given as a 4-connected
closed path C in the digital plane, whose discrete points Ci are numbered con-
secutively. A sequence of connected points of C going increasingly from Ci to Cj
is conveniently denoted by Ci,j .
Such a sequence is a digital straight segment iff its points are included in some
standard digital straight line, i.e. ∃(a, b, µ) ∈ Z3,∀k, i ≤ k ≤ j, µ ≤ axCk−byCk <
µ + |a| + |b|. The standard line with smallest |a| and containing the sequence,
defines the characteristics (a, b, µ) of the digital straight segment. In particular,
the slope of the segment is a/b. Let us now denote by S(i, j) the predicate “Ci,j is
a digital straight segment”. A maximal segment of C is a sequence Ci,j such that
S(i, j)∧¬S(i, j+1)∧¬S(i−1, j). The maximal segments are thus the inextensible
digital straight segments of C. Together, they constitute the tangential cover of
C, as illustrated on Fig. 2, left.
The tangential cover of a digital contour can be efficiently computed in linear
time with respect to its number of points [18, 12]. The directions of maximal
segments may be used to estimate the tangent direction of the underlying shape
[11]. Here we also make use of the direction of maximal segments, but to estimate
locally the geometries of all possible underlying shapes. We proceed as follows.
1. Each maximal segment tells us some information on the local geometry of
the underlying continuous shape (Fig. 2, right). In particular, the direction
of maximal segment gives bounds on the possible tangent directions of the
continuous shape. Although this can be done in several ways, we choose
to estimate these bounds from the leaning points. If M and M ′ are the
two furthest upper or furthest lower leaning points, then the minimal slope
(resp. maximal slope) is chosen as the slope of the segment joining M to M ′+
(0,−1) (resp. M to M ′ + (0, 1)). For a maximal segment of characteristics
(a, b) and with only two upper leaning points and at most two lower leaning











Fig. 2. Left: tangential cover of the boundary of a digitized shape, where each maximal
segment is drawn as a black bounding box aligned with its slope. Right: slope of a
maximal segment and estimation of maximal and minimal slopes with leaning points.
2. We represent a closed C1-curve C parameterized by its arc length s as a
function graph which maps s to the tangent direction at C(s). The domain is
[0, L[, L being the curve length and the range is [0, 2π[. Such a representation,
that we call hereafter tangent space, defines the closed curve geometry up to
a translation.
3. We fix C0 as the starting point of the arc length parameterization. Given a
digital length estimator EL, we can estimate the arc length si of any point Ci
as EL(C0Ci). For each maximal segment Ci,j , we then draw in the tangent
space an axis aligned box spanning abscissas si to sj and whose ordinates
are the inverse tangent of the extremal slopes (Fig. 3, left).
4. Although infinitely many shapes have the same digitization as the input
digital object, the boundary of shapes with smooth enough tangents should
have a tangent space representation that stays within the boxes defined
above. On first approximation, the boundary contour is indeed locally a
straight line.
3 Curvature computation by optimization
We extract the shape of reference to the input digital object O from the tangent
space representation. Indeed, if the shape boundary C is smooth enough, its
geometry is entirely defined by the mapping θC which associates to an arc length s
the direction of the tangent at point C(s) (θC = ∠(0x,C
′)). Since the curvature
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Fig. 3. The shape of interest is a digitized disk of radius 30.5. Left: bounds given
by each maximal segment on the possible local tangent direction (abscissa: index of
the contour point, ordinate: angle wrt axis x). A possible underlying space should
have its tangent space representation staying within these boxes. Right: Each variable
has a possible range given by its vertical line. The shape that minimizes its squared
curvature is represented by the dashed line. The obtained curvature field is constant
and corresponds to the one of a disk of radius 30.5.
The shape of reference to O is the shape in F of boundary C which minimizes J [C]
and which is digitized as O. From the preceding section, the tangent space rep-
resentation of C should stay within the bounds given by the maximal segments.
Let us now denote (il) the increasing sequence of indices of the digital points
that are starting or ending point of a maximal segment. To each point Cil , we
associate the smallest possible tangent direction al as the smallest bound given
by the maximal segments strictly containing Cil . The largest possible tangent
direction bl is defined symmetrically (see. Fig. 3). Finally let tl be the tangent
direction of the shape of reference at its point of arc length sil .
The digitization constraint imposes ∀l, al ≤ tl ≤ bl. We look for a shape
of reference with smooth enough boundary (which we will precise later). Its
mapping θC is therefore continuous and interpolates points (sil , tl). Looking now
at an arbitrary portion [sil , sil+1 ] of the curve, standard variation calculus on




= 0, otherwise said
the straight segment θC(s) = tl +
tl+1−tl
sil+1−sil
(s − sil). A straight segment in the
tangent space is a circular arc in the plane. It is straightforward to check that
this segment stays within the bounds defined by the maximal segments.
We have therefore found the optimal boundary of the shape of reference, if
the family F of shapes is composed of shapes with C0 and piecewise C1 continuity
of tangent direction. It must be found in the family C[. . . , tl, . . .] whose tangent
directions are piecewise linear functions. Curvature estimation of reference shape
to O is thus reduced to








subject to ∀l, al ≤ tl ≤ bl.
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We use classical iterative numerical techniques to solve this optimization prob-
lem, simply following ∂J
∂tl
for each variable tl while staying in the given interval.
Geometrically, each variable tl is moved toward the straight segment joining
(sil−1 , tl−1) to (sil+1 , tl+1). The GMC estimator E
GMC
κ is then simply defined as
the derivative of the piecewise linear function joining points (sil , tl), rescaled by
h. Being a piecewise constant function, this curvature estimator is very stable
and is undefined only on a zero-measure set. From Definition 1, it is obvious
that the GMC estimator is (numerically) zero.
Fig. 3, right, illustrates this computation for a digital disk. Each variable tl
is bounded by the drawn vertical interval. The tangent direction of the shape
of reference is the piecewise linear function drawn with a dashed line: it is here
a straight line since there exists a continuous disk with same digitization. The
GMC estimation is thus constant and is approximately the inverse of the digi-
tal disk radius. Let us finally note that the number of variables to optimize is
considerably lower than the number N of points, and is some O(N
2
3 ) on shapes
satisfying certain conditions (see [14] for more details). The computational cost
and the iteration number needed for the optimisation are illustrated in Section 5.
4 Tangential cover of noisy digital contours
If we consider noisy digital contours it seems natural to adapt the concept of
tangential cover by using blurred segments. A linear time recognition algorithm
of blurred segments was proposed by Debled et al. [19]. This approach is based
on the computation of the convex hull and on its vertical geometric width. Note
that Buzer proposed a very similar approach [20]. Both of these methods assume
points are added with increasing x coordinate in the recognition process.
In the same way of Roussillon et al. [21], we adapt the al-
gorithm of Debled et al. [19] to avoid the restrictive hypoth-
esis which assumes that points are added with increasing x
coordinate (or y coordinate). The figure on the right shows
an example of such a contour (light gray) with a maximal
segment of width ν = 5 (dark gray). Despite non increasing
x (and y) coordinate, the resulting maximal blurred segment is well detected.
The tangent directions range R = [θmin, θmax]
associated to a maximal blurred segment can be
determined by the slope of its bounding line and
by its width ν. More precisely, if V (vx, vy) is the
vector given by the two leaning points of the up-










. Here the value of ν
was determined from the vertical width of the blurred
segment convex hull. The figure on the right illus-
trates the maximal blurred segments obtained on a noisy circle with initial radius
15. The maximal width ν of the blurred segment was set to 2.
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To compute curvature by optimization, the maximal and minimal slopes for
each point need to be evaluated. It may happen that two maximal segments in-
cluding the points of interest have opposite directions. Therefore, taking the min-
imum (resp. maximum) of the minimal (resp. maximal) slope of these maximal
segments is not always coherent. So for each point we define an oriented interval





Then the strategy to define the global interval I is to merge each interval to
each other. The merging process between two intervals I1 and I2 can be done
according to the following conditions:



















max] then the resulting interval is obviously I1 (see for example
Fig. 4a).
(2) I1 is included in I2: same case as (1) by substituting I1, I2 and S1, S2.







































max|. The resulting interval is determined
according to the following conditions:









max] (see Fig. 4c).






















































(a) (b) (c) (d)
Fig. 4. Illustration of several cases which can appear in the merging process.
Note that cases (1-4) appear most of the time. But on very noisy contours, the
more the width ν is small, the more cases (5) and (6) appear. In such cases, the
local contour geometry is not well approached by the tangential cover. Fig. 5b
shows the slope range of maximal blurred segments obtained from the noisy
contour represented in (a). The width of the blurred segments was set to 3.
Fig. 5c shows the resulting slope range obtained after the merging process. The
total number of merging configurations (1-4) was equal to 410 while configuration
(5) appears 18 times in the merging process. With width ν = 5 the number of
configurations (5) and (6) was equal to 0. This distribution of the different cases
may define a new strategy to automatically choose the width ν that is best
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(a) (b) (c)
Fig. 5. Illustration of a distorted digital circle (a) with its tangent directions (b) and
the constraints on each variable (c). The maximal blurred segments were obtained with
width ν = 3.
5 Experimental validation
The GMC estimator was first experimented on a circle of radius 20 with different
grid steps (Fig. 7a). Even with coarse grid step, the estimator gives precise result
in comparison to the method of osculating circles 4 [10] (see Fig. 7b). A second
experimentation was made on the flower of Fig. 2, left, whose inner radius is 15
and outer radius is 25. In the same way as the previous experimentations, results
are very precise with the different grid steps and once again results are better
than those obtained by the estimator based on osculating circles.
To experiment the robustness of the curvature estimator, noisy contours were
generated from synthetic objects. The main idea to obtain such contours is to
compute the distance map from the initial shape boundary. From these distances
we randomly change the pixel values according to a Gaussian distribution. The
inner component defines the digital contour and is extracted by tracking its
inter-pixel boundary. This process is illustrated in Fig. 6. Note that this method
of digital contour perturbation follows the local document degradation model
proposed by Kanungo [22].
The curvature estimation was experimented on several noisy shapes with dif-
ferent width ν of blurred segments. Fig. 7e-h shows the curvature fields obtained
on distorted disk and flower contours. The two contours were obtained from ideal
smooth shapes with the previously described degradation algorithm. Despite a
few curvature oscillations with width ν = 1.5, plot (e) shows that the curvature
is closest to the curvature associated to the initial circle. In the same way, the
curvature estimation on the flower gives correct results without concave/convex
error from width 2. Furthermore, despite the strong contour degradation, the
resulting curvature field obtained with width ν = 2 and 3 appears stable (g),
and curvature extrema are well located.
Nguyen and Debled [23] proposed a method to estimate curvature by using
osculating circles and maximal blurred segments (called NDC). Here we com-
pare this method with our approach based on tangential cover and optimization.
4 Other experimental results can be found at the following address:
http://www.loria.fr/∼kerautre/dgci08/
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(a) (b) (c) (d)
Fig. 6. Generation of noisy digital contours. Pixels from image (a) were changed ac-
cording to the distance to the initial shape and according to a Gaussian distribution
(image (b)). The inner component extracted from image (b) is shown in (c), and its
boundary is displayed in (d). It is a noisy version of the original flower contour.
In the two methods, the comparison was obtained by using the same blurred
maximal segment algorithm as described in section 4. As shown in Fig. 7f, the
curvature obtained by our method is closest to the constant curvature value asso-
ciated to the initial circle without noise. Contrary to the circle osculating based
method, the curvature sign does not change (except for some values obtained
with ν = 1.5). With the NDC method a width of ν = 5 was needed to obtain a
constant sign value of the curvature on this contour. The comparison applied to
the flower contour (Fig. 7d-f) gives the same results. With the NDC approach,
more oscillations of curvature are visible and some curvature sign inversions are
still present4, even with width ν = 3.
The following tabular shows timing measures ǫ # iter Emax time (s)
10e-4 1648 1,38e-3 0,284
10e-6 7096 5,08e-5 0,416
10e-8 39101 5,08e-7 1,028
with the number of iterations needed by the op-
timization process. It was obtained with different
values for the convergence criteria (ǫ). This mea-
sure was done on a 2,6 GHz Intel Pentium processor with a circle of radius 1
(grid step=0.01) and with 804 surfels, 212 variables and 106 maximal segments.






We have proposed a new curvature field estimator based on global minimization.
In order to deal with noisy contours, this approach was extended by using blurred
segments. The obtained results were compared with several recent methods and
are better both on perfect and noisy contours. Future works will deal with the
integration of a more efficient optimization method and the use of an optimized
algorithm for blurred segment recognition. Finally, we will study the use of the
tangential cover in order to automatically determine the width ν of the blurred
segments.
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