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GAUSS-MARKOV PROCESSES AS SPACE-TIME SCALED STATIONARY
ORNSTEIN-UHLENBECK PROCESSES
MA´TYA´S BARCZY AND PETER KERN
Abstract. We present a class of Gauss-Markov processes which can be represented as space-time
scaled stationary Ornstein-Uhlenbeck processes defined on the real line. We give several explicit
examples of the representation for certain Gauss bridge processes. As an application, we derive a
formula for the density function of the supremum location of certain standardized Gauss-Markov
processes on compact time intervals. We also present some sufficient conditions under which mean
centered Gauss-Markov processes take zero at a fixed time with probability one.
1. Introduction
In this paper, we present a class of Gauss-Markov processes which can be represented as space-
time scaled stationary Ornstein-Uhlenbeck processes defined on the real line by specifying the space
and time transformations in question explicitly as well. We will give several examples, and we
will use this representation for determining the distribution of the supremum location of certain
standardized Gauss-Markov processes on compact time intervals. To motivate our method, we
first recall the well-known facts that a Wiener bridge can be represented as a space-time scaled
stationary Ornstein-Uhlenbeck process (see, e.g., Shorack and Wellner [32, Exercise 10, page 32])
and that the supremum location of a Wiener bridge on the interval [0, 1] is uniformly distributed
(see, e.g., Ferger [12, Section 2]). Let (Bt)t≥0 be a standard Wiener process, then its Lamperti
transform (see Lamperti [22, page 64])
St := e
− t
2Bet , t ∈ R,(1.1)
defines a strictly stationary centered Gauss process S = (St)t∈R defined on the real line with
Cov(Ss, St) = e
− |t−s|
2 , s, t ∈ R,(1.2)
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see, e.g., Doob [11] or Shorack and Wellner [32, Exercise 9, page 32]. The process S is known as
a stationary Ornstein-Uhlenbeck process defined on R. Then a Wiener bridge from 0 to 0 over
the time interval [0, 1] generates the same law on (C([0, 1]),B(C([0, 1]))) as the space-time scaled
stationary Ornstein-Uhlenbeck process
Ut :=
{√
t(1− t)S (ln ( t
1−t
))
if t ∈ (0, 1),
0 if t = 0 or t = 1,
see, e.g., Shorack and Wellner [32, Exercise 10, page 32], where for a subset D ⊂ [0,∞), C(D)
denotes the space of continuous real-valued functions defined on D and B(C(D)) is the Borel σ-
algebra on C(D). Recall that the law of the pathwise unique strong solution of the stochastic
differential equation (SDE)
dZt = − 1
1− tZt dt + dBt, t ∈ [0, 1),
with an initial value Z0 = 0 coincides with that of the Wiener bridge from 0 to 0 over the time
interval [0, 1].
As a generalization of the observation above, first in Section 2 we provide a class of Gauss-
Markov processes (satisfying a linear SDE) which can be represented as space-time scaled stationary
Ornstein-Uhlenbeck processes defined on the real line by specifying the space and time transforma-
tions in question explicitly, see Theorem 2.1. Then we derive a formula for the density function of
the supremum location of the standardized version of the Gauss-Markov processes in question on
compact time intervals, see Section 3. A partial converse of Theorem 2.1 is given in Proposition
2.3. Further, we present some sufficient conditions under which the mean centered Gauss-Markov
process in question take zero at a fixed time with probability one, see Proposition 2.4. In Section
4, we give some examples: scaled Wiener bridges (also called general α-Wiener bridges), Ornstein-
Uhlenbeck type bridges, weighted Wiener bridges and so called F -Wiener bridges. In Section 5 we
present some counterexamples where the representation given in Theorem 2.1 does not hold such
as the zero area Wiener bridge. All the proofs are presented in Appendix A.
2. A general framework
In what follows, let Q and R+ denote the set of rational and non-negative real numbers, respec-
tively. For s, t ∈ R, let s∧ t denote min(s, t), and let B(R) denote the set of Borel sets of R. Recall
that C([0, T ]) with T ∈ (0,∞), and C([0,∞)) are complete, separable metric spaces (with appro-
priate metrics). Due to the strictly increasing and continuous time change 2T
pi
arctan s, s ∈ [0,∞)
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(which is a bijection between [0,∞) and [0, T )), we get C([0, T )) is a complete, separable metric
space as well. For a stochastic process X , the time dependence of X will be denoted by Xt or X(t)
depending on how complicated (large sized) the expression replacing t is.
Let T ∈ (0,∞]. Let φ : [0, T ) → (0,∞) be a continuously differentiable function with φ(0) = 1,
ψ, σ : [0, T ) → R be continuous functions, and suppose that σ(t) 6= 0 on some interval (0, δ) for
some δ ∈ (0, T ]. Let us consider the SDE
dZt =
(
φ′(t)
φ(t)
Zt + ψ(t)
)
dt + σ(t)dBt, t ∈ [0, T ),(2.1)
with a non-random initial value Z0 = ξ ∈ R, where (Bt)t∈R+ is a standard Wiener process on a
probability space (Ω,A,P). Note that in the drift coefficient of the SDE (2.1) the factor φ′(t)/φ(t)
can be an arbitrary continuous function f : R+ → R, since the Cauchy problem φ′(t)φ(t) = f(t), t ∈ R+,
with φ(0) = 1 has the unique solution
φ(t) = exp
{∫ t
0
f(u) du
}
, t ∈ R+.
However, we keep the form φ′(t)/φ(t) in the SDE (2.1) in order to have a more compact presentation.
Since φ′/φ, ψ and σ are non-random, measurable and locally bounded, by using Itoˆ’s formula,
Zt = φ(t)
(
ξ +
∫ t
0
ψ(u)
φ(u)
du+
∫ t
0
σ(u)
φ(u)
dBu
)
, t ∈ [0, T ),(2.2)
can be shown to be the pathwise unique strong solution of the SDE (2.1). The Gauss-Markov
process Z is called a process of Ornstein-Uhlenbeck type with parameters φ, ψ and σ in Patie [27,
pages 49 and 58]. We also note that processes of the form (2.2) have been recently applied in Alili
and Patie [3, second proof of Theorem 1.2].
One can easily calculate
Cov(Zs, Zt) = φ(s)φ(t)
∫ s∧t
0
σ(u)2
φ(u)2
du, s, t ∈ [0, T ).
Let us consider the mean centered process defined by
Z˜t := Zt − E(Zt) = φ(t)
∫ t
0
σ(u)
φ(u)
dBu, t ∈ [0, T ).(2.3)
As a consequence of Theorem 4.1 in Lachout [21] we have the following representation theorem.
For completeness, in Appendix A we present two proofs of it: the first one is based on Theorem 4.1
in Lachout [21] by checking its conditions, the second one is a direct one based on Dambis, Dubins
and Schwarz lemma.
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Theorem 2.1. There exists a strictly stationary centered Ornstein-Uhlenbeck process R = (Rt)t∈R
with Cov(Rs, Rt) = e
− |t−s|
2 , s, t ∈ R, such that
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
, ∀ t ∈ [0, T ) a.s.,(2.4)
where Z˜ is defined in (2.3), and the right hand side of (2.4) for t = 0 is understood as an almost sure
limit as t ↓ 0. Roughly speaking, the mean centered process (Z˜t)t∈[0,T ) coincides with a space-time
scaled stationary Ornstein-Uhlenbeck process almost surely. Further, if P(Z˜T := limt↑T Z˜t = 0) = 1,
then
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
, ∀ t ∈ [0, T ] a.s.,(2.5)
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost
sure limit as t ↓ 0 and t ↑ T , respectively.
Remark 2.2. (i) Using the notations of Theorem 2.1, the standardized version of the process Z can
be represented as
Z∗t :=
Zt − E(Zt)√
Var(Zt)
= R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
, ∀ t ∈ (0, T ) a.s.
(ii) Using the notations of Theorem 2.1, if we additionally suppose that limt↑T φ(t)
√∫ t
0
σ(u)2
φ(u)2
du = 0,
then, since R is strictly stationary, by Slutsky’s lemma, we have
φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
converges in probability to 0 as t ↑ T . Later, under some stronger additional assumptions, we will
strengthen this statement, namely, instead of convergence in probability we will prove almost sure
convergence, see Proposition 2.4. 
Now, we formulate a partial converse of Theorem 2.1.
Proposition 2.3. For some T ∈ (0,∞], let a : (0, T )→ (0,∞) and b : (0, T )→ R be continuously
differentiable functions such that b′(t) > 0 for all t ∈ (0, T ), and limt↓0 b(t) = −∞. Further, let
ψ : [0, T )→ R be a continuous function, and
φ(t) :=
a(t)
eb(t)/2
, t ∈ (0, T ), and σ(t) :=
√
b′(t)a2(t), t ∈ (0, T ).(2.6)
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Provided that φ can be extended to be continuously differentiable on [0, T ) with φ(0) = 1, and σ can
be extended to be continuous on [0, T ), there exists a strictly stationary centered Ornstein-Uhlenbeck
process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R, such that
a(t)Rb(t) = Z˜t = Zt − E(Zt), ∀ t ∈ [0, T ) a.s.,(2.7)
where (Zt)t∈[0,T ) is the pathwise unique strong solution of the SDE (2.1) with the extended versions
of φ and σ given in (2.6) and with a non-random initial value Z0 = ξ ∈ R, and the left hand side
of (2.7) for t = 0 is understood as an almost sure limit as t ↓ 0.
Next, we formulate some sufficient conditions under which Z˜t converges to 0 as t ↑ T with
probability one.
Proposition 2.4. If limt↑T φ(t) = 0 and there exists some ε > 0 such that the function
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε
, t ∈ [0, T ),(2.8)
is bounded, then for the mean centered process (Z˜t)t∈[0,T ) we have P(Z˜T := limt↑T Z˜t = 0) = 1.
We note that Li [23, Proposition 1] and Hildebrandt and Roelly [16, Proposition 2.3] derived
other sufficient conditions under which P(limt↑T Z˜t = 0) = 1 holds.
3. Distribution of the supremum location
For a stochastic process X = (Xt)t∈R with continuous sample paths and for an interval [a, b],
a < b, a, b ∈ R, let
τX,[a,b] := inf
{
t ∈ [a, b] : Xt = sup
s∈[a,b]
Xs
}
and MX,[a,b] := sup
s∈[a,b]
Xs,
i.e., τX,[a,b] is the leftmost time point at which the overall supremum MX,[a,b] in the interval [a, b] is
achieved. In what follows, we will simply call τX,[a,b] the supremum location for X on the interval
[a, b]. We mention that the almost sure uniqueness of the supremum location on compact intervals of
R+ for a continuous Gauss process X satisfying Var(Xt−Xs) 6= 0 for s 6= t, s, t ∈ R+, was proved in
Kim and Pollard [20, Lemma 2.6]. For a corresponding result for regular one-dimensional diffusions
(in the sense of Itoˆ–McKean [17]), see Csa´ki et al. [8, part (i) of Remarks (2.2)]. Recently, Pimentel
[28, Theorem 1] has given necessary and sufficient conditions for the almost sure uniqueness of the
supremum location on compact intervals for stochastic processes with continuous sample paths, and
then Lo´pez and Pimentel [24] extended it to a variety of non-continuous and multivariate processes.
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As it was mentioned in the Introduction, the supremum location of a Wiener bridge on the in-
terval [0, 1] is uniformly distributed (see, e.g., Ferger [12, Section 2]). The supremum location of
the absolute value of a Wiener bridge on the interval [0, 1] is also absolutely continuous, Ferger
[13] determined its density function. Very recently, Ferger [14, Theorem 1.1] has determined the
density function of a Wiener bridge on [0, 1] standardized by its supremum location. Alabert and
Caballero [1, Proposition 3.1] calculated the probability that the infimum location of the concate-
nation of Wiener bridges is located in one of the time intervals of the Wiener bridges building up
the concatenation.
Using the notations of Section 2, if the set {t ∈ [0, T ) : σ(t) = 0} does not contain any interval
and limt↑T
∫ t
0
σ(u)2
φ(u)2
du =: ST ∈ (0,∞], then the continuous function βT : (0, T )→ (−∞, ln(ST )),
βT (t) := ln
(∫ t
0
σ(u)2
φ(u)2
du
)
, t ∈ (0, T ),
is strictly increasing having inverse β−1T : (−∞, ln(ST )) → (0, T ). Consequently, using that R is
strictly stationary, by part (i) of Remark 2.2, we have
τZ∗,[t1,t2] = β
−1
T (τR,[βT (t1),βT (t2)])
D
= β−1T
(
βT (t1) + τR,[0,βT (t2)−βT (t1)]
)
(3.1)
for any 0 < t1 < t2 < T , where Z
∗ is given in part (i) of Remark 2.2, the first equality holds almost
surely and
D
= denotes equality in distribution. So we reduced the problem of determining the
distribution of the supremum location of the standardized version Z∗ to determine the distribution
of the supremum location of R on compact subintervals of the form [0, T ], T > 0.
Samorodnitsky and Shen [30] provide a lot of information on the distribution of τR,[0,T ], T > 0. By
Theorem 3.1 in Samorodnitsky and Shen [30], the restriction of the law of τR,[0,T ] to the interior (0, T )
of the interval [0, T ] is absolutely continuous and very specific properties of the density function in
question have been described, e.g., the (ca`dla`g version of) the density function is bounded away
from 0 and its value at t is bounded above by max(1
t
, 1
T−t), t ∈ (0, T ). Using that R is time
reversible, i.e., the laws of the processes (R−t)t∈R and (Rt)t∈R coincide, a finer upper bound for the
density function in question has been derived, see Samorodnitsky and Shen [30, Proposition 4.2].
Further, this density function is not bounded near each of the two endpoints of the interval [0, T ],
and P(τR,[0,T ] = 0) = P(τR,[0,T ] = T ) = 0, T > 0, see Samorodnitsky and Shen [30, Example 3.7].
Later it will turn out that the law of τR,[0,T ] (without restriction to (0, T )) is absolutely continuous,
and we will derive an expression for its density function as well. We point out that, compared to the
general setup of Samorodnitsky and Shen [30], we can take the advantage that R is not only strictly
stationary, but a time-homogeneous Markov process as well, and hence we can use a general result
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of Csa´ki et al. [8] to handle the distribution of the supremum location of R. Very recently, Shen
[31, Theorem 4.3] has proved that for the infimum location on the interval [0, 1] of a non-constant,
self-similar Le´vy process, one of the following three scenarios is true: it is concentrated at 0 with
probability one; it is concentrated at 1 with probability one; or it is Beta-distributed with some
given parameters.
In what follows we present a procedure which results in a formula for a density function of the
distribution of the supremum location of R on a compact interval of the form [0, T ], T ∈ R+, and
that of Z∗ on a compact interval of the form [t1, t2], 0 < t1 < t2 < T . Note that the supremum
location of R in question is unique almost surely, see, Kim and Pollard [20, Lemma 2.6]. First, recall
that the law of (Rt)t∈R+ can be represented as the law of the pathwise unique strong solution of an
appropriate SDE. Namely, if (Bt)t∈R+ is a standard Wiener process and ξ is a standard normally
distributed random variable independent of (Bt)t∈R+ , then the process
Vt := e
− t
2
(
ξ +
∫ t
0
e
r
2 dBr
)
, t ∈ R+,
is the pathwise unique strong solution of the SDE
dVt = −1
2
Vt dt+ dBt, t ∈ R+,
with initial condition V0 = ξ, and (Vt)t∈R+ generates the same measure on C(R+) as (Rt)t∈R+ . The
mapping
C([0, T ]) ∋ f 7→ (Mf,[0,T ], f(T ), τf,[0,T ])) ∈ R× R× [0, T ]
is measurable for all T > 0, since {τf,[0,T ] ≤ t} = {Mf,[0,t] ≥ Mf,[t,T ]} for all t ∈ [0, T ], {f ∈
C([0, T ]) : f(T ) ≤ u} is a cylinder set for C([0, T ]) for any u ∈ R, and
{Mf,[0,T ] > u} =
⋃
{s∈Q∩[0,T ]}
{f(s) > u}, u ∈ R.
Hence the laws of (MV,[0,T ], VT , τV,[0,T ]) and (MR,[0,T ], RT , τR,[0,T ]) coincide for all T > 0. Using
that the so-called scale function and speed measure (see, e.g., Karatzas and Shreve [18, Section 5,
formulae (5.42) and (5.51)]) corresponding to V take the forms
Sc(x) =
∫ x
c
exp
{
−2
∫ y
c
−z
2
dz
}
dy =
∫ x
c
e
y2−c2
2 dy, x ∈ R, c ∈ R,
mc(B) =
∫
B
2e−
x2−c2
2 dx, B ∈ B(R), c ∈ R,
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by Theorem A in Csa´ki et al. [8], we get
P(MR,[0,T ] ∈ A,RT ∈ B, τR,[0,T ] ∈ C | R0 = x)
=
∫
A
∫
B
∫
C
nx(s, y)nz(T − s, y)1{x≤y}1{z≤y} Sc(dy)mc(dz) ds
=
∫
A
∫
B
∫
C
nx(s, y)nz(T − s, y)2e− z
2−c2
2 e
y2−c2
2 1{x≤y}1{z≤y} dy dz ds
=
∫
A
∫
B
∫
C
nx(s, y)nz(T − s, y)2e−
z2−y2
2 1{x≤y}1{z≤y} dy dz ds
(3.2)
for all T > 0, x ∈ R, A,B ∈ B(R) and C ∈ B([0, T ]), where (0,∞) ∋ u 7→ nx(u, y) denotes
the (conditional) density function of the random variable inf{t ∈ (0,∞) : Rt = y} provided that
R0 = x, where x, y ∈ R. Note that the above formula does not depend on c ∈ R. In Alili et al. [2]
one can find several formulae for nx(u, y), u ∈ (0,∞), e.g., due to their formula (4.1), for all x < y,
x, y ∈ R, and u ∈ (0,∞),
nx(u, y) =
1
pi
∫ ∞
0
cos
(uα
2
) Hr−α (−y√2)Hr−α (−x√2)+Hi−α (−x√2)Hi−α (−y√2)(
Hr−α
(
−y√
2
))2
+
(
Hi−α
(
−y√
2
))2 dα,
where, for all α ∈ R, the functions
Hrα(v) :=
2√
pi
∫ ∞
0
e−s
2
cos
(
α
2
log
(
1 +
(v
s
)2))
ds, v ∈ R,
Hiα(v) :=
2√
pi
∫ ∞
0
e−s
2
sin
(
α
2
log
(
1 +
(v
s
)2))
ds, v ∈ R,
are the real and imaginary parts of certain normalized Hermite functions, respectively. Using (3.2),
by the law of total probability and Fubini’s theorem,
P(τR,[0,T ] ∈ C)
=
∫ ∞
−∞
P(MR,[0,T ] ∈ R, RT ∈ R, τR,[0,T ] ∈ C | R0 = x) 1√
2pi
e−
x2
2 dx
=
∫
C
(∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
nx(s, y)nz(T − s, y)2e−
z2−y2
2 1{x≤y}1{z≤y}
1√
2pi
e−
x2
2 dx dy dz
)
ds
for all C ∈ B([0, T ]). Consequently, a density function of τR,[0,T ] can be chosen as
fτR,[0,T ](s) =
√
2
pi
∫ ∞
−∞
(∫ ∞
x
(∫ y
−∞
nx(s, y)nz(T − s, y)e−
x2+z2−y2
2 dz
)
dy
)
dx(3.3)
for s ∈ (0, T ). Note that, by Samorodnitsky and Shen [30, Theorems 3.1, 3.3 and Example 3.7],
fτR,[0,T ] is continuous on (0, T ), lims↓0 fτR,[0,T ](s) = ∞ and lims↑T fτR,[0,T ](s) = ∞. Using (3.1), for
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any 0 < t1 < t2 < T , a density function of τZ∗,[t1,t2] can be chosen as
fτZ∗,[t1,t2](v) = β
′
T (v)fτR,[0,βT (t2)−βT (t1)](βT (v)− βT (t1))
=
σ(v)2
φ(v)2
∫ v
0
σ(u)2
φ(u)2
du
fτR,[0,βT (t2)−βT (t1)](βT (v)− βT (t1))
for v ∈ (t1, t2), where fτR,[0,βT (t2)−βT (t1)] is given by (3.3).
4. Examples
4.1. Scaled Wiener bridges. Let T ∈ (0,∞) be fixed. For all α ∈ R, let us consider the SDE{
dZt = − αT−t Zt dt+ dBt, t ∈ [0, T ),
Z0 = 0,
(4.1)
where (Bt)t∈R+ is a standard Wiener process defined on a probability space (Ω,A,P). The SDE
(4.1) has a pathwise unique strong solution, namely,
Zt =
∫ t
0
(
T − t
T − s
)α
dBs, t ∈ [0, T ),(4.2)
as it can be checked by Itoˆ’s formula. To our knowledge, these kinds of processes have been first
considered in the case of α > 0 by Brennan and Schwartz [7]; see also Mansuy [25]. Note also that
in case of α = 1 the process (Zt)t∈[0,T ) is nothing else but the usual Wiener bridge (from 0 to 0 over
the time interval [0, T ]).
It is known that in case of α > 0, the process (Zt)t∈[0,T ) given by (4.2) has an almost surely
continuous extension (Zt)t∈[0,T ] to the time-interval [0, T ] such that ZT = 0 with probability one,
see, e.g., Mansuy [25, page 1023] or Barczy and Pap [6, Lemma 3.1]. For positive values of α, the
possibility of such an extension is based on a strong law of large numbers for square integrable local
martingales. In case of α ≤ 0, there does not exist an almost surely continuous extension of the
process (Zt)t∈[0,T ) to [0, T ] which would take some constant value at time T with probability one.
However, for all α ∈ R, the Gauss process (Zt)t∈[0,T ) given by (4.2) is called a scaled Wiener bridge
or an α-Wiener bridge. More generally, we call any almost surely continuous (Gauss) process on the
time interval [0, T ) having the same finite-dimensional distributions as (Zt)t∈[0,T ) a scaled Wiener
bridge (an α-Wiener bridge).
One can easily calculate
Cov(Zs, Zt) =
{
(T−s)α(T−t)α
1−2α (T
1−2α − (T − s ∧ t)1−2α) if α 6= 1
2
,√
(T − s)(T − t) (ln(T )− ln(T − s ∧ t)) if α = 1
2
,
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for s, t ∈ [0, T ), see Barczy and Pap [6, Lemma 2.1].
Let φ : [0, T ) → R, φ(t) := (1 − t/T )α, t ∈ [0, T ), ψ : [0, T ) → R, ψ(t) := 0, t ∈ [0, T ), and
σ(t) := 1, t ∈ [0, T ). Then the SDE (2.1) is nothing else but the SDE of an α-Wiener bridge, see
(4.1), and
ln
(∫ t
0
σ(u)2
φ(u)2
du
)
=
{
ln
(
T 2α
1−2α (T
1−2α − (T − t)1−2α)
)
if α 6= 1
2
,
ln
(
T ln
(
T
T−t
))
if α = 1
2
,
(4.3)
for t ∈ (0, T ). In case of α > 0, since P(limt↑T Zt = 0) = 1 and E(Zt) = 0, t ∈ [0, T ), we have
P(limt↑T Z˜t = 0) = 1, so, by Theorem 2.1, there exists a strictly stationary centered Ornstein-
Uhlenbeck process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R, such that
Zt =
√
Var(Zt)R
(
ln
(
T 2α
1− 2α
(
T 1−2α − (T − t)1−2α))) , ∀ t ∈ [0, T ] a.s.(4.4)
in case α 6= 1
2
, α > 0, and
Zt =
√
Var(Zt)R
(
ln
(
T ln
(
T
T − t
)))
, ∀ t ∈ [0, T ] a.s.(4.5)
in case α = 1
2
, where
√
Var(Zt) =

(T − t)α
√
T 1−2α−(T−t)1−2α
1−2α if α 6= 12 ,√
(T − t) ln ( T
T−t
)
if α = 1
2
.
Here the right hand sides of (4.4) and (4.5) for t = 0 and t = T are understood as almost sure
limits as t ↓ 0 and t ↑ T , respectively.
Remark 4.1. As it was mentioned, in case of α > 0, we have P(limt↑T Zt = 0) = 1. We point out to
the fact that Proposition 2.4 also yields it. Indeed, E(Zt) = 0, t ∈ [0, T ), and Proposition 2.4 can
be applied with
ε :=
{
1
2
if 0 < α ≤ 1
2
,
1
2(2α−1) if α >
1
2
.
Indeed, if 0 < α < 1/2 and ε = 1/2, then
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
=
(
1− t
T
)α
T 2α
1− 2α(T
1−2α − (T − t)1−2α)→ 0
as t ↓ 0 or t ↑ T . If α = 1/2 and ε = 1/2, then
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
=
√
1− t
T
T ln
(
T
T − t
)
→ T ln(1) = 0 as t ↓ 0,
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and, by L’Hospital’s rule,
lim
t↑T
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
= lim
t↑T
T ln
(
T
T−t
)(
1− t
T
)−1/2 = limt↑T 2√T (T − t) = 0.
If α > 1/2 and ε = 1/(2(2α− 1)), then
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
=
(
T 2α
2α− 1
)α/(2α−1)
1
T α
(
1− T 1−2α(T − t)2α−1),
which tends to 0 as t ↓ 0 and to (2α− 1)−α/(2α−1)T α/(2α−1) as t ↑ T . All in all, with the given ε the
function given in (2.8) is bounded. 
Remark 4.2. Note that if α = 1 and T = 1, then√
Var(Zt) =
√
t(1− t), t ∈ [0, 1],
ln
(
T 2α
1− 2α
(
T 1−2α − (T − t)1−2α)) = ln( t
1− t
)
, t ∈ (0, 1),
and (4.4) gives back the representation of a usual Wiener bridge (from 0 to 0 on the time interval
[0, 1]) via a space-time scaled stationary Ornstein-Uhlenbeck process, recalled in the Introduction.

Next we point out that the previous results presented for the α-Wiener bridge given by the SDE
(4.1) can be generalized to the so-called general α-Wiener bridges introduced by Barczy and Kern
[4, Section 3]. Let T ∈ (0,∞) be fixed, and for a continuously differentiable function α : [0, T )→ R,
let us consider the SDE {
dZt = −α(t)T−tZt dt + dBt, t ∈ [0, T ),
Z0 = 0.
(4.6)
This SDE has a pathwise unique strong solution given by
Zt =
∫ t
0
exp
{
−
∫ t
s
α(u)
T − u du
}
dBs, t ∈ [0, T ),(4.7)
see, e.g., Barczy and Kern [4, Proposition 3.1]. Further, if α(T ) := limt↑T α(t) exists and α(T ) > 0,
then the process (Zt)t∈[0,T ) given by (4.7) has an almost surely continuous extension (Zt)t∈[0,T ] to
the time-interval [0, T ] such that ZT = 0 with probability one, see, Barczy and Kern [6, Theorem
3.3].
Let φ : [0, T ) → R, φ(t) := exp
{
− ∫ t
0
α(u)
T−u du
}
, t ∈ [0, T ), ψ : [0, T ) → R, ψ(t) := 0, t ∈ [0, T ),
and σ(t) := 1, t ∈ [0, T ). Then the SDE (2.1) is nothing else but the SDE of a general α-Wiener
bridge given in (4.6), and, using Theorem 2.1 and E(Zt) = 0, t ∈ [0, T ), there exists a strictly
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stationary centered Ornstein-Uhlenbeck process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R,
such that
Zt = φ(t)
√∫ t
0
1
φ(u)2
duR
(
ln
(∫ t
0
1
φ(u)2
du
))
, ∀ t ∈ [0, T ), a.s.,
where the right hand side of the above equality at t = 0 is understood as an almost sure limit as
t ↓ 0. Further, if α(T ) := limt↑T α(t) exists and α(T ) > 0, then P(limt↑T Zt = 0) = 1 and E(Zt) = 0,
t ∈ [0, T ), yield that P(limt↑T Z˜t = 0) = 1, so, by Theorem 2.1, there exists a strictly stationary
centered Ornstein-Uhlenbeck process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R, such that
Zt = φ(t)
√∫ t
0
1
φ(u)2
duR
(
ln
(∫ t
0
1
φ(u)2
du
))
, ∀ t ∈ [0, T ], a.s.,
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost
sure limit as t ↓ 0 and t ↑ T , respectively.
Remark 4.3. As it was mentioned, if α(T ) = limt↑T α(t) exists and α(T ) > 0, then we have
P(limt↑T Zt = 0) = 1. We point out to the fact that Proposition 2.4 also yields it. Indeed,
E(Zt) = 0, t ∈ [0, T ), and Proposition 2.4 can be applied with
ε :=
{
1+2(δ1−δ2)
2(2δ2−1) if α(T ) ≥ 12 ,
1
2
if 0 < α(T ) < 1
2
,
where δ1 and δ2 are chosen such that 0 < δ1 < α(T ) < δ2 < δ1 + 1/2. We need to check that the
function
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε
= exp
{
−
∫ t
0
α(u)
T − u du
}(∫ t
0
exp
{
2
∫ u
0
α(v)
T − v dv
}
du
) 1
2
+ε
, t ∈ [0, T ),
is bounded. Let us choose a t0 ∈ (0, T ) such that δ1 ≤ α(t) ≤ δ2 for all t ∈ [t0, T ].
First, we consider the case α(T ) ≥ 1/2. Since∫ t
0
exp
{
2
∫ u
0
α(v)
T − v dv
}
du = C1 + C2
∫ t
t0
exp
{
2
∫ u
t0
α(v)
T − v dv
}
du, t ∈ [t0, T ),
where
C1 :=
∫ t0
0
exp
{
2
∫ u
0
α(v)
T − v dv
}
du and C2 := exp
{
2
∫ t0
0
α(v)
T − v dv
}
,
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we have for all t ∈ [t0, T )
exp
{
−
∫ t
0
α(u)
T − u du
}(∫ t
0
exp
{
2
∫ u
0
α(v)
T − v dv
}
du
) 1
2
+ε
≤ C3 exp
{
−δ1
∫ t
t0
1
T − v dv
}(
C1 + C2
∫ t
t0
exp
{
2δ2
∫ u
t0
1
T − v dv
}
du
) 1
2
+ε
= C3
(
T − t
T − t0
)δ1 (
C1 + C2
(T − t0)2δ2
2δ2 − 1
(
(T − t)1−2δ2 − (T − t0)1−2δ2
)) 12+ε
≤ C3
(
T − t
T − t0
)δ1 (
C1 + C2
(T − t0)2δ2
2δ2 − 1 (T − t)
1−2δ2
) 1
2
+ε
= C3
(
C1
(
T − t
T − t0
) 2δ1
2ε+1
+
C2
2δ2 − 1(T − t0)
2δ2− 2δ12ε+1 (T − t)1−2δ2+ 2δ12ε+1
) 1
2
+ε
,
where
C3 := exp
{
−
∫ t0
0
α(u)
T − u du
}
.
Here, using that 2δ2 − 1 > 0, δ2 − δ1 < 1/2, and the explicit form of ε, one can easily verify that
1− 2δ2 + 2δ12ε+1 > 0, yielding that the function
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε
, t ∈ [0, T ),
is bounded in case of α(T ) ≥ 1/2.
Next, we consider the case 0 < α(T ) < 1/2. Additionally to 0 < δ1 < α(T ) < δ2 < δ1 + 1/2, we
can also assume that δ2 < 1/2. By the calculations for the case α(T ) ≥ 1/2, we get∫ t
0
exp
{
2
∫ u
0
α(v)
T − v dv
}
du ≤ C1 + C2 (T − t0)
2δ2
2δ2 − 1
(
(T − t)1−2δ2 − (T − t0)1−2δ2
)
→ C1 + C2 T − t0
1− 2δ2 as t ↑ T ,
and
exp
{
−
∫ t
0
α(v)
T − v dv
}
≤ C3
(
T − t
T − t0
)δ1
→ 0 as t ↑ T ,
where we used 1− 2δ2 > 0 and δ1 > 0. This yields that the function
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε
, t ∈ [0, T ),
is bounded also in case of 0 < α(T ) < 1/2.
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4.2. Ornstein-Uhlenbeck type bridges. First, we recall the notion and properties of Ornstein-
Uhlenbeck type bridges to the extent needed. For a more detailed discussion and for the proofs of the
results, see for example Barczy and Kern [5] (where one can also find extensions to multidimensional
bridges).
Let us consider an Ornstein-Uhlenbeck type process (Xt)t∈R+ given by the SDE
dXt = q(t)Xt dt + σ(t) dBt, t ∈ R+,(4.8)
with an initial condition X0 having a Gauss distribution independent of B, where q : R+ → R
and σ : R+ → R are continuous functions and (Bt)t∈R+ is a standard Wiener process defined on a
probability space (Ω,A,P). Note that the SDE (4.8) coincides with the SDE (2.1) with T = ∞,
φ(t) := exp
{∫ t
0
q(u) du
}
, t ∈ R+, and ψ(t) := 0, t ≥ 0. By Itoˆ’s formula, there exists a pathwise
unique strong solution of the SDE (4.8), namely, for t ∈ R+,
Xt = e
q¯(t)
(
X0 +
∫ t
0
e−q¯(s)σ(s) dBs
)
with q¯(t) :=
∫ t
0
q(u) du.(4.9)
Let us introduce the following notations and assumptions. Let
γ(s, t) :=
∫ t
s
e2(q¯(t)−q¯(u))σ2(u) du <∞, 0 ≤ s ≤ t.
In what follows we will make the general assumption that
σ(t) 6= 0 for all t ∈ R+,(4.10)
which guarantees that γ(s, t) is positive for all 0 ≤ s < t. Further, for all a, b ∈ R and 0 ≤ s ≤ t <
T <∞, let
(4.11) na,b(s, t) :=
γ(s, t)
γ(s, T )
eq¯(T )−q¯(t)b+
γ(t, T )
γ(s, T )
eq¯(t)−q¯(s)a,
and
(4.12) σ(s, t) :=
γ(s, t) γ(t, T )
γ(s, T )
.
In Barczy and Kern [5], for fixed T ∈ (0,∞) and a, b ∈ R we constructed a Markov process
(Zt)t∈[0,T ] with initial distribution P(Z0 = a) = 1 and with transition densities
(4.13) pZs,t(x, y) =
pXs,t(x, y) p
X
t,T (y, b)
pXs,T (x, b)
, x, y ∈ R, 0 ≤ s < t < T,
such that Zt → b = ZT almost surely and also in L2 as t ↑ T , where pXs,t denotes the transition
densities of X . The process (Zt)t∈[0,T ] is called a bridge of Ornstein-Uhlenbeck type from a to b over
[0, T ] derived from X , see also Definition 4.5. The construction is based on Theorem 3.1 in Barczy
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and Kern [5], which we recall now for completeness and for our later purposes. For the proofs, see
Barczy and Kern [5].
Theorem 4.4. Let us suppose that condition (4.10) holds. For fixed a, b ∈ R and T ∈ (0,∞), let
the process (Zt)t∈[0,T ) be given by
Zt = na,b(0, t) +
∫ t
0
γ(t, T )
γ(s, T )
eq¯(t)−q¯(s)σ(s) dBs, t ∈ [0, T ).(4.14)
Then for any t ∈ [0, T ) the distribution of Zt is Gauss with mean na,b(0, t) and with variance σ(0, t).
Especially, Zt → b almost surely (and hence in probability) and in L2 as t ↑ T . Hence the process
(Zt)t∈[0,T ) can be extended to an almost surely (and hence stochastically) and L2-continuous process
(Zt)t∈[0,T ] with Z0 = a and ZT = b. Moreover, (Zt)t∈[0,T ] is a Gauss-Markov process and for any
x ∈ R and 0 ≤ s < t < T the transition density R ∋ y 7→ pZs,t(x, y) of Zt given Zs = x is given by
pZs,t(x, y) =
1√
2piσ(s, t)
exp
{
−(y − nx,b(s, t))
2
2σ(s, t)
}
, y ∈ R.
Definition 4.5. Let (Xt)t∈R+ be the process given by the SDE (4.8) with an initial Gauss random
variable X0 independent of (Bt)t∈R+ and let us assume that condition (4.10) holds. For fixed
a, b ∈ R and T ∈ (0,∞), the process (Zt)t∈[0,T ] defined in Theorem 4.4 is called a bridge of
Ornstein-Uhlenbeck type from a to b over [0, T ] derived from X . More generally, we call any almost
surely continuous (Gauss) process on the time-interval [0, T ] having the same finite-dimensional
distributions as (Zt)t∈[0,T ] a bridge of Ornstein-Uhlenbeck type from a to b over [0, T ] derived from
X .
One can also derive a SDE which is satisfied by the Ornstein-Uhlenbeck type bridge, see for
example Theorem 3.3 in Barczy and Kern [5].
Theorem 4.6. Let us suppose that condition (4.10) holds. The process (Zt)t∈[0,T ) defined by (4.14)
is a pathwise unique strong solution of the linear SDE
dZt =
[(
q(t)− e
2(q¯(T )−q¯(t))
γ(t, T )
σ2(t)
)
Zt +
eq¯(T )−q¯(t)
γ(t, T )
σ2(t)b
]
dt+ σ(t) dBt(4.15)
for t ∈ [0, T ) and with initial condition Z0 = a.
By Lemma 2.7 in Barczy and Kern [5], one can easily calculate
Cov(Zs, Zt) = e
q¯(t)−q¯(s)γ(0, s)γ(t, T )
γ(0, T )
, 0 ≤ s ≤ t < T.
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Let us define the mean centered Ornstein-Uhlenbeck type bridge
Z˜t := Zt − E(Zt) = Zt − na,b(0, t), t ∈ [0, T ].
Note that P(Z˜0 = 0) = P(Z˜T = 0) = 1.
With the notations of Section 2.1, let ξ := a, φ : [0, T ) → (0,∞) and ψ : [0, T ) → R be defined
by
φ(t) :=
γ(t, T )eq¯(t)
γ(0, T )
, t ∈ [0, T ),
ψ(t) :=
eq¯(T )−q¯(t)
γ(t, T )
σ2(t)b =
eq¯(T )
γ(0, T )φ(t)
σ2(t)b, t ∈ [0, T ).
Since
φ′(t)
φ(t)
= q(t)− σ2(t)e
2(q¯(T )−q¯(t))
γ(t, T )
, t ∈ [0, T ),
with our special choices of ξ, φ and ψ, the SDE (2.1) is nothing else but the SDE of an Ornstein-
Uhlenbeck bridge from a to b over time interval [0, T ], see (4.15). Further, using part (b) of Lemma
A.3 in Barczy and Kern [5], one can check that∫ t
0
σ(u)2
φ(u)2
du =
e−2q¯(t)γ(0, t)γ(0, T )
γ(t, T )
, t ∈ [0, T ).
Since Zt → b almost surely and in L2 as t ↑ T (especially, E(Zt) → b as t ↑ T ), we have P(Z˜t →
0 as t ↑ T ) = 1, so, by Theorem 2.1, there exists a strictly stationary centered Ornstein-Uhlenbeck
process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R, such that
Z˜t =
√
γ(0, t)γ(t, T )
γ(0, T )
R
(
ln
(
e−2q¯(t)γ(0, t)γ(0, T )
γ(t, T )
))
, ∀ t ∈ [0, T ], a.s.,(4.16)
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost
sure limit as t ↓ 0 and t ↑ T , respectively.
Remark 4.7. As it was mentioned, P(limt↑T Z˜t = 0) = 1 holds. We point out to the fact that
Proposition 2.4 also yields it. Indeed, Proposition 2.4 can be applied with ε := 1/2, since
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
=
γ(t, T )eq¯(t)
γ(0, T )
e−2q¯(t)γ(0, t)γ(0, T )
γ(t, T )
= e−q¯(t)γ(0, t)
= eq¯(t)
∫ t
0
e−2q¯(u)σ(u)2 du, t ∈ [0, T ),
which is a bounded function, since the functions q and σ are continuous on R+. 
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Next, we formulate the above presented results in the case of usual Ornstein-Uhlenbeck bridges.
Remark 4.8. In case of q(t) = q 6= 0, t ∈ R+, and σ(t) = σ 6= 0, t ∈ R+, the bridge of Ornstein-
Uhlenbeck type (Zt)t∈[0,T ] from a to b over [0, T ] defined in (4.14) has the form
Zt = a
sinh(q(T − t))
sinh(qT )
+ b
sinh(qt)
sinh(qT )
+ σ
∫ t
0
sinh(q(T − t))
sinh(q(T − s)) dBs(4.17)
for t ∈ [0, T ) and ZT = b, see, Remark 3.8 in Barczy and Kern [5]. In fact, the process (Zt)t∈[0,T ) is
the pathwise unique strong solution of the SDE
dZt = q
(
− coth(q(T − t))Zt + b
sinh(q(T − t))
)
dt + σ dBt, t ∈ [0, T ),
with an initial condition Z0 = a, see, Remark 3.9 in Barczy and Kern [5]. Then, by (4.16), there
exists a strictly stationary centered Ornstein-Uhlenbeck process R = (Rt)t∈R with Cov(Rs, Rt) =
e−
|t−s|
2 , s, t ∈ R, such that
Z˜t =
√
σ2 sinh(qt) sinh(q(T − t))
q sinh(qT )
R
(
ln
(
σ2 sinh(qt) sinh(qT )
q sinh(q(T − t))
))
, ∀ t ∈ [0, T ], a.s.,
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost
sure limit as t ↓ 0 and t ↑ T , respectively, since
γ(s, t) =
σ2
q
eq(t−s) sinh(q(t− s)), 0 ≤ s ≤ t,
and, by Barczy and Kern [5, formula (1.7)],
Var(Zt) = φ(t)
2
∫ t
0
σ(u)2
φ(u)2
du =
σ2 sinh(qt) sinh(q(T − t))
q sinh(qT )
, t ∈ [0, T ).

4.3. F -Wiener bridges. Let f : R+ → R+ be a probability density function on R+ and let us
consider the corresponding cumulative distribution function F : R+ → [0, 1], F (t) :=
∫ t
0
f(s) ds,
t ∈ R+. Further, let
T := inf{t ∈ R+ : F (t) = 1} ∈ (0,∞]
with the convention inf ∅ :=∞. Let us assume that f is continuous on [0, T ), and that there exists
a δ ∈ (0, T ) such that f(t) 6= 0 for all t ∈ (0, δ). We consider the SDE
dZt = − f(t)
1− F (t)Zt dt+
√
f(t) dBt, t ∈ [0, T ),(4.18)
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with an initial value Z0 = 0, where (Bt)t∈R+ is a standard Wiener process. By Itoˆ’s formula,
Zt =
∫ t
0
1− F (t)
1− F (s)
√
f(s) dBs, t ∈ [0, T ),
is a pathwise unique strong solution of the SDE (4.18), and (Zt)t∈[0,T ) is a centered Gauss process
with covariance function
Cov(Zs, Zt) = (1− F (t))(1− F (s))
∫ s∧t
0
f(u)
(1− F (u))2 du
= (1− F (t))(1− F (s)) F (s ∧ t)
1− F (s ∧ t) = F (s ∧ t)− F (s)F (t)
for s, t ∈ [0, T ). Note that 1 − F (t), t ∈ R+, is nothing else but the survival function, and f(t)1−F (t) ,
t ∈ R+, is the hazard rate (mean reversion rate) corresponding to the distribution function F .
Let φ : [0, T ) → (0,∞), φ(t) := 1 − F (t), t ∈ [0, T ), ψ : [0, T ) → R, ψ(t) := 0, t ∈ [0, T ), and
σ(t) :=
√
f(t), t ∈ [0, T ). Then the SDE (2.1) is nothing else but the SDE (4.18), and∫ t
0
σ(u)2
φ(u)2
du =
∫ t
0
f(u)
(1− F (u))2 du =
∫ t
0
F ′(u)
(1− F (u))2 du =
F (t)
1− F (t) , t ∈ [0, T ).
Using Theorem 2.1 and E(Zt) = 0, t ∈ [0, T ), there exists a strictly stationary centered Ornstein-
Uhlenbeck process R = (Rt)t∈R with Cov(Rs, Rt) = e−
|t−s|
2 , s, t ∈ R, such that
Zt =
√
F (t)(1− F (t))R
(
ln
(
F (t)
1− F (t)
))
, ∀ t ∈ [0, T ), a.s.,
where the right hand side of the above equation for t = 0 is understood as an almost sure limit as
t ↓ 0. Further, note that with ε := 1/2 we have
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
)1/2+ε
= (1− F (t)) F (t)
1− F (t) = F (t), t ∈ [0, T ),
which is a bounded function. Since F is a continuous distribution function, limt↑T F (t) = 1, and
E(Zt) = 0, t ∈ [0, T ), by Proposition 2.4, we have P(limt↑T Zt = 0) = 1 and
Zt =
√
F (t)(1− F (t))R
(
ln
(
F (t)
1− F (t)
))
, ∀ t ∈ [0, T ], a.s.,
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost
sure limit as t ↓ 0 and t ↑ T , respectively. Then we can say that Z is a bridge over [0, T ] in the
sense that its starting and ending points are zero (more precisely, Z0 = 0 and P(limt↑T Zt = 0) = 1),
and we can call Z as an F -Wiener bridge corresponding to the distribution function F . For more
information on F -Wiener bridges (also called P-Wiener bridges), see Shorack and Wellner [32, page
838], van der Vaart [33, page 266] or Khmaladze [19, equation (4)].
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To give an example, let us consider the cumulative distribution function F : R+ → [0, 1] defined
by
F (t) :=
{
1− (1− t
T
)α
if t ∈ [0, T ),
1 if t ≥ T ,
where α ∈ (0,∞). Then f(t) = α
T
(
1− t
T
)α−1
for t ∈ [0, T ), and f(t) = 0 for t ∈ R+ \ [0, T ),
inf{t ∈ R+ : F (t) = 1} = T and the SDE (4.18) of the F -Wiener bridge takes the form
dZt = − α
T − tZt dt +
√
f(t) dBt, t ∈ [0, T ),
with an initial value Z0 = 0. Note that the drift coefficients of this SDE and of the SDE (4.1) of an
α-Wiener bridge are the same. However, the diffusion coefficients are different.
4.4. Weighted Wiener processes and weighted Wiener bridges. Let (Bt)t∈R+ be a standard
Wiener process, and (B◦t )t∈[0,1] be a Wiener bridge from 0 to 0 over [0, 1]. Let w : R+ → (0,∞) be
a continuously differentiable (weight) function such that w(0) = 1 (e.g., w(t) = (1 + t)α, t ∈ R+,
with some α ∈ [1,∞)). Let us define
Zt := w(t)Bt, t ∈ R+, and Z◦t := w(t)B◦t , t ∈ [0, 1].
The process (Zt)t∈R+ can be called a weighted Wiener process, and the process (Z
◦
t )t∈[0,1] a weighted
Wiener bridge. We note that Deheuvels and Martynov [9] considered weighted Wiener processes
and weighted Wiener bridges with a weight function tα for some α ∈ (0,∞) (however, this weight
function is not in our setup, since the condition w(0) = 1 does not hold). By (1.1) and Subsec-
tion 4.1, there exists a strictly stationary centered Ornstein-Uhlenbeck process R = (Rt)t∈R with
Cov(Rs, Rt) = e
− |t−s|
2 , s, t ∈ R, such that
Zt = w(t)
√
tRln(t), ∀ t ∈ R+ a.s.,(4.19)
and
Z◦t = w(t)
√
t(1 − t)R
(
ln
(
t
1− t
))
, ∀ t ∈ [0, 1] a.s..(4.20)
We point out that weighted Wiener processes and weighted Wiener bridges fit into our general
framework (see Section 2), so one can directly apply Theorem 2.1 and get the representations (4.19)
and (4.20), detailed as follows. Namely, by Itoˆ’s formula,
dZt =
w′(t)
w(t)
Zt dt+ w(t) dBt, t ∈ R+,(4.21)
dZ◦t =
(
w′(t)
w(t)
− 1
1− t
)
Z◦t dt + w(t) dBt, t ∈ [0, 1).(4.22)
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The SDEs (4.21) and (4.22) have the form (2.1) by choosing T := ∞, φ(t) := w(t), t ∈ R+,
ψ(t) := 0, t ∈ R+, σ(t) := w(t), t ∈ R+, and T := 1, φ(t) := w(t)(1 − t), t ∈ [0, 1), ψ(t) := 0,
t ∈ [0, 1), σ(t) := w(t), t ∈ [0, 1), respectively. Concerning the time scalings, an easy calculation
shows that for the SDE (4.21), we have∫ t
0
σ(u)2
φ(u)2
du = t, t ∈ R+,
and for the SDE (4.22), ∫ t
0
σ(u)2
φ(u)2
du =
t
1− t , t ∈ [0, 1),
as desired.
5. Counterexamples
In this section we give counterexamples for bridge processes that cannot be represented as a
space-time scaled stationary Ornstein-Uhlenbeck process.
5.1. Zero area Wiener bridge. Let (B◦t )t∈[0,1] be a Wiener bridge from 0 to 0 over [0, 1], and let
us consider the process
B◦t − 6t(1− t)
∫ 1
0
B◦u du, t ∈ [0, 1],
introduced by Deheuvels [10]. According to page 1191 in Deheuvels [10], this process coincides in
law with a zero area Wiener bridge (Mt)t∈[0,1], which is defined by conditioning a standard Wiener
process (Bt)t∈[0,1] such that B1 = 0 and
∫ 1
0
Bu du = 0 (for a precise definition, see Go¨rgens [15,
Section 1.1]). The zero area Wiener bridge (Mt)t∈[0,1] is a Gauss process and it has a covariance
function
Cov(Ms,Mt) = s ∧ t− st− 3st(1− s)(1− t), s, t ∈ [0, 1],
see, Deheuvels [10, Lemma 2.1 with K = 1].
We check that one cannot find a monotone function τ : [0, 1]→ R such that
Cov(Ms,Mt) =
√
Var(Ms)
√
Var(Mt) Cov(Rτ(s), Rτ(t)), s, t ∈ [0, 1],(5.1)
where R = (Rt)t∈R is a strictly stationary centered Ornstein-Uhlenbeck process with Cov(Rs, Rt) =
e−
|t−s|
2 , s, t ∈ R. On the contrary, let us suppose that there exists such a function τ . Then, due to
the covariance structure of R, the covariance function Cov(Ms,Mt), s, t ∈ [0, 1], would be written
as a product of a function only of s and a function only of t, i.e., there would exist some functions
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f : [0, 1] → R and g : [0, 1] → R such that Cov(Ms,Mt) = f(s)g(t), s, t ∈ [0, 1]. Then for all
0 ≤ s ≤ t ≤ 1, we have
Cov(Ms,Mt) = s− st− 3st(1− s)(1− t) = s(1− t)(1− 3t(1− s)) = f(s)g(t),
which yields that
1− 3t(1− s) = f(s)
s
g(t)
1− t =: f˜(s)g˜(t), 0 < s ≤ t < 1.(5.2)
By substituting s := 1/2 into (5.2), we have
1− 3
2
t = f˜(1/2)g˜(t), t ∈ [1/2, 1),
and hence f˜(1/2) 6= 0 and
g˜(t) =
1− 3
2
t
f˜(1/2)
, t ∈ [1/2, 1).
By substituting t := 1/2 into (5.2),
1− 3
2
(1− s) = f˜(s)g˜(1/2) = f˜(s) 1
4f˜(1/2)
, s ∈ (0, 1/2].
Then
f˜(s) = 4f˜(1/2)
(
1− 3
2
(1− s)
)
, s ∈ (0, 1/2].
Hence
f˜(s)g˜(t) = 4
(
1− 3
2
(1− s)
)(
1− 3
2
t
)
= −2 + 6s+ 3t− 9st
for s ∈ (0, 1/2] and t ∈ [1/2, 1). Using (5.2), by choosing, e.g., s := 1/4 and t := 2/3, we arrive at a
contradiction, since 1− 3t(1 − s) = −1/2 and −2 + 6s+ 3t− 9st = 0. Hence the law of (Mt)t∈[0,1]
cannot be the same as the law of (
√
Var(Mt)Rτ(t))t∈[0,1] for any monotone function τ : [0, 1]→ R.
Next, we present another short proof for the fact that one cannot find a monotone function
τ : [0, 1]→ R such that (5.1) holds, communicated to us by Yakov Nikitin. The right hand side of
(5.1) is non-negative for all s, t ∈ [0, 1], but one can choose a sufficiently small ε ∈ (0, 1) such that
Cov(Mε,M1−ε) is negative. Indeed,
Cov(Mε,M1−ε) = ε− ε(1− ε)− 3ε2(1− ε)2 = ε2(−3ε2 + 6ε− 2),
which is negative for sufficiently small ε ∈ (0, 1).
We note that, for a zero area Wiener bridge (Mt)t∈[0,1], Deheuvels [10, Theorem 1.2] derived
a Karhunen–Loe`ve expansion, Nazarov [26, Theorem 1] investigated small ball probablilities, and
Go¨rgens [15, Section 6.1] presented a SDE with (Mt)t∈[0,1] as a strong solution. However, up to our
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knowledge, no integral representation is available for (Mt)t∈[0,1], so (Mt)t∈[0,1] does not fit into the
framework of Section 2.
5.2. Glued Wiener bridge. We present another simple counterexample initiated by Helmut
Finner. Namely, if we take two independent Wiener bridges from 0 to 0 over [0, 1] and over [1, 2],
respectively, and glue them together, then it is a Gauss bridge from 0 to 0 over [0, 2], but it cannot
be represented as a space-time transformed strictly stationary centered Ornstein-Uhlenbeck pro-
cess. Indeed, if (B◦t )t∈[0,1] and (W
◦
t )t∈[0,1] are independent Wiener bridges from 0 to 0 over [0, 1],
then for the so-called glued Wiener bridge Gt := B
◦
t 1[0,1](t) +W
◦
t−11[1,2](t), t ∈ [0, 2], one cannot
find a monotone function τ : [0, 2]→ R such that
Cov(Gs, Gt) =
√
Var(Gs)
√
Var(Gt)Cov(Rτ(s), Rτ(t)) for all s, t ∈ [0, 2],
where R = (Rt)t∈R is a strictly stationary centered Ornstein-Uhlenbeck process with Cov(Rs, Rt) =
e−
|t−s|
2 , s, t ∈ R. On the contrary, let us suppose that there exists such a function τ . Then for s = 1
2
and t = 3
2
, we would have Cov(G1/2, G3/2) = 0, and√
Var(G1/2)
√
Var(G3/2)Cov(Rτ(1/2), Rτ(3/2)) =
1
4
e−
|τ(3/2)−τ(1/2)|
2 > 0,
leading to a contradiction. Hence the law of (Gt)t∈[0,1] cannot be the same as the law of
(
√
Var(Mt)Rτ(t))t∈[0,1] for any monotone function τ : [0, 1]→ R.
Appendix A. Proofs
First proof of Theorem 2.1. Following the notations of Lachout [21], let us consider a collection
of stochastic integrals of non-random real functions with respect to a standard Wiener process,
namely, ∫ ∞
0
aθ(u) dBu, θ ∈ Θ,
where Θ ⊆ R is a non-empty Borel measurable set, aθ : R+ → R belongs to L2(R+) for every
θ ∈ Θ, and (Bt)t∈R+ is a standard Wiener process. Let f : Θ→ R be a Borel measurable function.
By Theorem 4.1 in Lachout [21], there exists a strictly stationary centered Ornstein-Uhlenbeck
process N = (Nt)t∈R with Cov(Ns, Nt) = e−|t−s|, s, t ∈ R, such that∫ ∞
0
aθ(u) dBu = N(f(θ)) a.s. for all θ ∈ Θ(A.1)
if and only if ∫ ∞
0
aθ1(u)aθ2(u) du = e
−|f(θ1)−f(θ2)| for all θ1, θ2 ∈ Θ.(A.2)
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In what follows we apply Lachout’s result to our model given in Section 2. Namely, let Θ := (0, T ),
and for all t ∈ (0, T ), let at : R+ → R be given by
at(u) := 1[0,t](u)
σ(u)
φ(u)
(∫ t
0
σ(r)2
φ(r)2
dr
)−1/2
, u ∈ R+.
Then, for all t ∈ (0, T ), we have at ∈ L2(R+) and, by (2.3),
Z˜t√
Var(Zt)
=
Zt − E(Zt)√
Var(Zt)
=
(∫ t
0
σ(r)2
φ(r)2
dr
)−1/2 ∫ t
0
σ(r)
φ(r)
dBr =
∫ ∞
0
aθ(u) dBu.
Further, if t1 ≤ t2, t1, t2 ∈ (0, T ), then
∫ ∞
0
at1(u)at2(u) du =
∫ t1
0
σ(r)2
φ(r)2
dr(∫ t1
0
σ(r)2
φ(r)2
dr
)1/2 (∫ t2
0
σ(r)2
φ(r)2
dr
)1/2 =
∫ t10 σ(r)2φ(r)2 dr∫ t2
0
σ(r)2
φ(r)2
dr
1/2 .
Let f : (0, T )→ R be given by
f(t) :=
1
2
ln
(∫ t
0
σ(r)2
φ(r)2
dr
)
, t ∈ (0, T ).
Then
e−|f(t1)−f(t2)| = ef(t1)−f(t2) =
∫ t10 σ(r)2φ(r)2 dr∫ t2
0
σ(r)2
φ(r)2
dr
1/2 , t1 ≤ t2, t1, t2 ∈ (0, T ).
Hence, by Theorem 4.1 in Lachout [21], there exists a strictly stationary centered Ornstein-
Uhlenbeck process N = (Nt)t∈R with Cov(Ns, Nt) = e−|t−s|, s, t ∈ R, such that
Z˜t√
Var(Zt)
= N(f(t)) a.s. for all t ∈ (0, T ).
Hence
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du N
(
1
2
ln
(∫ t
0
σ(r)2
φ(r)2
dr
))
a.s. for all t ∈ (0, T ).
By choosing Rt := Nt/2, t ∈ R, we have
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(r)2
φ(r)2
dr
))
a.s. for all t ∈ (0, T ),
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where (Rt)t∈R is a strictly stationary centered Ornstein-Uhlenbeck process with Cov(Rs, Rt) =
e−
|t−s|
2 , s, t ∈ R. Since Q is countable, we have
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(r)2
φ(r)2
dr
))
for all t ∈ (0, T ) ∩Q a.s.,
and, since Z and R have continuous sample paths, we have
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(r)2
φ(r)2
dr
))
for all t ∈ (0, T ) a.s.
This yields (2.4), since P(Z˜t → Z˜0 = 0 as t ↓ 0) = 1 following from the facts that (Zt)t∈[0,T ) has
continuous sample paths almost surely and E(Zt) = φ(t)ξ+φ(t)
∫ t
0
ψ(u)
φ(u)
du, t ∈ [0, T ), is continuous.
Finally, Equation (2.5) readily follows by (2.4) and P(limt↑T Z˜t = 0) = 1. 
Second proof of Theorem 2.1. The proof consists of two parts: first we check that the pathwise
unique strong solution of the SDE (2.1) can be represented as a space-time transformed standard
Wiener process, and then we use Lamperti transformation recalled in the introduction. Namely,
by Dambis, Dubins and Schwarz lemma (see, e.g., Revuz and Yor [29, Chapter V, Theorems 1.6
and 1.7] or Karatzas and Shreve [18, Theorem 3.4.6 and Problem 3.4.7]), there exists a standard
Wiener process (Wt)t∈R+ (possibly on an enlargement of the original probability space and stopped
at limt↑T
∫ t
0
σ(u)2
φ(u)2
du) such that
Z˜t = φ(t)
∫ t
0
σ(u)
φ(u)
dBu = φ(t)W
(∫ t
0
σ(u)2
φ(u)2
du
)
, ∀ t ∈ [0, T ) a.s.(A.3)
Indeed,
∫ t
0
σ(u)
φ(u)
dBu, t ∈ [0, T ), is a continuous L2-martingale starting at 0, since
∫ t
0
σ(u)2
φ(u)2
du <∞ for
all t ∈ [0, T ), and we note that even if limt↑T
∫ t
0
σ(u)2
φ(u)2
du =∞ does not hold, one can apply Dambis,
Dubins and Schwarz lemma. Let
Rt := e
− t
2Wet , t ∈ R,
yielding Wt =
√
tRln(t), t > 0. Then, as it was recalled in the Introduction, R is a strictly stationary
centered Ornstein-Uhlenbeck process with Cov(Rs, Rt) = e
− |t−s|
2 , s, t ∈ R, and, by (A.3),
Z˜t = φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
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for all t ∈ (0, T ) almost surely. Further,
lim
t↓0
φ(t)
√∫ t
0
σ(u)2
φ(u)2
du R
(
ln
(∫ t
0
σ(u)2
φ(u)2
du
))
= lim
t↓0
φ(t)W
(∫ t
0
σ(u)2
φ(u)2
du
)
= φ(0)W0 = 0 a.s.,
(A.4)
yielding (2.4), as desired. Finally, Equation (2.5) readily follows by (2.4) and P(limt↑T Z˜t = 0) = 1.

Proof of Proposition 2.3. Since for all t ∈ (0, T ),
φ(t)
√∫ t
0
σ(u)2
φ(u)2
du =
a(t)
eb(t)/2
√∫ t
0
b′(u)eb(u) du =
a(t)
eb(t)/2
√
eb(t) − lim
t↓0
eb(t) = a(t)
and
ln
(∫ t
0
σ(u)2
φ(u)2
du
)
= ln(eb(t)) = b(t),
Theorem 2.1 yields the statement. 
Proof of Proposition 2.4. We need to check that
lim
t↑T
Z˜t = lim
t↑T
φ(t)W
(∫ t
0
σ(u)2
φ(u)2
du
)
= 0
almost surely, where (Wt)t∈R+ is the standard Wiener process appearing in the second proof of
Theorem 2.1. If
∫ T
0
σ(u)2
φ(u)2
du := limt↑T
∫ t
0
σ(u)2
φ(u)2
du ∈ R+, then
lim
t↑T
φ(t)W
(∫ t
0
σ(u)2
φ(u)2
du
)
=
(
lim
t↑T
φ(t)
)
W
(∫ T
0
σ(u)2
φ(u)2
du
)
= 0 ·W
(∫ T
0
σ(u)2
φ(u)2
du
)
= 0 a.s.
If
∫ T
0
σ(u)2
φ(u)2
du =∞, then
lim
t↑T
φ(t)W
(∫ t
0
σ(u)2
φ(u)2
du
)
= lim
t↑T
φ(t)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε W
(∫ t
0
σ(u)2
φ(u)2
du
)
(∫ t
0
σ(u)2
φ(u)2
du
) 1
2
+ε
= 0
almost surely, where we used that
lim
s→∞
Ws
s
1
2
+η
= 0 a.s. for all η > 0,
26 MA´TYA´S BARCZY AND PETER KERN
which follows by the law of iterated logarithm for a standard Wiener process (see, e.g., Revuz and
Yor [29, Chapter II, Corollary 1.12]). Indeed,
Ws
s
1
2
+η
=
√
2s ln(ln(s))
s
1
2
+η
Ws√
2s ln(ln(s))
=
√
2 ln(ln(s))
sη
Ws√
2s ln(ln(s))
, s > e,
where, by the law of iterated logarithm for a standard Wiener process,(
Ws√
2s ln(ln(s))
)
s>e
is bounded almost surely, and, by L’Hospital’s rule,
lim
s→∞
√
2 ln(ln(s))
sη
= lim
s→∞
1√
2ηsη ln(s)
√
ln(ln(s))
= 0.

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