Abstract-While the parameter convergence properties of standard adaptive algorithms for linear systems are well established, there are no similar results on the parameter convergence of adaptive controllers for nonlinear systems, which have gained popularity in recent years. In this paper we focus on a recently developed class of adaptive schemes for outputfeedback nonlinear systems and show that parameter convergence is guaranteed if and only if an appropriately defined signal vector, which does not depend on closed-loop signals, is persistently exciting. Then we develop an analytic procedure which allows us, given a specific nonlinear system and a specific reference signal, to determine a priori whether or not this vector is persistently exciting (PE), and, hence, whether or not the parameter estimates will converge. In the process we show that the presence of nonlinearities usually reduces the sufficient richness (SR) requirements on the reference signals, and hence enhances parameter convergence. This is the first result on the relationship between persistent excitation and sufficient richness for adaptive nonlinear control systems.
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I. INTRODUCTION
S INCE the early stages of adaptive control development, parameter convergence has been viewed as one of the most important issues, since it enhances the overall stability and robustness properties of the closed-loop adaptive system. In its absence, the undesirable phenomenon of parameter drift can occur, leading to bursting and even instability. Parameter convergence has been the topic of many papers over the last twenty years ( [1] , [3] , [4] , [8] , [12] , [19] , [24] to mention a few) and is featured prominently in books on adaptive control of linear systems [2] , [10] , [25] , [27] .
In the last few years, adaptive control of nonlinear systems has emerged as a new and promising area of research, whose acceptance and popularity have increased rapidly. Several important results on global stability, tracking, and transient performance are already available for large classes of nonlinear systems [11] , [13] , [14] , [20] , [21] , [22] , [26] , [28] , [29] , and have culminated in two recently published books [16] , [23] . These nonlinear schemes yield much stronger stability and transient performance properties than their linear counterparts, primarily because of their recursive design procedures which allow the construction of Lyapunov functions encompassing all the variables of the closed-loop system. This is particularly important in the case of output-feedback nonlinear systems, where even the filter variables are accounted for, and the only variables that are not guaranteed to converge are the parameter estimates. If
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The absence of parameter convergence results for adaptive nonlinear control is due in part to the fact that the field is quite new. However, the more important reason is that many of the familiar tools from the adaptive linear control literature simply do not work for nonlinear systems. In particular, it is well known [1] that for any standard adaptive linear scheme parameter convergence is equivalent to the persistent excitation property of the regressor vector. However, since this vector always depends on closed-loop signals, its persistency of excitation cannot be established a priori. The translation of persistent excitation requirements into sufficient richness conditions on the external reference signals had been established in the system identification literature (see [18] and the references therein) well before it was achieved for adaptive control of SISO [3] , [4] , [5] and MIMO [8] linear systems.
While no such relationships are available for nonlinear systems, an important step in this direction was taken recently in [30] , [31] . These papers analyzed the parameter convergence properties of the adaptive controllers of [15] , which were designed for linear plants but using nonlinear methods, and thus yielding nonlinear closed-loop systems. The analysis of [30] , [31] showed that by exploiting the stability and convergence properties of the closed-loop system, one can equivalently express the persistent excitation condition of the original regressor vector, which depends on nonlinear closed-loop signals, as the persistent excitation condition of another vector which depends only on open-loop signals, and is thus called the open-loop regressor in this paper. The linearity of this vector, which is due to the linearity of the plant, allows the use of standard linear tools to convert its persistent excitation condition into equivalent sufficient richness requirements on the reference signals, which are quite similar to those obtained for standard adaptive linear schemes.
When the plant is nonlinear, however, the last step mentioned above cannot be carried out. In this paper we focus on this nonlinear problem and develop a systematic procedure which relates the persistent excitation of the open-loop regressor to the sufficient richness of the reference signals. This procedure does not yield a generic answer such as the one obtained for linear systems, where, in general, parameter convergence is guaranteed if and only if the reference signal contains at least as many spectral lines as there are unknown parameters. Instead, our procedure has to be applied to a given nonlinear system and yields an answer specific to that system. This discrepancy between the linear and the nonlinear case should not be surprising in view of the fact that linear systems are a "zero-measure subset" of output-feedback nonlinear systems. One of the more interest-ing features of our procedure is that it clearly demonstrates that the presence of nonlinearities in the regressor vector generally reduces the required number of spectral lines for the reference signal with respect to the linear case; this feature has previously been mentioned in the context of identification for nonlinear systems [6] , [7] , [9] . Hence, one can say that nonlinearities enhance the parameter convergence properties of the closed-loop system, since a reference signal which would result in only partial convergence for a linear system can yield complete convergence (and thus asymptotic stability) if some nonlinearities are added in the regressor vector. This is due to the fact that nonlinearities introduce additional frequencies which make a nonlinear openloop regressor more exciting than a linear one.
The remainder of the paper uses the adaptive backstepping scheme of [14] as the vehicle for development of the parameter convergence analysis procedure. However, we emphasize that the same procedure is applicable to virtually every other adaptive scheme developed for output-feedback nonlinear systems, as long as its stability and tracking properties can be established without relying on parameter convergence. In Section 2 we use an example to illustrate the design and the parameter convergence analysis procedure, and to verify our conclusions through simulation. Then, in Section 3, the procedure is generalized to the class of output-feedback nonlinear systems. Section 4 makes the connection with linear results and shows that, when applied to linear systems, our new analysis procedure yields the same results as the analysis of [31] . Finally, some concluding remarks are given in Section 5.
II. AN ILLUSTRATIVE EXAMPLE
Consider the following third-order nonlinear system [17] 
Having defined the filters (2) and (3), we now define the corresponding reference signals r j ; j = 0; 1: 
From (2), (3) and (10), we see that the error signals~ j = j ? 
where z 1 = y ? y r is the tracking error and 1 (y; y r ) = y 2 + y r y + y 2 r . The design procedure of [14] consists of two steps:
Step 1: We write the derivative of the tracking error 
is computed using (17) and (19)- (22) 
Global stability and performance. Combining (16) with (23), we see that V 2 is a complete Lyapunov function for the closedloop error system whose states are the errors z 1 , z 2 ,~ 0 ,~ 1 , ",~ 
Furthermore, from the update laws _ q and _ in (18) and (22) 
Hence, the resulting error system can be represented as This reparametrization is of crucial importance to our parameter convergence analysis because it allows us to use Theorem A.1, proved in [31] and listed for convenience in the Appendix, which guarantees that if w a is persistently exciting (PE), then a (t) ! 0 as t ! 1. Since b 1 6 = 0 and q = 1 b1 6 = 0, the convergence of a (t) to zero implies thatq(t) ! 0,b 0 (t) ! 0 and~ 1 (t) ! 0 as t ! 1. However, since w a depends on closed-loop signals, its PE property can not be established a priori. We therefore set out to obtain an equivalent PE condition which can be expressed in terms of reference signals only. To this end, and with the customary abuse of notation, we first obtain the following input-output representation of the system (1) Now we set out to establish sufficient richness (SR) conditions on the reference signal y r which will guarantee the PE of H w and H b . Since the plant (1) contains three unknown parameters ( 1 , b 0 , b 1 ), we would expect the reference signal y r to be required to be SR of order at least 3. As we will see, however, the presence of the nonlinearity y 3 r lowers that requirement to 
where r 1 (t) = sin ! 0 t and r 2 (t) = sin 3! 0 t. 
From (55) and (57) we have g 2 (j3! 0 ) = g 2 (?j3! 0 ) = 0. However, g 2 (s) is a first-order polynomial, so the fact that it has two roots implies that g 2 (s) = 0 8s 2 C, i.e., g 2 (s) = 0 8s 2 C. 
Therefore, the autocovariance R H b (0) of (62) is
To show that R H b (0) > 0, let 2 IR be a constant such that
Using the same approach as before, we see that (64) is equivalent to To illustrate our analysis, we simulated this example with The initial conditions, including the initial parameter estimates, were all set to zero. The results in Figure 1 show that all four parameter estimates converge to their true values.
III. THE GENERAL PROCEDURE
The backstepping design procedure of the previous section is applicable [14] , [16] (y) 6 = 0; 8y 2 IR.
The reference signal y r (t) and its first derivatives are known and bounded, and y r (t) ( ) is piecewise continuous.
The adaptive controller of [14] achieves the above control objective and, in addition, guarantees boundedness with the adaptation turned off, as well as arbitrarily good L 2 and L 1 performance with the adaptation turned on and with the proper choice of design parameters. However, no conclusions were drawn in [14] about the parameter convergence properties of the resulting closed-loop system. In fact, the parameter errors were the only error variables which were not guaranteed to converge to zero. In the remainder of the paper we show that the analysis procedure introduced in the previous section can be generalized to output-feedback nonlinear systems and can be used to determine a priori whether the parameter estimates of a given system will converge for any specific reference signal.
A. Relative degree 2
As we already mentioned, the first two error equations are the only important ones from the point of view of parameter convergence. Therefore, we begin with the case of relative degree 2 where both these equations are present, and treat the relative-degree-one case ( = 1) separately. The error equations that describe the stability properties of the adaptive controller for the system (68) in [14] The stabilizing functions i are as designed in [14] 
The expressions for F given in (81) and for B given in (72) show why only the first two rows of F, which correspond to the _ z 1 -and _ z 2 -equations, are important for our parameter convergence analysis. The first row is linearly independent from the second one due to the presence of the e 1j -terms in (81). Rows The components of w a contain the filter variables defined in (74)-(76). Using (85) and (86), we obtain the following inputoutput representations of these signals: ) where (y; y r ) = 1 (y; y r ) p (y; y r ) and 0 (y; y r ) = 0 (y; y r ) (y; y r ) . Therefore, denoting (s) = 1 s s n? ?1 T , we obtain the expression (93).
Since z 1 ; y; y r 2 L Hence, the parameter convergence properties of the error system described in this subsection can be summarized by the following theorem:
Theorem III.1: Consider the plant (68) with the assumptions stated after (68) and relative degree 2. Then, the adaptive scheme of [14] , in addition to the global stability, tracking and transient performance properties established in [14] , has the following parameter convergence properties:
If the reference signal y r renders the vector H w defined in (93) PE, then the parameter estimates^ Generalizing what we did in the example of Section 2, we now present a procedure for obtaining SR conditions on the reference signal y r which guarantee parameter convergence for the closed-loop error system (69)-(71). In particular, the following analysis procedure allows us to determine a priori whether the parameter estimates will converge for any specific nonlinear system of the form (68) and for any specific reference signal y r . First we rewrite H w in (93) as shown in (98), where
and a(t), M w (s) as shown in (99) and (100). Note that we can remove any zero components from the signal vector a(t) and their corresponding columns from the matrix M w (s) to reduce the dimensions of a(t) and M w (s).
For brevity and ease of presentation, we now assume that the reference signal y r is just a sinusoidal function and that all the components of the nonlinearities ' 0 (y r ), ' 1 (y r ); : : :, ' p (y r ) are polynomials of y r . Under these two assumptions, the Fourier series expansion of the signal vector a(t) is finite, since the signals generated by the nonlinearities ' j (y r ) will contain a finite number N of distinct frequencies, which will be larger than the number of the original frequencies in y r . However, it should be noted that our procedure is applicable even when these assumptions are violated, that is, even when the number of frequencies in the closed-loop system is infinite. In fact, as we shall see later, parameter convergence will be even easier to achieve in that case, even though the analysis will be more tedious. Returning to the finite-dimensional case, we denote these N frequencies as ! 1 ; ! 2 ; : : : ; ! N (where 0 ! 1 < ! 2 < < ! N ) and define r(t)= sin ! 1 t cos ! 1 t sin ! 2 t cos ! 2 t sin ! N t cos ! N t T (101) to rewrite y r and all the nonlinearities as follows:
y r = a 1s a 1c a Ns a Nc r(t)
' j (y r ) = 
j1s a . . . 
Since A 1 (t); : : : ; A N (t) are mutually uncorrelated (they contain sinusoidal functions of different frequencies), by Definition A.2 and Lemma A.4 (see Appendix), we have
where S Ai (!) is the spectral measure of A i (t), 1 i N.
If we consider the cross-covariance of two sinusoidal functions with the same frequency but arbitrary phases (i.e., u 1 (t) = 
Combining (110) and (107), the autocovariance of H w becomes
Obviously, R Hw (0) is positive semidefinite. To prove that it is in fact positive definite, let 2 IR p+n? +1 be a constant vector such that
We know that each term of (112) is positive semidefinite, so (113) is equivalent to
is stable and minimum phase, (116) Using (116), we can analyze the parameter convergence by the same method we have developed in the example of Section 2. If the nonlinearities and the reference signal are specified, we can compute all the generated frequencies and all the constants a is , a ic , a 
Since Q r is a bounded time-varying signal, the PE property of H b must be established in two steps. First one must ensure that H b is PE, and then that Q r is "sufficiently different from zero" so as not to destroy this PE property. The form of Q r in (96) suggests that in most cases this condition will be satisfied, especially when y r is a periodic signal. However, no conclusions can be drawn unless the specific form of the nonlinearities and a(t) and A i (t) are defined in (99) and (104). Therefore, the autocovariance R H b (0) of (119) is
Using the same approach as before, we see that (121) which, substituted in (122), yields = 0. Hence, if = 0 is the only solution of (116), = 0 is the only solution of (122), and Q r is "sufficiently different from zero", then the given reference signal is SR for the system at hand and all the parameter estimates converge to their true values.
B. Relative degree = 1
Let us now turn our attention to the relative-degree-one case ( = 1). The design procedure of [14] Note that H w does not depend on closed-loop signals, but only on y r . We can summarize the parameter convergence properties of the = 1 case as follows:
Theorem III.2: Consider the plant (68) with the assumptions stated after (68) and relative degree = 1. Then, the adaptive scheme of [14] , in addition to the global stability, tracking and transient performance properties established in [14] , has the following parameter convergence properties:
If the reference signal y r renders the vector H w defined in (131) PE, then all the parameter estimates^ andq converge to their true values asymptotically.
The analysis procedure used for the a priori determination of parameter convergence for a specific relative-degree-one nonlinear system of the form (68) with a specific reference signal y r is quite similar to the procedure of the 2 case and is therefore omitted. The only differences are (i) the absence of H b (cf. 
IV. APPLICATION TO THE LINEAR CASE
The procedure for parameter convergence analysis developed in the previous section for adaptive output-feedback nonlinear systems is quite different from the procedure used in [30] , [31] for linear systems. However, since in both cases the adaptive controller is designed using essentially the same tools, our procedure should be applicable to the linear case and should yield the results as those obtained in [30] , [31] . In this section we show that this is indeed so.
Comparing the output-feedback form (68) with the linear system model _ x 1 = x 2 ? a n?1 y _ x 2 = x 3 ? a n?2 y . . . we have p = n, (y) = 1, ' 0 (y) = 0, i = ?a n?i and ' i (y) = e ijn y, 1 i n, that is, (y) = I n y ; 0 (y) = 0 I n y : 
From (143) and (144) where H( ) is the Fourier transform of h( ).
Lemma A.5: [27] Suppose u has an autocovariance R u ( ). Then u is PE if and only if R u (0) is positive definite.
