The paper contains a partial review on the general connection theory on differentiable fibre bundles. Particular attention is paid on (linear) connections on vector bundles. The (local) representations of connections in frames adapted to holonomic and arbitrary frames is considered. the bundle, is proved. The (3-index) coefficients of a connection in such pairs of frames and their transformation laws are considered. The covariant derivatives are also mentioned on this context. Section 7 closes the paper with some concluding remarks.
Introduction
This is a partial review of the connection theory on differentiable fibre bundles. From different view-points, this theory can be found in many works, like . The presentation of the material in sections 2-5, containing the grounds of the connection theory, follows some of the main ideas of [20, chapters 1 and 2], but their realization here is quite different and follows the modern trends in differential geometry. Since in the physical literature one can find misunderstanding or not quite rigorous applications of known mathematical definitions and results, the text is written in a way suitable for direct application in some regions of theoretical physics.
The work is organized as follows. In Sect. 2 is collected some introductory material, like the notion of Lie derivatives and distributions on manifolds, needed for our exposition. Here some of our notation is fixed too. Section 3 is devoted to the general connection theory on bundles whose base and bundles spaces are differentiable manifolds. In Subsect. 3.1 are reviewed some coordinates and frames/bases on the bundle space which are compatible with the fibre structure of a bundle. Subsect. 3.2 deals with the general connection theory. A connection on a bundle is defined as a distribution on its bundle space which is complimentary to the vertical distribution on it. The notion of parallel transport generated by connection and of specialized frame are introduced. The fibre coefficients and fibre components of the curvature of a connection are defined via part of the components of the anholonomy object of a specialized frame. Frames adapted to local bundle coordinates are introduced and the local (2-index) coefficients in them of a connection are defined; their transformation law is derived and it is proved that a geometrical object with such transformation law uniquely defines a connection. The parallel transport equation in their terms is derived and it is demonstrated how from it the equation of geodesics on a manifold can be obtained.
In Sect. 4, the general connection theory from Sect. 3 is specified on vector bundles. The most important structures in/on them are the ones that are consistent/compatible with the vector space structure of their fibres. The vertical lifts of sections of a vector bundle and the horizontal lifts of vector fields on its base are investigated in more details in Subsect. 4.1. The general results are specified on the (co)tangent bundle over a manifold in Subsect. 4.2. Subsect. 4.3 is devoted to linear connections on vector bundles, i.e. connections such that the assigned to them parallel transport is a linear mapping. It is proved that the 2-index coefficients of a linear connection are linear in the fibre coordinates, which leads to the introduction of the (3-index) coefficients of the connection; the latter coefficients being defined on the base space. The transformations of different objects under a change of vector bundle coordinates are explored. The covariant derivatives are introduced and investigated in Subsect. 4.4. They are defined via the Lie derivatives [20] and a mapping realizing an isomorphism between the vertical vector fields on the bundle space and the sections of the bundle. The equivalence of that definition with the widespread one, defining them as mappings on the module of sections of the bundle with suitable properties, is proved. Some properties of the covariant derivatives are explored. In Subsect. 4.5, the affine connections on vector bundles are considered briefly.
Section 5 deals briefly with morphisms between bundles with connections defined on them.
In section 6, some of the results of the previous sections are generalized when frames more general than the ones generated by local coordinates on the bundle space are employed. The most general such frames, compatible with the fibre structure, and the frames adapted to them are investigated. The main differential-geometric objects, introduced in the previous sections, are considered in such general frames. Particular attention is paid to the case of a vector bundle. In vector bundles, a bijective correspondence between the mentioned general frames and pairs of bases, in the vector fields over the base and in the sections of
(2.1b) (L X (θ))(Y ) = X(θ(Y )) − θ([X, Y ] ) = (dθ)(X, Y ) + Y (θ(X)), (2.1c) where [A, B] = A • B − B • A is the commutator of operators A and B (with common domain) and d denotes the exterior derivative operator.
Since L X is a derivation of the tensor algebra over the vector fields on M , for a tensor field S : Λ 1 (M ) × · · · × Λ 1 (M ) × X (M ) × · · · × X (M ), we have (L X S)(θ, . . . ; Y, . . .) = X(S(θ, . . . ; Y, . . .))−S(L X θ, . . . ; Y, . . .)−· · ·−S(θ, . . . ; L X Y, . . .))−· · · , (2.2) which defines L X S explicitly, due to (2.1) .
Let the Greek indices λ, µ, ν, . . . run over the range 1, . . . , dim M and {E µ } be a C 1 frame in T (M ), i.e. E µ ∈ X (M ) be of class C 1 and, for each p ∈ M , the set {E µ | p } be a basis of the vector space T p (M ). 2 Let {E µ } be the coframe dual to {E µ }, i.e. E µ ∈ Λ 1 (M ), {E µ | p } be a basis in T * p (M ), and E µ (E ν ) = δ µ ν with δ ν µ being the Kronecker deltas (δ ν µ = 1 for µ = ν and δ ν µ = 0 for µ = ν). Assuming the Einstein's summation convention (summation on indices repeated on different levels over the whole range of their values), we define the components (Γ X ) µ ν of L X in (relative to) {E µ } via the expansion
which is equivalent to
by virtue of E µ (E ν ) = δ µ ν and the commutativity of the Lie derivatives and contraction operators. 3 Sometimes, it is convenient (2.3) and (2.3 ′ ) to be written in a matrix form,
4)
where Γ X := [(Γ X ) µ ν ] dim M µ,ν=1 , E := (E 1 , . . . , E dim M ), and E * := (E ! , . . . , E dim M ) ⊤ , with ⊤ being the matrix transposition sign, and the matrix multiplication is explicitly denoted by centered dot · as otherwise E · Γ X may be confused with EΓ X = E(Γ X ) = (E 1 (Γ X ), . . .) = ([E 1 ((Γ X ) ν µ )], . . .). From (2.3) and (2.1b), we get
5)
in {E µ }, where X = X µ E µ and the functions C ν µλ , known as the components of the anholonomy object of {E µ }, are defined by [E µ , E ν ] =: C λ µν E λ (2.6) or, equivalently, by its dual (see (2. 1c))
with ∧ being the exterior (wedge) product sign. 4 For a tensor field S of type (r, s), r, s ∈ N ∪ {0}, with components S µ 1 ,...,µr ν 1 ,...,νs relative to the tensor frame induced by {E µ } and {E µ }, 2 There are manifolds, like the even-dimensional spheres S 2k , k ∈ N, which do not admit global, continuous (and moreover C k for k ≥ 1), and nowhere vanishing vector fields [26] . If this is the case, the considerations must be localized over an open subset of M on which such fields exist. We shall not overload our exposition with such details. 3 The sign before (ΓX ) µ ν in (2.3) or (2.3 ′ ) is conventional and we have chosen it in a way similar to the accepted convention for the components of a covariant derivative (or, equivalently, the coefficients of a linear connection -see Sect. 4). 4 If M is a Lie group and {Eµ} is a basis of its Lie algebra (:= {left invariant vector fields in X (M )}), then C λ µν are constants, called structure constants of M , and (2.6) and (2.6 ′ ) are known as the structure equations of M .
we get, from (2.2) , the components of L X S as L X S µ 1 ,...,µr ν 1 ,...,νs = X S µ 1 ,...,µr ν 1 ,...,νs + r a=1 (Γ X ) µa λ S µ 1 ,...,µ a−1 ,λ,µ a+1 ,...,µr ν 1 ,...,νs − s b=1 (Γ X ) λ ν b S µ 1 ,...,µr ν 1 ,...,ν b−1 ,λ,ν b+1 ,...,νs . (2.7)
A frame {E µ } or its dual coframe {E µ } is called holonomic (anholonomic) if C λ µν = 0 (C λ µν = 0) for all (some) values of the indices µ, ν, and λ. For a holonomic frame always exist local coordinates {x µ } on M such that locally E µ = ∂ ∂x µ and E µ = dx µ . Conversely, if {x µ } are local coordinates on M , then the local frame ∂ ∂x µ and local coframe {dx µ } are defined and holonomic on the domain of {x µ }.
A straightforward calculation by means of (2.6) reveals that a change
is a non-degenerate matrix-valued function, entails the transformation
Besides, from (2.5) and (2.9), we see that the quantities (Γ X ) ν µ undergo the change
, we can rewrite (2.10) in a more compact matrix form as Γ X →Γ X = B −1 · (Γ X · B + X(B)).
(2.11)
If n ∈ N and n ≤ dim M , an n-dimensional distribution ∆ on M is defined as a mapping ∆ : p → ∆ p assigning to each p ∈ M an n-dimensional subspace ∆ p of the tangent space T p (M ) of M at p, ∆ p ⊆ T p (M ). A solution (resp. first integral) of a distribution ∆ on M is an immersion ϕ : N → M (resp. submersion ψ : M → N ), N being a manifold, such that Im ϕ * ⊆ ∆ (resp. Ker ψ * ⊃ ∆), i.e., for each q ∈ N , (resp. p ∈ M ), ϕ * (T q (N )) ⊆ ∆ ϕ(q) (resp. ψ * (∆ p ) = 0 ψ(q) ∈ T ψ(q) (N )). A distribution is integrable if there is a submersion ψ : M → N such that Ker ψ * = ∆; a necessary and locally sufficient condition for the integrability of ∆ is the commutator of every two vector fields in ∆ to be in ∆. We say that a vector field
A distribution is convenient to be described in terms of (global) frames or/and coframes over M . In fact, if p ∈ M and ̺ = 1, . . . , n, in each ∆ p ⊆ T p (M ), we can choose a basis {X ̺ | p } and hence a frame {X ̺ }, X ̺ : p → X ̺ | p , in {∆ p : p ∈ M } ⊆ T (M ); we say that {X ρ } is a basis for/in ∆. Conversely, any collection of n linearly independent (relative to functions M → K) vector fields
Consequently, a frame in T (M ) can be formed by adding to a basis for ∆ a set of (dim M − n) new linearly independent vector fields (forming a frame in T (M ) \ {∆ p : p ∈ M }) and v.v., by selecting n linearly independent vector fields on M , we can define a distribution ∆ on M . Equivalently, one can use dim M − n linearly independent 1-forms ω a , a = n + 1, . . . , dim M , which are annihilators for it, ω a | ∆p = 0 for all p ∈ M . For instance, if {X µ : µ = 1, . . . , dim M } is a frame in T (M ) and {X ̺ : ̺ = 1, . . . , n} is a basis for ∆, then one can define ω a to be elements in the coframe {ω µ } dual to {X µ }. We call {ω a } a cobasis for ∆.
Connections on bundles
Before presenting the general connection theory in Subsect. 3.2, we at first fix some notation and concepts concerning fibre bundles in Subsect. 3.1.
Frames and coframes on the bundle space
Let (E, π, M ) be a bundle with bundle space E, projection π : E → M , and base space M . Suppose that the spaces M and E are manifolds of finite dimensions n ∈ N and n + r, for some r ∈ N, respectively; so the dimension of the fibre π −1 (x), with x ∈ M , i.e. the fibre dimension of (E, π, M ), is r. Besides, let these manifolds be C 1 differentiable, if the opposite is not stated explicitly. 5 Let the Greek indices λ, µ, ν, . . . run from 1 to n = dim M , the Latin indices a, b, c, . . . take the values from n + 1 to n + r = dim E, and the uppercase Latin indices I, J, K, . . . take values in the whole set {1, . . . , n + r}. One may call these types of indices respectively base, fibre, and bundle indices.
Suppose {u I } = {u µ , u a } = {u 1 , . . . , u n+r } are local bundle coordinates on an open set U ⊆ E, i.e. on the set π(U ) ⊆ M there are local coordinates {x µ } such that u µ = x µ • π; 6 the coordinates {u µ } (resp. {u a }) are called basic (resp. fibre) coordinates [23] . 7 Further only coordinate changes
on E which respect the fibre structure, viz. the division into basic and fibre coordinates, will be considered. This means that
u a (p) = f a (u 1 (p), . . . , u n (p), u n+1 (p), . . . , u n+r (p)) (3.1b) for p ∈ E and some functions f I . The bundle coordinates {u µ , u a } induce the (local) frame ∂ µ := ∂ ∂u µ , ∂ a := ∂ ∂u a and coframe {du µ , du a } over U in respectively the tangent T (E) and cotangent T * (E) bundle spaces of the tangent and cotangent bundles over the bundle space E. Since a change (3.1) of the coordinates on E implies ∂ I →∂ I := ∂ ∂ũ I = ∂u J ∂ũ I ∂ J and du I → ∂ũ I = ∂ũ I ∂u J du J , the transformation (3.1) leads to
Here expressions like (∂ µ , ∂ a ) are shortcuts for ordered (n + r)-tuples like (∂ 1 , . . . , ∂ n+r ) = [∂ µ ] n µ=1 , [∂ a ] n+r a=n+1 ), ⊤ is the matrix transpositions sign, the centered dot · stands for the matrix multiplication, and the transformation matrix A is
3)
5 Most of our considerations are valid also if C 1 differentiability is assumed and even some of them hold on C 0 manifolds. By assuming C 2 differentiability, we skip the problem of counting the required differentiability class of the whole material that follows. Sometimes, the C 2 differentiability is required explicitly, which is a hint that a statement or definition is not valid otherwise. If we want to emphasize that some text is valid under a C 1 differentiability assumption, we indicate that fact explicitly. 6 On a bundle or fibred manifold, these coordinates are known also as adapted coordinates [27, definition 1.1.5].
7 If (U, v) is a bundle chart, with v : U → K n × K r and e a : K r → K are such that e a (c1, . . . , cr) = ca ∈ K, then one can put u a = e a • pr 2 •v, where pr 2 : K n × K r → K r is the projection on the second multiplier K r .
where 0 n×r is the n × r zero matrix. Besides, in expressions of the form ∂ I a I , like the one in the r.h.s. of (3.2a), the summation excludes differentiation, i.e. ∂ I a I := a I ∂ I = I a I ∂ I ; if a differentiation really takes place, we write ∂ I (a I ) := I ∂ I (a I ). This rule allows a lot of formulae to be writtem in a compact matrix form, like (3.2a). The explicit form of the matrix inverse to (3.3) is A −1 = ∂ũ I ∂u J = . . . and it is obtained from (3.3) via the change u ↔ũ.
The formulae (3.2) can be generalized for arbitrary frame {e I } = {e µ , e a } in T (E) and its dual coframe {e I } = {e µ , e a } in T * (E) which respect the fibre structure in a sense that their admissible changes are given by
is a nondegenerate matrix-valued function with a block structure similar to (3.3), viz.
Here 
with B = [B a b ] being a non-degenerate matrix-valued function on π(U ) ⊆ M . In that case, the matrix (3.3) and its inverse take the form
More generally, in the vector bundle case, admissible are transformations (3.4) with matrices like 
Connection theory
From a number of equivalent definitions of a connection on differentiable manifold [21, sections 2.1 and 2.2], we shall use the following one. 
with ı : π −1 (π(p)) → E being the inclusion mapping, is fulfilled
A vector at a point p ∈ E (resp. a vector field on E) is said to be vertical or horizontal if it (resp. its value at p) belongs to ∆ h p or ∆ v p , respectively, for the given (resp. any) point p. A vector Y p ∈ T p (E) (resp. vector field Y ∈ X (E)) is called a horizontal lift of a vector X π(p) ∈ T π(p) (M ) (resp. vector field X ∈ X (M ) on M = π(E)) if π * (Y p ) = X π(p) for the given (resp. any) point p ∈ E. Since π * | ∆ h p : ∆ h p → T π(p) (M ) is a vector space isomorphism for all p ∈ E [23, sec. 1.24], any vector in T π(p) (M ) (resp. vector field in X (M )) has a unique horizontal lift in T p (E) (resp. X (E)).
As a result of (3.12), any vector Y p ∈ T p (E) (resp. vector field Y ∈ X (E)) admits a unique
is called horizontal ifγ is a horizontal path, i.e. when the vector fieldγ tangent toγ is horizontal or, equivalently, ifγ is a horizontal lift ofγ. Since π −1 (γ(J)) is an (r+1) dimensional submanifold of E, the distribution p → ∆ h p ∩T p (π −1 (γ(J))) is one-dimensional and, consequently, is integrable. The integral paths of that distribution are horizontal lifts of γ and, for each p ∈ π −1 (γ(J)), there is (locally) a unique horizontal lift γ p of γ passing through p. 8 Definition 3.2. Let γ : [σ, τ ] → M , with σ, τ ∈ R and σ ≤ τ , andγ p be the unique horizontal lift of γ in E passing through p ∈ π −1 (γ([σ, τ ])). The parallel transport (translation, displacement) generated by (assigned to, defined by) a connection ∆ h is a mapping P : γ → P γ , assigning to the path γ a mapping
such that, for each p ∈ π −1 (γ(σ)),
In vector bundles are important the linear connections for which is required the parallel transport assigned to them to be linear in a sense that the mapping (3.13) is linear for every path γ (see Subsect. 4.3 below).
Let us now look on the connections ∆ h on a bundle (E, π, M ) from a view point of (local) frames and their dual coframes on E. Let {e µ } be a basis for ∆ h , i.e. e µ ∈ ∆ h and {e µ | p } is a basis for ∆ h p for all p ∈ E, and {e a } be the coframe for ∆ h , i.e. a collection of 1-forms e a , a = n + 1, . . . , n + r, which are linearly independent (relative to functions E → K) and such that e a (X) = 0 if X ∈ ∆ h . 
(3.15)
The specialized (co)frames transform into each other according to the general rules (3.4) in which the transformation matrix and its inverse have the following block structure: and are naturally divided into the following six groups:
The functions C λ µν are constant on the fibres of (E, π, M ), precisely C λ µν = f λ µν • π where f λ µν are the components of the anholonomy object for the π-related frame {π * (e µ )} on M , as the commutators of π-related vector fields are π-related [5, sec. 
called curvature tensor of the connection ∆ h . By (3.23a), the horizontal distribution ∆ h is (locally) integrable iff its curvature tensor vanishes, Ω = 0.
Definition 3.4. A connection with vanishing curvature tensor is called flat, or integrable, or curvature free.
Proposition 3.1. The flat connections are the only ones that may admit holonomic specialized frames.
Proof. See definition 3.4 and (3.23b).
The above considerations of specialized (co)frames for a connection ∆ h on a bundle (E, π, M ) were global as we supposed that these (co)frames are defined on the whole bundle space E, which is always possible if no smoothness conditions on ∆ h are imposed. Below we shall show how local specialized (co)frames can be defined via local bundle coordinates on E.
Let {u I } be local bundle coordinates on an open set U ⊆ E. They define on T (U ) ⊆ T (E) the local basis ∂ I := ∂ ∂u I , so that any vector can be expended along its vectors. In particular, we can do so with any basic vector field e U I of a specialized frame {e I } restricted to U , e U I :
,
(Hint: apply definition 3.5 and (3.4a) with A given by (3.16) .) The below-derived equality (3.34) is an indirect proof of that fact too.
According to (3.4) and definition 3.5, the adapted frame {X I } and the corresponding to it adapted coframe {ω I } are given by
Here the functions Γ a µ : U → K are defined via
and are called (2-index) coefficients of ∆ h . In a matrix form, the equations (3.28) can be written as
The operators X µ = ∂ µ + Γ a µ ∂ a are known as covariant derivatives on T (U ) and the plus sing in (3.28a) before Γ a µ (hence in the r.h.s. of (3.29)) is conventional. If {u I } and {ũ I } are local coordinates on open sets U ⊆ E andŨ ⊆ E, respectively, and U ∩Ũ = ∅, then, on the overlapping set U ∩Ũ, a problem arises: how are connected the adapted frames corresponding to these coordinates? Let us mark with a tilde all quantities 10 The non-degeneracy of [A ν µ ] follows from the fact that the vector fields π * | ∆ h (e U µ ) = A ν µ π * ∂ ∂u µ form a basis for X (π(U )) ⊆ X (M ). that refer to the coordinates {ũ I }. Since the adapted frames are, by definitions, specialized ones, we can write (see (3.4) )
where the transformation matrix A and its inverse have the form (3.16). Recalling (3.2) and (3.3), from these equalities, we get
(3.31b)
Combining ( 
, if and only if its coefficients Γ a µ are C m functions on U , provided ∂ I are C m vector fields on U (which is the case when E is a C m+1 manifold). By virtue of (3.32), the C m+1 changes of the local bundle coordinates preserve the C m differentiability of Γ a µ . Thus the C m+1 differentiability of the base M and bundle E spaces is a necessary condition for existence of C m connections on (E, π, M ); as we assumed m = 1 in this work, the connections considered here can be at most of differentiability class C 1 .
The next proposition states that a connection on a bundle is locally equivalent to a geometric object whose components transform like (3.32). Proposition 3.3. To any connection ∆ h in a bundle (E, π, M ) can be assigned, according to the procedure described above, a geometrical object on E whose components Γ a µ in bundle coordinates {u I } on E transform according to (3.32 ) under a change {u I } → {ũ I } of the bundle coordinates on the intersection of the domains of {u I } and {ũ I }. Conversely, given a geometrical object on E with local transformation law (3.32), there is a unique connection ∆ h in (E, π, M ) which generates the components of that object as described above.
Proof. The first part of the statement was proved above, when we constructed the adapted frame (3.28a) and derived (3.32) . To prove the second part, choose a point p ∈ E and some local coordinates {u I } on an open set U in E containing p in which the geometrical object mentioned has local components Γ a µ . Define a local frame
The transformation law (3.32) insures the independence of ∆ h from the local coordinates employed in its definition.
From the construction of an adapted frame {X I }, as well as from the proof of proposition 3.3, follows that the set of vectors {X µ } is a basis for the horizontal distribution ∆ h and the set {X a } is a basis for the vertical distribution ∆ v . The matrix of the restricted tangent projection π * | ∆ h in bundle coordinates
∂u µ p = δ ν µ for any point p in the domain of {u I }. Hereof we get
In particular, from here follows that π * | ∆ h p : ∆ h p → T π(p) (M ) is a vector space isomorphism. The inverse to equation (3.33), viz.
can be used in an equivalent definition of a frame {X I } adapted to local coordinates {u I }, namely, this is the frame
If one accepts such a definition of an adapted frame for ∆ h , the (2-index) coefficients of ∆ h have to be defined via the expansion (3.28a); the only changes this may entail are in the proofs of some results, like (3.31) and (3.32) .
It is useful to be recorded also the simple fact that, by construction, we have
Let E be a C 2 manifold and ∆ h be a C 1 connection. The adapted frames are generally anholonomic as the commutators between the basic vector fields of the adapted frame (3.28a) are (cf. (3.20) and (3.22) )
being the fibre components of the curvature and fibre coefficients of the connection. An obvious corollary from (3.37) is Therefore only the flat (integrable) C 1 connections, for which Ω = 0, may admit holonomic adapted frames. Besides, as a consequence of (3.37b) and (3.38), such connections admit holonomic adapted frames on U ⊆ E if and only if there are local coordinates on U in which the coefficients Γ a µ are constant on the fibres passing through U , i.e. iff Γ a µ = G a µ • π for some functions G a µ : π(U ) → K, which is equivalent to ∂ b (Γ a µ ) = 0.
As in a specialized frame {e I } the relation X p ∈ ∆ h p is equivalent to e a (X) = 0 for any X ∈ X (M ), in an adapted coframe, given by (3.28b), the horizontal liftγ p of γ is the unique solution of the initial value problem
which is tantamount to any one of the initial-value problems (t ∈ J)
where {x µ } are the local coordinates in the base that induce the basic coordinates {u µ } on the bundle space, u µ = x µ • π. (Note that the quantities d(x µ •γ(t)) dt , entering into (3.39 ′′ a), are the components of the vectorγ tangent to γ at parameter value t.) One may call (3.39a), or any one of its versions (3.39 ′ a) or (3.39 ′′ a), the parallel transport equation in an adapted frame as it uniquely determines the parallel transport along the restriction of γ to any closed subinterval in J (see definition 3.2). 
M is called a geodesic path if its tangent vector fieldγ undergoes parallel transport along the same path γ, i.e. P γ|[σ,τ ] (γ(σ)) =γ(τ ) for all σ, τ ∈ J, which means that the lifted patḣ 
Connections on vector bundles
In this section, by (E, π, M ) we shall denote an arbitrary vector bundle [23] . A peculiarity of such bundles is that their fibres are isomorphic vector spaces, which leads to a natural description of the vertical distribution ∆ v on their fibre spaces, as well as to existence of a kind of differentiation of their sections (known as covariant differentiation).
In the vector bundles are used, as we shall do in this section, the so-called vector bundle coordinates which are linear on their fibres and are constructed as follows (cf. [27, p. 30] ).
Let {e a } be a frame in E over a subset U M ⊆ M , i.e. {e a (x)} to be a basis in π −1 (x) for all x ∈ U M . Then, for each p ∈ π −1 (U M ), we have a unique expansion p = p a e a (π(p)) for some numbers p a ∈ K. The vector fibre coordinates {u a } on π −1 (U M ) induced (generated) by the frame {e a } are defined via u a (p) := p a and hence can be identified with the elements of the coframe {e a } dual to {e a }, i.e. u a = e a . Conversely, if {u I } are coordinates on π −1 (U M ) for some U M ⊆ M which are linear on the fibres over U M , then there is a unique frame {e a } in π −1 (U M ) which generates {u a } as just described; indeed, considering u n+1 , . . . , u n+r as 1-forms on π −1 (U M ), one should define the frame {e a } required as a one whose dual is {u a }, i.e. via the conditions u a (e b ) = δ a b . A collection {u I } of basic coordinates {u µ } and vector fibre coordinates {u a } on π −1 (U M ) is called vector bundle coordinates on π −1 (U M ). Only such coordinates on E will be employed in this section.
Vertical lifts
The idea of describing the vertical distribution ∆ v on a vector bundle is that, if L is a vector space, then to any Y ∈ L there corresponds a 'vertical' vector field Y v ∈ X (L) = Sec(T (L), π T , L) whose value at X ∈ L is the vector tangent to the path t → X + tY ∈ L, with t ∈ R, at t = 0, i.e. Y v | X := d dt t=0 (X + tY ). Here and below, with Sec(E, π, M ) (resp. Sec m (E, π, M ) with m ∈ N ∪ {0}) we denote the module of sections (resp. C m sections) of a bundle (E, π, M ) (resp. of a C m+1 bundle (E, π, M )).
Let (E, π, M ) be a vector bundle and ∆ v the vertical distribution on it, viz., for each 
Proof. Using the definition (4.1), we get for p ∈ E:
, is called the vertical lift of the section Y and, in vector bundle coordinates, is (locally) given by (4.2).
is a bijection and it and its inverse are linear mapping.
Proof. The linearity and injectivity of v follow directly from (4.1). Now we shall prove that, 
The linearity of v −1 follows from here too. Consider a section ω of the bundle dual to (E, π, M ) [23] .
If {e a = u a } is the coframe dual to {e a }, and ω = ω a e a , then in the coframe {du a } dual to ∂ ∂u a , we can write (cf. (4.2))
It should be mentioned, 'vertical' lifts of vector fields or 1-forms over the base space are generally not defined unless E = T (M ) or E = T * (M ), respectively. 11 Let ∆ h be a connection on (E, π, M ) and ϕ : E → K be a C 1 mapping. Since any X ∈ X (E) can uniquely be written as a direct sum
as X = X I Z I entails v(X) = X a Z a and h(X) = X µ Z µ ; in particular, (4.6) holds in any adapted (co)frame (3.28) and/or a section ϕ of the bundle (E, π, M ). If {u I } are vector bundle coordinates, in the (co)frame (3.28) adapted to them, we have Z µ = X µ , Z a = ∂ a , Z µ = ω µ = du µ , Z a = ω a , and we can write the expansion ϕ = ϕ a u a with ϕ a : E → K. Thus (4.6) takes the form
respectively given by (4.3) and (4.4) (see also (4.2) and (4.5)). These mappings do not require a connection and arise only from the fibre structure of the bundle space induced from the projection π : E → M . If a connection ∆ h on (E, π, M ) is given, it generates horizontal lifts of the vector fields on the base space M and of the one-forms on the same base space M into respectively vector fields in ∆ h and linear mappings on the vector fields in ∆ h . Precisely, if F ∈ X (M ) and φ ∈ Λ 1 (M ), their horizontal lifts are defined by the mappings 12
The horizontal lift φ h of φ can also be defined alternatively via
which equation is tantamount to (4.8b).
Let {u µ = x µ • π, u a } be vector bundle coordinates and {X I } (resp. {ω I }) be the adapted to them frame (resp. coframe) constructed from them according to (3.28) . If Y = Y a e a , 11 Since π * (∆ v p ) = 0 π(p) ∈ T π(p) (M ), p ∈ E, we can say that only the zero vector field over M has vertical lifts relative to π and any vector field in ∆ v is its vertical lift. This conclusion is independent of the existence of a connection on (E, π, M ) and depends only on the fibre structure of E induced by π. 12 Alternatively, one may define φ ′ h = φ•π * = π * (φ), which expands the domain of φ h , defined by (4.8b), on the whole space
= ω a e a , F = F µ ∂ ∂x µ ∈ X (M ), and φ = φ µ dx µ ∈ Λ 1 (M ), the equations (4.2) and (4.5) imply 
which agree with (3.15).
The tangent and cotangent bundle cases
As an example, in the present subsection is considered a connection ∆ h on the tangent bundle
the last equality meaning that Y h p :
The horizontal lift of ω has the properties
the first of which is equivalent to Obviously, this decomposition respects definition 4.1 and
The dual lift ω →ω ∈ Λ 1 (T (M )) of a 1-form ω ∈ Λ 1 (M ) is given bȳ
As a result of (4.4) and (4.14), we havē [27, pp. 8, 43] ). For the purpose, we put e µ = ∂ ∂x µ , so that e µ = dx µ and we get (λ, µ, . . . = 1, . . . , dim M and a, b = dim M + 1, . . . , 2 dim M )
on π −1 T (U M ) in the tangent bundle case, and
in the cotangent bundle case. In connection with the higher order (co)tangent bundles, it is convenient the vector fibre coordinates to be denoted also as u µ 1 :=ẋ µ := dx µ in T (M ) and by u 1
, respectively. According to (3.30) , they induce the following adapted frame and its dual coframe: 
and similarly, due to (4.11), the horizontal lifts of Y and η are
Linear connections on vector bundles
The most valued structures in/on vector bundles are the ones which are compatible/consistent with the linear structure of the fibres of these bundles. Since a distribution ∆ : The restriction on a connection to be linear is quite severe and is described locally by 
where Γ a bµ : π(U ) → K are some functions on the set π(U ) ⊆ M and the minus sign before Γ a bµ in (4.22) is conventional.
Proof. Take a C 1 path γ : [σ, τ ] → π(U ) and consider the parallel transport equation
which is a system of r linear-first order ordinary differential equations for the r functions γ n+1 p , . . . ,γ n+r p . According to the general theorems of existence and uniqueness of the solutions of such systems [29] , it has a unique solution
The linearity of (3.13) in p follows from 
The functions Γ a bµ : π(U ) → K will be referred as the (local) 3-index coefficients of the linear connection ∆ h in the adapted frame {X I }. If there is no risk to confuse them with the 2-index coefficients Γ a µ : U → K, they will be called simply coefficients of ∆ h . Note, the 2-index coefficients of a linear connections are defined on (a subset of) the bundle space E, 
and, consequently, they can be regarded as 1-forms on M .
Consider a linear connection ∆ h on a vector bundle (E, π, M ). Let Γ a µ and Γ a bµ be its 2and 3-index coefficients, respectively, in a frame {X I } adapted to vector bundle coordinates {u I }. that is the fibre coefficients of a linear connection are equal to the 3-index ones lifted by the projection π.
Proof. Since (3.28a) and (4.22) imply 
] being a non-degenerate matrix-valued function on π(U ). The change (4.30) entails the following transformation of the corresponding adapted frames
where [B ν µ ] = ∂x ν ∂x µ is a non-degenerate matrix-valued function on the intersection of the domains of {x µ } and {x µ }. (In (4.31) we have used that ∂u ν ∂ũ µ p = ∂(x ν •π) ∂(x µ •π) p = ∂x ν ∂x µ π(p) .) 
Proof. Apply (4.31), (3.32) and (4.22) . Alternatively, the same transformation law follows also from equations (3.24a) and (4.28).
If we introduce the matrix-valued functions Γ µ := [Γ a bµ ] andΓ µ := [Γ a bµ ] on M , we can rewrite (4.32) as
This relation correspond to (3.25) with [A a b ] = B −1 •π (see also (4.28)) as the frame {e a : M → E}, relative to which the vector fibre coordinates {u a } are defined (E ∋ p → u a (p) with p = u a (p)e a (π(p))), transforms via the matrix inverse to B • π.
Let E be a C 2 manifold and ∆ h a C 1 connection on (E, π, M ). Substituting (4.22) into (3.37a), we get the fibre components of the curvature of a linear connection as 34) or in a matrix form
are the components of the curvature operator (see below (4.52)). As a result of (3.22b) and (4.33), the transformation (4.30) entails the change 35) or in a matrix form
which corresponds to (3.24b) with A = B −1 • π (see also (4.33)).
Covariant derivatives in vector bundles
A possibility for introduction of differentiation in vector bundles, endowed with connection, comes from the vector space structure of their fibres. This operation can be defined in many independent ways, leading to identical results. In one of them is involved the parallel transport induced by the connection: the idea is the values of sections to be parallel transported (along paths in the base) into a single fibre (over the paths), where one can work with the 'transported' sections as with functions with values in a vector space. Other method uses the existence of natural vertical lifts of sections of the bundle and horizontal lifts of the vector fields on the base space; since the both lifts are vector fields on the bundle space, their commutator (or Lie derivative relative to each other) is well defined and can be used as a prototype of some sort of differentiation. We shall realize below the second method mentioned, which seems is first introduced in a rudimentary form in [20, p. 31] . 13 14 The first way, as well as the axiomatic approach, for introduction of covariant derivatives will be obtained as theorems in what follows. Let (E, π, M ) be a vector bundle on which a linear connection ∆ h is defined. Suppose {E a } is a frame in E to which vector fibre coordinates {u a } are associated and {u I } be the corresponding vector bundle coordinates. The frame adapted to {u I } will be denoted by {X I } and {ω I } will be its dual coframe, both defined by (3.28) through the (2-index) coefficients Γ a µ of ∆ h . LetẐ =Ẑ a X a ∈ ∆ v andZ =Z µ X µ ∈ ∆ h be respectively vertical and horizontal vector fields on E. Define a mapping∇ :
where the (1,1) tensor field Π := a X a ⊗ ω a (4.37)
13 In [20, p. 31] is proved that, for F = ∂ ∂x µ and in our notation, the a-th component of the right hand sides of (4.44) and of (4.45) coincide in a frame {Ea} in E.
14 An equivalent alternative approach is realized in [23, sections 2.49-2.52]. 15 The idea of the construction (4.36) is to drag the vertical vector fieldẐ along the horizontal oneZ, which will give a vector field in X (E), and then to project the result onto the vertical distribution ∆ v by means of the invariant projection operator Π = Xa ⊗ ω a : X (E) → X (E). Evidently Π 2 = Π • Π = Π and Π is the unit (identity) tensor in the tensor product of vector fields and 1-forms on E.
is considered as a operator on the set of vector fields on E. Since (see (2.1b) and (2.7))
and ω a (X µ ) = δ a µ = 0, form (3.36), (3.37b) and (4.36), we obtain
38)
from where one can prove, via direct calculation, the independence of∇ZẐ of the particular (co)frame used. For any particular point p ∈ E, the value of the vector field (4.38) is a vertical vector, (∇ZẐ)| p ∈ ∆ v p , but generally∇ZẐ is not a vertical vector field. The reason is that a vertical vector field on E is a mapping V : p → V p ∈ ∆ v p := T p (π −1 (π(p)) := T ı(p) (π −1 (π(p)) = (π * | p ) −1 (0 π(p) ), with ı : π −1 (p) → E being the inclusion mapping and 0 π(p) ∈ T π(p) (M ) being the zero vector, due to which V p , and hence its components, must depend only on π(p) ∈ M . Therefore, we havê 
such that, for F ∈ X (M ) and Y ∈ Sec 1 (E, π, M ), ∇ F Y is the unique section of (E, π, M ) whose vertical lift is∇ F h Y v , with∇ defined by (4.36) (or (4.41)), viz. 
Proof. Apply (4.43), (4.10), (4.11), (4.41), and (4.2).
Proposition 4.4. Let ∆ h be a linear connection on (E, π, M ) and P be the generated by it parallel transport. Let 
(4.48d)
Proof. Apply (4.45). A simple verification proves that they transform according to (4.32) and hence the quantities (4.22) transform by (3.32) . Proposition 3.3 ensures the existence of a unique linear connection whose 2-index (3-index) coefficients are Γ a µ (Γ a bµ ). Thus the covariant derivative of Y ∈ Sec(E, π, M ) relative to F ∈ X (M ) is given by the r.h.s. of (4.45). On another hand, (4.48) entail (4.45), with Γ a bµ defined by (4.49), so that ∇ is exactly the covariant derivative operator assigned to the connection with 3-index coefficients Γ a bµ . Consequently, equations (4.48) and (4.49) provide a third equivalent definition of a covariant derivative (covariant derivative operator). Moreover, since proposition 4.6 establishes a bijective correspondence between linear connections and operators (4.42) satisfying (4.48), quite often such operators are called linear connections. 17 As it is clear from the proof of proposition 4.6, the bijection between linear connection and covariant derivative operators is locally given by the coincidence of their (3-index) coefficients and components, respectively. Exercise 4.1. A C 1 section ω = ω a E a of the bundle dual to (E, π, M ) can be differentiated covariantly similarly to the sections of (E, π, M ). Show that the corresponding operator, say ∇ * , can equivalently be defined by (the 'Leibnitz rule')
and locally is valid the equation
Equipped with the covariant derivative ∇ assigned to a C 1 linear connection ∆ h , we define the curvature operator of ∆ h (or ∇) by
with End(. . . ) denoting the set of endomorphisms of (. . . ). Obviously, the flatness of ∆ h or ∇ is a necessary and sufficient condition for the (local) integrability of the horizontal distribution ∆ h : p → ∆ h p ⊆ T p (E), p ∈ E (see (3.23b ) and (4.33)).
Theorem 4.2. Let Y be a C 1 section of a vector bundle (E, π, M ) endowed with a linear connection ∆ h . The following three conditions are equivalent: Proof. Since Y = u a (Y )e a , π • Y = id M , and ω a = du a − Γ a µ du µ , we have for x ∈ M :
The equivalence of (i) and (ii) follows from here, (4.22), (4.45), and that ∆ h annihilates the 1-forms ω a , ω a (Z) ⇐⇒ Z ∈ ∆ h . If we rewrite the parallel transport equation (4.24) as (see (4.45)) (∇γ (t)γ )| γ(t) = 0, (4.59) the equivalence of (i) and (iii) follows from definition 3.2 of a parallel transport and the arbitrariness of γ in (4.59). Proposition 4.7. Let a linear connection ∆ h on a vector bundle be given and Γ a bµ be its (3-index) coefficients. The following conditions are (locally) equivalent:
There exists a solution of the system of partial differential equations ∂U a ∂x µ + Γ a bµ U b = 0 (4.61)
relative to U a and the solution of (4.61) satisfying
is the fundamental solution of (4.61), viz.
(e) The coefficients of ∆ h have the form 
64)
we have (see also (4.28)) for a flat linear connection:
Thus (4.62), which entails (c), is equivalent to
b ω b ) = 0, due to ω a (X µ ) = δ a µ = 0 and the second equality in (2.1a) (applied, e.g., for Y = X ν ). Now the Poincaré's lemma (see [4, sec. 6.3] or [30, pp. 21, 106] ) tells us that locally (on a contractible region in E) there are functions f a on E such that the last equality is tantamount to df a = (B −1 • π) a b ω b . It remains to be proved that f a :
Using the global chart (K, id K ) on K, which induces the one-vector frame ∂ ∂r for r ∈ K on K, we have (see (3.28 ))
Affine connections
In Subsect. 4.4, we met a class of connections on a vector bundle whose local 2-index coefficients have the form (see (4.40)) Consequently, the functions Γ a bµ in (4.65) are 3-index coefficients of a linear connection, while G a µ in it are the components of a linear mapping G : X (M ) → End(Sec((E, π, M ) * )) such that G : F → G(F ) : ω → (G(F ))(ω), for F ∈ X (M ) and a section ω of the bundle (E, π, M ) * dual to (E, π, M ), and G ∂ ∂x µ (E a ) = G a µ . The invariant description of the connections with local 2-index coefficients of the type (4.65) is as follows. 
68b)
where ρ ∈ K, X, Y ∈ π −1 (γ(σ)), and 0 is the zero vector in the fibre π −1 (γ(σ)), which is a K-vector space. 
dt as u µ = x µ • π for some coordinates {x µ } on π(U ). SUFFICIENCY. If (4.65) holds, (4.69) is transformed into
which is a system of r linear inhomogeneous first order ordinary differential equations for the r functionsγ n+1 p , . . . ,γ n+r p . According to the general theorems of existence and uniqueness of the solutions of such systems [29] , it has a unique solution
is the fundamental solution of (4.24) (see (4.26) ) and y a (t) is the solution of (4.70) with y a (t) forγ a p (t) satisfying the initial condition y a (σ) = 0. The affinity of (3.13) in p, i.e. Proof. If A ∆ h is an affine connection with 2-index coefficients give by (4.65) (see theorem 4.3), then (see the discussion after equation (4.65)) to it corresponds the pair α( A ∆ h ) := ( L ∆ h , G) of a linear connection, with 3-index coefficients Γ a bµ and linear mapping G : X (M ) → End(Sec((E, π, M ) * )), with components G a µ . Conversely, to a pair ( L ∆ h , G), locally described via the 3-index coefficients Γ a bµ of L ∆ h and components G a µ of G, there corresponds an affine connection A ∆ h = α −1 ( L ∆ h , G) with 2-index coefficients given by (4.65).
In Subsect. 4.4, it was demonstrated that covariant derivatives can be introduced for affine connections, not only for linear ones. Proof. Apply (4.38)-(4.45).
If a linear connection L ∆ h and an affine one A ∆ h are connected by α( A ∆ h ) = ( L ∆ h , G) for some G, then some of their characteristics coincide; e.g. such are their fibre coefficients (see (3.37b ), (4.65) and (4.22) ) and all quantities expressed via the corresponding to them (identical) covariant derivatives. However, quantities, containing (depending on) partial derivatives relative to the basic coordinates {u µ }, are generally different for those connections. For instance, if A R a µν and L R a µν are the fibre components of the curvatures of A ∆ h and L ∆ h , respectively, then, by (3.37a) and (4.65), we have
where (see (4.34)) 
3]). There is a bijective correspondence between the sets of linear connections and of affine ones on a manifold.
Often the terms "linear connection" and "affine connection" on a manifold are used as synonyms, due to the last result.
Morphisms of bundles with connection
A morphism between two bundles (E, π, M ) and (E ′ , π ′ , M ′ ) is a pair of mappings (F, f ) such that F : E → E ′ , f : M → M ′ , and π ′ • F = f • π. If (U, u) and (U ′ , u ′ ) are charts in E and E ′ , respectively, and F (U ) ⊆ U ′ , we have the following local representation of (F, f )
where (V, x) and (V ′ , x ′ ) are local charts respectively on M and M ′ . Further, we assume that U ′ = F (U ) and that the charts in the base and bundle spaces respect the fibre structure, V = π(U ) and V ′ = π ′ (U ′ ) so that V ′ = f (V ), and that the basic coordinates are u µ = x µ • π and u ′µ ′ = x ′µ ′ • π ′ . Here and henceforth the quantities referring to (E ′ , π ′ , M ′ ) will inherit the same notation as the similar ones with respect to (E, π, M ) with exception of the prime symbol added to the latter ones; in particular, the primed indices λ ′ , µ ′ , ν ′ , . . . and a ′ , b ′ , c ′ , . . . run respectively over the ranges 1, . . . , n ′ = dim M ′ and n ′ + 1, . . . , n ′ + r ′ = dim E ′ with r ′ being the fibre dimension of (E ′ , π ′ , M ′ ), i.e. r ′ = dim((π ′ ) −1 (p ′ ) for p ′ ∈ M ′ . Using the local coordinates {x µ } on M and {u µ = x µ • π, u a } on E, we rewrite (5.1) as (cf. (3.1))F
i.e. one can simply write u ′I ′ =F I ′ (u 1 , . . . , u n+r) and x ′µ ′ =f µ ′ (x 1 , . . . , x n ). However, in what follows, the mappings
will be employed. The reason is that the derivatives 
we have
Let connections ∆ h and ∆ ′h on (E, π, M ) and (E, ′ π ′ , M ′ ), respectively, be given. To the local coordinates {u I } and {u ′I } correspond the adapted frames (see (3.27 
where ∂ I := ∂ ∂u I , and adapted coframes
The symbols Γ a µ and Γ ′a ′ µ ′ in (5.6) and (5.7) denote the 2-index coefficients of respectively ∆ h and ∆ ′h in the respective adapted frames.
If {e I } and {e ′ I ′ } are arbitrary frames over U in T (E) and over U ′ = F (U ) in T (E ′ ), respectively, the (Jacobi) matrix of F * in them is defined via (cf. (5.4)) F * (e I | p ) = (F I ′ I | p )(e ′ I ′ | F (p) ). (5.8) In particular, in the adapted frames (5.6), we have F * (X I | p ) = (F I ′ I | p )(X ′ I ′ | F (p) ) and therefore the Jacobi matrix of F * in the adapted frames (5.6) is 18 (5.5) . Thus, the general formula (5.8) now reads
From (5.8) , it is clear that the elements F I ′ J | p of the Jacobi matrix of F * at p ∈ U are elements of a (1, 1) (mixed) tensor from T * p (E) ⊗ T F (p) (E ′ ); in particular, if the adapted frames are changed (see (3.31) ), the block structure of (5.9) is preserved and the elements of its blocks are transformed as elements of the corresponding to them tensors 19 . An important corollary from (5.10) is
in any pair ({X I }, {X I ′ }) of adapted frames. If it happens that F * (∆ h ) = ∆ ′h , we say that F preserves the connection ∆ h , i.e. F is a connection preserving mapping; in particular, if (E ′ , π ′ , M ′ ) = (E, π, M ) and F * (∆ h ) = ∆ ′h , the mapping F is called a symmetry of ∆ h . If the bundles considered are vectorial ones, the fibre coordinates, morphisms, and connections which are compatible with the vector structure must be linear on the fibres, viz.
where the functions F a ′ b : π(U ) → K are of class C 1 and Γ a bµ (resp. Γ a ′ b ′ µ ′ ) are the 3-index coefficients of the linear connection ∆ h (resp. ∆ ′h ). Consequently, in a case of vector bundles, the Jacobi matrix (5.9) takes the form where we have used that π ′ • F = f • π and u ′c ′ • F = F c ′ and we have set f λ ′ µ := ∂(x ′λ ′ •f ) ∂x µ , so that F λ ′ ,µ = f λ ′ µ • π. Therefore (5.11) now reads
If M and M ′ are manifolds and f : M → M ′ is of class C 1 , the above general considerations are valid for the morphism (f * , f ) of the tangent bundles (T (M ), π T , M ) and (T (M ′ ), π ′ T , M ′ ). A peculiarity of a tangent bundle is that the fibre dimension of the bundle equals to the dimension of its base. Due to that fact, the base indices λ, µ, ν, · · · = 1, . . . , n is convenient to be used for the fibre ones a, b, c, · · · = n + 1, . . . , n + r according to the rule
which must be combined with a change of the notation for the fibre coordinates, like
as otherwise the change (5.17a) will entail u a → u µ , the result of which coincides with the notation for the basic coordinates. 20 Since f *
, the Jacobi matrix of f relative to the charts (π(U ), x) and (π ′ (U ′ ), x ′ ) = (f (π(U )), x ′ ) has the elements
Combining this with the definition of the vector fibre coordinates u µ 1 , u µ 1 p ν ∂ ∂x ν π(p) = p µ , we see that (5. 3), with f * for F , reads
Therefore the derivatives in (5.5) and (5.9)-(5.11) should be replace according to (u µ = x µ •π) 
Thus the Jacobi matrix of (f * ) * =: f * * in the pair of frames
is (cf. (5.14) and (5.15) ) where
The quantities (5.23 ) are components of a T (M ′ )-valued 2-form on M , i.e. of an element in T (M ′ ) ⊗ Λ 2 (M ). 21 
General (co)frames
Until now two special kinds of local (co)frames in the (co)tangent bundle to the bundle space of a bundle were employed, viz. the natural holonomic ones, induced by some local coordinates, and the adapted (co)frames determined by local coordinates and a connection on the bundle. The present section is devoted to (re)formulation of some important results and formulae in arbitrary (co)frames, which in particular can be natural or adapted (if a connection is presented) ones.
Let (E, π, M ) be a 
Let a connection ∆ h on (E, π, M ) be given. If {e I } is a specialized frame for ∆ h (see Sebsect. 3.2), then the set {C K IJ } is naturally divided into the six groups (3.20) . The value of that division is in its invariance with respect to the class of specialized frames, which means that, if {ē I } is also a specialized frame, then the transformed components of the elements of each group are functions only in the elements of the non-transformed components of the same group -see (3.24) , (3.21) , and (2.9). By means of (6.1), one can prove that, if such a division holds in a frame {e I }, then it holds in {ē I } if and only if the matrix-valued function B is of the form (3.16) . In particular, we cannot talk about fibre coefficients of ∆ h and of fibre components of the curvature of ∆ h in frames more general than the specialized ones as in that case the transformation (6.1), with {e I } (resp. {ē I }) being a specialized (resp. non-specialized) frame, will mix, for instance, the fibre coefficients and the curvature's fibre components of ∆ h in {ē I } -see (6.2) .
It is a simple, but important, fact that the specialized frames are (up to renumbering) the most general ones which respect the splitting of T (E) into vertical and horizontal components. Suppose {e I } is a specialized frame. Then the general element of the set of all specialized frames is (see (3.4a ) and (3.16)) 
where {e I } is the specialized coframe dual to {e I }, e I (e J ) = δ I J . Since π * | ∆ h : {X ∈ ∆ h } → X (M ) is an isomorphism, any basis {ε µ } for ∆ h defines a basis {E µ } of X (M ) such that 
which is independent of a 'vertical' one given by
with {ε a } being a basis for ∆ v , is equivalent to the transformation As π * (ε a ) = 0 ∈ X (M ), the 'vertical' transformations (6.7) do not admit interpretation analogous to the 'horizontal' ones (6.6). However, in a case of a vector bundle (E, π, M ), they are tantamount to changes of frames in the bundle space E, i.e. of the bases for Sec(E, π, M ). Indeed, if v is the mapping defined by (4.3), the sections E a = v −1 (ε a ) (6.9) form a basis for Sec(E, π, M ) as the vertical vector fields ε a form a basis for ∆ v . Conversely, any basis {E a } for the sections of (E, π, M ) induces a basis {ε a } for ∆ v such that ε a = v(E a ). (6.10)
As v and v −1 are linear, the change (6.7) is equivalent to the transformation and E, respectively, while the specialized frames represent only a particular class of frames in T (E). One can mutatis mutandis localize the above considerations when M is replaced with an open subset U M in M and E is replaced with U = π −1 (U M ). Such a localization is important when the bases/frames considered are connected with some local coordinates or when they should be smooth. 22 Let us turn now our attention to frames adapted to local coordinates {u I } on an open set U ⊆ E for a given connection ∆ h on a general C 1 bundle (E, π, M ) (see (3.27 )-(3.30)). Since in their definition the local coordinates {u I } enter only via the vector fields ∂ I := ∂ ∂u I ∈ X (E), we can generalize this definition by replacing {∂ I } with an arbitrary frame {e I } defined in T (E) over an open set U ⊆ E and such that {e a | p } is a basis for the space T p (π −1 (π(p))) tangent to the fibre through p ∈ U . So, using {e I } for {∂ I }, we have (6.12) . The equalities (6.13a) and (6.21) derived below are indirect proof of that fact too.
Proof. Apply (6.12)-(6.14). Note 6.1. If {e I } and {ẽ I } are adapted, then A b µ = 0. If {Y I } is a specialized frame, it is adapted to any frame {e µ = A ν µ Y ν , e a = A b a Y b } and hence any specialized frame can be considered as an adapted one; in particular, any specialized frame is a frame adapted to itself. Obviously (see (6.14) ), the coefficients of a connection identically vanish in a given specialized frame considered as an adapted one. This leads to the concept of a normal frame, which will be studied on this context in a forthcoming paper. Besides, from the above observation follows that the set of adapted frames coincides with the one of specialized frames. Exercise 6.2. Verify that the formulae dual to (6.15) and (6.16) are (see (3.4b ) and (3.5b)) If e µ has an expansion e µ = e ν µ ∂ Proof. Insert (6.13a) into the corresponding commutators, use the definition (6.23c) of the components of the anholonomy object of {e I }, and apply (6.13a If the initial frame {e I } is changed into (6.15), then the transformation laws of the quantities (6.23) follow from (6.22) and (6.16); in particular, the curvature components transform according to the tensor equation (3.24b).
Let us now pay attention to the case when (E, π, M ) is a vector bundle endowed with a connection ∆ h .
According to the above-said in this section, any adapted frame {X I } = {X µ , X a } in T (E) is equivalent to a pair of frames in T (M ) and E according to . Thus, if we identify the 3-index coefficients of ∆ h , defined by (6.33), with the components of ∇, defined by (6.38), 24 then the quantities (6.35 ′ ) and (6.39 ′ ) must coincide, which immediately leads to the equality (6.36). Therefore (e µ , e a ) → (ẽ µ ,ẽ a ) = (e ν , e b ) ·
a ] (6.40)
is the most general transformation between frames in T (E) such that the frames adapted to them are compatible with the linear connection and the covariant derivative corresponding to it. In particular, such are all frames ∂ of the basis of X (M ) × Sec(E, π, M ) corresponding to {X I } via the isomorphism (6.28) (see (6.26), (6.30), and (6.31)), we can say that the transition (6.41) induces the change (6.39) of the 3-index coefficients of the connection ∆ h . Exactly the same is the situation one meets in the literature [2, 5, 23] when covariant derivatives are considered (and identified with connections). Regardless that the change (6.40) of the frames in T (E) looks quite special, it is the most general one that, through (6.16) and (6.26), is equivalent to an arbitrary change (6.41) of a basis in X (M ) × Sec(E, π, M ), i.e. of a pair of frames in T (M ) and E.
We would like to remark that, in the general case, equation (4.53) also holds with F = F µ E µ , G = G µ E µ , and (R(E µ , E ν ))(E b ) = R a bµν E a , (6.42) so that R a bµν = E µ (Γ a bν ) − E ν (Γ a bµ ) − Γ c bµ Γ a cν + Γ c bν Γ a cµ − Γ a bλ C λ µν , (6.43)
where the functions C λ µν define the anholonomy object of {E µ } via [E µ , E ν ] =: C λ µν E λ . The above results, concerning linear connections on vector bundles, can be generalized for affine connections on vector bundles. For instance, the analogue of propositions 6.3 reads. connections, Riemannian connections, etc., etc. The surveys [33, 34] contain essential information on these and many other items. Consistent and self-contained exposition of such problems can be found in [22, 23, 35, 36] .
If additional geometric structures are added to the theory considered in Sect. 3, there will become important connections compatible with these structures. In this way arise many theories of particular connections; we have demonstrated that on the example of linear connections on vector bundles (Sect. 4). Here are two more such cases.
If a free right action R : g → R g : E → E, g ∈ G, of a Lie group G on the bundle space E of a bundle (E, π, M ) is given and π : E → M = E/G is the canonical projection, we have a principal bundle (E, π, M, G). The connections that respect the right action R are the most important ones on principal bundles. Such a connection ∆ h is defined by definition 3.1 to which the condition (R g ) * (∆ h p ) = ∆ h Rg(p) g ∈ G p ∈ E (7.1)
is added and is called a principal connection. Alternatively, one can require the parallel transport P generated by ∆ h to commute with R, viz.
The theory of connections satisfying (7.1) is very well developed; see, e.g., [2, 36] . Suppose a real bundle (E, π, M ) is endowed with a bundle metric g, i.e. g : x → g x , x ∈ M , with g x : π −1 (x) × π −1 (x) → R being bilinear and non-degenerate mapping for all x ∈ M . The equality
which expresses the preservation of the g-scalar products by the parallel transport P assigned to a connection ∆ h , specifies the class of g-compatible (metric-compatible) connections on (E, π, M ). Such are the Riemannian connections on a Riemannian manifold M , which are g-compatible connections on the tangent bundle (T (M ), π T , M ); see, for instance, [2, 23] . The consideration of arbitrary (co)frames in Sect. 6 may seem slightly artificial as the general theory can be developed without them. However, this is not the generic case when one starts to apply the connection theory for investigation of particular problems. It may happen that some problem has solutions in general (co)frames but it does not possess solutions when (co)frames generated directly by local coordinates are involved. For example [37] , local coordinates (holonomic frames) normal at a given point for a covariant derivative operator (linear connection) ∇ on a manifold exist if ∇ is torsionless at that point, but anholonomic frames normal at a given point for ∇ exist always.
