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Abstract
A search is presented for a singly produced excited bottom quark (b∗) decaying to a
top quark and a W boson in the all-hadronic, lepton+jets, and dilepton final states in
proton-proton collisions at
√
s = 8 TeV recorded by the CMS experiment at the CERN
LHC. Data corresponding to an integrated luminosity of 19.7 fb−1 are used. No sig-
nificant excess of events is observed with respect to standard model expectations. We
set limits at 95% confidence on the product of the b∗ quark production cross section
and its branching fraction to tW. The cross section limits are interpreted for scenarios
including left-handed, right-handed, and vector-like couplings of the b∗ quark and
are presented in the two-dimensional coupling plane based on the production and
decay coupling constants. The masses of the left-handed, right-handed, and vector-
like b∗ quark states are excluded at 95% confidence below 1390, 1430, and 1530 GeV,
respectively, for benchmark couplings. This analysis gives the most stringent limits
on the mass of the b∗ quark to date.
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11 Introduction
Following the discovery of a Higgs boson [1–3], the standard model (SM) may be complete.
However, there are phenomena such as baryon asymmetry, neutrino mass, and dark matter,
questions of naturalness, and hierarchy problems for which the SM offers no explanation. Var-
ious theories with new physics beyond the SM exist that address these problems, including a
variety of models that predict the existence of excited quarks, such as Randall–Sundrum mod-
els [4, 5] and models with a heavy gluon partner [6–8]. Searches for excited quarks have been
performed at the CERN LHC [9–11] and elsewhere [12]. These searches focus on the strong
and electroweak interactions of the excited quark with the SM up- or down-type quarks. This
paper reports on a search by the CMS Collaboration, using the tW decay mode, for an excited
third-generation bottom quark (b∗), which preferentially couples to the third-generation SM
quarks. A previous search in the same channel by the ATLAS Collaboration resulted in a lower
limit on the b∗ quark mass of about 1 TeV [11]. A search for a b∗ quark has also been performed
in the gb decay mode by CMS [10] resulting in an exclusion region between 1.2 and 1.6 TeV,
assuming a branching fraction of 100% for b∗ decaying to gb.
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Figure 1: Leading-order Feynman diagram contributing to gb→ b∗ → tW.
At the LHC, a b∗ quark can be produced in a gluon and a bottom quark interaction as shown
in Fig. 1. This interaction is described by the effective Lagrangian:
L = gs
2Λ
Gµν b σµν
(
κbLPL + κ
b
RPR
)
b∗ + Hermitian conjugate (h.c.), (1)
where gs is the strong coupling, Gµν is the gauge field tensor of the gluon, andΛ [13] is the scale
of compositeness, which is chosen to be the mass of the b∗ quark. The quantities PL and PR are
the chiral projection operators and κbL and κ
b
R are the corresponding relative coupling strengths.
The branching fractions of b∗ quark decays are reported in Ref. [14]. Possible b∗ quark decay
modes include gb, bZ, bH, and tW. The branching fraction of the b∗ → tW process increases as
a function of b∗ quark mass and becomes the largest for mb∗ > 400 GeV, reaching a plateau at
almost 40% of the total b∗ quark decay width.
The decay of interest in this analysis proceeds through the weak interaction as is described by
the Lagrangian:
L = g2√
2
W+µ t γ
µ
(
gLPL + gRPR
)
b∗ + h.c., (2)
where g2 is the weak coupling, and gL and gR are the relative coupling strengths of the W boson
to the left- and right-handed b∗ quark, respectively.
2 3 Signal and background simulations
This analysis searches for a singly produced b∗ decaying to a top quark and a W boson. Since
there are both left- and right-handed operators in the production and decay interaction La-
grangians, the b∗ quark could have generic couplings. We consider the benchmark cases of a
purely left-handed b∗ (b∗L) quark with gL = 1, κ
b
L = 1, gR = 0, κ
b
R = 0, a purely right-handed b
∗
(b∗R) quark with gL = 0, κ
b
L = 0, gR = 1, κ
b
R = 1, and a vector-like b
∗ quark with gL = 1, κbL = 1, gR
= 1, κbR = 1.
The analysis is performed in three different channels distinguished by the number of leptons
(electrons and muons) appearing in the b∗ → tW → bWW decay. The all-hadronic channel
has two jets: one from a boosted top quark and the other from the boosted W boson. As the
Lorentz boosts of the top quark and W boson increase, the angular distance between their direct
decay products decreases, leading to only two resolvable jets. The lepton+jets channel has one
lepton, one b jet, two light-flavor (u-, d-, s-quark) or gluon jets, and significant transverse mo-
mentum (pT) imbalance. The dilepton channel has two leptons, at least one jet, and significant
pT imbalance.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal di-
ameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. A detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Ref. [15].
3 Signal and background simulations
The simulation of b∗ quark production and decay is performed with MADGRAPH 5.1.5.12 [16]
based on the Lagrangian in the b∗ quark model [14], and uses the CTEQ6L1 parton distribution
functions (PDF) set [17]. The renormalization and factorization scales are set to the b∗ quark
mass. The b∗ quark is forced to decay to tW, with the top quark subsequently decaying into
bW. The simulated samples are produced for b∗ quark masses ranging from 800 to 2000 GeV, in
steps of 100 GeV. Left-handed and right-handed b∗ quark samples are generated. The vector-
like b∗ quark samples are the sum of the right- and left-handed samples. The values for the b∗
quark production cross section times b∗tW branching fraction in proton-proton collisions at a
center-of-mass energy of 8 TeV are listed in Table 1.
Several simulated background samples are used. The samples for t-channel, tW-channel, and s-
channel production of single top quarks, and the tt sample are generated using the POWHEG 1.0
event generator [18–20] with the CT10 PDF set [21]. A next-to-next-to-leading-order (NNLO)
cross section of 245.8 pb is used for the tt sample [22]. The total prediction is normalized to
the next-to-next-to-leading-log values of 87.1, 22.2, and 5.55 pb for the t-, tW-, and s-channels,
respectively [23].
The Drell–Yan sample (denoted as Z+jets in the following) with the invariant mass of two
leptons being greater than 50 GeV, and the W inclusive sample (W+jets) are generated using
MADGRAPH with the CTEQ6L1 PDF set. The NNLO cross sections of 3500 pb and 36700 pb
are used for the Z+jets and W+jets normalization, respectively [24].
3Table 1: Estimates of the total cross section for gb → b∗ at a center of mass energy of 8 TeV
times the branching fraction for b∗ → tW for b∗ quark masses from 800 to 2000 GeV. The
values are identical for left-handed and right-handed quark hypotheses. The uncertainties are
determined by varying the factorization (µF) and renormalization (µR) scales simultaneously
by a factor of 0.5 or 2 of their nominal value. The estimated cross section of a b∗ quark with
vector-like coupling is twice as large at each mass point as the value shown.
b∗ quark mass σgb→b∗→tW b∗ quark mass σgb→b∗→tW
[GeV] [pb] [GeV] [pb]
800 2.98 ± 0.39 1500 0.040 ± 0.006
900 1.45 ± 0.20 1600 0.024 ± 0.004
1000 0.74 ± 0.10 1700 0.014 ± 0.002
1100 0.39 ± 0.06 1800 0.009 ± 0.001
1200 0.21 ± 0.03 1900 0.005 ± 0.001
1300 0.12 ± 0.02 2000 0.003 ± 0.001
1400 0.07 ± 0.01
The diboson (WW, WZ, and ZZ) background samples are generated inclusively using PYTHIA
6.426 [25] with the CTEQ6L1 PDF set and normalized to a NNLO cross section of 57.1, 32.3,
and 8.26 pb, respectively, calculated from MCFM 6.6 [26].
All of the samples are then interfaced to PYTHIA for parton showering and hadronization, based
on the Z2* tune [27]. The generated samples are then passed to the CMS detector simulation
based on GEANT4 [28], with alignment and calibration determined from data or dedicated
calibration samples. The average number of pileup interactions (additional inelastic proton-
proton collisions within the same bunch crossing) is observed to be approximately 20 for the
data recorded in 2012. Proton-proton collisions are added to simulated signal and background
events so that the distribution of reconstructed primary vertices agrees with what is observed
in data.
4 Trigger, event quality, and object selection
At least one reconstructed primary vertex that is associated with at least four reconstructed
tracks [29] is required to be present in the event.
Events that are due to beam halo, poor calibration, and malfunctioning detector electronics are
rejected. The particle-flow (PF) algorithm [30] is used for both data and simulated events to
reconstruct physics objects such as electrons, muons, and charged and neutral hadrons.
Electron candidates are reconstructed within the range of pseudorapidity |η| < 2.5 using the
energy clusters in the ECAL [31]. The clusters are associated with charged-particle tracks re-
constructed in the tracking detector. The absolute value of the electron candidate transverse
impact parameter should be smaller than 0.02 cm. Identified electrons from photon conver-
sions are vetoed. The relative isolation requires Irel < 0.1, where Irel is the ratio of the sum
of the pT of other particles around the electron candidate to the pT of the electron candidate.
The pT summation is over the charged hadrons, photons, and neutral hadrons, in a cone size of
∆R =
√
(∆η)2 + (∆φ)2 < 0.3, where φ is the azimuthal angle in radians. The estimated contri-
bution from pileup is removed from the sum on an event-by-event basis [32]. Electron candi-
dates with clusters in the transition region between barrel and endcap (1.4442 < |η| < 1.5660)
are removed since the electron reconstruction is not optimal in this region. The pT of the elec-
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tron candidate is required to be larger than 30 GeV in the dilepton channel and 130 GeV for the
lepton+jets channel.
Muon candidates are reconstructed within |η| < 2.4 by combining the information from the
muon detectors and the inner tracking detectors [33]. For the muon selection used in the lep-
ton+jets channel, a requirement of |η| < 2.1 is imposed, to match the coverage of the single
muon trigger. The candidate’s trajectory fit has to satisfy χ2/n < 10 (where n is the number of
degrees of freedom in the fit), have at least one hit in the muon detectors, and have more than
five hits in the silicon tracker, of which at least one should be in the pixel detector. The absolute
value of the muon candidate transverse impact parameter should be smaller than 0.02 cm. In
order to suppress the small background due to cosmic ray muons, the absolute value of the
muon candidate longitudinal impact parameter must be less than 0.5 cm. Isolated muons are
selected by the requirement Irel < 0.12 in a cone size of ∆R < 0.4 around the muon candidate.
The pT of the muon candidate has the same threshold as the electron candidate.
The events are divided into all-hadronic, lepton+jets, and dilepton channels based on the num-
ber of leptons (0, 1, or 2 leptons). To suppress possible overlap between lepton+jets and dilep-
ton channels, events with additional electrons (muons) with pT > 20 GeV and Irel < 0.15 (0.2)
are rejected.
For the lepton+jets and dilepton analyses, jets are reconstructed by clustering the PF candidates
using the anti-kT algorithm [34] implemented by FastJet 3.0.4 [35] with a distance parameter of
0.5. Charged PF particles that are inconsistent with the primary vertex with the highest value of
∑ p2T are removed from the clustering. This requirement significantly suppresses contamination
from charged particles associated with pileup vertices. The neutral component from pileup is
removed by applying an estimated residual energy correction based on the jet area [36].
Jets from b quark decays (b jets) are identified with the combined secondary vertex (CSV) b
tagging algorithm [37]. This is based on the presence of a displaced secondary vertex in a jet,
reconstructed from charged tracks, combined with other quantities comprising track impact
parameters, charged hadron kinematic variables, track multiplicity, etc. The tight CSV selec-
tion criteria (CSVT) with a misidentification probability of 0.1% for light-flavor jets with an
efficiency around 55% for b jets is used.
The negative vector sum of the pT of all the PF candidates (~EmissT ) is calculated for each event.
The magnitude of ~EmissT (E
miss
T ) [30] is used in the lepton+jets and dilepton analysis.
The all-hadronic channel uses a trigger that requires the scalar sum of the transverse momenta
of all jet candidates in the event (HT) to be at least 750 GeV. The lepton+jets channel uses a
single-electron trigger with a pT threshold of 27 GeV and single-muon trigger with a pT thresh-
old of 24 GeV. The dilepton channel uses the dilepton (ee, eµ, and µµ) triggers, with leading
and sub-leading lepton pT thresholds of 17 and 8 GeV, respectively.
In the all-hadronic channel, the selected W bosons and top quarks are sufficiently energetic
for their decay products to have a large Lorentz boost and are reconstructed as single jets.
Such jets are identified within |η| < 2.4 using the jet decomposition into subjets, followed by
application of criteria based on the kinematic properties of subjets. The Cambridge–Aachen
(CA) algorithm [38] with distance parameter of 0.8 is used to cluster jets that are considered
for the W boson and top quark selections, instead of the anti-kT algorithm that is used in the
lepton+jets and dilepton analyses.
The identification of a boosted W boson (W tagging) attempts to identify the two daughter
5quarks of the W boson by using the N-subjettiness [39] variable:
τN =
1
d0
∑
i
pTi min{∆R1i,∆R2i, ...,∆RNi}, (3)
where ∆Rji is the angular separation between the axis of the subjet candidate j and the axis of
the constituent particle i, and d0 is a normalization factor. The variable τN is a pT-weighted an-
gular distance from a jet constituent to the nearest subjet axis, and is close to zero if a given jet is
consistent with having N or fewer subjets. The τ2/τ1 ratio is used to discriminate between the
signal W-tagged jets with two subjets and jets from light quarks and gluons with a single hard
subjet (τ2/τ1 < 0.5). In addition, jet pruning [40] is used to remove soft and wide-angle radia-
tion, which significantly reduces the measured mass of QCD multijet events, while leaving the
measured mass of W-tagged jets close to the nominal W boson mass. The mass of the pruned
jet is required to be consistent with the W boson mass (70 < mjet < 100 GeV). The difference
in W tagging efficiency between data and simulation is corrected by a simulation-to-data scale
factor derived from the W+jets and dijet control samples [41].
Boosted top quark identification (t tagging) discriminates signal from background events by
using the three-prong substructure of a merged t jet. We use the CMS t tagging algorithm [42],
which reclusters the jet until it finds one to four subjets that are consistent with daughters
of the top quark decay [43]. We require at least three subjets and determine the lowest mass
mmin of the pairwise combinations of the three highest-pT subjets. This mmin is required to be
compatible with the mass of the W boson (mmin > 50 GeV). Finally, the mass of the CA jet
from the t tagging algorithm is required to be consistent with the top quark mass (140 < mjet <
250 GeV).
The t tagging selection in this analysis also uses N-subjettiness discrimination. In this case
the variable of interest is τ3/τ2, since t jets are expected to have three subjets (τ3/τ2 < 0.55).
Exactly one of the three subjets originating from the top quark decay should be a b jet, which we
identify by requiring the largest subjet CSV discriminator value to satisfy the medium selection
criteria. This requirement has a misidentification probability of 0.1% for light-flavor jets and an
efficiency of around 65% for b jets [44].
This t tagging algorithm was studied in lepton+jets data and simulated samples enriched in top
quarks with high Lorentz boost. We use a simulation-to-data scale factor for t tagging derived
from these studies to correct the Monte Carlo (MC) samples in the all-hadronic channel [45].
5 Event selection and background estimation
We search for the presence of a b∗ quark decaying to tW by looking for deviations from the ex-
pected background in the distributions of kinematic variables for the all-hadronic, lepton+jets,
and dilepton channels. The event selections and background estimations of these three chan-
nels are presented below.
5.1 All-hadronic channel
The all-hadronic channel is characterized by a top quark and a W boson, both of which decay
hadronically. After the trigger selection, exactly two CA jets with pT of at least 425 GeV are
required to be present in the event. One high-pT jet is required to be W-tagged, while the other
is required to be t-tagged. The main backgrounds for this channel are tt and multijet events,
which are estimated using control regions in data. The small background contribution from
single top quark production is estimated from simulation.
6 5 Event selection and background estimation
The multijet contribution is estimated by applying the top quark mistagging (t mistagging)
rate on events before t tagging is applied. We measure the t mistagging rate using a control
region where the contribution of signal events is suppressed. For this control region we select
a W-tagged jet in the region of 30 < mjet < 70 GeV or mjet > 100 GeV. After applying this
selection we take the ratio of the number of jets that are t-tagged to the number of all top quark
candidate jets to define the t mistagging rate. Here we use the t tagging algorithm described
in Section 4 but exclude the top quark candidate mass requirement that is applied to the pre-
tagged top quark candidate jets. The tt contamination is determined from simulation and is
accounted for when extracting the t mistagging rate. The tt fraction in this region is about 25%
of the post-tag sample (numerator) and 1% of the pre-tag sample (denominator). To extract
a multijet background estimate, we weight the events that pass the pre-t-tagged selection by
the t mistagging rate. The parameterization of the t mistagging rate is done as a function of the
candidate jet pT and |η|, in order to account for kinematic correlations inherent in t tagging. The
mass distribution of the top quark candidate in the multijet background estimate is corrected
on a bin-by-bin basis by a weight extracted from simulation, to correct for differences in the
top quark candidate mass spectrum before and after t tagging. This correction is such that it
only changes the shape of the distribution and has no effect on the overall normalization. The
correction factor depends on the mass of the top quark candidate and ranges from 0.45 at low
mass to 2.25 at high mass. The corresponding change in shape of the mtW spectrum is taken
into account in the systematic uncertainties, and makes a contribution that is much smaller
than the total systematic uncertainty, shown in Fig. 2 as the hatched band.
The contribution from tt production is estimated by using a control region defined by requiring
one of the jets to pass inverted W tagging requirements: mjet > 130 GeV and τ2/τ1 > 0.5.
This selection has an enhanced tt fraction. We compare the multijet and simulation-based tt
background estimates to the selection in data, then perform a fit to the invariant mass of the
top quark candidate jet. The template-based fit constrains the multijet background template
to move within its uncertainties, whereas the normalization on tt is unconstrained. This study
suggests that, in addition to the scale factors that are applied, the tt contribution needs to be
further scaled by 0.79± 0.17. The uncertainty in this normalization is obtained from the fitting
procedure.
The invariant mass of the top quark and W boson candidate jets, mtW, for the selected events
in the signal region is shown in Fig. 2 and is used for limit setting. The expected number of
events is 359± 57, and the observed number of events is 318 (Table 2).
5.2 Lepton+jets channel
The lepton+jets channel is characterized by the presence of exactly one isolated electron or
muon and a b jet, as well as at least two light-flavor jets. The signal region is defined to have
exactly three jets with pT > 40 GeV and |η| < 2.4, together with exactly one electron with
pT > 130 GeV and |η| < 2.4, or exactly one muon with pT > 130 GeV and |η| < 2.1. Of
these three jets, there must be exactly one jet that satisfies the CSVT b tagging selection. The
contributions of the b∗ quark signal, tt, single top quark, Z+jets, and diboson processes are
taken from simulation. The multijet and W+jets background contributions are estimated from
data.
The multijet background is estimated by performing a fit to the EmissT distribution for the elec-
tron channel, and a fit to the transverse mass distribution of the leptonically decaying W boson
in the muon channel. The choice of the variables used to estimate the background depends on
the accuracy with which they are modeled, the choice is different for the electron and muon
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Figure 2: The invariant mass of the tW system in the all-hadronic channel after the full selec-
tion of data, the estimated background, and the simulated signal with a b∗ mass of 1300 GeV.
The combined statistical and systematic uncertainties are indicated by the hatched band. The
bottom plot shows the pull ((data-background)/σData ⊕ σExp.) between the data and the back-
ground estimate distributions. The quantities σData and σExp. refer to the statistical uncertainty
in data, and the systematic uncertainty in the background respectively.
channels because different subdetectors are involved. A multijet control sample is selected to
model the multijet background distributions by reversing the lepton isolation selection criteria
to Irel > 0.3; multijet events comprise >99% of this sample. The other backgrounds are mod-
eled using simulated events. The multijet background from the control sample is normalized
to the fitted yield to model the multijet background distribution in the signal region. The pos-
sibility of a small contamination from a signal is taken into account in fitting the scale factors
to backgrounds involving W bosons decaying leptonically.
The W+jets background is estimated by performing a template fit to the distribution of the
reconstructed invariant mass of the leptonically decaying W boson and a b jet, mb`ν. The fit is
performed separately for the electron and muon channels. The px and py of the neutrino from
the W boson decay are set equal to the x and y components of the ~EmissT . The pz component is
estimated by constraining the reconstructed mass of the W boson to be 80.4 GeV [12], resulting
in two solutions. If both solutions are real, the one with the lowest |pz| is selected. If there
is no real solution, px and py are varied until there is a single solution that minimizes the
distance between the neutrino momentum and the missing momentum in the transverse plane.
For the fit to the mb`ν distribution, the multijet background template is fixed to the result of
the multijet background estimated from data, with the shape taken from the multijet-enriched
control region. The SM tt, single top quark, Z+jets, and diboson templates are taken from
the simulation with a common normalization scale factor of 1.09± 0.10 obtained from the fit.
The W+jets template is taken from the simulation, and normalized to the fitted yield. The
possibility of a small contamination from a signal is taken into account in the scale factors
applied to backgrounds with a top quark signature.
The expected b∗ quark signal and background events and observed data events are listed in
Table 3 for the electron and muon channels separately.
We search for the b∗ signal as an excess above the predicted backgrounds in the distribution of
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Table 2: Event yields in the all-hadronic channel after the final selection, normalized to an
integrated luminosity of 19.7 fb−1. Both statistical and systematic uncertainties are shown. The
systematic uncertainties are described in Section 6.
Sample Yield ± stat. ± syst.
b∗L 800 GeV 26.0± 1.9± 7.4
b∗L 1300 GeV 57.8± 0.6± 4.0
b∗L 1800 GeV 4.1± 0.0± 0.2
b∗R 800 GeV 33.4± 2.2± 9.1
b∗R 1300 GeV 72.5± 0.6± 4.8
b∗R 1800 GeV 5.4± 0.0± 0.3
tt 129± 3 ± 42
Single top 19.0± 2.9± 6.5
Multijet 211± 0 ± 38
SM expected 359± 4 ± 57
Data 318
Table 3: Event yields in the lepton+jets channel after the final selection, normalized to an inte-
grated luminosity of 19.7 fb−1. Both statistical and systematic uncertainties are included. The
systematic uncertainties are described in Section 6.
Sample Yield ± stat. ± syst. Yield ± stat. ± syst.
Electron channel Muon channel
b∗L 800 GeV 300± 6 ± 50 311± 6 ± 51
b∗L 1300 GeV 11.9± 0.2± 3.3 12.7± 0.2± 3.5
b∗L 1800 GeV 0.8± 0.0± 0.3 0.7± 0.0± 0.3
b∗R 800 GeV 383± 6 ± 63 396± 7 ± 66
b∗R 1300 GeV 18.5± 0.2± 5.0 18.2± 0.2± 4.9
b∗R 1800 GeV 1.0± 0.0± 0.4 1.0± 0.0± 0.4
tt 2581± 23 ± 370 2736± 23 ± 400
Single top 364± 4 ± 78 387± 4 ± 84
WW/WZ/ZZ 17.9± 1.2± 2.7 19.4± 1.4± 3.4
W+jets 671± 100± 230 639± 87 ± 150
Z+jets 92± 15± 33 80± 13 ± 33
Multijet 678± 100± 150 48 + 78− 48 ± 23
SM expected 4404± 150± 470 3909± 120± 440
Data 4368 3887
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Figure 3: The invariant mass, mtW, in data compared to the SM background estimation
for the electron (left) and muon (right) channels. The combined statistical and systematic
uncertainties are indicated by the hatched band. The bottom plots show the pull ((data-
background)/σData ⊕ σExp.) between the data and the background estimate distributions. The
quantities σData and σExp. refer to the statistical uncertainty in data, and the systematic uncer-
tainty in the background, respectively.
the invariant mass mtW of the lepton, three jets, and ~EmissT . In this calculation, the neutrino px
and py components are obtained from ~EmissT , and pz is set to zero since it cannot be measured
by the detector and could have multiple solutions from the analytical second order W mass
constraint. The distribution of mtW is shown in Fig. 3. The widths of the bins are chosen to be
comparable to the resolution in the reconstructed mtW.
5.3 Dilepton channel
The dilepton channel is characterized by two isolated, oppositely charged electrons or muons
and at least one jet. The signal region is defined to have at least one jet with pT > 30 GeV
and |η| < 2.5, together with at least two leptons having pT > 30 GeV and |η| < 2.5 (2.4)
for electrons (muons). A minimum distance requirement of 0.3 between the two leptons in
∆R removes photons radiated from muons in W+jets events, which can mimic extra electrons.
Most of the diboson background is removed by requiring that the invariant mass of the two
leptons is greater than 120 GeV. In addition to the basic selections, events are required to have
EmissT > 40 GeV. This requirement reduces top quark background by 30%, W+jets background
by 50%, diboson events by 60%, and removes over 95% of Z+jets events, while keeping 90% of
the signal events. The dominant backgrounds for this channel are tt, single top quark, W+jets,
Z+jets, and diboson, and are predicted by simulation.
A study is conducted to check the W+jets and multijet backgrounds using same-sign events;
the multijet background is found to be negligible, and the W+jets estimate agrees with the MC
simulation prediction within the statistical uncertainties. Control regions, defined by reversing
the EmissT cut or by adding a b tagging requirement, are compared with data to confirm that the
dominant background sources are simulated correctly.
We search for the b∗ quark signal events using the distribution of the scalar sum ST of the pT of
the two leading leptons, the jet with the highest pT, and EmissT . The distribution of this variable
is shown in Fig. 4. The results of the full selection are listed in Table 4.
10 6 Systematic uncertainties
Table 4: Event yields for the dilepton channel after the final selection, normalized to an inte-
grated luminosity of 19.7 fb−1. Both statistical and systematic uncertainties are included. The
systematic uncertainties are described in Section 6.
Sample Yield ± stat. ± syst. Yield ± stat. ± syst. Yield ± stat. ± syst.
ee channel eµ channel µµ channel
b∗L 800 GeV 158± 2 ± 32 347± 3 ± 72 192± 3 ± 39
b∗L 1300 GeV 6.4± 0.1± 1.5 14.3± 0.1± 3.3 7.7± 0.1± 1.7
b∗L 1800 GeV 0.4± 0.0± 0.1 0.8± 0.0± 0.2 0.5± 0.0± 0.1
b∗R 800 GeV 203± 2 ± 42 452± 4 ± 94 243± 3 ± 50
b∗R 1300 GeV 7.4± 0.1± 1.7 16.5± 0.1± 3.7 8.9± 0.1± 2.0
b∗R 1800 GeV 0.4± 0.0± 0.1 0.9± 0.0± 0.2 0.5± 0.0± 0.1
tt 3157± 24± 530 7226± 40± 1220 3939± 29± 660
Single top 323± 12± 83 775± 19± 210 414± 14± 110
WW/WZ/ZZ 323± 5 ± 110 700± 2 ± 240 399± 10± 130
W+jets 38± 12± 3.2 45± 15± 1.4 1± 0.4± 0.0
Z+jets 553± 24± 130 31.6± 5.0± 5.4 734± 29± 170
SM expected 4396± 38± 558 8777± 47± 1257 5487± 45± 699
Data 4583 7873 4988
6 Systematic uncertainties
Systematic uncertainties are divided into four groups: theoretical, background normalization,
instrumental, and other measurement-related uncertainties. These uncertainties are summa-
rized in Table 5.
6.1 Theoretical uncertainties
Several uncertainties in event simulation are considered. The PDF uncertainties are estimated
with the CT10 PDF eigenvector set [21].
In order to estimate uncertainties originating from the top quark mass, additional simulated
samples are produced by varying the top quark mass up and down by 5 GeV. A linear extrap-
olation is applied to scale down the top quark mass uncertainty to 1 GeV. This is applied to
tt and single top quark t-channel samples. In order to estimate uncertainties originating from
the choice of the renormalization and factorization scales (µR and µF), for the tt, and single top
quark t-channel simulation, the nominal samples use µ2R = µ
2
F = M
2
t + ∑ p2T [16], where ∑ p
2
T
sums over outgoing partons. To evaluate the effect of this scale choice, additional MC samples
are produced by varying µR and µF simultaneously by a factor of 0.5 or 2.0.
6.2 Background normalization uncertainty
For the lepton+jets and dilepton analysis, the tt cross section uncertainty of ±5.3% [46] is used.
The all-hadronic channel extracts the tt normalization from data, resulting in an uncertainty of
22% obtained from the fit.
The normalization uncertainties in single top quark t-, tW-, and s-channel cross sections are
15%, 30% and 20%, respectively [23]. The normalization uncertainties in diboson production
cross sections are 30%, which is the sum of the experimentally measured cross section uncer-
tainty [47] and uncertainties due to extra jet production. The normalization uncertainty in the
Z+jets background is 20%, which is the sum of the experimentally measured cross section un-
6.3 Other measurement uncertainties 11
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Figure 4: The ST distribution for data and simulated samples after the event selection is applied,
for ee (top left), eµ (top right), µµ (bottom left), and inclusive dilepton (bottom right) channels.
The combined statistical and systematic uncertainties are indicated by the hatched band. The
bottom plots show the pull ((data-background)/σData ⊕ σExp.) between the data and the back-
ground estimate distributions. The symbols σData and σExp. refer to the statistical uncertainty in
data, and the systematic uncertainty in the background, respectively.
certainty [48] and uncertainties due to extra jet production. The normalization uncertainty in
the W+jets background is 45% for the electron+jets channel and 30% for the muon+jets channel,
estimated from data and described in Section 5.2. Detector effects and modeling uncertainties
that affect the templates are included in the uncertainty.
The normalization uncertainties in the multijet backgrounds are ±33% and +170−100% for the elec-
tron+jets and the muon+jets channels, respectively, estimated from data and described in Sec-
tion 5.2. The uncertainties originating from detector effects, theoretical modeling, and the mul-
tijet background control region choice are summed in quadrature to give the uncertainties in
the multijet and W+jets background estimations.
6.3 Other measurement uncertainties
In the all-hadronic channel, we correct the simulation by using the trigger efficiency extracted
from data that is obtained from a control sample triggered with a lower HT threshold than in
the standard event selection. The scale factors are parameterized as a function of the summed
leading and sub-leading jet pT. To obtain a systematic uncertainty for this correction, we vary
the trigger efficiency e by ±(1− e)/2, which results in less than a 1% change of the yields for
all samples.
The differences between data and simulation due to the electron trigger, identification, and
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isolation efficiencies are corrected with pT- and η-dependent scale factors by comparing sim-
ulation with a Z → ee data sample. The uncertainties due to the statistically limited Z → ee
samples and the uncertainties in the theoretical inputs to the simulation are taken into account.
The scale factor measurements define the uncertainties for electron trigger, identification, and
isolation requirements, and these uncertainties are less than 1%. Scale factors related to the
muon trigger, identification, and isolation efficiency are measured in a similar way to those for
electrons, but use Z → µµ, where the uncertainties are less than 2% [49], instead of Z → ee
events.
The jet energy resolution [50] systematic uncertainty is an η-dependent smearing of the jet
energy resolution for simulated events, which results in a less than 0.4% acceptance change.
The jet energy scale [50] systematic uncertainty is parameterized in pT and η and applied
to simulated samples to cover the difference between data and simulation, which is typically
5% or less. The all-hadronic channel has an additional 3% uncertainty because the jet energy
scale is measured from anti-kT jets, but applied to CA jets. The jet energy scale uncertainty is
propagated in the EmissT calculation. The estimation of E
miss
T includes an additional uncertainty
due to the effect of unclustered energy arising from the jets or leptons.
The b tagging efficiency and mistagging rate uncertainty are estimated by comparing a b jet
enriched µ+jets data sample with simulation [44]. The differences are corrected by jet flavor (b
jet, c jet, and light jets from u/d/s/gluon), pT- and η-dependent b tagging and mistagging scale
factors. The uncertainties in these scale factors are propagated to the b tagging event weight
calculation independently, giving the uncertainties in b tagging efficiency and mistagging rate.
The typical acceptance change due to b tagging efficiency is less than 3%. The mistagging
rate brings about an uncertainty of 0.3% for samples that have at least one b jet and of 9.0%
for samples that have no b jets. The all-hadronic channel includes a 13% uncertainty in the t
tagging scale factor, which is used to correct for differences in subjet identification efficiencies
between data and simulation [45].
The result of a polynomial fit to the t mistagging rate extracted from a control region as a
function of jet pT is applied to events before applying the t tagging algorithm to estimate the
multijet background contribution in the all-hadronic channel. The fit introduces a 9% statistical
uncertainty and a 12% uncertainty to allow for the possibility of choosing alternative functional
forms. There is a difference between the shape of the jet mass distribution of the top quark can-
didate in the control and signal regions. This is corrected by a top quark jet mass dependent
weight derived from the multijet simulation. This correction contributes an extra 0.3% uncer-
tainty in the total multijet yield. The uncertainty due to the choice of parameterization in the
t mistagging rate is taken to be the difference between a parameterization in pT, η and a pa-
rameterization in pT, η, mtW. This difference is about 2% of the total multijet yield, with an
additional 20% statistical uncertainty from the higher dimensional parameterization.
To estimate the uncertainty due to pileup modeling in simulation, we vary the measured min-
imum bias cross section of 69.4 mb by ±5%. These variations are then propagated to analysis
results by modifying the pileup multiplicity accordingly [51]. The uncertainty in the integrated
luminosity is measured in dedicated samples and applied to the signal and backgrounds based
on simulation. The size of this uncertainty is 2.6% [52].
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Table 5: Sources of systematic uncertainty for the three analysis channels. For the shape-based
uncertainties, the parameterization used for the uncertainty deviation is given in parentheses.
Sources marked with ”sideband” are measured from data, and contain various uncertainty
sources. Uncorrelated uncertainties that apply to a given channel are marked by . Uncertain-
ties correlated between channels are marked by ⊕. The uncertainties varying as functions of
variables in question are indicated if no uncertainty value is listed.
Source of uncertainty Uncertainty All- Lepton+ Dilepton
hadronic jets
Integrated luminosity 2.6% ⊕ ⊕ ⊕
tt cross section 5.3% ⊕ ⊕
tt normalization from data 22% 
Single top quark t-channel σ 15% ⊕ ⊕
Single top quark tW-channel σ 20% ⊕ ⊕ ⊕
Single top quark s-channel σ 30% ⊕ ⊕
Diboson cross section 30% ⊕ ⊕
Z+jets cross section 20% ⊕ ⊕
W+jets cross section 8% 
Double lepton triggers 2% 
Dilepton muon ID and isolation 2% 
Dilepton electron ID and isolation 2% 
Dilepton pileup uncertainty 2.6% 
W tagging 8% 
t tagging 13% 
Unclustered energy (EmissT uncertainty) 10% 
Single-lepton triggers ±1σ(pT, η) 
HT trigger ±1σ(pT1 + pT2) 
Electron ID and isolation ±1σ(pT, η) 
Muon ID and isolation ±1σ(pT, η) 
Jet energy scale ±1σ(pT, η) ⊕ ⊕ ⊕
Jet energy resolution ±1σ(η) ⊕ ⊕ ⊕
Pileup uncertainty ±1σ 
b tagging efficiency ±1σ(pT, η) 
b mistagging rate ±1σ(pT, η) 
Multijet background sideband  
W+jets background sideband 
PDF uncertainty ±1σ 
tt µR and µF scales 4Q2 and 0.25Q2 ⊕ ⊕ ⊕
Top quark mass ± 1 GeV for mtop 
Simulation statistical uncertainty 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7 Results and interpretation
A binned maximum likelihood fit to the mtW distribution is performed in both the all-hadronic
and lepton+jets channels, and to the ST distribution in the dilepton channel to extract the sig-
nal cross section. The observed distributions are consistent with those from the background
only prediction. A Bayesian method [12, Ch. 38] with a flat signal prior is used within the
THETA framework [53] to set limits on σgb→b∗→tW. The systematic uncertainties are accounted
for as nuisance parameters, and are integrated out using Bayesian marginalization. Rate uncer-
tainties are modeled using log-normal priors. Uncertainties varying as functions of the fitted
variables are modeled using Gaussian priors, and template morphing is employed to model the
shape of these systematic uncertainties. The limits on the cross section times branching frac-
tion (σgb→b∗→tW) at 95% confidence level (CL) are shown in Figs. 5, 6, and 7 for the all-hadronic,
lepton+jets, and dilepton channels, respectively.
To enhance the sensitivity of the measurement of the upper limit on the gb→ b∗ → tW produc-
tion cross section, the all-hadronic, lepton+jets, and dilepton channels are combined. In form-
ing the combination of separate channels, systematic uncertainties affecting both the shape and
the event yield are taken into account. The procedure adopted is as follows: For each channel
the shape of each distribution is determined and the normalization is set to 1. Then, for each
bin “i”, an estimate is made of the systematic uncertainty σi (not necessarily symmetric), which
takes into account the contributions from all the sources affecting the shape. “Upper” and
“lower” distributions are then obtained, each normalized to unity, and used to estimate event
yields in two limiting cases. The systematic uncertainties are treated as being completely corre-
lated between bins of the distribution, while the statistical uncertainties are treated as uncorre-
lated. In the combination, the uncertainty sources due to jet energy scale, jet energy resolution,
b tagging scale factor, single top quark cross section, and integrated luminosity are treated as
correlated, and the remaining uncertainties are assumed to be uncorrelated, as shown in Ta-
ble 5. The limits are shown in Fig. 8. The expected (observed) mass exclusion region at 95%
CL for the left-handed, right-handed, and vector-like b∗ quark hypotheses is below 1480, 1560,
and 1690 GeV (1390, 1430, and 1530 GeV), respectively as summarized in Table 6.
The upper limits on the cross section times branching fraction may be generalized as a function
of the couplings κ and g, defined in equations 1 and 2. The results are shown in Fig. 9.
8 Summary
A search for a singly produced b∗ quark decaying to tW in the all-hadronic, lepton+jets, and
dilepton final states has been performed using proton-proton collisions recorded by the CMS
detector at
√
s = 8 TeV, corresponding to an integrated luminosity of 19.7 fb−1. No deviations
that are inconsistent with standard model expectations are found in the various spectra of vari-
ables used to search for the signal in the three channels. Upper limits are set at 95% confidence
level on the product of cross section and branching fraction for the production of a b∗ quark
that subsequently decays to tW. Excited bottom quarks are excluded with masses below 1390,
1430, and 1530 GeV for left-handed, right-handed, and vector-like b∗ quark couplings, respec-
tively. The mass limits are also extrapolated to the two dimensional κ-g coupling plane. These
are the most stringent limits on the b∗ quark masses to date.
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Figure 5: The expected (dashed) and observed (solid) production cross section limits at 95%
CL for the all-hadronic channel as a function of b∗ quark mass for gb → b∗ → tW. The
theoretical cross section (solid line with hatched area) is also shown for comparison. The 1σ
and 2σ uncertainties in the expected limit bands are shown. Limits for the left-handed, right-
handed, and vector-like b∗ quark coupling hypotheses are shown in the top left, top right, and
bottom plots, respectively.
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Figure 6: The expected (dashed) and observed (solid) production cross section limits at 95% CL
for the lepton+jets channel as a function of b∗ quark mass for gb → b∗ → tW. The theoretical
cross section (solid line with hatched area) is also shown for comparison. The 1σ and 2σ uncer-
tainties in the expected limit bands are shown. Limits for the left-handed, right-handed, and
vector-like b∗ quark coupling hypotheses are shown in the top left, top right, and bottom plots,
respectively.
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Figure 7: The expected (dashed) and observed (solid) production cross section limits at 95%
CL for the dilepton channel as a function of b∗ quark mass for gb→ b∗ → tW. The theoretical
cross section (solid line with hatched area) is also shown for comparison. The 1σ and 2σ uncer-
tainties in the expected limit bands are shown. Limits for the left-handed, right-handed, and
vector-like b∗ quark coupling hypotheses are shown in the top left, top right, and bottom plots,
respectively.
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Figure 8: The expected (dashed) and observed (solid) production cross section limits at 95%
CL for the combined all-hadronic, lepton+jets, and dilepton channels as a function of b∗ quark
mass for gb → b∗ → tW. The theoretical cross section (solid line with hatched area) is also
shown for comparison. The 1σ and 2σ uncertainties in the expected limit bands are shown.
Limits for the left-handed, right-handed, and vector-like b∗ quark coupling hypotheses are
shown in the top left, top right, and bottom plots, respectively.
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Figure 9: Contour plots showing the lower limits on various values of the b∗ quark mass, as
a function of the couplings κ and g. The left column shows the observed limits and the right
column shows the expected limits. The limits for the left-handed, right-handed, and vector-like
b∗ quark coupling hypotheses are shown in the top, middle, and bottom rows, respectively. The
excluded regions are above and to the right of the curves.
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Table 6: The limit at 95% CL, for the case of unit couplings, on b∗ quark mass for the left-
handed, right-handed, and vector-like coupling hypotheses in the all-hadronic, lepton+jets
dilepton, and combined channels. For each domain, two numbers linked with a dash indi-
cate the excluded b∗ quark mass range, a single number indicates the excluded lower b∗ quark
mass limit.
Left-handed Right-handed Vector-like
All-hadronic channel
Expected 95% CL limit [GeV] 890 - 1460 889 - 1520 842 - 1670
Observed 95% CL limit [GeV] 858 - 1390 803 - 1430 1540
Lepton+jets channel
Expected 95% CL limit [GeV] 935 985 1130
Observed 95% CL limit [GeV] 1030 1070 1170
Dilepton channel
Expected 95% CL limit [GeV] 1120 1170 1290
Observed 95% CL limit [GeV] 1140 1180 1290
All-hadronic, lepton+jets, and dilepton channels combined
Expected 95% CL limit [GeV] 1480 1560 1690
Observed 95% CL limit [GeV] 1390 1430 1530
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