Abstract² Traumatic brain injury (TBI) is one of the leading causes of death and disability in the age group of 0 -44 years. Though physical exercises have proven benefits in the rehabilitation process, the compliance rate of patients in the home environment is poor. In this paper we propose a system, MotionTalk, which captures and analyses motion data acquired using Microsoft Kinect. It is designed to give a real time quantitative assessment of the exercises performed by TBI patients at home with respect to the same exercises performed in the clinic by utilizing relatively inexpensive contactless sensing and dynamic programming techniques. In comparison to previous reminder systems, wearable systems, and motion capture systems, MotionTalk is less intrusive in nature and inexpensive to deploy at home because it is based on readily available hardware. This was developed and tested on able bodied volunteers and in the future we hope to test it on patients with TBI, after IRB approval.
I. INTRODUCTION
Traumatic brain injury (TBI) is a major cause of death and disability worldwide, affecting nearly 2 million people annually [1] with 30% in the United States of America. There are a total of 5.3 million patients in the U.S. requiring rehabilitative assistance [1] . TBI is a disorder which can cause a host of physical, cognitive, social, emotional, and behavioral problems, and the outcomes can range from complete recovery to permanent disability or death. The medical field has made significant progress in the areas of diagnosis and mortality reduction [2, 3] , but work still remains in the advancement of rehabilitation and quality of life for TBI patients. There is evidence that physical exercises are beneficial for cardiovascular fitness, mobility, and function following TBI, increased independence and the quality of life for the TBI patients [2] . However, the compliance rates for following instructions, including performing exercises at home, is an issue in TBI mainly due to problems of attention deficit [3] . There are relatively few studies in the area of the effective physical rehabilitation for TBI patients [4] [5] [6] . These studies mainly focus on the rehabilitation of individual areas such as upper body * rehabilitation, gait and balance analysis. William et. al. performed gait analysis and found abnormalities in the gait of TBI patients with respect to the movement of the pelvis, knee and trunk, in addition to previously known abnormities in hip and ankle movements [7] . Ustinova et. al. conducted rehabilitation of the arm using a 3D game based approach, which was considered effective. Their system uses a standard camera and marker based motion capture system and the data analyses are performed using statistical methods, following dimensionality reduction [8] . These studies need expensive movement analysis equipment and trained personnel for setup and monitoring. Thus they are not suited for home based monitoring. The wearable sensing modalities for TBI are robotic devices for a specific set of exercises or accelerometer based sensing and classifying specific set of motions [9, 10] . Kinect based systems have been tested against conventional motion control systems and were found to have potential benefits in the clinical setting [11] . In our study, we propose an inexpensive, easy to use system requiring minimal setup called MotionTalk, which is capable of full body physical rehabilitation using Microsoft Kinect. MotionTalk is a convenient and comfortable way to allow TBI patients the access to the expertise of physical therapists in the home environment. We analyze data captured from exercise sessions in comparison to data obtained from training as a template. We use 3 different techniques to give quantitative scores for performance assessment.
II. SYSTEM DESIGN
The major components of the system are the Microsoft Kinect sensor, an adaptor for adding the Kinect as a peripheral to a PC, the data storage and analytics module, and the software interface.
A. Kinect Sensor
The Kinect sensor uses 2 video cameras and a NIR sensor to detect motion and distance. 20 joint locations and angles are accessible by using Microsoft Kinect SDK v1.5. We obtain XYZ coordinates & joint rotations as Quaternion (WXYZ) from 20 joints along with the time stamp at a maximal rate of 30 frames per second (fps).
B. Data Storage & Analytics Module:
The data analytics module analyzes the information from Kinect obtained from home videos, compares it with the original video data from clinics and then arrives at a similarity score. The data from each session with the score and the template video pool of exercise templates are stored in a database. 35th Annual International Conference of the IEEE EMBS Osaka, Japan, 3 -7 July, 2013
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The system has an interface with a panel to play the template video (clinic video) and a panel to show the user the exercise being performed in real time. The user can also see the joints tracked superimposed on either the video camera image or the infrared imageThis paper focusses on the data analytics and video processing.
III. DATAANALYSIS
Data analysis compares the captured test video (exercise performed by TBI patients at home) against the template video (exercise performed by TBI patients at the clinic) and gives the performance score. The various steps in the analysis are illustrated in Figure 1 .
A. Resampling
The data obtained from Microsoft Kinect is not uniformly sampled. The data is made available along with the timestamp whenever tracking is complete. However, when template and test data are compared it is imperative that two are sampled at the same uniform sampling rate. Kinect data is multidimensional. Each frame of data contains the following: a timestamp, 20 joints positions (XYZ) and quaternions (WXYZ). Our analysis required only the position data and the timestamp.
Resampling multidimensional data by interpolation traditionally uses multiple dimensional data to interpolate a single value (e.g. X, Y values to get intensity in images). However in this case we need to get all dimensions based on time alone. This was solved by interpolating each dimension separately against time using spline interpolation techniques. This performed the best when tested against synthetic surfaces as compared to linear and cubic interpolations. The resampled data was then used to generate a feature space for further analysis.
B. Feature Extraction & Normalization
The features used are normalized position (20 x 3), velocity (20 x 3) and acceleration (20 x 3). The features obtained are in the coordinate frame in which the origin is at the center of the camera. This may lead to discrepancies when template and test are matched in scenarios where the subject locations are different in the two videos. To overcome this, normalization is done by taking all the positions with respect to the first frame. To account for the variations in distance, scaling is done by taking the distance between the two palms in T pose (two hands stretched out) and the distance between head and hip as the scaling factors for width and height.
C. Template generation & Updates
After feature extraction, template generation is performed to allow for comparison. Two types of templates are generated:
1) Static Templates from Calibration Pose
These are templates which were generated from static poses such as the calibration pose. They are used as reference in normalization. Median value of all the frames in the static pose was used. The choice of median was arrived at after experimenting with mean, median and mode. --· -·---· ------------------------ [12] [13] [14] using techniques such as support vector machines, dynamic programming, and Markov models. These studies were mainly involved in the classification of human motion. In our study we attempt to compare a test video (exercises performed at home) with a template video (exercises in the clinic) to give an assessment. Therefore we tried three different approaches to obtain scores. The different approaches tried are (1) cross correlation, (2) direct frame by frame comparison, and (3) dynamic time warping
1) Cross Correlation
This technique gives the cross correlation score between test video and template video segments.
2) Direct Frame by Frame Comparison
This technique involves direct subtraction of the features of template from the features of the test video and summing the deviations to give the score. This particular implementation was slightly modified to allow a simple alignment within 5 frames. If the deviations were below a threshold then they were accepted as a match. If not, they were rejected.
3) Dynamic Time Warping
Another technique used to compare the template and the test videos was dynamic time warping (DTW). The algorithm works by aligning the template video with the test based on Euclidean distance and then summing the deviation as the scores.
IV. DYNAMIC TIME WARPING ALGORITHM:
Dynamic time warping works by aligning two signals with each other and finds the best path by minimizing the distance (Dift) between two signals. First, the two sequences A, B are placed on two axes of a matrix. Then a distance matrix D is calculated from the first matrix by minimizing equation 1.
where d (i, j) is the cumulative distance at points i, j in the matrix. Dist equals D (M, N) for a matrix of dimensions M, N. There were three different variations which were tried out:
A. Method 1 -Spatial alignment
Each frame in the template was aligned to each frame in the test video using DTW and the sum was computed. This allowed spatial alignment in frame by frame basis. The score computed was the sum of individual scores. This was done to be able to align frames which were shifted spatially.
B. Method 2 -Smoothed spatial alignment
Frames were grouped using a moving window of length 5 and then DTW as performed to allow for spatial alignment. This was tested to smooth out minor variations between frames.
C. Method 3 -Temporal alignment
Video segments of 1 sec were aligned temporally to arrive at the DTW distances. The score was cumulative distances from all the video segments. This was done to be able to align frames which were shifted temporally.
D. Computation of Scores
The scores are arrived at by summing the distances obtained from individual comparisons (equation 2). (2) where N is the number of frames/segments of video depending on the method, Diff is the distance value obtained from each frame or segment. Therefore a smaller score means greater similarity and better exercise session as opposed to a greater score.
V. RESULTS
A total of 16 videos captured with 6 different representative static and dynamic poses performed by 4 different volunteers in the age group 22-30 were analyzed. Figure 2 (b) gives the same dynamic action (hand waving sideways) performed in red and different actions in blue. The static poses were horizontal stretch, vertical stretch, left and right arm extended separately and hand stretch in front. This was tested using direct comparison algorithm, DTW and cross correlation.
A. Cross-Correlation
Cross-correlation was tried as a fast and simple technique. However, the separation of the scores between similar and dissimilar videos was very small (Figure 3) . The method could reliably distinguish similar and dissimilar videos only for static poses; hence all the diagonal values in figure 4 are not 1. Figure 4 shows the scores obtained through the direct comparison algorithm implemented using each of the 16 videos as template and the other 15 as the test video. This algorithm picked up the motions performed at the same speed as the template as the same motion but failed to pick up the similar motion executed at different speeds. This method can be employed in situations where the speed of a particular action is critical.
B. Direct Comparison

C. Dynamic Time Warping
DTW was used as an improvement on the direct method to achieve a higher separation between the similar and dissimilar videos. A total of 3 variations were performed. Figure 5(a) gives the log of the DTW scores obtained using spatial alignment. This method was able to give a large score between most of the similar and dissimilar videos. This method failed to perform on a pair of videos as seen in the figure 5(a). Figure 5(b) gives the log of the DTW scores which were obtained using smoothed spatial alignment. This score separation of this method was better than method 1. Figure 5 (c) gives the log of the DTW scores which were obtained using temporal alignment. The score separation achieved by this method was similar to method 1. The scores produced from similar and dissimilar videos are large enough for the technique to be used as a score for reliably distinguishing movements.
D. Test experiment design
We hope to test the system on 10 patients recruited from Shepherd Centre, Atlanta, GA after IRB approval. TBI patients with mild injury requiring physical rehabilitation will be recruited in numbers of 2-3 per week. The patients will be Once the results are obtained, the data will be analyzed to test patient improvement in the physical condition as opposed to TBI patients using conventional methods of rehabilitation.
VI. CONCLUSION & FUTURE WORK
The physical rehabilitation of TBI patients suffers from compliance related issues such as low motivation levels to exercise attributed to due to falls risk and attention deficit. MotionTalk is intended to improve patient engagement and assist physiotherapeutic rehabilitation in the home environment by analyzing 3-D body motions during physical therapy exercises and comparing them to 3-D motion videos, allowing therapists and patients to get a quantitative assessment 7KHQ 0RWLRQ7DON FDSWXUHV WKH SDWLHQW ¶V movement data (20 joints, body segments & the angles between them) using Microsoft Kinect. The acquired motion is then analyzed using gesture recognition algorithms and the data analysis module assesses the exercise performance and provides scores. MotionTalk is proposed as a convenient and comfortable way to allow patients the access to the expertise of physical therapists in the home environment and to help reduce the health care costs through remote access and improved compliance.
MotionTalk is currently limited in the evaluation of fine motor movements like hand and wrist movement. We will improve upon this in the future by adding more contactless sensors like the leap which will be out later this year.
In the future, we will evaluate the usefulness of the system on patients with TBI. In addition to a PC-based interface, MotionTalk will have a mobile-based app running on Android platform. We will also incorporate other features such as body orientation into motion analysis for improving the robustness. In the future, we will combine spatial and temporal alignment analysis. A weighted DTW approach will also be tried. More scores of performance such as range of motion and balance will also be incorporated. Ultimately, we would like to see MotionTalk as a combination of open source motion sensing, cloud database, data analytics, and mobile app technologies, which provides a low-cost and easy-to-use channel for motion assessment. Video Number
