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Abstract
We establish an existence and uniqueness result for a system which con-
sists of a nite number of coupled nonlinear systems. In each system we have
two highly nonlinearly coupled equations. Such problems arise if one couples
thin rods of shape memory alloys, and each of the rods is described by Falk's
Landau-Ginzburg model. The two equations in each system stand for the
momentum and energy balance, respectively.
1 Introduction and statement of the result
In [8, 13] the authors study a system of nonlinear partial dierential equations
given by
 utt   (; ux)x    uxxt + Ruxxxx = f; (1.1a)
c0t   xx   uxt   u
2
xt = g; (1.1b)
on QT = (0; T )  [0; 1]. This system is the Landau-Ginzburg model developed
by Falk (see, e.g., [5, 6]) describing rst-order martensitic phase transitions in thin
rods of shape memory alloys (SMA). The rst equation represents the balance
of momentum, the second one the balance of energy. The boundary and initial
conditions for u and  are given by
u(x; t) = uxx(x; t) = 0 on (0; T ) f0; 1g; (1.2a)
x(x; t) = 0 on (0; T ) f0; 1g; (1.2b)
u(x; 0) = u0; ut(x; 0) = u1; (x; 0) = 0 on [0; 1]: (1.2c)
In this system u represents the displacement, either longitudinal or transversal,
and  the absolute temperature. Also,  denotes the constant mass density,  the
stress,  the coecient of viscosity, R the rigidity of the material, sometimes refered
to as the Ginzburg coecient, f the distributed external load, c0 the specic heat,
 the heat conductivity, and g the distributed heat sources and sinks. The strain or
deformation " = ux is used as the order parameter. In a Landau-Ginzburg model




G(; "; "x); (1.3)
where the free energy density G is given by
G(; "; "x) =
1
2

















Here , , , 1, R, and  are material constants. Existence and uniqueness results
to this problem are found in [8, 13]. Other authors have investigated the situation
when  = 0 (see [1, 2, 3, 12]). Furthermore, control problems and numerical
simulations have been worked out for related problems (see, e.g., [2, 3, 4, 9, 11, 13]).
For a detailed discussion of the physical phenomena and Falk's model, we refer the
reader to [2] and references cited therein.
In this paper we use the above system of PDEs to model a situation where
a nite number of thin rods of dierent SMAs are joined together. We assume
that there is no heat ux through the joints, i.e. the joints are insulating. This
is a simple example of a so-called adaptive structure. There is a rapidly growing
industrial interest in developing such structures.
If one studies such a situation there are in principal two distinct approaches:
One can either look at the momentum balances and energy balances of each rod
separately and formulate a set of joint conditions to augment the equations. This
approach has been recently used to study joined linear elastic rods (see, e.g., [10]).
In the nonlinear case, the joint conditions for the balances of momentum cause sig-
nicant diculties. The second method is to look at a single momentum balance
and a single energy balance for the entire structure. These equations have nons-
mooth coecients, and it becomes dicult to guarantee the boundary conditions
at the joint, specically the condition that there is no heat ux through the joint.
To avoid the short-comings of these two methods we take an approach which
utilizes ideas from both methods. We look at a single balance of momentumcoupled
with separate balances of energy for each of the rods. This is why we call this a
hybrid model.
For simplicity, we only consider two coupled rods. The mathematical formula-
tion and analysis can easily be extended to a nite number of coupled rods.
To formulate the hybrid model we need to introduce some notation. We dene
the following sets:

 = ( 1; 1); 
l = ( 1; 0); 









T be dened in an analogous way. For functions
f
l : 





T ! IR by f̂ (x; t) =
(
fl(x; t) for (x; t) 2 
lT ;
fr(x; t) for (x; t) 2 
rT :
(1.5)
For the remainder of the paper we will assume that  = 1 and c0 = 1. We refer to
the remarks at the end of this paper about these limitations.
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Using these notations we write the balance of momentum for two thin SMA
rods. The rst rod extends over 
l, the second over 
r. The rods are joined at
x = 0. Let u(x; t) denote the displacement of the material in the rods at (x; t) 2 
T ,
then u satises the following fourth order partial dierential equation:
utt   ̂(̂; ux)x    uxxt +Ruxxxx = f̂ (1.6)
for (x; t) 2 
T . The functions ̂, ̂, and f̂ are dened as in (1.5) from functions




T . In particular, we have










and the analogous equation for the stress on the left.
Observe that we assume that the two materials only dier in the expressions
for  and have the same viscosity  and rigidity R. Equation (1.6) is formally
identical with the momentum equation for a single thin rod of an SMA (1.1a), the
only dierence being that the coecients are discontinuous at the origin and the
temperature ̂ may actually be discontinuous as well.
We complement the momentumbalance with the following boundary and initial
conditions:
u( 1; t) = u(1; t) = 0; (1.8a)
uxx( 1; t) = uxx(1; t) = 0; (1.8b)
u(x; 0) = û0(x); (1.8c)
ut(x; 0) = û1(x): (1.8d)
In this model, the usually imposed joint conditions for two joined rods, i.e. that
u and uxx should be identical at x = 0, are automatically satised.




T , respectively, 
be the temperatures of the individual rods. These functions satisfy the following
parabolic partial dierential equations:

r
t   r 
r
xx   r 
r







t   l 
l
xx   l 
l





The temperatures will satisfy the following boundary and initial conditions:

l
x( 1; t) = 
l
x(0; t) = 0; (1.10a)

r
x(0; t) = 
r
x(1; t) = 0; (1.10b)

l(x; 0) = l0(x); (1.10c)

r(x; 0) = r0(x): (1.10d)
These conditions reect the fact that the joint is thermally insulated.
We continue by stating the weak version of the above problem. To do this,










lT ) is a weak solution to







































































u( 1; t) = u(1; t) = 0; 8t 2 [0; T ]; (1.11d)
uxx( 1; t) = uxx(1; t) = 0; a.e. in (0; T );

l
x( 1; t) = 
l
x(0; t) = 
r
x(0; t) = 
r
x(1; t) = 0; a.e. in (0; T ); (1.11e)







To complete the problem we state the following additional conditions:

































0(x) > 0 in 





We can now state the main result of this article.
Theorem 1.1 Assume that (H1) and (H2) hold. Then the system (1.6)(1.10)
admits a unique weak solution in the sense of (1.11).
Section 2 contains the proof of the existence of solutions. Uniqueness is shown
in Section 3. Finally, Section 4 contains some concluding remarks about the non-
viscous problem, additional regularity of the solutions and more general boundary
conditions.
2 Existence of weak solutions
The proof of existence of solutions follows a standard line of argumentation. First
one shows existence of solutions to a mollied version of the problem. Second one
4
shows that these solutions converge to a solution of the problem with discontinuous
coecients. We divide the proof into several steps.
Step 1: A mollied version of the problem. We start by dening for




0 for x < 0;
1  cos (xn) for 0  x  1
n
;




Using this we can mollify the coecient ̂ as follows. Let
n(x) = lMn( x) + rMn(x): (2.2)
Then this coecient is a continuously dierentiable function which converges point-
wise on 
nf0g to the coecient of the original problem. Furthermore, we have that
n(0) = 0n(0) = 0, which implies that
n(̂   ̂1)
is also a continuously dierentiable function at the origin if ̂ is dierentiable ev-
erywhere but the origin. For the remaining coecients and the external load f̂ we


























n(x) = l(1  Qn(x)) + rQn(x) and n(x) = l(1  Qn(x)) + rQn(x):
(2.4)
These coecients will be bounded away from zero. Together with n(x) we get
that





is continuously dierentiable at the origin. For the external load let
fn(x; t) = (fl(x; t) + fl( x; t))(1  Qn(x)) + (fr(x; t) + fr( x; t))Qn(x); (2.6)
where fl( x; t) and fr( x; t) serve to extend fl and fr to the entire domain 
T .
One can now formally write down the mollied system:
























n as in (1.5). The system is augmented by
the appropriate initial and boundary conditions:
un( 1; t) = un(1; t) = 0; (2.8a)
(un)xx( 1; t) = (un)xx(1; t) = 0; (2.8b)
un(x; 0) = û0(x); (un)t(x; 0) = û1(x); (2.8c)
(ln)x( 1; t) = (
l
n)x(0; t) = (
r
n)x(0; t) = (
r
n)x(1; t) = 0; (2.8d)

l




n(x; 0) = 
r
0(x): (2.8e)
Step 2: Global existence of smooth solutions to the mollied problem.
For every xed value n we can now apply the results of [8, 13] to the mollied
problem (2.7)(2.8). The fact that n, n, and n are dierentiable functions of x








and refer the reader to [8, 13] for the proof of the following lemma.
Lemma 2.1 (K.-H. Homann, A. Zochowski, 1993) For any xed n and any -
nite T there exists a unique solution (un; rn; 
l












n(x; t) dx  0 (2.10)
for all t 2 [0; T ].
For the remainder of the proof of Theorem 1.1 we assume that Lemma 2.1 holds.
Furthermore, all constants denoted by C and Ci, i 2 IN, are positive constants








n) is bounded in B for every n, but these
bounds may depend on n and thus may not stay bounded as n!1. However, we
can redo some of the a priori estimates of [8, 13] to show that they are independent
of n.
It is important to mention that the only way in which we can explicitly introduce
n into the a priori bounds is to dierentiate one of the mollied quantities n, n,
n, or fn with respect to x.
Step 3: Energy estimate. First we get an energy estimate for the mollied
problem. We multiply (2.7a) by (un)t and integrate over 
. Furthermore, we
integrate (2.7b) over 
r and (2.7c) over 































n(s) dx  CE (2.11)
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for all s 2 [0; T ]. In this process we never dierentiate the mollied constants. The
constant CE only depends on the initial amount of energy in the system and the
energy added to the system and is independent of n. The positive constant C1
comes from a lower bound on the polynomialG of (1.4). This bound can be chosen
independent of n even if the coecients of G depend on n, since the coecients
stay bounded for all n.




n. This is the crucial step
of the proof. Its results are summarized in the next lemma.



































Proof of the Lemma: The proof of this lemma consists of carefully redoing
Steps 3 and 4 of the proof of Theorem 1 in [8] in the current setting. We introduce
the notation 
t = 







As in Step 1 of the proof of Theorem 1 in [8] one can rewrite (2.7a) as a system
of two parabolic equations as follows:
(wn)t   b(wn)xx = fn + n(̂n; (un)x)x; (2.13)
wn(x; 0) = w0(x) = u1(x)  a(u0)xx;
wn(x; t) = 0 on @
 [0; T ];
and
(un)t   a(un)xx = wn; (2.14)
un(x; 0) = u0(x);
un(x; t) = 0 on @
  [0; T ]:
The numbers a and b are chosen two be two positive real numbers with
a+ b =  and a  b = R: (2.15)








n(x; 0) = w0;
(w1n)x(x; t) = 0 on @








n(x; 0) = 0;
(w2n)x(x; t) = 0 on @
 [0; T ]:
Note that the right-hand-side of the equation for w2n does not contain the derivative












The constants in these inequalities are independent of the temperature and n. This
implies that
k(wn)xkL4(
T )  C4 + C5 knkL4(
T ) : (2.16)
Since un 2 H
4;2(
T ) for all n, it follows that (un)x 2 W
2;1
4 (
T ) (although the
bounds may depend on n). Therefore, vn = (un)x may satisfy the equation
(vn)t   a(vn)xx = (wn)x;
vn(x; 0) = (u0)x;
(vn)x(x; t) = 0 on @
 [0; T ]
inW 2;14 (














 C6 + C7 knkL4(

















































































x dx ds ; (2.19b)
where the constants only depend on CE, which in turn does not depend on n. To
continue we multiply (2.7b) by rn, integrate over 

r



































dx ds : (2.20)
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4 dx ds ;
where we used (2.18). The constants depend only on CE . In a similar manner we
































x dx ds ;
































x dx ds : (2.21)
We can choose t such that C22(t)1=4 =
1
2






















x dx ds  C24; (2.22b)














xt dx ds  C25: (2.23b)
Multiplying the energy balances by (rn)t and (
l
n)t, respectively, one gets, after















































where the constants only depend on CE and not on n. Since t
 depends only on
CE and the constants r and l, we can cover [0; T ] by a nite number of intervals
of length t. Therefore, the previous estimates can be extended to [0; T ].
2
Step 5: Higher a priori estimates. The authors of [8] obtain higher a priori
estimates. However, they use the L2-norm of (n(̂n; (un)x))x, which depends on
n, to obtain these estimates. We avoid this problem by using a priori estimates
similar to the ones used in [3, 12].














xxt dx ds  C; (2.26a)
k(un)tkL1(
T ) + k(un)xxkL1(





tt dx ds  C: (2.26c)
Proof of the Lemma: The second assertion follows immediately from the rst
assertion. To prove the rst assertion we follow [12] and multiply the balance of
momentum (2.7a) by  (un)xxt. After integrating over 

































n(̂n; (un)x)(un)xxxt dx ds :
The only critical part is the last term on the right. For this we integrate by parts
in t as follows:Z

t

















(un)xxx dx ds :
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The terms at t only contain ̂n and (un)x which are already bounded in L
1(
).
The term (un)xxx(t) can be brought to the left-hand-side using Young's inequality.






















with constants that are independent of n. The terms on the right are bounded
independently of n by Lemma 2.2. This means we can use Hölder's and Gronwall's
inequalities to treat this last term, and the rst assertion of the lemma follows.















fn (un)tt dx ds :
The term involving n is again treated by integrating by parts in x and then
integrating by parts in t and using very similar estimates as above. The dicult
term in this estimate is the last one on the left. Observe thatZ

t
































(un)xxt(un)xxt dx ds :
The terms in the last line are all bounded independently of n by the previous
estimates. The third assertion of the lemma follows now using Hölder's inequality
and previous estimates.
2













is bounded in this Hilbert space independent of n. By Alaoglu's theorem, the se-
quence has a weakly convergent subsequence. We will use the same notation for
this subsequence. Furthermore, (un)t and (un)x are both bounded in H
2;1(
T ).
Hence, after passing to subsequences if necessary, these sequences converge weakly
in these spaces. H2;1(
T ) is compactly imbedded into L
1(
T ) and the analo-
gous results hold for H2;1(
rT ) and H
2;1(
lT ). This implies that (un)t and (un)x
11
both converge strongly in L1(






rT ) and L
1(
lT ), respectively. Finally, (
r
n)x converges strongly
in L2(0; T ;L1(





x(0; s) ds converges to zero and the
same holds for the remaining boundary conditions.
We have now that the triple (un; rn; 
l
n) satises the initial conditions andZ T
0































































un( 1; t) = un(1; t) = 0; 8t 2 [0; T ];
(un)xx( 1; t) = (un)xx(1; t) = 0; a.e. in (0; T )
(ln)x( 1; t) = (
l
n)x(0; t); a.e. in (0; T );
(rn)x(0; t) = (
r
n)x(1; t) = 0; a.e. in (0; T );







The strong convergences above guarantee that these equations converge to (1.11).
The limit (u; r; l) is the desired solution.
3 Uniqueness of solutions
The uniqueness is an immediate consequence of the following stability result which
is similar to a result in [1].
Lemma 3.1 Let (u1; r1; 
l




2) be two solutions to (1.11a)(1.11c).
Then
k(u1)t(t)  (u2)t(t)k


























holds for all t 2 [0; T ].
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Proof: To abbreviate the notation let v = u1 u2, #
r = r1 
r




Observe that v satises the equation
vtt    vxxt + Rvxxxx = ̂(̂1; (u1)x)x   ̂(̂2; (u2)x)x:
Since both sides of this equation are integrable (see the remark in the next section),
we do not need to consider a mollied version for the following estimates. We
multiply this equation by vt and integrate over 
. After integration by parts and




























̂(̂1; (u1)x)   ̂(̂2; (u2)x)
2
dx :
For the second term observe that ̂ is a polynomial in ̂ and ux, and therefore




̂(̂1; (u1)x)   ̂(̂2; (u2)x)
2
dx  C2 kvxk





where the constants only depend on the coecients of ̂ and the norms of (u1; r1; 
l
1)
and (u2; r2; 
l

















We multiply this by #r and integrate over 
r. After using the Lipschitz continuity




















We repeat this process for #l to get the analogous estimate. Finally, since v( 1; t) =
0 = v(1; t), there exists for every t 2 [0; T ] an x 2 
 such that vx(x; t) = 0, i.e. we






as in [3]. We use this on the right-hand-sides. Next we combine the inequalities,
choose  suciently small and integrate over [0; t] on both sides. The result follows
by applying Gronwall's inequality.
2
Now for the initial condition (v(x; 0); #r(x; 0); #l(x; 0)) = (0; 0; 0) we have that
(v(x; t); #r(x; t); #l(x; t)) = (0; 0; 0), which in turn implies uniqueness.
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4 Concluding remarks
The non-viscous case: The case when  = 0 is considerably more dicult. To
prove existence of weak solutions in this case one can either follow the approach
of [3, 12], or try to get the a priori estimates in this article independent of . The
rst method runs into problems right after the energy estimate. The authors of
[3, 12] need to dierentiate the term
  uxt
with respect to x to get a priori estimates for . Thus the rst estimate for 
depends on n. However, after this rst estimate, all the other estimates up to









r)  C (4.1)
is independent of n, Theorem 1.1 would also be valid for  = 0.
Despite the fact that the estimates in Section 2 do not explicitely depend on
, there is an implicit dependency. We used parabolic regularity theory in Step 4
of the proof. These estimates depend on the coecients a and b in the equations
(2.13) and (2.14), and indirectly on . So for the second approach one needs a new
set of a priori estimates.
Regularity of the weak solutions: The weak solutions of Theorem 1.1 have
considerable regularity. However, the regularity is less than the corresponding
solutions in previous papers ([3, 8, 12, 13]), i.e. we only have u 2 H3;2(
T ). This
result can be improved slightly. Since the derivative of the mollierMn(x) (2.1) is
bounded independently of n in L1(0; T ;L1(




independently of n. This implies the same regularity for uxxxx. We already used
this fact in the proof of uniqueness. However, one cannot show (un) 2 H4;2(
T )
independently of n.
More general boundary conditions: The present result can be easily ex-
tended to more general boundary conditions on r and l . In particular we may
allow boundary conditions like

r
x(1; t) = r (
r(1; t)  r (t)) ; (4.3a)

l






without adding any additional diculties.
Dierent values for the rigidity R, the viscosity  and the density  in
the dierent rods: As we remarked in the introduction we only treated the case
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when the rigidity, the viscosity, and the density are the same in all rods. One can
always divide by  to remove the explicit dependence on the density. However, this
dependence will then implicitly appear in  and R. In [8] the authors remark that
their proof is also valid when R and  are smooth functions in the spatial variable
x. However, if these coecients are discontinuous, like the coecients in , our
process can not be applied. The terms involvingR and  are subject to integration
by parts in many of the a priori estimates. We would obtain terms that contain
the derivatives of the molliers, which are not uniformly bounded independently
of n.
Acknowledgements:
During this research we had many helpful discussions with our colleagues in
Berlin, Nancy, and Northridge. We owe particular thanks to Dr. Olaf Klein and
Prof. Dr. Jürgen Sprekels.
References
[1] Brokate, M., Sprekels, J.: Hysteresis and Phase Transitions, Springer Verlag,
New York, 1996
[2] Bubner, N.: LandauGinzburg Model for a DeformationDriven Experiment
on Shape Memory Alloys, Continuum Mechanics and Thermodynamics 8 (5)
(1996) 293308
[3] Bubner, N., Sprekels, J.: Optimal Control of Martensitic Phase Transitions
in a DeformationDriven Experiment on Shape Memory Alloys, Advances in
Mathematical Sciences and Applications 8 (1) (1998) 299325
[4] Bubner, N., Sokoªowski, J., Sprekels, J.: Optimal Boundary Control Problems
for Shape Memory Alloys under State Constraints for Stress and Temperature,
Numerical Functional Analysis and Optimization 19 (5&6) (1998) 489498
[5] Falk, F.: Landau Theory and Martensitic Phase Transitions, Journal de Phy-
sique C4 (1982) 315
[6] Falk, F.: Onedimensional Model of Shape Memory Alloys, Archives of Me-
chanics 35 (1983) 6384
[7] Friedman, A., Ne£as, J.: Systems of nonlinear wave equations with nonlinear
viscosity, Pacic Journal of Mathematics 135 (1) (1988) 2955
[8] Homann, K.-H., Zochowski, A.: Existence of solutions to some nonlinear
thermoelastic system with viscosity, Mathematical Methods in the Applied
Sciences 15 (1992) 187204
15
[9] Klein, O.: Stability and Uniqueness Results for a Numerical Approximation of
the Thermomechanical Phase Transitions in Shape Memory Alloys, Advances
in Mathematical Sciences and Applications 5 (1995) 91116
[10] Lagnese, J.L., Leugering, G., Schmidt, E.J.P.G.: Modelling of Dynamic Net-
works of Thin Thermoelastic Beams, Mathematical Methods in the Applied
Sciences 16 (1993) 327358
[11] Sokoªowski, J., Sprekels, J.: Control Problems with State Contraints for Shape
Memory Alloys, Mathematical Methods in the Applied Sciences 17 (1994)
943952
[12] Sprekels, J., Zheng. S.: Global Solutions to the Equations of a Ginzburg
Landau Theory for structural Phase Transitions in Shape Memory Alloys,
Physica D 39 (1989) 5976
[13] Zochowski, A.: Mathematical Problems in Shape Optimization and Shape
Memory Materials, Verlag Peter Lang, Frankfurt/Main, 1992
16
