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Resumen
La constante aparicio´n de datos en forma digital de di-
ferentes tipos y taman˜os ha dado lugar a la aparicio´n de
depo´sitos no estructurados de informacio´n, Bases de Da-
tos Multimedia, donde se consultan nuevos tipos de datos
(texto libre, ima´genes, audio, vı´deo, etc.). Esto requie-
re un modelo ma´s general tal como las Bases de Datos
Me´tricas, que adema´s alcance un nivel de madurez simi-
lar al de las bases de datos tradicionales. Por otro lado,
la creciente cantidad de estos datos exige dispositivos de
almacenamiento capaces de mantenerlos y de proveer un
acceso eficiente a los mismos. Dado que la brecha entre
los tiempos de CPU y los de I/O se ha mantenido cre-
ciente, se hace necesario considerar memorias con mayor
capacidad y ma´s ra´pidas. Este panorama ha promovido la
aparicio´n estructuras de datos especializadas que tienen
en cuenta estas arquitecturas como las Estructuras de da-
tos compactas y las Estructuras de datos con I/O eficien-
te. Nuestra investigacio´n apunta a contribuir a la madurez
de estas nuevas bases de datos.
Palabras Claves: bases de datos no convencionales, len-
guajes de consulta, ı´ndices, expresividad.
Contexto
Esta lı´nea de investigacio´n pertenece al Proyec-
to Tecnologı´as Avanzadas de Bases de Datos. En el
marco de este proyecto se vienen desarrollando acti-
vidades vinculadas al tratamiento de objetos de di-
versos tipos, estructurados y no estructurados que
son de utilidad en diversos campos de aplicacio´n,
por ejemplo, robo´tica, visio´n artificial, computacio´n
gra´fica, sistemas de informacio´n geogra´fica, compu-
tacio´n mo´vil, disen˜o asistido por computadora, mo-
tores de bu´squeda en internet, entre otras, y que se
relacionan en tales bases de datos.
Este proyecto pertenece a la Universidad Nacio-
nal de San Luis y se encuentra dentro del Programa
de Incentivos a la Investigacio´n.
Las actividades centrales de esta lı´nea esta´n rela-
cionadas con la investigacio´n de aspectos teo´ricos,
empı´ricos y aplicativos del problema general de ad-
ministrar una base de datos capaz de manipular ti-
pos de datos no convencionales. Esto incluye ana-
lizar distintos tipos de bases de datos, la expresivi-
dad de los lenguajes de consulta, los operadores ne-
cesarios para responder consultas de intere´s, como
ası´ tambie´n las estructuras y operaciones necesarias
para responderlas eficientemente.
Adema´s nuestras investigaciones se encuadran en
el marco de un proyecto dentro del Programa de Pro-
mocio´n de la Universidad Argentina para el Fortale-
cimiento de Redes Interuniversitarias III en los que
participa nuestra universidad junto con las universi-
dades de: Chile y de La Corun˜a (Espan˜a).
1. Introduccio´n y Motivacio´n
La brecha entre los tiempos de CPU y los de I/O
se ha mantenido creciente durante las u´ltimas de´ca-
das. Asimismo han aparecido nuevos niveles en la
jerarquı´a de memoria (caches de taman˜o cada vez
ma´s considerable). Por ello, se ha hecho cada vez
ma´s atractivo el uso de estructuras de datos que ocu-
pen poco espacio, incluso a veces comprimiendo la
informacio´n sobre la que actu´an. Si bien trabajar so-
bre esta informacio´n compacta es ma´s laborioso, el
hecho de poder mantenerla en una memoria de o´rde-
nes de magnitud ma´s ra´pida la convierte en una al-
ternativa muy conveniente a las implementaciones
cla´sicas. Adema´s, la transferencia de los datos sobre
una red local cuesta casi lo mismo que la transfe-
rencia a disco, por lo cual e´sta tambie´n se ve favore-
cida con la compresio´n. Este escenario ha originado
lı´neas de investigacio´n que consideran estas diferen-
cias de costos de operaciones, y disen˜an estructuras
                      231WICC 2010 - XII Workshop de Investigadores en Ciencias de la Computación
de datos ma´s eficientes para memorias jera´rquicas,
utilizando la compacticidad o la I/O eficiente.
Particularmente nos centraremos en las estructu-
ras de datos capaces de manipular los siguientes ti-
pos de datos: secuencias, textos, a´rboles, grafos, y
espacios me´tricos, entre otros, sobre los cuales ca-
rece de sentido realizar bu´squedas exactas. Por lo
tanto, se hace necesario un modelo ma´s general tal
como el de espacios me´tricos donde las bu´squedas
por similitud, ma´s naturales sobre estos tipos de da-
tos, son posibles. Adema´s de disen˜ar estructuras de
datos esta´ticas, planeamos investigar otros aspectos
tales como la construccio´n eficiente (en espacio o
en te´rminos de la I/O u otras medidas de eficiencia),
el dinamismo (es decir actualizaciones eficientes),
operaciones de bu´squeda complejas (ma´s alla´ de las
ba´sicas soportadas por las estructuras de datos cla´si-
cas), tratar de obtener una mayor expresividad en los
lenguajes que permitan expresarlas y caracterizar la
clase de consultas computables.
En los espacios de vectores, representacio´n ma´s
comu´n para datos multimedia, la “maldicio´n de la
dimensionalidad” describe el feno´meno por el cual
el desempen˜o de todos los ı´ndices existentes se de-
teriora exponencialmente con la dimensio´n. Aunque
los espacios vectoriales son un caso particular de es-
pacios me´tricos, au´n no esta´ determinado completa-
mente co´mo afecta la dimensio´n a los ı´ndices para
espacios me´tricos. El estudio de distintas maneras
de optimar algunas de las estructuras para bu´sque-
das por similitud en espacios me´tricos se debe a que,
de las numerosas estructuras que existen, so´lo unas
pocas trabajan eficientemente en espacios de alta o
mediana dimensio´n, y la mayorı´a no admiten dina-
mismo, ni esta´n disen˜adas para trabajar sobre gran-
des volu´menes de datos; es decir, en memoria secun-
daria.
2. Lenguajes de Consulta
Como es deseable obtener informacio´n de una ba-
se de datos, es necesario contar con un lenguaje de
consulta. Algunos de estos lenguajes son equiva-
lentes, en su poder expresivo a la Lo´gica de Pri-
mer Orden (FO). Sin embargo no todas las consultas
pueden ser expresadas en FO, esto ha llevado a la
bu´squeda de un mayor poder expresivo por medio
de extensiones a la misma. Se logro´ incrementar la
expresividad de esta lo´gica pero todavı´a aparece co-
mo incompleta, entonces se enfatizo´ el estudio de la
expresividad de la Lo´gica de Segundo Orden (SO).
En los u´ltimos an˜os se han realizado importantes in-
vestigaciones sobre la relacio´n entre la teorı´a de mo-
delos finitos y la teorı´a de complejidad computacio-
nal. Hay una relacio´n cercana entre la complejidad
computacional, es decir la cantidad de recursos ne-
cesarios para resolver un problema sobre algu´n mo-
delo de ma´quina computacional, y la complejidad
descriptiva, o sea el orden de la lo´gica que se ne-
cesita para describir el problema. La consecuencia
ma´s importante de esta relacio´n es el resultado de
Fagin [5]. Allı´ se establece que las propiedades de
las estructuras finitas que son definidas por senten-
cias existenciales de segundo orden coinciden con
las propiedades que pertenecen a la clase de comple-
jidad NP, lo cual fue extendido por Stockmeyer [12]
estableciendo una relacio´n cercana entre la lo´gica de
segundo orden y la jerarquı´a polinomial. Hay mu-
chos resultados igualando la expresividad lo´gica a
la complejidad computacional, pero ellos requieren
estructuras ordenadas (ver [6], [7]).
En nuestra investigacio´n hemos introducido una
restriccio´n de SO para la estructura finita, SOF . En
esta restriccio´n los cuantificadores se extienden so-
bre la relacio´n cerrada por la relacio´n de equivalen-
cia ≡FO. En esta relacio´n de equivalencia las clases
de equivalencia esta´n formadas por k−tuplas cuyo
FO type es el mismo, para algu´n entero k ≥ 1. Esta
lo´gica es una extensio´n de la lo´gica SOω definida por
Dawar [3]. Adema´s SOω esta´ estrictamente incluida
en SOF . En el fragmento existencial de SOF , Σ1,F1 ,
podemos expresar cierto tipo de consultas booleanas
que no puede ser expresadas en SOω. Tambie´n defi-
nimos la clase de complejidad NPF y demostramos
que esta clase de complejidad es capturada por el
fragmento existencial Σ1,F1 .
Esta tema´tica se esta´ desarrollando como parte de
las tesis de maestrı´a y doctorado de dos investigado-
res de la lı´nea.
3. Me´todos de Acceso Me´tricos
Tomando como modelo para las bases de datos
no convencionales a los espacios me´tricos, surge
la necesidad de responder consultas por similitud
eficientemente haciendo uso de me´todos de acceso
me´tricos (MAMs). En espacios me´tricos generales
la complejidad se mide como el nu´mero de ca´lculos
de distancias realizados. Por ello, se analizan aque-
llos MAMs que han mostrado buen desempen˜o en
las bu´squedas, con el fin de optimizarlos au´n ma´s,
teniendo en cuenta la jerarquı´a de memorias.
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3.1. Dimensio´n Intrı´nseca
En los espacios vectoriales existe una clara re-
lacio´n entre la dimensio´n (intr´ınseca) del espacio
y la dificultad de buscar. Se habla de “intrı´nseca”,
como opuesta a “representacional”. Los algoritmos
ma´s ingeniosos se comportan ma´s de acuerdo a la
dimensio´n intrı´nseca. Hay varios intentos de medir
la dimensio´n intrı´nseca en espacios de vectores, co-
mo la transformada de Karhunen-Loe`ve (KL) y otras
medidas como Fastmap y, para espacios no unifor-
memente distribuidos, la dimensio´n fractal [1].
Existen so´lo unas pocas propuestas diferentes so-
bre co´mo estimar la dimensio´n intrı´nseca de un es-
pacio me´trico tales como el exponente de la distan-
cia [13], y la medida de dimensio´n intrı´nseca co-
mo una medida cuantitativa basada en el histogra-
ma de distancias [2]. Aunque, tambie´n parece posi-
ble adaptar algunos de los estimadores de distancia
en espacios de vectores para aplicarlos a espacios
me´tricos generales, como por ejemplo Fastmap y di-
mensio´n fractal.
Muchos autores [2] han propuesto usar histogra-
mas de distancia para caracterizar la dificultad de las
bu´squedas en espacios me´tricos arbitrarios. Existe al
menos una medida cuantitativa [2], pero ella no re-
fleja fielmente la facilidad o dificultad de buscar en
un espacio me´trico dado.
En aplicaciones reales de bu´squeda en espacios
me´tricos, serı´a muy importante contar con un buen
estimador de la dimensio´n intrı´nseca porque nos per-
mitirı´a decidir el ı´ndice adecuado a utilizar en fun-
cio´n de la dimensio´n del espacio. Adema´s, tener una
buena estimacio´n de la dimensio´n nos permitirı´a, en
algunas ocasiones, elegir la funcio´n de distancia de
manera tal que se obtenga una menor dimensio´n.
Este tema ha dado lugar a un trabajo final de la
Lic. en Ciencias de la Computacio´n, que esta´ en
desarrollo.
3.2. A´rbol de Aproximacio´n Espacial
Dina´mico
El estudio del A´rbol de Aproximacio´n Espacial
[9], uno de los MAMs que habı´a mostrado un muy
buen desempen˜o en espacios de mediana a alta di-
mensio´n, pero que era totalmente esta´tico, nos per-
mitio´ el desarrollo de un nuevo ı´ndice llamadoA´rbol
de Aproximacio´n Espacial Dina´mico (SATD) [10]
que permite realizar inserciones y eliminaciones,
conservando el buen desempen˜o en las bu´squedas.
Este logro ha sido importante ya que muy pocas es-
tructuras para espacios me´tricos son completamente
dina´micas.
El SATD es una estructura que realiza una parti-
cio´n del espacio considerando la proximidad espa-
cial; pero, si el a´rbol agrupara los elementos que se
encuentran muy cercanos entre sı´, lograrı´a mejorar
las bu´squedas al evitar recorrerlo para alcanzarlos.
Podemos pensar entonces que construimos un
SATD, en el que cada nodo representa un grupo de
elementos muy cercanos (“clusters”) y relacionamos
los clusters por su proximidad en el espacio. La idea
serı´a que en cada nodo se mantenga el centro del
cluster correspondiente, y se almacenen los k ele-
mentos ma´s cercanos a e´l; cualquier elemento a ma-
yor distancia del centro que los k almacenados, pasa
a formar parte de otro nodo en el a´rbol.
Esperamos ası´ obtener una estructura ma´s efi-
ciente en espacios donde de antemano se sabe que
pueden existir “clusters” de elementos y que apro-
vechando la existencia de los mismos mejore las
bu´squedas.
Otro aspecto a analizar es cua´n bueno es el agru-
pamiento o “clustering”que lograrı´a esta estructura,
lo cual podrı´a estudiarse haciendo uso de nuevas es-
trategias de optimizacio´n de funciones a trave´s de
heurı´sticas bioinspiradas, las cuales han mostrado
ser u´tiles en deteccio´n de clusters.
Estos temas han promovido un trabajo final de la
Lic. en Ciencias de la Computacio´n, en desarrollo
actualmente.
3.3. Join Me´tricos
El modelo de espacios me´tricos permite cubrir
muchos problemas de bu´squeda por similitud o pro-
ximidad, aunque en general se deja fuera de consi-
deracio´n al ensamble o “join”por similitud, otra pri-
mitiva extremadamente importante [4]. De hecho, a
pesar de la atencio´n que esta primitiva ha recibido en
las bases de datos tradicionales y au´n en las multi-
dimensionales, no han habido grandes avances para
espacios me´tricos generales.
Nos hemos planteado resolver algunas variantes
del problema de join por similitud: (1) join por ran-
go: dadas dos bases de datos de un espacio me´trico y
un radio r, encontrar todos los pares de objetos (uno
desde cada base de datos) a distancia a lo sumo r,
(2) k–pares ma´s cercanos: encontrar los k pares de
objetos ma´s cercanos entre sı´ (uno desde cada base
de datos). Para resolver estas operaciones de mane-
ra eficiente hemos disen˜ado un nuevo ı´ndice me´tri-
co, llamado Lista de Clusters Gemelos (LTC) [11],
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e´ste se construye sobre ambas bases de datos con-
juntamente, en lugar de indexar una o ambas bases
de datos independientemente. Esta nueva estructura
permite adema´s resolver las consultas por similitud
cla´sicas en espacios me´tricos sobre cada una de las
bases de datos independientemente.
A pesar de que esta estructura ha mostrado ser
competitiva y obtener buen desempen˜o en relacio´n a
las alternativas ma´s comunes para resolver las ope-
raciones de join, au´n queda mucho por mejorar pa-
ra que se vuelva una estructura pra´ctica y mucho
ma´s eficiente para trabajar con grandes bases de da-
tos me´tricas. De esta manera serı´a posible pensar
en extender apropiadamente a´lgebra relacional co-
mo lenguaje de consulta y disen˜ar soluciones efi-
cientes para nuevas operaciones, teniendo en cuenta
aspectos no so´lo de memoria secundaria, sino tam-
bie´n de concurrencia, confiabilidad, etc. Algunos de
estos problemas ya poseen solucio´n en las bases de
datos espaciales, pero no en el a´mbito de los espa-
cios me´tricos.
Este tema forma parte de la tesis doctoral de uno
de los investigadores de la lı´nea.
4. I´ndices Compactos para Texto
Un tipo de dato no convencional es el texto, en
e´l se necesita tambie´n realizar bu´squedas por simili-
tud; donde el problema de la bu´squeda aproximada
de un patro´n en una secuencia puede verse como:
sea T = T [1, n] un texto, y P = P [1,m] un patro´n
sobre el alfabeto Σ (con m << n) y un entero k,
se desea encontrar y devolver todos los substrings
en el texto T que sean una ocurrencia aproximada
de P , con a lo ma´s k diferencias. La diferencia en-
tre dos strings α y β se obtiene con la distancia de
edicio´n d; d(α,β ) es el mı´nimo nu´mero de inser-
ciones, eliminaciones y/o sustituciones de caracte-
res que se deben realizar para convertir β en α. Es-
te tipo de bu´squeda tiene aplicaciones tales como la
recuperacio´n de errores (en reconocimiento o´ptico
de caracteres, spelling), biologı´a computacional, co-
municaciones de datos, data mining, bases de datos
textuales, entre otras.
Una variante de los ı´ndices cla´sicos son los lla-
mados ı´ndices compactos que suelen aprovechar la
existencia de la jerarquı´a de memorias. E´stos fun-
cionan en espacio reducido y se pueden dividir en
dos grupos: sucintos y comprimidos. Una medida
popular de compresibilidad de secuencias es la en-
tropı´a de orden k-e´simo (Hk), segu´n lo definido por
Manzini [8]. Siendo s el alfabeto de una secuencia
de sı´mbolos S, n(i) el nu´mero de ocurrencias del
i-e´simo sı´mbolo, y n la longitud de S, otra medi-
da popular es H0(S) = Σ(n(i) log(n/n(i)). Sea
w una secuencia de longitud k y w(S) la subse-
cuencia de sı´mbolos de S que siguen a w, entonces
Hk(S) = 1/nΣ(|w|H0(w)) sobre todos los posi-
bles w. Se usa en aquellos ı´ndices comprimidos que
codifican un texto T de n sı´mbolos sobre un alfa-
beto s usando espacio de Hk(T ) + o(n log s) bits
y adema´s pueden buscar eficientemente patrones en
el texto. Observar que la codificacio´n llana del texto
toma n log s bits.
La idea de los ı´ndices compactos se diferencia de
la compresio´n pura en su capacidad de manipular
los datos en forma comprimida, sin tener que des-
comprimirlos primero. En la actualidad los ı´ndices
compactos pueden manipular secuencias de bits o de
sı´mbolos generales, a´rboles en general, grafos, co-
lecciones de texto, permutaciones y mapping, sumas
parciales, bu´squeda por rango en una y ma´s dimen-
siones, etc.
Indexacio´n con q-gramas. Un q-grama es una sub-
secuencia de taman˜o q de un texto. Un ı´ndice de q-
gramas es una estructura de datos que permite en-
contrar ra´pidamente en el texto todas las ocurrencias
de un q-grama dado. Existen distintas implementa-
ciones de ı´ndices para q-gramas. La ba´sica es un
arreglo de punteros de taman˜o |Σ|q . Cada posicio´n
del arreglo referencia a la lista de ocurrencias en el
texto del q-grama correspondiente. Una mejora a es-
te esquema de indexacio´n es reducir el taman˜o del
arreglo de punteros por medio de un hashing eficien-
te, sin una demora significativa en las bu´squedas.
Otro enfoque usa una estructura de trie construı´do
con los distintos q-gramas que aparecen en el texto.
Cada hoja del trie contiene un puntero a la lista de
ocurrencias del correspondiente q-grama en el texto.
Las implementaciones anteriores encuentran to-
das las ocurrencias de un q-grama dado en tiempo
o´ptimo en funcio´n del nu´mero de ocurrencias encon-
tradas. Pero todas sufren el mismo inconveniente: el
taman˜o del ı´ndice se vuelve impra´ctico al crecer la
longitud del texto. Existe un ı´ndice para q-gramas
que reemplaza las listas de ocurrencias con una es-
tructura de datos ma´s compacta, es el Lempel-Ziv
(LZ). En e´l, la estructura (hashing o trie) para los
distintos q-gramas, ahora llamada ı´ndice primario,
es au´n necesaria para proveer un punto de comienzo
para las bu´squedas. La representacio´n compacta de
las listas de ocurrencias toma ventaja de las repeti-
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ciones en el texto. La primera ocurrencia del string
sera´ llamada definicio´n y las siguientes se llamara´n
frases. Luego, cada ocurrencia de un q-grama es o el
primero de su clase o parte de alguna frase. La pri-
mera ocurrencia se almacenara´ en el ı´ndice prima-
rio y las dema´s se encontrara´n usando un parsing de
Lempel-Ziv[14] que usa la informacio´n sobre repe-
ticiones. El ı´ndice LZ encontrara´ todas las ocurren-
cias de un q-grama en igual tiempo que los ı´ndices
tradicionales.
Esta tema´tica se investiga en el marco de la tesis
de maestrı´a de un investigador de la lı´nea.
5. Conclusiones y Trabajos Futuros
Como trabajo futuro de esta lı´nea de investigacio´n
se consideran varios aspectos relacionados al disen˜o
de estructuras de datos que, concientes de que existe
una jerarquı´a de memorias y de las caracterı´sticas
particulares de los datos a ser indexados, saquen el
mejor partido haciendo´las eficientes tanto en espacio
como en tiempo.
Se trabajara´ en particular con estructuras de datos
compactas para textos, implementando un ı´ndice LZ
para q-gramas y estudiando su comportamiento en
comparacio´n con los ı´ndices tradicionales.
En el caso de espacios me´tricos, se intentara´ que
las estructuras se adapten mejor al espacio me´trico
particular considerado, gracias a la determinacio´n de
su dimensio´n intrı´nseca, y tambie´n al nivel de la je-
rarquı´a de memorias en que se deba almacenar. Es
importante destacar que estos estudios sobre espa-
cios me´tricos y sobre algunas estructuras de datos
particulares (como el SATD) permitira´n no so´lo me-
jorar el desempen˜o de las mismas sino tambie´n apli-
car, eventualmente, muchos de los resultados que se
obtengan a otras estructuras para espacios me´tricos.
Respecto de los lenguajes de consulta se conti-
nuara´ analizando la expresividad de distintas exten-
siones de FO y de posibles restricciones SO, con el
propo´sito de lograr caracterizar la clase de las con-
sultas computables sobre bases de datos no conven-
cionales.
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