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ABSTRACT
Work has continued toward fulfiliing the three main objectives of
this research effort. These are (1) to develop an operating earth
resources information system oriented toward applications in forestry,
(2) to provide techniques for scanning and interpreting aerial photo-
graphs e_:ziiatically to provide inputs to the information system, and
(3) to develop sampling designs which optimally utilize the information
system and supplementary remote sensor and ground data for resource
inventory, analysis and management decision making.
A preliminary systems analysis has been completed specifying
the equipment and software packages needed to build the information
processing, storage and retrieval systems. Programs have been written
for 0) the conversion of coordinate data from the map digi t izer to
FORTRAN accessible form, (2) the thinning of coordinate data; anJ
(3) the closing of boundaries.
A systems analysis and program development are completcd for test-
ing image matching procedures to be used for the automatic mapping of
forest resources using digitized stereopairs of aerial photographs.
Also, a program package for simulating scanned aerial photographs in
various orientations has been written to test the effects of the three-
directional rotations on digital image matching procedures.
Development of a linear discriminate function to automatically
classify forest types on panchromatic prints was continued. While the
LOF models performed well on the data used to estimate the coefficients
of the model, performance dropped considerably when the model was applied
to a new randomly selected data set. A new technique, called non-
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parametric density estimation, is being tried in an attempt to overcome
some of the deficiencies of the LDF.
Preliminary estimates of timber volume and growth were computed
for the Cosumnes Working Circie test area usin g a four-stage probability
sampling design, An estimated sampling error of 7.5 percent was ob-
tained on an estimated 2.5 billion board feet of timber present on the
area. A large-scale test of a five-stage forest inventory procedure
using Apollo 9 and aerial photographs was conducted on 10 million acres
in Louisiana, Mississippi, Arkansas and Georgia. A sampling error of
only 13 percent was obtained on an estimate of 2.2 billion cubic feet
of timber growing on 5 miilion acres in the Mississippi Valley, Only
5 primary sampling units defined by aerial photography and 10 ground
plots were needed to obtain the estimate.
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THE DEVELOPMENT OF AN EARTH RESOURCES INFORMAT164 SYSTEM
USING AERIAL PHOTOGRAPHS AND DIGITAL COMPUTERS
by
Philip G. Langley
David A. Sharpvack
Robert M. Russell
Jan van Roessel
INTRODUCTION
One of the great opportunities in the exploration of earth resources
from space is the development of a dynamic forest resource information
system based on the analysis of imagery and/or data obtained from remote
sensors. The system should be capable of supplying extensive up-to-date
information to resource p lanners on a regional or national basis. In
addition, it should be able to provide more intensive, in-place informa-
tion to resource managers in selected local areas, such as national
forests.
However, in either case, a comprehensive resource information sys-
tem containing complete, detailed and accurate data for every acre of
land over large areas is not now feasible for several reasons. First,
earth resource data obtained from spaceborne or airborne remote sensors
do not correlate perfectly with ground conditions, introducing errors
into the system. Second, certain detailed resource data can be obtained
only on the ground; for example, bole and growth measurements on forest
tree:. And third, even if complete data were available, there are not
enough computers available t,; feasibly handle them all. Therefore, the
only feasible method of obtaining detailed resource information, appli-
cable to large land areas, is by means of sample estimates based on a
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combination of spaceborne and/or airborne remote sensor imagery and ground
measurements. Each new resource survey serves to improve some aspect of
the information system and, as the information in the system improves;
each subsequent survey becomes more efficient.
The conduct of an extensive forest inventory using space and air-
craft photography, covering 10 million acres in Louisiana, Mississippi,
Arkansas and Georgia, was described at the Second Annual Earth Resources
Aircraft Program Review, NASA, MSC, Houston, Texas (Langley et al, 1969).
The sampling design used in that inventory is an extension of the design
used in tine more intensive inventory of the forest resources in the
100,000-acre Cosumnes Working Circle, Eldorado National Forest, being
used as a test site for this research study, It is these kinds of forest
inventories, based on remote sensor data, that we intend to implement
as an integral part of the forest resources information system.
Even though it is not feasible to collect detailed ground data on
every acre of land, it is feasible to have estimates of those data
associated with the location of timber stands of localized areas. Such
an area would be a national forest, a state forest or a private hcld-
ing, Information about the location of forest resources is as important
to the local manager as information about the quantity and quality of
those resources. Therefore, the resource information system being
developed at the Pacific Southwest Forest and Range Experiment Station
will accommodate detailed estimates concerning the resource base that
are described by strings of coordinates defining their boundaries.
Sample estimates are extended to individual parcels by means of statis-
tical techniques. Boundary information will also be useful in keeping
track of the location of sampling units in extensive surveys based on
data from satellites or aircraft.
In last year's annual report, we briefly discussed various aspects
of a forestry-oriented earth resources information system including
(1) the nature of the information system--its purpose and structure,
(2) the data inDL"S to the system obtained from the interpretation of
space and aeria! photos, and maps by either manual or automatic, methods,
and (3) the interaction between the infurmation system and multi-stage
sample surveys using spacecraft and aircraft imagery and data collecrea
on the ground.
This past year has been spent in further developing (1) the central
portion of the re-ource information system it^alf--the data handling
programs, (2) techniques for automatically processing pictorial data by
means of a photo scanner to provide data inputs to the information
system, and (3) a multi-stage sampling design utilizing spacecraft and
aircraft imagery for forest inventory. The remainder of this report
describes the progress made during the year in each of the three areas
mentioned above.
THE EARTH RESOURCES INFORMATION SYSTEM
Data Entry and Processing:
Previous work involved (1) a definition of capabilities the infor-
mation system should have, (2) an identification of likely problem areas,
particularly the question of the structure of the data base and the type
of storage medium to be used, and (3) the kinds of equipment needed--in
short, a preliminary systems analysis. Our analysis of the overall
structure of the system has proceeded to the point where detailed con-
struction of the software system can begin. This has consisted of
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obtaining equipment ( a Fend i! map digitizer), working out algorithms
for processing the data, and writing programs to test the algorithms
and to test data entry procedures with particular reference to minimiz-
ing and detecting human errors.
Our systems analysis began with a refinement (Fig. 1) of the
previously-produced system flow chart. It emphasized the division of
the information system into two main functions; (1) the esu;blishment
and maintenance of the data base, and (2) the processing of retrieval
requests. The first functicn allows for coordinate data entry of points,
lines end boundaries together with identification, and for entry from
punch cards of other detailed information. As the data are entered
they are checked for consistency, refined, if ..ecessary (e.g., removing
redundan t
 information) and out into machine format. Digitized graphical
information, such as the boundaries of sampling units or timber stands,
is combined at this point with related punch card information. The
finished data items are plotted on a digital plotter for the user to
check for correctness. Further entries can be made to correct errors.
The finished items are stored on disk or drum and also on magnetic tape.
An index to the data base is also constructed and stored,
The retrieval function begins with the user formulating a request
which is structured as a logical arrangement of relationships that must
cbtain in the items the user wants retrieved. The computer searches
the data base index to find and output items that satisfy the search
request.	 Output is in both printed and graphical form.
Underlyinq hot.,. functions is the question of the structure of the
data base and the type of storage medium containing it. The data hase
is in three parts; (1) locational items (points, lines, boundaries
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together with descriptor labels), (2) an inverted index to it showing
location of each descriptor, (3) the topography function giving eleva-
tions at grid points in the area covered by the data base.	 Parts (1)
and (2) are in the form of a multilist file with ring structure to pro-
vide efficient access. The topography is stared in a variable-grid
form (Boehm. 1967).
For rapid retrieval it is essential tear the data base be stored
in a random-access medium such as disk or drum. 	 it will aiso be stored
on tape as a backup. Computer systems not allowing permanent disk or
druni stora ge will have to copy the backup tap.. into the disk or drum
before doing retrieval. functions.
All programming is to be in ASA Standard Fortran and written to
facilitate conversion between computers. This is essertial to protect
the programming i nves,tmer.t .
Algorithms that have been devised concern the reduction of data
entering from the digitizer in the data-base section of the information
system . and the basic logical operations of the retrieval phase--the
two most critical areas of operation other than input and output.
The digitizer records lines and boundaries as a series of X-Y
increments taken at .01 inch intervals. These data may originate from
maps, space or aerial photos, or other kinds of remote sensor data.
There being more coordinate data than necessary by about a factor of
10, we developed an algorithm to thin out the unnecessary points. The
number of points deleted varies inversely as the degree of curvature
:n the line. When a boundary is recorded, the operator cannot always
finish at the exact starting point so we developed an algorithm which
automatically closes the boundary, or signals an operator error if the
discrepancy exceeds a predetermined amount. Another algorithm computes
	 -
the area within a boundary.
Critical	 retrieval	 processes	 involve
	
the determination of the
intersection and union of 	 two	 regions	 enclosed by	 boundaries;	 as such
two-dimensional	 processes	 are	 not "natural"	 to a computer whose proces-
sing	 is	 eFsentially	 linear.	 Workable methods	 have been devised and
tested	 but
	
this	 remains	 a	 problem area	 in which further work
	 is desirable.
in	 the course of developing algorithms we worked out an efficient
internal storage scheme for a line or boundary. Maximum and minimum
r
values of both X and Y are stored. In most cases, inspection of these
extreme points suffices to shoe that a given pair of boundaries cannot
intersect, or cannot have a union, thus short---utting time cons,:ming
calculations. The scheme also accounts for "multi-lobe" boundaries--
regions composed of two or more disconnected sub-regions.
Testing data entry procedure°_ received some attention due to the
importance of having correct data in the data base. First, we wrote a
program that prints out everything the digitizer has recorded on its
output tape. This is the first step in check i ng for accuracy and in
relating the recorded identification of each item cairn its actual content.
To provide a graphic means of checking and verificdtion, we wrote
a program that prints out everything the digitizer has recorded on its
output tape. This is the first step in checking for accuracy and in
relating the recorded identification of each item with its actual con-
	 nk
tent.
To provide a graphic means of checkin g
 and verification, we wrote
a program which plots by means of a digital incremental plotter every
NF.^!^1t'-'::'^^Y^u?►^Ol"r'.....c..► . .p• „iCa^f, ^ -^ , • ^+p '	 ^!"tii+ 7 : i. v . i:sa4r ^1^t0.°°
	a.s4c..^-^iLye
point, line and boundary that was digitized. The operator can then com-
pare this with the original. A common error is omission of items. The
plotter output quickly shows up missing items.
The plotting program was used in debugging the previous-mentioned
algorithms because in many cases a visual check on the results is the
quickest and best method to evaluate the effect of the algorithm.
We have identified some problem areas that wil: require close
attention as we proceed with our work. The question of input-output
efriciency is crucial if the final system is to be economica l..	 The	 ?l
trouble is that the computer will spend much of its time doing input
and output while searching the data base, yet modern computers are
relatively slow in this area. Also, the input-output supervisor; systems
found on most computers are not very flexible. The only solution,
short of acquiring very elaborate hardware, is in making maximum use of
available equipment through good program- p ing and systems analysis.
As we have indicated earlier, data entry is subject to human error.
This will continue to receive much attention. The best solution with
computer systems currently available seems to be to provide as much
interaction as possible between computer and user, tJ th frequent feed-
back to the user for manual checking. This is a bit awkward without some
kind of time sharing but a great deal can still be done using a batch
system terminal such as the Univac DCT 2000- 1 108 system available at the
Pacific Southwest Forest and Range Experiment Station where the investi-
gators are headquartered. Ultimately, of course, the algorithms in the
resource information system should be re-programmed for a time-shared
interactive computer system. This can come when a sufficiently economi-
cal system is developed for the kinds of processing and the size of data
8
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base characteristic of large-scale resources information systems.
AUTOMATIC SCANNING AND INTERPRETATION OF AERIAL PHOTOGRAPHS
Purpose:
The purpose of our research in automatic scanning and interpretation
of aerial photographs is to provide a rapid means for extracting data
about the forest resources from space and aerial photography. When
operational, the techniques we develop will be used at various stages
in our sampling designs. The research is aivided into two parts:
(1) the automatic crapping of forest resources using digitized stereo-
Dairs of aerial photographs, being conducted by Mr. Jan van Roe^:sei,
and (2) the automatic classification of forest types using single aerial
photos, being conducted by Mr. David A. Sharpnack.
AUTOMATIC MAPPING OF FOREST RESOURCF)' USING DIGITIZED STEREOPAIRS
T	 . _..,4...... ,....
Among the immediate objectives in automated ohoto interpretation
stated in the previous Annual Progress Report (Langley, Sharpnack, 1968)
were the following: (1) determination of the feasibility of rectifying
relief displacement through numerical correlation of stereo-images of
forested areas, and (2) determination of the feasibility of partial
rectification of relief displacement on sing'.e photos by referring to
t_dographic data stored in the resource information system.
The reason for pursuing these objectives is that the information
obtained through automated photo interpretation needs to be stored
according to its spatial position in order- to be of greatest value in
the earth resources information system (Langley, 1965). The first
objective refers to numerical correlation, o f digitized stereo-images
i I
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of forested areas. When this is feasible, the procedure will yield the
topographic information mentioned in the second objective. When the
second objective is realized the location of an automatically interpreted
spot on a single photograph can be converted to its spatial position in
the earth ccordir.ate system.
In addition, the above techniques would make possible automatic
contouring, automatic estimation and forest stand profi l es. and other
related techniques.
Previous Numerical Stereo-Correlation Work:
The TBM Corporation (1964) researched the feasibility of a digital
automatic mapping system under a contract awarded by the U. S. Army
Engineer A gency, GIMRADA. Two major approaches were tried: a sequential
system and a predictive system. In the sequential system, an attempt to
correlate a':l points in the stereopair is made; in a predictive system,
a limited number of points is matched to an extent determined by a
specified map accuracy.
In the sequential system the following correlation methods were
tested. (1) Successive parallax appr f ,ximatici. This method is based on
convergence to a solution by stages of increasingly accurate parallax
approximation and use of the correlation coefficient as a matching device
(2) Feature correlation.	 Portions of scans are classified into runs
according to gross transmittance and contrast. These characteristics
together with the len gths of the runs are criteria for matching.
(3) Phase alignment correlation. 	 A series of logical rules is used to
align corresponding wave shapes of gray-scale values and to identify
legitimate matched points.
10
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At a eater stage, IBM developed a predictive mapping system. The
basic correlation method used in this aoproach was that of the density
difference function, defined as a linear combination of gray-scale values
in a rectangular frame with the candidate point at the center.	 It was
based on the underlying idea that all x-directed char ges in density are
critical to the matching process.
The final technical report for the GIMRADA contract was published
in 1964, when the predictive mapping system was still under deveiopment.
Basic Considerations for a New Digital Mapping System:
The following basic considerations justify the development of a new
digital automatic mapping system for use in wildiand resource management:
I. The basic increase in speed of present digital computers makes
an automatic mappinq system feasible at a much lower cost per steren-
model than could be realized with the IBM system.
2. It would be advantageous to develop a system with minimum hard-
ware dependence. The IBM system required a modified Wild stereo-Con-para-
for to align the photographs before scanning. This is net necessary
when numerical stereo-correlation is performed in the y direction as
well as the x direction.	 Furthermore, all programs could be written in
standard FORTRAN and be made as machine-independent as pussible.
3. Better and more modern analytical photogrammetric techniques
than those incorporated in the IBM system could be used.
4. Recent developments in mathematical techniques and algorithms,
related to processing of pictorial information and topographic models
which could be used to an advantage in a digital automatic mapping
s/stem, have become available,
arqow^t ON 1 0.1 mill
5, The accuracy requirements for a resource-oriented syster.' are
different from thos- of a topographic mapping system.
Characteristics of the New Mapping System;
More specifically, the new automated mapping system would have the
following charact-e-istics: (1) the compilation of an entire stereo-
model would take several minutes instead of several hours, so that the
stated objectives would not only be technically feasible but also
economically attractive; (2) there would be a trade-off between the
cost and availability of man-power and computer time, so that the overall
operation could be adjusted to minimum cost level according to these
economic factors; (3) it would be possible to specify the accuracy of
the operation beforehand, so that no unnecessary information would be
purchased.
The Predictive Mapping System:
All of the above Characteristics can most likely be incorporated
in a predictive system.	 In such a system, the position on the right
photo of the point under consideration is predicted according to the
orientation matrices of they photographs and the terrain relief (Fig. 2).
A ray can be traced from a point p through the exposure station
C I to intersect with a terrain function Z(X,Y) at point P.	 From this
point, another ray is projected through the right hand exposure station
C r , to intersect with the right photogranh at the p redicated conjugate
position p. The center of the search area in which P's image is to be
found is on the right-hand photo.
The Analytic Aerotriangulation System:
Since a predictive system requires knowledge of the spatial posi-
tion and orientation of the aerial photographs, it has to incorporate
12
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rFigure 2. Geometry for a predictive mapping system.
an analytical aerotriangulation system. Not only does this system have
to have a relative orientation capability, but it should incorporate
strip-triangulation and block adjustm-nt as well. Th?s will permit
the information of all stereo-models to be related to one overall coor-
dinate system by which it is stored.
The Terrain Model;
The IBM Corporation utilized the average elevation of four surround-
ing points to predict thr elevat i on of an enclosed point. A more sophis-
ticated prediction device can be constructed with the help of mathematical
terrain models. A surface fitting technique can be used to fit a surface
through a set of elevations obtained from a stereo-plotting instrument.
An intersection technique can then be developed to obtain the intersection
point P.
This technique not only permits accurate prediction, according to
the best information available, but also insures feasibility of the
second objective mentioned in the introduction--partial rectification of
relief displacement on single photos. The topographic information can
be stored as a matherr.at;cal terrain model. Whenever a bit of informa-
tion at point p (Fig. 2) has to be located spatially, the XYZ coordinates
of P can be computed by intersecting a ray from p with the terrain
model.	 4
Since the terrain function can be obtained either from a stereo-
plotting instrument or from XYZ coordinates -:ompvted from the matched
points themselves, it is clear that the terrain model will allow trade-
off between manual stereoplotting and automatic contouring, with both
of these alternatives as the extremes. Moreover, the establishment of
the terrain model can be exczuted as an iterative process, in which the
14
model will be upgraded until finally the prespecified accuracy ►vill have
been obtained.
Finally, with a mathematical terrain model, the compilation of a
contour map can be considerably simplified, since simple and fas t-
algorithms can be used to generate contours from the model,
The Image Matching Technique
a
In the IBM predictive system, the density-difference function was
employed to match conjugate images. Such a function was defined as a
iinear combination of sums of gray-scale values in a rectangular frame
with the candidate spot at the center. An example is the following
density difference function;
f ( D) x' y = D 2 i D 1 + n3 - D4	 n
where D l , D 2 , D 3 and D 4 represent the sums of the gray-scale values in
the four q!iadrangles of the rectangular frame, as indicated in Figure 5.
In the final technica! report on the IBM Optimized Digifal Automatic
Mapping System, the above function was reported as most successful for
the test models used.
To find conjugate images for any given point, the first local
maxima of the density-difference functions obtained from the left and
right search areas are determined. When these maxima are above a
certain threshold, the positions at which they occu7 are taken as
conjugate points. The form of the density-difference function was
empirically determined.
In the proposed mapping system, the density-difference function
approach will most likely be used, since it is clear that such an
15
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approach does not require any multiplications or divisions or other
time-consuming machine operation, as r--quired for the computations of
correlation coefficients.
However, the information obtained from a frame, as in Figure 5,
can be used more efficiently when several simultaneous density-difference
functions are used, resulting in a multi-dimensional function vector.
An outlying point can then be determined for the left search area where
this vector obtains the greatest distance from its average value,
instead of searchinc, for a one-dimensional maximum. For the outlying
point, a matching point can be found in the right search area, namely
whe y' Lhe distance between the vector of the outlier and the function
vec. : of the right hand densi:v-difference function is smallest.
Research Objectives
I q accordance with the above considerations it was decided that
the ,-,-search for the automatic mapping system had to take place along
the lire indi(-dted by the following objectives;
1. Installation of an efficient and precise aero-triangulation
system including strip-triangulation and strip as well as block ad-
justments.
2. Development of a scanner simulator. This simulator would
have to produce artifical scanned aerial photographs in which the most
important variables could be controlled at will, so that their effect
on the matching process could be evaluated.
3. Investigation of mathematical terrain models, and the develop-
ment of a projected ray-terrai ,i model intersection technique.
4. In,,estigation of the efficicocy and stability characteristics
16
of various corre'atiun criteria--es pecia l ly density-difference function
methods--applicable to a predictive ma p ping system.
5.	 Invest;yation of the feasibility of a predictive mapping
system with the predictive and matching systems developed by using
simulated photographs.
o. Development of a protcr-type mapping system.
7. Testing of this system on real and simulated photographs to
op timize performance of the various components and overall performance.
York Accomplished
An analytical aerotriangulation system was developed, using the
strip triangulation and strip and block adjustments programs by
schut (1968).
These programs were found to be best suited for incorporation into
an automatic mapping system. Tha strip triangulation program provides
uoth the exposure station coordinates and the orientation matrices of
the photographs, which are essential in the prediction process.
The system is organized so as to make the input mode as simple as
possible; a special editing program makes it possible to dispense with
point identification numb:rs. The programs are linked so t.iat the
user never has to handle an intermediate deck of data cards.
Several test strip triavigulations and adjustments were performed.
The Scanner Simulator
The development of the scanner simulator :vas reported in the
Quarterly Progress Repc,rt, January 1 to March 31, 1969.
The approach taken was to form a mathematical terrain model from
measured elevations. In the 1^ Y plane of this model, a generated pattern
is inserted. The facsimile of a photo-scan is then obtained by ;projecting
17
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a ray down to the model from the generated scan positions on the photo-
graph, intersecting the ray with the model, dropping a perpendicular
from the intersection point to the pattern, and assigning the indicated	
X
gray-scale value to the scan position on the plate. The procedure is
repeated with different exposure station coordinates.
Each photog raph can be rotated through a specified orientation
matrix to test the effect of various decrees of tip and tilt on the	 s
matching procedures.
Different patterns can be inserted in the XY plane of the same
terrain modei, so that the effect of different patterns can be tested
also.
A stereo-pair of simulated photographs is shown in Figure 3.
The pattern ;nserted was a hypsocline chart obtained from the terrain
model. Another pattern used was produced by a semi-random pattern
generator. In this program a semi-random pattern is produced from a
-et of random numbers whiO are subjected to a double summation pro-
cedure and then translation into gray-scale values,
The Mathematical Terra:n Mode; and the Intersection Tec hnique
Mathematical terrain models can be developed with polynomials,
orthogonal polynomials, or Fourier transforms. Because of previous
experience the approach taken was the orthogonal polynomial terrain
modei. So far, work has been done only on modeis with elevations ob-
tained at equal., spaced grid points.
With the present procedure, rrthogonal polynomial models are
fitted through the elevation points in the x-direction at the various
y-locations. Identical models are subsequently fitted through the
18
Figure 3 ' 5tereopair of simulated scanned aerial photographs.
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coefficients of the same power of the x-direction m,)dels. This gives
rise to the following function:
m	 n
f(x i , yj) =kYl p k (xi) i
`, aik p i (yj)
where n and m are the powers of the modes in the x and y directions
respectively and p  (x l ) and p  (yj ) are the orthogonal polynomiai
values generated with the three-term recurrence relation described by
Forsythe (1958). The a lk are the function coefficients which describe
the terrain.
A theory has been developed to obtain orthogonal polynomial ter-
rain functions for elevations obtained at une q ually spaced locations,
using an iterative procedure. This theory has not been tested so far.
Meanwhile, Hayes (1969) has published the algorithm that is the two-
dimensional extension of the three-term recurrence relation and can be
used to fit a surface through non-equally spaced elevation points in
a direct way. This aigorithm will be p rogrammed and tested also.
The development of a procedure for une qually spaced elevation
points is necessary, since the use of an outl i er technique, described
earlier, will result in sets of conjugate points whose planimetric
positions will not be an equally spa%ed grid.
The ray-terrain model intersection procedure has been developed.
The basic solution is indicated in Figure 4A. The ray from the point p
is extended through the exposure station to intersect with a convenient
elevation plane at the point P, where the function 7 (X,Y) is evaluated.
The elevation plane is then raised to the calculated elevation at the
point Q. The intersection point P' of the ray with the raised plane
is again determined and the function value computed at that point. The
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elevation plane is then raised to the computed value at Q'. This pro-
cedure is repeated until the intersection is established with a pre-
scribed tolerance. That is, the elevation of the plane does not change
more than the tolerance. However, this solution does not converge in
all cases. The solution vas therefore refined (Fig. 4B) as follows:
When the elevations at the points Q and Q' are available, a plane is
fitted through those points, and the point where the ray intersects
with this slanted pane is determined. This point gives rise to an
elevation at point T, which can then, be used to improve the attitude
of the slanted plane to converge at the intersection point R. This
procedure has been found to yield a fast solution in all cases.
Development and testing of Stereo-"latching Methods
A program was wr;;ten for the testing of various matching methods.
The input for this program consists of a 32 x 32 pictorial matrix
composed of 0-7 grzy-scale values. This matrix is taken as the left-
hand image of a stereopair. The right-hand matrix consists of an
identical matrix to the left-hand one, but rotated through a specified
orientation matrix. Especially kappa rotation (rotation in the plane
of the image) results in a relative shift of the y. and y positions of
the gray-scale values which resembles parallax distortiun. The result-
in; stereopair is therefore well suited to test the stability charac-
teristics of the matching methods. The other important characteristic
to be tested is the matching speed.
The foliowing matching methods were considered: (1) The correla-
tion coefficient method. Correiarion coefficients are computed betwe'2n
gray-scale values in Equal sized rectangular frames on the left and
right photo.	 Pcints where the correlation coefficient is maximal are
21
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Figure. 4. Geometry of ray-terrain model intersection technique.
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matched.	 (2) The squared error method. Identical to the first method;
however, here the squared error is computed instead of the correla-
tion coefficient. 	 (3) The absolute difference method. With this
method, instead of squaring the difference between the gray-scale
values, the sum of the absolute differences is com puted.	 (4) The multi-
dimensional density-difference function method, using the Hadamard
transform. This method will be described more extensively in another
section.
The Hadamard Transform Method
The characteristics of the Hadamard transform are similar to those
of the Fourier transform, but it assumes square waves, rather than
sinusoids (Pratt, et al, 1969). The Hadamard transform, just as the
fast Fourier transform, is actually an offshoot of a statistical ex-
perimental design technique developed by Yates, and used in the analysis
of factorial experiments.
The Hadamard transform can be obtained with very fast computer
algorithms based on Yates' algor i thm. Only additions and subtractions
are made. The transform elements are linear contrasts of the original
pictorial elements. F. set of Hadamard transforms is therefore a
multidimensional density-difference function vector.	 Figure 5 illus-
trates how a 2 2 Hadamard transform is computed.
D l : D 2 , D3 and D4 represent the gray-scale values in a 2 x 2
pictorial matrix. The sum and the difference of these values are
computed in the x direction in step 1. This procedure is repeated on
the results of this step but in the y direction. In step 2 a matrix
is obtained consisting of four values of four density-difference
functions composed of all possible linear combinations of the four gray-
23
D3 + D4 +
D l D2
D l	- D 2 -
D 2 D4
D 3 D4
D l D,
D3+Dl D4+D2
D 2+D4 (D3-D4)
D l -D3 D2-D4
D 2-D4 (Dl-D3)
Step 1	 Step 2
Figure 5. 2 2 Hadamard transform procedure.
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scale values.	 Value (l,l) is the sum of al l
 elements.	 I2 Is interest-
ing to note that in optical image correlation (Krulikoski, et al, 1968)
the total is blocked so as to eliminate the influence of the difference
of total gray-scale values of both photographs on the correlation process.
The same can be done in Hadamard transform image matching by merely
deleting the first transform element. Hence, the overall tone of the
photograph does not play a part in the matching process. Incidentally,
the density-difference function empirically selected by IBM as being
optimal for their test models consists of the sum of the density-dif-
ference functions of the Hadamard transform elements, when the first
element is deleted.
A Hadamard transform routine was developed based on Yates'
algorithm and the programming method indicated by Pratt, et al,(1969).
This routine calculates a transform for 2 3 pictorial matrix with a
maximum of 64 density-dif ference function values. It consists of sets
of nested loops, the execution of which is terminated by indicating
the transform level. 2 13 	 2 p transform elements will be computed for
the p th level of computation.
Several matching methods utilizing the Hadamard transform were
programmed. The one currently under consideration computes the trans-
forms for all points in an n x m matrix on the left photograph. While
the transforms are computed, a running a verage transform is computed.
Outiying transforms with the greatest distance to the running average
transform are stored. The distances from these outlier point trans-
forms to the transforms or all other points of a k x 1 matrix on the
right photograph are computed and the points with minimum distances
are taken as matching points.
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Performance of the Matchin q Methods
Results of computer trials of the matching methods testing program
revealed that the first three methods would be considerably slower than
the fourth one--the mult-dimensional density-difference function method.
Most of the matching method research was therefore concentrated on this
approach. In this category there are basically three matching methods
corresponding to the three resolution levels of the 2 3 x 2 3 Hadamard
transform.
A resume of a set of tests of the transform method for each of
the three resolution levels was presented in the third Quarterly Progress
Report (April 1 to June 30, 1969). 	 In summary, it cal be concluded
that all 64 points were matched correctly at resolution level 1 with
kappa equal to 2°. Conversely, the number of correct matches drops to
only 11 with kappa equal to 8°. Even at resolution 3, the number of
correct matches rises only to 15. However, it is significant to note
that no matches were in error by more than one scanner spot position
at resolution level 2. This level of accuracy might be quite sufficient
in many analyses involving natural resources.
Recently, significant improvements it .hatching speed were real-
ized. A 23 factorial experiment was performed to determine the effects
of the foliowing factors on the matching speed of the Hadamard trans-
form method ror resolution level I: (A) number of spots in the search
area on the left photograph, (B) number of spots in the search area in
the right photograph, and (C) the number of out' l ers used.
The following high and low levels of these factors were used:
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TABLE 1
Low A: 4x4 left search area
Low B:	 12x12 right search area
Low C:	 1 outlier used
High A: 8x8 left search area
High B:
	
16x16 right search area
High C:
	 10 outliers used
The results of this experiment were es follows:
Factor Elapsed	 time Effects Factors and
Combination miIIisec (millisec) interactions
Low A,B,C 58 130 M
High A; Low B, C 78 12 A
Low A,C;High	 B 93 29 B
High A,B;Low '. 111.6 0 AB
Low A,B;High	 C 122 44 C
High A,C;Low B 148 1 AC
Low A;High	 B,C 202 11 BC
High	 A,B,C 229 0 ABC
Excluding factor M, the most significant effect in this experi -
ment is in factor C, the number of outliers used. An increase of C by
nine outliers cost 44 milliseconds, or approximately 5 milliseconds per
outlier. A second conclusion that can be made is that an increase in
the left search area of 48 s pots (factor Al results in an increased
time of 12 milliseconds. Since this is mostly time used to compute the
transforms, it can be concluded that the computation time for one trans-
form is approximately 0,25 milliseconds. Increasing the right search
area by 112 spots would therefore result in an increased transform time
of 112 x 0.25 = 28 milliseconds, compared to the E effect of 29 milli-
ki
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seconds, from which it can he concluded that the transform speed is inde-
pendent of the size of the search area under the conditions tested,
Applicability of the Developed Methods in a Predictive Mapping System 	 a
A preliminary system was developed incorporating the previously
outlined approaches to the prediction and matching parts of the proposed
digital automated mapping system.
In the present program a matching grid is generated in the plane
XY (Fig. 2).	 F )r each of the grid points the elevation is determined
by means of the orthogonal polynomial terrain function. The three cbject
space coordinates are then used to project the point onto the left and
right photographic plats. The left and right search frames are subse-
quently filled with the pictorial matrices surrounding the projected grid
points on which the Hadamard transform matching technique is applied.
Once the matching points are established, the object space coordinates
of the match points can be computed and an upgraded terrain function can
be fitted to the elevation data. To date this last part has not been
programmed.	 It requires the algorithms for surface fitting the non-
equally spaced data points. When this part of the p rogram is completed,
it will be poss i ble to test matching performance by start;ng with a per-
fect terrain fLinc, ion. The elevations obtained from t he match data can
then be compared with the elevations provided by the terrain function at
those pints so that a mean square error can be computed.
Two alternative corms of a predictive prograci are possible. The
matching grid is generated on the left hand photo and the intersection
technique is employed, but not until the left outliers on the left photo-
graph have been determined. This method would resuit. try a more accurately
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predicted position. The matching grid is generated in the terrain model
plane. Aster the outliers have been determined, the intersection tech-
nique is used tc determine their conjugate positions. With this approach
less iteration is required in finding the intersection point,
Both of the above approaches will be tested to determine which
one should be incorporated in the prototype map p ing system.
In a present test with s4mvi ated photogra phs based on the double
summation semi-random pattern, the Hadamard transform match:no technique
with the first resoluticn level applied to 64 match points distributed
evenly over the simulated photogra phs yielded 61 points correctly matched.
One point was two scanner spot positions off, whi!e two spots were more
than three	 scanner spot positions off. The x-parallax	 in the generated
pictures varied from	 1-10 scanner spot positions.
Development of a Prototype Matching Systen.
The present program for testing with simulated photograohs wili 	 be
expanded into a prototype mapping system. Preparations	 to this	 goal
rave been	 initiated.	 Frograms are new available	 for copying selected
portions of the picture tares, so that the stereo-coverage can be readily
obtained.
work in Progress
Work to refine the Had3mard transform matching method will continue.
A surface fitting program utilizing the surface fitting method
described by Hayes (1969) will be developed. Once this has been accompiished,
the performance of the mapping system can bo evaluated on a better statis-
tical bases.
The different forms of the prediction process will be programmed
and tested.
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Finally, the work towards the development of the prototype system
has started and such a system will be realized in the near future.
AUTOMATIC INTERPRE'iATION OF FOREST TYPES
Work Accomplished
Work on automating photo interpretation of forest types continued
using the Chailengz Experimental Forest as its study area. As reported
in iast year's annual report, the basic data for this study is a grid of
cells J04 inches on a side superimposed on 9x9 inch aerial photos (Fig.o).
Each cell contains a 20 x 20 array of density measurements made on a
lathe-type helical scanner by the National Bureau of Standards. E'ght
density levels were.
 recognized. By standard methods of photo interpreta-
tion, each cell was assigned to one of the eight forest type listed in
Table 3.
The LDF Model
The development of the linear discriminant function (LDF) was con-
tinued during the year. A summary of the major steps in building the
model fellows. Observations to estimate coefficienn, for the LDF were
randomly selected from each population. The first sample selected had
2; cells drawn from each of the first 4 types ;openconifer, conifer.
conifer-hardwood and hardwood-conifer). The discriminating variables in
node] 1 were as follows:
M l ...,M4 = first four sample moments of the 400 grey-scale dersity
spots in each cell
G = average absolute change in gray-scale between adjacent
spots
R = r3ti0 of mean to variance, a possible measure of cluster-
ing
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Figure 6. An example of type boundaries and grid cells used in developing
classification models to distinguish between forest SL^nds of different
species composition. The area shown is part of the Challenge Experimental
Forest. The above photo was taken with panchromatic film and a Wratten 12
("minus blue'') filter while the vegetation was in the summer seasonal state.
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Type
No. Code
1	 Oc
2	 C
3	 CH
4	 HC
H
6	 D
7	 0
8	 M
Type Name
Open Conifer
Conifer
Conifer- Hardwood
Hardwood-Conifer
Hardwood
Developed
Open
Miscellaneous
Description
Conifer forest with low density
as in selection cuttings
Mixed conifer with only occasional
hardwood
Conifer with up to 50 hardwood
Hardwood with ip tc 50% conifer
Pure Hardwood
Town of Challenge and surrounding
residential area
Clear cut areas
Small areas not in first 7 types
Table 3. Ground cover types for Cha l lenge Experimental Forest
11
31
it
Table 4. Results of LDF Models.	 Hotelling's	 T 2 Statistic	 Probabilitiesi7
Model	 1 Model	 2 Model
	 3 Model 	 4 Model	 5
M l 0 0 0 0 0
M2 0 .298 x	 10
-7
0 290 x 10-4
.0954 .541
.275M3
M4 0 0 0 .0457 .0470
G .238 x to -6 .00465 0
R .687 x 10 0
-4C .125
	
x 10 0 0 0 0
FND .28692
M2 0 0 0 0 0
M2 .179 x 10 -6 .298 x 10 -7 .0899 .00181
f
M3 .702 x 10 -5 .000230 .0266
M2 .402 x 10 -6 .195	 x	 10 -7 .0687
V2
.118
	 x 10-5
R
2,
.286 x 10-4
P 2 .0700 0
F .2i5
A .387 
x	
10 -6 0
Number of
Forest Types 4 4 4 4 4
Sample Size 25 25 25 25 50
% Misclassified 2 0 61 57 46
Anderson' ^U
Statistics .5618 .8196 .6323 .5192 .1941
.# Test Cases
in	 the Sample 100 100 8939 5074 6196
17The probability of making an error wher saying that the means of a given
variable are different in the 5 forest types
See Anderson (1958) page 187
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Figure 7. Distribution of correct and incorrect predictions of forest
types shown in Figure 6: = correct; blank = incorrect; / = not pre-
dicted.
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NC = constant term
FND = sum of all possible squared distances between all spots
of the same gray-scale, summed over all gray-scale values.
	 1
MI,....M4 , G 2 , R 2 = the squares of the first 6 variables
Table 4 shows the probability of making an error in rejecting the
hypothesis that the means are equal when using Hotelling T 2 statistics.
Zero probabilities reflect the limit of accuracy of the computer approxi-
mation to the F distribution. Model I misciassified only 2 of the
orig i nal 100 sample points used in estimating the coefficients. O f the
variables used, only M3 and FND had large T2 probabilities (Table 4).
When these two variables were dropped, one less observation was misclassi-
Pied. When all but 5 variables ( M l , r12 , M4 , C, M ` ) were dropped, all
observations we re classified correctly (model 2).
Model 2 was then used to classify all cells on the photos. However,
the performance was very poor; 6g'/, of the cells were incorrectly classi-
fied according to the original criterion of forest types. Hence, some
of the variables that had been dropped were included back in the model
(model 3). Model 3 shows that at the best stage in this process, 61% of
the cells were misclsssified. This is slightly better than the 75% mis-
classification expected from random assignments to populations but not
of any practical use.
A map was made showing the :ells that had been classified correct-
ly (Fig. 7). There were far fewer errors in the lower left corner of the
picture (Fig. 6) than in the upper right corner. Two facto , -s could cause
this difference. As distance frcm the center of the photo increases the
trees appear to lean more. This is called radial displa:.ement. Conifers,
^4
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which appear a, rough circles in the center of the picture, tend to ap-
pear triangular at the edge of the picture. In addition, the lower
left corner is the frontlighted portion of this picture and the upper
right the backlighted portion.
To try to remove these differences, two variables were added to
the model. The angle (A) between the sun and a cell, with apex at the
photo center, was used to account for lighting differences. The distance
of a cell from the photo center (P) was included to compensate for radi l
displacement. The square of this distance was also included in model 4.
With this modei, the number of errors was reduced to 57% of the 5074
cells on which predictions were made.
In order to include a fifth forest type, a ,. ,w sample was selected
by drawing new ceiIs from the list of cells belonging to each population.
A fifth type--open areas--was included and 50 observations were drawn
from each of the five types. The data base was also reduced to one
photo -
b
ecause of tape errors. All the variables were egain included
in a model and eliminated one at a time using the T 2 statistic to select
the variables to be dropped. Additionally, the error rate in classi-
fying all 6196 cells on the photo was used to assess the effect of
dropping particular variables. In some of the models there was a very
noticeable correlation between predicted forest type and position (P)
on the picture. This is a result of the reduction of the data base to
one photo. The particular pattern of forest types on this one photo
is somewhat regular with type 2 largely near the center and types 3 and
4 in the corners (Fig. 6). The testing of whether the position variable
is of any real use must wait until more photos are added to the data base.
35
'^ ^.t N	 P	 n	 t,•
• pig  -	 - 
The best model, number 5, misclassified 465'0 of the cells. This	
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is still not of any practical use but is good enough to consider further
developments. A major source of error
	
to be dealt with,	 both	 in the	 LDF
models and	 in all	 the other methods,
	
is	 the	 broad classification of
forest types. Small	 clearings,	 roads,	 and	 small patches of other types
are not separated from the broad forest type
	
in which	 they	 fall. The
r
small	 size
	
of the	 sample cells,	 however,	 allows the majority of a cell
to be different from	 its	 ''true''	 type.
Suggested Improvements	 to the LDF
Several	 things	 can be done	 to reduce	 the number of misclassifica-
tions	 from the LDF model.	 First,	 the	 assiooment of ''tt'ue"	 types is	 being
reviewed to refine the original classification proceuure. Second, the
experience with type 7 (open areas) suggests that small openings and
roads could easily be extracted from a photo before considering other
types. A final stage could then reassign areas below a stated size to
the surrounding forest type. A third possibility is to consider the
LDF results as preiiminary classifications which would be refined by
analyzing the size and position of clusters of cells of a given forest
type. This possibility will be considered later.	 In addition, the
inclusion of multi-spectral imagery and three-dimensional variables
bred on the automatic methods described earlier in this report can be
expected to improve the accuracy of classification.
In addition to work on the LDF, two other methods of ciassifica-
Lion were worked on during the year: Fourier transforms and non-parametric
density estimation,
36
Fourier Transforms
The use of Fourier transforms is really an extension of the LDF
model but is treated separately because of the unique nature of the
variables used. The two-dimensional Fourier transforms of each of the
250 sample cells used in the LDF model were calculated. Since the fast
Fourier transform routine re•,uires the dimensions of the cell to be
powers of Two, a 16 x 16 (instead of a 20 x 20) array of density spots
was used for each cell. This provides 256 coefficients in the transform.
The coefficients were used as variables in the LCF model. Coefficients
which provided little or no discrimination were eliminated. The final
model which contained 27 coefficients predicted only 36% of a new
sai ,ple of 250 cells correctly.
The first coefficient of the transform provided most of the dis-
crimination.	 It is equal to the mean density of the cell. This is
the same variable that was found very important in the LDF using
moment variables. The results of using the Fourier transforms were not
considered good enough to carry this approach any further. Furthermore,
the cost of computing large numbers of Fourier transforms is prohibitive.
Non-Parametric Density Estimation
The LDF that v.,e have been working with is the "optimum likelihood
ratio classification rule" which is applicable if the populations to
which an observation is to be assigned have mi ll tivar'-ate normal distribu-
tions.
The variables we have been working with are not all normally
distributed. Therefore the LDF is not the optimum rule and theoretical-
ly can be improved upon. The likelihood ratio criterion assigns a new
un.;ervation to the population with the highest probability density in
A
I
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the neighborhood of the new point.
The OF works by dividing the total variable space into areas
where a given population has the highest density based on the assumed
normal distribution and the estimated mean vector and covariance matrix.
This is done before any new points are observed. The non-parametric
density estimation technique works by directly estimating the density
for each population in the neighborhood of each new point to be classi-
fied. This estimation is done at the time a new point is to be classi-
fied.
Consider 250 known sample cells as being plotted in n space. The
n coordinates of a cell are the n variables calculated from the 400
density reedings in the cell. The classification rule can be reduced
to the following:
1. Place a sphere of radius r around a new point (•:ell) to be
classified.
2. Count the number of known sample points from each population
falling within, the sphere.	 Call this n,
i 
for the i th population.
3. Assign the new point to the i th population for which n./N, is
maximum. N,i is the total number of known sample point y for the i th popu-
Iation.
The development work for this method cuns;sts of finding the
optimum radius of the sphere and the optimum method of measuring dis-
tance in the variable space. Methods of reducing the number of known .
sample points which must be retained will also be investigated.
A preliminary test of the method using the same seven variables
used in the best LDF model gave promising results. After standardizing
the variables by dividing by their standard deviations, a radius of
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1.0 and the usual Euclidean distance was used to classify 62.5ro of a
new sampl? of 250 cells correctly. Thus without any optimization in
either the radius or the distance func':ion, the results are better than
the best_ LDF model tried. Therefore further development seems justi-
fied.
THE COSUMNES WORKING CIRCLE STUDY - ELDORADO NATIONAL FOREST
Work Accomplished
R:^search in forest inventory techniques by means of multi-stage
probability sampling, incorporating more than one scale of aerial
photography and ground measurements, was continued. The information
nec-ded to formulate the sampling probAbiiit-et,, is obtained from the
data bank of the resource information system and the ?nterpretation of
intermediate scale aerial imoge-y by either manual or automatic means.
An estimated sampling error of 7.5 percent was calculated for the
r.s • .0nated totaltim ►-er voiume of 2.6 billion board feet present on the
IOU,000-acre Cosumnes test area. In obtaining this estimate, 42 ground
plots were used; 237 trees were measured on a subsampling basis with a
precision optical dendrometer.
The sample design consisted of four stages--three of the stage:
involved photograph,, . Statistically, this design was similar to the
five-stage inventory (Langley et al, 1969) using Apoilo 9 photography
(see Appendix) except that, in the Cosumnes inventory, the first stage
incorporating space photography was omitted.
Plans for Next Year
The next phase of the Cosumnes studv will be the incorporation of
the high altitude RB-57 imagery flown by 	 ' A in July, 1969, When this
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imagery is received, rew timber stand classifications will be made from
which a sjbsample will be drawn an y rephotographed at a larger scale--
probably with 70rrei color photog raphy. Predictions as to the timber
volume by species wil! be related to the around data already in hand.
Then, an attempt will be made to improve tie data base to the extent
possible using a'.1 available information.
When the data base is updated, an experiment kill be set up to
autocratically scan selected imagery, including the multi-spectral
Hasselblad imagery obtained from the RB-57, and correlate the results
with the best predicted volumes available in the information system.
If successful, we will be able to begin autc;nating portions of the
photo interpretation work -seeded in the various ieveis of the multi-
stage sampling procedure.
At the completion of these phases of the study, we will be well
on the stay toward havirg a versatile, dynamic forest resources informa-
tion system.
0
40
4 t
	 .
1
i;
LITERATURE CITFD
Anderson, T. W.	 1958. An introduction to multivariate statistical
analysis.	 Wiley Public, in Stat. New York, N. Y. PP 187.
Boehm, R. W.	 1967. Tabular representations of multivariate fcnction,,
with applications to topographic modeling. Rand Corporation,
Memo RF1-4636-PR.
use of orthr3onal polynomials
computer, J. Soc, Indust, Appl.
q the orthogonal polynomials used
The Computer J., Voi, 12, No, 2
Forsythe, G. E.	 1957. Generaticio and
for data fitting with a digital
Math., Vol. 5, pp 74-88,
Haves. D. G. 1969. A method of storin
for curve and surface fitting.
pp 148-150.
IBM C_,roraticn.	 1964, Optimized automatic map compilation system.
Final Report, Inte-n&tional Business machines Corporation.,
Federal Systems Division, Rockville, Maryland,
Kruli;,owsky, S. J., Kowalsky, D. C., F. R. Whitehead, 	 1968. Coherent
optical parallel processing. 	 Bendix Technical J. Vol. I, No, 2.
Langley, P. G.	 1965• Autorratinq aerial photo inte-pretation in
forestry--how it works and what it will do for you. Soc. Amer.
Foresters, Proc, Detroit, Mich, pp 172 -177.
Langley, P. G., R.C. Aldrich and R.C. Heller. 	 1969. multi -stage sam-
pl'ng of forest resources by using space photography--an Apollo
9 case study, Proc. Second Annual Aircraft Program Review,
NASA MSC, Houston, Texas,
Langley,P. G., D. A. Sharpnack, 	 1968. The development of an earth
-esourccs infcrmation system usinq aerial photographs and digital
computers, Annual Progress Report, NASA Contract No. R- 09-038 -002,
30 Sept. 1968, Forestry Remote Sensing Laboratory, Berkeiey, Calif.
pp 26.
P r att, W. K., J. lane and H. C. Andrews, 	 1969. Hadarrard transform imagE
coding.	 Proc, of the I.E.E.E., Vol, 57, No, I.
Schur, G. H. 1968. A FORTRAN program for the adjustments of strips
and blocks by polynomial transformations. National Research Council
of Canada, Div. of Applied Physics, Ottawa, Canada, Publ. AP-PR 33,
41
sue..
'lrti+.'.`^?^a.: ^	 - -	 _	 9Y+tt+:^rE^ r^..•... e. _.a^iln,rr.r.	 —	 -	 -	 _..,^
APPENDIX
MULTI-STAGE SAMPLING OF THE FOREST RESOURCE
WING SPACE PHOTOGRAPHY"
An Apollo 9 Case Study
by
Philip G. Langley I/
--
Robert C. Aldrich?/
Robert C. Heller 3/
ABSTRACT: Found in the i'roceedinos of the Second Annual Earth Resources
Aircraft_ Pregran Review, MSC, Houston, Texas, September 16, 17
and 18, 1969.
One of the great national opportunities in the exploraticn of
earth resources from space i s the development of a dynamic forest inven-
tory systen based on the analysis of imagery obtained from remote sensors
and newly prescribed sampling techniques. To this end, is pilot timber
inventory was undertaken on 10 million acres of land in Louisian,,
Mississippi, Arkansas and Georgia using plictography ta ken fi-om the Apo I'r'
5 s pacecraft. To increase °ampling efficiency, 1/60,000 scale polaroi..,
1/12 : 000 sza;e 70mm, and 1/2,000 scale 70r.m color aerial plictographs
were used with the space photos in a stratified, five-stage prchability
sample design. The sampling probabilities in three of the five stages
were proportional to the predicted timber volume contained in the popu-
lation units by interpreting the space and aerial imagery. The sample
desi gn, developed specially for this study, yields un`•iased estimates
that are independent of the q uality of the imagery. The _,dmpling errors,
i/ Project Leader, Forest Measurements Research, PSW Forest aidRange Experi-
ment Station, U.S.D.A. Forest S., rvice, Berkeley, California.
1/ Principal Research Forester, Remote Sensing Researcri, PSW Fores t_ and
Range Experiment Station, U.S.D.A. Forest Service, Berkeley, California
i
I Project Leader, Remote Sensing Research, PSW Forest and Range Experi-
ment Station, U.S.D.A. Forest Service, Berkeley, California.
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on the other hand, are inversely pendent on the quality of the photo
data. Hence, high quality multispectra'. imagery in concert with more
sophisticated pictorial analysis techniques improves the precision of
the survey by this method. The bes, results in this pilot inventory
were obtained co 5 million acres in the Mississippi Valley area where
a 58 percent reduction in the sampling e , ror was attributable to the
information obtained from the Apollo 9 photography, The sample design
developed for ichis study is equally a pplicable to the survey of agri-
cultural as well as forestry resources from space.
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