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Abstract—In this paper, a short-term load forecasting approach
based network reconfiguration is proposed in a parallel manner.
Specifically, a support vector regression (SVR) based short-term
load forecasting approach is designed to provide an accurate load
prediction and benefit the network reconfiguration. Because of
the nonconvexity of the three-phase balanced optimal power flow,
a second-order cone program (SOCP) based approach is used
to relax the optimal power flow problem. Then, the alternating
direction method of multipliers (ADMM) is used to compute
the optimal power flow in distributed manner. Considering the
limited number of the switches and the increasing computation
capability, the proposed network reconfiguration is solved in a
parallel way. The numerical results demonstrate the feasible and
effectiveness of the proposed approach.
Index terms— Electrical distribution system, network re-
configuration, alternating direction method of multipliers, sup-
port vector regression, semidefinite relaxation programming,
convex optimization, optimal power flow, short-term load
forecasting
NOMENCLATURE
G The graph for PDS with a node set and a
link set: G = [V , E ].
ω ω is a linear combination coefficient of
SVR, 1
2
ωTω indicates the flatness of the
regression coefficients.
b b is an offset coefficient of SVR.
C C is a trade-off parameter of SVR.
γ γ is a parameter of (Gaussian) radial basis
function.
ε ε is an adjustable precision parameter,
which indicates the training error threshold.
Rrisk The objective function of designed for the
SVR.
ϕ1, ϕ2 Two positive acceleration coefficients for
velocity updates of each particle in the PSO.
θ1, θ2 Two independently random variables with
uniformly distributed range (0, 1) for veloc-
ity updates of each particle in the PSO.
ηΩg The best position vector among all particles
in PSO.
α
Ω
i3
The vector of position of the i3th particle
in PSO.
ν
Ω
i3
The vector of velocity of the i3th particle in
PSO.
η
Ω
i3
The vector of the best historical position of
the i3th particle in PSO.
Vi The complex voltage on bus i.
Ii The complex current to bus i.
zij The complex impedance between bus i and
bus j, zij = rij + ixij .
Sij The branch flow Sij = Pij + iQij .
Pij The real power Pij = |Iij |
2rij .
si Power injection on bus i.
I. INTRODUCTION
The network reconfiguration is a convenient way to reduce
the system loss, maintain the voltage profiles, and balance the
system load by opening and closing the limited number of
switches [1]–[4]. The developing load forecasting technology
can provide the load deviations in the periods between two
scheduled time points, which is usually ignored by traditional
network reconfiguration approaches. Considering the stochas-
tic deviation of load profiles in distribution system, it is imper-
ative to build a dynamic and efficient network reconfiguration
approach [5]–[10]. In this paper, a support vector regression
(SVR) based short-term load forecasting approach is employed
to cooperate with the network reconfiguration to minimize the
system loss.
Although most parameters in the SVR can be solved in a
convex manner, several parameters (can be defined as hyper-
parameters) cannot be determined by a similar way. The
optimization of these hyper-parameters is an indispensable
issue in SVR, which dramatically impacts the efficiency and
performance of the forecaster [11]–[14]. Specifically, a two-
step parameters optimization approach is proposed with grid
traverse algorithm (GTA) and particle swarm optimization
(PSO). Considering the distributed computation frameworks
in [15]–[18], the hyper-parameter optimization of SVR is de-
signed based on ”Mapreduce” idea to optimize the parameters
in parallel and reduce the computation time in this paper.
In this paper, we are focusing on the three-phase balanced
distribution system, and many heuristic methods are used to
solve this problem. However, they are easily trapped into
local minimums and heavily impacted by the initial points [7],
[19], [20]. To overcome this shortage, a distributed network
reconfiguration approach is proposed for the distribution sys-
tems with convex relaxation. Specifically, a second-order cone
program (SOCP) based approach is used to relax the three-
phase balanced power flow problem [21], [22]. Then, the
alternating direction methods of multipliers (ADMM) provides
a distributed method to solving the relaxed optimal power flow
problem [23]. With the decomposition and dual ascent alternat-
ing, the ADMM can solve the relaxed network reconfiguration
problem with a quickly convergence speed. Considering the
increasing computation capability, a parallel searching manner
is designed to traverse all the permutations of the switches, and
determine the best configuration to minimize the system loss.
The paper is organized as follows. In Section II, the
flowchart of the proposed approach is introduced. In Sec-
tion III, the SVR based approach is used to short-term forecast
the distribution loads. In Section IV, based on the branch flow
model, the OPF problem is relaxed with SOCP and solved with
ADMM. In Section V, the numerical results are presented to
validate the proposed approach. The conclusion is presented
in Section VI.
II. THE ARCHITECTURE OF THE PROPOSED APPROACH
As shown in Fig. 1, the proposed approach consists of
two parts, the short-term load forecasting and distribution
system network reconfiguration. Both of them are designed
in distributed manner to effectively organize computation
resources and reduce the time consumption.
As shown in the left part of Fig. 1, in the part of short-
term load forecasting, the optimization of the hyper-parameters
contains GTA and PSO to avoid be trapped into local mini-
mum. In the first step, the global solution space is spitted by
the GTA into the local solution spaces. In the Map phase,
because of the independency among the local solution spaces,
they are traversed by GTA in parallel. In the Reduce phase,
one or several local solution spaces are selected with the
minimum training errors. In the second step, the selected
local solution spaces are optimized by the PSO in the similar
manner. Then, the optimal parameters can be generated after
comparison in the Reduce phase. Finally, the short-term load
can be forecasted with the optimized hyper-parameters.
As shown in the right part of Fig. 1, in the part of distribu-
tion system network reconfiguration, a three-phase balanced
distribution system model is built with the forecasted load
profiles. The SOCP is used to relax the three-phase balanced
optimal power flow problem into a convex problem. In the
Map phase, the ADMM is used to compute the three-phase
balanced optimal power flow in parallel. Considering the very
high speed of ADMM, in the Reduce phase, all the statuses
of the switches are traversed and compared to get the global
optimization results. Considering the limited number of the
switches in the distribution system, all the permutations can
be traversed in a parallel manner to determine the optimal
configuration. Finally, the system loss can be reduced with
the optimized distribution reconfiguration results.
III. SVR-BASED SHORT-TERM LOAD FORECASTER
A. SVR Formulation
In this part, the SVR-based short-term load forecaster is
trained by the collected historical data to get the optimal hyper-
parameters. The objective function of the Kernel based SVR
can be built to minimize the forecast error with the soft margin
as follows:
Rrisk = min
ε,ω,ξi1 ,ξ
∗
i1
,C,b,γ
{
1
2
ωTω + C
n∑
i1=1
(ξi1 + ξ
∗
i1
)} (1)
Subject to 

L′i1 − f(xi1) 6 ε+ ξi1 ,
− L′i1 + f(xi1 ) 6 ε+ ξ
∗
i1
,
ξi1 , ξ
∗
i1
> 0.
(2)
where in (1),f is a Kernel based regression function, i1 is
a time index, 1
2
ωTω indicates the flatness of the regression
coefficients, the second item is the tube violation, C is a trade-
off coefficient between the first two items, ξi1 and ξ
∗
i1
indicates
the two training errors. In [11], the risk function (1) with the
constraint (2) can be derived to a dual problem with Karush-
Kuhn-Tucker (KKT) condition. However, the parameters γ, C,
and ε are still need to be determined, which are the critical
factors to the performance of the forecaster [11], [24]. The
detail derivative of the SVM or SVR and its dual forms can
be found in [11], [24]. Then, as shown in Fig. 1, a two-step
based parameter optimization approach is designed to compute
the optimal parameters.
B. Two-step parameter optimization
Because the parameters γ, C, and ε cannot be solved
with the convex optimization, they are be defined as hyper-
parameters in [25]. There are several approaches are proposed
for the hyper-parameters such as random search, sequential
search, and Gaussian process [25], [26]. Considering the
complexity and feasibility, a grid traverse search based two-
step hyper-parameter optimization is proposed for the SVR
based short-term load forecasting [12].
1) First Step: the GTA Procedure: As shown in Fig. 1,
the GTA procedure is the first step for the hyper-parameters
optimization, which aims to traverse the global solution space
into one or several local solution spaces. In the second step,
the local solution spaces can be searched with the PSO based
approach. The proposed approach is based on the increasing
computation capability and new computer cluster cooperation
soughs, for example Mapreduce. In the first step, the three
hyper-parameters are initialized with their upper bounds, lower
bounds, and grid searching steps. Then, a traversing vector H
can be generated as a finite multi-Cartesian product, which is
critical for the Mapreduce process. Hj2 is an element in H.
For eachHj2 , the loss function of SVR Rrisk can be computed
independently. As shown in Fig. 1, they can be computed in
parallel to reduce the computation time. In the last step, the
minimum Rrisk is selected. In addition, if several Hj2 are
selected, all of them are transmitted to the second step for PSO
optimization. In real-applications, if there is high requirement
for the time consumption, the GTA can provide good enough
parameter optimization.
2) Second Step: the PSO Procedure: In this paper, the PSO
procedure is designed as a “fine” optimization for the hyper-
parameters, which can be implemented as the scenarios with
less time consumption requirements.
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Fig. 1. The flowchart of the proposed approach.
Algorithm 1 GTA for Hyper-parameter Optimization
Objective: Shrink the global solution spaces into one or
several local solution spaces.
Initialization: Hyper-parameters initialization and multi-
Cartesian product generation for the GTA.
Grid Traverse Searching: For each core or each pro-
cess, assign the Hj2 to compute the Rrisk , which can be
computed in parallel with the Mapreduce model.
Determine Local Solution Space: Collected all the
results, and select the local solution spaces with minimum
Rrisk.
After initialization of the particles, for particle i3, its veloc-
ity and position can be computed as following:
ν
Ω
i3
(t) =νΩi3(t− 1) + ϕ1θ1(η
Ω
i3
−αΩi3(t− 1)) (3a)
+ ϕ2θ2(η
Ω
g −α
Ω
i3
(t− 1)),
α
Ω
i3
(t) =αΩi3(t− 1) + ν
Ω
i3
(t), (3b)
where the acceleration coefficients are defined as ϕ1 and ϕ2,
θ1 and θ2 can be seemed as two independently weightiness
coefficients, the best historical position and the best position
are defined as ηΩi3 and η
Ω
g , respectively, and hyper-parameter
Ω = [γ C ε]. αΩi3(t) and ν
Ω
i3
(t) are the position and velocity
vectors, respectively.
IV. DISTRIBUTION SYSTEM NETWORK
RECONFIGURATION
The topology of a distribution system can be represented in a
graph with buses and branches: G = [V , E ]. Then the branch
flow model can be built as follows [21], [23]:
si =
∑
j
Sij −
∑
k
(Ski − lkizki), (4a)
vj = vi − 2(rijPij + xijQij) + (r
2
ij + x
2
ij)lij , (4b)
lij = (P
2
ij +Q
2
ij)/vj , (4c)
where lij := |Iij |
2, vi := |Vi|
2, Sij , Pij , Qij and zij indicate
the complex power flow, active power, reactive power, and
impedance on branch ij ∈ E , Sij = Pij+ iQij , Pij = |Iij |
2rij
and zij = rij + ixij .
During the operation of network reconfigurations, the topol-
ogy of the distribution system is keeping radial and avoid
any loops. Considering the characteristics of the three-phase
balanced distribution system, the SOCP relaxation inequalities
can be represented as follows [21], [23]:
|Sij |
2
vi
≤ lij , (5)
where (5) can be used to instead of (4c) as the inequalities
constraints. In this paper, the objective function is defined as
total line loss as follows:
F =
∑
E
Pij , (6)
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Fig. 2. (a) The IEEE 123-bus based distribution system, (b) the error distribution of short-term load forecasting.
TABLE I
RESULTS OF NETWORK RECONFIGURATION
No. Scenario Bus No. Opened Switches Original PLoss New PLoss Loss Reduction
1. Load Increasing 83 TS-3, TS-4 54.2 Kw 36.7 Kw 32.28 %
2. Load Increasing 300 TS-2, TS-3 42.4 Kw 31.5 Kw 25.71 %
3. Load Increasing 95 TS-3, TS-4 78.5 Kw 67.0 Kw 14.65 %
4. Load Increasing 49 TS-1, TS-4 17.6 Kw 13.4 Kw 23.86 %
5. Load Decreasing 47 TS-2, TS-4 39.4 Kw 22.3 Kw 43.40 %
6. Load Decreasing 108 TS-1, TS-4 24.1 Kw 20.1 Kw 16.59 %
7. Load Decreasing 250 TS-3, TS-4 29.5 Kw 26.8 Kw 9.15 %
8. Load Decreasing 56 TS-1, TS-2 35.2 Kw 33.7 Kw 4.27 %
where the constraints contain (4a), (4b), (5), and the basic
physical constraints:
Vi,min ≤ Vi ≤ Vi,max, (7a)
Iij ≤ Iij,max. (7b)
Considering the ADMM, the objective function (6) with the
constraints (4a), (4b), (5), (7a), and (7b) can be decomposed
into a dual problem. The detail derivatives of the ADMM can
be found in [21], [23].
During the parallel traverse of all statuses of the switches,
the topology of the distribution system is keeping as a radial
network without any loops, which can be formulated as [1]:
rank(A) = N − d, (8a)∑
E
aij = N − d, (8b)
∑
Ek
aij = Mk − 1. (8c)
where A is the adjacency matrix of the graph G, d is the
number of slack bus, N is the number of buses V , Mk is the
number of branches in path Ek, and aij is an element of A:
aij =
{
1, if bus i and bus j are connected,
0, else.
(9)
Considering the limited number of switches, the proposed
approach is designed to traverse all the permutations and
determine the optimal configuration of the distribution system.
For example, the modified IEEE 123-bus system with 4
switches indicates 16 scenarios with all the permutations of the
switches [1]. With the topology constraints discussed above,
the number of scenarios can be reduced in different scenarios.
Then, considering the independency of each configuration
(permutation), all the permutation can be implemented into
different cores or processes and computed independently,
which dramatically reduces the computation time and keeps
the convexity to get the guaranteed optimization results.
V. NUMERICAL RESULTS
As shown in Fig. 2(a), the test bench is based on the
IEEE 123-bus distribution system, and four initially opened tie
switches TS-1, TS-2, TS-3 and TS-4 are added to make the
system topology changeable, and the detail information can
be found in [1], [27]. A test load data set is from a partner
utility’s distribution feeder.
A. Short-term Load Forecasting
The test load data contains four seasons of one year, and 30
days are selected for each season. The proposed SVR based
load forecasting approach is used for 1-hour-ahead sliding
window forecasting with 1 second resolution. The training data
is 5 times as the test data. The distribution of the forecaster
errors is shown in Fig. 2(b). The mean absolute precentage
error (MAPE) is 2.23%, normalized root-mean-square error
(NRMSE) is 4.03%, and more than 80% of the errors are
accumulated between (-3.1%, 3.1%).
B. Network Reconfiguration
As shown in Table I, considering the load increasing, for
example, in scenario 1, with the forecasting results, there
is a load increasing 20.31% in bus 83. The system loss
reduces 32.28% with the proposed approach. For the load
decreasing, for example, in scenario 5, with the forecasting
4
TABLE II
PERFORMANCE COMPARISON
Methods Loss Reduction Computation Time (s)
GA based traditional 17.87% 107
Proposed Approach 21.24% 30
results, there is a load decreasing 55.4% in bus 47. The system
loss reduces 43.40% with the proposed approach. The average
loss reduction for the load increasing scenarios is 24.13%,
the average loss reduction for the load decreasing scenarios is
18.35%, and the total average for all scenarios is 21.24%.
C. Comparison
As shown in Table II, compared with the traditional network
reconfiguration approach with the genetic algorithm (GA), the
proposed approach has less computation time and more loss re-
duction. Furthermore, the proposed approach is more intuitive,
and convenient for implementation in different programming
language such as python and Matlab.
VI. CONCLUSION
In this paper, a short-term load forecasting based network
reconfiguration is proposed to reduce the distribution system
loss dynamically. Instead of the static load measurements
at the scheduled time spots, the short-term load forecasting
approach can provide the accurate future load profiles, which
contains more information for the network reconfiguration.
With the SOCP, the OPF of the three-phase balanced distribu-
tion system can be relaxed into a convex problem and solved
with ADMM. The optimal reconfiguration is generated by the
parallel computation with traversing all the permutations of
the switche status. The whole proposed approach is designed
as a distributed computation approach.
In the next step, with the increasing penetration of renew-
able energies, the wind and solar power will be considered,
and other system such as traffic system with electrical vehicles
will be also considered in the future research.
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