Computing the eigenvectors and eigenvalues of a given Hermitian matrix is arguably one of the most well-studied computational problems. Yet despite its immense importance, and a vast array of heuristic techniques, there is no algorithm that can provably approximate the spectral decomposition of any Hermitian matrix in asymptotic bit-complexity o(n 3 ). Inspired by the quantum computing paradigm, we introduce a new perspective on this problem that draws from the theory of quasi-random, or low-discrepancy sequences -a theory which has been unconnected to linear-algebra problems thus far.
Introduction

State-of-the-art algorithms for approximate spectral decomposition
Computational problems related to linear algebra are, arguably, the most well-studied class of problems. These problems arise in a vast array of fields of science and engineering, ranging from complexity theory to machine vision. One of the major computational problems of this field is computing the spectral-decomposition of a Hermitian matrix. There is a massive body of literature on different ways to compute the spectral decomposition of a matrix, ranging from reductions to some echelon matrix, say Hessenberg form, to iterative methods like the Jacobi algorithm, with numerous special cases of this problem being treated differently to improve stability and run-time complexity [5, 16, 8] .
As with many other problems in computer science, one typically considers an approximate spectral decomposition of a matrix. Thus, given a matrix A, we are usually interested not in its exact eigenvalues / eigenvectors, which may be very hard to compute, (and possibly very long to describe once computed), but rather in an approximate decomposition: Definition 1. Approximate Spectral Decomposition -ASD(A, δ) Let A be some diagonalizable matrix. An approximate spectral decomposition of A, with accuracy parameter δ is a set of vectors {v i } n i=1 such that each v i has Av i − λ i v i = O(n −δ ), for some number λ i , and
Ideally, we would like the ASD to be asymptotically no harder than multiplying two integer matrices, i.e. have a running time of O(n ω ). However, until now it was unknown whether this is true. In [12] the authors show how to compute the ASD in time O(n 3 ). Then, in [4] the authors propose to apply a recursive version of the QR decomposition (or a similar rank-revealing decomposition) to find an ASD of a real symmetric matrix in arithmetic time O(n ω+ν ) for any ν > 0. However, it is not clear whether or not this algorithm has a similar bit-complexity, and whether or not it has the same performance for general Hermitian matrices -as worst-case analysis is not shown for either case.
Main Contribution
Inspired by recent quantum computing algorithms [6, 14] , we introduce a new perspective on the problem of computing the ASD that is based on low-discrepancy sequences. Roughly speaking, low-discrepancy sequences are deterministic sequences which appear to be random, because they "visit" each small sub-cube of their ambient space approximately the same number of times that a completely random sequence would (for formal definition see 5). We recast the ASD problem as a question about the discrepancy of a certain sequence related to the input matrix. Specifically, we will consider sequences generated by integer multiples (modulo a large prime) of the vector of eigenvalues, and try to have this sequence behave as "randomly" as possible, i.e. have low-discrepancy as a sequence. Hence, in sharp contrast to previous algorithms, instead of the computational effort being concentrated on revealing "structure" in the matrix, our algorithm is actually focused on producing random-behaving dynamics.
An important application of our approach is a new upper-bound on the bit-complexity for the ASD of any Hermitian matrix.
Theorem 1.
For any constants ν > 0, δ > 0 there exists a randomized algorithm B that for any n × n Hermitian matrix A computes an ASD(A, δ). B has bit complexity O(n ω+ν ).
Quantum inspiration
Our algorithm is inspired by recent results of Harrow et. al. [6] , and Ta-Shma [14] . These results suggest that quantum computers may have an exponential advantage in solving a wealth of linear algebraic problems over classical algorithms. Inspired by these results we treat spectral decomposition as a form of unitary evolution, corresponding to the Schrödinger equation.
Specifically, [6] present an algorithm that given a linear system of equations Ax = b, when A is O(1)-sparse (i.e. constant number of non-zeros in each row), produces a quantum state x, which implicitly holds the solution to the set of equations. Using this state, one can compute certain predicates on the solution. The algorithm runs in time O(κlog 2 (n)/ε), where κ is the conditioning number of A, and ε is the additive error to the solution, thus providing an exponential speed-up over the best classical algorithm that one could hope for. A newer algorithm by Ta-Shma [14] shows that one can carry out such inversion even in logarithmic quantum space, compared to the best known classical space complexity standing at O(log 2 (n)). In addition, [14] shows how to to perform other linear-algebraic tasks such as SVD, and eigenvalue decomposition in quantum logarithmic space -tasks which are not known to be possible in classical space better than O(log 2 (n)). A turnkey for both algorithms above is the well-known quantum-computer routine called "phase -estimation" [11] , that was initially invented in order to measure the eigenvalue corresponding to a given eigenvector (quantum state) of some unitary matrix. Specifically, given a unitary matrix U , and one of its eigenvectors v, the phase estimation routine returns an approximation of the eigenvalue λ v , corresponding to v, up to arbitrary precision. We employ the phaseestimation routine in a non-standard and incidentally, non-quantum way, and then append it with techniques from random number generation, and matrix perturbation. We discuss our intuition in greater length in Section 1.4.
Proof overview 1.4.1 From quantum phase estimation to eigenvalue filtering
As mentioned above, we build upon the quantum phase estimation routine, and employ it in a somewhat non-standard way. The quantum phase-estimation routine, dating back to Feynman [11] estimates the eigenvalue of a unitary operator U , given one of it's eigenvectors. By linearity, when applying this routine to a sum of eigenvectors (or "super-position" in quantum lingo) each eigenvector is then attached to it's corresponding phase, in an auxiliary subsystem (ancilla). Given the input matrix A, it is natural to apply the phase estimation routine to its exponentiated matrix e iA . Quantumly speaking, this amounts to simulating the unitary evolution of a quantum state under a time-independent Hamiltonian A, by the Schrödinger equation. We now consider the behavior of this routine, when we use just one bit of precision for the phase register, and also postselect on that bit to be 0. It turns out that it is equivalent to applying the linear operator , and then normalizing to unit norm.
For the reader familiar with Dirac notation, we can describe this procedure in three steps as follows: We first attach an ancilla register to the vector |v , and for integer m, apply the unitary U m = e 2πiAm , conditioned on the value of that register:
Applying the Hadamard transformation H we get:
Finally, post-selecting on the ancilla qubit being 0, the output vector (quantum-state) becomes ("collapses") the first summand above, so the returned vector is:
Hence, the phase estimation routine behaves as the following linear "filter":
This operator, when raised to some p-th power has the following effect: for any eigenvector corresponding to an eigenvalue that is "ε-close" to the origin of S 1 = [0, 2π), its corresponding component in v is attenuated, in absolute value, by a scalar approximately (1 − ε 2 ) p , whereas any eigenvector that is, say, "2ε-far" from the origin is "hit" by a much larger attenuation. Hence, if there is just one eigenvalue that is ε-close to the origin, whereas all other eigenvalues are at least 2ε-far, then applying this operator will result in a large polynomial relative gain of this eigenvector w.r.t. all others. In fact, even for values of p that are logarithmic in n, the filter will introduce a relative polynomial gain of this eigenvector over all other eigenvectors. Thus, applying the filter to a random vector v where all eigenvectors have a similar gain essentially "distills" from v the eigenvector that corresponds to the eigenvalue closest to the origin. Our algorithm builds upon this "filter" behavior, and appends it with sufficient randomization techniques, to assure that the eigenvectors are sampled both efficiently and uniformly at random.
Motivating equi-distributed sequences
A desirable property, arising from the filter dynamics described above is to have the eigenvalues behave approximately as uniform independent random variables. If that were the case, then indeed one could expect that for sufficiently many trials, and appropriate choice of ε, each eigenvalue will survive inside the smaller ε-filter for many trials, whereas all other eigenvalues will be expelled outside the 2ε-filter, for at least one trial. In Section 4 we analyze a toy-model version of our algorithm, under such a very strong assumption, i.e. that all the n eigenvalue residuals are independent uniformly random variables on [0, 2π).
However, in the "real world" achieving such perfect randomness is very hard. A major constraint on our ability to generate randomness, is that we must preserve the eigen-structure of the problem, i.e. we are only allowed to modify the eigenvalues, but the eigenvectors must remain approximately the same. This immediately rules out the possibility of, say, multiplying the input A by some random matrix.
Instead, we choose to do the following: we approximate the exponentiated matrix e 2πiA , up to 1/poly(n) precision, and then raise the resulting matrix to some very large integer m ∈ N, which may be poly(n) large. Note, that when we do so, the eigenvectors of e 2πiAm are the same as those of A (up to approximation error), whereas its eigenvalues λ i are mapped by
where {x} is the fractional part of x. It is thus our goal that the residuals of integer multiples of the eigenvalues behave approximately as a uniform i.i.d. distribution. In literature, such behavior has been extensively studied, under the name "low-discrepancy" sequences.
Definition 2. Multi-dimensional discrepancy
For integer s, put I s = [0, 1) s . Given a sequence x = (x n ) N n=1 , with x n ∈ I s the discrepancy D N (x) is defined as:
where χ B (x n ) is an indicator function which is 1 if x n ∈ B and 0 otherwise, and B is a non-empty family of Lebesgue-measurable subsets of I s . In this work, we choose B as the set of all s-products of intervals
For example, it is known that if the eigenvalues λ i are irrational, then the worst-case additive deviation for any cube between its volume, and the number of elements that land inside it tends to 0 as N → ∞. This is known as the equi-distribution theorem [3] which is a special case of the ergodic theorem. This is, however, only a limit-type theorem, whereas we are interested in finite-length sequences, of size polynomial in n. Furthermore, even considering the case of the identity matrix A = I shows immediately that one cannot achieve low-discrepancy in general: the residuals of all integer multiples of any eigenvalue is 0.
Hence we arrive at the following problem: for an n × n Hermitian matrix A, with eigenvalues {λ i } i∈ [n] consider the following sequence of eigenvalue residuals:
where {x} is the fractional part of x ∈ R. This is an n-dimensional sequence of M elements. Given the input matrix A we ask: can we find a Hermitian matrix A ′ , near A, i.e. A − A ′ ≤ ε, such that S(A ′ ) has low-discrepancy for some M = poly(n) ?
How to get randomness quickly
Getting low-discrepancy sequences from small intervals An immediate obstacle to overcome is the input distribution of eigenvalues. For example, if our input matrix A has eigenvalues λ i that can be represented as a rational number by very small integers, say 1/2, then the integer residuals of these eigenvalues {λ i m} , m ∈ N, will be none other than two specific values: 1/2, and 1, thus making equi-distribution impossible.
On the other hand, it is known that if we are allowed to have our initial "seed" of residuals {λ 1 } , . . . , {λ n } be sampled uniformly i.i.d. on some fine grid of [0, 1), then its corresponding sequence of integer residuals
has very low discrepancy, O(1/M ) w.h.p. This happens, intuitively, because if each value is drawn on a large interval, then it will most likely fall on "interesting" rational numbers, whose residuals by integers m will not get "locked" into some small set. Hence, it is natural to ask whether one could perturb the input A, so that the perturbed eigenvalues become i.i.d. uniform. Alas, it is apparent that to achieve uniformly random eigenvalues on [0, 1), the magnitude of such perturbation will be prohibitively large, and would hence completely obliterate the eigen-structure of the matrix. So to achieve this goal, we prove a "robust" version of known theorems on "seeds" of sequences with low-discrepancy: we show that if one is willing to settle with a somewhat higher discrepancy O(1/ √ M ), then one can sample the initial seed on intervals of size 1/ √ M instead of [0, 1). This corresponds, as we'll see, to perturbing the input matrix A, by an additive perturbation of strength A / √ M . In other words, we can balance the requirement for preservation of eigenstructure, and sufficient randomization, by perturbing the eigenvalues by a small amount. For sufficiently large M = poly(n), the perturbation has a negligible effect on the overall accuracy. Lemma 1. We are given integer N , with prime divisor M = θ(N a ) for some constant a > 0, and an integer s = O(log(N )). There exists a constant b > 0 such that the following holds: Let g = (g 1 , . . . , g s ) ∈ N s , such that each coordinate g i is independently chosen uniformly on some interval
A key assumption required by this lemma, is that the initial seed of the sequence, i.e. the vector of eigenvalues, is distributed on a product of contiguous intervals, and not just arbitrary set. This is somewhat reminiscent of the fact that the seeds of low-discrepancy sequences are in fact a "dense" set of the high-dimensional real unit cube, so sampling from contiguous intervals, indeed finds such low-discrepancy seeds with high probability.
Relaxing to pairwise independence The second major hurdle to overcome is the speed of convergence. In other words, how large does M need to be as a function of sequence dimension s. It is conjectured that even if a vector g is uniformly random on [M ] s , M would need to be 2 Ω(s) to assure the discrepancy of the sequence of residuals {gm/M } m∈[M ] is vanishingly small. However, such M is prohibitively large for our purposes, since it would require s = n steps of fast-exponentiation, leading to complexity O(n ω+1 ). In other words, in order to get an approximate n-wise independence behavior for the n-dimensional sequence corresponding to the integer residuals of all eigenvalues simultaneously, we would need a much larger run-time.
Therefore, we re-analyze our toy-model algorithm in Section 5 based on the weaker assumption that the eigenvalue residuals are just pairwise-independent, and show it is still able to sample an approximate eigenvector for each eigenvalue. To make our eigenvalue-filtering process work, even under the weaker pairwise independence assumption, we devise an "eigenvaluetournament" carried out in several successive iterations. In each iteration we focus only on the "surviving" eigenvalues (those inside the filter) from the previous round, and discard all others. We then show, that with approximately equal and non-negligible probabilities, each eigenvalue survives inside the ε-filter consistently for many trials, whereas all other eigenvalues fall outside the 2ε-filter for at least one of these trials.
Approximate pairwise independent residuals from additive Gaussian perturbation
Finally, we show in Lemma 5 how to use additive Gaussian perturbation to induce approximate pairwise independence of residuals of integer multiples of eigenvalues. It shows that if one has a set of eigenvalues λ 1 , . . . , λ s whose distribution, following perturbation,λ ′ 1 , . . . , λ ′ s is approximately independent Gaussian, with sufficiently high variance, say σ = n −50 , (this is called a (σ, ε)-normal vector) then w.h.p. the corresponding sequence of integer residuals {{mλ
Lemma 2. For any B 1 ≥ 100, let B 2 = 0.1B 1 − 1. Let P be the maximal prime such that P ≤ n 0.3B 1 , and put M = P 5 . For all sufficiently large n the following holds:
Importantly, the claim argues that since the perturbed eigenvalues are almost independent, their "correlated" components would not hurt the discrepancy of the resulting sequence by much. Furthermore, it shows that the fact that the eigenvalues are sampled from a contiguous Gaussian distribution, and not from a uniform distribution on a sub-interval of the grid {m/M } m∈ [M ] does not change the discrepancy by much.
Lemma 5 is actually a tight balancing act: on one hand, we would like to get low-discrepancy sequences for sufficiently small values of M , say M = n 100 in order to achieve the run-time allowance. This requires the initial seed vector (λ ′ 1 , . . . , λ ′ n ) to be sampled with "reasonable" variance, say n −50 . However, we would need to make sure that n −50 is much smaller than the error we can tolerate at the output, and furthermore, that such scale of perturbation, would not cause the eigenvalue repulsion phenomenon to be significant, as to cause the perturbed eigenvalues to deviate from independent distribution by much.
The eigenvalue gap problem
The additive perturbation used above relies on the assumption that at least initially, the eigenvalues of the matrix are well-separated, i.e. if λ 1 ≥ . . . ≥ λ n are the eigenvalues of A, then α min = min i<n λ i − λ i+1 ≥ n −k for some integer k > 0. The reason being that if the magnitude of perturbation is much smaller than α min then essentially, a "first-order" approximation of the perturbation applies, and the eigenvalues of the perturbed matrix behave as Gaussian variables, with mean at the original eigenvalue.
However, in general, this may not be the case, if the matrix has degenerate or nearly-degenerate eigenspaces. To amend the situation, we apply a recent result of Nguyen, Tao and Vu [15] which resolves a long-standing open question on the distribution of the eigenvalue gap of the Wigner Ensemble. It shows that if we add to the input A some additive Wigner matrix X, then w.h.p. α min is lower-bounded by some polynomial n −k . Thus, our algorithm begins by adding first a "coarse" perturbation which separates the eigenvalues, and then iteratively applies a much smaller "fine" perturbation to induce the low-discrepancy sequence. This latter perturbation is sufficiently strong to generate low-discrepancy seeds, but sufficiently weak for eigenvalue repulsion to be negligible.
Parallel sampling: the complete algorithm
Once we have in place an algorithm that uniformly samples an approximate eigenvector we arrive at the task of extracting a good approximation of all eigenvectors. Clearly, if each eigenvector is sampled w.p. θ(1/n), then repeating the algorithm θ(n · log(n)) times, by the coupon-collector's bound, would achieve the desirable result, but at too-large a cost. We circumvent this problem by realizing that in fact, in the eigenvector sampling routine, the random vector that is initially sampled, is merely used in a matrix-vector product. Hence, if we apply the sampling routine to n vectors in parallel we could use instead matrix-matrix product with no additional asymptotic overhead.
The main obstacle of course, is to somehow force the sampled eigenvectors, emerging from each such vector to be somewhat independent. This is not a trivial task. First, though counterintuitive, one could check that simply using n independent random vectors, will have a very small effect, if any, on the output eigenvectors, and they will most likely turn out to be the same, up to, say some scalar. We propose a different scheme, in which we use n copies of the same random vector, each rotated by a uniformly independent random complex number of magnitude 1.
We then show, that applying a random phase between the different vectors, is sufficient to make the sampled eigenvector distributions approximately independent. Interestingly enough, this is proven, again, using the equi-distribution techniques above. We show the following claim: if for some column k some eigenvalue i lands inside the ε filter for all trials j of the tournament, it implies that for eigenvalue i to win again at any other column k ′ = k, it would need to fall into specific shifted intervals of the same size ε, for all trials j. Since the shift itself is uniform, and independent of all other variables, this event will occur with very small probability, that is, in fact, asymptotically the same as the marginal probability by which eigenvalue i is sampled to begin with.
The above implies that the expected number of repetitions that we experience for any fixed eigenvector, is asymptotically the same as the expected number of repetitions we would have experienced had the columns been completely independent. Therefore, the coupon collector bound holds asymptotically, allowing us to retrieve all eigenvectors using just O(log(n)) "batches", each of n vectors each, and concluding the proof.
Comparison with prior work
The power method
An arguably natural benchmark by which to test the performance and novelty of the proposed algorithm is the iterative power-method for computing the eigenvalues of a Hermitian matrix. In this method, one starts from some random vector b 0 , and at each iteration k sets:
This method can achieve polynomially good approximation of the top eigenvalue in time which is logarithmic in n, for A with a constant spectral-gap. Both the power method and our proposed scheme are similar in the sense that they attempt to extract the eigenvectors of the input matrix directly. Also, if two eigenvalues are ε-close in magnitude, for some ε > 0, then they require essentially the same exponent of A in the power method, and of e 2πiA in our scheme to distinguish between them. However, the similarity stops here. We maintain, that the power method is both conceptually different, and for general Hermitian matrices, performs much worse, in terms of running time compared with our proposed algorithm.
Conceptually, in the power method, we seek to leverage the difference in magnitude between adjacent eigenvalues, in order to extract the eigenvectors. On the other hand, in our proposed scheme we recast the problem on the unit sphere S (1) , where we are interested in the spacing of the residuals of integer multiples of the eigenvalues. Worded differently, our setting exploits the additive group structure of the eigenvalues, modulo 1, whereas the power method distinguishes between them multiplicatively. In the additive group setting, the advantage is that we can consider the discrepancy of the sequence of residuals, and analyze how quickly these residuals mimic a completely independent random distribution. Furthermore, in the additive setting there is inherent symmetry between the eigenvalues, as no eigenvalue is more likely to be sampled than another. This allows for a natural parallelization of the algorithm to extract simultaneously approximation of all eigenvalues.
Indeed, considering the running time of these algorithms, when one attempts to "parallelize" the power-method in order to extract all eigenvectors, one runs into severe problems. A straightforward application of the power-method is highly serial: one exposes the eigenspaces one by one, starting from the top eigenspace. Furthermore, even in the very restrictive case where one has a-priori knowledge of all eigenvalues of the input matrix A, it is not known how to extract all eigenvectors in time less than O(n ω+1 ). Thus, for general matrices, using the power method to extract all eigenvectors is not known to be efficient.
In this sense, our method, reinstates eigenvector-first methods (such as the power-method) but now as efficient algorithms for complete spectral analysis, and not just as a method for extracting one (top) eigenvector.
Run-time optimal algorithms
A major breakthrough in computing the ASD was due to Pan et. al. [12] where it was shown how to compute all eigenvectors in time O(n 3 ). Then, Demmel et. al. [4] analyzed a recursive application of the QR decomposition can be used to compute the ASD in arithmetic complexitỹ O(n ω ).
In the same paper, [4] the authors actually provide algorithms for several other linear algebra problems, and show how to compute them in bit-complexityÕ(n ω ). This, by limiting the bit-precision to be logarithmic in the input size. However, specifically for the ASD it is unclear whether or not the algorithm has a comparable bit complexity, and whether or not the same bound holds also for general Hermitian matrices, as worst-case analysis is not provided.
Conclusion and Open Problems
Our algorithm is essentially disjoint from the standard techniques for computing the ASD of any Hermitian matrix. On one hand, it is completely dissimilar from the usual strategy of "eigenvaluesfirst": in such strategies one usually first derives an echelon form (say Schur) of the matrix, then uses this form to compute the eigenvalues, and finally extracts the eigenvectors, using knowledge of the eigenvalues, by some form of Gaussian elimination. On the other hand, as stated above, it only remotely resembles the "eigenvectors-first" strategy of the power method, since in our setting, the eigenvectors are distilled using the additive separation of eigenvectors modulo 1, and not by a multiplicative power. In addition, the power-method is not known to be nearly as efficient in computing all eigenvectors.
We hope that in addition to improving the provable bit-complexity upper-bound on ASD, our approach can help answer interesting questions with regards to space complexity and randomization complexity of related problems:
Space complexity it is known that all linear algebra problems, i.e. matrix inversion, matrix multiplication, etc., are no harder than computing the determinant. The space complexity of the determinant is characterized by the class DET, which is known to have circuits of depth O(log 2 (n)), i.e. DET ⊆ NC 2 . However, we do not know whether approximate versions of such problems require such depth, so in particular we can ask:
In order to make a progress towards such a result using our algorithm, one would first need to show a low-depth circuit for computing an approximate poly(n) power of an n × n unitary matrix. Essentially, we are asking whether approximate product of unitary matrices, is as hard, in terms of depth-complexity, as computing the power of an arbitrary matrix.
Randomness complexity
The Abel-Ruffini theorem states that for polynomials of sufficiently high degree (≥ 5) there are in general no closed-form expressions for the roots of these polynomials. Hence, one should not expect a closed-form expression for the roots (eigenvalues) of the characteristic polynomial of a matrix. For this reason, all algorithms for the ASD are randomized and iterative. That said, it would be interesting to know "how much" randomness do we need to approach such roots approximately. The result of [15] serves in this respect as a very good starting point -it implies that to achieve sufficient scattering of the eigenvalues one only needs O(n 2 ) random bits. In fact, their result is so general, that for the coarse additive perturbation in step 2, one even does not need the perturbation to be Gaussian, and even binary perturbation would do (this is not the case of the fine perturbation, which we crucially need to be distributed normally). We then wonder, whether one can use fewer random bits, say perturb the matrix only close to the main diagonal using O(nlog(n)) random bits ? Would such randomization procedure also allow to show that w.h.p. the sequence of eigenvalue residuals has low-discrepancy ? In particular, Question 2. Can the ASD be computed withÕ(n) random bits?
Structure
The structure of the paper is as follows: In Section 2 we provide the notation used throughout the paper, and outline in Section 2.2 some technical estimates that are needed later on, whose proofs are deferred to the appendix. In addition we describe the necessary tools we use from the theory of additive perturbation in subsection 2.4. In Section 3 we introduce the analysis of residuals of integer multiples of eigenvalues: and state and prove our main technical Lemma 5, that one can perturb the input without disturbing the eigenvectors too much, but still to cause the eigenvalues to "land" on a good seed for a low-discrepancy sequence. In Section 4 we introduce a toy-version of our algorithm, and show it successfully samples an eigenvector uniformly at random, under the assumption that all eigenvalue residuals are independently uniform. In Section 5 we relax this assumption to pairwise independence, and show that the toy-model algorithm works just as well. This, via a "tournament" model analysis of the eigenvalues. Then, in Section 6 we show how to simulate pairwise independence, using low-discrepancy analysis of the eigenvalue residuals, following additive Gaussian perturbation. This, in Claim 3. In Section 7 we show how to parallelize the eigenvector sampling routine, in order to extract all eigenvectors efficiently. Finally, in Subsection 7.1 we show a binary circuit that implements the complete algorithm in the same asymptotic complexity. This amounts to Theorem 1.
Preliminaries
In this section we present the required technical tools for the analysis of the algorithm. These are centered around eigenvalue perturbation and low-discrepancy sequences, and most importantly the interaction of the two culminating in Lemma 5. The proofs of these claims are deferred to the appendix.
Notation
1. ω is the smallest constant such that multiplying two n × n matrices can be performed in arithmetic complexity O(n ω ).
2. For matrix A, A is the l 2 operator-norm of the matrix.
3. Given a real number x, we denote by {x} its fractional part in [0, 1). Sometimes we shall use this notation to define sets -so it should be interpreted according to context.
For a Hermitian matrix A, L(A)
is the spectrum of A, i.e. the set of all its eigenvalues.
5. Let µ n denote the standard n-th fold Gaussian measure. In particular, G n is a standard Gaussian matrix -its entries are independent standard Gaussians µ 1 .
Given integer
.
8. For any z ∈ [0, 1), and integer M , z M is the number closest to z in the M -grid.
9. For a set S, let U (S) denote the uniform measure on the set S. For integer M ≥ 1, U M is the uniform distribution on 0, . . . , M − 1.
A random variable x is distributed according to a distribution
11. Let A be some Hermitian matrix with eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n . For all i < n the i-th eigenvalue spacing is defined as: α i = λ i − λ i+1 , and α min = min i<n α i .
Technical Estimates
A note on the input matrix: Often, we will assume that the input matrix A is PSD, i.e. A 0, with bounded norm, say A ≤ 0.9. We note that these assumptions are without loss of generality. The reason is that we are interested in a ASD for A with precision O(n −δ ) for some constant δ. Therefore, we can truncate the input A to the first O(log(n)) bits in each entry. This implies that in this scaling, the operator norm of A is poly(n), so by treating each entry of A as a numerator over a denominator of magnitude, say c = 3 A 2 F we get that A/c ≤ 1/3. Similarly, one can shift A/c by I/2 to ensure positivity. One would then run the algorithm with parameters (A/c+I/2, δ +log(c)), and return the output of this run as the ASD for A, as the eigenvectors of A/c + I/2 are the same as those of A.
As part of the eigenvalue randomization scheme, we require the following approximation of the Gaussian measure as a convex sum of uniform distribution on intervals, up to some small non-negative error.
Fact 1. Approximating a Gaussian by a convex sum of uniform distributions
Let g = (g 1 , . . . , g n ) be standard Gaussian measure in R n . Then g is equal to a convex combination of two distributions: Given an input matrix A, we need to approximate e 2πiA quickly, without resorting to full diagonalization, which is the problem we are trying to solve. Similar to the well-known result [7] we use a truncated Taylor expansion, and show only logarithmic number of terms are necessary for polynomially-good approximation, provided that the input matrix has bounded norm.
Fact 2. Efficient approximation of exponentiated matrix
Given a Hermitian n × n matrix A, A ≤ 1, and error parameter ε = 1/poly(n), one can generate a matrix U A such that e 2πiA − U A ≤ ε, in timeÕ(n ω ).
Proof. Put s = log(ε) = O(log(n)), and let U A be the Taylor approximation of e 2πiA up to the first s terms. The approximation error can be bounded as:
where we have used the fact that A ≤ 1. The complexity of the approximation is comprised of O(log(n)) matrix products for a total ofÕ(n ω ).
Finally, we show that random unit vectors are good starting points for our eigenvector sampling routine -the projection onto each eigenspace, is approximately proportional to its dimension.
Fact 3. Random unit vectors have well-balanced entries
Let A be an n × n Hermitian matrix with n unique eigenvectors v i , and ε = 1/poly(n). Let v ∈ C n be a vector chosen uniformly w.r.t. the Haar measure on the unit sphere on Let us now add some notation: put
Filtering by Phase Estimation
From this point on denote
and x j = (x 1,j , . . . , x n,j ).
Definition 3. "Large-filter" and "small-filter" For any n ∈ N, let B ′ ⊆ B ⊆ [0, 1) be the following sets. The "large filter" B:
and the "small-filter" B ′ , which is just a scaling of B:
In the eigenvector sampling algorithm we run several trials, and for each trial j we sample an integer m j independently. We would then like to show that some eigenvalue λ i is mapped by the map λ i → x i,j to the "small-filter" B ′ for all trials j, whereas any other eigenvalue, will be mapped outside the "large-filter" B for at least one trial. This, via previous facts, will allow us to provide an attenuation gap, between the "surviving" eigenvalue, and the rest of the eigenvalues, essentially distilling its corresponding eigenvector.
Fact 5. Eigenvalue-filtering
, if x i,j ∈ B ′ , then a i,j ≥ 1/e, and if x i,j / ∈ B, then a i,j = O(n −6δ−9 ).
Gaussian Eigenvalue Perturbation
Matrix perturbation theory is a well-developed theory [13, 5] , examining the behavior of eigensystems under additive perturbation, usually much smaller compared to the norm of the original system. While general eigenvalue problems are usually unstable against perturbation, for Hermitian matrices the situation is much better: the Bauer-Fike theorem states that the perturbed eigenvalues can only deviate from the original eigenvalues by an amount corresponding to the relative strength of the perturbation. The stability of eigenvalues has also been generalized to eigenvectors and even general invariant subspaces [13] in the following sense: if there is a cluster of eigenvalues that is "well-separated" from all other eigenvalues, then the projection onto the orthogonal subspace spanned by this eigenvalues is stable under any perturbation whose scale is negligible compared to the separation of this cluster to the rest.
Fact 6. [13]
Rayleigh quotient for well-separated eigenvalues Let A be a Hermitian matrix with eigenvalues λ 1 > λ 2 > . . . > λ n , corresponding eigenvectors {v i } n i=1 , and α min (A) ≥ ε. Let E be an additive perturbation of A in which |E i,j | = O(ε a ), for some a ≥ 3. Letλ i denote the i-th eigenvalue of A + E. Then: 
where L(A, S) is the spectrum of the restriction of A to subspace S. Let E be an additive perturbation of A in which σ(E i,j ) = ε a for all i = j and σ(E i,i ) = √ 2ε a . LetL 1 denote the orthogonal projection of A + E onto the eigenspace whose first eigenvalue is closest to
where X 1 is any orthonormal basis for L 1 .
Our interest in additive perturbation, however, is not confined just to "stability" arguments. In fact, our main reason for using perturbation is to cause a scattering of the eigenvalues. The first step of our algorithm in fact applies additive perturbation to provide a minimal spacing between eigenvalues. Recently Nguyen et. al. [15] have provided the first proof that applying additive perturbation to any Hermitian matrix using a so-called Wigner ensemble, an ensemble of random matrices that generalize GUE, in fact causes the eigenvalues of the perturbed matrix to achieve a minimal inverse polynomial separation. We state their result: Lemma 3. [15] Minimal eigenvalue spacing Let M n = F n + ε · X n , where F n is a real symmetric matrix, F n 2 ≤ 1, ε = n −γ for some constant γ > 0, and X n is a random Wigner matrix. Let λ 1 ≥ λ 2 ≥ . . . ≥ λ n denote the eigenvalues of M n , and put α i = λ i − λ i+1 for all i < n. Then for any fixed A > 0 there exists B = B(γ) > 0, such that
Suppose now that we are given an input matrix A. By Lemma 3 above, we can perturb A to A ′ so that the eigenvalues of A ′ have inverse-polynomial separation. So now we exploit this structure in the following way: at each step we perturb A ′ to A ′′ using another GUE perturbation, but of much smaller magnitude. This time, we use the stability of well separated eigenvalues under much smaller perturbation, in Fact 6, to conclude that the behavior of the perturbed eigenvalues of A ′′ are almost Gaussian up to a small error. We call this a (σ, ε)-normal vector. In our main technical Lemma 5 we shall than use such approximately-normal vectors to produce low-discrepancy sequences. 
Fact 8. Perturbation of well-separated eigenvalues
Let A be an n×n Hermitian matrix with eigenvalues λ 1 ≥ λ 2 . . . ≥ λ n , and α min (A) ≥ ε where ε = n −B , for constant B > 0. Let E be GUE, and
Eigenvalue Sequences of Low Discrepancy
In this section we introduce a new viewpoint on the spectrum of Hermitian matrices. Given a Hermitian matrix A with eigenvalues λ 1 , . . . , λ n we are interested in the discrepancy of the following sequence of residuals:
where M is some large integer. This is an n-dimensional sequence in which each entry represents the residual of eigenvalue λ i , times some integer m, modulo 1. We would like this sequence to behave as randomly as possible, for a "reasonable" (i.e. polynomial) choice of M . Clearly, for a fixed matrix A, this sequence could have very high discrepancy, say for example for the matrix I, or any matrix whose eigenvalues are rational numbers of very few coefficients. Hence, our main Lemma 5 is to show that by relatively small additive Gaussian perturbation to any matrix A, we can generate a sequence of low-discrepancy for "reasonable" M .
Introduction to Low-Discrepancy Sequences
Low discrepancy sequences are an immensely useful tool in random Monte-Carlo methods. Roughly speaking, these are sequences that visit any "reasonable" subset B a number of times that is roughly proportional to the volume of B, up to some small additive error, called the discrepancy.
Definition 5. Multi-dimensional discrepancy
where χ B (x n ) is an indicator function which is 1 if x n ∈ B and 0 otherwise, and B is a non-empty family of Lebesgue-measurable subsets of I s . In this work, we shall define B as the set of all s-products of intervals
Often, given a sequence x, it will be convenient, to use the notation x as the uniform distribution over the elements of x. Under this notation, we interpret the discrepancy D N (x), as the absolute difference between the probability that sampling uniformly from x returns an element in B, and vol(B), for a worst-case set B ∈ B. Our extensive use of low-discrepancy sequences stems from the fact that they approximate well an independent distribution of uniform random variables. To connect low-discrepancy sequences, and approximation of uniformly independent random variables, we present some straightforward facts:
be some arbitrary set of s intervals of [0, 1). For event A on the space of s binary variables (x i ) s i=1 , let P (A) be the probability function induced by setting, for all i ∈ [s], the variable x i = 1 iff g n,i ∈ I i , as n is chosen randomly in [N ] . Then, for any such event A, P (A) = P U (A) ± 2 s D N , where P U (A) is the probability of A in case the variables x i are i.i.d., and P (x i = 1) = |I i |.
Proof. Any such event A can be expressed as the union A = i A i of at most 2 s disjoint events A i ∩ A j = φ, where each A i is of the form x 1 = a 1 , . . . , x s = a s , for a i ∈ {0, 1}.
Fact (9) readily generalizes to sampling independently from several low-discrepancy sequences, as follows: Let g 1 , . . . , g t be t independent random samples from t s-dimensional sequences, each of discrepancy at most D N . Let (I i ) s i=1 be a set of s intervals of [0, 1). For event A on the space of s · t binary variables (x i,j ) i,j let P (A) be the probability of A, induced by setting, for all i ∈ [s], j ∈ [t], x i,j = 1 iff {g j,i } ∈ I i . Then, for any such event A, P (A) = P U (A) ± 2 2st D N , where P U (A) is the probability of A in case the variables x i,j are i.i.d. and P (x i,j = 1) = |I i |.
Proof. The proof follows from the above claim, by defining A as a disjoint union of at most 2 st events A j , where each A j = t k=1 A j,k , and each A j,k itself is a boolean CNF on s variables of the form x 1,k = a 1,k ∧ . . . ∧ x s,k = a s,k . By independence of g i (n), all t s-tuples of variables are independent, so
where A j,k is the boolean CNF corresponding to the k-th CNF of the j-th event. By the above claim,
Finding Good Nearby Seeds
Given matrix A, we would like the sequence S(A) to be as random-looking as possible. However, by the simple example of the identity matrix, we realize that this is not achievable in general. That said, we ask whether, given a matrix A, we can somehow find a good "starting point" for the sequence, i.e. a nearby vector of eigenvalues, that mixes well in terms of residuals of integer multiples.
While it is well known that if one samples an s-dimensional vector g uniformly from the grid [N ] s , the resulting sequence (gn/N ) n∈[N ] is low discrepancy, we would like to be able to sample g from a much tighter range. In our "game", g is the vector of perturbed eigenvalues, and so the range from which g is sampled from, is the scale of eigenvalue perturbation. Our goal, as mentioned before, is to show that even small-scale eigenvalue perturbation, which does not change the eigenvectors by much, causes the sequence (gn/N ) n∈[N ] corresponding these perturbed eigenvalues to have low-discrepancy. This is the focus of the following lemma: 
We note that this lemma requires a bit of work to derive from known theorems, but is not a direct corollary of them: usually, one is interested in proving 1/N discrepancy, for g i sampled uniformly on [N ]. Here we are constrained to work with a much smaller subset, say of size √ N , provided it is a continuous interval of the integers modulo N , and are willing to accept as a result, a much increased discrepancy, i.e. 1/ √ N . This continuity assumption is critical for the lemma.
Proof. For integers P, s put C * s (P ) as the set of all vectors in Z s with entries in [−P/2, P/2) ∩ Z, excluding the all-zero vector. Following Niederreiter [10] 
where r(h i ) = max(1, |h i |). For g = (g 1 , . . . , g s ) ∈ Z s , we denote:
By theorem [5.10] of [10] when each g i is randomly chosen on the entire interval [P ], for prime P , then
Since R(g, P ) ≥ 0 for all vectors g, then
or
Let us use the above equation to upper-bound the discrepancy of S(g). Recall that M is a prime divisor of N , with M = θ(N a ). We first observe that:
We note that the second term is at most
Regarding the first term, h · g = 0(modM ) if and only if h · (g(modM )) = 0(modM ), and since each g i is uniform on some interval of size M , then g i (modM ) is uniform on [M ]. Since M is prime, we can apply equation (13) to the first term with P = M . Using this equation and the upper-bound on the second term we have:
According to theorem 5.6 of [10] , the discrepancy of the sequence {gn/N } N −1 n=0 is upper-bounded by:
Plugging equation (17) into equation (18) implies:
Low-Discrepancy Sequences From Almost-Gaussian Vectors
Here we describe the main technical tool used in the analysis of the algorithm, combining eigenvalue perturbation and low-discrepancy sequences. It shows that if one has a set of eigenvalues λ 1 , . . . , λ s whose distribution, following perturbation,λ ′ 1 , . . . , λ ′ s is approximately independent Gaussian, then w.h.p. the corresponding s-dimensional sequence of integer residuals {({mλ ′ 1 } , . . . , {mλ ′ s })} m∈M is low-discrepancy, as m varies over integers up to M which is much larger than the variance of each component. In the analysis of the main algorithm, we will apply this claim for 2-dimensional sequences, and balance the requirement for sufficiently large variance (to induce low-discrepancy) with sufficiently small variance to prevent the perturbed eigenvalues from deviating by much from the original eigenvalues. 
We first require an important lemma due to Niederreiter [10] .
Lemma 6.
[10] Small point-wise distance implies similar discrepancy Let x 1 , . . . , x N , y 1 , . . . , y N denote two s-dimensional sequences for which |x
. Then the discrepancies of these sequences are related by:
Now we prove our main lemma:
Proof. For any z ∈ [0, 1) let z M be the number closest to z in the grid m/M , m ∈ [M ]. Let v be some (σ, ε)-normal vector, and let S = {i 1 , . . . , i s } ⊆ [n] be some subset of size s. Consider the sequence
Our goal is to show that V s has low discrepancy.
, and the X i 's are independent. We will first see how to simplify the analysis by disregarding the Y i components in the r.v.'s. Then, we will reduce the Gaussian distribution of the X i components to uniform distribution over relatively large intervals for lemma (4) to work. This will allow us to claim that the r.v.'s {X m i } m∈M behave well, i.e. with low discrepancy. Then, we will see how the matrix perturbation helps us disregard the fact that the X i 's do not fall exactly on the m/M grid.
Removal of non-independent component. Consider the r.v.'s X i , Y i . By our assumption
By Markov's inequality and the union bound over all i ∈ [n],
By the prime number theorem, we can assume that M = P 5 ≤ n 1.51B 1 , assuming all Y i 's are absolutely-bounded by n −1.8B 1 as above we get:
Let V X S denote the sequence generated by taking only the X component of the seed vector v, i.e.:
Suppose we show that the discrepancy of this sequence is small:
for B 2 ≤ 0.1B 1 − 1. Then by Equation 23, and by Lemma 6, we can conclude that the discrepancy of our target sequence V S follows tightly the discrepancy of V X S :
which implies by the union bound and Equation 28, that the discrepancy of our target sequence V S is small:
Reducing the Gaussian distribution to uniform sampling Thus it is sufficient to upper-bound the discrepancy of the sequence
, . . . , X M is ) denote the vector derived by truncating each coordinate of the vector (X i 1 , . . . , X is ) to the nearest point on the M -grid. We first upper-bound the discrepancy of the sequence of integer multiples of X M . In Fact 1 choose as parameter m = n 1.2B 1 +2 . We get that w.p. at least 
We apply Lemma 4 to the sequence of residuals of integer multiples, with the seed X M :
The lemma requires that each variable M {X M i } is distributed uniformly, modulo some integer N on some continuous interval of the N -grid of size at least P , where P is some prime divisor of N . By Equation 32 we can choose the following parameters:
By our choice of parameters M has a prime divisor P equal to M 0.2 = P . By Lemma 4 :
and so
Treating the residual w.r.t. the M -grid To complete the proof, we analyze the error in discrepancy induced by the truncation error
In the beginning of the proof, we've analyzed the error Y i whose magnitude is negligible even w.r.t. 1/M , and can thus be disregarded for any element of the sequence V S . Unlike this, the residual error r i cannot be disregarded because when multiplied by integers uniformly in [M ] it assumes magnitude Ω(1). Thus, it requires a different treatment. We express the variable X i using r i :
By Equation 31 the variables X i are w.p. at least 1 − n −0.2B 1 a convex mixture of i.i.d. uniform variables {w j } j∈[m] on intervals I j of size n −1.2B 1 −2 . Let E denote the event in which each X i does not fall into one of the two extreme intervals I 1 , I m :
Conditioned E, we observe that given knowledge of X M i , the variable r i is still uniform on
where Z is some distribution on [0, 1) s that is independent of V X,M S
. By Equation the definition of the intervals {I j } j∈[m] and the union bound over all i ∈ [n] we can lower-bound the probability of E as:
In words, conditioned on E, the procedure of sampling uniformly m ∈ [M ] and returning the m-th element of V X S , is the same as sampling uniformly m ∈ [M ], computing the m-th element v of V X,M S and returning {v + z}, where z ∼ Z is independent of V X,M S . Since the discrepancy of any mod-1 sequence S, D M (S) is invariant under independent shifts modulo 1, then conditioned on E we have: 
ASD Warm-up: Eigenvector Sampler From Independent Eigenvalue Residuals
In this section we present a "toy model" for the algorithm as a starting point. In this toy model, we assume the following extremely strong (and usually untrue) assumption:
Assumption 1. Uniformly independent residuals
Fix some parameter δ > 0. Let A be some n × n Hermitian matrix with eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n ≥ 0, for which |λ i − λ i+1 | ≥ n −δ for all i < n, and λ 1 ≤ 0.9. Let M = poly(n) be some integer. Let m be chosen uniformly in 0, . . . , M − 1. The random vector of eigenvalue residuals is uniform on the n-th dimensional hypercube modulo 1:
We now provide a very rudimentary form of our algorithm, which works under the assumption above:
1. Let U be the Taylor approximation of e 2πiA using Fact (2) choosing error parameter ε = n −δ−2 /M . Proof. Observe that A and e 2πiA have a simultaneous orthonormal set of eigenvectors {u i } i∈ [n] , and by construction, so does U , which is a polynomial in A. Let τ i denote the eigenvalues of U corresponding to u i , and ρ i those of e 2πiA corresponding to the same set u i . Since by Fact 2 we have U − e 2πiA = O(n −δ /M ) then in particular
Randomly choose a vector v
Since
and so by Equation 43:
Consider now stopping criterion 4h, and suppose that
Expressing v in the orthonormal eigen-basis {u i } with coefficients α i we have
Suppose w.l.o.g. that |α 1 | 2 is largest among all i ∈ [n]. Then by Equation 45 the above is at most:
i.e. all eigenvalues λ j for j = 1 are at a distance of n −δ away from τ 1 . Hence
which implies
So in particular
for some λ. Suppose now that we have accumulated n vectors v 1 , . . . , v n , such that for v i we have
whereby the assumption E i = O(n −δ−1 ), and since A = O(1), we have
which implies that the set v 1 , . . . , v n is a δ-ASD for A. Therefore, to show that the algorithm samples from a δ-ASD of A, it is sufficient to show that the eigenvector u i closest to the output vector v is chosen uniformly at random, and that the criterion holds w.h.p. We associate the eigenvalues of the (almost-unitary) powered matrix U m j to eigenvalues of e 2πiAm j . At step 4c we approximate U as
Hence, Fact 12 for any m j ∈ [M ] we get:
Since the product at step 3d is of U m j by a unit vector v, then we can account for an additional error of at most O(n −δ−2 ) for each such step at the end, and assume w.l.o.g. that we have instead computed:
Assuming that we apply the operation above, we consider the behavior of the variables x i,j corresponding to the residuals {m j λ i }. By Fact 5 at each iteration of the "phase-estimation" loop 3d, eigenvector i is scaled by a factor α i,j that corresponds to x i,j . We now like to show that some O(log(n)) iterations suffice to "filter" a uniform random eigenvector. Let E t,i denote the following event which "filters" eigenvector u i in exactly t trials:
Now we can invoke Assumption 1. By this assumption and the fact that all t trials are independent, we have:
Since t = log(n)/(aloglog(n)) then
and
Hence
Let us now assume E t,i for some i ∈ [n], and analyze the resulting vector v w.r.t. the condition 4h. First, consider the initial random vector v 0 , and put
Since v 0 is chosen independently of the values m j , then E t,i is distributed independently of v 0 . Thus, even conditioned on E t,i we can apply Fact 3. We choose as the parameter ε = 1/n 2 : w.p. at least 1 − 2/n for any randomly chosen initial vector v 0 , we have
By Fact 5 the cumulative scaling of the i-th eigenvector in v throughout all t iterations is lowerbounded by:
whereas for any k = i, we have that x k,j / ∈ B for some j ∈ [t], and hence
We note that the relative scaling above does not change following normalization at step (3d). Accumulating all possible errors from Equations 62,63,64 we get:
In particular, this implies that conditioned on E t,i the stopping criterion (4h) holds. Accounting for the error of the approximation of e 2πiA by U at Equation 54 leaves the same asymptotic error estimate, and implies that the stopping criterion holds, and v is returned. Hence w.p. Ω(n −ν ) A samples from a δ-approximate spectral decomposition of A.
Run-time analysis
The algorithm first computes an approximation of e 2πiA . This computation is performed in timeÕ(n ω ), by fact 2. Then, at each iteration of 3 the algorithm computes at most O(log(M )) = O(log(n)) matrix products, each of which is O(n ω ) arithmetic operations. The rest of the steps have an asymptotically smaller cost. Hence, the overall expected arithmetic running time is O(n ω+ν ).
With less randomness: Eigenvalue sampler from pairwise independent residuals
As the next step in our exposition of the algorithm, we would like to show that actually, the algorithm 1 can produce correct answers even if the eigenvalue residuals are not independent uniformly random on [0, 1) n , but merely pairwise independent. We thus assume a weaker assumption on the eigenvalue residuals and prove correctness of algorithm 1 even under this assumption:
Assumption 2. pairwise independent residuals
Fix some parameter δ > 0. Let A be some n × n Hermitian matrix with eigenvalues Proof. Let t = log(n)/(aloglog(n)). In order to prove that Algorithm 1 also works also under Assumption 2 it is sufficient to show, similar to equation 61, that we are able to filter each eigenvalue i with high probability, for a somewhat larger number of iterations, t + 2 instead of t:
We now show this. For all j > 1, let S j ⊆ [n] denote the set of "surviving eigenvalues":
Let χ i,j denote the indicator random variable on whether or not x i,j ∈ B. Then
Therefore,
which, by independence of trials j:
but by assumption 2 we have that x i ′ ,k , x i,k are independent for all i, i ′ , k, and so,
which implies from Equation 70
Hence, by our choice of t:
By Markov's inequality this implies that
On the other hand,
= Ω(n −1−ν ).
The above two bounds in equations 74,77 imply together that
Efficient Eigenvector Sampling: Approximate Pairwise Independent Residuals
In the previous Section 5 we have shown how Algorithm 1 is able to compute approximate eigenvectors with non-negligible probability, even when the eigenvalue residuals are only pairwise independent, and not fully independent. In this section we will modify Algorithm 1 so that it is able to generate approximate pairwise independent eigenvalue residuals within the same computational budget. This, by perturbing the eigenvalues at each step so that the residuals of each pair of perturbed eigenvalues form a 2-dimensional low-discrepancy sequence, with high probability. Then we show that such perturbation does not modify the output result by much, so that essentially this reduces to the case of running Algorithm 1 under the pairwise Assumption 2.
Algorithm 2.
Given are constants ν > 0, δ ≥ 1, and n × n Hermitian positive-semidefinite matrix A with A ≤ 0.89.
Compute the following parameters:
• Let B ≥ 1 be the constant from Lemma 3 that is computed for γ = 10δ, and A = 3.
• Let ε = n −B .
• Let δ ′ = max{δ, B}. Let a = 1/ν, p = 8(9 + 6δ ′ ) · log 2a (n).
• Let L be the minimal positive integer for which L ≥ max{100, 10δ}.
• Set M as the constant from Lemma 5, corresponding to B 1 = LB.
• Let E be a GUE.
Apply coarse perturbation:
A 0 = A + n −γ · E.
Sample a random unit vector
v 0 ∈ R n . Set v = v 0 , j = 0.
Loop:
(a) j → j + 1 (f) Repeat p times: 
Proof of Claim 3
We prove this theorem in 4 sequential steps. First, we simply apply the eigenvalue separation Lemma 3 to conclude that A 0 has well-separated eigenvalues. Then, in Proposition 1 we argue that the eigenvalues of the matrix A k at each step k, which is derived by perturbing A 0 using a "small-scale" perturbation, are still well-separated, and that the i-th largest eigenvalue of A k is close to the i-th largest eigenvalue of A 0 , and that a corresponding i-th eigenvector of A k is close to some i-th eigenvector of A 0 . Then, in proposition 2 we argue that the small-scale perturbation, and random choice of power m ∈ [M ] cause the eigenvalue residuals to behave as low-discrepancy sequences, so that w.h.p. the i-th largest eigenvalue of each A k is "filtered" consistently for all trials k ∈ [t]. Furthermore, we prove that this happens approximately uniformly in i. Finally, in Proposition 3 on this filtering event the returned vector is close to an eigenvector of the original matrix.
Pre-conditioning: Coarse Perturbation
Given is a positive-semidefinite matrix A with eigenvalues 0.89 ≥ λ 1 ≥ . . . ≥ λ n ≥ 0. First, at step 2 we apply a coarse additive perturbation of the form A 0 = A + n −γ · E, where E is GUE. Let
and α min = min i<n α i . Since GUE is invariant under unitary conjugation, and A is Hermitian then we can assume w.l.o.g. that A is a real (diagonal) matrix. Hence we can invoke Lemma 3. By this lemma, the perturbed matrix A 0 has well-spaced eigenvalues as follows:
Thus, by the union bound over all n − 1 spacings, we get that
Furthermore, we can assume that
From this point on, assume that for A 0 , we have α min (A 0 ) ≥ n −B , and incur the small loss in success probability at the end. By our choice of the magnitude of the large-scale perturbation at step 2, i.e. n −γ = n −10δ it is sufficient to show that A samples from a δ-approximate spectral decomposition of the perturbed matrix A 0 : any δ-approximate spectral decomposition of A 0 is a δ-approximate spectral decomposition of A.
Canonical Enumeration of Eigenvalues
Let λ 1 ≥ λ 2 ≥ . . . ≥ λ n denote the eigenvalues of A 0 . The eigenvalues of the matrix change at each step 4b, and only there, as they are perturbed by a Gaussian matrix. Let λ 1,k ≥ λ 2,k ≥ . . . ≥ λ n,k denote the eigenvalues of A k . We claim that:
and for any eigen-basis {u i } of A j , there exists an eigen-basis {v i } of A 0 , each of them corresponding to the i-th largest eigenvalue, such that
Proof. At each application of 4b we apply a perturbation E of magnitude O(ε L ), where L ≥ 4 to the original matrix A. By Fact 6 and Equation 81, we have that
Applying the triangle inequality w.r.t. Equation 81 implies
where we have used again the choice that L ≥ 4. This proves the first two properties. The last property follows from Fact 7, and the magnitude of the perturbation O(ε L ).
Reduction to Pairwise Independence with Small Error Proposition 2. Let E t,i denote the event in which the i-th largest eigenvalue of
, and for any j = i, the j-th largest eigenvalue of
Proof. It suffices to reprove equation 68, for t = O(log(n)/(aloglog(n))), but without assumption 2. Consider this assumption. By Equations 81 and 82 the eigenvalues of A j are well-separated, and bounded away from 1 for any j. Hence, it is sufficient to show an approximate pairwise independence criterion: i.e. that w.p. 1 − O(n −2 ) the variables {λ i,k m k } behave in pairs as independent uniform random variables. In that case the asymptotic lower-bound of Equation 78 on the probability of E t,i holds. We now invoke Corollary 1 to reduce the property above to proving low-discrepancy for all sequences of dimension at most 2, and for all iterations j ≤ t. For all j, let λ k = (λ 1,k , . . . , λ n,k ) denote the eigenvalues of the perturbed matrix A k . By equation 81 and since L ≥ 4, then we can apply Fact 8 as follows: for each iteration k, λ k is (ε L , ε L−1 )-normal. We now invoke Lemma 5. We choose B 1 = LB. By our choice of parameters we have that B 1 ≥ 100, and furthermore, λ k is (n −B 1 , n −0.9B 1 )-normal. Since M was also chosen according to Lemma 5 then the claim implies that for any pair of indices i = j:
where the probability is over the random-coins tossed in step 4b. Taking the union bound over all pairs, and all t trials, we have:
Proposition 3. Conditioned on E t,i the vector v (t) holds the stopping criterion.
Proof. As before, we note that by Fact 2 there is a mutual eigen-basis for U k and A k for each k. Hence, at each step k ∈ [t], and given a decomposition of v = v (k) in terms of some eigen-basis {u ′ i } i∈ [n] of U k , we can apply Proposition 1 and rewrite v (k) in terms of the eigen-basis {u i } i∈[n] of A 0 , keeping the same coefficients, and incurring an error of magnitude at most ε L , i.e.
Suppose that event E t,i occurs for some t, i. By our choice of p = p(δ ′ ) the coefficients
so v (t) holds the stopping criterion.
From Sampling a Single Eigenvalue to Sampling All Eigenvalues
Here we prove Theorem 1. We would like to run the eigenvector sampling routine in parallel. This, by replacing the vector v with a matrix V , which is initially comprised of n copies of the random vector v, where each copy is multiplied by independent uniform random phases. Our main goal will be to show that the vector returned by each column of V is, in a sense, independent from the vectors sampled by other columns. We propose the following algorithm:
w.p. Ω(1), during the first n ν iterations of step 3, the algorithm returns such a vector at the k-th column. Suppose one could show, in addition, that for a fixed iteration of the main loop of the algorithm, i.e. step 3, the approximate eigenvectors found are independent between the columns of V . If that was the case, then by the coupon-collector's theorem, after O(n ν log(n)) repetitions of step 3, each of the n eigenvalues will be matched with some approximate eigenvector, w.h.p. That would imply that the overall complexity is at most O(log(n)) times that of Algorithm 2, orÕ(n ω+ν ). Choosing appropriate constant ν ′ < ν in the analysis of the first algorithm we can force the overall complexity of the algorithm to O(n ω+ν ), for arbitrary ν > 0.
For some fixed iteration of item (3), let c k denote the index sampled at the k-th column. The variable c k gets values in [n], and an additional value 0, in case no eigenvalue is sampled. We will now show an argument on the behavior of these c k 's that is sufficient to complete the proof. The fact states that if we iteratively "uncover" the eigenvalues sampled by each column, then the probability that we will encounter a repeating eigenvalue at the next column is up to a constant factor, the probability of having a repeating eigenvalue if that column was sampled independently from the previous columns. The reader may find it interesting that this independence-type argument also arises from low-discrepancy of sequences, that were used above for a completely different purpose -namely to prove we can "distill" eigenvectors efficiently.
Fact 10. For any
where the probability is over all random coins tossed during the algorithm.
, let λ i,j denote the i-th eigenvalue of A j -the perturbed matrix at the j-th iteration. It is sufficient to show that for every n · t variables λ i,j and n − 1 variables θ k ′ for k ′ = k, we have
Let us now expand the LHS of the above, conditioned on the vector of t independent random integers of the t trials m = (m 1 , . . . , m t ). We have this LHS equal to:
We observe that for any k, the values m, {λ i,j } i,j and θ k completely determine c k . Therefore, we can rewrite the above as:
Recall, that a necessary condition for c k = i is that {m j (λ i,j + θ k )} ∈ B ′ for all j ∈ [t]. Hence expression (96) is upper-bounded by
For fixed values of λ i,j for all i, j, let χ l,k denote the indicator random variable for {m l (θ k + λ i,j )} ∈ B ′ . Under this notation, the above is equal to:
where the last equation follows from the independence of the variables {m l } t l=1 . Since θ k is uniform on the m/M grid it holds the conditions of Lemma (4) for dimension s = 1. Hence, for fixed λ i,j and uniformly random θ k , the 1-dimensional sequence {m(θ k + λ i,j )} m∈ [M ] has discrepancy O(n −9 ) w.p. 1 − O(n −9 ) over choices of θ k . In that case, by Corollary (1), t independent samples of such a sequence, imply that (98) is upper-bounded by:
To complete the proof of Theorem 1 we now state:
Fact 11. With probability Ω(1) the number of unique elements of c 1 , . . . , c n is Ω(n).
This fact is sufficient to show theorem 1, because if for each "batch" V of n columns we are able to extract Ω(n) unique eigenvalues, then in O(log(n)) independent "batches", i.e. iterations of step 3 we would accumulate all eigenvalues, with high probability. To prove the fact above, let U k denote the unique set of eigenvalues in the set of the first k columns: {c 1 , . . . , c k }. Let P(c k+1 |U k ) denote the conditional probability of c k+1 on the set U k , and P I (c k+1 |U k ) denote this conditional probability if the k + 1 column had been sampled independently of columns 1, . . . , k. Similarly E[|U k |], E I [|U k |] denote, respectively, the expected number of unique eigenvalues sampled by each iteration of step 3, or if all columns are sampled independently. We claim that the following sufficient property holds:
We prove this by induction on k. The base case, k = 1 is trivial. Assume the induction hypothesis for some k < c · n, and consider the probabilities of sampling another unique eigenvalue at step k + 1:
By Fact 10 we have for some constant α ′ ≥ 1:
where the second inequality follows for some sufficiently small value of c. Hence, for such c there exists a constant α ∈ (0, 1] such that the above is at least:
So now we express the average number of unique elements using this probability:
By the induction hypothesis, and expanding the right summand as a conditional probability:
By equation 103
Trivially, the marginal distribution of a single column does not depend whether or not it is independent of other columns, so:
Consider now the error of computing U M v by extracting, at each step, the top b bits. We have:
where ε i is the error at step i. By definition of the quantization step, we have
So by unitarity and Fact 2
Let v q denote the quantized version of U M , computed by truncating at each of M steps. Then
Thus we keep the number of bits b constant throughout the computation, while remaining within the noise budget.
Gaussian sampling:
Instead of the continuous Gaussian distribution, we use a quantized version: We start by using some uniform random bits to approximate Gaussian random variables. Let b ′ = log(ε −2L ) = log(n) be the number of independent and uniform random bits. We regard this random register as a real value z ∈ [0, 1] and compute an approximation Φ −1 (z), where Φ(z) is the standard Gaussian CDF. By Fact 13 there exists a Boolean circuit of size O(poly(b ′ )) that given z, computes an approximationẑ that is ε 2L close Φ −1 (z). Therefore ∀z 0 ∈ R P(ẑ < z 0 ) = P(Φ −1 (z) ± ε 2L < z 0 )
= P(z < Φ(z 0 ± ε 2L )) (116)
where the least equation is by the uniformity of z on the interval [0, 1].
Accounting for the error:
In terms of matrix perturbation in steps 2 , 4b the approximationerror of the Gaussian perturbation can hence be absorbed into the error term Y i of Fact 8, which has even larger average magnitude -O(ε 2L−1 ). Therefore, the analysis continues from there as in the arithmetic-precise case. Thus, we can assume that the quantized perturbation has the same effect as the continuous one. In terms of drawing a random vector v in step 3, the quantized distribution also adds error O(n −2δ ) to the output of the distribution, and hence we can reduce again to the arithmetic-precise case.
Real Division:
To show that division can be executed in O(log(n)) precision, one needs to show that the denominator is always lower-bounded by some polynomial n −k for constant k.
In general this may not be the case. However, we are only interested in preserving precision in case the event E t,i occurs for some i, i.e. that an eigenvector is sampled. In that case, by fact (5) the denominator w 0 is always lower-bounded by Ω(1/n), so then the division can be performed in logarithmic precision for all iterations leading up to a good approximation of an eigenvector.
Random bits
The random bits are required for additive perturbation in steps 1 , 3(c)i, and for drawing a random m ∈ [M ] before multiplying in step 3(c)iii. At each iteration of 3 the former two steps require O(n 2 log(n)) random bits, whereas the latter requires O(log(n)) bits. Hence, the total number of random bits is O(n 2+ν ).
B Technical Estimates
Fact 12. Let V 1 , V 2 be two n × n unitary matrices, such that V 1 − V 2 ≤ ε for some ε << 1. Then for any m = o(1/ε), we have
Proof. For any w ∈ C n
W.l.o.g. let us assume V 1 = I, and that the difference V m 1 − V m 2 = I − V m 2 is maximized on the standard basis vector w = e 1 = (1, 0, . . . , 0) T . Thus, w.l.o.g.
V 2 e 1 = ae iφ · e 1 + b · e 2 , a, b ∈ R, a 2 + b 2 = 1, φ ∈ [0, 2π).
Since V 1 − V 2 ≤ ε, then by Equation 120
ℜ(ae iφ ) = 1 − O(ε).
