ABSTRACT. The Maslov index of a Lagrangian path under a certain transversality assumption is given by an algebraic count of the intersections of the path with a co-oriented subvariety of the Lagrangian Grassmannian called the Maslov cycle. In these notes with the aim of the well known results for computing the Maslov index given by Robbin and Salamon in [16] and by using the Hörmander [8, Section 3.3] and Kashiwara signature we explicitly compute this index in the case of linear autonomous Hamiltonian systems. We will include an application in order to compute conjugate points along semi-Riemannian geodesics.
INTRODUCTION
The Maslov index is an integer (in general only semi-integer) homotopy invariant of paths l of Lagrangian subspaces of a symplectic vector space (V, ω) which gives the algebraic counts of non transverse intersections of the family {l(t)} t∈[0,1] with a given Lagrangian subspace l * . To be more precise, let us denote by Λ(V ) := Λ(V, ω) the set of all Lagrangian subspaces of the symplectic space V . Let Σ(l * ) = {l ∈ Λ : l ∩ l * = (0)} be the train or the Maslov cycle of l * , then Σ(l * ) is a cooriented one codimensional algebraic subvariety of the Lagrangian Grassmannian Λ(V ) and the Maslov index counts algebraically the number of intersections of l with Σ(l * ). This is the basic invariant out of which many other are defined. For example if Φ : [a, b] → Sp(V ) is a path of symplectic automorphisms of V and l * is a fixed Lagrangian subspace, then the Maslov index of Φ is by definition (see [16, Section 4] ) the number of intersections of the path [a, b] ∋ t → Φ t (l * ) ∈ Λ(V ) with the train of l * .
The main goal of this paper is to explicitly compute the Maslov index of the fundamental solution associated to the linear real autonomous Hamiltonian system (1.1)
where K is a hamiltonian matrix, and then we use it in order to compute the number of conjugate points of solutions of the Jacobi deviation equation arising in the study of geodesics on semiRiemannian manifolds.
The relation between the Maslov index and conjugate points along a geodesic in a Riemannian manifold is classic (see for instance Morvan [12] and references therein), while in the semiRiemannian case, Helfer in [7] was the first to introduce the notion of Maslov index of a geodesic. In fact, via a suitable trivialization the presence of conjugate points, correspond to intersections between the flow associated to the Jacobi deviation equation and the Maslov cycle. In many interesting cases such as semi-Riemannian symmetric spaces when the trivialization is done by means of a parallel frame the differential equation of Jacobi fields becomes a linear second order system with constant right hand side and hence the corresponding first order system is of the type described above.
Our first result is an improvement of an estimate of the Maslov index given in [14] and will be performed by using the normal forms for semi-simple symplectic matrices. Normal form theory has a long history. The basic idea is to simplify ordinary differential equations through changes of variables. In the case of real linear hamiltonian equations this classification was made at first by Williamson in [19] . The complete list with an algorithm which brings an Hamiltonian matrix into normal form was obtained later by Burgoyne and Cushman in [3] .
Due to the presence of the nilpotent part of K, the full list of normal forms is quite long. A complete list without proof also in the non semi-simple case can be found for instance in [4, Chapter 2] . At first we will perform our computation in the semi simple case. In fact in this case we have only three kinds of possible normal forms and the computation of the Maslov index in these three case is quite easy. In order to perform the last step, namely to establish the formula for a general real constant hamiltonian matrix we have to analyze the boundary term which is now written in terms of Kashiwara signature of a triple of Lagrangian subspaces.
The paper is divided as follows. Section 2 will be devoted to fix some notations and to recall the normal forms for semi-simple symplectic matrices. In section 3 we will study the geometry of the Lagrangian Grassmannian manifold and we will recall some useful properties of this index. In Section 4 we will give the formula for normal forms of semi-simple Hamiltonian matrices. In section 5 and 6 we will establish the formula in the general case. The last section will be devoted to apply this computation to the theory of semi-Riemannian geodesics.
Our main result is the following. (See Theorem 6.3 for a precise statement). 
where B is the upper right entry in the block decomposition of ψ(1) and g is the double integer part, namely it is the identity on integers and it is the closest odd integer otherwise.
THE SYMPLECTIC GROUP AND NORMAL FORMS FOR SEMI-SIMPLE SYMPLECTIC

MATRICES
Now we will briefly recall some well known facts about symplectic spaces and about normal forms for semi simple hamiltonian matrices.
Let V be a finite dimensional vector space. A symplectic vector space is a pair (V, ω) where ω is a non-degenerate skew-symmetric bilinear form on V . Given a subspace W ⊂ V let us denote by W # the symplectic orthogonal of W defined by
A subspace W ⊂ V is called Lagrangian if W coincides with its own symplectic orthogonal,
The basic example of symplectic space is R 2n with the standard symplectic structure ω 0 given as below. Given the splitting R 2n = R n ⊕ R n and the usual scalar product of R n , say ·, · then for each z k = (x k , y k ) ∈ R n ⊕ R n for k = 1, 2 we have
This symplectic structure ω 0 can be represented against the scalar product by setting
where we denoted by J 0 the standard complex structure of R 2n which can be represented with respect to the canonical orthonormal basis of R 2n as (2.1)
where I is the n by n identity matrix. Now let Ψ : V → V be an automorphism. We say that Ψ is a symplectomorphism if it preserves the symplectic structure, i.e. Ψ * ω = ω, where Ψ * ω denotes the pull-back of the symplectic structure ω. The linear symplectomorphisms of (V, ω) form a group which is denoted by Sp(V, ω). In the case of the standard symplectic Euclidean space (R 2n , ω 0 ) we use the notation Sp(2n) := Sp(R 2n , ω 0 ). Since Sp(2n) is a closed subgroup of Gl(2n), it inherits a structure of Lie group (see [18] for further details). The tangent space to Sp(2n) at the identity I namely the Lie algebra of Sp(2n) is
where M (2n, R) denotes the vector space of all real matrices of order 2n and where we have denote by T the transpose operator. We will call the elements of sp(2n) hamiltonian matrices or sometimes infinitesimally symplectic.
2.1.
Normal forms for semi simple symplectic matrices. Our basic reference in this section will be [1, Chapter 1] . Let H be a hamiltonian matrix. We say that H is semi simple if the algebraic multiplicity of its eigenvalues coincides with the geometric multiplicity. These types of matrices play an important role in view of the following density result.
Proposition 2.1. The set of all semi simple hamiltonian matrices is dense in the space sp(2n).
Proof. For the proof of this result, see [1, Chapter 1, Proposition 1.3.2]. The next step is to classify some classes of hamiltonian matrices in order to reduce a general one by symplectic conjugacy.
Remark 2.2. Observe that since every symplectic matrix is the exponential of an hamiltonian one the knowledge of the canonical forms for hamiltonian matrices is equivalent to the knowledge of normal forms for every symplectic matrices.
A real hamiltonian matrix A acts on C 2n by
Given the hermitian form g(ξ, η) := Gη, η , G := i J 0 , it follows that A ∈ Sp(2n, C) if and only if
where as usually * denotes the transposed conjugate of A. By equation (2.2), it follows that A and (A * ) −1 are in the same conjugacy class; moreover this implies the following fact: if A ∈ Sp(2n, C) has an eigenvalue λ, then it has also the eigenvalueλ −1 and in particular A has the same Jordan form on the generalized eigenspaces E λ and Eλ−1 where
It is quite easy to prove that if λ, µ are two eigenvalues of A ∈ Sp(2n, C) such that λμ = 1 then the corresponding eigenspaces namely E λ and E µ are g-orthogonal. By this discussion we can arrange the spectral decomposition of A ∈ Sp(2n) as follows:
where σ(A) is the spectrum of A, F λ := E λ if |λ| = 1 and
Moreover this decomposition is g-orthogonal and therefore g must be non-degenerate on each F λ . Now let λ an eigenvalue of A outside the unite circle, with algebraic multiplicity d; since g(ξ, ξ) = 0 for every ξ ∈ E λ , this implies that g restricted to the 2d-dimensional space F λ has a d-dimensional isotropic subspace and therefore we can conclude that g has signature
Observe that g may have any signature on F λ if λ lies on the unit circle. For this reason we are entitled to give the following definition Definition 2.3. Let λ be an eigenvalue on the unit circle of a complex symplectic matrix. The Krein signature of λ is the signature of the restriction of the Hermitian form g to the generalized eigenspace E λ .
If the real symplectic matrix A has an eigenvalue λ on the unit circle of Krein signature (p, q) we often say that A has p eigenvalues which are Krein-positive and q which are Krein-negative. It is clear that the above description can be carried over the hamiltonian level. 
The eigenvalues of H 1 are ±iα and then the symplectic matrix obtained by exponentiating H 1 has eigenvalues e iα and e −iα and is represented by the following rotation matrix.
This matrix has eigenvalues e iα , e −iα and
is an eigenvector corresponding to e −iα . A direct calculation shows that Gξ, ξ = 2 so e −iα is Krein-positive (and therefore e iα is Krein-negative).
By the discussion made in the previous section there exists a decomposition of R 2n into symplectic subspaces:
where (1)
Since A semisimple, V 1 , V 2 and V 3 have the symplectic decomposition
where these space are two dimensional for j = 1, 2, four dimensional for j = 3. Letting A s j the restriction of A on the spaces V s j we have the following forms: (1) The space V s 1 correspond to pair of eigenvalues e iα , e −iα ∈ S 1 with α ∈ R. Then there exists a symplectic basis such that the matrix is with α ∈ R\πZ, µ ∈ R, |µ| > 1. Then there exists a symplectic basis such that
Definition 2.5. We say that a semisimple symplectic matrix A is in normal form
where A i has one of the above three forms.
Summing up the previous discussion we sketched the proof of the following result. 
THE LAGRANGIAN GRASSMANNIAN AND THE MASLOV INDEX
We briefly recall some properties of the Lagrangian Grassmannian manifold and we introduce the basic definitions in order to introduce the Maslov index in a form suitable to our further computation.
The Lagrangian Grassmannian manifold.
Recall that a Lagrangian subspace of V is an ndimensional subspace L ⊂ V on which ω vanishes. We denote by Λ the Lagrangian Grassmannian of V which is the set of all Lagrangian subspaces of V . For all L ∈ Λ and k = 0, 1, . . . , n we set:
is the set of all Lagrangian subspaces that are transversal to L and it is a dense open subset of Λ. Let B sym (L 0 ) be the set of bilinear forms on L 0 ; given a pair L 0 , L 1 ∈ Λ of complementary Lagrangians namely we define a map
Due to the fact that L is Lagrangian, such bilinear form is symmetric. Observe also that: 
is given by:
observe that h is the identity on Ker(B).
Now for L ∈ Λ, we will define a canonical isomorphism, T L Λ ∼ = B sym (L) between the tangent space at L and the space of symmetric bilinear forms
Let L 0 , L 1 ∈ Λ be a pair of complementary Lagrangians and let ϕ L 0 ,L 1 be a chart of Λ. In order to prove that there exists this kind of identification between the tangent space
Then it is easy to check that the differential of the chart is given by:
where t → T (t) is the path of linear operators contained in the domain of the chart such that their graphs, agrees with the path of Lagrangian subspaces t → l(t) in a sufficiently small neighborhood of t = 0. By the previous formula it is easy to see that it does not depend on the choice of L 1 . See [16, Theorem 1.1] for further details.
3.2. The Maslov index for Lagrangian and symplectic paths. Now we fix some notations and we briefly recall some definitions. For this section our basic reference is the paper of Robbin and Salamon [16] . Given a smooth curve l : [a, b] → Λ of Lagrangian subspaces, we say that l has a crossing with
At each non transverse crossing time t 0 ∈ [a, b] we define the crossing form
and we say that a crossing t is called regular if the crossing form q(l, L 0 , t 0 ) is nonsingular. It is called simple if it is regular and in addition l(t 0 ) ∈ Λ 1 (L 0 ). It is easy to see that a curve has only simple crossings if and only if it is transverse to every Λ k (L 0 ) and it has only regular crossings if and only if it is transverse to the algebraic variety Σ(L 0 ). It is easy to prove that regular crossings are isolated and then on a compact interval are in a finite number. Following Robbin & Salamon we are entitled to define the Maslov index as follows.
Definition 3.1. Let l : [a, b] → Λ be a smooth curve having only regular crossings we define the Maslov index
where the summation runs over all crossings t.
Here we denoted by sig the signature in the sense of quadratic form as difference between the number of positive minus the number of negative eigenvalues. For paths with transversal endpoints, this number is actually an integer. Using the fact that any path is homotopic (with fixed end-points) to a path with only regular crossings and furthermore if two regular paths are homotopic with fixed end points then the right hand side of (3.3) is the same for both. See [16, Lemma 2.1, Lemma 2.2]. The Definition of Maslov index extend to general paths by defining µ(l, L 0 ) as the Maslov index of any regular path homotopic to it. For the sake of completeness, we recall here some properties of this index which we will use later on in our calculation.
Some properties of the Maslov index.
For the proof of this result see [16, Theorem 2.3] . Now, for a path of symplectic matrices Ψ : [a, b] → Sp(2n) we define the Maslov index by setting
Given a symplectic path [a, b] ∋ t → Ψ(t) ∈ Sp(2n) let us consider the following block decomposition:
By a direct computation (see [16, Theorem 4 .1]) the crossing form at a crossing instant t = t 0 can be seen as the quadratic form Γ(Ψ, t 0 ) : Ker B(t 0 ) → R given by:
where B(t 0 ) and D(t 0 ) are as in (3.4). Now we recall a useful result which we will use often in the rest of this paper.
Proposition 3.2.
Consider the symplectic vector space R 2n × R 2n equipped by the symplectic form ω = −ω 0 × ω 0 . Then 
As above (V, ω) is a fixed (finite dimensional) symplectic space. Now, given three Lagrangians
is defined as the signature of the (symmetric bilinear form associated to the) quadratic form given by:
It is proven in [2, Section 8] that τ V is the unique integer valued map on Λ × Λ × Λ satisfying the following properties:
[P1] (skew symmetry) If σ is a permutation of the set {1, 2, 3},
[P2] ( additivity) given two symplectic spaces (V, ω), ( V , ω), and lagrangians
is a symplectomorphism, then we have:
is endowed with the canonical symplectic form, and
We will now proceed to a geometrical description of the Kashiwara signature τ V using the notion of Maslov index for paths.
Proof. See [16, Theorem 3.5] We are now entitled to define the map
This index (also called four-fold index) satisfies some symmetries. Among the others we recall the more useful for our purposes.
Proof. A
We can now establish the relation between theHörmander index q and the Kashiwara signature τ V . Let us define q : Λ × Λ × Λ → Z by:
Observe that the function q is determined by q, because of the following identity:
however, the symmetries of the four-fold Maslov index are easier to detect thanks to the clear geometrical meaning of q. 
The first of the two equalities is obtained using (3.7), while the second is obtained as follows:
This concludes the proof.
Using Proposition 3.5, it is possible to check that q satisfies the following two more properties 
is the signature of the quadratic form
Observe that this last property can be taken as Definition of Kashiwara index when
2 of the signature of the quadratic form q on L 2 . The following result will be useful in our computation in order to reduce the degrees of freedom.
Lemma 3.7. For arbitrary subspaces
where L K i denotes the image of L i under the symplectic reduction
Proof. For the proof of this result see [10, Proposition 1.5.10].
THE MASLOV INDEX OF A LINEAR AUTONOMOUS HAMILTONIAN SYSTEM IN NORMAL FORM
This section will be devoted to the computation of the Maslov index of linear autonomous Hamiltonian systems in normal form, say
where H is a real semi-simple hamiltonian matrix H in normal form. Roughly speaking we will see this invariant as the number of half windings made by the fundamental solution of the above linear hamiltonian system in the symplectic group. Let ψ be the fundamental solution of (4.1) namely the unique solution of the matrix differential problem
The goal here is to compute the Maslov index of ψ in this very special case. In view of the decomposition into symplectic invariant subspaces given in section before, in order to compute the Maslov index of ψ, the strategy is to compute the contribution to this index given by the restriction of ψ to V j for j = 1, 2, 3 and finally summing up all the contributions by using the product property of the Maslov index. The first step is to calculate the contribution to the Maslov index given by semi-simple symplectic matrix of the first type normal form. Thus let us consider the path x → ψ 1 (x) where
Now given the lagrangian L 0 = {0} ⊕ R in R 2 , we consider the path of lagrangian subspaces of R 2 given by l 1 := ψ 1 L 0 for i = 1, 2. This curves have transverse endpoints with the vertex L 0 of the train if l 1 (1) ∩ L 0 = {0}. It is easy to see that this condition is satisfied if and only if α / ∈ πZ and the crossing points are therefore of the form x ∈ π α Z. Let x 0 be a crossing. Then its crossing form is the quadratic form given by
By the above computation it follows that if α = 0
The above discussion can be reformulated in the following way If f is the function which holds identity on semi-integer and is the closest semi-integer not integer otherwise, we can put both cases together in Lemma 4.1 by setting
We will compute the Maslov index for hamiltonians of the second type namely having only real eigenvalues. In this case the fundamental solution is represented by the matrix
Now given the lagrangian L 0 = {0} ⊕ R in R 2 , we consider the path of lagrangian subspaces of R 2 given by l := ψ 2 L 0 . By elementary computation it is easy to see that the lagrangian path l is always contained in the the stratum of codimension one of the Maslov-Arnol'd cycle and by the zero property of the Maslov index it follows that µ(ψ 2 ) ≡ 0. Thus we proved the following result. Finally let us consider fundamental solutions of the third type. In this case by the discussion given in section above the path x → ψ 3 (x) is represented by
Given the lagrangian L 0 = {0} ⊕ R 2 in R 4 let us consider the path of lagrangian subspaces of R 4 represented by l(x) := ψ 3 (x)L 0 . It is to check that in this case the Lagrangian curve l is contained in a fixed stratum of the Maslov cycle. By the zero axiom for the Maslov index it immediately follows that this case does not give any contribution to the Maslov index. Also in this the following holds. Taking into account computation above we proved the following result. 
where f is the function above defined, which is the identity on the semi-integers and is the closest semi-integer not integer otherwise.
Proof. The proof of this result is obtaines by summing up the previous computation.
COMPUTATION IN THE SEMI-SIMPLE CASE
The goal of this section is the computation of the Maslov index in the semi-simple case. Given the linear autonomous hamiltonian system w ′ (x) = Kw(x) where K is a semi simple hamiltonian matrix and Ψ its fundamental solution and taking into account Proposition 2.6, there exists a symplectic matrix M ∈ Sp(2n) such that K = M −1 HM where H is H = p l=1 H l and where each H l is one of the three normal forms for a hamiltonian matrices relatives to the three normal forms for semisimple symplectic matrices.
Setting φ = M ψ the Cauchy problem (4.2) becomes
whose solution is explicitly given by φ(x) = e xH M .
Lemma 5.1. (Reduction Lemma) With the previous notations the following equality holds:
where q denotes the Kashiwara index.
The meaning of the above result is based on the fact that the reduction in normal form does not preserve the splitting. In fact the two correction terms come out and are in some sense a measure of the lack of diagonalization.
Proof. The proof of this result is based on the formal properties of the Hörmander and Kashiwara index. In fact we have:
In the above chain of equalities we used the skew-symmtric property of the Kashiwara index together with its relation with the Hörmander index and with the change of the Maslov cycle in the computation of the Maslov index as intersection number. 
Proof. The proof of this result can be easily obtained as by-product of the Lemma 5.1 and Proposition 4.4. Due to the skew-symmetry of the Kashiwara signature for odd permutation of two Lagrangian subspaces, it follows that if M is in an element of the stabilizer subgroup of the vertical lagrangian in the symplectic group, the last two terms are both zero. Thus 
The following step in order to better understand the meaning of the last two terms is to compare the above computation with the Conley-Zehnder index.
COMPUTATION OF THE MASLOV INDEX IN THE GENERAL CASE
Given a symplectic path ψ, we define the Conley-Zehnder index
where ∆ ⊂ R 2n × R 2n denotes the diagonal in the product space. If ψ is the fundamental solution associated to the Hamiltonian system w ′ (x) = Kw(x) where K is a semisimple hamiltonian matrix, we have
Observe that the last equality follows by the skew-symmetry of q. Thus the following formula holds:
From now on, let us assume that the following non transversal condition holds:
Under this transversality assumption the Conley-Zehnder index can be actually explicitly computed in terms of the Krein positive eigenvalues of the hamiltonian matrix K. 
where the double integer part function g is the identity on integers and it is the closest odd integer otherwise.
Proof. For the proof of this result see for instance [1, Theorem 1.5.1]. By formula (6.1) Proposition 5.2 and Proposition 6.1 it follows that
where h is the function h defined as the difference between g and f . By using the above computation it is possible to estimate the difference between the ConleyZehnder and the Maslov index. In fact it follows that being the first member independent on the matrix of change of variables, also the second member is. Therefore by setting M = I and by using the skew-symmetry of the Maslov index it follows that the only non vanishing term in the second member is q(L 0 × L 0 , Gr(ψ(1)), ∆). By this fact, we have that the Kashiwara index is given by
where the function h is explicitely given by
where k ∈ Z and I 2β :=]2β, 2β + 1[. With notation above it follows that in the semi-simple non degenerate case the following estimates
where k is the number of Krein positive eigenvalues of K. Let us observe that in general only the following estimates holds true
Compare with [11, Proposition 1] and with [14, Equation 5 .18].
6.1. Calculation of the Kashiwara signature. In order to better insight into the final formula for the Maslov index we need a careful study of the term
, we want to compute the term q(∆, L, L 2 ). Therefore let us consider the symplectic space R 4n with the standard symplectic form −ω 0 × ω 0 . This form is represented against the standard scalar product by the complex automorphism J which can be written with respect to the canonical basis, by
Let us observe that the isotropic subspace I := ∆ ∩ L is the set of vectors in R 4n of the form (0, u, 0, u) where u ∈ R n . By this and by the fact that the Kashiwara signature is invariant by symplectic reduction we are interested in compute the Kashiwara index of the reduced triple modulo I. In fact, if I is an isotropic subspace of a symplectic space (V, ω) then the form ω defines a symplectic form on I # /I. Moreover, for each M ∈ Λ the image π I (M ) of M ∩ I # under the canonical homomorphism: I # /I is a Lagrange subspace of the symplectic space (I # /I, ω). It is easy to check that:
It is also immediate to verufy that
where we denoted by (ψ 1 , ψ 2 ) the two components of ψ. Since I # = S I ⊕ I the image of the point (x, y, x, v) in S I is represented by the point (x 1 , y 1 , x 1 , −y 1 ) for x 1 = x and y 1 = (y − v)/2. By this,
• if (x, y, x, y) ∈ ∆ then its projection in ∆ I is given by (x, 0, x, 0);
2 ). It is readily seen that ∆ I ∩ L I = {0}. We recall also that we are working under the assumption that det (I − ψ(1)) = 0 which implies the following transversality condition ∆ I ∩ L I 2 = {0}. These two conditions in particular implies that there exists a unique linear operator T : L I → ∆ I such that for all z ∈ L I the point z + T ( z) ∈ L I 2 . In fact, if z = (0, z, 0, z) and x = T ( z) = (x, 0, x, 0), the problem is equivalent to find y ∈ R n such that
where we denoted by ψ 1 , ψ 2 respectively the first and the second arrow of the symplectic matrix ψ(1). Thus in order to solve the problem, it is enough to calculate the signature of the triple
2 ) where the last equality follows directly from Lemma 3.7. By property [P6] of the Kashiwara signature and by using previous notation it follows that
where we denoted by B the upper right matrix entry in (I − ψ(1)) −1 . The same conclusion clearly holds by computing the Kashiwara signature directly by its definition. In fact given a triple of Lagrangian subspaces L 1 , L 2 , L 3 ∈ Λ the Kashiwara signature of the triple coincides with the signature of the quadratic form Q :
Being Q(x 1 , x 2 , x 3 ) = x, y − ψ 2 (x, y) = 2 x, z , we have that q(∆ I , L I , L I 2 ) = 2 sig x, z .We assume that the matrix I − ψ(1) is represented in the block form as follows
We will make the following assumption
Observe that (H1) is equivalent to the invertibility of B. In order to compute the upper right entry B in the block decomposition of the operator T we see that
where we used the fact that Observe that the Kashiwara signature is even in our case. It is a general fact that this signature plus n plus the dimension of the isotropic subspace I is even. Compare with property (3) in [11, Proposition 1] for a more general situation.
Summing up all the above computation we prove the main result of this paper. 
where B is the upper right entry in the one time map ψ.
Proof. For, it is enough to taking into account the computation performed in the section before and Lemma 6.2.
AN APPLICATION IN SEMI-RIEMANNIAN GEOMETRY
In this section we will consider an application of the above formula in semi-Riemannian geometry. Our basic reference is [13] and [14] .
Given a semi-Riemannian manifold namely a smooth n-dimensional manifold M endowed with a metric given by a non degenerate symmetric two-form g of constant index ν. We denote by D the associated Levi-Civita connection and by A vector field ξ along γ is called Jacobi field if it verifies the linear differential equation
where R is the curvature tensor of D. Given a geodesic γ, an instant t ∈ (0, 1] is said to be a conjugate instant if there exists at least one non zero Jacobi field with ξ(0) = ξ(t) = 0. The corresponding point q = γ(t) on M is said to be a conjugate point to the point p = γ(0) along γ.
Let γ be a geodesic. By choosing a g-orthonormal and parallel trivialization of the tangent bundle along the p-geodesics γ we reduce the Jacobi equation (7) to a linear second order system of ordinary differential equations
where J is the symmetry
and where S is a real symmetric matrix. From now on let us assume that M is a locally symmetric space. In this case it follows that the Jacobi deviation equation in a g-orthonormal parallel frame reduces to
where S is a constant real symmetric matrix. Now as by-product of the semi-Riemannian version of the Morse index theorem proved in [13, Theorem 1.1] which states, in particular, the equality between the total number of conjugate points along the geodesic γ and the Maslov index of the associated Hamiltonian system, we are able to explicitely compute the number of conjugate points along the geodesic γ. Before doing so, we point out the following easy result which gives us the relation between the eigenvalues of H and the eigenvalues of the symmetric matrix R. Proof. Let us consider the matrix H. Its square is given by the following diagonal block matrix
and then the Cayley-Hamilton polynomial is given by det(H 2 − λI) = det(JS + λI) · det(SJ + λI).
By this immediately follows the first part of the thesis. For the second part, it is sufficient to observe that if S commute with J then the spectrum of JS is real and by this the thesis immediately follows.
Since conjugate instants cannot accumulate at 0 (see [13, Section 6 ]), we can find an ε > 0 such that there are no conjugate instants in [0, ε]. Therefore we are entitled to define the Maslov index of a geodesic γ as µ(γ) := µ(ψ| [ε,1] L 0 , L 0 ) where ψ is the fundamental solution of the Hamiltonian system associated to the Jacobi operator and as before L 0 is the vertical Lagrangian in R 2n . By this fact and by using the results obtained in Section 5, the following result holds. Theorem 7.2. Let γ be a geodesic with non conjugate endpoints, H the matrix given in (7.1) and λ 1 , . . . , λ k ∈ R the real negative eigenvalues of JS counted with multiplicity. Then the number of conjugate points along γ is given by Proof. This result follows by Proposition 7.1 and by the semi-Riemannian Morse index Theorem proved in [13] and by the previous computation of the Maslov index of the symplectic path ψ.
Observe that the last term −n is due to the fact that in our computation of the Maslov index is included the contribution given at the initial instant which is always excluded by the total number of conjugate points along a geodesic.
Observe that if the symmetric matrix S commutes with J, then the Maslov index can be compute in a quite more direct way. This was done in [14] . In fact in this case it follows that S has the form S = A 0 0 B where A and B are two constant symmetric matrices of dimension respectively (n − ν) × (n − ν) and ν × ν. Diagonalizing A and B we get U * AU = diag(λ 1 , . . . , λ n−ν ) and V * BV = diag(µ 1 , . . . , µ ν ).
Given λ ∈ R let us define N (λ) = #{i ∈ N | i 2 π 2 < λ}. It was proved in [14, Proposition 3.4] and [15] that the number of conjugate points along a geodesic γ with non conjugate end-points is given by 
