Forest fire is one of the environmental problems which has continuously repeated and become a biggest threat to forest resources in Indonesia. One of the forest fire prevention efforts is to determine the spread of hotspots (active fires) clusters. Hotspot data are obtained by remote sensing using satellite that possibly exist the location information containing irregularities (outliers). This research aims to detect contextual outliers on hotspot data in Riau province for the period 2001 to 2009 based on climate context, i.e. rainfall. Contextual outliers were detected using the results of clustering on the daily hotspot frequency attribute and rainfall attribute. The applied method was the technique of clustering using K-means algorithm. The result showed that there were 54 objects detected as contextual outliers, many of them occurred in February, March, June, July, and August. Those objects as contextual outliers were hotspots which have high daily occurrences with high rainfall. The contextual outliers detected have an average of daily occurrences is 65.76 hotspots with an average of rainfall is 37.15 mm.
Introduction
Forest fire is one of the environmental problems which has continuously repeated in Indonesia. In the newest analysis, World Resources Institute (WRI) study about the historical trend of fire alerts in Sumatera. As in June 2013, the majority of fire alerts are concentrated in Riau Province, on Sumatera Island. A remarkable 87 percent of fire alerts across Sumatera for March 4 th -11 th are in Riau Province [1] . Uncontrolled forest fires become a biggest threat to forest resources in Indonesia. One of the forest fire prevention efforts is to determine the spread of hotspots clusters. Hotspots obtained by remote sensing using satellite have potential become fire. Hotspot data then are used to analyse hotspot occurrences as one of the indicator occurred fire. One of analysis techniques is outlier analysis in order to observe anomalies on hotspot occurrences [2] .
Most of the existing approaches identify outliers from a global view, where each data instance is examined as deviating from normality as defined by the entire data set. This type of outlier detection is called global outlier detection [3] . However, sometimes an instance may not be an outlier when compared to the rest of the data set but maybe an outlier in the context of a subset of the data. This type of outlier detection is called contextual outlier detection, where the subset with respect to which the outlier is examined is called the context [4] .
Many techniques are employed for outliers detection, one of them is clustering. Clustering techniques partition the objects into groups, or clusters, so that objects within a cluster are "similar" to one another and "dissimilar" to objects in other clusters [5] . K-means algorithm can be used to detect outliers. Baehaki [2] studied about outliers detection on hotspot data using k-means clustering method as well as used global and collective approaches, but not examined outliers with respect to a context to detect contextual outliers. This study used a context to detect contextual outliers, i.e climate.
According to Syaufina [6] , rainfall is the climate factor that extremely has an effect on forest fire occurrences. The forest fire increases with the decrease of rainfall and the mount of fires regularly occurs in months with low rainfall. In the other hand, rainfall is the factor that determines fuel accumulation. Therefore, rainfall can be used as context to detect contextual outliers. With this context, it is expected that contextual outliers are hotspots which have high daily occurrences with high rainfall or low daily occurrences with low rainfall. The technique used to detect contextual outliers is clustering using K-means algorithm.
Method

Data and tools
In this study, we used hotspot data and climate data. The hotspot data in shapefile (.shp) were collected from FIRMS MODIS Fire/Hotspot, NASA. In the previous research, this data were transformed into the format of commaseparated value (CSV) which describes the frequency of daily hotspot occurrences in Riau Province from 2001 to 2012. Two attributes from hotspot data used in this study can be seen in Table 1 . Climate data were collected from National Climatic Data Center (NCDC). These data contain the information of rainfall from 2000 to 2010 and are obtained from the previous study [7] with the format of Microsoft Excel. These data have 22 attributes, but only 2 of them were used in this study, those are Yearmoda attribute and PRCP attribute which indicates total precipitation reported during the day.
In order to conduct experiments, this work utilized some software as follow: RStudio version 0.98.501 with packages: stats, base, and clusterCrit Quantum GIS for data visualization PostgreSQL 9.2 as the database management system Microsoft Excel for data pre-processing
Study procedure
Data pre-processing In this phase, we conducted 3 steps: data selection, data combination, and data cleaning. Data selection was applied to choose attributes used in the study. In data combination step, hotspot data and rainfall data were combined based on the date attribute. There are many missing values and noisy values at the rainfall attribute of combined data. The missing values are data which have no information about rainfall. The noisy values are data which have the information about rainfall with the flag "I". This flag indicate that weather station did not report any precip data for the day and did not report any occurrences of precipitation in its hourly observations. Therefore, at the end of this stage we did the data cleaning step to clean those missing values and noisy values.
Data clustering using K-means algorithm Clustering is the process of grouping a set of data objects into multiple groups or clusters so that objects within a cluster have high similarity, but are very dissimilar to objects in other clusters [5] . In this study, clustering k-means algorithm was applied to detect contextual outliers. The k-means procedure is summarized in Fig. 1 [5] . In order to determine the correct number of clusters (k), we used Davies-Bouldin (DB) index as the criterion. The DB index is based on similarity measure of clusters (Rij) whose bases are the dispersion measure of a cluster (si) and the cluster dissimilarity measure (dij) [8] . The similarity measure of clusters (Rij) can be defined freely but it has to satisfy the following conditions [9] A simple choice for Rij that satisfies the above conditions is in the following way:
Then the DB index is defined as reference [8] Algorithm: k-means. The k-means algorithm for partitioning, where each cluster's center is represented by the mean value of the objects in the cluster.
Input:
k: the number of clusters, D: a data set containing n objects.
Output: A set of k clusters.
Method:
(1) arbitrarily choose k objects from D as the initial cluster centers; (2) repeat (3) (re)assign each object to the cluster to which the object is the most similar, based on the mean value of the ocjects in the cluster; (4) update the cluster means, that is, calculate the mean value of the objecys for each cluster; (5) until no change
, where (2)
The DB index measures the average of similarity between each cluster and its most similar one. It is desirable for the clusters to have the minimum possible similarity to each other; therefore we seek clustering that minimize DB [8] .
Contextual outlier detection Outlier detection is the process of finding data objects with behaviours that are very different from expectation. Such objects are called outliers or anomalies. In a given data set, if a data object deviates significantly with respect to a specific context of the object, then it is termed as a contextual outlier [5] . The notion of context is induced by the structure in the data set and has to be specified as part of the problem definition. Each data object is defined using two sets of attributes [10] . The contextual attributes are used to determine the context of an object, while the behavioural attributes define the object's characteristics and are used to evaluate whether the object is an outlier in the context to which it belongs. In this study, context was defined using rainfall attribute and behavioral attribute was the daily hotspot frequency.
According to Han et al. [5] , clustering-based approaches detect outliers by examining the relationship between objects and clusters. There are three general approaches to clustering-based outlier detection, among them is identifying an object as an outlier if it is part of a small or sparse cluster. Contextual outlier detection using clusteringbased can be done in three steps as follow. 1. Apply clustering technique on contextual attribute U (rainfall) and behavioural attribute V (frequency of daily hotspot occurrences). 2. Agglomerate clustering result based on label cluster U. 3. Determine clusters V sliced with cluster U which are small or sparse clusters, by calculating the percentage of total members of cluster V sliced with cluster U in data set as follow:
If the percentage value is under the threshold value, then members in that cluster are identified as contextual outliers.
Results
Data pre-processing
Data pre-processing includes data selection, data combination, and data cleaning. Data selection was applied to choose attributes used in the study. Date attribute and frequency attribute from hotspot data, date attribute and rainfall attribute from climate data are the attributes chosen to be used in this study.
In data combination, hotspot data and rainfall data were combined based on the date attribute. Hotspot data from 2001 to 2012 (4383 data) and rainfall data from 2000 to 2010 (3694 data) were combined based on the date attribute so that combined data is from 2001 to 2010 (3371 data) with three attributes: date, frequency, and rainfall attribute.
At the end of this stage, the combined data were cleaned from missing values and noisy values. On the rainfall attribute, there were many missing values containing 99.99 (140 data) and noisy values containing flag "I" (1258 data). Data containing these values were ignored from data set. Then the values on rainfall attributes were converted into milimeter unit.
The output from data pre-processing is combined data with three attributes: date, frequency, and rainfall attribute. These data have 1973 records from 2001 to 2010. In the year 2010, data contains hotspot information until June so that these data also were ignored from data set. As the result, combined data has 1888 from the year 2001 to 2009.
Data clustering using k-means algorithm
K-means function available in R application was used to run k-means algorithm on combined data from the year 2001 to 2009. On each attribute, k-means function was given argument k from 2 to 10. The DB index for each k value was calculated by using IntCriteria() function from clusterCrit package. The result of k-means usages to determine the correct number of clusters can be seen in Table 2 . From Table 2 , we can see that k value with the DB index minimum is 10. Therefore, k-means function run to detect contextual outlier is given argument k by 10. The clustering results are presented in Table 3 and 4.
From Table 3 and 4, we can see that the smallest cluster is cluster U4 with 4 members. These 4 data are parts of small cluster, hence are identified as outliers. The percentage of total members of cluster U4 in data set is 0.21% so that this value was used as a threshold value in contextual outlier detection.
Contextual outlier detection
The clustering result was grouped based on label cluster rainfall U. Determining contextual outlier was based on the membership of each cluster frequency V sliced with cluster U. In the previous phase, we got threshold value by 0.21%. The members of cluster V sliced with cluster U which has percentage of membership under 0.21% are identified as contextual outliers. The grouping result is presented in Table 5 . Table 5 . The grouping of clustering result.
Cluster Uj
Members of cluster Uj
Cluster Vi From Table 5 , we can see that clusters V which have few members are cluster V1, V3, V7, V8, and V9 of group U1; cluster V4 and V10 of group U3; cluster V1, V6, and V8 of group U4; cluster V1, V2, V3, and V8 of group U5; cluster V1 and V7 of group U6; cluster V1, V8, and V9 of group U7; cluster V1, V4, V7, and V8 of group U8; cluster V3, V7, and V10 of group U9; cluster V1, V7, and V8 of group U10. Those clusters have the percentage of total members under 0.21%. Therefore, the members of those clusters are identified as contextual outliers.
Contextual outlier analysis
The goal of outlier detection is to find data instances that do not conform to the normal behavior, which is typically defined by the entire data set [3] . The normality with respect to the rainfall is defined by 2 things: high daily occurrences with low rainfall and low daily occurrences with high rainfall. Data object which deviates from this normality are detected as contextual outliers. The result of contextual outlier detection on hotspot data can be seen in Table 6 . From Table 6 , we can see that many of objects detected as contextual outliers are hotspot which have high daily occurrences with high rainfall. The result also contains objects that should be considered normal, those are hotspots which have high daily occurrences with low rainfall or low daily occurrences with high rainfall. The contextual outliers detected have an average of daily occurrences is 65.76 hotspots with an average of rainfall is 37.15 mm. There are 54 objects detected as contextual outliers. The amount of contextual outlier detection is highest in year 2005 (16 objects) and then 2009 (9 objects). Visualization for contextual outliers occurring in these years are presented in Fig. 2 and Fig. 3 . Fig. 2 visualizes hotspots as contextual outliers in the year 2005. In February, the majority of outliers occurs in the east Pelawan, Indragiri district, and in southeast of Dumai city as well as in areas across Meranti district. In March, there is a displacement of outliers location in the direction to the northwest. Many outliers in March are located in Dumai City, Rokan Hilir and Meranti District. In April, Rokan Hilir is still the district in which outliers highly occur. Moreover, many outliers concentrate in Rokan Hulu, Kampar, and the east part of Pelawan district. From May to June, the number of outliers decreases and then increases in July. Many outliers in July are located in Rokan Hilir and Siak district. Until August, most of outliers are detected in Rokan Hilir. In October, the number of outliers decreases again and then increase at the end of year. Fig. 3 . shows hotspots as contextual outliers in the year 2009. In January-February period, the majority of outliers concentrates in eastern Riau province, especially in south area of Dumai city and north of Bengkalis district. The number of outliers in June-July period decreases and then increases in August. Until September, this number decreases again and finally increases in November. In August and November, almost districts in Riau province are recorded as the locations in which outliers located, except in Meranti District.
An object is detected as an outlier when compared to the rest of the data set, but may not be an outlier in the context of a subset of the data. Baehaki [2] detected outliers on hotspot data based on a comparison of each object with the rest of the data set. Objects detected as outliers are hotspots which have high daily occurrences. In this study, by using the rainfall as context, most of them are not outliers but are considered normal. Outliers from Baehaki's study [2] and contextual outliers from this study (the grey highlighted parts) can be seen in Table 7 .
Objects as outliers detected by Baehaki [2] are hotspots which have very high daily occurrences, the highest recorded is 1,118 hotspots. The outliers detected have an average of daily occurrences is 481.22 hotspots. With respect to rainfall context, those outliers have low rainfall (with an average of rainfall is 0.299 mm), hence are considered normal.
Cells highlighted in Table 7 represent objects as contextual outliers. Objects detected as contextual outliers are hotspot which have high daily occurrences with high rainfall. Most of them occur in February, March, June, July, and August. In this study, we did not construct any ground truth to measure the accuracy of this estimation. The measurement can be directed for the future works. 
Conclusion
This study applied k-means algorithm in clustering hotspot data. The usage of k-means function on 2 attributes obtains the number of clusters k with lowest DB index. On the rainfall attribute, the value k producing lowest DB index (0.34044) is 10, while on the frequency attribute k equal to 10 producing lowest DB index is 0.28825. The clustering results are 10 clusters on the rainfall attribute and 10 clusters on the frequency attribute. There are 54 objects detected as contextual outlier, many of them occur in February, March, June, July, and August. Contextual outliers detected are occurred in 2001, 2002, 2003, 2004, 2005, 2006, 2007, 2008, and 2009 . Contextual outlier highly occurred in the year 2005 and 2009. Those objects as contextual outliers are hotspots which have high daily occurrences with high rainfall. This study has not been successfully detected objects which have low daily occurrences with low rainfall. The contextual outliers detected have an average of daily occurrences is 65.76 hotspots with an average of rainfall is 37.15 mm.
