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Abstract
The drive towards environmentally-friendly gas turbine engines imposes strict design con-
straints on combustion chambers to minimise harmful pollutant emission. Measures em-
ployed to counter this issue may result in oscillatory behaviour, which can cause substantial
damage to the engine. Recent work has been undertaken on predicting this behaviour in
annular combustors. The complexity of the annular design can give rise to an additional set
of intricate oscillations due to the presence of interactions between neighbouring flames. The
project is concerned with capturing trends in oscillatory behaviour in the laboratory-scale
annular combustion chamber designed by Worth and Dawson.
Combustion-driven oscillations are studied by a variety of methods including experimen-
tal, analytical and Computational Fluid Dynamics (CFD) approaches. The cost associated
with experimental studies and the limitations of most analytical models in representing
complex flow phenomena both put CFD forward as a preferred tool for the present work. The
aim was to create a modelling approach that maximises efficiency in both computational time
and cost, to be fit for use in an industrial context. Three objectives are defined: to develop an
efficient numerical methodology to bridge the gap between analytical and high-order CFD
investigations; to identify ways in which to reduce computational demands in the CAD and
meshing methods; and to compare the results obtained to available reference data.
A set of new inlet boundary conditions, a modular CAD geometry and a coarse meshing
approach are developed to answer the computational efficiency constraint. The method also
considers the use of lower-order turbulence models to reduce computational demands. Cyclic
boundary conditions are applied to a single sector of the annular geometry to reduce the size
of the domain.
The numerical methodology developed is compared to reference data in isothermal,
reacting and forced-inlet reacting cases. Its adaptability to various operating conditions is
explored by observing trends in flow behaviour with varying inlet velocity and temperature,
fuel, equivalence ratio, and forcing amplitude. It is shown at each stage that the modelling
approach is capable of representing expected trends. This is achieved at a fraction of the cost
compared to full burner configuration studies or higher-order CFD simulations.
The thesis provides evidence that the computational methodology developed can be used
to describe trends in forced oscillatory behaviour efficiently in the Worth and Dawson annular
combustor rig, in the context of the reference cases studied. Additional work is necessary to
determine the full scope of applicability of the new methodology.
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Chapter 1
Introduction
1.1 Gas Turbine Engines
Gas turbines, or jet engines, are the most commonly used means of propulsion in modern
aircraft. Air is directed through several stages of compression and expansion to produce thrust.
Air and fuel are mixed in the combustion chamber to provide heat to the cycle. A gas turbine
engine cutaway is presented in figure 1.1 where the location of the combustion chamber is
indicated. The main components include the fan, compressor, combustion chamber, turbine,
and exhaust nozzle. These engines are well understood and widely explained in engineering
textbooks [1].
Fig. 1.1 Rolls-Royce Plc Trent 1000 engine [2], copyright Rolls-Royce, used with permission.
A major issue facing the design of gas turbines is that of harmful emissions such as NOx
and soot, and engine noise [1]. Design constraints include environmental considerations
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for which several solutions have been found. For instance, variable geometries can be used
to adjust the armount of air entering the chamber depending on operating conditions [1].
The amount of air injected is increased at high pressure levels to reduce the fuel/air ratio
and further reduce emissions of NOx and soot. In contrast, the amount of air injected is
decreased at low pressures to maximise combustion efficiency. Due to the weight and cost
of the complex feedback systems implemented in this solution however, variable-geometry
combustors are more suited to industrial systems than aircraft combustors.
Constant operation in lean burn conditions is another solution that is typically employed
in smaller systems such as aircraft engines [1], whereby the amount of air is higher than the
stoichiometric amount of air required to burn the fuel. Whilst lean mixtures bring considerable
improvements to the problem of emissions, they can lead to combustion instability, which
under certain circumstances can damage the engine significantly. Combustion instability is
thus a very topical field of interest for industrial research, in which mechanisms leading to
instability and resulting flow behaviour are studied.
1.1.1 Combustion Chambers
The combustor, also called ‘burner’ or ‘combustion chamber’, is the part of a gas turbine
engine where compressed air is mixed with fuel, reacted and directed to the turbine at a high
temperature. The main components of a combustor are the air casing, diffuser, fuel injector,
liner, swirler and three combustion zones including primary, secondary and dilution zones
[1, 3]. Figure 1.2 shows a diagram of a typical combustor layout.
Fig. 1.2 Combustion chamber schematic diagram [4].
The diffuser minimises the pressure losses at the entrance of the burner by lowering
the velocity of the incoming flow from the compressor. Swirlers are often used for flame
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stabilisation. They generate flow reversal which creates a region of lower axial velocity
where the flame can sit and remain alight, avoiding the risk of blow-off [1, 3]. An igniter is
also usually located either at the entrance of the primary combustion zone or within it. The
primary, secondary and dilution zones are used to guide the flow towards the turbine at an
acceptable temperature.
1.1.2 Configurations
When designing a gas turbine engine for civil aircraft, the choice of combustor depends
entirely on the overall shape of the engine [1]. Some of the most common burner configura-
tions include tubular, tuboannular or annular combustors. Figure 1.3 illustrates the difference
between the three types.
Fig. 1.3 Three basic burner configurations, top views [1].
The tubular, or ‘can’ combustor is made from several units all joined around a cylinder.
Compressed air enters each of the chamber units, which contain an outer casing and liner [1].
Due to its considerable weight and size compared to the other two systems, this burner is not
typically found in aircraft but is used in industrial plants [1].
The tuboannular, or ‘can-annular’ combustor provides a compromise between the struc-
turally robust tubular type and more size-efficient annular burner. Once the mixture is ignited
it is guided through the combustion chambers, or ‘tubes’, to the downstream annular liner
[1]. The disadvantages for this type include the complexity of the diffuser design and the
difficulty in obtaining a flow that is consistent across all the tubes [1].
The annular combustor consists of an annular cylindrical liner placed within an outer
cylindrical casing [1]. The components along the combustor are very similar to that of a
typical configuration described in section 1.1.1. The ignition process for this particular burner
is referred to as the ‘light-round’ due to the placement of the fuel injectors around the circular
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geometry. Once the combustion process has been started by the spark igniter, the flame will
propagate from the originally ignited burner to its neighbours along the annulus until all the
burners have been lit [5]. Potential disadvantages of this layout include issues with design
and development, caused by the complexity of the flow output due to interacting flames
around the annulus [6]. Maintenance of these combustors is also costly and difficult, as
complete system disassembly is required to replace or repair an internal part [6]. Additionally,
a high cost is associated with experimental testing due to high fluid temperature, flow rate
and pressure requirements [1].
However, the compact nature of this design as well as the consistent flow at the outlet
are part of the reason for which it is a preferred configuration in modern aircraft engines.
Annular combustors generally require lower amounts of cooling air than can-annular burners
as their surface area is typically smaller than other designs, thus this geometry is preferred
when high-temperature gases are used [6]. Annular-type combustors can be found on current
Rolls-Royce Trent engines [1]. As a result of the industrial interest in this configuration, the
project considers annular combustor designs, for which a typical layout is presented in figure
1.4. The work presented is focused on a laboratory-scale annular burner designed by Worth
and Dawson, referred to as the ‘UCAM’ annular rig in this thesis [7]. The burner is presented
in figure 1.7.
Fig. 1.4 Rolls-Royce RB211 annular combustor diagram [1].
1.2 Combustion Instability 5
1.2 Combustion Instability
The design requirements for a combustor include high combustion efficiency to ensure the
complete combustion of the fuel, from which chemical energy is transformed into heat. Low
pressure losses, reliable and maintained combustion, durability, and uniform temperature
profiles at the exit are also important considerations [1, 3]. Another major requirement for
modern combustion chambers is that of low pollutant emissions.
With a drive towards environmentally-friendly technologies, lean premixed combustion
systems are now preferred in aircraft systems to fuel-rich approaches as they are found
to produce lower NOx emissions due to the lower temperatures involved [1]. However,
lean-burn systems are more prone combustion instability than fuel-rich systems. One of
the major contributors to this phenomenon is thermoacoustic instability, which involves the
coupling of the rate of combustion and acoustic waves [8]. Thermoacoustic instability can be
quantified by the Rayleigh criterion, which is explained in further detail in chapter 2 [9, 10].
A diagram describing the feedback cycle of thermoacoustic instability is presented in figure
1.5.
Fig. 1.5 Thermoacoustic instability feedback cycle.
The cycle depicts the interaction between acoustic waves in the chamber and unsteady
combustion mechanisms. These include heat release and equivalence ratio fluctuations, and
can be attributed to the lean nature of the mixtures, which are more likely to exhibit this
behaviour than rich mixtures [11]. Acoustic waves can affect mixture and flow characteristics
(e.g. pressure and equivalence ratio), feeding back into the existing fluctuations in heat
release from unsteady combustion [8].
If sufficiently in phase with pressure oscillations, the heat release fluctuations add acoustic
energy to the system and this coupling can lead to a limit cycle where a state of self-sustained,
unstable oscillations is reached [12]. Resulting oscillations reduce the performance and
durability of the combustor, as the vibrations generated can cause significant structural
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damage [11]. Figure 1.6 below shows the damage caused by thermoacoustic instability in
two NASA liquid rocket engines upon testing as shown by Poinsot [13].
Fig. 1.6 Physical damage caused by thermoacoustic instability in NASA liquid rocket engines, taken
in 1957 (left) and 1963 (right) [13].
The combustor geometry can affect the acoustic modes generated by the mechanisms
described above [14]. Annular combustors are subject to longitudinal, transverse, as well as
azimuthal instabilities. Due to the small separation distance between burners, flame-flame
interactions are an additional physical source of instability. Heat release oscillations can
be significantly damped by introducing plates isolating the burners from each other, thus
reducing the amount of interaction between neighbouring flames.
The study of thermoacoustics is particularly relevant and important in predicting the
operability limits of a given design. Testing annular combustors experimentally can prove to
be challenging and expensive [7], therefore more cost-efficient methods such as analytical
modelling and computational fluid dynamics (CFD) are also commonly in use. Analytical
models may require significant assumptions to be made concerning the flow, thus CFD is
sometimes preferred when detailed flow characteristics need to be better represented.
CFD studies in an academic context tend towards higher-order, expensive tools for
arguably better accuracy. However, industrial requirements in terms of time and cost often
mean that restrictions must be applied to the modelling methods, with a preference towards
efficiency rather than absolute accuracy. The work in this thesis was intended for use in
industry, thus the project aimed to generate data efficiently and maintain minimal costs
throughout.
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The UCAM model burner is a plenum-burner-annular chamber configuration, which is
a common design for annular combustors. The UCAM rig was found to exhibit similar
characteristic oscillatory behaviour to annular burners in use in modern aircraft [15], thus
data from this experimental setup can provide validation for analytical and CFD studies.
The UCAM model annular combustor is presented in figure 1.7. The rig contains a
maximum of 18 burners that are equally-spaced around the annular chamber, and can be run
for 12, 15 and 18-burner configurations for the same annular chamber diameters [7].
Fig. 1.7 Top, side views and diagrams of the UCAM annular rig [15].
All burners contain a bluff body with a conical end. The exit blockage ratio is set to 50%.
Six-vane swirlers with an angle of 60° are fitted around the bluff bodies at a distance of 10mm
to the exit of the burners [7]. The swirlers can be mounted either in the clockwise (CW)
or the counter-clockwise (CCW) directions depending on the experimental requirements.
Alternative swirl can also be achieved by varying the swirler direction in consecutive burners.
The primary fuel used for experiments is ethylene which is premixed with air prior to
entering the chamber. Experiments have also been run using methane-air mixtures on this rig
[7]. During a run the premixed flow enters the plenum chamber and is then divided by the
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flow divider or ‘bullet’ into each of the burners upstream of the combustion chamber. The
chamber is the annular region composed of the inner and outer enclosures labelled in figure
1.7, and is where the flame sits [15]. The inner and outer diameters of the annular chamber
cylinders are 127mm and 212mm respectively [7].
1.4 Project Overview
1.4.1 Aims and Objectives
The project was aimed at creating an efficient methodology to represent the unsteady be-
haviour of the UCAM burner in response to acoustic waves using the open source CFD
toolkit OpenFOAM. The work was performed from an industrial perspective, thus max-
imising simulation efficiency in both cost and time was a key requirement throughout. The
ultimate goal of the study was to assess the use of lower-order CFD modelling as a tool
to describe oscillatory behaviour in the UCAM burner. More specifically, the work was
intended to:
1. Create a computational tool that is able to bridge the gap between more expensive
CFD methods or experiments, and analytical modelling.
2. Create a modular, adaptable geometry that would allow for studies of any part of the
combustor independently, as well as identifying ways in which to significantly decrease the
time required for meshing and simulation setup.
3. Compare the tool both qualitatively and quantitatively to available and relevant data
from previous CFD simulations and experiments.
1.4.2 Thesis Outline
Chapter 2 reviews combustion instability as a general phenomenon, as well as commonly
used analysis methods. Chapter 3 details available CFD modelling methods and identifies
the most relevant for the project. Chapter 4 describes the flame response to instability arising
from the main components of an annular combustor design and explains the preliminary
work undertaken on UCAM rig geometry and meshing.
The subsequent chapters outline the results obtained throughout the project. The anal-
ysis starts with method testing by comparing the data obtained to a reference case run by
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Bainbridge on the UCAM rig in chapter 5 [16] and to other relevant CFD studies. Chapter
6 explores the capabilities of the tool with results for isothermal and stable and unstable
reacting cases, each for a range of operating conditions. The results in chapter 6 are compared
to theoretical, experimental and higher-order CFD data. Conclusions and potential directions
for future work are presented in the final chapter.

Chapter 2
Literature Review
This chapter presents an overview of the physical phenomena causing oscillatory behaviour
in combustion chambers. An introduction to relevant analysis methods is also provided.
Extensive literature exists with regards to fundamental physics of combustion-related
oscillations, as well as their occurrence in simple systems such as bluff-body stabilised
flames. More recent studies have also been published on complex combustor designs includ-
ing annular combustors. However whilst recent focus has moved to complex geometries,
instability mechanisms in complex systems are not yet well understood.
It is futhermore important to note that whilst the literature tends to detail the various
instability processes independently for clarity purposes, they are occurring simultaneously
and can interact with each other [16].
2.1 Physical Phenomena
2.1.1 Combustion Noise
The processes associated with combustion generate noise that can affect the overall perfor-
mance of the engine and its lifetime [1]. Combustion noise can be divided into two separate
categories that depend on the way in which the noise is generated and propagated: direct and
indirect noise.
Direct noise is produced by the pressure fluctuations within the chamber [1]. As observed
by Lighthill [17], pressure fluctuations caused by turbulence in flows generate noise. In
reacting flows, turbulence can also affect the heat release rate in the combustion region.
The resulting unsteadiness in flow expansion creates further pressure fluctuations, and thus
additional noise is generated.
12 Literature Review
Direct combustion noise can be categorised as either presenting characteristics specific
to ‘roar’ or to combustion-induced oscillations. Combustion roar, as described by Strahle
[18], is found for a wide range of frequencies. In contrast, oscillations occur at frequencies
that are system-dependent, and during which a feedback cycle converts energy released from
chemical reactions into acoustic energy.
Indirect noise is produced by the convection of hot products away from the chamber,
which create pressure fluctuations when entering the turbine and nozzle. In this case, unsteady
vortical, entropy and mixture composition structures interact with the mean flow and pressure
gradients aft of the chamber. Extensive analytical work has been undertaken on the subject,
most notably by Marble and Candel [19] who derived an approach to characterise indirect
noise in high Mach number systems. Recent studies by Ihme et al. [20] and Morgans et al.
[21] have combined analytical methods and CFD to analyse the effects of indirect noise on
flow behaviour. Entropy noise has been investigated experimentally by the Hochgreb group
in Cambridge [22].
The work in this thesis is concerned with direct noise, in which the combustion process
is prominant in generating instablity and oscillatory behaviour in combustion chambers.
2.1.2 Combustion-driven Instabilities
Poinsot and Veynante [13] described the instabilities arising from combustion as pertaining
to distinctive categories according to the magnitude of their driving mechanisms. Williams
[23] identified three separate categories: intrinsic, chamber and system instabilities.
Intrinsic instabilities occur locally and include small-scale interactions between the
chemical and kinetic properties of the fluid, thermodiffusive instability, and hydrodynamic
instability. Chamber instabilities involve the entire flame and occur when it is contained
within a closed environment. Examples include thermoacoustic and shock instabilities.
Finally, system instabilities involve the interaction between chamber acoustics and acoustic
waves arising from other components of the engine.
Amplifiers and Oscillators
Instability refers to instances where perturbations are not sufficiently damped and can thus
grow in time. As these perturbations gain energy in a particular system, the flow can be
defined as either convectively or absolutely unstable [24].
Convective instabilities tend to grow in amplitude in a single direction towards the outlet
of the system. For this reason, they are referred to as ‘amplifiers’. These types of instabilities
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will eventually exit the system, and self-excitation would only occur if there is an external
disturbance continuously perturbing the flow [25].
In contrast, absolute instabilities tend to grow both in time and space thus creating a
loop which allows oscillations to be fed back upstream. These instabilities are referred to as
‘oscillators’ or ‘resonators’. As information naturally propagates in the upstream direction,
the disturbance is self-sustaining [25].
In combustion chambers, the confinement of the flame can result in acoustic waves being
reflected off the system boundaries back into the combustion zone. It can thus be expected
that combustion chambers are prone to global flow instabilities. The presence of recirculation
zones and swirl can further facilitate self-sustained oscillations in heat release and pressure
by propagating perturbations upstream.
As mentioned in section 2.1.1, a particular excitation frequency is required for self-
sustained oscillations to emerge as a result of the interaction between acoustic and combustion
processes, which depend on the chamber design. In this specific set of conditions, a limit
cycle can be reached. This is illustrated in figure 2.1, where the plot shows the evolution in
time of pressure waves after an initial disturbance. The perturbation grows exponentially
in amplitude before saturating in a limit cycle. A switch from a linear to a non-linear
regime is found as the amplitude increases. The initial growth rate of the oscillation can
be approximated by linear methods as the amplitude remains small. At larger amplitudes,
non-linear behaviour in the growth rate is observed.
Fig. 2.1 Pressure oscillation plot against time during the formation of a limit cycle [13].
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The following subsections describe the major factors in generating absolute instability.
The review is divided between sources that are first inherent to the flow in combustion
chambers, then to the coupling of combustion processes with acoustics. The effects of burner
geometry and operating conditions on oscillatory behaviour are also introduced.
Flow Instability
Hydrodynamic Instability
The study of hydrodynamic stability is concerned with determining the state of a fluid flow,
which can either be stable or unstable. Drazin [26] explains the difference between the two
as stemming from their change in state after a disturbance is applied. If the disturbance does
not affect the flow or only has a negligible effect on its future steady-state, it can be deemed
stable. If the disturbance affects the flow in time, then the flow is defined as unstable.
Helmholtz [27] first observed instability in flows where velocity shearing occurs. It was
found that vortices would form when perturbations were applied at the boundary between
fluids of varying densities. Kelvin later provided a mathematical model describing this
phenomenon [28], starting from linearised equations of motion. The Kelvin-Helmholtz insta-
bility forms the basis of hydrodynamic stability theory, from which a number of numerical
models such as spatial and temporal methods have been developed to determine the state of a
system [26].
As shown in figure 2.1, if a disturbance reaches a limit cycle, non-linear mechanisms
would dictate flow behaviour in the combustion chamber. Combustion systems are also
subject to hysteresis, which is defined by the dependence of their current state to the history
of their previous states. In addition, bifurcations can occur in real systems when a change in
control parameter affects the behaviour of the flame, transitioning from stability to instability.
Bifurcations and hysteresis have been observed numerically and experimentally by Knoop et
al. [29] and Lieuwen et al. [30]. Huang and Yang [31] identified flow parameters such as
equivalence ratio and temperature as potential sources of instability. This is discussed further
in the subsection concerned with the effects of operating conditions and burner design.
These inherent flow characteristics in combustion chambers add complexity to the non-
linear behaviour of a flame and limit the applicability of linear stability theory. Whilst linear
stability theory can consider the onset of instability, the method cannot predict limit cycle
parameters [16]. Recently, extensive numerical and experimental work has been undertaken
on determining the stability limits of combustion systems presenting non-linear flow be-
haviour. Work on linear stability analysis has been performed to improve its correlation with
experimental and CFD data.
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An example is the analytical study performed by Juniper [32], where linear stability
theory was applied to three swirling reacting flow cases: a swirling wake, a swirling fuel
injector, and a lean premixed gas tubine. The analysis separated phenomena pertaining to
convective and absolute instability. The first case study showed that linear stability theory
was capable of predicting the growth rate, frequency and the most unstable region of the
flow. The study on the swirling fuel injector flow showed that the method could highlight the
areas in the flow where hydrodynamic oscillations were produced. Juniper also found that
the presence of a central jet weakened the oscillations, as absolute instabilities in the core
then became convective. Finally, the third study showed that separate areas in the flow of a
gas turbine engine are unstable and generate oscillations of varying frequency and amplitude.
The study also illustrates the presence of precessing vertex cores, which are explained in
further detail in the next section.
More in-depth reviews of the wider literature pertaining to the recent developments in
stability analysis are beyond the scope of this thesis, where the focus is on physical effects of
the instabilities in aircraft combustion chambers.
Swirl Instability
The presence of swirl in a reacting flow is often used to stabilise the flame by means of large
recirculation zones[1]. Adding swirl to a combustor design is an effective way of ensuring
maintained combustion through flow reversal, which creates interactions between reactants
and products. In addition, swirl produces high levels of turbulence around the recirculation
zones, which in turn increases the levels of mixing. The presence of swirl also shortens the
flame thus improving the compactness of the combustor design. These benefits make swirl a
preferred option when choosing a method for flame stabilisation.
However, due to the rotational components it induces in the flow, swirl can itself lead
to flow instability. Gupta et al. [33] have found that vortex breakdown can occur in strong
swirling flows. New absolute instabilities due to the rotational components of the velocity
also emerge. Figure 2.2 shows an experimental swirling water jet pattern on the left, and
a diagram representing the flow instabilities along the flame on the right. As shown in the
diagram, characteristic ‘S-shape’ spirals form gradually as the flow approaches the outlet of
the system, and vortex breakdown is seen to cause the jet to roll up [34].
Another effect arising from swirl is that of precessing vortex cores (PVC). This phe-
nomenon is explained by Poinsot in the diagram presented in figure 2.3 [13]. Vortices at the
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Fig. 2.2 Experimental view (left) and diagram (right) of swirling flow instability patterns [34].
centre of the flow structure are shown to precess around the central axis of the swirl. The
PVC stems from a stagnation point towards the burner exit and grows until strong turbulence
at the reaction zone breaks it down.
Fig. 2.3 Precessing vertex cores induced by swirl [13].
Gupta et al. [33] demonstrated the presence of PVC resulting from the vortex breakdown
in swirling flames. Isothermal and reacting flow experiments were run on rigs designed for
this purpose. Correlations between swirl, Reynolds number and other flow characteristics
with the PVC frequency were found from isothermal studies. The reacting flow experiments
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showed that the swirl parameters such as direction and angle, as well as flame confinement
affect the oscillation patterns. Experimental studies by Oberleithner et al. [35] also relate
to the vortex breakdown in swirling flows. Results showed that the presence of absolute
instability lead to helical flow structures rotating in the opposite direction to the mean flow,
or a PVC. Analytical studies by Manoharan et al. [36] have demonstrated that a PVC was
present for a constant density flow, and that adding a density gradient in the profile suppressed
this phenomenon.
A number of other studies concerning the effects of swirl parameters on the oscillatory
response of a flame exist in the literature [7, 37]. The most relevant with regards to annular
combustor designs are presented in chapter 4.
Thermoacoustic Instability
Characteristic turbulent flow features in combustion chambers give rise to absolute instabili-
ties that are detrimental to the engine. Another major source of instability is the coupling
between acoustic waves produced by the pressure fluctuations due to the confinement of the
flame, and heat release fluctuations due to unsteady combustion processes.
Rijke Tube
The interaction between heat release and pressure fluctuations was first demonstrated in
experiments by Rijke [38]. The Rikje tube experiment consisted of a vertical open-ended pipe
with a heat source. For this rig, a heated metal gauze was placed in the lower half of the tube.
The mean flow is convected in the axial direction due to the heat source. Additional heat is
provided by the gauze, which creates pressure fluctuations in the form of acoustic waves, and
lead to velocity fluctuations. Heat release fluctuations follow the velocity variations with a
time delay that is system-specific.
A mathematical relation for this phenomenon was first provided by Rayleigh [9, 10],
from which oscillatory behaviour can be expressed analytically [12, 39].
Rayleigh Criterion
Rayleigh [10] derived an expression to represent the physical effect of the phase between
pressure and heat release for a confined flame. This is shown in equation 2.1, where Venc is
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the volume of the enclosure, t is the time, ∆t is the oscillation period, and p′ and q′ are the
fluctuating pressure and heat release respectively.
∫
Venc
∫ ∆t
0
p′q′dtdV > 0 (2.1)
If the integral is positive during a period of oscillation, the instability grows as acoustic
energy increases. Conversely, if the integral is negative, the oscillation is damped. If the
integral is exactly zero, there is no exchange of energy between the acoustics and the heat
release.
The Rayleigh criterion is used to quantify the thermoacoustic growth rate, or qualify the
nature of the oscillations in a given system. However, the method presents some shortfalls
that can hinder its applicability to real combustion chambers. One of the major setbacks of
the approach is the lack of dissipation terms [12]. Whilst oscillations may grow or decay
over time, the Rayleigh criterion describes either constant growth or constant decay. Nicoud
and Poinsot [40] derived an expression that introduced dissipation to the criterion to account
for non-linear behaviour. The new formulation improved the quantitative results obtained for
thermoacoustic instability. Bainbridge [16] argued that even with these changes in place, the
application of the criterion to industrial problems is debatable.
Thermoacoustic Coupling
A number of fundamental mechanisms generate thermoacoustic instability. The thermoa-
coustic feedback mechanism described in figure 1.5 of chapter 1 is driven by the coupling
of heat release and pressure fluctuations. If sufficiently in phase, the fluctuations can lead
to self-sustained oscillations. The analysis can be divided into two separate phenomena:
pressure fluctuations induced by unsteady heat release, and heat release fluctuations further
induced by unsteady pressure.
Pressure fluctuations can arise from unsteady heat release in the event of interaction
between the flame and the system boundaries. When reaching a wall, the shape of the flame
can be distorted, which may lead to local extinction and quenching. The sudden change in
aspect of a steady flame surface can produce heat release fluctuations, which can further
produce pressure fluctuations and vortical instability [41].
Flow instability mechanisms such as Kelvin-Helmholtz and swirl instabilities produce
heat release fluctuations. The vortices present due to shear in turbulent reacting flows produce
regions of high mixing, which induces high local heat release [41]. The vortex rollup created
by flow instabilities may carry unburnt reactant and product mixtures downstream of the
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main combustion region, which will ignite in time and add to the unsteadiness of the heat
release [37].
Pressure fluctuations can affect the mixture composition as the steadiness in supplies of
air and fuel is dictated by the pressure drop across the inlets. An increase in pressure in the
air supply leads to a decrease in air injection, and thus causes an increase in heat release
[30]. In the same way, a decrease in pressure would decrease the heat release. Due to the
upstream propagation of acoustic waves by mechanisms described in previous sections, it can
be expected for pressure fluctuations to be fed back into the injection system. This leads to
variations in air supply (and thus equivalence ratio φ ) and results in heat release fluctuations
[12].
Crocco and Cheng [42] detailed the emergence of self-sustained oscillations from equiv-
alence ratio instabilities. They divided the interaction between pressure fluctuations and
supply of reactants in three incremental steps, each corresponding to a specific time delay.
In the initial stage, the chamber pressure fluctuations are 180° out of phase with pressure
fluctuations in the injectors. The first step involves a time delay between the oscillation in
pressure and the resulting oscillation in inlet mass flow rate of reactants. The second time
delay occurs between the variations in mass flow rate and their effects on the equivalence
ratio in the combustion region. Finally, a third time delay occurs between equivalence ratio
fluctuations and resulting oscillations in heat release. The sum of these time delays can result
in the initial pressure disturbances to be in phase with the heat release oscillations, which
causes self-sustained oscillatory behaviour.
Another source of heat release oscillations stems from the unsteady atomisation in liquid
fuels, which cause fluctuations in the flame shape and local density of the fuel [1]. Liquid
fuels are not considered for this project and are thus not investigated in further detail in this
section.
Operating Conditions and Burner Design
Operating conditions such as inlet equivalence ratio, inlet temperature and fuel type affect
the susceptibility of a combustor to combustion instability [1]. The burner geometry and
the interaction between its components is also an important factor in promoting oscillatory
behaviour.
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Inlet Equivalence Ratio
The tendency towards operation in lean, premixed conditions leads to higher risk of instability.
In aero-engine lean burners, the air is supplied by a single injector and dilution is provided
only by a minimal amount of cooling air [16]. This helps reduce the overall temperature
in the combustion chamber and prevent the formation of harmful emissions. However, the
lack of holes in the liner to inject air and the lack of wall cooling, both being systems that
can provide physical damping of oscillations, decreases the absorption of acoustic energy
through the system [1]. The effects of equivalence ratio on the flame response are greater in
very lean mixtures, where small changes in φ lead to large fluctuations in heat release [1, 43].
The effects of equivalence ratio on acoustics have been previously analysed via exper-
iments by Zhao et al. [44]. The experimental setup consisted of a scale swirl combustor,
injected with a premixed methane-air mixture. The equivalence ratio was varied from lean to
rich, 0.8 to 1.2. For φ values of 1 to 1.2, the maximum sound pressure level increased and
then decreased again, peaking at φ = 1.1. The maximum value of the root-mean-square of
the pressure was also found to be at φ = 1.1, with flow oscillations being more pronounced at
this value. This was explained by the peak in mean temperature and heat release in these
conditions.
The lean mixtures from 0.8 to 0.9 did not exhibit evident limit cycle oscillations, con-
trary to richer mixtures from equivalence ratios of 0.9 to 1.2. When analysing pressure
spectrum data, two modes were prominent, the fundamental mode and its harmonic, with
two corresponding peaks in sound pressure level. For equivalence ratios of 0.8 to 0.9, the
sound pressure level was almost equivalent at the frequencies corresponding to the two peaks.
For richer mixtures at a given fuel volume flow rate, mode switching is observed, with the
dominant mode varying from harmonic to fundamental.
From this, it is evident that the value of φ affects the acoustic excitation and thus the
modes in the chamber. Another study on equivalence ratio was performed by Worth and
Dawson on the UCAM annular rig [45], in which similar observations were made concerning
mode switching. Experiments were run for equivalence ratios ranging from lean (0.875) to
stoichiometric for an ethylene-air mixture. In previous work by Worth and Dawson [7], it was
found that the annular combustor exhibited a bimodal behaviour with varying equivalence
ratio, in which spinning or standing modes were dominant. This paper [45] instead detailed
a gradual shift between spinning modes at lower equivalence ratios to standing modes at
higher equivalence ratios. From φ = 0.9 to 0.925, it was reported that the dominant mode of
oscillation was alternating between spinning and standing. This variation in dominant mode
decreased when moving towards stoichiometry, with a fully dominant standing mode at φ =
1.
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Worth and Dawson further described the possible mechanisms behind the mode switching
that was shown by the experimental data [45]. Time-dependent behaviour of the spin ratio and
node orientation were analysed. It was observed that both parameters were intrinsically linked
to convective mechanisms. It was also found that the oscillations of these quantities with
respect to each other occurred in a specific order, depending on the equivalence ratio chosen.
Despite the presence of damping, high turbulence experimental setups led to constantly
changing modes.
The two studies [44, 45] illustrated the importance of capturing equivalence ratio effects
on the flow in an analysis of oscillatory behaviour.
Fuel Type and Inlet Temperature
The properties specific to a particular fuel can affect the acoustic flame response. Lefebvre
[1] states that the oscillation parameters are dependent on the the fuel composition. With a
variation in reaction time, there is a change in phase difference between oscillations from
combustion processes and from chamber acoustics. Keller [43] confirmed that the frequency
and amplitude of the oscillations was modified by fuel composition.
A number of numerical and experimental studies have analysed the effects of fuel on
combustion instability. The most relevant for this work include experimental observations by
Worth and Dawson on the UCAM rig [7]. A numerical investigation by Zettervall et al. [46]
also modelled the effects of methane-air and ethylene-air mixtures on self-excited modes
in the UCAM annular combustor. The studies are further explained in chapter 6 along with
corresponding numerical simulations performed for this thesis.
Lefebvre describes a series of experiments carried out to determine the stability map of a
combustor according to inlet temperatures [1]. It was concluded that due to the lower reaction
time compared to corresponding acoustic time, operating at higher inlet temperatures would
result in a more stable system. It was also argued that this result is not to be generalised. In
small scale combustors, high frequencies are found to lead an increase in inlet temperature
to produce higher instability. This is particularly relevant to the UCAM annular rig, for
which in order to generate self-sustained oscillations via CFD, Bainbridge [16] set the inlet
temperature to be 100K higher than the experimental inlet temperature of 300K.
Burner Geometry
It was mentioned that the confinement of a flame promotes instability. The chamber shape
and size also affect the nature of the resulting instability. An annular configuration allows
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for a variety of interacting acoustic modes to emerge, such as longitudinal, transversal and
azimuthal (or circumferential) modes. Bainbridge [16] also specified that the frequency of
azimuthal waves is lower than that of longitudinal waves. This is due to the typical shape of
the annular enclosure cylinders being larger in diameter than height.
The components of the combustion chamber can also add to the existing instabilities.
Typical annular combustors contain a plenum chamber, injectors, bluff bodies and swirlers to
stabilise the flame, and an annular enclosure where the flame would sit. Each of the cylin-
drical bodies can independently produce a variety of instabilities that can interact. Annular
combustors also contain a number of flames around an annulus, and it was widely found that
flame-flame interactions produce additional heat release fluctuations, thus contributing to
thermoacoustic instability.
The wide range of analytical, experimental and numerical studies concerned with the
effects of annular combustor components on thermoacoustic stability is explored in chapter
4.
2.1.3 Control Systems
From the previous sections, it is clear that combustion chambers are prone to a very complex
network of interactions between sources of oscillatory behaviour that can have devastating
consequences on the system. It is thus necessary to investigate ways in which to limit the
effects of combustion instability.
A variety of techniques is available to control instability in combustion chambers, and
can be divided into two categories: active and passive control [1]. Passive control systems
usually involve modifying physical components of the combustor. Geometry changes relevant
to this category of control include flame stabiliser design to alter the frequency of vortex
shedding, chamber dimensioning to alter natural acoustic modes, and injector design to
decrease pressure fluctuations at the inlet [12]. Damping systems can also be included in the
form of baffles, acoustic liners, and Helmhotz resonators [1, 12] to convert acoustic energy
into kinetic energy. Whilst passive methods have proved to be effective in afterburners, they
do not perform as well in combustion chambers where low frequencies are encountered. Due
to the nature of the methods, the cost associated with passive control systems can also be an
issue. Testing of each modification brought to the original component is required to optimise
the design.
Active control prevents acoustic energy gain by continuously altering parameters such as
reactant flow and pressure to maintain a phase difference between pressure and heat release
fluctuations [12]. A feedback loop between sensors and inlet parameters is created. This
type of active control is referred to as a ‘closed-loop’ system [1]. ‘Open-loop’ systems, on
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the other hand, do not depend on the combustor’s response to inlet conditions. They instead
apply a continuous disturbance to the flow (e.g. an oscillation at a defined amplitude and
frequency), with a view to peturb the relation between pressure and heat release fluctuations.
Physically, this involves either implementing devices such as valves to produce an oscillatory
flow, or mechanical vibrations. Problems associated with open-loop systems include the
requirement for careful calibration [1].
2.2 Analytical Analysis Methods
This section is dedicated to the review of analytical methods used in stability investigations
of practical systems.
2.2.1 Analytical Modelling
The main issue regarding modelling is the accurate representation of the link between heat
release and pressure. Stow and Dowling [8, 47] developed a model that treats acoustic waves
as a linear disturbance in a duct, with a heat source in the form of an acoustically compact
flame. As part of their work, they applied the model to sections of annular combustion
chambers. The models used were successful in predicting the mode shapes of the oscillations
and relevant frequencies, in good agreement with experiments. It was, however, recognised
by Stow and Dowling [8] that modelling a single sector (one of the burners around the
annulus) using one-dimensional methods failed to describe all oscillations expected from
experimental data, as the lack of information concerning neighbouring burners affected
the modes observed. The models were then extended to full annular configurations by
incorporating wave propagation in the azimuthal direction [47].
It was concluded by Dowling and Stow [47] that, in addition to the speed and low cost of
these studies, linear analytical methods provide a good representation of the stability limits of
a combustor, with comparable results to experiments in the linear regime depicted in figure
2.2. Extensions to limit-cycle amplitude prediction can also be formulated, however the
flame model in this case would be dependent on the amplitude of oscillation. In this regime,
non-linear flame transfer functions (described in the following section), or network models
may be applied, as was done by Fanaca [48].
Despite the benefits of linear approximations listed by Dowling and Stow [47], applying
linear analysis to complex mechanisms presents a number of shortfalls that make other
methods more suited to this type of study, depending on the information that is to be
extracted. Bainbridge [16] highlighted the importance of capturing the effects of recirculation
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on the flame response. The sensitivity of combustion instabilities to these highly non-linear
processes require their accurate representation in any model. Treating recirculation patterns
as linearised flow behaviour may induce error.
Laera [49] argued that linear analysis may fail to characterise oscillatory behaviour in
real, complex geometries. In the case of annular combustor, the numerical and experimental
literature widely states that the flame-flame interactions are key features in producing ther-
moacoustic instability. As mentioned by Staffelbach and Wolf [50, 51], linear modelling for
annular combustors cannot be universally applied as it is typically assumed that the local
propagation of acoustic waves occurs purely in the longitudinal direction [50, 51]. In reality,
this is not the case as interaction between flames may give rise to acoustic modes in the
transverse direction. All burners are also assumed to be independent from each other and
their flame transfer functions are considered equal, meaning that all flames would behave
and oscillate in the same way. In real systems, swirl and other flow parameters may induce
asymmetry to the flow, and flames may differ in shape from one burner to the next.
Ghirardo et al. [52] developed an analytical tool to investigate the effects of transverse
excitation on azimuthal modes in axisymmetric annular combustors. An artificial parameter
was derived to describe the effect of transverse forcing on heat release fluctuations quanti-
tavely. A gradual shift from predominantly spinning to standing modes was observed with
an increase in transverse parameter. It was concluded that transverse modes can significantly
affect flame behaviour and should be accounted for. Ghirardo later derived a non-linear
model for thermoacoustic instability in axisymmetric annular combustors [53]. The tool
allowed for the analysis of a number of burners without assuming a uniform flame response
across the annulus. The data gathered from the new model was in good agreement with
experimental data.
2.2.2 Flame Transfer Functions
Flame transfer functions (FTFs) are used to quantify the flame response to oscillations in
the frequency domain and can be used to compare the behaviour of combustion systems of
varying designs or operating conditions. The typical formulation of an FTF is given by:
F(ω) =
q̂(ω)/q
û(ω)/u
(2.2)
Here, q refers to the heat release rate, u to the velocity and ω to the oscillation frequency.
The bar represents mean quantities, and the hat, the oscillation amplitude of the parameter at
a frequency ω . F(ω) is a complex number, from which the gain and phase of oscillations can
be calculated. The parameter on the denominator shown in this equation is velocity. This can
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be changed to any potential source of instability such as equivalence ratio or pressure [12].
An FTF formulated as such is only applicable to linear systems as the gain is independent
of oscillation amplitude [16]. The comments made by Stow and Dowling [47] concerning
linear modelling are relevant here. The assumption of linearity in the flame response may
not be suited to unstable complex systems, but this approximation still provides valuable
information from which behaviour in the limit-cycle regime can be extrapolated.
Analytical models have been developed to incorporate the time delays associated to
combustion instability. Bloxsidge et al. [54] derived expressions both in the time and
frequency domain to account for the time delays, according to the design and operating
conditions considered. In general, the approach predicted the gain and phase of oscillations
in good agreement with experimental results, but had limited success in doing so for complex
systems. This was also found in studies by Armitage et al. [55, 56], who performed similar
calculations on flows with swirl. Adding this new flow parameter affected the accuracy of
the results when compared to experimental data.
Extensions to FTFs to account for the amplitude dependence of the flame response
are found in flame describing functions (FDFs) [12]. This essentially incorporates some
non-linearity effects into the linear relations. The typical formulation of an FDF is given by:
F(ω) =
q̂(ω, û)/q
û(ω)/u
(2.3)
Some of the limitations of the FTF method in complex systems can be overcome by
using the FDF approach. In studies by Laera [57] and Ghirardo [53], non-linear analytical
investigations have been undertaken on annular combustor geometries using the FDF relations
with time delay parameters. In both studies, the results obtained for the linear and non-linear
operating conditions were comparable to expected behaviour from theory and experimental
data.
2.3 Summary
The chapter reviewed the major processes associated to combustion instability. The anal-
ysis was divided between mechanisms emerging from turbulent flow and thermoacoustic
interactions. The influence of operating conditions and burner geometry was also discussed.
These mechanisms interact in a complex network of instability and lead to highly non-linear
behaviour such as limit-cycles. Methods developed to control instability in combustion
chambers were then detailed.
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Following this, analytical analysis methods for combustion instability were explored.
This part of the review was split into the analysis of fundamental behaviour pertaining to
instability, and its quantitative representation. Linear modelling presented advantages in its
simplicity and speed. However the approximation failed to capture limit-cycle behaviour,
in which non-linear analytical models have been more successful in prediciting the mode
shapes and oscillation parameters.
Whilst analytical models are beneficial in that they allow for a rapid assessment of the
acoustic response of a combustor, they present limitations in the analysis of interacting
flow processes in complex geometries. Historically, key flow parameters such as swirl and
convection have not been well captured by purely analytical studies [49]. FDFs may be
included in the analysis to preserve some of the flow features and thus improve on the
accuracy of analytical studies [53, 57].
However, as it is of interest for industry to obtain a full and accurate representation of
the instability mechanisms in a combustor design, alternative methods such as experiments
or CFD may be considered to represent complex flow phenomena directly. The shortfalls
of experimental investigations have been presented in chapter 1, with higher costs and less
flexibility in the design to be tested. CFD provides a cost-effective solution that allows for
complex flows to be directly represented.
FTFs and FDFs can further be evaluated from CFD results. The effect of geometry on the
FDFs in annular combustors has been analysed by Xia et al. [58]. Studies used as reference
for the numerical work in this thesis also used CFD to evaluate transfer functions. They
include Armitage et al. [41] for an acoustically forced reacting flow, Bainbridge [16] for a
self-excited annular combustor and Lee et al. [59] for a forced annular combustor. The last
two used the UCAM annular rig as a reference geometry.
There is a wealth of CFD methods available for the study of complex reacting flows. The
computational demands in terms of time and cost depends heavily on the approach chosen in
geometry, flow and combustion modelling. The industrial view taken in this thesis calls for
efficiency in the modelling methods used. A review of CFD techniques is necessary to assess
their suitability in the context of this work. The next chapter provides on overview of CFD
modelling approaches.
Chapter 3
Numerical Modelling Methods
This chapter introduces the fundamental concepts of numerical fluid modelling. A wide range
of methods can apply to the modelling of thermoacoustics depending on the physical setup
that is to be represented and the aims of the investigation. The turbulence and combustion
models detailed here are those employed in the present and previous CFD studies on the
UCAM annular rig and in other reference studies used to validate the simulation results in
chapters 5 and 6.
3.1 Computational Fluid Dynamics
3.1.1 Fundamental Concepts
Computational Fluid Dynamics (CFD) is an effective way of modelling flow behaviour. Gov-
erning equations of fluid flow are solved by discretising the geometry that is implemented.
A compressible, unsteady viscous flow is described by means of the Navier-Stokes (NS)
equations that account for conservation of continuity, momentum and energy. The conserva-
tion of species is an additional consideration for reacting flows. The concepts presented in
section 3.1 are developed further in major textbooks [60] and are also explained in detail by
Bainbridge [16] and Lee [12].
Continuity
The continuity equation is given by:
∂ρ
∂ t
+
∂
∂xi
(ρui) = 0 (3.1)
where ρ is density, u is velocity and t is time.
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Momentum
The momentum equation is given by:
∂
∂ t
(ρu j)+
∂
∂xi
(ρuiu j) =− ∂ p∂x j +
∂τi j
∂xi
(3.2)
Here, p is the static pressure and τi j is the viscous stress tensor. This term is further
related to the velocity gradient in a Newtonian fluid:
τi j = µ
[(
∂ui
∂x j
+
∂u j
∂xi
)
− 2
3
δi j
∂uk
∂xk
]
(3.3)
where µ is the dynamic viscosity, and δi j is referred to as Kronecker delta, which is
equated to 1 in cases where i = j and zero in all others.
Energy
The energy equation is given by:
∂
∂ t
(ρe)+
∂
∂xi
(ρuie) =− ∂∂xi (pui)+
∂
∂x j
(uiτi j)+
∂
∂xi
(
k
∂T
∂xi
−
N
∑
α=1
hαJα,i
)
(3.4)
where k is the thermal conductivity, T is temperature, subscript α refers to the species,
hα to the species enthalpy, and Jα,i, to the species diffusion flux.
In the last term on the right hand side of equation 3.4,
(
k ∂T∂xi
)
corresponds to the Fourier
law for heat conduction. The term
(
∑Nα=1 hαJα,i
)
is the heat transport by mass diffusion of
the species. The diffusion flux can be expressed using Fick’s law as:
Jα,i =−ρDα ∂Yα∂xi (3.5)
where Dα is the species diffusivity and Yα is the species mass fraction.
The internal energy e is related to the absolute temperature as follows:
e =
∫ T
T0
CpdT +
N
∑
α=1
h0f ,αYα −
p
ρ
+
1
2
uiui (3.6)
where Cp is the specific heat taken at constant pressure and h0f ,α is the enthalpy of
formation of the species.
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Species
The species mass fraction can be used to represent the evolution of the species during a
reaction. Species mass fraction conservation is defined by the following:
∂
∂ t
(ρYα)+
∂
∂xi
(ρuiYα) =− ∂∂xi
(
Jα,i
)
+ ω˙α (3.7)
The variable ω˙α refers to the reaction rate. A description of methods available to model
the reaction rate is provided in section 3.3. The species diffusion flux Jα,i is given by equation
3.5.
Equation of State
The equation of state describes the relation between pressure and the conserved quantities
and is required to provide closure to the system of equations. The ideal gas equation is used
to relate the pressure to the density and temperature as follows:
p = ρRwT (3.8)
Here, Rw is the specific gas constant, defined by the ratio of universal gas constant R0 to
the effective molecular weight of the reacting mixture W , given by:
R0
W
= R0
N
∑
α=1
Yα
Wα
(3.9)
where Wα is the molecular weight of species α .
3.1.2 Numerical Discretisation
Finite Volume Method
The most common approach used to solve the Navier-Stokes equations is the finite volume
method (FVM). In this approach, the geometry of interest is divided in distinct control
volumes where information concerning flow variables is stored at the centre. The collection
of control volumes, or cells, forms the mesh representing the computational domain. Figure
3.1 shows a one-dimensional control volume.
In figure 3.1, e and w represent the east and west edges (or surfaces for multi-dimensional
control volumes) of the cell respectively. E and W represent the centre of the neighbouring
cells, and P is the centre of the cell considered. ∆x is the distance between cell edges or
surfaces, and δxe and δxw are the distances between P and E, and P and W respectively. The
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Fig. 3.1 Example of a one-dimensional cell [61].
flow is assumed here to move from west to east.
The differential formulation of the Navier-Stokes equations are integrated over each
computational cell [12]. The Gauss divergence theorem converts the spatial derivatives of a
quantity φ into integrals over the cell surfaces and is given by:∫
V
(▽.φ)dV =
∫
S
N.φdS (3.10)
where V is the volume, S is the cell surface and N is the unit normal to the surface [12].
This equation can be extended to three-dimensional control volumes and forms the basis for
the spatial discretisation of the NS equations described in the next section.
Discretisation Schemes
Spatial Discretisation
A generalised form of the conservation equations can be formulated as follows [62]:
∂ρφ
∂ t
= Sφ +
∂
∂xi
[
Γφ
∂φ
∂xi
−ρuiφ
]
(3.11)
where φ is the transported variable, Γφ is the diffusivity specific to φ , and Sφ is the source
term containing all other relevant terms for the transport of φ . The steady transport equation
can be formulated from equation 3.11 by neglecting the transient term as follows:
∂
∂xi
(
ρuiφ −Γφ ∂φ∂xi
)
= Sφ (3.12)
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Using the Gauss theorem described in equation 3.10, equation 3.12 can be written in its
integral form for three-dimensional control volumes as follows:
∑
m
∫
Sm
∂
∂xi
(
ρuiφ −Γφ ∂φ∂xi
)
dSm =
∫
V
SφdV (3.13)
where subscript m represents the cell surfaces in three-dimensions. In equation 3.13, the
term on the right hand side is the volume integral of the source term, which can be evaluated
by approximating [62]:
∫
V
SφdV ≈ SφV (3.14)
The terms in the surface integral on the left hand side of equation 3.13 are the convective
and diffusive fluxes through the cell respectively. For both of these terms, φ can be evaluated
using linear interpolation and the central differencing scheme respectively as shown in
equations 3.15 and 3.16. These equations are given for a one-dimensional control volume for
clarity but can be expanded to three-dimensional cells if required.
∫ e
w
∂
∂xi
(ρuiφ)dx≈ (ρu)eφE +φP2 − (ρu)w
φP+φW
2
(3.15)
∫ e
w
∂
∂xi
(
Γφ
∂φ
∂xi
)
dx =
(
Γφ
∂φ
∂xi
)
e
−
(
Γφ
∂φ
∂xi
)
w
≈ Γφ ,eφE −φPδxe −Γφ ,w
φP−φW
δxw
(3.16)
As in figure 3.1, the subscript P represents the cell centre considered and E and W
represent the east and west cell centres respectively. The subscripts e and w represent the
east and west surfaces of the cell. The linear interpolation scheme for the convection flux
equation is often referred to as central differencing, due to its similarities with the classical
scheme used in the diffusion flux approximation [61].
The schemes result in a second-order accurate approximation of the variable φ . The
central differencing scheme presents advantages in its computational efficiency, good ac-
curacy in combustion problems and easy implementation [62]. However, the use of this
scheme may generate unphysical oscillatory behaviour in a transient numerical solution, and
becomes unstable for Peclet numbers greater than 2 [61, 63]. First-order schemes such as
first-order upwind may be preferred for their higher numerical stability but are less accurate
than second-order schemes.
Methods used to counter the disadvantages of both first and second-order approaches
include flux limiters, which implement first-order schemes in regions of high gradients and
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maintain second-order accuracy otherwise. For example, a flux-limiting operator can be
applied to a discretised flux F , centred at cell i as follows:
Fi+ 12
= Fi+ϕ(rφ ,i)
(Fi+1−Fi)
2
(3.17)
where ϕ is the flux-limiting operator, subscript i+ 12 corresponds to the downstream edge
or surface of the cell, and rφ ,i is the ratio of consecutive gradients of a variable φ , given by:
rφ ,i =
φi−φi−1
φi+1−φi (3.18)
If the limiter is set to zero, the fluxes are represented by a first-order scheme. In contrast,
a value of one would implement a higher-order scheme. Various flux limiters exist that differ
in their formulation of the switch between first-order and higher-order schemes [61]. These
include the Sweby flux limiter [64], for which the formulation is provided below:
ϕsw(rφ ,i) = max[0,min(β rφ ,i,1),min(rφ ,i,β )] (3.19)
where ϕsw is the Sweby flux-limiter function, and β is a value between 1 and 2, with
lim
rφ ,i→∞
ϕsw(rφ ,i) = β .
In this work, spatial discretisation was achieved by means of the second-order accurate
central differencing scheme for smooth regions. The Sweby flux-limiter was used to ensure
boundedness in high-gradient areas as was made available in the standard OpenFOAM
solution schemes.
Temporal Discretisation
The generalised transport equation presented in equation 3.11 can be expressed in its
integral form to account for transient effects as:
1
∆t
t+∆t∫
t
e∫
w
∂
∂ t
(ρφ)dxdt+
1
∆t
t+∆t∫
t
e∫
w
(ρuiφ)dxdt =
1
∆t
t+∆t∫
t
e∫
w
∂
∂xi
(
Γφ
∂φ
∂xi
)
dxdt+
1
∆t
t+∆t∫
t
e∫
w
Sφdxdt
(3.20)
where ∆t is the timestep size. Spatial integrals are approximated using the method
described in the previous section, and the transient term ∂∂ t (ρφ) is integrated in space using
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the same approximation as for the source term Sφ in equation 3.14. The resulting transient
term is integrated over time as follows:
1
∆t
t+∆t∫
t
∂
∂ t
(ρφ)∆xdt =
∆x
∆t
(
(ρφP)n+1− (ρφP)n
)
(3.21)
The temporal discretisation of convective and diffusive fluxes can be achieved via numeri-
cal schemes of varying accuracy. Second-order accurate schemes include the Crank-Nicolson
scheme, which in a similar fashion to the central differencing procedure yields the following
convective and diffusive terms respectively [61, 65]:
1
∆t
t+∆t∫
t
(
(ρuiφ)w− (ρuiφ)e
)
dt ≈
1
2
(
ρun+1e
φn+1P +φ
n+1
E
2
+ρune
φnP +φ
n
E
2
)
− 1
2
(
ρun+1w
φn+1P +φ
n+1
W
2
+ρunw
φnP +φ
n
W
2
)
(3.22)
1
∆t
t+∆t∫
t
((
Γe
φE −φP
δxe
)
−
(
Γw
φP−φW
δxw
))
dt ≈(
Γe
φn+1E −φn+1P
2δxe
)
−
(
Γw
φn+1P −φn+1W
2δxw
)
+(
Γe
φnE −φnP
2δxe
)
−
(
Γw
φnP−φnW
2δxw
)
(3.23)
The Crank-Nicolson scheme can be subject to similar issues as the central differencing
scheme, with unphysical oscillations arising in the solution over time [61, 63]. Flux-limiters
can also be applied here to reduce this effect. A limiter function is built into the OpenFOAM
Crank-Nicolson formulation, which switches the temporal scheme to the first-order accurate
Euler-implicit method when required to ensure boundedness [66].
34 Numerical Modelling Methods
Similarly to the spatial discretisation flux-limitation process presented in equation 3.17,
the temporal discretisation flux-limitation approach can be described by the following [67]:
yn+1− yn ≈
(
γFn+1+(γ−1)Fn
)
∆t (3.24)
where the term yn+1− yn is a function of the timestep ∆t and flux F . The term on the left
hand side of equation 3.24 gives rise to various scheme formulations depending on the value
of γ . Here, γ is the Crank-Nicolson coefficient, equal to 12 for the classical, fully-centred
formulation of the scheme [66], to zero for the forward explicit first-order Euler scheme and
to one for the implicit first-order backward Euler scheme.
A weighting coefficient ccoe f f is prescribed in OpenFOAM, taking a value between zero
and one. This is used to ‘off-centre’ the numerical scheme, favouring the Euler-implicit
scheme when the value tends to zero and Crank-Nicolson scheme when the value tends one
[66]. The weighting coefficient is related to the Crank-Nicolson coefficient as follows:
γ = 1/(1+ ccoe f f ) (3.25)
In this work, the flux-limited Crank-Nicolson scheme described above was implemented.
A value of 0.9 for ccoe f f was found to be suited to most complex flow cases historically
[66] and was thus applied. The scheme was prescribed alongside the standard Pressure
Implicit with Splitting of Operators (PISO) numerical procedure [68] for time-marching.
The PISO scheme is described extensively in the literature [12, 16, 68], and its combination
with the Crank-Nicolson scheme has been validated in a range of combustion CFD studies
[12, 69, 70].
3.2 Turbulence Modelling
3.2.1 CFD Methods
There are many options to model turbulent reacting flow problems by solving the Navier-
Stokes equations. CFD approaches can be divided into three categories: Reynolds-Averaged
Navier-Stokes (RANS), Large-Eddy Simulation (LES) and Direct Numerical Simulation
(DNS). To illustrate the core difference between them, energy cascade plots are shown in
figures 3.2 and 3.3.
The plot of turbulent kinetic energy against wavenumber in figure 3.2 represents the
energy cascading down from larger eddies (integral length scale LT ), to smaller eddies
(Taylor (λ ) and Kolmogorov (η) length scales). Figure 3.3 illustrates the three different
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Fig. 3.2 Energy cascade diagram, adapted from Staffelbach [14].
modelling approaches. In the dashed regions, the Navier-Stokes equations are solved directly.
Conversely, a turbulence model is applied in the regions under the red-dotted line.
Fig. 3.3 Energy cascade for RANS (left), LES (centre) and DNS (right).
As shown on the right-most plot in figure 3.3, Direct Numerical Simulation (DNS) solves
the NS equations for all turbulent length and time scales directly and no models are necessary.
Complex, small scale turbulent mechanisms occur in combustion flows and are captured in
detail by this method. DNS is the most expensive of the three methods, as it requires high
mesh resolution and small time steps to resolve the full range of turbulent scales. In addition,
both the number of mesh points and time step requirements rise significantly with Reynolds
number, which implies that the cost increases rapidly with domain size. In general, DNS
is used in fundamental studies as its computational cost limits its applicability to complex
geometries.
RANS and LES approaches introduce models to represent some or all of the turbulent
scales such that they do not need to be resolved directly. These methods are thus less compu-
tationally expensive and are preferred for simulations involving real systems in industry.
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3.2.2 Steady and Unsteady RANS
The left-most plot in figure 3.3 shows that RANS methods model all scales of turbulence and
are thus the least computationally demanding out of the three CFD categories. The following
sections detail the implementation of RANS to solve the Navier-Stokes equations.
Averaging Methods
Turbulence induces fluctuations in the flow that are modelled in RANS through a variety of
averaging methods. Steady RANS and unsteady RANS (URANS) approaches can be chosen
depending on the nature of the problem [60].
The flow variables are first decomposed into their averaged and fluctuating values, and
are then applied to the NS equations. For steady flows, a time-averaging method can be
applied and this would result in the Reynolds-averaged Navier-Stokes (RANS) system of
equations. For unsteady flows, ensemble averaging is used through which URANS equations
are obtained. Unsteady flows are of interest for this thesis.
Combustion processes can lead to local changes in density. The chosen ensemble
averaging method must account for this effect. In these types of problem, density-weighted
approaches such as Favre-averaging are employed. The variables are decomposed into mean
and fluctuating quantities:
ϕ = ϕ˜+ϕ ′′ (3.26)
where ϕ is the flow variable considered, the tilde represents Favre-averaged value, and
double prime, the fluctuating value. The Favre-averaged term can be expressed as:
ϕ˜ =
ρϕ
ρ
(3.27)
The relation between Favre and Reynolds-averaged values is presented below:
ϕ˜ = ϕ+
ρ ′ϕ ′
ρ
(3.28)
where the bar represents Reynolds-averaging. Implementing Favre-averaging into the NS
equations results in the following system of URANS equations for continuity, momentum,
energy and scalar (mass fraction or other relevant parameter):
∂ρ
∂ t
+
∂ (ρ u˜i)
∂xi
= 0 (3.29)
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∂ (ρ u˜ j)
∂ t
+
∂ (ρ u˜iu˜ j)
∂xi
=− ∂ p
∂x j
+
∂τ i j
∂xi
− ∂
∂xi
(ρ u˜′′i u′′j ) (3.30)
∂ (ρ e˜)
∂ t
+
∂ (ρ u˜ie˜)
∂xi
=− ∂
∂xi
(pui)− ∂qi∂xi +
∂
∂x j
(uiτi j)− ∂∂xi (ρ u˜
′′
i e′′) (3.31)
∂ (ρφ˜)
∂ t
+
∂ (ρ u˜iφ˜)
∂xi
=− ∂
∂xi
(ρDφ
∂φ
∂xi
)− ∂
∂xi
(ρ u˜′′i φ ′′)+ ω˙ (3.32)
The URANS equations are not closed, and unclosed variables are evaluated via modelling.
The unclosed term ∂∂xi (ρDφ
∂φ
∂xi
) refers to the mean molecular diffusion and is considered
negligible for large Reynolds numbers. Other unclosed terms include the Favre-averaged
Reynolds stresses (ρ u˜′′i u′′j ), Reynolds flux of internal energy (ρ u˜′′i e′′), reactive scalar flux
(ρ u˜′′i φ ′′) and mean turbulent reaction rate ω˙ . Closure of the Reynolds stresses and fluxes is
provided by means of turbulence models, and combustion models are used to close the mean
reaction rate.
Turbulence Closure Problem
The most commonly used turbulence closure methods are eddy-diffusivity models [60].
The Reynolds stresses are represented using the Boussinesq hypothesis, which introduces
turbulent viscosity. The equations for turbulent transport of momentum and scalar are
presented below:
ρ u˜′′i u′′j =−µtSi j +
2
3
ρ k˜δi j (3.33)
ρ u˜′′i φ ′′ =−ρDt
∂ φ˜
∂xi
(3.34)
where µt is the turbulent dynamic viscosity, k is the turbulent kinetic energy, Si j is the
strain rate tensor and Dt is the turbulent diffusivity specific to the scalar φ .
A number of methods can be applied to evaluate the diffusivity and viscosity terms.
Zero-equation (Mixing Length Hypothesis) and one-equation (Spalart-Allmaras) models
are very cost-effective. However, they present some limitations in representing complex
turbulence features which limits their applicability. Two-equation models such as k− ε and
k−ω are very often applied to overcome this issue. More computationally intensive methods
that do not rely on the Boussinesq relation can also be employed, including Reynolds Stress
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Models (RSM).
k− ε Models
The standard k− ε model was derived by Launder et al. [71]. An expression for the
conservation of turbulent kinetic energy k is first derived from the RANS equations:
∂ρ k˜
∂ t
+
∂ρ u˜ jk˜
∂x j
=
[
− 1
2
ρ
∂ u˜′′j u′′i u′′i
∂x j
− ∂ u˜
′′
i p′′
∂x j
+µ
∂ 2k˜
∂x2j
]
−ρ u˜′′i u′′′j
∂ u˜i
∂x j
−µ
˜(
∂u′′i
∂x j
)2
(3.35)
The terms on the right are representative of transport, production and dissipation of
turbulent kinetic energy respectively [71]. All three terms require closure, which is achieved
via modelling [16]. Transport is assumed to occur in the direction of the mean gradient. The
production term is evaluated using equation 3.31. The dissipation term is evaluated using
an empirical formulation for the turbulent kinetic energy dissipation ε . The resulting closed
system of equations for k and ε is shown below for high Reynolds number flows:
∂ρ k˜
∂ t
+
∂ u˜ jρ k˜
∂x j
=
∂
∂x j
(
µt
σk
∂ k˜
∂x j
)
+µt
(
∂ui
∂x j
)2
−ρε˜ (3.36)
∂ρε˜
∂ t
+
∂ u˜ jρε˜
∂x j
=
∂
∂x j
(
µt
σε
∂ k˜
∂x j
)
+Cε1
ε˜
k˜
µt
(
∂ u˜i
∂x j
)2
−Cε2ρε˜
2
k˜
(3.37)
where σk, σε , Cε1 and Cε2 are constants that typically take values of 1, 1.3, 1.44 and 1.92
respectively [66].
The turbulent diffusivities are given by:
µt =Cµρ
k˜2
ε˜
(3.38)
ρDt =
µt
ScT
(3.39)
where Cµ is a constant of typical value 0.09 and ScT is the turbulent Schmidt number
defined by the ratio of momentum to scalar transport due to turbulent motion. This variable
is generally specified as 0.7 [16].
The standard k−ε model has been used in a wide variety of CFD studies and its shortfalls
are well documented and understood. The model is known to produce error in complex flows
if not properly calibrated. Pope [72], Weber [73] and Durbin [74] state that the model is prone
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to overpredicting turbulence intensity in the presence of flow features such as recirculation,
stagnation points and streamline curvature.
The most prominent source of error in the k−ε formulation is the modelling of boundary
layers, thus k− ε is generally applied to problems where detail in the mean flow is of greater
importance than in the near-wall regions. Wall functions are used to counter this effect, the
most common of which was developed by Launder and Spalding [75].
Alternative versions of the k− ε model have been developed to account for complex
boundary layer flows. These include the k− ε re-normalisation group (RNG) [76] and
realisable k− ε [77]. Both new models have proven to be more accurate than the standard
formulation for a range of applications [78].
k−ω Models
The standard k−ω model was derived by Wilcox [79]. Diffusivity here is modelled by the
variable ω , which is the specific dissipation rate. A major benefit of using k−ω is its better
accuracy in the turbulent boundary layer compared to the k− ε models, which allows for
greater detail to be captured in the near-wall regions. A drawback of the use of k−ω lies in
the sensitivity of the model to the prescribed value of ω at the inlet [80].
A separate model derived from the standard k−ω formulation was detailed by Menter
[81]. The k−ω Shear Stress Transport (SST) model uses a blend of k−ω transport equations
in the near-wall regions, and k−ε in the free stream and at the inlet and outlet. This approach
has been preferred in a number of complex flow cases [82, 83].
The equations used in the SST formulation are similar to the those detailed for the standard
k− ε model. The standard k− ε equations are first transformed into k−ω formulations
[81]. The resulting ω-equation differs from the original k−ω formulation with an additional
cross-diffusion term as well as different model constants.
Mixing of the two models is achieved by means of a blending function F1. The original
k−ω model equations are multiplied by the function F1, and the transformed k− ε model
equations are multiplied by (1−F1). Both sets of equations are added together respectively
to form the final k−ω SST formulation. The function F1 is defined as one in the near wall
region, and zero away from the boundaries of the domain. Blending occurs in between these
regions, with the blending function F1 changing gradually between zero and one.
The SST equations for k and ω are given by:
∂ρ k˜
∂ t
+
∂ u˜ jρ k˜
∂x j
= τi j
∂ u˜i
∂x j
−β ∗ρω˜ k˜+ ∂
∂x j
[
(µ+σkµt)
∂ k˜
∂x j
]
(3.40)
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∂ρω˜
∂ t
+
∂ u˜ jρω˜
∂x j
=
γ
νt
τi j
∂ u˜i
∂x j
−βρω˜2+ ∂
∂x j
[
(µ+σωµt)
∂ω˜
∂x j
]
+2ρ(1−F1)σω2 1ω˜
∂ k˜
∂x j
∂ω˜
∂x j
(3.41)
The last term on the right hand side of equation 3.36 stems from the cross-diffusion
term in the transformed k− ε model. Menter [81] annotated all constants such as σω and σk
from the original k−ω model with subscript 1, and all corresponding constants from the
transformed k− ε model with subscript 2. For any constant φ , the relation between values
with subscripts 1 and 2 is given by:
φ = F1φ1+(1−F1)φ2 (3.42)
The values of σk, σω , β , β ∗ and γ are known for both subscripts 1 and 2 [81]. The set of
constants with a subscript of 1 are applied exclusively to the near-wall region, and those with
a subscript of 2 are applied to the free shear-layers [81]. The blending function F1 is defined
as:
F1 = tanh
(
min
(
max
( √
k˜
0.09ω˜x j
;
500ν
x2jω˜
);
4ρσω2k˜
CDkωx2j
))4)
(3.43)
where CDkω is the cross-diffusion term in the transformed k− ε model.
The eddy kinematic viscosity νt is defined using another blending function, F2:
νt =
a1k˜
max(a1ω˜;ΩF2)
(3.44)
where a1 is a known constant, Ω is given by ∂ u˜i∂x j and:
F2 = tanh
((
max
(
2
√
k˜
0.09ω˜x j
;
500ν
x2jω˜
);
)2)
(3.45)
The blending function F2 applies an eddy-viscosity νt equal to
(a1k˜
Ω
)
in areas of adverse
pressure gradients, and applies the general formulation
(
νt = k˜ω˜
)
in the remainder of the
boundary layer.
Second Moment Closure
The problems associated with eddy-diffusivity can be solved by higher-order RANS turbu-
lence models [84]. Models where Reynolds stresses are treated directly are an intermediate
step between low-order RANS and LES/DNS. The Reynolds Stress Model (RSM) [85]
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considers an equation for each of the six independent Reynolds stresses. It also generally
includes an additional equation to solve for ε . The most notable variants of the model
include the Launder-Reece-Rodi (LRR) [85] and the Speziale-Sarkar-Gatski (SSG) [86]
formulations.
RSM models are applicable to a wider range of cases than eddy-diffusivity models
[16]. The higher number of equations to solve at each timestep however leads to higher
computational demands than for eddy-diffusivity models. Furthermore, the use of the ε
transport equation can introduce error stemming from similar sources to the k− ε model
[87].
Application to Swirling Flows
Some of the intrinsic characteristics of the URANS turbulence models may lead to inaccura-
cies when dealing with complex flow features such as swirl, which are relevant to studies
on the UCAM annular rig. The question of using either eddy-diffusivity or second moment
closure models does not have a universally-applicable answer and is very much case-specific.
In the interest of computational efficiency, the capabilities of eddy-diffusivity models are
investigated in the present work. This choice is discussed further in section 3.4.
Swirl and flame-flame interactions are assumed in this thesis to dominate the response
of the flame to acoustic waves, as explained further in section 3.4.2 and in chapter 4. The
representation of near-wall phenomena is thus of particular interest in this work to capture
these features accurately. The ability to capture pressure variations in detail is also key to
obtain a good representation of oscillatory flame behaviour.
In work by Nazri [82] and Abdel-Gayed [83] concerned with reacting flows in swirling
gas turbine combustors, the use of the k−ω SST model was preferred for its more accu-
rate representation of the flow in the near-wall region and its higher efficiency in time to
convergence. It can be anticipated from these studies that the k−ω SST model would be a
good option to fit the requirements set for the simulations in this thesis. A brief study was
performed to explore the effects of turbulence models on the flow in the UCAM annular rig
and to finalise the choice of turbulence modelling method. This is detailed in chapter 5.
3.2.3 LES
As illustrated in the centre plot of figure 3.3, the LES method solves for the larger turbulent
scales directly and uses a model for the smaller scales. As this process reduces the range of
scales to be resolved, the method is less computationally demanding than DNS. However,
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resolving the larger scales increases the computational costs when compared to RANS and
URANS methods.
Filtering
The LES procedure starts with a filtering step to separate the large and small flow features,
with a view to identify locations where a turbulence model must be applied. The filtering
function is presented below [88].
ϕ(x, t) =
∫
V
G(x− x′;∆(x))ϕ(x′, t)dx′ (3.46)
The bar over the variable ϕ indicates that it has been filtered. ∆ is the width of the filter,
to which the mesh size is often assumed to be proportional. V is the volume of the domain
and G is the filtering kernel. From this operation, the chosen variable ϕ can be divided
between, or ‘decomposed’ into a filtered quantity indicated by an overbar, and a subgrid
quantity indicated by a prime symbol. A turbulence model is applied to the subgrid quantities
[89].
ϕ(x, t) = ϕ(x, t)+ϕ ′(x, t) (3.47)
Applying this decomposition method to the Navier-Stokes equations is done in a similar
fashion to what was described for URANS. Density-weighting is applied to the variable ϕ:
ϕ˜(x, t) =
ρϕ
ρ
(3.48)
The filtering process here would also be density-weighted as follows:
ρϕ(x, t) =
∫
V
ρG(x− x′;∆(x))ϕ(x′, t)dx′ (3.49)
Favre-filtering is then applied instead of Favre-averaging, which leads to the following
Navier-Stokes equations for continuity, momentum, energy and scalar:
∂ρ
∂ t
+
∂ (ρ u˜i)
∂xi
= 0 (3.50)
∂ (ρ u˜ j)
∂ t
+
∂ (ρ u˜iu˜ j)
∂xi
=− ∂ p
∂x j
+
∂τ i j
∂xi
− ∂τ
s
i j
∂xi
(3.51)
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∂ (ρ e˜)
∂ t
+
∂ (ρ u˜ie˜)
∂xi
=− ∂
∂xi
(pui)− ∂qi∂xi +
∂
∂x j
(uiτi j)− ∂∂xi [ρ(u˜ie− u˜ie˜] (3.52)
∂ (ρφ˜)
∂ t
+
∂ (ρ u˜iφ˜)
∂xi
=− ∂
∂xi
(ρD
∂φ
∂xi
)+ ω˙− ∂
∂xi
[ρ(u˜iφ − u˜iφ˜ ] (3.53)
As for URANS, closure is required to solve the system of equations. The internal energy
scalar flux (u˜ie− u˜ie˜) and the reactive scalar flux (u˜iφ− u˜iφ˜) can be resolved using a standard
gradient assumption [89].
The subgrid scale stresses (τsi j) are represented using turbulence models presented in
the next subsection and mean reaction rate (ω˙) by means of combustion models, which are
presented in section 3.3.
Subgrid Scale Modelling
One of the most common subgrid scale models was formulated by Smagorinsky [90], and
developed futher by Lilly [91]. The subgrid stress tensor is expressed as:
τsi j = ρ(u˜iu j− u˜iu˜ j) (3.54)
The tensor can be split into an isotropic and anisotropic term. The isotropic part can be
included in the filtered pressure term. The anisotropic part is expressed by the compressible
Smagorinsky formulation as:
τsi j−
1
3
δi jτskk =−2µt
(
S˜i j− δi j3 S˜kk
)
(3.55)
The Favre-filtered variables S˜i j and S˜kk are the strain tensor and trace of strain tensor
respectively. µt is the subgrid eddy viscosity and is given by:
µt = ρ(Cs∆)2|S˜i j| (3.56)
Here, (Cs∆)2 is the turbulent mixing length, and Cs is a pre-defined constant. As before,
∆ is the width of the filter, which is given by the cubic root of the cell volume. Finally, the
Favre-filtered strain tensor terms are given by:
S˜i j =
1
2
(
∂ u˜ j
∂xi
+
∂ u˜i
∂x j
)
(3.57)
44 Numerical Modelling Methods
|S˜i j|=
√
2S˜i jS˜i j (3.58)
3.3 Combustion Modelling
The progress variable for a given reaction can be expressed in terms of the mass fraction of
the species involved [92]:
c =
Yf −Yf r
Yf p−Y f r (3.59)
Here, for example, Yf is the mass fraction of fuel. The subscript r represents reactant
quantities, and p, product quantities. The progress variable is chosen as a scalar input to the
corresponding Favre-averaged equation for URANS and Favre-filtered equations for LES.
The transport equation for progress variable as expressed in the URANS formulation is given
by:
∂ρ c˜
∂ t
+
∂ (ρ u˜ic˜)
∂xi
=
∂
∂xi
(ρ u˜′′i c′′)+ ω˙ (3.60)
The turbulent scalar flux term u˜′′i c′′ can be represented by a gradient transport approxima-
tion [89].
The closure of the mean reaction rate term ω˙ in Favre-averaged or filtered scalar equations
is performed by means of combustion models. A wide variety of combustion models
pertaining to both premixed and non-premixed applications are available. Their use is also
case-dependent, and a combustion modelling study is often performed to assess the effect of
models on the final solution. The range of combustion models presented in the following
sections is limited to those used in the reference studies in section 3.4, which demonstrate
their compatibility with investigations that have similar aims to the ones in this thesis.
3.3.1 Premixed Combustion Models
Reacting flows can be qualified as premixed or non-premixed [92]. Modelling methods have
also been developed to account for cases where non-premixed and premixed reactions occur
simultaneously in different areas of the domain. Non-premixed flows refer to cases where
reactants (fuel and oxidiser) are introduced independently into the combustion chamber. In
contrast, premixed combustion refers to cases where reactants are mixed in the flow prior
to entering the burner. Only premixed combustion models are considered for this thesis, as
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the experiments carried out on the UCAM annular rig have been and still are performed for
premixed reactions.
Eddy Break Up Model
The Eddy Break Up Model (EBU) model developed by Spalding [93] is the least complex
form of premixed combustion models. This model has been extended to non-premixed
combustion in the Eddy Dissipation Concept (EDC) formulation [94]. EBU assumes fast
chemistry, whereby the reaction is solely controlled by mixing induced by turbulence. This is
quantified by high values of the Damköhler number, which is defined by the ratio of physical
to chemical timescale. The EBU formulation for reaction rate is presented below:
ω˙ f =−CEBUρ εkY f (1−Y f ) (3.61)
The variables k and ε are turbulence parameters described in section 3.2 that can be
changed according to the turbulence model implemented.
Whilst the EBU model is applicable to a variety of flows, the constant CEBU is very much
case-specific and needs to be appropriately tuned. The reaction rate is inversely proportional
to the turbulent time scale, which indicates that any error stemming from the turbulence
model is amplified here. In particular, this would imply that shortfalls in the wall treatment
will affect the modelled near-wall reaction rate directly. The EBU reaction rate formulation
also neglects chemistry, which limits its applicability.
The shortfalls of the EBU model can be overcome in several ways. A solution would be
to extend EBU to account for finite rate chemistry, as is done in the partially stirred reactor
model (PaSR). The fundamental concept and reaction rate modelling for PaSR are detailed in
the next section. This combustion model performed well in the reference cases by Bainbridge
[16] and Zettervall et al. [46] presented in section 3.4.
Partially Stirred Reactor Model
Incorporating finite rate chemistry in the EBU model can be achieved by adding a time
delay to account for chemical reaction timescales. The Partially Stirred Reactor model is an
EBU/EDC-type model that accounts for finite rate chemistry [95].
Computational cells are divided into two sections, the first reacting and second non-
reacting. Homogeneous mixing and completed reactions are considered in the reacting
section. The reaction rate formulation for PaSR is provided below:
ω˙ f = κRi(ci1) =
ci1− ci0
τ
(3.62)
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The c quantities represent concentration of species i, subscript 0 indicates the cell inlet
and 1 indicates the cell exit. τ is the numerical timestep, and Ri is the chemical source term.
The latter is dependent on the density, molecular weight and molar concentration of species
in the computational cell, stoichiometric coefficients, and the reaction rate constant. The
reaction rate constant k j is defined by the Arrhenius relation, where reaction pre-exponential
factor, temperature exponential constant and activation energy are prescribed respectively as
A j, n j and E j:
k j = A jT n je−E j/RT (3.63)
Species concentration is determined by linear interpolation between values at cell inlets
(subscript 0) and exits (subscript 1):
c1 = κcun+(1−κ)c0 (3.64)
where cun is the unknown concentration. The κ coefficient is the reaction rate multiplier,
which is defined by:
κ =
τc
τc+ τmix
(3.65)
where τc is the chemical timescale, which can be evaluated by solving the system of
ordinary differential equations defining the reaction. This is achieved in this work using the
Semi-Implicit Bulirsch Stoer (SIBS) approach [96], as was done by Bainbridge [16] and Lee
et al. [59] and was implemented in the standard OpenFOAM solvers.
The variable τmix is the turbulent timescale, which depends on the turbulence model
prescribed. For the k− ε model, τmix would be expressed as:
τmix =Cmix
k
ε
(3.66)
where Cmix is a constant typically taking the value of 0.1.
Flame Surface Density Models
Flamelet-based formulations of reaction rate such as Flame Surface Density (FSD) and
FSD-derived models can also be implemented [97]. These include Bray-Moss-Libby (BML)
and Transported Flame Surface Density (TFSD) models, which were used in the URANS
reference studies by Armitage et al. [41] and LES reference studies by Lee et al. [59]
respectively. Both models are detailed extensively in the literature [12, 92].
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Whilst BML and TFSD performed well in both of these reference cases, PaSR was
preferred as a combustion model for the URANS simulations presented in chapters 5 and 6.
Several tests were carried out prior to finalising the choice of combustion model using both
flamelet-based and PaSR models. It was found that the PaSR model was the most compatible
for the numerical setup used in OpenFOAM v2.4.0 throughout the project, allowing for better
numerical stability. Improving the formulation of other combustion models for the chosen
solver was considered beyond the scope of this work.
3.4 Reference CFD Investigations on Oscillatory Behaviour
This section details the studies used as validation for the work in this thesis. The aims,
experimental configuration and numerical setup are presented for each investigation. Meshing
methods are presented in chapter 4. Results that are used for validation are presented
alongside relevant data obtained during this project in chapters 5 and 6.
3.4.1 Self-Excited Oscillations
The two self-excited oscillation CFD studies presented in this section were performed on the
UCAM annular rig, which is shown in chapter 1. The first was performed by Bainbridge [16]
and is referred to as the ‘Bainbridge case’ in this thesis for convenience. The investigation
was aimed at reproducing the self-excited modes found in experiments by Worth and Dawson
[7] via CFD. The CFD toolkit OpenFOAM was used with the reactingFoam solver. The
PaSR combustion model was implemented and a range of turbulence modelling methods
were tested to find an appropriate match with experimental data.
The fuel used was ethylene to match the experimental setup. Simulations were run
on a single sector (one burner cut from the annulus) to initialise the solution, and then on
the full 18-burner configuration. The plenum chamber and swirlers were cut out of the
model to reduce computational expenses, and the height of the annular enclosure cylinders
were adjusted so they would match the inner enclosure height of 130mm. Swirl was still
represented using a custom swirl inlet velocity boundary condition, with a swirl angle that
matched the physical part. The effects of geometrical simplifications on the oscillatory
behaviour in annular chambers are detailed in chapter 4.
Steady single burner reacting flow simulations were run using the experimental setup
values. The inlet mass flow rate was set to 3.1g/s, the temperature to ambient (300K) and
the equivalence ratio to 0.8. The Reynolds number evaluated from the diameter around the
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flame holder and axial velocity was 1.37x104. The results from this configuration are used
for validation in the first part of chapter 6.
Full burner geometry simulations were then performed. Adjusting the cylinder heights
resulted in failure to generate self-sustained oscillations [16], which was also found to
happen in physical testing [7]. The original experimental operating conditions were thus
changed to promote self-excitation in this geometry [16]. Parameters mentioned in chapter 2
were altered: the inlet temperature was raised from 300K to 400K, the inlet mass flow rate
was increased to 5g/s, and the inlet equivalence ratio was increased from 0.8 to 0.86. The
equivalence ratio remained in the range of values that reportedly led to oscillations [7]. This
led to an increase in Reynolds number to 1.92x104. Instantaneous data from initial timesteps
in the linear oscillatory regime was used as reference in chapter 5. The fluctuations at this
stage were considered negligible, thus the results could be used as validation for steady flow
cases.
An extensive study on the capabilities of turbulence models to capture self-excited oscil-
lations was performed on the full burner configuration [16]. Eddy-diffusivity models tested
included k− ε , k−ω SST and realisable k− ε . RSM with LRR formulation and LES with
Smagorinsky subgrid scale modelling were also investigated. LES and RSM results agreed
with experimental behaviour, with standing and circumferential modes well captured by the
models. Realisable k−ε showed significant improvement over other eddy-diffusitvity models
in representing oscillatory behaviour. The standard k− ε and k−ω SST formulations indeed
failed to capture self-excited modes as error stemming from their limitations in representing
streamline curvature produced high levels of turbulent kinetic energy, and oscillations were
damped as a result. It can thus be said that without a constant input of oscillatory motion, the
two-equation models were deemed insufficient to represent flow behaviour accurately.
Another study was performed by Zettervall et al. [46] on the UCAM rig, this time to
appreciate the effects of fuel on self-excited behaviour. The plenum chamber was cut from
the geometry but the swirlers were included in the mesh. LES simulations were run with
the PaSR combustion model. The two fuels were methane and ethylene, which were found
to produce different flame responses in experiments [7]. Methane flames generated purely
longitudinal acoustic modes, whereas ethylene flames allowed for circumferential modes to
appear.
The LES confirmed this behaviour and was able to capture the effects of flame speed in
detail [46]. The lower flame speeds associated with methane led to more extensive interaction
between neighbouring flames. The use of methane resulted in two counter-rotating azimuthal
modes, thus weakening the global mode in this direction and favouring longitudinal modes.
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Conversely, the use of ethylene resulted in two co-rotating azimuthal modes thus promoting
oscillations in the azimuthal direction.
The mechanisms behind this variation in oscillatory behaviour lies in the phase difference
between pressure and heat release fluctuations. This was detailed in chapter 2 and is further
detailed in work by Ghirardo et al. [52]. A difference in timing between heat release and
pressure oscillations can lead to varying modal dynamics between the two fuels.
A brief investigation concerned with fuel effects on a steady flame was performed for this
thesis and is presented in chapter 6. Comparative data was provided by steady flame results
from Zettervall et al. [46] and expected theoretical flame temperature values.
3.4.2 Forced Oscillations
Oscillatory behaviour has been monitored via acoustic forcing on a variety of combustor
designs [41]. By controlling the oscillating variable, parametric studies can be set up to
investigate the effects of flow parameters on the flame response [98]. A common approach to
forcing consists in prescribing oscillatory behaviour to one of the inlet variables [12]. For
instance, the inlet velocity was forced in studies by Kim et al. [98], Armitage et al. [41] and
Lee et al. [59] to observe how resulting velocity fluctuations affect the flame. Polifke et al.
noted that inlet velocity was usually the preferred parameter to force in the case of premixed
flows [99].
A forced flame can provide information on the onset of instability and behaviour in a
limit cycle regime [12, 41]. CFD methods are an effective way of studying forced oscillations
as they allow for more flexibility in input parameters than experimental approaches [41].
Flame describing functions can be extracted from forced CFD cases to quantify the response
of the flame to oscillations. The FDFs can further be used as means to compare different
designs or operating conditions quantitatively [12, 41, 59, 100].
Forced oscillation CFD studies are thus of great interest for the flexibility they allow in
choosing the design, operating conditions and specifically perturbed parameter, as well as for
the conclusions that can be drawn from them regarding flame behaviour.
The first forced oscillation reference case used for comparison in this thesis was performed
by Armitage et al. [41] and is referred to as the ‘Armitage case’ for convenience. The aim
was to reproduce experimental observations concerning the effects of forcing amplitude on
the flame response via CFD. URANS was preferred to LES as a modelling method due
to its lower computational demands. RSM was employed with the LRR formulation. The
BML combustion model was used to close the reaction rate term in the scalar equation. The
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geometry was based on the experimental rig run by Balachandran [100]. A diagram of the
rig is shown in figure 3.4.
Fig. 3.4 Balachandran experimental rig [100].
Premixed ethylene and air enter a duct containing a bluff body and the flame sits in the
enclosure at the top of the rig. Loudspeakers on either side provide acoustic forcing at a
chosen frequency f and amplitude A. Both forcing parameters were varied to analyse the
corresponding effects on the flame response. The geometry implemented in the CFD only
accounted for the flame enclosure to reduce the size of the computational domain. A fixed
lean equivalence ratio of 0.55 and non-swirling velocity of 9.9m/s were prescribed at the
inlet to match the experimental setup. Results from the CFD were extensively compared
to experimental data and good agreement was found. Investigations on the effects of swirl,
swirl angle and inlet equivalence ratio were performed by Balachandran experimentally [37]
but were not included in this CFD by Armitage et al. [41].
Whilst the Balachandran rig differs from the full annular combustor considered in this
thesis, results can be used as comparison for simulations that were carried out on a similar
geometry from the UCAM rig consisting of an enclosed single burner. Chapter 5 presents
results for forced oscillation of this UCAM rig configuration. It can be expected that effects
of high forcing amplitude on the flame observed in the Armitage case be also found in this
particular UCAM rig case.
In chapter 6, the forcing amplitude was varied for a single burner of the UCAM rig.
The impact of varying this parameter on the flame is well acknowledged and understood in
the Armitage case [41]. Results from Armitage et al. can thus help identify characteristic
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behaviour in the UCAM rig for this simulation as well.
The second forced oscillation reference case was conducted by Lee [59] on the UCAM
annular rig and is referred to as the ‘Lee case’ in this thesis. This was a first attempt regarding
the CFD modelling of the UCAM rig in the context of forced oscillation. LES was used in
OpenFOAM with the Smagorinsky subgrid scale model for stresses and transported flame
surface density model for reaction rate. The plenum chamber was cut from the model, but
as in the study by Zettervall et al. [46], the swirlers were kept in the geometry and mesh
[59]. The annular enclosure cylinder heights were matched, as was previously done in the
Bainbridge case [16]. The fuel used was ethylene and the inlet velocity was calibrated to
match available experimental data.
Several configurations and operating conditions were investigated including single, twin
and full annular burner geometries and equivalence ratios of 0.65 and 0.8. The forcing
amplitude was also varied for a single burner model. This study [59] is used extensively in
this thesis as case setups in chapter 6 were based on those used by Lee et al. to allow for
direct comparisons to be performed.
3.5 Summary and Modelling Methodology
This chapter reviewed fundamental concepts and equations pertaining to computational
fluid dynamics of swirling reacting flows. Common modelling methods for turbulence and
combustion were detailed. The most relevant previous CFD studies concerning oscillations
in combustion chambers were explored. The modelling strategy for the work in this thesis is
presented below. The methods chosen had to answer the core aim of computational efficiency
set for the project.
Section 3.2.1. concluded that RANS and LES methods were more suited to industrial
studies due to the high computational costs associated with DNS. Both URANS and LES
modelling approaches have been used previously for the analysis of combustion instability
[16, 41, 46, 59]. The validity of URANS methods for these types of investigations in annular
combustors has been questioned in the literature [101]. However, Bainbridge clearly demon-
strated that URANS was capable of capturing key features of self-excited flame behaviour
and fare well against more expensive LES in the UCAM rig [16]. URANS methods thus
were considered in this thesis to keep computational requirements to a minimum.
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The choice of lower-order eddy-diffusivity modelling as opposed to second moment RSM
modelling was detailed in the case of swirling flows in section 3.2.2. Section 3.4.1 explained
findings by Bainbridge on the UCAM rig [16], which concluded that the eddy-diffusivity
models did not exhibit self-excited behaviour due to the presence of damping that hinders
the natural development of high amplitude acoustic waves. RSM yielded results that were
more conclusive when compared to LES and experimental data on oscillatory behaviour in
this case.
The geometry tested by Bainbridge was somewhat simplified to reduce the computational
cost, and some of the major features (detailed in chapter 4) that generated self-excited modes
in the UCAM rig experimentally were not represented in the mesh. With this in mind, the
studies on the use of eddy-diffusivity models in this context were not complete. As a first step
towards testing and implementing eddy-diffusivity models on the real UCAM rig geometry,
this thesis intended to assess their use in forced oscillation studies, where better control of
the oscillatory parameters can be achieved. Data from the LES performed by Lee [59] on the
UCAM rig is used for comparison in chapter 6. A brief turbulence model study conducted in
chapter 5 details the choice of eddy-diffusivity model for the rest of the simulations carried
out.
In keeping with previous work on the UCAM rig, a blended Crank-Nicolson scheme was
implemented for time-marching, with first-order Euler-implicit scheme to ensure stability
during transients and second-order Crank-Nicolson otherwise. Spatial discretisation was
achieved in a similar fashion to what was described in section 3.1.2 for studies by Lee [12],
with second-order central differencing scheme for smooth regions and first-order in regions
of high gradients. The PISO numerical scheme was implemented, as was done by Bainbridge
[16] and Lee [59].
The combustion model chosen for reaction rate closure was PaSR due to its proven appli-
cability to studies in the UCAM rig in both LES [46] and URANS [16]. The reactingFoam
solver within OpenFOAM is a solver for combustion with chemical reactions that readily in-
corporates the PaSR model and was previously employed by Bainbridge [16]. ReactingFoam
was thus a good option to choose for this project. One-step chemistry for ethylene-air and
methane-air reactions was implemented throughout. Corresponding Arrhenius coefficients
were prescribed from OpenFOAM libraries.
Table 3.1 summarises the test cases used for comparison in chapters 5 and 6 of the thesis
and table 3.2 summarises the geometries and aims of the reference cases.
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Table 3.1 Summary of modelling methodologies in the reference cases.
Case Rig Acoustic Forcing Turbulence Combustion
Bainbridge [16] UCAM Self-Excited RSM PaSR
Zettervall [46] UCAM Self-Excited LES PaSR
Armitage [41] Balachandran Forced Oscillation RSM BML
Lee [59] UCAM Forced Oscillation LES FSD
Table 3.2 Summary of aims and objectives of the reference cases.
Case Aim
Bainbridge [16] Model self-excitation in the UCAM rig
Zettervall [46] Methane / Ethylene flame comparison
Armitage [41] Effects of forcing frequency and amplitude
Lee [59] Model forced oscillation in the UCAM rig
At each step, modelling methods were chosen with a view to limit the computational
demands. In addition to finding ways to reduce the computational costs in the CFD method-
ology, the aim of the project was also to identify potential solutions to the cost issue in the
physical representation of the UCAM rig. For this, both small and large-scale simulations
were run to account for various parts of the annular geometry. Smaller-scale simulations were
run locally on a machine consisting of two nodes, each containing an Intel Xeon E5-2609,
2.40GHz 4-core processor and 32GB of RAM. Larger-scale simulations were run on the
Cambridge Service for Data-Driven Discovery (CSD3) high-performance cluster Peta4 [102]
which consists of 768 nodes, each containing two Intel Xeon Skylake 6142, 2.6GHz 16-core
processors and 192GB of RAM.
The next chapter reviews the effects of physical components specific to annular combustor
designs on the flame response, and details the resulting geometrical and meshing approaches
for this thesis.

Chapter 4
CAD and Meshing Methodologies
The objective of the work presented in this chapter was to create a CAD model of the UCAM
rig based on design specifications by Worth and Dawson [7]. The aim was to create a model
that was easily adaptable to the cases that were going to be run. This was done with a view
to facilitate the setup for each simulation and thus in turn to reduce the overall time required
per case study. For this purpose, the full UCAM rig CAD model was produced in a modular
fashion that allows any section of the burner to be extracted for investigation. This chapter
details the approach taken to generating the modular combustor geometries and meshes.
4.1 CAD Modelling Approach
A functional CAD model was produced for the modular geometry purpose stated above using
the SolidWorks CAD software package. Geometry repairs were applied and new parts were
created to provide physical inlet, outlet, and other surfaces to be included in the mesh at a
later stage.
4.1.1 Original Geometry
Figure 4.1 shows a picture and schematics of the rig along with CAD renderings of the
combustor in SolidWorks for comparison. Particular attention was paid to the swirler and
bluff body parts within each of the injectors as it can be expected from studies on swirl and
bluff-body stabilised flows that their dimensions would have a significant impact on the flow
behaviour [12, 37]. It was anticipated at this stage that the swirler part would be difficult to
mesh due to the curvature of the vanes. A CAD representation of the swirler is shown in
figure 4.4.
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Fig. 4.1 UCAM Annular Rig Design [7] (top) and CAD rendering of each view (bottom).
4.1.2 Geometry Repair
After generating the full burner in the CAD format, the geometry was repaired and adjusted
to be fit for meshing. Figure 4.2 shows the final CAD representation which was used for the
preliminary meshing work detailed in section 4.3.2.
Inconsistencies in the surfaces (i.e. holes and other uneven features) were deleted to ease
the meshing process. As an example, the holes on the circular plate sections at the top and
bottom of the plenum chamber were filled. It was verified prior to performing any change
to the original CAD that the deleted features were present for practical purposes such as
mounting the burner on the support rig, and would thus not affect the fluid flow inside it.
The middle picture of figure 4.2 shows that the inner and outer chamber cylinder heights
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Fig. 4.2 Full modified burner CAD side view (left), cut view (middle) and inner view of an injector
(right).
were matched, as was done in the Bainbridge and Lee cases [16, 59]. The impact of cylinder
height on the flame response is discussed in section 4.2.1.
Before making any additional modifications to the geometry, the effects of the main
components of the burner on the flame response had to be understood. A part-by-part
analysis isolating the impact of these components is conducted in section 4.2. The resulting
configurations extracted from the CAD are also presented.
4.2 Effects of Physical Components on the Flame Response
The main components investigated in this section include the combustion chamber cylinders,
plenum chamber and swirlers. The effects of modifying the number of burners around the
annulus were also of interest for the project and are detailed here. The implications of these
part-specific observations for the modular CAD model of the UCAM rig are explained at
each stage.
4.2.1 Combustion Chamber Cylinders
Literature Review
Worth and Dawson varied the combustor chamber cylinder lengths on the UCAM rig as
part of a parametric analysis [7]. The study was aimed at finding an optimal experimental
setup that would give rise to self-excited circumferential modes. Three cylinder lengths
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were investigated: 70, 130 and 300mm. Each length was chosen to either damp or generate
specific acoustic modes. The shorter length was used to damp the purely longitudinal modes,
and the longer length, to excite purely circumferential modes. The length of 130mm was
used to obtain an equivalent flame response in longitudinal and circumferential directions.
Results from this study showed that any combination of cylinder height would give rise
to self-excited modes in the longitudinal direction. Using an equal length of 70mm for both
the inner and outer cylinders damped all the instability modes. The most prominent case of
self-excited circumferential modes was found for an inner cylinder length of 130mm and
outer length of 300mm. This is the geometry shown in figure 4.1, where the cut plane on the
right shows that the inner and outer concentric cylinders at the top differ in height according
to this experimental setup.
UCAM Rig CAD Modelling
For all of the simulations presented in this thesis, the combustion chamber outer cylinder
height was adjusted to match that of the inner cylinder. The shortest length of 70mm was
not considered for this project but can be rapidly modelled if required in the future, as
facilitated by the modular CAD. Only the 130mm length was considered in this thesis to
provide comparable data to the Bainbridge [16] and Lee [59] cases. The final CAD model
for the full annular rig is shown in figure 4.5 and other geometries used in this thesis are
presented in section 4.2.5.
4.2.2 Plenum Chamber
Literature Review
An experimental study was performed by Bauerheim and Poinsot [103] to observe the
effects of the plenum chamber on the azimuthal modes that propagate in annular combustors.
In theory, due to the difference in radii and mean sound speeds between the plenum and
combustion chamber, azimuthal modes could be found in only one of these parts at a time.
Experiments have however shown that azimuthal modes can be present in both sectors
simultaneously.
The paper proceeds to identify three separate occurences of azimuthal modes in a plenum,
burner and annular sector configuration: fully decoupled, weakly coupled, and strongly
coupled. In the first two cases, the acoustic modes can be treated independently as either fully
‘plenum’ or fully ‘chamber’ modes. In the last case, when the frequency in one of the annular
sectors corresponds to the resonant frequency of the other, the entire combustor is considered
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to be in a resonant state and the ‘plenum’ and ‘chamber’ modes cannot be distinguished.
Work by Benoit [104] used a linearised acoustic code to solve for plenum chamber modes.
The annular combustor geometry considered was close to the one developed by Worth and
Dawson [7]. The plenum chamber here was connected to 12 burners that each contained a
swirler, which were then themselves connected to the combustion chamber [104]. The effects
of flame shape, flame position and swirl on plenum chamber modes were investigated. As
the flame developed in the combustion chamber, the flame shape and flame position affected
modes in the chamber only. The swirler, however, had an impact on the plenum longitudinal
modes. This was attributed to the decrease in area in the geometry introduced by the physical
part, and led to a shift in frequency in the corresponding modes. An additional shift was
then observed in the combustion chamber as a result, thus demonstrating that modes in the
plenum chamber may affect the modes in the combustion chamber.
UCAM Rig CAD Modelling
An assumption was made for the work in this thesis that the response of the flame to acoustic
excitation in the UCAM rig would be dominated by the effects of flow features such as swirl
and burner-burner interactions. To analyse these effects in detail and to reduce the size of the
computational domains considered, it was therefore decided to omit the plenum chamber
and cut the CAD models downstream of this part. This also allowed for direct comparisons
with geometries considered by Bainbridge [16] and Lee [59]. Plenum chamber effects were
treated as a subject for potential future investigations, where a comparison between a simple
burner-chamber and plenum-burner-chamber geometry could be performed via CFD. The
modular geometry created allows for the plenum chamber to be added at a later stage if
required.
4.2.3 Swirlers
Literature Review
Placing a swirler in or around the fuel injector is an effective way of creating recirculation
zones to anchor the flame [1]. The high rotation would provide higher and faster levels of
mixing than other means such as bluff bodies. The swirler design can have a significant
impact on flow behaviour and must be considered carefully. The size of the resulting
recirculation zones and the reverse mass flow rates are two of the parameters affected by the
vane geometry.
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The vanes on the UCAM annular rig swirlers are curved at an angle of 60° as shown in
figure 4.4. The swirl number representing the level of rotation that is supplied to the flow is
given by the equation [7]:
Σ= 2/3tan(Θe)[(1− (di/do)3)/(1− (di/do)2)] (4.1)
Here, Θe is the vane angle, and di and do represent the inner and outer diameters of the
swirler respectively. Design specifications by Worth and Dawson [7] give a swirl number of
Σ= 1.22 for the UCAM rig.
Balachandran [37] conducted an experiment on the single burner rig presented in chapter
3 to observe the effects of swirl angle on a forced oscillating flame. The rig was subjected to
premixed combustion with ethylene as fuel, equivalence ratio of 0.52 and bulk flow velocity
of 9.9m/s in the combustion chamber. Two swirler geometries were investigated: the first
with a vane angle of 45° producing low swirl, the other with an angle of 60° producing high
swirl. For an increase in swirl, the flame height decreased and flame thickness increased.
Under forced conditions, the smaller vane angle produced a flame that responded in a similar
fashion to one without swirl for varying forcing frequencies and amplitudes [37]. Conversely,
the higher angle design led to a different response, which confirms findings by Worth and
Dawson [7].
An experiment on the effects of swirl direction was carried out by Worth and Dawson
on the UCAM rig [7]. Counter-clockwise (CCW) swirl was first implemented with similar
swirlers placed in each burner. The CCW swirlers introduced a bulk flow swirl at the chamber
walls. A comparison between this setup and an alternating swirl configuration was performed
for a full 18-burner model. In the second experiment, the bluff bodies were fitted with
alternating CCW and clockwise (CW) swirlers consecutively around the annulus. This was
done to reduce the potential effects of the bulk flow swirl on the flame structure. Figure 4.3
shows the OH* chemiluminescence results for varying swirl directions taken from a top view
of the rig. High levels of OH* chemiluminescence are indicated by red colouring, and low
levels by blue colouring. The highest values correspond to reaction zones, thus providing
a good overview of flame front locations [16]. For CCW swirl, the flame-merging areas
represented by red regions tend to the CCW direction at the outer chamber cylinder and CW
at the inner cylinder. Adding alternating swirl leads to more symmetric flame-merging zones
around the annulus as can be noted by the more regular shapes of the high OH* regions
around the annulus in the snapshot on the right-hand side [7].
The significant impact of swirl on the flame shape and its response to acoustic waves
has been highlighted by these experimental studies. The effects of swirl have also been
investigated via CFD modelling. A micro-gas turbine combustion chamber was studied
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Fig. 4.3 Experimental results showing top views of the annular combustor exit for varying swirl
directions: CCW (left) and alternating swirl (right) [7].
numerically by Basson [105]. Two separate models were created for comparison, one without
swirl and one with swirl. The inlet flow in the first case would be purely axial, whereas
tangential components would be introduced by swirl in the second case. The presence
of swirl affected the recirculation pattern within the combustor following explanations by
Lefebvre [1]. The authors stressed the importance of representing the swirler accurately in
any geometry containing this feature.
Due to the complexity of the swirler geometry in the UCAM annular rig, it would be
beneficial to implement an efficient solution to generating swirl at the inlet of the domain
that could reduce the potentially time-consuming meshing step, in line with the industrial
objectives of this project. This has been achieved in investigations by Fureby on the Triple
Annular Research Swirler (TARS) [70], by Staffelbach on a rig built by DLR and Siemens
[14], and by Bainbridge on the UCAM rig [16]. In all three studies, a swirl inlet velocity
boundary condition was formulated to represent the effects of the swirler part. Results
from the Fureby investigation [70] were validated against experimental observations from
Balachandran [37] on the aspect of the flame with varying swirl number. The results were
further compared to experimental velocity profiles from the TARS rig and good agreement
was found. Results from the Bainbridge case [16] and from Staffelbach [14] were also
validated against relevant experimental data with good agreement. A swirl boundary condition
would thus be an effective way of simplifying the geometry and accelerating the simulation
setup for this thesis.
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UCAM Rig CAD Modelling
The first simulations carried out in this project were focused on swirl effects and the ability
to represent them in cost-effective manner. Figure 4.4 shows a CAD rendering of the swirler
design from the UCAM rig.
Fig. 4.4 Swirler CAD rendering.
As mentioned in section 4.1.1, it was anticipated that the swirler would be a challenging
geometry to mesh. Using the physical part would also limit the flexibility of a single mesh
to account for varying swirl parameters, and additional computational costs would ensue to
produce a new mesh for every swirler geometry that is required for the investigation.
The first step in the project was aimed at calibrating a swirl velocity inlet boundary
condition based on work by Fureby [70], Staffelbach [14] and Bainbridge [16]. With this,
effects of counter-rotating swirl could also potentially be captured by adjusting the swirl
direction in the tangential velocity input of the boundary condition for each individual burner.
The swirl velocity boundary condition is detailed in chapter 5. CAD geometries used to
calibrate the swirl boundary condition are presented in figure 4.7.
4.2.4 Modular Full UCAM Annular Rig Model
Taking into account the assumptions on combustion chamber cylinders, plenum chamber
and swirlers, a modified version of the full annular rig CAD was generated and is presented
in figure 4.5. The picture on the left is taken from the CAD software package, and the
transparent view on the right is taken from the flow visualisation software as it provides a
better view of the components inside the chamber.
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Fig. 4.5 Modular UCAM rig CAD model side view (left) and transparent view of the computational
domain (right).
The geometry was cut 5mm below the entrance to the combustion chamber which meant
that whilst swirlers were omitted, the conical shape at the tip of the bluff bodies was still
represented in the CAD. The UCAM rig accounted for all 18 burners of the experimental
design. However, the test rig could be run with varying numbers of equidistantly placed
burners around the annulus (12, 15 and 18). The effects of varying the number of burners on
the flame response is discussed in the next section.
4.2.5 Flame Separation Distance and Flame-Flame Interactions
Literature Review
Flame separation distance can have a direct impact on the burner as early as the ignition
stage, or ‘lightround’. An experiment aimed at observing the lightround process in the
UCAM annular rig was carried out for 12 and 18-burner cases by Machover et al. [106].
This corresponded to a uniform separation distance of 44mm and 29.5mm between burners
around the annulus respectively, measured between the centres of bluff bodies. The analysis
concluded that the flame propagation in the azimuthal direction during the light-round
process was affected by local quenching and convection mechanisms induced by flame-flame
interactions. A lower separation distance increased those effects due to stronger interactions
between neighbouring flames.
The importance flame-flame interactions on the flame structure was also studied in the
parametric analysis by Worth and Dawson [7] and in experiments carried out by Makuni [15].
Three flame separation distances were tested corresponding to 12, 15 and 18-burner designs.
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The three distances were referred to as S = 2.33D, 1.87D and 1.56D respectively, where D
is the inner diameter of the inlet cylinder and S is the arc-distance between the centres of
neighbouring bluff bodies. All three configurations only accounted for CCW swirl in this
case. Figure 4.6 shows the effects of separation distance on the OH* chemiluminescence
results in steady reacting flows. The snapshots were taken and coloured in the same way as
in figure 4.3.
Fig. 4.6 OH* chemiluminescence experimental results showing top views of the annular combustor
for varying flame spacings [7].
The high OH* regions reduced in size progressively with a decrease in flame separa-
tion distance between pictures 4.6(a) to 4.6(c). This indicates that flame-merging is more
prominant for smaller separation distances, which can be expected as the flames would
have a smaller amount of space to develop individually. Resulting dominant acoustic modes
switched from a CW spinning mode to a standing mode from figure 4.6(a) to 4.6(b), then to
a CCW spinning mode in 4.6(c). In all plots of figure 4.6, high OH* regions differ in shape
and size around the annulus. This non-uniformity in stable conditions is analysed in greater
detail in chapter 6.
Burner-burner interaction effects on the flame response in annular combustors have
also been investigated using CFD. Simulating acoustic oscillations for an entire annular
combustor can be very computationally demanding [16, 50, 51]. Previous CFD studies have
been performed on sections of annular combustors instead to reduce computational costs
[14, 50, 51, 59, 101]. These typically carried out single sector simulations corresponding to a
single burner of the annulus, which were compared to full burner simulations for validation.
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Staffelbach et. al [50] performed simulations to model self-excited modes in a helicopter
annular combustor. The combustor was composed of 15 burners equally spaced around an
annulus, each containing counter-rotating swirlers. An initial simulation was performed on
a single burner with cyclic boundary conditions to represent the neighbouring burners in
the domain, before rotating the mesh around the centre of the annulus and running a full
burner configuration. This approach was also used for URANS simulations in this thesis and
cyclic boundary conditions are investigated further in chapters 5 and 6. The Staffelbach study
[50] concluded that each burner exhibited similar oscillation amplitudes and delays. It was
inferred from this that in the event of self-sustained oscillation caused by azimuthal modes in
this geometry, the burners were only affected by flow rate variations in the axial direction.
As such, a single sector was capable of capturing the effects of a full burner model accurately.
The burners could be considered independent from each other and all resulted in equivalent
transfer functions, which led the authors to encourage the use of linear analytical models.
The universality of the last statement was refuted in a study by Wolf et al. [51], where
it was said that transfer functions cannot be equal for all burners in all annular combustor
designs. This was attributed to large-scale flame-merging which may cause the emergence of
transverse modes and further instability, as discussed in greater detail in chapter 2. Wolf et al.
[51] also questioned the use of single burner geometries to represent the full annulus as this
may not be sufficient to capture all acoustic modes.
Fureby and Fedina [101] made similar observations in their CFD study of a 12-burner
annular combustor. A single burner was extracted for comparison to oscillatory behaviour
in the full annulus. As in the Staffelbach investigation [50], the single sector was meshed
with cyclic boundary conditions then replicated around the annulus to form the full burner
model [101]. The data showed that the single burner configuration could potentially be used
to model flow behaviour in isothermal cases, but would not provide enough useful detail
downstream to be considered sufficient for thermoacoustic analysis. The merging of central
recirculation zones between burners was not well represented by the single burner. In the full
annulus, the flame-flame interactions led to high local variations in equivalence ratio which
affected the flame shape and behaviour in each burner in a different way.
Observations by Fureby and Fedina [101] were confirmed by Fedina [70], Chapuis et al.
[69] and in other work by Staffelbach [14]. The latter differed from previous CFD studies in
that instead of only modelling single and full burner configurations, a larger portion of the
annulus was also represented. Single and triple burner geometries were extracted out of a
24-burner annular combustor. Increasing the number of burners improved the accuracy of the
results when compared to a full burner model. The burner interactions found in the triple
66 CAD and Meshing Methodologies
burner captured effects on flame stabilisation and anchoring that could not be represented by
a single burner.
UCAM Rig CAD Modelling
The modular CAD allowed for any part of the annular burner to be extracted for analysis.
Figures 4.2 and 4.5 show that all burners in the UCAM rig are joined by a solid plate placed
on top of the flow divider, which was subsequently cut to obtain the single sector geometry
in figure 4.7. Increasing the burner separation distance would result in increasing the solid
plate area between consecutive injectors. In the modular CAD model, this could be achieved
efficiently by extending the solid plate area on either side of the single burner model in figure
4.7, and replicating this new geometry around the annulus. An example of the extension is
shown in figure 4.7 by the dotted area δ . In all studies in this thesis, however, the separation
distance was kept at its minimum value to account for all 18 burners.
Staffelbach [14] and Fureby and Fedina [101] found that a single burner model could
capture essential information concerning isothermal flow, including swirling velocity profiles.
In the rendered pictures of figure 4.7, the inlet, injector, solid annulus and inner chamber
cylinder were made transparent in the CAD to show all the chamber components within the
domain. The picture on the right shows a version of the single burner geometry containing
the swirler part, which was used to validate the swirl boundary condition implemented when
running the modular geometries such as the one on the left.
The studies described above concluded that in most cases, a single burner configuration
would not be sufficient to capture the flame-merging effects, which in turn affect oscillatory
behaviour [14, 69, 70, 101]. Staffelbach [14] however found that adding two burners im-
proved results significantly when compared to full burner geometries. Based on this result, a
twin-burner geometry was extracted for comparison between single, twin and full UCAM rig
configurations. A twin-burner configuration was also investigated by Lee [59] via LES on
the UCAM rig. The twin-burner CAD model is shown in figure 4.8.
4.2.6 Summary
This section reviewed previous studies concerning the effects of annular combustor com-
ponents on the acoustic response of the flame. Appropriate adjustments were made to the
UCAM annular rig geometry. It was decided to adjust the height of the combustion cylinders
and omit the plenum chamber to reduce the size of the computational domain. It was also de-
cided to extract single, twin and full burner configurations to analyse flame-flame interaction
effects in more detail. It was finally concluded that adding swirl using a boundary condition
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Fig. 4.7 Single burner CAD renderings, modular geometry (left) and geometry with swirler (right).
Fig. 4.8 Twin burner CAD renderings, front view (left), side - inner view (right).
would be an effective way of reducing computational costs. With the final set of geometries
defined for the URANS simulations on the UCAM annular rig, meshing methods were then
investigated and are presented in the next section.
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4.3 Meshing Methodology
Generating an appropriate mesh can decrease the time to convergence and increase the quality
of results obtained [107, 108], hence the importance of this step in the simulation setup.
Meshing methods were investigated to find the most suitable approaches to producing grids
for the different geometries considered in this project. This was done with a view to identify
solutions that would best answer the time and cost-efficiency constraint.
This section includes a brief introduction to meshing methodologies currently available
and the approaches chosen for the work presented in the thesis.
4.3.1 Overview
Structured and Unstructured Meshes
Mesh types commonly in use for 3-dimensional CFD studies include structured, unstructured
and hybrid [107–109]. The first is formed of purely hexahedral cells, either composed of a
single block of cells or multiple blocks with varying refinements. The blocking allows for
cell connections to be consistent with each other in orientation, following a regular pattern
[108]. This type of mesh is suited to less complex geometries, as all lines in the grid have
to extend from one end of the computational domain to the other [107]. This is often not
possible if the geometry considered contains several parts of different dimensions and shapes,
as is the case for the UCAM annular rig.
Unstructured grids are defined by their irregular cell patterns and are commonly used for
CFD studies involving real geometries as they allow more flexibility in their implementation
[108]. Typical cells types including tetrahedral and hexahedral are typically chosen for
3-dimensional simulations [109]. Unstructured meshes are often regarded as more compu-
tationally demanding than structured meshes, as they require memory allocation for both
calculated data and irregular connections between cells during a simulation [108].
Hybrid meshes mix both structured and unstructured grids at appropriate locations in the
geometry [107]. One of the most common combination of elements for this is the hexacore
mesh, with tetrahedral cells at the walls (on the surfaces of the geometry), and hexahedral
cells in the core (interior fluid). A major benefits of using this above purely tetrahedral
meshes despite the potential increase in setup time, is a lower overall cell count and time to
convergence as the grid in the interior fluid would be consistent and regular where possible
[108].
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Quality Measures
The measure of cell quality is an important factor in choosing the appropriate mesh type for
a given problem. Three main measures are typically used: skewness, smoothness and aspect
ratio [107–109].
Skewness represents the deviation of the shape a cell from the one that is originally
intended, due to the geometry around it. Figure 4.9 below shows an example for a tetrahedral
cell:
Fig. 4.9 Example of optimal (green) and skewed (blue) tetrahedral cell [107].
Here, the skewness level is defined by the ratio between the difference in size of the
two cells and the size of the equilateral cell. For hexahedral cells, the skewness level is not
measured based on the size but rather based on the difference between the corner angle of a
cell and the intended 90° angle in the optimal shape [107]. OpenFOAM defines skewness as
the shortest distance between a line connecting two neighbouring cell centres, and the centre
point of the connecting face between these two cells [110]. The skewness parameter ranges
from 0 to 1 with 0 corresponding to the optimal shape of a cell. An acceptable quality mesh
would result in skewness levels that do not surpass 0.85 [108].
Smoothness represents the transition between one cell size to the next for grids with
varying refinements [108]. Figure 4.10 below shows examples of ideal and high cell size
changes for a tetrahedral cell.
It is accepted that the difference in size (or spacing for grid lines in hexahedral meshes)
between two neighbouring cells should not exceed 20% to yield reliable results [107]. Various
smoothing algorithms can be applied after the generation of the mesh to increase the overall
cell quality.
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Fig. 4.10 Example of smooth (green) and large (blue) change in size for a tetrahedral cell [107].
Finally, the aspect ratio represents the ratio between the longest and the shortest edges
of a cell [108]. Figure 4.11 below shows examples of ideal and high aspect ratios for a
hexahedral and tetrahedral cell.
Fig. 4.11 Example of ideal (green) and high (blue) aspect ratio for a hexahedral (top) and tetrahedral
(bottom) cell [107].
A high aspect ratio would lead to a lower mesh quality, which could in turn affect the
reliability of the solution [107].
In-depth research into the differences between capabilities of hexahedral (hexa) and
tetrahedral (tetra) cells is considered beyond the scope of this work. However, general trends
in meshing studies state that hexa meshes provide better accuracy than tetra meshes for lower
cell counts in a given case [108]. However, tetra meshes are easier to implement, and are
a better fit for geometries containing complex features. This trade-off led to the choices in
mesh types for this project.
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Meshing Algorithms
Several meshing algorithms for automatic unstructured grid generation are available within
common meshing softwares. These include the octree, Delaunay and advancing front methods
amongst others [111].
The octree method is considered the simplest and most time-efficient of the three. An
initial box surrounding the domain is defined, which is divided into 4 sectors. Each sector is
further divided into 4 of their own, until corners of the resulting squares match the edges of
the domain. The empty cells are then deleted. This method can lead to high skewness levels
and irregularities in the mesh, which are both undesirable [111].
The advancing front method is initialised via a mesh accounting for the boundaries of
the computational domain [111]. Initial nodes are placed on these boundaries. From one
of the edges formed by two nodes, the algorithm chooses a point within the domain to
form a first triangular computational cell that is ideally shaped (equilateral). A new edge is
then selected on the domain boundary, adjacent to the initial edge. A new point is chosen
inside the computational domain to form an ideal cell shape with this edge. The algorithm
searches nearby regions for a defined node from the initial mesh, and if one is found, the new
point is moved to this location. This forms the second computational cell. The process is
repeated until the domain is entirely meshed. This method is slower than the octree approach.
However, it offers better flexibility in defining the mesh at the boundaries by allowing for the
initial edge parameters to be specified.
Finally, the Delaunay method is considered the most robust of the three [111]. The
method is initialised by defining a large triangular domain from a surrounding box on the
geometry. Points are gradually added to the mesh which is then updated. The Delaunay
method allows for a variety of techniques to be used to generated the grid based on the ways
in which the original domain is defined, on the algorithm chosen to place the points, and on
the ways in which the cells are formed from the set of mesh points. These are not discussed
here but can have a significant impact on the time taken to produce an acceptable mesh. The
overall advantages of using this more complex method is the control on many key aspects
of the algorithm, which makes it more adaptable to different geometries [108]. The method
is also less expensive than the advancing front, as there is no intermediate step in locating
nearby nodes before defining the final form of a computational cell.
Refinement
In general, a refined mesh would allow for finer details of the flow to be captured. Mesh
resolution is an issue specific to all CFD simulations that needs to be addressed on a case-
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by-case basis as it is geometry and flow-dependent. However, some general approaches to
applying necessary refinements can be identified.
Mesh refinement refers to the introduction of additional cells in the domain, either
uniformly or in specific areas of the geometry. Ideally, the cell aspect ratio neighbours 1
where the flow is likely to be more complex and finer detail needs to be captured [107], for
increased solution accuracy. Larger cells or aspect ratios can be acceptable in other areas
where the flow is either uniform or does not feature complicated structures.
The final local mesh refinement levels can be selected in three steps [107, 108]. The first
would be to apply refinements where complex flow behaviour is expected from the geometry.
The second would be to further refine the mesh in the areas of interest based on initial results
from the previous mesh. The third would be to perform a mesh refinement study on the
whole domain to assess the accuracy of the results obtained from the initial meshes. For
the work on the UCAM annular rig in this project, a refinement study was performed and is
presented in chapter 5.
A study was performed by Tiribuzi et al. on the capabilities of a coarse mesh to provide an
initial appreciation of flow behaviour and basic acoustic phenomena in an annular combustor
[112]. The rig contained 24 burners with swirlers around an annulus, and used methane
as the fuel. The entire length of the domain was represented, from plenum to outlet with
a hexahedral mesh counting a total of 74,000 cells. The coarseness of the mesh meant
that some of the smaller detail of the geometry would not be accounted for and were thus
introduced via modelling. The study concluded that despite the low number of cells, the
URANS simulations performed were able to represent the main characteristic aspects of flow
behaviour subject to thermoacoustic instability and proved to agree well with the key features
found in experimental data.
4.3.2 Preliminary Meshing
Mesh types, quality measures, algorithms and refinement methods are detailed extensively
in the literature, as shown above, and in user-guides specific to meshing software such as
ANSYS ICEM. The meshing methods considered were ones that would best answer the time
and cost-efficiency constraint put on the simulations by the industrial nature of the work.
This section and the next present the initial mesh produced for the UCAM annular rig and
the subsequent meshes used in chapters 5 and 6 respectively.
An initial mesh for the complete UCAM annular rig in figure 4.2 was produced to trial
different parameters and export options to OpenFOAM, as well as finding the specific areas
that required additional refinements to obtain a stable solution. The study by Tiribuzi [112]
detailed earlier successfully captured general trends in oscillatory behaviour with a minimal
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number of cells. Whilst LES studies such as ones by Lee [59] and Fureby [70] required
a number of cells in the order of millions, Tiribuzi [112] represented key features of flow
behaviour with only around 74,000 cells. Such coarseness is not suitable for this thesis as
flame interactions and swirl effects are of interest, which both require appropriate refinement.
However, the study showed that very fine grids would not be required for initial meshes
aimed at testing compatibility and stability within the OpenFOAM environment.
All grids in this work were produced using the ANSYS ICEM meshing software package.
The geometries mentioned in the previous section were all extracted from the CAD software
and imported into the ICEM workspace. Once a final mesh was generated in ICEM, it was
exported and converted to an OpenFOAM-compatible format and viewed in the analysis and
visualisation software Paraview. Figure 4.12 shows the mesh generated for the full annular
burner geometry including all the parts of the original design presented in figure 4.2.
A Delaunay, tetra/hexacore meshing technique was chosen. A structured grid would
not suit the complex model, as blocks could not capture the areas such as swirlers and top
of bluff bodies effectively. The hexahedral core reduced computational costs significantly
by decreasing the total cell count around five times compared to a purely tetrahedral grid.
Investigating hybrid meshing methods is considered beyond the scope of this work as the
added complexity of these meshing approaches would increase the time required in this step
of the simulation setup.
The mesh presented in figure 4.12 had a total cell count of 13 million and was sufficient
to obtain an initial view of the computational domain. The quality of the grid was tested
in OpenFOAM and results were satisfactory with no error arising from the transfer from
ICEM to OpenFOAM. The more astute reader will notice that the swirlers represented in
this particular mesh are placed in the opposite direction to the experimental setup, however
this was not deemed a major issue in the context of this initial study as the simulation results
were not used further on in the project. Indeed, this mesh was not aimed at obtaining data
for analysis but was rather used to test initialisation settings and simulation setup options in
OpenFOAM. The meshes used to obtain relevant data for this thesis are presented in the next
sections.
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Fig. 4.12 Initial full burner mesh, side (top left), swirler / bluff body (top right) and internal (bottom)
views.
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4.3.3 Meshes Generated for Analysis
With Swirler
The meshes with the swirler part were produced following the same methodology as for the
full UCAM rig in figure 4.12. Figure 4.13 shows the meshes produced by Lee [59] for single,
twin and full burner configurations. After a mesh refinement study, the final single burner
domain on the left had a total of 6.5 million cells. When rotating this around the annulus
for a full 18-burner configuration, the mesh counted 120 million cells. The high number of
cells required by the LES underlined the importance of testing alternative methods such as
URANS to keep computational demands as low as possible to test new industrial designs.
Fig. 4.13 LES meshes for single (left), twin (middle), and full (right) burner configurations [59].
Figure 4.14 shows a schematic view of a cut plane of the computational domain with the
swirler part, as used in the URANS simulations in chapter 5 to calibrate the swirl boundary
condition. In this diagram, a, b and c represent the local refinements applied to the mesh
respectively. Zone a represents the inlet area, where a tetra-dominant mesh was applied and
extruded through to the combustion chamber inlet. Further refinements of the tetra grid were
applied in zone b which covers the volume around the swirler. It was anticipated that the
flow in region b would need to be represented in greater detail to obtain an accurate swirling
velocity profile. Finally, zone c extends from the combustion chamber entrance to the outlet.
A hexa-core was defined in this region to decrease the total cell count. A gradual decrease in
refinement was also specified from the inlet of zone c to the outlet of the domain to decrease
the cell count. This was implemented as previous studies showed that more complex flow
features occured in the upstream region of zone c.
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Fig. 4.14 Schematic view of local mesh refinements for URANS mesh with swirler.
Figure 4.15 shows the mesh produced for the domain in figure 4.14. The total cell count
was 5 million, which is lower than its equivalent in the Lee case [59] but still high enough
that replicating it around the annulus would not be cost-efficient. A separate mesh was
produced using the same methodology on the same single burner cut without the swirler to
assess the impact of including the physical part on the cell count. The minimum number of
cells required to generate a suitable mesh for the new configuration was reduced by a factor
of five, which emphasised the benefits of formulating a boundary condition to replicate the
effects of the swirler part.
Fig. 4.15 Single burner mesh with swirler side view (left), injector view (centre) and top-down view
(right).
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Without Swirler
The methods used to produce meshes without the swirler were based on the grid generated by
Bainbridge [16] shown in figure 4.16. Without the complex swirler part, more computation-
ally efficient meshing methodologies such as unstructured blocking can be employed. The
benefits of using these meshing approaches are well acknowledged and understood [111].
O-grids were created at each of the circular inlets of the burners around the annulus, and
extruded through to the outlet. The total cell count for the Bainbridge mesh was 2 million
cells, which is significantly lower than that of meshes with the swirler.
Fig. 4.16 Side view of Bainbridge case mesh [16].
Figure 4.17 shows a schematic view of a cut plane of the computational domain without
the swirler part. This type of domain was used in simulations for which a swirl boundary
condition was implemented, as presented in chapters 5 and 6. As in figure 4.14, regions a,
b and c represent the various mesh refinements applied to the domain respectively. Zone
a is the inlet area where an o-grid block was defined and extruded through to the outlet of
the chamber. Due to the inlet geometry, the extrusion resulted in a cylindrical volume of
more refined cells at the centre of the domain. This is represented by the arrows in region
b inside the combustion chamber, and is reflected in the right-most cut plane of the mesh
shown in figure 4.18 where regions of higher refinement can be noted to extend from the inlet
to the outlet in the axial direction. Zone c represents the gradual decrease in mesh refinement
from the entrance of the combustion chamber to the outlet, as was done in the mesh with the
swirler part.
Meshes produced for URANS simulations in this thesis are presented in figures 4.18 and
4.19. The single burner mesh in figure 4.18 had a total cell count of 200,000 cells, which
when rotated around the centre point of the annulus resulted in a total cell count of 3.6 million
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Fig. 4.17 Schematic view of local mesh refinements for URANS mesh without swirler.
for the full UCAM annular rig. A mesh refinement study was performed for which results
are shown in chapter 5.
The higher number of cells compared to the Bainbridge case was due to additional
refinements applied in the single burner mesh. This was done with a view to assess the
feasibility of representing oscillatory behaviour with a single burner configuration by using
cyclic boundary conditions. The process is detailed further in chapters 5 and 6.
Fig. 4.18 Side (left), inner (middle), and tangential-normal cut plane view of the mesh without a
swirler.
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Fig. 4.19 URANS meshes for single (left), twin (middle), and full (right) burner configurations.
4.3.4 Summary
The meshing strategies used for the geometries investigated in the project were presented.
The complexity of the swirler geometry limited the cost-efficient techniques that could be
employed. Meshing a geometry without the swirler decreased the minimum number of
cells significantly and emphasised the advantages of using a swirl inlet velocity boundary
condition instead of a mesh containing the physical part.
The characteristics of the different meshes used for analysis on the UCAM rig are
summarised in table 4.1 below.
Table 4.1 Summary of UCAM rig mesh characteristics.
Case Mesh Type Single burner Full burner
Lee [59] Tetra / hexa-core 6.5 million cells 120 million cells
Zetterval [46] Hexa-dominant ∼4 million cells ∼72 million cells
Bainbridge [16] Hex mesh ∼110,000 cells ∼2 million cells
Present Work with swirler Tetra / hexa-core 5 million cells Not applicable
Present work without swirler Hex mesh 200,000 cells 3.6 million cells
Numerical modelling methods, geometries and meshes have been introduced in chapters
2, 3 and 4. Model validation is carried out in the next chapter based on the references CFD
studies by Bainbridge [16] and Armitage et al. [41].

Chapter 5
Model Validation
5.1 Overview
5.1.1 Simulation Setup
This chapter presents the results obtained for the URANS simulations of the UCAM rig
using eddy-diffusivity turbulence modelling. Simulations for this part of the analysis were
carried out on a single burner geometry. The flame was first considered enclosed by walls
with no-slip boundary conditions at the sides in section 5.2, thus completely confining it
within a single burner geometry. Results for this were validated against experimental data
by Billant et al. [34], the Bainbridge case [16] and the Armitage case [41]. The flame was
then considered as part of the whole annular geometry by implementing cyclic boundary
conditions at the sides. This is developed in section 5.3 where results were compared to the
Bainbridge case [16].
All simulations were performed using OpenFOAM v2.4.0. As mentioned in chapter
3, the fully compressible reactingFoam solver was used with the PaSR combustion model.
Reactions were turned off for isothermal cases and turned on for reacting cases. Ethylene
was used as a fuel throughout and was premixed with air at an equivalence ratio of 0.8 to
mirror the experimental setup by Worth and Dawson [7]. The inlet temperature was set to the
Bainbridge case inlet temperature of 400K [16], and defined as constant. The pressure was
set to atmospheric at the outlet with a non-reflecting boundary condition. The inlet velocity
and turbulence parameters are detailed in section 5.2.
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5.1.2 Presentation of Results
The meshes extracted for analysis were presented in section 4.3.2 of the previous chapter.
The computational domain as viewed in the visualisation software Paraview is shown in
figure 5.1.
Fig. 5.1 Tangential-normal (left) and axial-normal (centre) planar cuts, and radial-normal (right)
cylindrical cut of the single burner geometry.
The x-axis represents the tangential direction, y-axis, the axial direction and z-axis, the
radial direction. The origin is placed at the centre of the inlet plane of the computational
domain. The entrance to the combustion chamber is located 5mm downstream of the inlet
plane at y = 0.005m.
In figure 5.1, the outline of the computational domain is represented by the shaded grey
colour. The black planes inside the domain show the various types of cuts that could be
extracted from the 3-dimensional geometry for analysis, all taken along the central axes.
The first on the left is a tangential-normal plane, and is the most commonly used in this
and the next chapter as it lends well for comparison with the reference cases. The middle
axial-normal cut is also used at various heights to visualise the flame front. Radial-normal
cylindrical cuts are presented on the right.
5.1.3 Cases Summary
The reference cases used in this part of the work are listed in section 5.1.1 and detailed in
chapters 2 and 3. Table 5.1 below summarises the studies performed for this part of the
project. All the cases in table 5.1 are detailed in the following sections of this chapter.
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Table 5.1 Summary of cases presented in chapter 5.
Study Type Aim
Swirl BC Isothermal Calibrate inlet BC
Turbulence Model Isothermal Finalise model choice
Mesh Refinement Isothermal Finalise mesh refinement
Ignition Reacting Test ignition algorithm
Forcing BC Forced reacting Test inlet forcing BC
Cyclic BC Isothermal / reacting / forced reacting Compare wall / cyclic BC
5.2 Closed Single Burner Configuration
The swirl inlet velocity boundary condition mentioned in chapter 4 is detailed here. Ignition
methods are also investigated in this section. In the final part, a combined oscillating and
swirling inlet velocity boundary condition is formulated. The cases run with the swirl inlet
velocity boundary condition throughout the project are referred to as the ‘eddy-diffusivity’ or
‘ED’ cases for convenience.
5.2.1 Isothermal Flow
The isothermal cases were run using the simulations setup described in section 5.1. An
additional constraint was put on the global temperature in OpenFOAM to not exceed 400K
to enforce isothermal conditions. Without this condition, the temperature was seen to rise
by around 0.1 to 0.2K, and return to the intended 400K when reaching steady state. The
condition was used as means to test the compatibility between the OpenFOAM constraint
options algorithm and the new boundary conditions created for the project.
The swirl inlet velocity boundary condition formulation, turbulence model study and mesh
refinement study were performed in isothermal cases to keep the computational demands at a
minimum.
Swirl Boundary Condition
The new swirl inlet velocity boundary condition in this thesis was based on the OpenFOAM
swirling mass flow rate inlet velocity boundary condition used by Bainbridge [16]. The
version of OpenFOAM used in this project, however, did not include a boundary condition
capable of accounting for the tangential component of velocity induced by swirl and thus a
new boundary condition had to be created.
In the experimental setup, the flow is directed axially through the inlet of the combustor.
A tangential velocity component is introduced by the swirlers upstream of the combustion
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chamber. The new boundary condition was formulated based on axial, radial and tangential
velocity components and a swirl vector, where the direction and angle of swirl could be
specified. An axis and centre of rotation were also included in the code to account for the
origin and propagation of the swirling flow.
The boundary condition code was formulated as follows:
• Extract an axial unit vector according to the axis of rotation and multiply it by the axial
velocity to obtain the total axial velocity vector.
• Define the origin of the axis of rotation unit vector to be at the centre of rotation.
• Create a new unit vector along the radial direction and multiply it by the radial velocity
to obtain the total radial velocity vector.
• Obtain the tangential direction unit vector from a cross product between the radial and
axial unit vectors and multiply it by the tangential velocity to obtain the total tangential
velocity vector.
• Perform a vector addition between the three components to obtain a total velocity
magnitude vector.
Isothermal flow simulations were run to test the new boundary condition using the k−ω
SST turbulence model as an initial approach. As the Bainbridge case [16] was run for a
reacting flow, it was not possible to compare the test cases in their entirety. However, the
velocity profiles at the inlet plane were not affected by reactions as they were prescribed
values. As both geometries were cut at the same axial distance of 5mm below the entrance to
the combustion chamber, the inlet planes were directly comparable.
Experimental velocity profiles were taken at the entrance to the combustion chamber [7]
thus it was important to also compare the velocity field at this point. As the flame sat in
the annular enclosure, it can be assumed that the velocity profile would not be affected by
combustion processes until reaching the chamber. As such, data from the Bainbridge case
[16] could be used to compare isothermal velocity profiles from the inlet to the top of the
bluff body at the entrance to the combustion chamber.
The inlet velocity magnitude in the Bainbridge case was 43m/s [16], as explained in
chapter 3. This resulted in an axial velocity of 21m/s and a tangential velocity of 37m/s for a
swirl angle of 60°. A jet velocity of 58m/s was obtained at the entrance to the combustion
chamber. It has to be noted that the Bainbridge geometry [16] was placed at a 90° angle from
the geometries in this thesis, with the x-axis as the axial direction and y-axis as the tangential
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direction. A single burner was isolated from the full UCAM rig geometry run by Bainbridge
for comparison.
Figure 5.2 shows axial-normal plots of the velocity field for magnitude (top), and axial
(middle) and tangential (bottom) components. The circular hole in the middle corresponds to
the location of the bluff-body. The first column on the left shows results from the geometry
with the swirler, which was run to visualise the differences between flow behaviour induced
by the physical part and the boundary condition. The axial-normal plots for this configuration
were taken 5mm below the top of the bluff body, corresponding to the inlets of the Bainbridge
(second column) [16] and eddy-diffusivity (third column) cases. Plots for the last two were
taken at their respective inlet planes.
Fig. 5.2 Velocity field comparison between case with the swirler (left), Bainbridge case [16] (centre)
and eddy-diffusivity case (right). Velocity magnitude shown on the top row, axial component on the
middle row and tangential component on the bottom row.
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The velocity magnitude and axial velocity plots on the top and middle row show similar
behaviour in the Bainbridge and ED cases with constant values across the plane. For the
eddy-diffusivity case in the third column, both velocities are consistent across the inlet. In the
Bainbridge case, a variation of around 1% was observed for axial and magnitude values. This
can be attributed to the differences in boundary condition formulation or in mesh refinement
compared to the ED case. The variations from the inner to the outer part of the inlet plane
are, however, considered small enough to be negligible.
The tangential velocity field in the bottom row is quite consistent between the Bainbridge
and eddy-diffusivity cases. Both boundary conditions illustrate the positive and negative
values induced by swirl indicated by red and blue regions respectively. The plots are also very
similar qualitatively with a gradual shift from positive to negative values in the circumferen-
tial direction. Additional work on this part of the study can include more in-depth analysis of
the data in terms of cylindrical or azimuthal coordinates, to obtain a direct comparison of the
swirl component between the three cases.
More noticeable differences arise in the comparison between the Bainbridge / ED cases
and the simulation including the physical part represented by the column on the left. The
no-slip condition applied to the solid boundaries of the domain result in zero-velocity at
the walls, thus creating zero-velocity regions at the inner and outer boundaries of the cut
plane and around the swirler and bluff-body upstream. A distinctive S-shape spiral with six
‘branches’ can be observed stemming from the inner wall in the velocity magnitude and axial
component fields. The zero-velocity and number of branches in this region suggests that this
behaviour is an effect of the swirler part upstream, and that the spiral is formed by wakes
generated by the six vanes. Asymmetry can be seen with varitions in shape from one ‘branch’
to the next, which can be attributed to the coarseness of the mesh.
The tangential velocity field on the bottom row is similar for all three cases qualitatively
with positive values in red and negative in blue. The variation in peak tangential velocity
values between all three cases was in the region of 1%, which is again negligible. The most
prominant difference between the three plots is the larger region of zero-velocity towards
the centre of the plane in the swirler case. This can be attributed to mesh coarseness at the
core of the geometry with the swirler, compared to the geometries without the swirler part.
A zero-velocity ‘ring’ is also found at the outer wall of the swirler case, which as for other
velocity components, is attributed to the no-slip boundary condition applied.
The discrepancies observed at the inlet needed to be investigated further downstream
to ensure that the wakes of the vanes would not have a significant impact on the flow in
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the combustion chamber. Quantitative velocity profiles were taken across tangential-normal
planes at the inlet and at the top of the bluff-body and are presented in figure 5.3. The blue
lines represent the case with the swirler, the black lines, the Bainbridge case and the red lines,
the ED case. The plots on the left represent the inlet velocity profiles and the plots on the
right show the profiles taken at the entrance to the combustion chamber.
Fig. 5.3 Velocity profile comparison for axial component (top left), tangential component (top right)
and velocity magnitude (bottom).
The effect of the no-slip boundary condition on the velocity at the inlet plane is noticeable
on the plots on the left for each component. Whilst the boundary condition cases show an
abrupt decrease and increase in velocity around the bluff-body, velocity changes occur more
gradually for the case with the swirler. This behaviour is corrected downstream where walls
are defined for all three configurations. The plots on the right show better agreement between
the boundary condition cases and the case with the swirler.
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The plots at y = 0.005m show good agreement between the three cases. The plot on the
top right shows that the positive and negative values of tangential velocity imposed by swirl
are shown by all configurations. At y = 0.005m, the axial velocity is slightly under-predicted
and the tangential velocity is slightly over-predicted by the ED case. These effects seem
to counter each other in the total velocity magnitude where all three cases are in better
agreement. The small discrepancies in the component velocity profiles are outweighed by
the computational benefits of using a swirl boundary condition and eddy-diffusivity model
for the purpose of this project.
The new velocity boundary condition was capable of representing the characteristics of
swirling flow behaviour in the UCAM rig that were described in the Bainbridge case. Good
agreement was found between the ED and RSM Bainbridge case [16] both qualitatively and
quantitatively.
A more in-depth analysis on the differences between configurations containing the swirler
part and those run with a swirl boundary condition is required to assess the potential effects
of the vane wakes on forced reacting data. This was not performed at this stage where the
aim was to calibrate the boundary condition. This is instead investigated in chapter 6 where
comparisons with LES data from the Lee case [59] are performed.
Turbulence Model Study
Chapter 3 explained the importance of choosing an appropriate eddy-diffusivity model for a
given simulation. The characteristics of the k− ε and k−ω models affect their applicability
to certain types of problems. It was therefore decided to conduct a brief turbulence model
study to assess the suitability of the options available to the work in this thesis. The eddy-
diffusivity models available within OpenFOAM 2.4.0 include standard k−ε , realisable k−ε ,
k− ε RNG and k−ω SST. The single burner mesh presented in chapter 4 was used for this
part of the project.
The time to convergence was higher for realisable k−ε and k−ε RNG turbulence models
with an average increase of 10% in computational time compared to standard k−ε and k−ω
SST. In addition, both realisable k−ε and k−ε RNG converged to an unsteady solution with
noticeable flow oscillations in the axial direction over time that were not detected in standard
k−ε and k−ω SST simulations. This results was also found in converged unforced reacting
RSM data by Bainbridge [16], and attributed to numerical error. As such, only the standard
k− ε and k−ω SST results were chosen for comparison in this analysis.
The standard k− ε and k−ω SST turbulence models are compared in figure 5.4, which
shows tangential-normal planar cuts of the converged isothermal computational domain. In
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both cases, slight oscillations of the high velocity jets in the radial direction were found.
These oscillations were found to be of negligible amplitude when at steady state. They can
be caused by numerical error in the standard boundary conditions implemented at the sides
of the domain. A more in-depth investigation is required to correct the boundary conditions,
which was considered as potential future work on the project. For the purpose of this work,
it was found that these small radial oscillations did not impact the trends that were to be
replicated by the new modelling methodology.
The plot on the left shows the k−ω SST domain, and the plot on the right, standard k−ε
data. Both plots show similarities in flow behaviour around the bluff body region. The flow
is seen to enter the combustion chamber at high velocities represented by red regions, and
expands towards the outer walls of the domain. Recirculation zones can be noticed on the
outside of the high velocity jets with non-zero velocities represented by lighter-blue regions.
Inner recirculation zones are also present in the centre of the burner downstream of the bluff
body.
The shape of the two jets is asymmetric for both turbulence model plots. This can be
attributed to swirl and to the shape of the single burner configuration. The tangential-normal
cut extends from the outer cylinder of the annular chamber to the inner cylinder. The larger
radius of the outer cylinder would allow more volume for the flow to evolve in compared to
the inner cylinder. This introduces a radial velocity component to the flow, and furthers the
asymmetry observed in the tangential-normal cuts of the single burner. This behaviour is
reflected in all tangential-normal cuts presented in this chapter and the next.
Key differences can be seen in the shape of the inner and outer recirculation zones, as
well as the expansion of the jets at the walls. The inner region of the k−ω SST plot shows
nearly distinct recirculation patterns for each jet with a zone of low velocity in between them.
In contrast, the inner region of the k− ε plot shows that the recirculation zones are almost
entirely merged into one. The differences are illustrated by the velocity plots in figure 5.5
below.
The velocity magnitude here was normalised against the bulk flow velocity. The data
was taken across the combustion chamber in the tangential-normal plane at axial positions
y = 0.025m, y = 0.03m and y = 0.035m from left to right, which correspond to the axial
position of the recirculation regions in both cases. The plots show variations in velocity
profile between the k−ω SST and k−ε cases, which are more pronounced towards the outer
walls and at the centre of the domain. As described in figure 5.4, these locations correspond
to the inner and outer recirculation regions.
The discrepancies in outer recirculation region and flow expansion at the walls is attributed
to the differences in wall treatment between the two turbulence models, and affects the
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Fig. 5.4 Tangential-normal planar cuts of the velocity magnitude field for k-ω SST (left) and k-ε
(right).
Fig. 5.5 Comparative plot of velocity magnitude for k-ω SST and k-ε along the recirculation regions.
quantitative velocity magnitude results. The plots in figure 5.6 show the velocity magnitude
profiles obtained at the inlet and at the top of the bluff body. The quantitative data from the
k−ω SST model was compared in figure 5.3 to RSM simulations by Bainbridge [16] and
simulations with the swirler part.
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Fig. 5.6 Comparative plot of velocity magnitude for k-ω SST and k-ε at the inlet and combustion
chamber entrance.
Chapter 4 showed that the accurate representation of swirling velocity profiles are es-
sential to obtaining good agreement in the flame shape and flame response with reference
data. Downstream profiles indicate that the standard k− ε under-predicts the velocity by
5% compared to k−ω SST at the entrance to the combustion chamber. It can be expected
that the discrepancies in velocity in the isothermal case would be present in a reacting case.
The difference in velocity magnitude between reference values and those obtained using the
standard k−ε model is sufficiently large to justify the use of k−ω SST in future simulations.
Mesh Refinement Study
A mesh refinement study was carried out on isothermal simulations using the k−ω SST
turbulence model. The original mesh was refined twice in all directions, leading to three
separate cases with a total number of 230,000 cells, 500,000 cells and 1,000,000 cells
respectively. The three meshes are presented in figure 5.7, where the planar tangential-normal
cut views show the different refinement levels of the core. Isothermal flow profiles are
presented in figure 5.8.
The time to convergence from the least to the most refined cases increased by a factor
of 5, which indicated a significant increase in computational cost. Despite the additional
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Fig. 5.7 Meshes for convergence study, from coarsest (left) to finest (right).
Fig. 5.8 Tangential-normal planar cuts of velocity magnitude for least (left) to most (right) refined
test cases.
refinements, all three plots are similar qualitatively. The main difference lies in the recircula-
tion zone patterns and expansion along the walls, as highlighted by the velocity magnitude
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profiles plotted along the chamber and shown in figure 5.9. The velocity here was normalised
by bulk flow velocity.
Fig. 5.9 Velocity magnitude comparative plot for the three mesh refinement profiles.
Measurements were taken at various axial positions in the domain. The black lines
represent the coarser mesh, blue lines, the intermediate mesh and red lines, the finer mesh.
The three results agree well up to y = 0.02m. From then, noticeable discrepancies start to
appear in the profiles at the left-most velocity peak and in the centre of the domain.
Complex flow processes are likely to occur in the region from the entrance to the
combustion chamber up to the front of the jets, as it is where the swirling flow would develop.
This corresponds to axial positions up to y = 0.02m according to the plots in figure 5.8
and 5.9. The velocity profiles are comparable qualitatively and quantitatively in this region.
The trends in complex swirling flow behaviour are thus represented by the lower-resolution
mesh and the added computational expense of running finer meshes can therefore be deemed
unnecessary.
5.2.2 Unforced Reacting Flow
The isothermal flow solution for the chosen mesh and turbulence model was ignited to obtain
a steady reacting flow profile. The simulation setup for reacting flows in this chapter was
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presented in section 5.1.1. An investigation was carried out on ignition methods before
validating the swirling flame profiles against available data from the literature.
Ignition Methods
The reactingFoam solver in OpenFOAM does not provide a numerical tool to the ignite
an isothermal flow field. Bainbridge [16] initialised the flow with hot products from the
combustion process and introduced cold reactants in the chamber by prescribing mass fraction
values of each component at the inlet. This approach was tested for the project, but the
significant time taken to convergence on a single burner geometry led to investigating other
potential ignition methods.
Lee [12] described an approach that is similar to ones implemented within other Open-
FOAM solvers. It consisted in defining a region of high progress variable, and letting the zone
spread naturally as it is ‘caught’ by the recirculation patterns in the flow. As reactingFoam
did not export the progress variable directly, it was decided to formulate an ignition algorithm
based on another parameter that was defined, such as enthalpy.
The ignition algorithm implemented is presented below:
• Read in the ignition sites, durations and strength factor. Ignition sites were high-
enthalpy ‘spheres’ defined by centre coordinates in the domain and a diameter. The
duration of ignition was defined as values in seconds corresponding to the time during
which the algorithm would be in operation for a specific ignition spot. The ignition
strength was defined as the factor by which enthalpy would rise at each iteration of the
algorithm in each spot. A high strength factor decreased the time taken to spread the
ignition zone, but could lead to numerical error as unphysical enthalpy levels could be
reached.
• Note the local temperature of the cells within the ignition regions. The temperature
was taken as a parameter to determine whether the enthalpy had to be raised to
ensure complete combustion in this zone. If the cell temperature was below 2000K,
the local enthalpy would be multiplied by the strength factor specified for the zone.
The threshold value of 2000K was chosen based on the expected adiabatic flame
temperature of around 2200K for an ethylene reaction with air at equivalence ratio of
0.8 [23, 113].
• Repeat this algorithm until all required cells have been ignited and a steady reacting
solution is obtained.
The process of ignition in the single burner configuration is presented in figure 5.10. The
three plots correspond to three separate steps in the spread of the ignition spot. The plot on
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the left shows the ignition region prescribed in the algorithm, with the red region of high
temperature representing the high-enthalpy zone. The centre plot shows the spread of the
high temperature zone in the inner shear layer of the flame. The third plot shows the ignition
of outer shear layers, and represents the steady solution for the ethylene flame in the enclosed
single burner configuration.
Fig. 5.10 Tangential-normal planar cuts of temperature during ignition phase.
The asymmetry in the low-temperature jets in the right-most plot of figure 5.10 reflects
the asymmetry in velocity profiles found in the isothermal cases explained in section 5.2.1.
As can be seen at the walls, the jet on the right hand side tends to curl inwards whilst the jet
on the left expands further in the chamber. The following temperature profile in figure 5.11
was taken across the burner at the entrance of the combustion chamber, and shows that the
expected temperature of around 2200K is achieved.
Swirling Profiles
No experimental or numerical data from the UCAM rig is currently available to compare
the particular temperature profile in figure 5.10, which was used to illustrate the ignition
procedure. This is due to the fact that the inlet conditions were calibrated on the specific
case run by Bainbridge [16] in which higher inlet temperature and inlet velocity values were
defined compared to experiments and other CFD studies.
The accuracy of the combination of swirl boundary condition, turbulence model and mesh
refinement was thus assessed by observing trends in swirling reacting flow behaviour that
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Fig. 5.11 Temperature profile at y = 0.005m.
were represented. For this, the steady solution was compared to the experimental swirling
jet profiles obtained by Billant et al. [34] introduced in chapter 2. Figure 5.12 compares
the experimental profile on the left, and an axial-normal cut of the single burner UCAM rig
solution on the right.
The experimental view on the left was obtained by producing laser sheets at an angle
from the horizontal plane [34]. The UCAM rig view on the right was taken at the outlet of
the combustion chamber and coloured by velocity magnitude. Corresponding streamlines
were traced to highlight the flow behaviour.
The two sets of results share similar qualitative characteristics. A helical pattern centred
around the longitudinal axis of the burner is created and rotates in the azimuthal direction.
The two branches of the helix in the experimental snapshot [34] are visible in the ED data, as
is the recirculation zone at the centre of the S-shape.
The ED velocity field in figure 5.12 shows the differences in flow expansion at the inner
and outer chamber cylinder walls noted in the previous sections of this chapter. The branch
of the S-shape at the inner cylinder wall is noticeably smaller than that at the outer cylinder
wall due to limitations in space. The helix is therefore asymmetric, which is reflected in the
jet propagation in all axial-normal and tangential-normal plots extracted from the geometry.
5.2 Closed Single Burner Configuration 97
Fig. 5.12 Experimental swirling jet profile [34] (left) and axial-normal planar cut of UCAM single
burner (right).
This part of the study demonstrated that the ignition method employed led to sensible
adiabatic flame temperatures and faster time to convergence than the ignition approach taken
in the Bainbridge case [16]. It was also shown that the inlet velocity boundary condition
formulated was capable of representing expected features in a swirling reacting flow, such as
the characteristic helical pattern.
5.2.3 Forced Reacting Flow
This section details the procedure and results obtained for the forced reacting simulations
of the single burner configuration. The inlet velocity was chosen as a forced parameter to
gather data that was directly comparable to the reference cases. An acoustic forcing boundary
condition was written to account for swirl at the inlet. Results from the Armitage case
[41] were studied and trends were compared to results from the single burner UCAM rig
configuration.
Armitage Case
No acoustic forcing cases on an enclosed single burner geometry of the UCAM annular
rig are detailed in the literature. Validation of the flame behaviour in response to acoustic
excitation was performed with reference to the trends observed in the RSM case by Armitage
et al. [41] for this part of the project. Due to the similarities in configurations, it can be
expected that some of the characteristic features of forced enclosed single flames in the
Armitage case would be represented in the UCAM rig.
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The Balachandran et al. [100] bluff-body stabilised enclosed flame was forced by
Armitage et al. [41] at varying amplitudes and frequencies. For a frequency of 40 Hz, the
amplitudes chosen were 0.15 and 0.65. For a frequency of 160Hz, the amplitudes chosen
were 0.10, 0.25 and 0.50. The effects of forcing amplitude on the UCAM rig are investigated
in chapter 6. For this part of the analysis, it was decided to focus on the effects of high
amplitude and frequency forcing as it was anticipated that this condition would lead to strong
flame deformations in response to the inlet oscillating signal.
Characteristic behaviour from the forced flames modelled by Armitage et al. [41] at a
frequency of 160Hz and amplitude of 0.50 is shown in figure 5.13. Snapshots of velocity
vectors (left) and heat release (right) for six timesteps during a full period of oscillation
are presented. Frames 1 to 6 were taken from the lowest velocity peak to the next lowest
velocity peak in the sinusoidal wave inlet signal. These results were used as reference for the
qualitative trends in flame distortion observed in the UCAM annular rig.
Fig. 5.13 Velocity vector (left) and heat release (right) response of the flame during one period of
oscillation in the Armitage case [41].
Armitage et al. [41] found that flame deformation increased significantly with forcing
amplitude. An increase in forcing frequency also altered the response of the flame more
noticeably with varying amplitude. The distortion of the flame at high amplitude and high
frequency forcing is shown in figure 5.13. An in-depth analysis of the flame shape during this
oscillation cycle is provided by Armitage et al. [41]. For the purpose of comparing this data
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to results from the UCAM rig simulation, the most notable flame characteristics obtained are
listed below.
• The first consists of mushroom-like formations at the flame front, as visible in frames
1, 2, 5 and 6. This is found near the region of interaction between the jets and the walls,
were vortices cause the inner and outer flames to roll up.
• The second can be observed in frames 1, 5 and 6 and consists in the detached flame
region propagating towards the outlet of the combustion chamber. This is indicated
in the vector fields on the left by the small region of high velocity downstream of the
anchored flame.
• The third consists in the repeatability of the cycle. The flame shape varies greatly from
frames 1 to 5 in response to the inlet signal. In frame 6, the velocity has returned to
its original value of frame 1. The physical aspect of the flame is remarkably similar
between frames 6 and 1, indicating that the cycle is starting once more.
These three characteristic flame behaviours can be explained by the vortex formation
processes induced by velocity variations during the oscillating cycle [41]. The vortices at the
inner and outer flames cause the flame front to roll up at the point of interaction with the walls
and form the mushroom shapes in frame 1. The outer vortices expand at the walls in frames
2 and 3 as the inlet velocity increases, bringing the flame front with them. Simultaneously,
the inner vortices move in the downstream direction causing the inwards rollup of the flame
in frame 3.
At this point, secondary vortices are also forming towards the centre and near the walls
at the entrance of the domain. In frame 3, the secondary vortices cause a second region of
inner and outer flame rollup respectively. Frames 4 to 6 illustrate the interaction between
the primary and secondary vortex mechanisms. In frame 4, the outer vortex downstream
collapses at the wall and secondary vortices provoke a ‘roll down’ of the flame upstream,
which starts to regain its mushroom-like aspect.
The downstream inner vortices have moved further towards the outlet. The stretching of
the flame front due to this movement leads to the collapse of the inner flames in frames 5 and
6, which further causes the detachment of a flame region. The cycle repeats itself when the
primary and secondary vortex formations merge between frames 6 and (new) frame 1.
Armitage et al. extracted a transfer function from simulation data for each input signal
[41]. The gain and phase of the transfer functions were used to quantify the differences in
heat release response compared to the inlet signals. Trends observed in transfer function at
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high frequency and varying amplitudes are detailed in chapter 6 in comparison with data
from the UCAM rig.
This part of the analysis only considered one amplitude and frequency setting for the
UCAM rig, thus providing one transfer function result for the UCAM single burner configu-
ration. As the configuration and forcing parameters differed from the Armitage case [41],
the values of the transfer functions could not be compared directly. Instead, the trends in
time-series and frequency domain representations of the inlet signal and heat release were
analysed. These were plotted explicitly for the Armitage cases using a forcing frequency of
40 Hz [41].
Figure 5.14 shows the time-series plots of normalised inlet velocity (top) and heat release
response (bottom) for six stable oscillating cycles at an amplitude of 0.65, which was the
highest tested for this frequency. Results were recorded after the initial transient phase.
Fig. 5.14 Time series of normalised inlet signal (top) and heat release (bottom) for the Armitage case
[41], f = 0.40 and A = 0.65.
The repeatability of the cycle is shown quantitatively in the regular patterns of inlet
velocity and heat release obtained. The sinusoidal signal represented by the plot at the
top is regularly oscillating between -0.65 and 0.65, corresponding to the forcing amplitude.
However, a loss of sinusoidal shape can be seen in the time-series pattern of the normalised
heat release response [41]. The plot at the bottom shows varying gradients between increase
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and decrease in heat release, as well as varying peak amplitudes. A phase shift can also be
observed by the time delays between the peaks in velocity signal and heat release.
The distortion of the heat release response mirrors the distortion of the flame at high
amplitude forcing [41]. The plots in figure 5.15 illustrate this occurence in the frequency
domain.
Fig. 5.15 Frequency domain representations of normalised inlet signal (top) and heat release (bottom)
for the Armitage case [41], f = 40Hz and A = 0.65.
In both plots, the peak at the forcing frequency of 40Hz is clearly visible [41]. Additional
harmonic peaks can be seen in the heat release plot at frequencies corresponding to multiples
of the original forcing frequency. This behaviour in the heat release response was charac-
terised as non-linear [41]. Armitage et al. also concluded that a higher number of harmonic
peaks and higher harmonic amplitudes were proof of further non-linearity in the system.
Acoustic Forcing Boundary Condition
An acoustic forcing boundary condition was formulated for the UCAM rig simulations based
on the existing OpenFOAM oscillating inlet value condition. Forcing was provided by means
of a sinusoidal signal imposed on velocity components, taking the form:
u′ = u(1+Asin(2π f t)) (5.1)
where u is the chosen inlet velocity component, A is the amplitude of oscillation, f
is the frequency of oscillation, and t is time. The frequency and amplitude values were
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defined within the code and were easily changed by recompiling the boundary condition in
OpenFOAM.
The combination of this forcing signal and swirl velocity boundary condition allowed for
any of the velocity components to be forced independently or simultaneously with varying
amplitudes and frequencies. An assumption was made in that the components responded to
acoustic forcing uniformly by applying the signal to the total velocity magnitude. In reality,
the velocity components may respond in different ways to acoustic forcing applied upstream
of the swirler. Investigating specific effects of forcing on velocity components was, however,
considered beyond the scope of this work.
The interpretation of the signal by the solver was tested on the inlet of the computational
domain. The velocity magnitude was averaged over the inlet surface and plotted against time
in figure 5.16. The black circles on the plot represent the times at which a tangential-normal
cut of the temperature field was extracted for analysis in figure 5.17. The inlet velocity
magnitude was set to 43m/s to match the Bainbridge case [16]. The oscillation amplitude was
set to 0.65 and frequency to 160Hz to compile the boundary condition to match data from Lee
on the UCAM rig exactly [59], thus preparing future investigations in chapter 6. From these
oscillation parameters, the velocity is expected to vary from 15.05m/s to 70.95m/s in a total
time of 62.5ms per cycle. The plot in figure 5.16 shows that these values are respected by
the boundary condition over time, and thus the oscillation parameters input in the boundary
condition are exported to the inlet velocity field correctly.
Fig. 5.16 Inlet velocity magnitude plot against time for one oscillation cycle.
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Forced UCAM Single Burner Configuration
The reference case by Armitage et al. [41] illustrated expected behaviour qualitatively and
quantitatively for high amplitude forcing. As a result, it was expected that the flame shape in
the enclosed UCAM single burner would be noticeably distorted for the forcing parameters
implemented. It was also expected for the time and frequency domain representations of the
data to reflect this distortion. The following analysis assessed the capabilities of the boundary
conditions created, mesh generated, and combustion and turbulence models used to represent
the key features of flame behaviour described above.
Figure 5.17 shows tangential-normal planar cuts coloured by temperature (top) and
heat release rate (bottom) during one period of oscillation. Individual plots are referred
to as frame 1 to frame 6 in order from left to right. The coarseness of the mesh can be
seen to affect the visibility of the heat release rate data towards the centre of the mesh.
However, both the temperature and heat release rate plots show comparable flame structures
throughout. Additionally, similar behaviour to what was described in the Armitage case [41]
is represented.
Compared to the steady reacting case presented in figure 5.10, the flame front is rolled up
towards the walls in frame 1. This is explained by the presence of vortices at the inner and
outer shear layers of the flame. The mushroom shapes observed in the Armitage case [41] are
less pronounced here as the burner configuration differs. However, these shapes become more
evident in frame 2 where the vortices are expanding the flame along the wall. The flame front
is also curving inwards due to the downstream movement of the inner recirculation, as was
found in frame 3 of the Armitage case [41]. In frame 3 of the UCAM rig case, simultaneous
detachments of flame region at the left and right-hand-side jets can be noticed. These can be
seen to propagate downstream and have exited the system in frame 4. The formation process
of these detachment regions was explained in the Armitage case [41].
At the inlet of the combustion chamber, secondary vortices are formed as the velocity
increases again in frame 5. The mushroom shapes at the flame front start to form at this
point. The flame in frame 6 is remarkably similar to the flame in frame 1 in both temperature
and heat release rate plots, with the exception that the jet on the left extends further towards
the wall than the jet on the right. This can be attributed to the natural asymmetry of the
flow induced by the burner geometry. Figure 5.16 shows that the velocity had returned to its
original value in frame 6 after completing one period of oscillation. The otherwise identical
flame shapes obtained in frames 6 and 1 are indicators of the repeatability of the cycle.
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Fig. 5.17 Tangential-normal plots of temperature field (top) and heat release rate (bottom) during one
oscillating cycle.
Figure 5.18 shows the corresponding vorticity profiles for the six timesteps indicated
in figure 5.16, normalised against bulk vorticity. The frames are numbered 1 to 6 from left
to right. The regions of high vorticity are represented by the white colouring. The profiles
highlight the formation of vortical structures described above and by Armitage et al. [41],
which cause the heat release oscillations illustrated by figure 5.17. Frame 1 shows primary
high-vorticity regions at the inner and outer flame regions, which as per explanations by
Armitage [41] lead to the mushroom-like aspect of the flame front in frame 1 of figure 5.17.
Frames 2 and 3 of figure 5.18 shows that the high-vorticity regions at the outer flame have
expanded along the wall. Higher vorticity regions are also found at the inner flame and
are seen to move downstream along with the outer vortices. This causes the downstream
movement of the flame front in frames 2 and 3 of figure 5.17.
In frames 3 and 4 of figure 5.18, the formation of new, secondary high-vorticity regions
towards the entrance of the combustion chamber can be noticed by the lighter colouring at
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the inner and outer flames at this axial location. This leads to a secondary flame rollup in
frames 3 and 4 of figure 5.17. Frame 4 of figure 5.18 shows that the vortical structures at the
outer flame have collapsed at the wall, and that the high-vorticity region at the inner flame
has propagated downstream in the chamber. This causes the outer flame to roll down in frame
4 of figure 5.17.
In frame 5 of figure 5.18, the high-vorticity region at the inner flame collapsed due to
the stretching of the flame front as the vortical structures move towards the outlet. At this
stage, the primary and secondary high-vorticity regions are merging and cause the flame to
start to regain its mushroom-like aspect in frame 5 of figure 5.17. Finally, the primary and
secondary vortical structures have merged entirely in frame 6 of figure 5.18, where the cycle
starts again. This causes the similarities between frames 6 and 1 of figure 5.17, and further
demonstrates the repeatability of the cycle.
Fig. 5.18 Tangential-normal plots of vorticity during one oscillating cycle.
The qualitative behaviour obtained in the UCAM rig simulations thus presents the three
major characteristics observed in the high-amplitude forcing Armitage case [41]. These
included the roll-up of the flame, the flame detachment regions and the repeatability of the
cycle.
The distortion of the flame shape during the cycle is made evident by the qualitative
plots in figure 5.17 and 5.18, and was analysed further quantitatively in figures 5.19 and
5.20. Figure 5.19 shows time series of the normalised inlet velocity (top) and normalised
heat release response (bottom). The data was plotted over three oscillating cycles after
initial transients, with a time of 62.5ms per cycle. The normalised inlet velocity plot mirrors
the data in figure 5.16 with a regular sinusoidal pattern oscillating between -0.65 and 0.65
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corresponding to the forcing amplitude. The heat release response, however, presents some
distortion in the sinusoidal pattern obtained. Steep gradients can be seen in the increasing
phase of the heat release cycle. A phase shift can also be observed between the inlet signal
and heat release response. These results reflect the data obtained in the Armitage case [41],
and are indicative of non-linearity between inlet signal and response.
Fig. 5.19 Time series of normalised inlet signal (top) and heat release (bottom) for the enclosed single
burner UCAM configuration, f = 160Hz and A = 0.65.
Further proof of non-linear behaviour was found in the frequency domain plots presented
in figure 5.20. The inlet velocity (top) and heat release response (bottom) spectra were
obtained to highlight the distortion observed in the time series patterns of heat release. No-
ticeable peaks of amplitude can be found at the forcing frequency of 160Hz for both plots.
However, whilst the inlet velocity plot shows a single peak at 160Hz, harmonic peaks at
multiples of the forcing frequency are found for the heat release response. The amplitude
of the harmonics decreases past the forcing frequency, as was found in the Armitage case [41].
It may be concluded that the combination of swirl boundary condition, turbulence model,
combustion model, mesh refinement and acoustic forcing boundary condition resulted in
comparable behaviour to the reference data for the enclosed UCAM single burner config-
uration at each stage of the investigation. The coarse mesh resolution and eddy-diffusivity
model used were capable of representing non-linearity effects induced by high amplitude
forcing in this context.
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Fig. 5.20 Frequency domain representations of normalised inlet signal (top) and heat release (bottom)
for the enclosed single burner UCAM configuration, f = 160Hz and A = 0.65.
The UCAM rig contains a total of 18 burners around the annulus that can interact and
alter the flame as explained in chapter 4. The next section studies methods in which to
represent the full annular rig efficiently.
5.3 Cyclic Single Burner Configuration
The previous analyses have been performed on a single burner configuration for which the
side boundaries joining the inner and outer cylinders of the combustion chamber were defined
as walls. ‘Periodicity’ or cyclic boundary conditions are methods often employed to represent
repeating geometry around a central axis without including the repeated parts in the mesh.
Introducing cyclic boundary conditions to the UCAM rig could be a solution to representing
flame-flame interactions on a single burner model, which would drastically reduce the size of
the computational domain compared to a full 18-burner annulus. The single burner mesh
shown in figure 4.18 allows for the side boundaries of the domain to be prescribed as either
walls or cyclic fluid faces in OpenFOAM.
The interaction between flames and their subsequent effects introduced by cyclic boundary
conditions are referred to as ‘notional’ in this thesis, in contrast with ‘physical’ flame-flame
interactions occuring due to the presence of additional burners in the mesh. A comparative
study between cyclic boundary conditions and multi-burner configurations in the UCAM rig
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is detailed in chapter 6. The aim for this part of the project was to set up the cyclic boundary
conditions and note key differences with results obtained in section 5.2.
5.3.1 Periodicity in the UCAM Rig
Rotational cyclic boundary conditions can be used to replicate the single burner geometry
around the annulus. For this, a centre point, axis and angle of rotation must be defined.
During this process, the side walls are re-assigned as repeating fluid interfaces.
Complete alignment between the nodes on each cyclic face was required for the boundary
condition to operate successfully. A major benefit of applying a block-type mesh to the
geometry was the easier node alignment of the side boundaries within the OpenFOAM
environment. The sides faces were first defined as ‘periodic’ in ANSYS ICEM and exported
as fluid patches during the mesh conversion stage in OpenFOAM. OpenFOAM 2.4.0 then
required additional specifications to align the node numbers on each boundary correctly.
The cyclic condition parameters were defined as illustrated in figure 5.21, which shows a
view of the internal mesh cut at the top of the bluff body for two neighbouring burners. The
angle of rotation θ was defined as 20°, corresponding to the 18 burners placed around 360°.
The centre of rotation was defined as the centre of the burner, corresponding to the centre
point location of the inner and outer cylinders of the combustion chamber. The rotation was
defined around the axial-direction axis.
Fig. 5.21 Periodic face coupling in the mesh.
The mesh used in this section was identical to the coarse mesh used in section 5.2 and is
thus not shown here.
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5.3.2 Isothermal Flow
An isothermal simulation was run with cyclic boundary conditions to check for node align-
ment in OpenFOAM. The simulation setup was similar to the final isothermal flow studies
of section 5.2, with the exception that the initial conditions for the sides of the geometry
were re-defined as cyclical. Figure 5.22 shows the two cyclic faces on the left and centre,
and an isometric view of the faces in the model on the right. The plots were coloured by
velocity magnitude to provide a benchmark parameter for comparison. The velocity field
matched exactly between both faces, which indicated that the nodes on either side were
aligned correctly.
Fig. 5.22 Cyclic faces (left and centre) and isometric view of cyclic faces (right) coloured by velocity
magnitude.
This is further demonstrated by the plots in figure 5.23 showing velocity magnitude
profiles normalised by bulk velocity, and taken across the faces at various axial positions
along the combustion chamber. The profiles for the two cyclic boundary faces (boundary 1
and boundary 2 on the plot) are represented by the blue and red lines respectively. All lines
are identical at all axial locations shown, thus only a single colour stands out in all plots of
the figure.
No computational or experimental data is available to validate the flow behaviour using
this particular isothermal simulation setup. The Bainbridge case [16] can be used as reference
for steady reacting cases presented in the next section.
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Fig. 5.23 Normalised velocity profiles along the cyclic boundary faces.
5.3.3 Unforced Reacting Flow
The isothermal cyclic case was ignited using a simulation setup that was similar to that
of section 5.2.3, with the exception that cyclic boundaries were defined instead of wall
conditions for the side faces of the geometry. A single burner tangential-normal cut was
performed on the Bainbridge [16] data for comparison with the eddy-diffusivity case.
Figure 5.24 shows tangential-normal cuts coloured by temperature for the Bainbridge
case (left) [16], wall ED case (centre) and cyclic ED case (right). In both the plot in the
centre and on the right, the flow can be seen to extend towards the edges of the domain.
When reaching this point, the notional interaction between neighbouring burners alters the
flame shape in the cyclic case and directs the flame front inwards.
The notional distortion of the flame in the cyclic single burner produces similar flame
shapes to that of the full burner Bainbridge case [16] on the left. As the Bainbridge flame
reaches the location where interactions occur with other burners, the flow is directed towards
the centre of the domain. The regions of interaction between flames are characterised in both
cases by extended flame fronts compared to the wall case, with larger and irregular zones of
low temperature reaching further downstream in the chamber.
Discrepancies between the cyclic ED case and the Bainbridge case [16] can be found in
the aspect of the flame fronts. The flame front and inner recirculation zone seem to extend
5.3 Cyclic Single Burner Configuration 111
Fig. 5.24 Steady reacting flow temperature field for Bainbridge case (left) [16], wall boundary
condition (centre) and cyclic boundary condition (right).
further in the chamber in the Bainbridge case, leading to smaller inward distortion than in
the ED cyclic case.
The differences in flame behaviour between the three cases are also visible in the velocity
magnitude fields shown in figure 5.25.
Fig. 5.25 Steady reacting flow velocity magnitude field for Bainbridge case (left) [16], wall boundary
condition (centre) and cyclic boundary condition (right).
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The wall ED simulation (centre) produced a relatively symmetrical velocity profile
throughout the domain, with symmetry in the inner recirculation regions. The interaction
between flames is made evident in the Bainbridge (left) [16] and cyclic (right) cases at
the front of the jets, with larger high velocity regions propagating inwards and causing
asymmetry in the flow field towards the outlet of the chamber. Flow asymmetry is more
prominant in the Bainbridge case [16] than in the cyclic ED case.
Figure 5.26 shows velocity magnitude profiles at several axial locations along the chamber
for all cases. Discrepancies in the inner recirculation regions that are found in figure 5.25 are
reflected here in the plots at axial positions y = 0.03m and y = 0.04m, with high variations in
velocity profile towards the centre between the three cases. From y = 0.07m to the outlet, the
studies are in better agreement, as is also illustrated by the velocity fields in figure 5.25. The
core difference between the data sets lies around an axial position of y = 0.05m. In figure
5.25, this corresponds to the location downstream of the high velocity zones where the jets
are interacting with neighbouring burners in the Bainbridge and cyclic ED cases. Figure 5.26
demonstrates that at this point, the cyclic case is in better agreement with the Bainbridge data
than the wall case, as expected from the previous qualitative assessment of figure 5.25.
Fig. 5.26 Normalised velocity against position for the Bainbridge case (black), ED wall case (blue)
and ED cyclic case (red) along the combustion chamber.
The variations in simulation setup between the Bainbridge [16] and single burner cyclic
ED cases can explain the discrepancies obtained. The main difference between the two lies
in the fact that all burners in the latter are assumed to behave in an identical fashion, whilst
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this may not occur in the full geometry. More in-depth investigations of the effects of ED on
the solution are required to assess the accuracy of the method in representing the full burner
geometry. This is discussed in the multi-burner studies in chapter 6.
Despite the qualitative differences described, the ED cyclic case produced flame profiles
that were noticeably closer to those in the Bainbridge case than the ED wall case. A significant
improvement can be observed in the agreement between temperature profiles and velocity
profiles when adding notional burners. Figure 5.27 shows axial-normal temperature profiles
for the Bainbridge case (left) [16], ED wall case (centre) and ED cyclic case (right). The data
was taken at the outlet of the combustion chamber and plotted along velocity streamlines for
comparison.
Fig. 5.27 Outlet velocity magnitude contours for base case (left), wall boundary condition (centre)
and periodic boundary condition (right).
The most striking difference between the three plots is the absence of the distinct helix
shape due to swirl in the Bainbridge and ED cyclic case. This can be explained by the flame-
flame interaction effects induced by removing the wall between burners in the geometry.
The two distinctive jets obtained in the enclosed single burner geometry form the swirling
‘branches’ of the S-shape spiral in the central plot. These branches have merged with other
consecutive jets in the other two plots to form three separate velocity ‘rings’: two high-
velocity rings towards the inner and outer walls, and one lower-velocity ring at the core due
to the interactions between central recirculation regions of the helices.
The streamlines show that whilst flame-merging occurs, the individual burners still affect
the flow pattern at the outlet. Separate regions centred around the inlet locations of the
domain can be found in each velocity ‘ring’ of the Bainbridge and ED cyclic cases. The
variations in shape of these regions in consecutive burners of the Bainbridge case indicate
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that the flow behaviour may not be uniform across all burners around the annulus. Further
investigation is required to appreciate the effects of this flow feature on the acoustic response
of the flame, and is presented in chapter 6.
The trends in flow behaviour associated with the interaction between neighbouring burners
was generally represented by the ED cyclic case in the steady reacting flow simulations. This
provided significant improvement in the agreement with reference data compared to the ED
wall case. This flame was subject to acoustic forcing and relevant results are presented in the
following section.
5.3.4 Forced Reacting Flow
The Armitage case [41] demonstrated that greater levels of distortion in the flame shape can
lead to higher levels of non-linearity in the heat release response to acoustic waves, with high
amplitude harmonic peaks in the frequency domain representation.
It could be anticipated that the deformation of the flame induced by notional burner
interactions would lead to differences in forced oscillating flame profiles between the cyclic
and wall cases. This part of the project was used to assess the capabilities of the ED single
burner simulation setup to show the effects of neighbouring burners on the flame response to
acoustic excitation.
The steady cyclic reacting case was forced in an identical manner to the wall case
presented in section 5.2. The results were taken at the timesteps indicated in figure 5.16.
Figure 5.28 shows tangential-normal planar cuts coloured by temperature during one period
of oscillation for the wall (top) and cyclic (bottom) ED cases. As in figure 5.17 and 5.18, the
frames are numbered 1 to 6 from left to right.
The vortex mechanisms behind the distortion of the flame shape have been discussed
extensively in section 5.2. The key differences between the two sets of results appear, as
expected, at the times when flame-merging is likely to occur. This is represented by frames 2
to 4 in figure 5.28 where the jets extend to the side boundaries of the domain. The mushroom
shapes in frame 2 are more pronounced in the cyclic case where larger low-temperature
regions are found at the flame front. The flame detachment regions in frame 3 are less
uniform in the cyclic case and can be seen to interact at the centre of the domain. The
flame front in frame 4 extends further in the chamber for the cyclic case. Frames 1, 5 and
6 are similar between the two data sets. Frames 1 and 6 are identical to each other, thus
demonstrating the repeatability of the oscillation pattern in the cyclic case.
Globally, the cyclic boundary conditions introduced more distortion to the flame shape
during the oscillating period. This result was analysed quantitatively in figure 5.29 where
frequency domain representations of the heat release response were plotted for the wall
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Fig. 5.28 Tangential-normal plots of temperature field during one oscillating cycle for wall (top) and
cyclic (bottom) ED cases.
(blue) and cyclic (red) cases. In both data sets, a high amplitude peak is found at the forcing
frequency of 160Hz. Harmonic peaks are also visible at multiples of the forcing frequency,
indicating non-linear behaviour in both cases. The amplitude of the peaks is noticeably
higher in the cyclic case, which is indicative of higher levels of non-linearity [41].
A global FDF was calculated for each case and the distribution of its gain in the com-
putational domain is shown in figure 5.30. The FDF was calculated following the equation
described previously in chapter 2. The data was extracted for each computational cell of the
domain and interpolated back onto the surfaces shown in the figure. The visibility of the data
is thus limited by the resolution of the grid.
The plots highlight some of the major differences between the wall and cyclic cases
described by the quantitative data in figure 5.29. The wall case on the left shows a more
symmetric distribution of the gain in the chamber compared to the cyclic case on the right.
116 Model Validation
Fig. 5.29 Frequency domain representations of normalised heat release response for wall (top) and
cyclic (bottom) ED cases, f = 160Hz and A = 0.65.
Fig. 5.30 FDF gain distribution for the wall (left) and cyclic (right) ED cases, f = 160Hz and A =
0.65.
The value of the gain is also globally higher in the cyclic case downstream of the jets, which
mirrors the higher non-linearity represented by the results in figure 5.29.
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The ED cyclic case was thus capable of highlighting the variation in oscillating flame
behaviour induced by the notional representation of burner-burner interactions.
5.4 Summary
This chapter presented the step-by-step construction of the modelling methodology employed
for the UCAM annular rig simulations. The analysis was divided into two sections in which
comparative studies with reference data from Bainbridge [16] and Armitage et al. [41] were
performed.
The first section included results from an isolated single burner geometry from the annular
rig. Isothermal simulations were run to test the new swirl inlet velocity boundary condition
that was created for the project, finalise the choice of turbulence model, and test mesh
refinement settings. The combination of the eddy-diffusivity k−ω SST turbulence model
and coarser mesh was chosen for its significant decrease in computational cost and agreement
compared to reference data. Steady reacting simulations were then run to test the ignition
method implemented and the choice of combustion model. The ignition method used led to
faster convergence than the Bainbridge approach [16] and the results obtained with the PaSR
combustion model represented the characteristic features described by experimental swirling
jets from Billant et al. [34]. Finally, an oscillating inlet boundary condition was created to
prescribe acoustic excitation to the flame. The results obtained showed that non-linearity
induced by high amplitude forcing between the inlet signal and heat release response was
illustrated by the eddy-diffusivity model and coarse mesh.
The second section followed a similar approach and presented results from a cyclic single
burner geometry, which was used to model the interactions between neighbouring flames
as repeated features around the annulus. The concept of cyclic boundary conditions was
explained, and isothermal simulations were run to test its implementation in the single burner
UCAM rig geometry. Steady cyclic reacting flow simulations were compared to data from
the Bainbridge case [16] and showed improved agreement compared to the wall case. The
final section detailed the comparison between the forced oscillating ED reacting cases and
showed that the combination of oscillating swirl inlet boundary condition, ED model, coarse
mesh, PaSR combustion and cyclic boundary conditions was capable of showing notional
flame-merging effects on the heat release response of the flame effectively. As a consequence,
the use of more expensive, higher-order computational models or meshes was not required.
It is of interest to test the adaptability of the modelling methodology to different simulation
environments to assess its potential strengths and shortfalls in a more conclusive manner.
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Chapter 6 uses reference data from Bainbridge [16], Armitage et al. [41], Lee et al. [59]
and Zetterval et al. [46] to compare the results obtained from ED cases when varying initial
conditions and burner configurations.
Chapter 6
Model Adaptability
This chapter focuses on the capabilities of the ED computational methodology detailed in
chapter 5 to represent the main flow characteristics of the UCAM rig under various operating
conditions. The analysis is divided into two sections. The first is concerned with parametric
analyses of inlet conditions, performed on an enclosed single burner model to maintain low
computational demands. The second is concerned with multi-burner simulations with a view
to assess the use of cyclic boundary conditions.
6.1 Overview
6.1.1 Simulation Setup
All ED simulations presented in this chapter follow the setup described in chapter 5. The
swirl inlet boundary condition was used along with the k−ω SST turbulence model and
PaSR combustion model. The ignition method described in chapter 5 was employed for
steady reacting cases. The oscillating inlet boundary condition was used in the forced reacting
cases.
The coarse single burner mesh was used for all single burner studies and replicated to
obtain the twin and full burner meshes as described in chapter 4. Wall boundary conditions
were first used on the enclosed single burner geometry. Cyclic boundaries were implemented
in the multi-burner analysis.
The inlet velocity was re-calibrated to match the experimental velocity of 18m/s at the
entrance of the combustion chamber [7]. The inlet temperature was set to the experimental
value of 300K [7]. This allowed for a direct comparison with LES data from Lee et al. [59] at
multiple stages of the investigation. All other boundary conditions matched those described
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in chapter 5. The colour scheme used for qualitative comparisons was modified to match
results obtained by Lee et al.
Unless stated otherwise in parametric studies, the fuel used was ethylene and was pre-
mixed with air at an equivalence ratio of 0.8 before entering the chamber.
6.1.2 Cases Summary
Relevant data from all reference cases described in chapter 3 are used in this part of the work.
Table 6.1 below summarises the studies performed for this part of the project. All the cases
in table 6.1 are detailed in the following sections of this chapter.
Table 6.1 Summary of cases presented in chapter 6.
Study Type Aim
Swirl BC Isothermal
Re-calibrate inlet BC to experimental
velocity
Unforced reacting flow Reacting
Compare steady reacting flow to
reference data
Inlet velocity / temperature Reacting Observe effects on the steady flame
Equivalence ratio Reacting Observe effects on the steady flame
Fuel Reacting Observe effects on the steady flame
Multi-burner Reacting
Compare single, twin and full burner
configurations for steady flame
Forcing amplitude Forced Reacting
Observe effects of forcing amplitude
on single burner flame
Multi-Burner Forced Reacting
Compare single, twin and full burner
configurations for oscillating flame
ED studies detailed in chapter 5 and this chapter were performed on the local machine
presented in chapter 3. The efficiency of the final modelling methodology employed allowed
for steady isothermal single burner results to be obtained in the order of 0.07s in terms of
CPU time on this machine. The data recording interval affected the overall physical time of
the simulations. On average, the physical time to obtain fully reacting single burner cases
was in the region of three weeks, after performing meshing and initialising the simulation.
This equates to a significantly lower cost than LES studies, where the use of the cluster
described in chapter 3 was required at each stage as a local machine would not be able to
answer the high computational demands. Whilst data for the exact computational cost of LES
simulations performed by Lee et al. [59] is not available, the physical time required to obtain
steady-state, fully reacting simulations was in the order of months using the high-performance
cluster.
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6.1.3 Presentation of Results
Results from the single burner analyses are presented in a similar way to those in chapter 5.
Results from the multi-burner analyses are presented as shown in figure 6.1 for axial-normal
planar cuts and in figure 6.2 for radial-normal cylindrical cuts.
Fig. 6.1 Single burner (left), twin burner (centre) and full burner (right) axial-normal planar cuts.
Fig. 6.2 Single burner (left), twin burner (centre) and full burner (right) radial-normal spherical cuts.
As in figure 5.1, the x-axis in figures 6.1 and 6.2 represents the tangential direction, y-axis
the axial direction and z-axis the radial direction. The figures on the left show cuts for the
single burner configuration, the figures in the centre, cuts for the twin burner configuration
and the figures on the right, cuts for the full burner. Results from the twin burner geometry
were also taken as shown in figure 6.3 to match planar cuts obtained by Lee et al. [59].
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Fig. 6.3 Twin burner planar cut.
6.2 Closed Single Burner Configuration
This section details the parametric analyses performed on an isolated single burner configura-
tion. An isothermal flow simulation was run to calibrate the swirl inlet velocity boundary
condition to the experimental value obtained by Worth and Dawson [7]. The parametric
studies were carried out on steady reacting flow simulations in which the effects of inlet
velocity, equivalence ratio and fuel on the flame were observed.
6.2.1 Isothermal Flow
The swirl inlet velocity boundary condition implemented in chapter 5 matched the Bainbridge
case [16] velocity profiles. The new inlet velocity components were evaluated based on
area ratios in the geometry to obtain 18m/s at the top of the bluff body. The inlet velocity
magnitude was evaluated at 13.35m/s, corresponding to 6.68m/s in the axial direction and
11.56m/s in the tangential direction for a swirl angle of 60°.
The qualitative results obtained for the isothermal flow were identical to the corresponding
case in chapter 5 and are thus not presented here. Quantitative profiles were extracted at
the entrance of the combustion chamber to validate the newly calibrated 18m/s velocity
magnitude at this axial location. This is shown in figure 6.4, where the plot indicates that the
peaks in velocity magnitude match the required value.
No experimental or computational data is available currently to validate this profile for
the enclosed single burner UCAM configuration. However, an unforced reacting case by
Bainbridge [16] can be used to compare the steady flame behaviour obtained after igniting
this isothermal result.
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Fig. 6.4 ED wall case velocity magnitude profile at the entrance of the combustion chamber.
6.2.2 Unforced Reacting Flow
Steady Flow Validation
The isothermal ED case presented in section 6.2.1 was ignited using the method described in
chapter 5 and run to steady-state. In the reference case by Bainbridge [16], an initial test of
modelling methods was performed on an isolated single burner geometry. The temperature,
inlet velocity, fuel and equivalence ratio were kept at the experimental values specified
by Worth and Dawson [7]. A direct comparison with the ED case is therefore possible.
Quantitative data was however not made available for this Bainbridge case.
Figure 6.5 shows tangential-normal cuts of the isolated single burner geometries from the
Bainbridge case (left) [16] and the ED case (right). Both plots are coloured by temperature,
and the Bainbridge plot illustrated the streamline pattern in the burner. The temperature scale
for the ED case was adjusted to match that of the Bainbridge plot.
Small discrepancies in the thickness of the jets can be noted. The jets in the ED case seem
slightly thicker and show a more gradual shift between low and high temperature zones. This
can be attibuted to the differences in local mesh refinement, and to the turbulence modelling
approach.
These variations in flame thickness are, however, not sufficiently pronounced to invalidate
the data obtained in the ED case. The propagation of the jets is indeed comparable. The flow
asymmetry due to the burner configuration is shown in that the jets on the left extends further
in the chamber than the jets on the right. The recirculation patterns cause an inward roll
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Fig. 6.5 Tangential-normal planar cuts coloured by temperature for the Bainbridge single burner case
(left) [16] and ED wall case (right).
of the flame front, as can be seen by the curvature of the jets towards the centre of the domain.
Figure 6.5 shows that the steady reacting results in the ED case are comparable to the
results obtained in the RSM case by Bainbridge [16]. This provides a basis for the parametric
studies carried out in the following sections.
Parametric Analysis
The aim of this study was to assess the capabilities of eddy-diffusivity simulations to repre-
sent characteristic steady flame behaviour resulting from a variety of operating conditions.
The effects of these parameters on the response of the flame to acoustic excitation were
detailed in chapter 2.
Inlet Velocity and Inlet Temperature
Steady reacting ED wall cases were run for the Bainbridge setup [16] in chapter 5, and
for the experimental setup [7] in this chapter. Both ED cases were run with ethylene fuel, an
equivalence ratio of 0.8, and used the same modelling methodology. A direct comparison
between the steady flames resulting from the two operating conditions can therefore be
performed. The first case was run for an inlet temperature of 400K and velocity of 43m/s.
The second case was run for an inlet temperature of 300K and velocity of 13.35m/s.
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Figure 6.6 shows tangential-normal planar views of the temperature field (left) and
velocity magnitude field (right) for the Bainbridge setup (left of each pair) and experimental
setup (right of each pair) obtained in ED cases. The temperature scale was adjusted and
velocity was normalised by the bulk flow velocity to obtain a direct comparison between the
two cases.
The temperature and velocity fields obtained in figure 6.6 highlight the effects of the
different operating conditions on the flow. The most significant differences appear in the
propagation of the jets in the chamber. The velocity fields show that the Bainbridge setup on
the left leads to a wider inner recirculation zone which in turn extends the jets further towards
the walls. This is induced by the higher tangential velocity component defined in the swirl
inlet velocity boundary condition. The resulting interactions between the jets and the walls
in the Bainbridge setup create lower-velocity regions that extend to the outlet of the chamber.
In contrast, higher flow velocities are carried through to the exit of the computational domain
in the experimental setup on the right.
This behaviour is mirrored by the temperature plots on the left. The cold reactant jets
extend further in the chamber and are sharper in experimental operating conditions. The
interactions between the jets and the walls in the Bainbridge setup lead to a more gradual
shift between cold reactant and hot product regions, indicating larger reaction zones.
Fig. 6.6 Tangential-normal planar cuts coloured by temperature (left) and normalised velocity magni-
tude (right) for the Bainbridge simulation setup (left of each pair) and experimental setup (right of
each pair).
The ED method is thus adaptable to varying inlet conditions. Additional validation
against experimental data is required to assess the accuracy of the results, however major the
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flames shapes obtained are noticeably different, as could be expected.
Equivalence Ratio
LES data was obtained from Lee et al. [59] for varying inlet equivalence ratios. The
simulation setup used by Lee et al. was detailed in chapter 3, and the meshes were shown in
chapter 4. This particular LES study was performed on a single burner configuration using
the experimental operating conditions [7]. The inlet equivalence ratio was the only parameter
altered and cases were run for values of 0.65 and 0.8. An additional eddy-diffusivity case was
run using the methodology described in the previous sections, this time with an equivalence
ratio of 0.65 to match the second LES simulation setup.
Figure 6.7 shows tangential-normal planes coloured by temperature (top) and velocity
(bottom), with time-averaged results from Lee et al. [59] on the left, and results from ED
cases on the right. In each pair of results, the plot on the left was obtained for a φ value of
0.65, and the plot on the right, for a φ value of 0.8. The LES was performed using cyclic
boundary conditions [59], thus a detailed comparison of the flame shape is not possible with
the ED wall cases. However, flow features such as recirculation zones, jet propagation and
temperature scales are parameters that can be used to determine the agreement between the
ED cases and reference data from Lee et al. [59].
The geometry considered in the Lee [59] case accounted for the physical swirler part. It
was assumed in this section that the trends observed in the flow features listed would not be
affected by the possible effects of the wakes created by the vanes on the flow. The effect of
the swirler part was investigated further in the multi-burner analyses presented in section 6.3.
The velocity plots in figure 6.7 show that the lower equivalence ratio led to larger inner
recirculation zones in both the LES and ED cases. In a similar fashion to the plots in the
previous subsection, this affects the jet propagation towards the wall. The interactions
between the jets and the walls in the lower φ cases produce low velocity regions that extend
to the outlet of the domain. In contrast, the velocity magnitude is higher globally in the φ =
0.8 cases.
This behaviour is reflected in the temperature plots at the top. The cold reactant jets
reach further downstream in the chamber for the high equivalence ratio cases. The lower
equivalence ratio cases, however, show a significant increase in the size of reaction zones
with larger low temperature regions at the flame front.
Figure 6.8 shows quantitative temperature data from the ED cases, taken across the
chamber in a tangential-normal plane at the entrace of the combustion chamber. The blue
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Fig. 6.7 Tangential-normal planar cuts coloured by temperature (top) and velocity magnitude (bottom)
for the Lee cases (left) [59] and ED cases (right). Plots for φ = 0.65 on the left of each pair, plots for
φ = 0.8 on the right of each pair.
line represents the higher equivalence ratio of 0.08, and the red, the lower equivalence ratio
of 0.065. The adiabatic flame temperature for ethylene-air reactions at an equivalence ratio
of 0.65 was expected to be in the region of 1900K [23, 113]. This value is well respected by
the LES and ED simulations as shown by the temperature scales in the φ = 0.65 cases.
Figures 6.7 thus shows that the ED and LES cases produced similar flow behaviour when
subject to variations in equivalence ratio. The trends observed are in good agreement with
the LES data obtained by Lee et al. [59]. Figure 6.8 also shows quantitatively that the ED
temperature results agree with expected values from theoretical calculations.
Fuel
This study was aimed at assessing the adaptability of the ED modelling methodology to
account for different fuels. An ED reacting case was run using a methane-air mixture at an
equivalence ratio of 0.8. This allowed for a direct comparison with data obtained from the
ethylene case at φ = 0.8.
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Fig. 6.8 Temperature against position for an equivalence ratio of 0.08 (blue) and 0.65 (red).
Zettervall et al. [46] conducted LES investigations of the full annular burner geometry
subject to self-excited acoustic modes, and prescribed an inlet equivalence ratio of 0.85. A
direct comparison between the Zettervall [46] and isolated single burner ED cases could not
be performed as the ED cases were run to steady state at a lower equivalence ratio. However,
the Zettervall case [46] could provide information for some of the key features expected from
a variation in fuel. These included adiabatic flame temperature and fuel-dependence of the
flame structure.
Figure 6.9 shows tangential-normal plots of temperature (left) and velocity magnitude
(right) for ethylene (left of each pair) and methane (right of each pair). The temperature and
velocity fields both show that the change in fuel severely impacts the physical appearance
of the flame. The velocity plots highlight differences in thickness of the jets, with larger
high-velocity regions towards the inlet for the methane case. Consequently, the size of the
inner and outer recirculation zones is reduced for the methane case. The temperature plots
show that the cold reactant jets propagate further downstream in the chamber in the ethylene
case.
The temperature plots in figure 6.10 show that the adiabatic temperature was lower for
the methane case compare to the ethylene case, with values of around 2000K and 2200K
respectively. These values matched theoretical adiabatic flame temperatures and closely
matched the results from the Zettervall case [46] where a value of 2212K was obtained for
ethylene and 2067K was obtained for methane.
Whilst the ED temperature fields match the expected behaviour quantitatively, differences
are observed when compared to experimental data from Worth and Dawson [7] and LES data
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Fig. 6.9 Temperature against position for ethylene fuel (blue) and methane fuel (red).
Fig. 6.10 Tangential-normal planar cuts coloured by temperature (left) and velocity magnitude (right)
for the ethylene ED case (left of each pair) and methane ED case (right of each pair).
from Zettervall et al. [46]. The qualitative reference data shows that methane flames obtained
were longer than ethylene flames, which is not represented here. Several compatibility issues
between the solver, combustion model and thermochemistry model employed in the ED
method for methane fuel can cause this discrepancy. Additional work on the implementation
of methane thermochemistry would be required to obtain data in better agreement with
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the references. Nonetheless, the plots show that the flow fields obtained in ED cases vary
significantly with fuel type and that the ED method was sensitive to the fuel input.
6.2.3 Summary
The closed single burner configuration was simulated in steady isothermal and reacting
conditions. The isothermal study demonstrated that the swirl inlet boundary condition was
re-calibrated to match the experimental velocity of 18m/s at the entrance of the combustion
chamber [7]. The steady reacting case run with the new inlet velocity was compared to
data from Bainbridge [16]. The subsequent parametric studies on effects of inlet velocity
and temperature, inlet equivalence ratio and fuel all demonstrated that the ED modelling
approach responded to the changes in operating condition implemented. Finer tuning of the
thermochemistry model is required to implement other fuel types successfully.
The following sections focus on the effects of burner geometry on the solution in steady
isothermal and reacting conditions, as well as on the flame response to acoustic excitation.
6.3 Multi-Burner Analyses
Chapter 4 emphasised the importance of representing flame-flame interactions accurately in
order to obtain a sensible flame response to acoustic waves. Forced reacting studies on cyclic
boundary conditions in chapter 5 showed that the ED approach was able to highlight the
effects of notional flame-flame interactions on the heat release response using a single burner
geometry from the UCAM annular rig. In this case, cyclic boundary conditions imposed
uniformity across the burners. It was therefore assumed that the flow behaviour would be
identical in all burners around the annulus. The validity of this assumption is assessed in this
part of the thesis by performing a comparative study between simulations results from single
burner and multi-burner configurations.
This part of the analysis considered cyclic single burner, cyclic twin burner and full
burner configurations. The twin burner was used as an intermediate step to representing
interactions between neighbouring burners before performing more expensive full burner
studies. At each stage, the ED cases were compared to reference data.
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6.3.1 Isothermal Flow
Cyclic Single Burner Profile
Cyclic boundary conditions were implemented on the single burner geometry following the
procedure detailed in chapter 5 and an ED isothermal flow simulation was run using the
newly calibrated inlet velocity components. The results were compared qualitatively and
quantitatively against LES data from the Lee case [59] in figures 6.11 and 6.12 respectively.
Figure 6.11 shows tangential-normal planar views of the velocity magnitude field for the
Lee case (left) [59] and the ED case (right). The results from Lee et al. [59] were taken as
instantaneous, thus the flow is less uniform qualitatively than in the ED case. In both cases,
the higher velocity levels are located at area contractions of the geometry as indicated by the
red regions around the bluff body. Both cases also present asymmetry between the two jets
entering the chamber, which is attributed to the shape of the single burner cut as explained in
chapter 5. The jets can be seen to reach further downstream in the chamber in the ED case.
This is an effect of the presence of the physical swirler part in the Lee case [59].
Fig. 6.11 Tangential cuts of isothermal velocity magnitude for LES (left) [59] and URANS (right).
Further comparisons are required between the Lee case [59] and the ED results. Indeed,
the instantaneous nature of the LES results affect the downstream velocity profiles signif-
icantly and would thus not be able to validate ED profiles in the chamber fully. Averaged
LES data would be required instead.
Time-averaged quantitative LES data from Lee et al. [59] was available at axial locations
corresponding to the inlet of the ED case and the entrance of the combustion chamber. Figure
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6.12 shows plots of normalised velocity magnitude for the Lee case [59] in red and the ED
case in blue. The profiles at the ED inlet location are shown at the top, and the profiles at
the entrance of the combustion chamber are shown at the bottom. Results in figure 6.12
were normalised by bulk velocity to highlight the differences in shape of the velocity profiles
obtained in both studies.
The velocity increases and decreases sharply in the ED case at the inlet, whilst a more
gradual change in velocity can be observed in the LES profile. These discrepancies in profiles
at y = 0m were explained previously in chapter 5 and attributed to the difference in flow
behaviour across an inlet plane and across a mesh location contained within walls.
The LES profiles are noticeably less uniform than the ED profiles. Both axial locations
show similar characteristics in the LES case, with a step-like pattern in the velocity profiles
towards the centre of the domain. In contrast, velocity gradients changed smoothly in the
ED case. The step shape in the LES is less pronounced at the downstream axial position
represented. Both LES plots show that the step was asymmetric in shape and size between
the two jets, which is reflected qualitatively in the flow asymmetry past the swirler in figure
6.11. This asymmetry can be attributed to the fact that the data was obtained instantaneously.
Fig. 6.12 Normalised velocity magnitude profiles for Lee case (red) [59] and ED case (blue) at ED
case inlet (top) and entrance of the combustion chamber (bottom).
The location of the step shapes in the LES at the centre of the domain is indicative of
an effect produced by the swirler part. This can be seen in the plot on the left hand side of
figure 6.11, where zero-velocity regions are found around the bluff body and past the swirler.
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These regions are not symmetric in shape and size, thus explaining the differences in LES jet
profiles in figure 6.12.
At the entrance of the combustion chamber, the LES plot in figure 6.11 shows that the
velocity is somewhat more uniform, with no visible pattern representative of this behaviour
in the distribution of velocity magnitude around the bluff body. This is reflected in figure
6.12 with the smaller local variations in velocity at y = 0.005m in the Lee case [59].
Despite the discrepancies mentioned, the Lee et al. [59] and ED profiles are in agreement
overall. The location of velocity peaks is very similar between the two cases as the flow
evolves downstream, indicating that the swirl boundary condition was calibrated correctly.
The smoother LES profiles at the entrance of the combustion chamber indicate that the effects
of the swirler part on the flow have started to dissipate at this point. This allowed for a better
comparison between the ED and Lee et al. [59] profiles at this location.
Further analysis is required to determine the effect of the swirler on the flame structure
and its response to acoustic waves. However, the comparison with available data detailed
in this section showed that the ED modelling approach represented the trends in isothermal
flow for the cyclic single burner case when operating in experimental conditions.
Annular Uniformity
Experimental velocity magnitude profiles were taken across four burners around the annulus
to check for uniformity in the design. Figure 6.13 shows the results obtained from isothermal
experiments performed by Worth and Dawson. The data was not available publicly as the
study formed part of preliminary investigations carried out on the UCAM rig design. The
plots in figure 6.13 were adapted from data obtained by Worth and Dawson and provided for
use in this thesis [114].
The α angles represent the azimuthal location of the burners from which hot wire
measurements were taken radially. Each velocity measurement was taken twice per burner,
to represent the two incoming jets. Each pair is coloured in the same way, with the first set of
data represented by a solid line and the second by a dashed line. The velocity was normalised
against bulk flow velocity.
An average profile was evaluated and plotted for reference in figure 6.13. It could be
expected that the experimental velocity profiles would be very similar to each other. This is
due to the location of the experimental inlet upstream of the plenum chamber, which was
designed to distribute the air uniformly into the equally-spaced burners around the annulus.
However, figure 6.13 shows that both the radial location and shapes of the velocity profiles
are not consistent across all burners.
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Fig. 6.13 Experimental normalised velocity magnitude profiles adapted from plots obtained by Worth
and Dawson [114].
Several factors could impact the uniformity of the flow distribution. The first could stem
from error in the hot-wire measurement methods employed. Another could be due to error in
the experimental rig, such as inconsistent placement of swirlers around the annulus.
The non-uniform behaviour was reflected in reacting flow studies. It was noted in
the experimental snapshots shown in figures 4.3 and 4.6 [7] in chapter 4 that the OH*
chemiluminescence distribution was not the same between consecutive burners.
These results indicate that discrepancies in uniformity between the steady experimental
and CFD flow fields can be expected in multi-burner studies. The inlet conditions prescribed
in the simulations were indeed identical for all burners around the annulus without external
factors impacting the equal distribution of the flow in the chamber.
Multi-Burner Configuration Simulation Setup
Simulations were run on single, twin and full burner configurations for which the meshes were
shown in chapter 4. The initial conditions for the twin and full burner cases were identical to
the cyclic single burner simulations. In these geometries, each inlet was treated as a separate
part, therefore inlet values were prescribed independently for all burners. This allowed for
flexibility in defining inlet parameters such as swirl direction in future investigations. For this
thesis, the swirl was defined as CCW for all burners as was done by Bainbridge [16] and Lee
et al. [59]. The centre of rotation parameter was defined as the centre of each corresponding
burner inlet in the swirl inlet boundary condition.
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Cyclic boundary conditions were specified on the sides of the twin burner geometry in a
similar fashion to the single burner. The angle of rotation was changed from 20° to 40° to
account for the second physical burner represented. All burners were represented physically
in the full annular geometry thus no cyclic boundary conditions were required in this case.
Isothermal simulations were run then ignited using the procedure described in the ED
cases in chapter 5. An ethylene-air mixture was defined with an equivalence ratio of 0.8 to
match the experimental [7] and LES setup [59]. The resulting steady reacting flow solutions
were then forced by prescribing the forced oscillating velocity boundary condition detailed
in chapter 5 at each inlet of the geometry. No experimental or numerical data is available to
compare ED isothermal flow fields for twin and full burner configurations. LES data from
Lee et al. [59] and experimental data from Worth and Dawson [7] was used to compare
reacting flow results instead.
6.3.2 Unforced Reacting Flow
Single Burner Configuration
Steady reacting flow profiles for the ED cyclic single burner configuration are compared
to the corresponding Lee case [59] simulation in figure 6.14. The temperature range was
adjusted in the ED case to match the scale defined in the instantaneous snapshot produced by
Lee et al. [59]. Quantitative LES data was not available for steady flame simulations thus the
comparisons remain qualitative at this stage.
Fig. 6.14 Tangential-normal cuts of temperature (left) and velocity magnitude (right) for instantaneous
LES (left of each pair) [59] and ED (right of each pair).
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The instantaneous nature of the LES snapshots leads to a more chaotic aspect of the
flow in the chamber. The asymmetry due to the shape of the chamber is shown by both data
sets in the temperature profiles, with the jet on the right hand side extending further in the
chamber than the jet on the left hand side. The roll up of the flame at the walls caused by the
recirculation patterns is made evident in the temperature plots by the inward curvature of the
cold jet fronts towards the centre of the domain.
The velocity values are similar qualitatively between the Lee [59] and ED cases through-
out. The sizes and shapes of the inner recirculation regions indicated by zero-velocity zones
in the Lee [59] and ED cases are also similar. A wider recirculation section is found above of
the bluff body, which reduces in size when the flow is redirected inwards. The axial location
at which the velocity jets start to merge again downstream of the inner recirculation zones is
similar between the LES and ED cases.
The cyclic single burner flow fields obtained in the ED case were very similar to those
obtained in the LES by Lee et al. [59]. As in the previous section, a better comparison would
have been performed with time-averaged LES data instead.
Twin Burner Configuration
The twin burner geometry represented two consecutive burners around the annulus and was
run to assess the potential improvements on the solution from a cyclic single burner when
compared to the full burner. All ED twin and full burner configuration simulations were
performed on High-Performance Clusters (HPCs) to reduce the time taken per case study, as
mentioned in chapter 3.
The results are compared to data from Lee et al. [59] and to experimental profiles from
Worth and Dawson [7]. Figure 6.15 shows radial-normal planar cuts as illustrated in figure
6.3 coloured by temperature. The plot on the left shows instantaneous data from the Lee
case [59], the centre plot, time-averaged data from the LES [59], and the plot on the right,
results from the ED case. Both plots from the Lee et al. [59] and the ED cases show similar
temperature ranges throughout the domain, as expected from similarities identified in the
single burner study.
The interaction between the two burners is made evident in both plots by the merging of
the central jets, forming a larger reaction zone at this point. Similarly, the cyclic boundary
conditions result in interactions between the outer jets and notional neighbouring burners,
with extended zones of cold temperature at the edges of the domain. The jets in the ED case
seem to reach further downstream in the chamber than in the Lee case [59]. Potential effects
of this on acoustic forcing results are investigated in section 6.3.3.
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Fig. 6.15 Radial-normal planar cuts coloured by temperature for instantaneous LES (left) [59],
averaged LES (centre) [59] and ED (right) cases.
Figure 6.16 shows an integrated line of sight experimental plot [7] for two consecutive
burners from the full burner results presented in chapter 4, and presented originally by Lee et
al. [59] for comparison with LES data. The plot shows that the OH* distribution between
neighbouring burners is not entirely uniform, as was discussed in section 6.3.1. Nevertheless,
the overall pattern is repeated around the annulus, with consecutive flow recirculation regions
(blue) in between flame-merging regions (red) for each burner.
Fig. 6.16 Axial-normal plot of experimental OH* chemiluminescence results for two consecutive
burners [7].
Figure 6.17 shows axial-normal plots obtained in the time-averaged LES case [59] (left)
and the ED case (right). The streamline results were coloured by temperature. The LES plot
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was taken at the top of the jets to highlight the effects of flame-merging, as it was thought
that these would be more prominent at this axial location [59]. Consequently, all ED case
axial-normal plots coloured by temperature presented from here onwards were taken at this
plane. This corresponded to the axial location y = 0.04m in the ED cases. Whilst integrated
heat release measurements would be a more representative method for a direct comparison
with eperimental results, this was not made possible due to the limited availability of LES
data. However the major flow characteristics such as repeated patterns and general shapes of
the flame regions could be compared.
Results from the ED case are noticeably closer to the experimental data [7] qualitatively
due to the instantaneous nature of the LES [59] snapshots. Indeed, the shape and size of flame
merging regions indicated by red colouring in the experimental plot are in better agreement
with those represented by blue colouring in the ED case than in the LES case.
Nevertheless, the three plots show similar characteristics with consecutive patterns of
flow recirculation in between flame-merging regions for each burner. The recirculation zones
are indicated in the experimental plot by the blue circular regions, and in the CFD plots by
the red ‘looped’ patterns on either side of flame-interacting zones. The centre location of the
recirculation regions correspond to the centre of each burner, indicating that these are due to
the presence of swirl.
Fig. 6.17 Axial-normal streamline plots coloured by temperature for instantaneous LES [59] (left)
and ED (right) cases.
Figures 6.16 and 6.17 showed that the ED modelling approach produced comparable
flame characteristics to the Lee [59] case and experimental data [7] in the steady twin burner
case.
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Full Burner Configuration
Full burner steady reacting cases were run to provide a basis for comparison in acoustic
forcing cases in section 6.3.3. The results are compared to LES data from Lee et al. [59] in
figure 6.18 and to experimental data from Worth and Dawson [7] in figures 6.18 and 6.19.
Figure 6.18 shows views of the full burner computational domain cut in half tangentially
for the LES [59] (left) and ED (right) cases. The plots at the top are coloured by temperature
and the plots at the bottom are coloured by velocity magnitude. The substantial computational
expense of running the full burner LES simulations was a limiting factor in obtaining time-
averaged data from Lee et al. [59]. The corresponding mesh presented chapter 4 counted
120 million cells, which led to significant demands in cost and time both in running the case
and post-processing the data. As a consequence, it was also decided by Lee et al. [59] to run
LES acoustic forcing cases solely for the single and twin burner configurations.
The discussion on tangential-normal temperature and velocity profiles between instan-
taneous LES data [59] and results from the ED cases is similar to the cyclic single burner
cases in the first part of section 6.3.2. Additional features were, however, highlighted by both
modelling approaches in the full annular geometry. In particular, a notable characteristic is
the axisymmetry in the jets induced by symmetry in the burner geometry. The temperature
and velocity plots show that the jets extending towards the inner and outer chamber cylinders
are identical respectively in the ED case. Whilst the instantaneous LES plots [59] show
similar behaviour, time-averaged plots would be required to validate this result in the Lee
case.
An integrated line of sight measurement was obtained from experimental results produced
by Worth and Dawson [7], and is shown in figure 6.19. In this figure, the experimental plot
on the left shows OH* chemiluminescence as were shown in figure 4.3 on the left and 4.6 on
the right. Similar comments can be made as in the twin burner case. The repeated pattern
of flame-merging and recirculation regions is shown here around the full annular geometry.
Non-uniformity in consecutive burners is also found in this configuration, with varying
shapes and sizes of the flame-merging areas in red.
As previously, a direct comparison with the CFD data was not plausible, but major flow
features are expected to be represented by the ED results. A temperature plot was extracted
from the ED case at the tip of the jets in a similar manner to the twin-burner configuration
and is shown in figure 6.20.
The flow represented shares similarities with experimental data in the flame-merging
patterns around the annulus, with equally-spaced regions of recirculation and flame-flame
interaction as was found in the twin burner cases. The aspect of the flame-merging regions
is close to an S-shape in both cases, with the two ‘branches’ of the S stemming from the
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Fig. 6.18 Tangential-normal view of temperature (top) and velocity magnitude (bottom) distribution
for LES [59] (left) and ED (right) simulations.
Fig. 6.19 Axial-normal view of full burner OH* chemiluminescence experimental results [7].
core of the chamber and extending to the external walls radially. This characteristic can be
attributed to the presence of swirl in each burner. A notable difference between the ED and
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Fig. 6.20 Axial-normal view of full burner ED case temperature distribution.
experimental data is that of the repeatability of the flow patterns, as the ED case considers an
ideal environment where the flow distribution would be uniform around the annulus.
The ED full burner case showed very regular and repeated flow behaviour around the
annulus, which is expected from the geometry. Axisymmetry was well represented by the
results obtained. Aside from the expected discrepancies in uniformity, the flow behaviour
was similar qualitatively to the Lee [59] case and experimental data [7].
Comparative Study
A comparative study between the single, twin and full burner ED cases was conducted to
highlight the possible differences in steady reacting flow behaviour between a cyclic boundary
condition and physically-represented burners. If significant differences appeared, this study
could also give insight into the differences that could be expected between the configurations
when subject to acoustic forcing. The three configurations were first compared using radial-
normal cylindrical cuts coloured by temperature as shown in figure 6.21. The radial-normal
cut of the full burner was sliced in half to provide an inner view of the combustor. It was
shown in the previous subsection that the results were axisymmetric, thus performing this
cut would not affect the conclusions to be drawn from the plot.
In figure 6.21, the plot on the left shows results for a cyclic single burner configuration,
the plot in the middle, for a cyclic twin burner configuration and the plot on the right, for the
full burner configuration. The symmetrical nature of the data around the annulus is clearly
represented in the twin and full burner results, where the physical aspect of the cold reactant
jets penetrating the chamber is identical between the burners. The flow behaviour in the
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Fig. 6.21 Radial-normal cylindrical cuts coloured by temperature for the cyclic single burner (left),
cyclic twin burner (centre) and full burner (right) configurations using the ED modelling approach.
single burner geometry is also identical to single-burner sections of the twin and full annular
configurations.
Figure 6.22 shows the velocity magnitude profiles taken across burners in a tangential-
normal plane, at several locations along the combustion chamber.
Fig. 6.22 Velocity against position along the combustion chamber for the single (blue), twin (red) and
full (black) burner ED steady-flame simulations.
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The twin and full burner results were taken across each burner and averaged for this plot.
The velocity was normalised by the bulk flow velocity in each case. The figure shows that the
cyclic single burner geometry resulted in identical velocity profiles to the twin and full burner
geometries. The flame shape is shown to be identical in each burner, as could be anticipated
from the boundary conditions implemented. The three ED cases thus agree with each other.
The presence of neighbouring burners in the twin and full geometries could, however,
affect the results obtained when applying acoustic forcing boundary conditions at the inlet
plane. The investigations in the next sections focused on the flame response to acoustic
excitation in the cyclic single, cyclic twin and full burner configurations.
6.3.3 Forced Reacting Flow
Forcing Amplitude
The study by Armitage et al. [41] suggested that high frequency forcing would lead to
noticeable differences in the flame response to acoustic excitation with varying oscillation
amplitudes. The abilities of the ED modelling method to show these differences is investi-
gated in the first set of forced reacting flow simulations. The results were compared to those
obtained in the corresponding Lee case [59].
ED Case
The ED cyclic reacting single burner case was forced using a sinusoidal velocity inlet
boundary condition. The frequency was set to 160Hz, and amplitude to 0.65 and 0.25. The
resulting tangential-normal cuts coloured by temperature during one period of oscillation are
presented in figure 6.23. The frames were taken at the same instants as for the ED forcing
cases presented in chapter 5, and are numbered 1 to 6 from left to right for convenience. The
temperature range was changed to match the LES plots from Lee et al. [59].
The data sets at both amplitudes show similar flame behaviour, with the flame front
extending in the chamber from frames 1 to 4 then retreating from frames 4 to 6. This
corresponded to an increase followed by a decrease in inlet velocity. The vortex mechanisms
driving the behaviour of the flame during an oscillation period were discussed extensively in
chapter 5 and will thus not be repeated here.
Some of the characteristic behaviour of high amplitude forcing detailed in chapter 5 is
represented in the top row, which correspond to the forcing amplitude of 0.65. The mushroom
shapes arising from the rollup of the flame can be seen to form from frames 2 to 4 where the
low temperature areas at the top of the jets become progressively larger.
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Fig. 6.23 Tangential-normal planar cuts coloured by temperature for the forced ED cyclic single
burner case during one period of oscillation. Results for A = 0.65 are shown at the top, and results for
A = 0.25 are shown at the bottom.
Flame detachment regions can be noticed in frame 5 as the flame front reached its peak
axial location in the chamber. These are seen to propagate towards the outlet, as indicated by
the yellow-coloured regions downstream in frame 6.
The transition from frame 6 to frame 1 shows that the cycle is repeated, with the down-
stream propagation of the flame detachment zones and the secondary roll up at the flame
fronts that will then extend into new mushroom shapes. The repeatability of the cycle is also
shown in the the lower forcing amplitude data set in the bottom row. The flame front can
also be seen to extend from frame 1 to 4, then retract from frames 4 to 6.
Major qualitative differences between the two forcing amplitude cases emerge in the
shape and size of the flame front and flame detachment regions. The difference in height of
the jets is less pronounced from frame 1 to frame 4 in the lower amplitude data set, which
can be anticipated due to the smaller difference in inlet velocity between the two frames in
this case. As a result, the mushroom shapes shown in the high amplitude case are also less
noticeable in the lower amplitude data.
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The flame detachment regions also differ in shape and size. In frame 5, the detachment
zones are clearly visible in both cases in the low temperature regions separated from the
anchored flame propagating towards the outlet. In the A = 0.65 case, the zones stemming
from both jets can be seen to interact downstream as can be observed in the merging of
the lighter red regions past the flame front. In the A = 0.25 case, however, the lighter red
regions downstream of both jets are thinner and disconnected, leading to less distortion of
the downstream flow field.
This behaviour mirrors qualitative findings by Armitage et al. [41], who found that the
flame shape was far less distorted at lower forcing amplitudes than at high amplitudes, as
could be expected. At very low forcing amplitudes, Armitage et al. [41] found that flame
detachment was not visible during the oscillating period.
High amplitude forcing thus generated more significant flame distortion throughout the
oscillating period, which was a qualitative result found in the Armitage case [41]. This was
analysed further quantitatively in figures 6.24 and 6.25. Figure 6.24 shows time series plots
of inlet signal (blue) and heat release response (red) for A = 0.25 (top) and A = 0.65 (bottom).
The data was gathered over 3 cycles, as was done previously for the oscillating cases in
chapter 5.
Fig. 6.24 ED case time-series of heat release response (red) and inlet velocity signal (blue) for A =
0.25 (top) and A = 0.65 (bottom).
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The repeatability of the cycle is made evident by the regular patterns of heat release
obtained in both amplitude forcing cases, in response to the sinusoidal inlet velocity function.
A loss of sinusoidal shape can be observed in both heat release series, which was described
in chapter 5 as indicative of non-linearity. The gradients at the peaks of heat release are
noticeably steeper for the high amplitude case, mirroring the higher distortion of the flame in
the qualitative plots in figure 6.23.
Phase differences are clearly visible in the time series plot, represented by the time delays
between the velocity and heat release oscillations in both cases. The time delay is higher
in the A = 0.65 case from blue to red peaks. However, the difference in amplitude between
the blue and red peaks is lower for the same case. This implies that an FDF calculation for
the high amplitude forcing case would result in higher phase and lower gain than for the
low amplitude forcing case. An FDF plot is shown in figure 6.29 as part of the multi-burner
acoustic forcing comparative studies.
Figure 6.25 shows frequency domain representations of inlet velocity (top) and heat
release response (bottom) for the high amplitude (red) and low amplitude (blue) forcing
cases. In both data sets, the inlet velocity signal shows a single peak at the forcing frequency
of 160Hz. The amplitude values at 160Hz for each of the series correspond to the respective
forcing amplitude applied. The data was gathered over the 3 cycles represented in figure
6.24.
Harmonic peaks are present at multiples of the forcing frequency in the heat release
response for both forcing amplitudes. This indicates non-linearity in the system, as was found
by Armitage et al. [41] and described in detail in chapter 5. The harmonic peaks are also
visibly higher for the higher forcing amplitude case, thus indicating further non-linearity than
in the lower forcing amplitude case. This was explained in chapter 5 as being a result of the
higher distortion of the flame. The difference in amplitude variation between the heat release
and velocity signals illustrated in figure 6.24 is also shown here. The heat release amplitude
is indeed closer to that of the inlet signal in the A = 0.65 case at the forcing frequency. This
confirms the trend observed in decreasing gain with increasing forcing amplitude.
This characteristic quantitative flame behaviour in the ED case was also found in high
frequency forcing cases by Armitage et al. [41], where a plot of the flame transfer function
parameters shows an increase in phase and decrease in gain with increasing forcing ampli-
tude.
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Fig. 6.25 ED case frequency domain representation of inlet velocity signal (top) and heat release
response (bottom) for A = 0.65 (red) and A = 0.25 (blue).
The next subsection presents LES results obtained by Lee et al. [59] for comparison with
the ED case.
Lee Case
LES forcing cases were run by Lee et al. [59] on a cyclic single burner configuration.
The forcing parameters were identical to those applied to the ED cases. Plots were obtained
by Lee et al. [59] instantaneously to show the variations in flame shape when forced. Six
frames coloured by temperature were plotted in figure 6.26 for each forcing amplitude during
a cycle of oscillation. The top row shows results for the Lee case [59] forced at an amplitude
of 0.65, and the bottom row shows results for a forcing amplitude of 0.25. The frames are
numbered 1 to 6 from left to right again for convenience.
The Lee case [59] data shows very similar qualitative characteristics to the ED case
with varying forcing amplitude. Both series of plots show that the flame extends in the
axial direction towards the outlet of the chamber with increasing velocity and retracts when
the velocity decreases. The vortex mechanisms behind the extension (frames 1 to 4) and
retraction (frames 4 to 6) of the flame during the oscillation period were detailed in chapter 5.
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Fig. 6.26 Tangential-normal planar cuts coloured by temperature for the forced LES cyclic single
burner [59] case during one period of oscillation. Results for A = 0.65 are shown at the top, and results
for A = 0.25 are shown at the bottom.
Flame detachment regions are visible in frames 5 and 6 in the yellow-coloured regions.
The detached flame zones propagate further downstream in the chamber in frames 1 and 2
until disappearing from frames 3 to 5.
Both series of results demonstrate the repeatability of the cycle in a similar fashion to
the ED case. The secondary roll up at the flame fronts can be seen to form from frame 6 to
frame 1. These will then extend into new mushroom shapes in the next cycle.
The qualitative differences produced by varying the forcing amplitude described in the
ED case are also found here. The distortion of the flame front in the extension phase is more
significant in the high amplitude case on the top row. Whilst the formation of mushroom
shapes at the front of the cold reactant jets is not evident in the A = 0.25 plots, the shapes are
clearly defined in frames 2 to 4 in the A = 0.65 case.
Frames 4 to 6 show that the flame detachment regions are more prominent in the high
amplitude forcing case. This can be seen in the downstream propagating yellow-coloured
regions, which are reduced in size considerably for the low amplitude forcing case. This
result was again found in the ED data shown in figure 6.23.
6.3 Multi-Burner Analyses 149
In all, the characteristic differences observed in the ED case are validated by the behaviour
observed in data from Lee et al. [59]. It can be noted that the instantaneous nature of the LES
data hinders the visibility of these important features due to the highly chaotic appearance
of the flow. In addition, whilst the results in the ED cases are directly comparable at
each timestep, averaged data would be required over a number of cycles to obtain a good
comparison between the varying forcing amplitude LES cases. This would involve significant
additional computational costs compared to the ED modelling approach.
Quantitative investigations were performed by Lee et al. [59] in a similar manner to
the ED case. Figure 6.27 shows a time series plot for normalised inlet velocity and heat
release during 15 oscillating cycles on the left. The plot on the right shows the corresponding
frequency domain representations. In both plots, the dotted line represents the data for the
0.25 amplitude case and the solid line, the data for the 0.65 case. The heat release response
is shown in the red lines and inlet velocity signal in the blue lines.
Similar observations to those made in figures 6.24 and 6.25 can be made here. Phase
differences can be noticed in the time-series plot between inlet velocity signal and heat
release response, which indicates non-linearity. The phase difference is higher between blue
and red peaks in the high amplitude case, and the amplitude difference is lower for the same
case. Similar comments to the ED case can thus be made regarding the gain and phase of the
FDF resulting from these Lee et al. [59] simulations, in that it can be expected that a higher
phase and lower gain would be obtained with increasing forcing amplitude.
Fig. 6.27 LES time-series (left) and frequency domain representations (right) of heat release response
(red) and inlet velocity signal (blue) for A = 0.65 (solid lines) and A = 0.25 (dotted lines) [59].
The frequency domain plot on the right shows a peak of amplitude at the forcing frequency
of 160Hz for all data. The harmonic peaks are difficult to distinguish due to the nature of
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the plot. However, Lee et al. [59] described higher harmonic peaks for the higher forcing
amplitude, which was found in the ED cases as well.
Whilst a single amplitude amplitude peak found in the velocity signals in the ED cases,
variations are also noticeable in both inlet velocity signals in data from Lee et al. [59]. Dis-
crepancies can be further noticed in the non-uniformity of the amplitude between consecutive
peaks in the LES time-series plots. This behaviour highlights the need for averaged data
in the Lee case [59] to obtain a better appreciation of the flame response during a cycle of
oscillation.
In conclusion, the ED modelling approach was capable of illustrating the main trends and
characteristics pertaining to high frequency forcing with varying amplitude. The results were
compared to reference cases by Lee et al. [59] qualitatively and quantitatively. The reference
case by Armitage et al. [41] provided additional comparisons for both the LES [59] and ED
cases. It can also be noted at this point that the absence of the physical swirler part in the ED
cases did not affect the accuracy of the trends observed in the forced reacting data, which
further validates the use of the swirl boundary condition in the single burner geometry.
The tests in this part of the analysis were performed on a cyclic single burner configuration.
The next subsection assesses the accuracy of the cyclic boundary condition with regard to
the representation of trends in the forced UCAM annular rig.
Multi-Burner Acoustic Forcing
The acoustic forcing boundary condition was applied to the cyclic twin and full burner
configurations using the ED modelling approach. The forcing frequency was kept at the value
of 160Hz to match the cyclic single burner case described in the previous section and the
LES data from Lee et al. [59]. The higher amplitude of 0.65 was chosen as it was anticipated
that higher levels of flame distortion would highlight the possible differences between the
three burner geometries further. The results were first compared qualitatively in figure 6.28.
Quantitative trends were then compared to acoustic multi-burner studies from the Lee case
[59] and to trends observed in the Armitage case [41] in figure 6.29.
It was anticipated that the major discrepancies between the data sets would stem from the
differences in the flame-flame interactive behaviour. Figure 6.28 shows axial-normal planar
cuts coloured by temperature, taken at the tip of the jets in each configuration. This was done
similarly to the steady reacting cases in section 6.2 to highlight the effects of flame-merging,
which are of interest in this part of the analysis.
The plots on the left represent the results from the cyclic single burner, plots in the middle,
from the cyclic twin burner, and plots on the right, from the full burner. The snapshots were
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taken at four instants of time during a cycle of oscillation and are numbered frames 1 to 4
from top to bottom for convenience.
The times considered were at the start of a period of oscillation, as velocity rises, de-
creases, then at the end of the period. The flame behaviour during the cycle as shown in the
previous sections would be characterised by an extension and retraction of the flame front.
As such, the temperature scales at the single axial location chosen for the planar cuts had to
be adjusted at each instant to account for the longitudinal movements of the cold reactant
jets.
The three data sets show similar characteristics as the flame front propagates axially. The
extension of the cold reactant jets from frame 1 to frame 2 is shown by the increased area of
low temperature zones coloured in blue. Conversely, the retraction of the jets from frames 2
to 3 is shown by the larger high temperature regions coloured in red. Frame 4 is identical to
frame 1 in the three cases, demonstrating the repeatability of the cycle.
Results from the three configurations show flame-merging regions around the annulus.
As in the steady full burner ED reacting case shown in figure 6.20, these are illustrated by the
blue regions in all frames. The shape and size of these flame-flame interaction zones at this
axial location both depend on the time instant, as expected from the longitudinal movement
of the flame front.
Frame 1 shows small discrepancies between the three cases in the flame behaviour at
the inner and outer cylinder, as well as between individual burners. The interaction between
the jets and the walls produce more prominent flame distortion in the full burner case as
demonstrated by the yellow-coloured regions at the inner cylinder. This is represented at
the outer cylinder by yellow-coloured ‘strands’ extending from one blue jet-merging region
to the next. These two flow features can be attributed to the merging of the swirl-induced
central recirculation zones in the full burner, which is not as obviously shown by the cyclic
boundary condition simulations in figure 6.28. The twin burner configuration did, however,
show this effect in more detail than the single burner geometry as shown by the low velocity
region at the inner cylinder near the central blue region.
This trend is also found in frames 2 and 3. The low temperature zones in frame 2 at the
inner and outer cylinders are qualitatively different between the three configurations. The
cyclic boundary condition somewhat overpredicts flame merging at this instant. Discrepancies
can be noticed in the size and shape of the jets between flame-merging regions. Large, cold
temperature areas are present in the single and twin burner geometries as indicated by the
blue colouring at the inner and outer walls of the domain. In contrast, thinner ‘strands’ link
the major flame-merging regions in the full burner geometry, as was found in frame 1.
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Fig. 6.28 ED case axial-normal plots coloured by temperature during one cycle of oscillation for the
cyclic single burner (left), cyclic twin burner (middle) and full burner (right) cases. Frames 1 to 4
numbered from top to bottom.
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The flame in frame 3 shows small lower-temperature structures illustrated by lighter-
coloured areas scattered around the annulus in the full burner geometry. In contrast, the
cyclic single and twin burner geometries produced a smoother transition between burners,
with consistent high-temperature zones between flame-merging regions.
Despite the discrepancies mentioned above, the overall aspect of the flame is very similar
qualitatively between the three configurations during the cycle of oscillation. The twin burner
configuration generated a slight increase in flame distortion compared to the single burner.
The full burner geometry globally produced more flame distortion than the cyclic boundary
condition cases. This was analysed quantitatively using flame describing functions as shown
in figure 6.29.
Flame describing functions were evaluated using the procedure described in chapter 2.
Figure 6.29 shows results from the Lee cases [59] on the left, and the ED cases on the right.
The gain (top plots) and phase (bottom plots) characterising the quantitative relation between
inlet velocity signal and heat release response were obtained for each unsteady simulation.
Fig. 6.29 Gain (top) and phase (bottom) of flame describing functions for all configurations forced in
the Lee case [59] (left) and ED case (right).
The LES was run by Lee et al. [59] for a frequency of 160Hz and varying amplitude.
The single and twin burner geometries were forced at amplitudes of 0.25, 0.4 and 0.65. The
full burner geometry was not run in unsteady conditions in the Lee case [59] due to the high
computational cost. The plot on the left shows the gain (top) and phase (bottom) of the FDFs.
The trends observed in the time-series plots shown in figure 6.24 are confirmed here, with
a decrease in gain and increase in phase with increasing forcing amplitude. This trend was
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also confirmed previously with reference data from the Armitage case [41]. The gain of the
FDF was slightly under-predicted by the single burner configuration compared to the twin
burner geometry in all cases. This was attributed to increases in flame distortion induced by
the physical presence of a consecutive burner in the mesh, compared to a cyclic boundary
condition. This behaviour indicates that the cyclic boundary conditions in OpenFOAM may
not be completely accurate. Investigating sources of error in cyclic boundary condition
formulation in the OpenFOAM environment was considered beyond the scope of the project.
The plot on the right in figure 6.29 shows the results obtained for the ED simulations. The
trends in gain and phase are in agreement with reference data. The single burner configuration
led to an increase in phase and a decrease in gain with rising forcing amplitude, as expected
from the Lee et al. [59] and Armitage et al. [41] studies. The discrepancies in gain and phase
between the ED and LES [59] cases can be attributed to the difference in data acquisition
method between the two methodologies. For instance, the instantaneous nature of the LES
data gathered by Lee et al. [59] produced irregularities in the inlet velocity signal as shown
in figure 6.27, which were not present in results from the ED case shown in figure 6.24.
The three configurations tested with the ED modelling approach produced very similar
phase results at A = 0.65. The cyclic boundary condition cases led to identical values, but
seemed to underestimate the phase very slightly when compared to the full annular geometry.
This confirms the observations made qualitatively in figure 6.28, in which it was found that
the flame in the full burner configuration was more distorted during the oscillating cycle.
This observation is mirrored in the gain plot at the top. The discrepancies found in gain
values in the Lee [59] case between single and twin burner configurations are visible in the
ED case on the right and can be attributed to the small increase in flame distortion in the
twin burner during the oscillating cycle. The full burner configuration produced a higher
gain value than the cyclic boundary condition geometries, which can again be attributed to a
further increase in flame distortion in this case.
The ED results in this section were compared against the Lee [59] and Armitage [41]
reference cases. The differences between the LES [59] and ED FDF data can be attributed to
the instantaneous nature of the LES results. A more in-depth comparison with time-averaged
LES or experimental data is required to assess the accuracy of the gain and phase values
obtained.
However, it can be said that the ED data during a period of oscillation was very similar
between the geometries tested both qualitatively and quantitatively. Despite the small
differences, the three ED cases produced FDF parameters that were very similar. The cyclic
single burner simulation was also able to represent the trends expected with varying forcing
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amplitude at high forcing frequency. It can be noted here again that the absence of the
physical swirler in the ED cases did not affect the trends observed.
The combination of ED modelling methodology and cyclic single burner geometry was
therefore sufficient to illustrate the trends in flow behaviour obtained in the higher-order
reference cases described.
6.4 Summary
This chapter first explored the capabilities of the ED modelling method to represent the
effects of operating conditions on steady flame behaviour. The inlet velocity was re-calibrated
from the value imposed in chapter 5 to obtain direct comparisons with new reference data.
This part of the analysis proved that the ED approach was able to represent the impact of
inlet temperature and velocity, inlet equivalence ratio and fuel on steady flame behaviour in a
single burner geometry.
The steady multi-burner study in the second part was used to compare results obtained in
the ED cases for cyclic single, cyclic twin and full burner configurations. The uniformity
of the flow distribution was also discussed. Whilst the ED cases produced consistent and
repeating flow distribution between burners, the experimental [7] and Lee cases [59] showed
variations in flame shape around the annulus. It was established that non-uniformity in the
reference data can be attributed to experimental and numerical error. The error was expected
to affect the results obtained in acoustic forcing investigations due to the resulting differences
in flame shape between the ED and Lee et al. [59] studies.
The forced-inlet studies in the final part of the chapter showed that the combination of
cyclic single burner geometry and ED modelling method was capable of providing insight
into the trends in longitudinal oscillatory flame behaviour in the UCAM annular rig. The
results were comparable to those obtained in the full annular geometry. Additional work is
required to assess the ability of the configuration to capture the acoustic modes expected
from the full burner. It was shown in this chapter that if required, the ED modelling approach
offers the capability to model the full UCAM annular burner efficiently and in agreement
with reference data.

Chapter 7
Conclusions
This chapter summarises the main observations and findings from the work in this thesis.
Recommendations for further study on the CFD modelling of oscillatory behaviour in the
UCAM rig are also detailed.
7.1 Thesis Summary
The project set out to produce a method capable of providing essential information concerning
flame behaviour in the UCAM annular combustor rig under forced oscillating conditions.
Due to the industrial nature of the work, the major requirements imposed on the method
were to maximise computational efficiency in cost and time all the while maintaining good
accuracy.
The first of the main objectives described in chapter 1 consisted in investigating low-cost
CFD approaches that would bridge the gap between lower-order modelling and higher-order
CFD and experiments. The second consisted in creating a modular geometry and an efficient
meshing approach. The third focused on comparing the methodology against data available
from previous CFD and experimental studies.
7.1.1 Numerical Models
Chapters 2 and 3 provided background on oscillatory behaviour, analysis methods and
numerical modelling. Reference studies by Bainbridge [16], Zettervall et al. [46], Armitage
et al. [41] and Lee et al. [59] used to compare data in chapters 5 and 6 were also presented.
This literature review was used to identify the options available to address the first objective.
The sole previous CFD study concerned with forced oscillations in the UCAM annular
rig was performed by Lee et al. [59] via LES. Lower-cost CFD methods such as eddy-
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diffusivity modelling had not been investigated in this context as yet. The thesis assessed the
implementation of these models with a view to represent forced-oscillating flame behaviour.
Previous studies on swirling flows detailed in chapter 3 and a brief turbulence modelling
analysis in chapter 5 both concluded that the k−ω SST turbulence model was a good option
for the investigations in this project.
In addition to this, the PaSR combustion model and one-step chemistry were implemented.
The PISO numerical scheme was employed along with a blended Crank-Nicholson scheme for
time marching. A second-order central differencing scheme was used for spatial discretisation
in smooth regions, and was flux-limited to a first-order scheme in high-gradient areas to
ensure boundedness. The reactingFoam solver available within OpenFOAM was used for
both isothermal and reacting simulations.
7.1.2 Geometry and Mesh
The second objective was the focus of chapter 4, where the effects of the individual parts of an
annular combustor on the flame response were analysed. The study was divided between the
main components of the UCAM annular rig, which included the annular enclosure cylinders,
the plenum chamber, swirlers and consecutive burners around the annulus. The investigation
was used to create parts of a modular CAD geometry.
The final CAD models extracted for analysis included single, twin and full burner
configurations. The annular enclosure cylinder heights were adjusted to match, which
produced geometries that were comparable with those used in the Bainbridge [16] and Lee et
al. [59] cases directly. All configurations were also cut downstream of the plenum chamber to
reduce the computational domain, as it was assumed that the effects of swirl and flame-flame
interactions would dominate the flame response to acoustic waves.
The swirlers were complex and expensive features to mesh. CAD models cut downstream
of the swirlers were therefore also extracted. A swirl inlet velocity boundary condition was
created for the simulations run on these configurations and was calibrated against reference
data in chapters 5 and 6. The swirl boundary condition allowed for any swirl number and
direction to be applied, which thus provided more flexibility in inlet conditions compared to
cases using the physical swirler part.
The meshing methods implemented included unstructured Delaunay tetra/hexacore for
geometries with swirlers, and unstructured blocking for geometries in which a swirl boundary
condition was applied. The blocking method reduced the number of cells required in the
mesh significantly.
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7.1.3 Modelling Method Validation
The simulations answering the final objective of the thesis were presented in chapters 5 and
6. Testing of the numerical tool was performed in chapter 5 against data from Bainbridge
[16] and Armitage et al. [41]. The results in chapter 5 were obtained for a single burner
configuration to reduce the computational demands at this stage in the project. The first
part of this analysis focused on formulating and calibrating the swirl inlet velocity boundary
condition, choosing a turbulence model, and performing a mesh refinement study. Ignition
methods were then investigated, the combustion model was chosen, and a forced-oscillation
inlet boundary condition was created in combination with the swirl inlet boundary condition.
Finally, cyclic boundary conditions were applied to the single burner geometry.
The efficient modelling methodology developed in this project was finalised from the
results obtained in chapter 5 and was referred to as the ‘ED’ modelling approach. It consisted
in a combination of the following: k−ω SST turbulence model, PaSR combustion model,
enthalpy spot ignition method, swirl inlet boundary condition for unforced cases and forced-
oscillating swirl inlet boundary condition for forced reacting cases. The coarse single burner
mesh of 230,000 cells was sufficient to represent the main features of flow behaviour. The
cyclic boundary conditions improved the agreement between results from the single burner
configuration and results from the full-burner Bainbridge case [16] noticeably.
The ED methodology highlighted the non-linearity between the heat release response of
the flame and the inlet signal. The cyclic boundary conditions showed additional non-linear
effects induced by the notional flame-flame interactions prescribed.
The adaptability of the ED methodology to various operating conditions was investigated
in chapter 6. The results were compared against reference data from Lee et al. [59],
Zettervall et al. [46], Armitage et al. [41] and Bainbridge [16]. The first part of the analysis
was performed on an enclosed single burner configuration, and showed that the ED method
was adaptable to varying inlet temperatures and velocities, varying inlet equivalence ratios,
and changing fuels. Additional work on thermochemistry modelling is required to implement
a wider variety of fuels.
Multi-burner analyses were then performed to determine the accuracy of the cyclic bound-
ary condition. Small discrepancies were found between cyclic boundary condition cases
and full burner studies, which were attributed to inaccuracies in the formulation of cyclic
boundaries in the OpenFOAM source code. It was, however, concluded that the trends in
forced oscillatory behaviour were comparable between all test cases. The trends obtained
were also comparable to those obtained via LES by Lee et al. [59].
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In conclusion, the ED modelling methodology was found to fit the efficiency requirements
set for the numerical tool that was to be developed. The objectives defined at the start of the
thesis were addressed successfully throughout the project. The results obtained demonstrated
the ability of the method to illustrate trends in forced oscillatory behaviour in the UCAM rig
observed in the reference data efficiently. The next section describes possible extensions to
this work.
7.2 Future Work
Possible extensions to the project can be divided into several categories: work on the UCAM
rig geometry, and investigations on operating conditions.
The modular CAD geometry allows for any part of the combustor to be re-implemented
or modified further in the future. A first possible investigation could be concerned with
validating the assumption made in this project regarding the plenum chamber. The capabilities
of the ED modelling approach to capture the coupling between acoustic waves in the annular
plenum chamber and in the annular combustion chamber could be assessed.
The combustion chamber cylinder heights were adjusted to be equal to each other for
the work in this thesis, as was done by Bainbridge [16] and Lee et al. [59]. Bainbridge
[16] modified inlet conditions from the original experimental setup to encourage self-excited
oscillations in this configuration. Eddy-diffusivity models were not able to capture self-
sustained oscillations in this geometry in the Bainbridge [16] study. However, the results in
chapters 5 and 6 showed that forced oscillatory behaviour was well represented by the ED
modelling approach. A second potential future investigations could then be concerned with
the effects of cylinder heights and downstream boundary conditions on the ability of the ED
methodology to represent self-excited oscillations.
Future studies on operating conditions could include additional validation of the fuel
study presented in chapter 6, for which the available reference data was limited. The flame
separation distance could also be modified by increasing the distance between burners
to assess the capability of the ED method to mirror the corresponding experimental data
obtained by Worth and Dawson [7] presented in chapter 4. In a similar fashion, the effects of
swirl direction and swirl number could be investigated using the swirl inlet velocity boundary
condition.
A more comprehensive FDF study could also be carried out using the ED method. The
twin and full burner configurations were forced at a single high amplitude value as presented
in chapter 6. Further validation of the modelling methodology could be achieved by forcing
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these geometries at the lower amplitudes to observe the trends obtained compared to the single
burner configuration. In addition, the effects of forcing frequency could be investigated to
assess the accuracy of the ED method in capturing the corresponding trends in FDF observed
by Armitage et al. [41]. This can be achieved by forcing the single, twin, and full burner
geometries at a range of frequencies using the oscillating swirl inlet boundary condition.
Finally, the UCAM annular rig was forced longitudinally in the present work. The effects
of transverse forcing can, however, also be of interest due to the presence of azimuthal modes
in annular combustor geometries. Acoustic studies could be performed to analyse the modes
captured by the ED modelling approach in comparison with reference data. The effects of
cyclic boundary conditions could also be observed in this context, with a comparative study
between acoustic modes captured in the full UCAM annular rig and those captured in smaller
sectors extracted from the full geometry.
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