Abstract-The newly released Distributed System Interface 3 (DSI3) Bus Standard specification defines 3 modulation levels form which 16 valid symbols are coded. This complex structure is best decoded with symbol pattern recognition. In order to simplify the pattern recognition correlation calculation, the received differential current is quantized back to 3 levels. This paper describes how the thresholds are estimated and adapted for the most optimum quantization. The complete system was simulated in Matlab script. It will be shown that after 24 symbols, the estimated threshold is 6% away from the optimum thresholds when the initial currents are 35% off the expected nominal thresholds. This proves fast convergence to the optimal threshold and a small residual error in a system that includes the major distortions and inaccuracies. 
I. INTRODUCTION
DSI3 Bus Standard specification [1] is promoted by the DSI consortium. DSI3 goals are to improve performance, reduce cost and promote open standard. Higher performance is achieved among others, by increased communication speed from the slave sensor to the master. The higher communication speed is achieved by compressed bit encoding.
Each incoming sample current is quantized to 3 levels, based on an adapting threshold. The quantized levels are then input to a correlation machine. Thanks to the quantization, the correlation machine can be kept very simple. The correlation mechanism is described in another paper. This paper describes a method to adapt the threshold to the optimum threshold.
The performance of the proposed method is checked with a Matlab simulation. The simulation includes the complete system: sensor, harness and decoder. Depending on the load models the threshold estimation manages to reach an error below 6\% from the optimum threshold in 24 symbols when starting with an error of 35\%.
The organization of the paper is as follow: section II describes the DSI3 bit decoding. Section III describes existing threshold adaptation mechanisms. Section IV defines the proposed adaptation mechanism. Section V  Manuscript received July 16, 2013; revised November 14, 2013
shows the performance achieved with the proposed method. Section VI summarizes the paper. 
II. BACKGROUND
The sensor slave encodes response frames to the master with current modulation. The master supplies the slaves with a quiescent current. The slave modulates this current in a way that the master has to supply a higher current during data modulation. The DSI3 standard defines three current modulation levels:  0: this current level is identical to the quiescent current supplied by the master  1: this current level is I RESP above the quiescent current  2: this current level is 2I RESP above the quiescent current The smallest chunk of information is called chip, which represents one current level. The minimum duration during which the slave keeps the modulated current at the same level during data transmission is t chip .
Three chips are combined to form a symbol. The slave encodes 4 bits of data in a symbol. An example of such a coding is given in Fig. 1 and the complete coding table is given in Table I. III. PRIOR ART The PSI5 standard [2] uses Manchester encoded current modulation for sensor data transfer to the main unit. The Manchester encoding has two levels and two chips per symbol. The two possible symbols are symmetric. The advantage of these properties is that whatever data is transferred, the threshold between the two levels is always simply the average current during the frame. The adaptive quantizer, proposed by Jayant [3] , adapts its step size by a factor depending on the knowledge of which quantizer slot was occupied by the previous signal sample. Unfortunately the choice of this multiplication factor depends on the input signal type. Jayant considered Gauss-Markov inputs with different correlation factors from one sample to the next and derived the optimum multiplication factors for these types of inputs. The DSI3 case is unfortunately not a Gauss-Markov signal, and therefore, it would require an extensive set of simulations to find the optimum multiplication factors.
In references [4] and [5] , it is assumed the input data to be Gaussian. The DSI3 statistics would show a trimodal distribution, because the current has a much higher probability to be close to one of the three allowed current levels. The methods for adaptive quantization proposed cannot be used for DSI3 current modulation decoding.
In reference [6] , Ortega proposes an adaptive quantizer that estimates the input probability function distribution (pdf). Based on this function, it tunes the quantizer parameters optimally and computes the next time the pdf has to be re-estimated. The pdf estimation consists in assuming that the probability that a sample is greater than the highest quantization level or smaller than the lowest one is zero. Unfortunately this assumption is impossible for a two-level only quantizer, which is our case.
Reference [7] , a Wireless sensor dedicated adaptive quantization is proposed. It requires running the Variational algorithm and calculating the Fisher Information matrix for every sample. These complex operations are not suitable for DSI3 where the chip duration can be as low as 2.75µs.
Reference [8] , adaptive quantization for signals of Gaussian mixture model (GMM) is proposed. This would fit best to the DSI3 because the trimodal distribution is a GMM with three Gaussian components. The authors focus on the simple GMM which consists of two components, but also describe the extension to a general GMM. The first step consists in finding the mean and variance of each Gaussian component, using the expectation-maximization (EM) algorithm. Unfortunately, the EM algorithm, described in reference [9] , is much too complex to implement in hardware on signals sampled an order of magnitude faster than 1/t chip rate. 
IV. THRESHOLD ADAPTATION ALGORITHM
The receiver has to remove the quiescent current and to quantize the current levels. The quiescent current is removed by an estimation of the DC current when no data modulation takes place. The quantization is achieved by comparing to thresholds. One threshold is for differentiating between level 0 (corresponding to the quiescent current) and level 1 (corresponding to I RESP above the quiescent current). The other threshold is for differentiating between level 1 and level 2 (corresponding to 2I RESP above the quiescent current). The values of those thresholds have to be estimated and continuously adapted. The quantized samples are used by the correlation machine which recognizes expected patterns. Thanks to the quantization, the correlation machine only needs to memorize 2 bits per sample instead of the complete current, and the correlation is a simple comparison rather than the theoretical multiplication. The block diagram is shown in Fig. 2 . The correlation mechanism is detailed in a separate paper.
The algorithm outputs a set of threshold estimations for each symbol detected by the correlation mechanism. The beginning of the first symbol in the frame is the first time the differential current level 1 threshold is crossed. The beginning of the subsequent symbols is detected by the correlation mechanism.
The average measured current for the duration of the symbol, µ m , is given in (1),
where n s is the number of current samples in the detected symbol and I m [i] is the measured differential current of sample i. n s may vary from symbol to symbol due to channel phase distortion or clock mismatch between sensor and master.
As can be seen from Table I , the average current varies per symbol. Therefore, the recognized symbol, received
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from the correlation mechanism must be used to calculate the expected current. The expected average current, µ e , is given in (2),
where n c1 and n c2 are the number of chips at level 1 and 2, respectively, for the recognized symbol. For example, for data 1 (second line in Table I 
The error can also be split to error on level 1, ε 1 , and error on level 2, ε 2 , as shown in (4).
Assuming that there is no saturation effect on the currents for the range considered, we have:
By removing ε 1 and ε 2 from equations (2), (3), (4), (5) and (6), we obtain the error on differential current level 2, as a function of the measured average current and the previous current level 2, as shown in (7) A similar approach is used to extract ε 1 :
With the errors on both current levels, the new current levels can be updated. A conservative approach is used, to avoid that any wrongly recognized symbol by the correlation mechanism would sharply impact the current level estimations. For this purpose, a first order Infinite Impulse Response (IIR) is used to filter the updated current, as shown in (9) and (10), where α is a positive real much smaller than 1. The smaller α, the more conservatively the currents are updated, with a negative impact on the convergence to the optimal currents.
The thresholds after sample s was received, T 01 [s] and T 12 [s] , between current levels 0 and 1 and current levels 1 and 2, respectively, are the middle values between the current levels, as shown in (11) and (12) 
V. PERFORMANCE ESTIMATION
The nominal value of I RESP is defined in [1] to be 12mA, therefore, the nominal value of T 12 is 18mA. In reference [1] , the sensors are allowed to deviate by 12.5% from the nominal value. The combined line attenuation and the receiver gain error also create a deviation from the nominal value of another 20%. The total error from sensor current modulation to the input to the quantizer can reach overall +35% to -30%. We then have that the expected threshold between levels 0 and 1, E 01 
The first simulations were run in a simplified system: there is no signal distortion between the sensor and the master, no quiescent current and the correlation mechanism always recognizes the correct symbol. In Fig.  3 , the current level I RESP was set to the extreme values and the nominal value, with α=2 -3 . For the extreme Fig. 4 , we use I RESP 35% below the nominal value, and modify α. A bigger α reduces the settling time to the zero error. The threshold adaptation algorithm is used in conjunction with the rest of the system depicted in Fig. 2 . The following simulations were run with the complete system including the sensor, transmitting modulated current, harness, voltage regulation and bit decoding modeled in SimuLink. Four load models were defined, at the expected worst system response. The load models include the sensor serial capacitor, C s , serial resistor, R s , the harness capacitor, C e , and its parasitic serial inductance, L e . The values used for each load model are summarized in Table II . All test cases have 12 frames of 32 bits each and t chip =2.5µs. Figure 5 . Δ12 for considered load models.
All load models defined above were simulated with 35% positive error and α=2 -3 . The results are shown in Fig. 5 . The variation around the converging threshold current has two causes of error:  The capacitive load. As can be seen from Table I , not all symbols have the same amount of level transitions from high to low as from low to high level. This effect causes either an over estimation of µ m (for example for data 4, if the last chip of the previous symbol has level 2) or an under estimation of µ m (for example for data 6, if the last chip of the previous symbol has level 0).  The Correlation mechanism. The pattern recognition is based on checking correlation score between the incoming symbol and all possible expected patterns. Once a high score for one of the expected patterns was reached, the symbol is recognized. Depending on how the load distorted the current, the correlation mechanism will take a varying amount of samples to recognize the pattern. Therefore, the symbol boundaries may include samples from the previous symbol, causing a wrong estimation of µ m .
More simulations were run with varying α on load model 4, with 35% positive error. The results are shown on Fig. 6 . As was shown with the ideal case, the convergence speed increases with α. The advantage of keeping a lower α is to have less sensitivity to the load model. The variation due to incorrect current estimation on a single symbol is reduced with a small α. 
VI. CONCLUSION
This paper proposed a way to estimate and adapt the thresholds used by a quantizer for DSI3 sensor to master symbol detection. We listed existing quantization level adaptation methods. We analytically detailed our method for quantization levels based on the feedback of the correlation mechanism. The performance was analyzed both in a simplified environment and a realistic complete system. The results show a steady state error which is below 6% from an initial 35% error and a convergence to this error range within 24 symbols when the system includes all current distortions and the correlation mechanism inaccuracies.
