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We present a systematic scheme for optimization of quantum simulations. Specifically, we show
how polychromatic driving can be used to significantly improve the driving of Raman transitions in
the Lambda system, which opens new possibilities for controlled driven-induced effective dynamics.
In the past few years, one of the most active and
promising research fields has been the design of quantum
simulators, i.e. engineered controllable quantum systems
utilized to mimic the dynamics of other systems. With
this, new insight is expected to be gained in a variety
of phenomena like high-temperature fractional quantum
Hall states [1], (non-)abelian gauge fields [2, 3] and even
relativistic effects [4, 5].
Driven systems provide a powerful tool to simulate
desired effective dynamics. An important example are
laser-assisted Raman transitions between different elec-
tronic states and/or localized states of trapped atoms,
which is a central pillar in a large number of quantum
simulations. Because the direct coupling between low-
lying energy states via dipole transitions is often forbid-
den by selection rules, an intermediate auxiliary state
with higher energy is usually used to mediate the cou-
pling. This so-called Lambda system is then specifically
configured to imprint phases required to realize various
spin-orbit couplings [6, 7] or to simulate the effect of
gauge fields [8, 9]. Other prominent examples of driving-
induced effective dynamics include shaken lattices [10–
12], lattices with modulated interactions [13] or driven
graphene [14].
Even though driven systems provide a powerful ap-
proach to perform quantum simulations, they often rely
on approximations that currently situate them still far
from the ideal quantum simulator. For instance, in Ra-
man transitions via a three-level Lambda system, the
driving pulse produces an undesired population of the
excited state. These deviations between the desired and
simulated dynamics accumulate during the evolution and
become considerable after a sufficiently long time. From
the experimental side, however, spectacular progress has
been made in the manipulation and control of quantum
systems [15, 16], so that accurate theoretical tools to
choose the proper driving are necessary. The field of
optimal control theory [17, 18] aims at such precise ma-
nipulation but, so far, it has primarily targeted proper-
ties at single instances in time [19–21] whereas we are
rather concerned with the behavior of a system during a
continuous time window.
In this Letter, we provide a general systematic ap-
proach to improve quantum simulations by using pulse
shaping techniques of optimal control theory. We dis-
cuss in detail the optimal control of the Lambda system
and rigorously show how an appropriately chosen poly-
chromatic driving can significantly improve Raman tran-
sitions. As a result, we do not only provide a proof of
principle for the optimal control of effective Hamiltonians
but also optimize a building-block used in a large variety
of quantum simulations.
Consider the target dynamics Utg = e
−iHtgt, gen-
erated by the target Hamiltonian Htg that we wish
to simulate using a time-periodic driving Hamiltonian
H(t) = H(t + T ). Its time–evolution operator U(t) =
T exp[−i ∫ t
0
H(t′)dt′] then admits the Floquet decompo-
sition [22]
U(t) = U˜(t)Ueff(t). (1)
Here U˜(t) is a T -periodic unitary satisfying U˜(0) = 1,
Ueff(t) = e
−iHefft and Heff is a time-independent effective
Hamiltonian defined via U(T ) = e−iHeffT . U˜ describes
fluctuations around the envelope evolution Ueff. These
fluctuations become negligible if typical matrix elements
Ωeff of Heff are sufficiently small compared to the driv-
ing frequency ω = 2pi/T . In this case the low-energy or
long-time dynamics of the periodically driven system is
well described by Heff, which in turn should be chosen to
match the target Hamiltonian Htg to be simulated. Sup-
pose now that the driving H(t) contains a set {fn} of
control parameters. Our aim is to tune these parameters
such that the dynamics U resembles the target dynamics
Utg as well as possible. Different choices of {fn} can re-
sult in similar effective dynamics, but produce different
fluctuations. In order to ensure the optimal simulation of
a given target Hamiltonian Htg with least fluctuations,
our scheme therefore consists in:
(i) Identifying the dependence of the effective Hamilto-
nian Heff on the control parameters {fn}. Typically this
can only be achieved in an approximate manner, where
Heff =
∑r
k=0H
(k)
eff + O(Ωeff
r+1) is known up to order r
of the small parameter  = Ωeff/ω  1.
(ii) Constraining {fn} so that Htg = Heff to the same
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(iii) Minimizing the target functional
F = 1
T
∫ T
0
‖U(t)− Utg(t)‖2dt, (2)
where ||·||2 = Tr (·†·) is the Hilbert–Schmidt norm, under
the constrained control parameters allowed by (ii). F
shall also be approximated to the order r consistent with
(i-ii).
In order to calculate Heff, U(t), and F , we use the
Magnus expansion [23, 24] and write U(t) = e−iM(t) as
the exponential of a time-dependent operator M(t) =∑∞
k=1Mk(t). The first two terms of this series are
M1(t) =
∫ t
0
H(t1)dt1 and
M2(t) = − i
2
∫ t
0
dt1
∫ t1
0
dt2[H(t1), H(t2)]. (3)
The kth-order Magnus operator Mk(t) contains k-fold
time integrals of k − 1 nested commutators. When
H(t) is T -periodic, Mk(T ) is exactly of order 
k. Thus,
H
(k)
eff = Mk+1(T )/T , since the factor 1/T reduces the
order of expansion by one. In this manner, Heff, U(t),
and consequently F are determined up to order r, and
our scheme (i-iii) yields parameters {fn} that ensure the
optimal simulation of Htg.
In the following, we exemplify the method described
above with a case study of the degenerate Lambda system
where |1〉 and |2〉 denote the two ground states and |3〉
the excited state. The target Hamiltonian
Htg = −Ωtg (|1〉〈2|+ |2〉〈1|) (4)
generates Raman transitions within the ground-state
manifold at a rate Ωtg (the overall sign is chosen for
later convenience). Our aim is to simulate this dynam-
ics by driving the transitions |1〉 ↔ |3〉 and |2〉 ↔ |3〉
with a suitably modulated Rabi frequency. In the inter-
action picture, where the dynamics induced by the static
Hamiltonian is absorbed in the state vectors, the driving
Hamiltonian takes the form
H(t) = f(t)
(
1 + e−in0∆t
)
(|1〉〈3|+ |2〉〈3|) + H.c.. (5)
Importantly, we assume that the driving pulse
f(t) =
N∑
n=1
fne
−inωt (6)
is written as a general Fourier series in terms of ω, the
fundamental frequency of driving. Since we do not want
the optimization to rely on strong intensity and fast fre-
quencies, the maximal frequency in the above pulse is
the detuning ∆ = 3−ωd = Nω between the driving car-
rier and excitation frequency. In other words, no Fourier
components with frequency larger than ∆ need to be gen-
erated. H(t) defined in Eq. (5) should be periodic with
period T = 2pi/ω, which is the case if ∆ is a fraction
of twice the driving carrier frequency, such that n0 is a
integer. In the rotating wave approximation, one would
neglect the counter-rotating contribution e−in0∆t in (5);
we consider the general case and keep this term.
Let us first discuss the simplest example of a
monochromatic (MC) driving f(t) = f1e
−i∆t at con-
stant Rabi frequency by taking N = 1 in eq. (6). Since
the Magnus operator M2l(t) of even order contains even
products of H(t), the corresponding effective Hamilto-
nian H
(2l−1)
eff has the desired structure of Htg with matrix
elements that couple the ground states [25]. Choosing
|f1|2 = Ωtg∆1 + n0
2 + n0
, (7)
the constraint H
(1)
eff = Htg can be fulfilled to first or-
der since H
(0)
eff = 0. The second-order term H
(2)
eff , on
the other hand, will generate undesired transitions to
the upper level via cubic powers of H(t). With f1 al-
ready fixed, one cannot impose H
(2)
eff = 0, so that one
always ends up with an unwanted population in the ex-
cited state—except in the ideal limit of very strong, far-
detuned driving |f1|,∆ → ∞ at fixed Ωtg. Thus, with
only one frequency, one can neither accurately realize
the desired unitary ground-state dynamics nor simulta-
neously minimize the fluctuations.
Let us then take advantage of the general pulse (6) and
implement the first constraint H
(1)
eff = Htg with
Ωtg =
1
ω
N∑
n=1
|fn|2
n˜(1)
, (8)
where n˜(p)−1 ≡ n−p+(n+Nn0)−p. [In the rotating wave
approximation n0 → ∞ this simplifies to n˜(p) = np.]
Pushing the Magnus expansion to third order, we can
now require H
(2)
eff = 0 through the second constraint
0 =
N∑
n=1
fn
n˜(1)
. (9)
The target functional to be minimized reads
F (2) = 4
ω2
N∑
n=1
|fn|2
n˜(2)
. (10)
We can solve the optimization problem now analytically
by introducing two Lagrange multipliers λ1 ∈ R, λ2 ∈ C
for the two constraints (8) and (9), respectively. The
optimal pulse parameters are found to be
fn = ωλ2
(
n˜(1)
n˜(2)
− λ1
)−1
. (11)
The Lagrange multipliers are determined by inserting
this solution into the constraints (8) and (9). Divid-
ing eq. (11) by λ2 shows that fn/λ2 is real, and thus
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FIG. 1. (color online). (a) and (b) Transition probability
P2(t) = |〈2|U(t)|1〉|2 for the target dynamics (yellow), MC
dynamics (blue) and third-order optimal dynamics with N =
10 frequency components (red). (c) Population of the excited
state P3 = |〈3|U(t)|1〉|2 as a function of time. Plot parameters
are Ωtg = 0.05ω and n0 = 4.
all fn as well as λ2 can be taken real. Using Eqs. (8)
and (9), the target functional (10) can be rewritten as
F (2) = 4λ1Ωtg/ω, such that the global minimum of
the fluctuations is found with the minimal root λ1 of
Eq. (9) with (11) inserted. One should be able to sup-
press fluctuations more efficiently using more frequen-
cies, and indeed, as N → ∞ the minimal λ1 tends to
N˜(1)/N˜(2) ∼ 1/N , such that F (2) → 0.
With relatively little effort, one can take the calcu-
lation one step further. Using the first 4 terms of the
Magnus expansion, the constraint (8) can be extended to
third order H
(1)
eff +H
(3)
eff = Htg with the constraint
Ωtg = ω (A1 + 2B3 − 4A1A2) (12)
defined in terms of Ap =
∑ |fn/ω|2/n˜(p) and Bp =∑ |fn/ω|4/n˜(p). Eq. (10) does not change to this order
since F (3) = 0. The optimal Fourier components {fn}
can still be chosen real and solve the coupled system of
equations (n = 1, ..., N)
fn
ω
[
1 + 4A1λ1
n˜(2)
− λ1 1− 4A2
n˜(1)
]
− 4λ1f
3
n
n˜(3)ω3
=
λ2
n˜(1)
.(13)
The full minimization in third order of expansion,
given by the system of equations (13), (9) and (12), can
be straightforwardly solved using the exact second-order
solution (11) as an initial condition for a numerical rou-
tine. Fig. 1 shows the dynamics over one driving pe-
riod and illustrates the striking advantages of polychro-
matic (PC) driving with N = 10 frequencies over the
MC dynamics. First of all, because of the approximative
identification Heff ≈ Htg, the effective dynamics always
shows a systematic drift with respect to the target dy-
namics. In panels (a) and (b) of Fig. 1, the evolution
over a single driving period is compared for short and
long times, respectively. While the MC evolution with
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FIG. 2. Magnitude of fluctuations, quantified by eq. (10),
around the target unitary dynamics simulated by a third-
order optimal pulse, as function of the number of modulation
Fourier components; plot parameters are Ωtg = 0.05ω and
n0 = 4. Inset: Fourier components for N = 10.
Rabi frequency (7) deviates significantly from the target
evolution after several driving periods, the optimal PC
dynamics follows the target rather faithfully. As the am-
plitude of the MC pulse has been chosen in first order,
one might wonder if a better performance can be real-
ized with an effective Hamiltonian that includes higher
orders. Such a construction, however, would require a
higher driving amplitude and, since the undesired terms
in H
(2)
eff cannot be set to zero, it results in larger overall
deviations with respect to the target dynamics. Thus an
improvement of the MC case is not possible through a
more accurate treatment. The lower panel (c) of Fig. 1
shows the second main advantage, namely significantly
smaller fluctuations of the optimal dynamics around the
target dynamics and, in particular, a considerably lower
population of the intermediate (excited) state.
In order to show how much the fluctuations can be
suppressed, Fig. 2 plots the resulting third-order target
fidelity F ≈∑3k=0 F (k) = F (2) of eq. (10), as a function
of the number N of frequency components. Clearly, al-
ready a moderate number of frequency components per-
mits to reduce the fluctuations dramatically. The Fourier
components of the optimal pulse for N = 10 are shown
in the inset. The component f10 of the highest frequency
∆ = 10ω is close to the MC solution (7); lower frequency
components are phase-shifted by pi and their magnitude
decays rapidly with decreasing frequency. These results
show that modulating the driving with only few frequen-
cies suffices to simulate the desired target unitary with
significantly higher precision than in the MC case.
The long-time deviations observed in Fig. 1(b) can be
quantitatively measured by the target functional Fn, as
defined in Eq. (2), but integrated over the nth driving
period. In Fig. 3, these fidelities are shown for the MC
pulse and the second- and third-order PC pulses with
N = 10 as function of n. Let us first compare the MC
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FIG. 3. (color online). Deviations from the target dynamics
Fn in the nth driving period for the MC pulse (blue circles),
the second-order optimized pulse (brown squares) and the
third-order optimized pulse (red rhombi) with N = 10. The
perturbed third order solution [see Eq. (14)] with frequency
randomness δ = δmax/4, averaged over 100 realizations (green
triangles), shows good resilience against experimental uncer-
tainty. Ωtg = 0.05ω and n0 = 4.
with the second-order PC pulse. In the first few periods,
the optimized solution indeed yields a better result. How-
ever, the deviations with respect to the target dynamics
grow faster in the second order optimized case than in the
MC case. As a consequence, in the long-time regime the
MC driving performs better than the optimized solution
calculated in second order: since the PC pulse contains
slower frequencies than the MC one, the expansion at
second order leads to a worse approximation of the ef-
fective Hamiltonian and the deviations between Ueff and
Utg accumulate in time and overcome the difference in
fluctuations after a sufficiently long times. Indeed, we
observe that the larger N is, the later the crossover oc-
curs, since the fluctuations are smaller and deviations
from the target Hamiltonian need more time to accu-
mulate to the value of the MC dynamics. Nevertheless,
the optimized PC pulse can always be systematically im-
proved by pushing the calculations to higher order in the
expansion parameter. As seen in Figs. 1 as well as 3, the
third order optimal pulse significantly outperforms the
MC dynamics in the entire time domain.
Finally, in order to estimate the robustness of opti-
mal pulses in realistic experimental setups, we investi-
gate how small perturbations to the Fourier components
affect the performance of the optimal pulses. Consider
perturbations of the form
fn → f˜n = fn + δf (14)
where δf is a random number uniformly distributed in
the interval [−δ, δ], which accounts for the experimental
uncertainty in the tuned Fourier components. Compari-
son between the second- and third-order optimal pulses
shows that their largest optimal Fourier components dif-
fer typically by 0.01ω (for Ωtg = 0.05ω), which defines
a scale δmax for the maximum allowed uncertainty. Per-
turbations with δ = δmax/4, however, still lead to a good
performance, see Figure 3. Thus, the optimal pulses ap-
pear robust under such perturbations, which indicates a
good experimental viability.
The control of periodically driven systems by means
of pulse shaping presented here opens new perspectives
for the optimal simulation of quantum systems. No in-
crease in intensity as compared to mono-chromatic driv-
ing is required and the realization of optimal effective
Hamiltonians is robust under perturbations. The opti-
mal pulses have a rather narrow spectral range, what
eases the identification of driving parameters ensuring
that no high lying states are excited. This is of particu-
lar importance for large many-body systems, like trapped
atomic gases, where un-careful driving easily results in
uncontrolled heating. Since this can be avoided with the
present approach, it may, for example, be used to en-
hance or suppress long-range or density-dependent tun-
neling processes [26] in shaken optical lattices.
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