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ABSTRACT 
Many algorithms for polynomial least-squares approximation of a real-valued func- 
tion on a real interval determine polynomials that are orthogonal with respect to a 
suitable inner product defined on this interval. Analogously, it is convenient to compute 
Szeg6 polynomials, i.e., polynomials that are orthogonal with respect to an inner 
product on the unit circle, when approximating a complex-valued function on the unit 
circle in the least-squares sense. It may also be appropriate to determine Szego 
polynomials in algorithms for least-squares approximation of real-valued periodic func- 
tions by trigonometric polynomials. This paper is concerned with Szego polynomials 
that are defined by a discrete inner product on the unit circle. We present a scheme for 
downdating the Szego polynomials and given least-squares approximant when a node is 
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deleted from the inner product. Our scheme uses the QR algorithm for unitary upper 
Hessenberg matrices. We describe a data-fitting application that illustrates how our 
scheme can be combined with the fast-Fourier-transform algorithm when the given 
nodes are not equidistant. Application to sliding windows is discussed also. 
1. INTRODUCTION 
Let { zk)pz i be a set of distinct nodes on the unit circle, and let { u$}~= i 
be a set of positive weights. Introduce, for complex-valued functions g and h 
defined at the nodes, the discrete inner product on the unit circle 
(g, h),:= kgl (ZL)h(Zk)Wh (1.1) 
where the bar denotes complex conjugation. Polynomials that are orthogonal 
with respect to an inner product on the unit circle are known as Szegci 
poZynomiaZ.s. Let { @J~}~?>’ denote the family of orthonormal Szeg& polynomials 
with respect to the inner product (1. l), where 4j is of degree j and has a 
positive leading coefficient. The polynomials &_i satisfy the Szeg6 recurrence 
relations 
&I( 2) = &o( 2) = l/u09 
uj+14j+1( ‘) = z4j( z, + Yj+lGj( z)’ 
uj+14j+l( ‘) = zYj+l+j( ‘) + Jj( ‘)’ 
where the recurrence coefficients -yj+i E @ and aj+l > 0 are determined by 
uj+l = (l - I Tj+l I 2)1’2, 
O<j<m- 1, (1.2) 
(1.3) 
OfjCm, 
sj+l = tJjuj+p 
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See, for example, Grenander and Szego [7, Chapter 21. It can be shown by 
induction that the auxiliary polynomials Jj in (1.2) satisfy 
Jj( z) = zgj(l/z), O<j<m, 
where Jj( z) denotes the polynomial obtained by conjugating the coefficients 
of 4j(z) in the power basis. Since the measure on the unit circle that defines 
(1.1) has precisely m points of increase, we have 1 -yj 1 < 1 for 1 < j < m and 
1 y,,, 1 = 1. The coefficients -yj are known as Schur parameters, and we refer to 
the 5 as the associated complementary parameters. Although the complemen- 
tary parameters are mathematically redundant, we retain them during compu- 
tations in order to avoid numerical instability. Note from (1.3) that u$ is the 
total weight of the measure that defines (1. l), and that 6~’ ’ is the leading 
coefficient of +j for 0 < j < m. 
For later reference we also define the polynomial 
Then 
(1.5) 
In particular, (4,, +j) = 0 for 0 < j < m. 
EXAMPLE 1.1. Let zk := exp[2 ?ri(k - 1)/m] and wt := 1 for 1 Q k 6 m, 
where i := m. Then a, = ml/‘, 
’ “I, = 1. Thus, I$~(z) = m- / 2zj 
uj= 1 and -y,=O for 1 <j<m, and 
for 0 < j < m, and 4,(z) = m-1/2( zm - 1). 
Introduce the discrete norm 
Ilgll,:= (g9 g)l,/“, 
and let lI_, denote the set of all polynomials of degree at most n - 1. Let f 
be a given complex-valued function defined at the nodes zk, and consider the 
problem of computing the polynomial p,_, EII,_~, for some n < m, that 
satisfies 
If- P,--1llm = ,py PlI7n. 
” (1.6) 
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The solution p,_ i of the minimization problem (1.6) can be expressed 
conveniently in terms of the Szego polynomials #Jo as follows. Introduce the 
vector 
f= [wl~(Zl)rWZf(Zp)7...,W,f(Z,)1T~ (1.7) 
and the m x n matrix Q = [okj], 
where wk := G. Note that the matrix Q has orthonormal columns, i.e., 
Q*Q = I, where Q* := Q7, Let the vector a = [oi, os, . . . , CY,,]~ be defined 
by 
a:= Q*f. (1.9) 
Then the polynomial p,_, can be written as 
p”-1 = 2 "j4j-1, 
j=l 
(1.10) 
where the Fourier coefficients oj are independent of n. 
It is the purpose of this paper to present an algorithm for downdating the 
recurrence coefficients rj and uj, as well as the Fourier coefficients crj, when 
an abscissa-weight pair is removed from the inner product (1.1). Our algo- 
rithm is based on the observation that the columns of the matrix Q are 
eigenvectors of a unitary Hessenberg matrix defined by the recurrence rela- 
tions (1.2)-(1.3). Th is makes it possible to downdate the coefficients rj, uj, 
and aj by applying the QR algorithm for unitary Hessenberg matrices, 
presented in [5], with the node to be removed as shift. Details are described in 
Section 2. 
We remark that the problem of updating the coefficients -yj, 9, and oj 
when an abscissa-weight pair (z,+i, wA+r} is added to the inner product 
(1.1) is discussed in [lo]. The updating problem can be solved by using an 
inverse QR algorithm for unitary Hessenberg matrices; see [lo, 11. 
Assume that we wish to determine the polynomial P,__~ given by 
(1.9)-(1.10) with fl < m when the set of m nodes in the inner product (1.1) is 
a subset of the set of N equidistant nodes {exp(27ry/N))y=<‘, with K := N - 
m > 0 small. The weights wf are all assumed to be unity. Then it may be 
attractive to compute p,_ 1 by first computing the polynomial interpolant 
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p,_, EII~_~ on the set of N equidistant nodes by using the fast-Fourier- 
transform (FFI’) algorithm, and determining p,_, from p,_, by applying our 
downdating scheme. The Fourier coefficients of the polynomial approximant 
p,_, are then equal to the first n Fourier coefficients of pm_ r. This approach 
can similarly be applied to trigonometric polynomials. Details are described in 
Section 3. Computed examples are presented in Section 4. 
Updating and downdating of polynomial approximants p,_, when all the 
nodes zk are real has received considerable attention in the literature; see 
Scott and Scott [ll] and references there. A collection of algorithms for 
updating and downdating based on orthogonal polynomials is presented by 
Elhay et al. [3]. Algorithms for updating are also considered in [6, 81. 
Analogous algorithms for the case when the inner product is allowed to be 
indefinite are considered in [S]. 
2. DOWNDATING OF SZEGO POLYNOMIALS 
In this section we first establish the connection between Szego polynomials 
and unitary upper Hessenberg matrices. This connection makes it possible to 
downdate the coefficients rj, 5, and cxj when a node-weight pair is deleted 
from the inner product (1.1) by applying a QR algorithm for unitary upper 
Hessenberg matrices. Conversely, when a node-weight pair is added to the 
inner product, tbe coefficients rj. uj, and cxj can be updated by applying an 
inverse QR algorithm for unitary upper Hessenberg matrices. The algorithmic 
details are discussed in the end of the section. 
The connection between the Szego polynomials determined by (1.1) and a 
unitary Hessenberg matrix can be seen as follows. Using the basis of Szego 
polynomials, we can write 
where qi+isi = ui for 1 ,< j < m, and r],+i,,, = 1. Let r]ki := 0 for 3 Q j + 
2 Q k g-m, and -define the upper Hessenberg matrix H= [qkj]ykzl. AlSO 
define the unitary matrix u = [pkj]Tk.l by 
P-2) 
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Substitution of z = zk, 1 < k < m, into (2.1) yields the equation 
H*U*= U*A, (2.3) 
or, equivalently 
H = U*AV, (2.4) 
where A := diag[ zl, z2, . . . , .z,J. Thus, H is a unitary upper Hessenberg 
matrix with positive subdiagonal elements that is uniquely determined by 
the inner product (1.1). Also note that the first n columns of U make 
up the matrix Q defined by (1.8). Algorithms for the solution of the 
least-squares problem (1.6) can therefore be viewed in terms of the spectral 
decomposition (2.4). 
It is fairly straightforward to show, by using the recurrence relations 
(1.2)-(1.3), that H can be written as a product of m elementary unitary 
transformations that are defined by the recursion coefficients -rj and uj for the 
4j. We have 
H= G,(rl)G,(rz) -** Gm-,(Y,-,)%(xn), (2.5) 
where the Gj(-yj), 1 < j < m, are m x m Givens matrices 
/ 
‘j-1 
Gj( yj) := 
-Yj uj 
5 Tj 
Irn-j-1 
and Gk(y,,J is the diagonal matrix 
G&(-y,) := diag[l, 1,. . . ,l, - rm]. 
We refer to the representation (2.5) as the Schur parametric form of H. 
The development of efficient algorithms for eigenproblems for uni- 
tary Hessenberg matrices is facilitated by the fact that every unitary upper 
Hessenberg matrix with nonnegative subdiagonal elements has a unique Schur 
parametrization. For example, when the implicitly shifted QR algorithm is 
applied to find the spectral decomposition of a unitary Hessenberg matrix, a 
sequence of intermediate unitary Hessenberg matrices is generated that con- 
verges to a diagonal matrix. In [5], the QR algorithm for unitary Hessenberg 
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matrices is formulated in terms of the Schur parameters of the intermedi- 
ate matrices. This results in an implementation that requires only O(m) 
arithmetic operations per iteration on a matrix of order m. 
Assume for the moment that the matrix H and scaling factor aa are given, 
but that the abscissas zk and weights wi of the inner product (1.1) are not 
explicitly known. Then it follows from (2.4) and (2.2) that the nodes zk are the 
eigenvalues of H, while the normalized square root of the weight wk /ua is 
equal to the first component of the normalized eigenvector corresponding with 
zk. (We assume that each eigenvector is scaled to have unit Euclidean length 
and a nonnegative first component.) The unitary Hessenberg QR algorithm 
can be used to compute the matrix A and vector Ue,, without computing the 
rest of U, with not more than O(m) arithmetic operations per iteration. 
Throughout this paper ej denotes the jth axis vector in em. The QR algorithm 
determines one abscissa-weight pair at a time, and for each pair computed 
the order of the unitary upper Hessenberg matrix is reduced by one, so 
that the reduced Hessenberg matrix corresponds with the abscissa-weight 
pairs that have not yet been determined. 
We remark that in the case that the nodes of the discrete inner product 
are real, then the analogue of the matrix H is a real symmetric tridiago- 
nal matrix T with positive subdiagonal elements. This matrix T contains 
recurrence coefficients for orthonormal polynomials that satisfy a three- 
term recurrence relation. Golub and Welsch [4] proposed the use of the 
QR algorithm for symmetric tridiagonal matrices for the computation of 
the abscissa-weight pairs associated with T. This algorithm also deter- 
mines one abscissa-weight pair at a time, and reduces the order of T when 
such a pair has been found. 
Conversely, the construction of H from the inner product (1.1) can be 
regarded as an inverse eigenvalue problem. In particular, given the matrix 
A = diag[zr, za, . . . , z,,,] and the vector q, := u;‘[wr, wa, . . . , w,]‘, we can 
perform a sequence of elementary unitary similarity transformations whose 
composition results in an m x m unitary matrix U such that the matrix on the 
right-hand side of 
[: ,4][; :I[: :] =[,*., u?] c24 
is of upper Hessenberg form with positive subdiagonal elements. (The + 
represents an arbitrary scalar that remains unchanged.) In other words, 
U*qa = uoel, and U*AU is a unitary upper Hessenberg matrix H. Conse- 
quently, H is the matrix corresponding with the inner product (1.1). 
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The transformation of A to H can be performed using O(m’) arithmetic 
operations with the inverse unitary QR (IUQR) algorithm described in [l]. The 
IUQR algorithm is an updating procedure, because it incorporates node-weight 
pairs one at a time. After the jth stage of the algorithm has been executed, the 
j x j unitary Hessenberg matrix corresponding with the inner product deter- 
mined by the first j nodes and weights has been obtained. 
In [lo], the approximation problem (1.6) is solved using the IUQR algorithm 
to construct the Schur parameters of the unitary Hessenberg matrix H. The 
elementary unitary matrices are accumulated against the vector f during the 
algorithm to obtain the vector of Fourier coefficients a = U*f without explic- 
itly forming U. In this way we obtain the interpolating polynomial p,_i that 
is the solution of (1.6) with n = m in 0(m2) arithmetic operations. Of 
course, the partial sums of the Fourier expansion of the interpolating poly- 
nomial yields the solution (1.10) of (1.6) for each n < m. Moreover, if one is 
interested in computing only p,_, for n < m, then the algorithm can be 
curtailed so that only O(mn) arithmetic operations are required for the 
computation of the parameters { ~j}~z i, { q}T=c, and { crj}y~/. See [lo] for 
details. 
We now turn to the algorithmic details of our downdating scheme. Assume 
that we have solved the least-squares problem (1.6) with n = m by the method 
described in [lo], so that sets of Schur parameters {-yj}JF=l and of complemen- 
tary parameters { uj}y_c corresponding with the inner product (l.l), as well as 
sets of Fourier coefficients { oj}]?! 1 of the interpolating polynomial p,_ 1 are 
explicitly known. In the downdating problem, we seek to solve the corre- 
sponding least-squares problem with one term deleted from (1.1). In particu- 
lar, let 2 be the node that is to be deleted from the inner product (1.1). In 
order to simplify some formulas that follow, we assume without loss of 
generality that 2 = z,. 
Introduce the inner product 
m-1 
(g, qr-, := c g( z/J q z+; 
k=l 
and discrete norm 
II gll,-1 := (g, g)21. 
We seek the polynomial &,_2( z) E II,_, such that 
Ilf- iL211m-1 = ,*_y Pllm-1. 
m 
(2.7) 
(2.8) 
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Denote the family of orthonormal &ego polynomials with positive lead- 
ing coefficient associated with (2.7) by { Gj}JTi2. Also let {$}j”=;’ and 
{Sj}K<’ denote th e sets of recurrence coeffkients for the r#~~, and let 
A := diag[ zr, . . . , z,_J and &, := 3i ‘[wr, . . . , w,_ JT, where &a := (u,” - 
&2)1/s is the total weight of the measure that defines (2.7). Then from the ,. 
above discussion, there is a unique unitary Hessenberg matrix H and a unique 
unitary matrix 5 such that 
and 
where ej denotes the jth axis vector in em-l. Moreover, the recurrence 
coefficients <j and Sjare the Schur parameters and complementary parame- 
ters, respectively, of H. The optimal polynomial is then given by 
where the vector of Fourier coeffkients i = [hl, G2, . . . , cS,_JT is given by 
C:= ir*f and f:= [wJ(zr), . . . ,~,,,_J(z,,,_~)]~. 
Our scheme for downdating is based on the observation that a and c can 
be computed from H and U by applying one step of the QR algorithm with 
“ultimate” shift z^ = z,, together with some permutation similarity transfor- 
mations, to determine a unitary matrix W such that 
where & = w,,,. Then 
6 
[ I =UW 1 
and . 
[ 1 wm&*) = W*a- (2.11) 
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Thus, the downdated Fourier coefficients ai, are obtained by accumulating 
each elementary unitary transformation against a. An efficient implementation 
is obtained by using the QR algorithm for unitary Hessenberg matrices 
described in [S]. 
We now assume that L := z1 for some 1, 1 f I < m, and let 6 := wI. One 
step of the QR algorithm with shift i applied to the matrix H determines a 
unitary upper Hessenberg matrix ? such that 
HI:= f?*H+= ; ” , r 2 
because z^ is an eigenvalue of H. It is easy to see, however, that the QR 
algorithm applied to H will not yield the required 8, because the vector u,,e, 
will not be transformed as required by (2.10). On the other hand, an RQ 
algorithm for H, in which the transforming matrix c would be a product of 
Givens matrices in the reverse order of (2.12) below, would yield the desired 
similarity transformation. 
Instead of modifying the unitary Hessenberg QR algorithm of [S] 
to perform an RQ iteration, we apply the QR algorithm to the unitary 
Hessenberg matrix H ‘:= JHTJ, where ] = [e,,e,_,, . . . ,e,] is the reversal 
matrix of order m. It is easily seen that if H is given by (2.5), then 
where yj := r,,,_ .“/m for 1 < j < m and T,,, = ^I,. The application of the QR 
algorithm on H’ . IS equivalent with that of the RQ algorithm on H. One 
iteration of the QR algorithm with shift z^ applied to HP generates a unitary 
upper Hessenberg matrix 
such that 
V*HPV= H’ 0 
[ 1 0 2’ 
(2.12) 
(2.13) 
Moreover, 6, can be taken to be an arbitrary unimodular number, 
because deflation has taken place [S]. Let rj := (1 - 1 Sj 1 2)1/2 denote the 
complementary parameter to Sj for 1 < j < m. 
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Observe that only the last two components of V*uae, are nonzero, and 
that jli,,,I = 1 can be chosen so that these two components are given by 
Finally, we transform the right-hand side of (2.13) by similarity using 
[ 1 i 0 0 1’ 
where j is the reversal matrix of order m - 1, and transpose the result. In this 
way we transform H to 
W*HW = H” ’ 
[ 1 0 i’ 
where W=JF i 0 . [ 1 0 1 
Moreover, 
. 
W*uoel = uo7m-1e1 
[ 1 ILll~O ’ 
and by the uniqueness of the reduction, H" = Z?, a,~,_, = cfo, and I&,,_, 1 
u. = 6. The vector of Fourier coefficients i is then determined from (2.11) by 
applying W * to a incrementally. 
Observe that our downdating procedure requires knowledge of the node to 
be deleted but not of the corresponding weight. We can therefore compare 
the computed value of li, with the actual value wz in order to assess the 
accuracy of the computations. If & is not close to wI, then the downdated 
polynomials Gj and &,_a may not be accurate. Another accuracy check is 
provided by the computed value of pm in the algorithm. This quantity is the 
mth diagonal element of the upper triangular matrix in the QR factorization of 
HP - 2Z, which is mathematically zero when i is an eigenvalue of H. If the 
computed value of pm is not “tiny,” then the computed downdated polynomial 
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may be inaccurate. We therefore consider P,,, and ti as being part of the 
output of the algorithm. 
ALGORITHM 2.1 (Downdating by removing the node 2). 
Input: m, CTj}plT {@Jj)Go, ((llj}jm_l, 2; 
Out@: {+j}G<‘P { 6j}pi’, { hj}j)j”=;‘, /J,, tZ; 
[Tj]yzl I= ~*[?;n_j]jm-~‘> [ Uj]yct := [U,_j]j”-~‘; 
[ajlj”=l := [Qm-j+l]Fl; 
6, := & := 1; 
forj:= 1,2,...,m- 
pj + is,_1 rjgj_i s)i/s; 
if j then 4-r := ~~__~p.+ I’ 
Tj := O-Jpj; 
6j := ( iSj_ 1 + rjtj_ J/pj; 
isj := AjoLj + 7.Q. J j+1; 
arj+l := rjcYj + sjaj+l; 
gj := (Q.1 + Tj2Gj-J/pj; 
qj := sjs;. - +yj+&; 
p, := I &-, + r,&_, I; 
zm-l := 7,_1pm; ii, = I6,_, I uoo; 60 = 7*-la,; 
+m_l := qm_l / I +m_l (; &,-I := 0; (parameter correction) 
[~j]i”=;” := ~~_l[~~_j_l]jm_‘; [3]j”~” := [C_j_l]~=~2; 
[ dij]p_-; := [ &,_j];y’; 
The algorithm overwrites the Fourier coefficients ( czj}3’“= r with intermedi- 
ate quantities. It requires O(m) arithmetic operations (+ , - , x , /) and the 
evaluation of m - 1 square roots. 
We have already noted that if the nodes zk are real, then the analogue of 
the matrix H is a real symmetric tridiagonal matrix T with positive subdiago- 
nal elements. Similarly, with Algorithm 2.1, downdating of the orthonormal 
polynomials associated with T, as well as of Fourier coefficients, can be carried 
out by algorithms based on the QR algorithm for symmetric tridiagonal 
matrices. This observation may be new. 
In certain data-fitting applications it may be desirable to update the 
polynomial p,_,, given by (1.9)-(1.10) with n = m, by replacing certain 
abscissa-weight pairs. This can be carried out by successively removing 
an abscissa-weight pair by Algorithm 2.1, and then adding a new abscissa- 
weight pair using one step of Algorithm 3.1 in [lo]. This combination of 
algorithms yields a sliding-window scheme. 
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3. DOWNDATING AND THE FF-I ALGORITHM 
When the nodes zk are equidistant on the unit circle and all weights wi 
are unity, then interpolation and least-squares approximation of a given fimc- 
tion by algebraic or trigonometric polynomials can be carried out rapidly by 
the FFT algorithm. This section describes in some detail how our downdating 
scheme may be combined with the FFT algorithm to achieve rapid schemes 
for interpolation when the nodes are essentially equidistant. More precisely, 
we will consider the case when the set of nodes { zk}p=,l in the inner product 
(1.1) is a subset of the set of equidistant nodes { exp(2 rY/N)}J%i’, where 
K := N - m is a small positive integer. In our operation count we will assume 
that K is independent of m. The weights wf in (1 .l) are all assumed to be 
unity. 
Let f denote a complex-valued function, whose values f( zk), 1 < k < m, 
are explicitly known. We remark that a representation of the interpolating 
polynomial p,_, E II,_, in Newton form can be computed in O(m’) arith- 
metic operations. The Vandermonde solver by Bjorck and Pereyra [2] can be 
used to determine a representation of p,_i in terms of the monomial basis, 
and requires also O(m2) arithmetic operations. Our scheme only requires 
O(m log m) arithmetic operations and yields a representation of p,_, in the 
basis of &ego polynomials. 
Let { z;}i=r denote the complement of the set { zk}km,l in exp(2?rij/ 
N)},?‘, and let f( 2;) := 0, 1 Q k < K. Thus, f is defined at the N roots of 
unity exp[2 xi(j - l)/ N], 1 < j < N, and we can compute the Fourier coeffi- 
cients of the polynomial p,_ i E IIN_ 1 that interpolates f at these nodes by the 
FFT algorithm in 0( N log N) = O(m log m) arithmetic operations. Using 
the Schur parameters given in Example 1.1, we apply Algorithm 2.1 K times 
to eliminate the nodes zi, 1 ( k < K, f rom the inner product. This requires 
O(m) arithmetic operations and yields the Fourier coefficients of the desired 
interpolating polynomial p,_,. The Fourier coefficients of the least-squares 
approximants p,_, EII,_~ with rr < m are, of course, a subset of the Fourier 
coefficients of p, _ 1. 
A scheme closely related to the one outlined above can be used to 
compute trigonometric polynomials rapidly. Let zk and z; be the nodes 
introduced above, and define 8, := arg zk, 1 Q k < m, and 6; := arg z;, 1 ( 
k < K. Also assume that m = 2r + 1. Let f(0) be a real-valued function 
defined at the nodes ok, and let f(Q) := 0, 1 < k < K. We wish to compute a 
trigonometric polynomial t(e) e spanil, cos 8, . . . , cos rf?, sin 8, . . . , sin re} 
that minimizes the sum 
kg1 [fled - t(ek)12- 
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k < K, by applying 
the downdating scheme K times to the polynomial &_+,(z) := ,fL,’ tZjzj, 
where N - 1 = 2 r + K . This requires O(m) arithmetic operations and yields 
the polynomial p,, E II,,. The desired trigonometric polynomial is then given 
by t(e):= z -‘p2,(z), 2 = eie. 
4. COMPUTED EXAMPLES 
We now present the results of some numerical experiments with our 
downdating procedure. These experiments were performed in FORTRAN on 
a SparcStation SLC at Northern Illinois University, on which there are 
approximately 7 and 16 significant decimal digits in single-precision and 
double-precision calculations, respectively. 
The first set of experiments compares the accuracy of the downdating 
procedure with that of the updating procedure WQR described in [lo]. We 
input N unimodular nodes { z .}El, N positive weights { w,?}~E 1, and N 
‘NJ complex function values {f( .z~)}~=~. For any positive integer m < N, let a, 
denote the vector of Fourier coefficients of the solution p,_ 1 of (1.6) with 
n = m, and let g, denote the vector of Schur parameters determined by (1 .l). 
We first obtain computed vectors i, and gN using an implementation of 
the IUQR algorithm in single-precision arithmetic. We then repeatedly apply a 
single-precision implementation of Algorithm 2.1 to compute i, and g, for 
decreasing values of m. The kth application of Algorithm 2.1 removes the 
node ZN-k+l from the inner product to compute the solution of (1.6) with 
n = m = N - k. After each downdating step, we calculate the relative error 
Ilam - i,ll, / Jla,JI 2 in i, and the error J(g, - gm112 in g,, where 11 x)12 
denotes the Euclidean norm of II E G”. We also solve each problem of order 
m using the IUQR algorithm in single-precision arithmetic and compute the 
resulting errors. The results of the IUQR algorithm in double-precision arith- 
metic are used as exact answers in the error calculations. The following tables 
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TABLE 4 
300 NODES WITH RANDOM ARGUMENTS IN 10.2 iT): UNIFORM WEIGHTS 
Relative error in a, Error in g, 
k DD UD DD UD 
0 0.441E - 03 0.441E - 03 0.925E - 03 0.925E - 03 
9 0.508~ - 03 0.409E - 03 0.914E - 03 0.838~ - 03 
10 0.248~ - 01 0.160~ - 03 0.318~ - 01 0.838~ - 03 
20 0.212E - 01 0.129E - 03 0.373E - 01 0.7893 - 03 
30 0.220E - 01 0.164~ - 03 0.328~ - 01 0.735E - 03 
40 0.114E - 01 0.117E - 03 0.131E - 01 0.826~ - 03 
50 0.186~ - 01 0.124~ - 03 0.240~ - 01 0.654~ - 03 
70 0.196E - 01 0.137E - 03 0.264~ - 01 0.658~ - 03 
90 0.210E - 01 0.122E - 03 0.275~ - 01 0.483~ - 03 
110 0.347E - 01 0.137E - 03 0.820~ - 01 O.lOOE - 02 
130 0.502~ - 01 0.120E - 03 0.852~ - 01 0.508~ - 03 
150 0.513E - 01 0.788~ - 04 0.865~ - 01 0.360~ - 03 
display the resulting errors for the downdating procedure (DD) and the 
updating procedure (UD). In each of the following experiments, each function 
value f( zj) has its real part and imaginary part randomly generated according 
to a uniform distribution in [ - 5,5]. 
We first choose the nodes to be the N := 300 roots of unity .zj = exp[2 ui 
(j - l)/ N], 1 < j < N, and uniform weights. Table 1 shows the errors for 
problems of order m = N - k for various values of k. Table 1 also shows the 
results with the same choice of nodes and weights, except that the nodes are 
permuted in a random way. This permutation changes the nodes that 
are deleted as well as the order in which the nodes are added in the updating 
procedure. It should be noted that the errors in the downdating procedure can 
be expected to increase as k increases. Table 2 shows that similar results are 
obtained with the same set of nodes and randomly generated weights in 
(0, IO). 
Table 3 shows the results obtained with uniform weights and the N nodes 
zj:= exp[*i(j - 1)/N] in [0, a), both in their original order and in a random 
order. Here again, the downdating procedure seems to be performing well. 
Table 4 shows the results when the initial 300 nodes are randomly selected 
points on the unit circle. In this example, the error in the downdating 
procedure displays a sudden increase at k = 10. In this step the error in the 
computed downdated weight 1 w - zi, 1, was greater than LO- ‘. Observe that 
the error incurred at this downdating step propagated to the subsequent 
downdating steps, but the errors seem to grow gradually. Other experiments 
with random nodes produced similar results. It should be noted that in our 
u
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experiments, a large error in the computed weight did not always coincide 
with a large jump in the errors. It is clear that more work needs to be done in 
order to understand the numerical aspects of the updating and downdating 
problems. 
Our final experiment tests the accuracy and speed of the procedure 
described in Section 3 for downdating the FFT. The N-point FFT is used 
to obtain the Fourier coefficients of the interpolating polynomial pN_i. A 
randomly selected set of nodes is then removed from the inner product 
using Algorithm 2.1. This experiment was run with N = 1024 and N = 2048. 
Table 5 shows the computed error after k downdating steps for various values 
of k. As above, we use the results of the IUQR algorithm in double-precision 
arithmetic as exact answers for error checking. We also display the amount of 
CPU time required by the FFT with k downdating steps and the time 
required by the single-precision IUQR algorithm on the problem of order 
m = N - k. It is interesting to note that the downdating procedure produces 
substantially more accurate answers faster than the IUQR algorithm, even for 
moderately sized values of k. 
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