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Resumen
Los Algoritmos Genéticos Locales son procedi-
mientos que iterativamente reﬁnan soluciones
dadas. Su diferencia con procedimientos de me-
jora iterativa clásicos reside en el uso de ope-
radores genéticos para realizar el reﬁnamiento.
En este estudio presentamos un nuevo Algorit-
mo Genético Local Binario basado en un Al-
goritmo Genético Estacionario. Hemos com-
parado el Algoritmo Genético Local Binario
con otros procedimientos de mejora iterativa
de la literatura. Los resultados muestran que,
para un amplio rango de problemas, el Algorit-
mo Genético Local Binario mejora consisten-
temente a los otros procedimientos de mejora
iterativa.
1. Introducción
Los procedimientos de mejora iterativa (PMIs)
son algoritmos de búsqueda local cuyo objeti-
vo es reﬁnar una solución inicial dada. Para
ello, mantienen una solución actual e intentan
encontrar una solución mejor dentro de la ve-
cindad de ésta. En caso de encontrarla, la nue-
va solución reemplaza a la actual, y se vuelve a
actuar del mismo modo. La principal ventaja
de los PMIs es que, en muchos casos, pueden
localizar un óptimo local con un alto grado de
precisión en un tiempo razonable.
En la actualidad, los PMIs despiertan un
gran interés principalmente por el hecho de
que son una componente fundamental de me-
taheurísticas que representan el estado del
arte de muchos problemas de optimización
([1, 21, 27]). Entre éstas están: la búsqueda
local multiarranque ([16]), los procedimientos
GRASP, los procedimientos de optimización
basados en colonias de hormigas, la búsqueda
local iterativa, búsqueda de vecindario varia-
ble ([19]), la búsqueda dispersa y los algorit-
mos meméticos ([20]). En este trabajo, llama-
mos metaheurísticas basadas en PMIs a estos
algoritmos de búsqueda.
Una de las principales características de los
algoritmos genéticos (AGs) ([4, 8]) es que pue-
den encontrar regiones prometedoras en espa-
cios de búsqueda grandes y complejos. Aunque
se reconoce que, bajo su formulación inicial, los
AGs no son eﬁcaces a la hora de reﬁnar solu-
ciones ([15]), actualmente, el atractivo de estos
algoritmos como procedimientos de búsqueda
ha motivado el diseño de AGs especíﬁcos que
actúan como PMIs (es decir, pretenden reﬁ-
nar soluciones dadas, de forma efectiva). De
hecho, se han presentado varias propuestas de
AGs con este propósito ([3, 13, 15]). En este
trabajo, proponemos la denominación de Al-
goritmos Genéticos Locales (AGLs) para esta
nueva categoría de PMIs.
Los AGLs presentan ventajas sobre los
PMIs clásicos. En complejos espacios de bús-
queda, muchas instancias de PMIs pierden la
habilidad para seguir un camino hacia el óp-
timo. Esta diﬁcultad es más evidente cuan-
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do el espacio de búsqueda contiene caminos
muy estrechos de dirección arbitraria (conoci-
dos como crestas). Esto se debe a que estos
PMIs intentan dar pasos a lo largo de direc-
ciones ortogonales que no coinciden necesaria-
mente con la dirección de la cresta. Sin embar-
go, un estudio realizado en [13] apunta que los
AGLs tienen capacidad para seguir crestas de
dirección arbitraria sin importar su dirección,
anchura, o incluso, discontinuidades. Por ello,
el estudio de los AGLs se convierte en un cam-
po de interés para el diseño de metaheurísticas
basadas en PMIs más efectivas.
En este trabajo, proponemos un AGL Bi-
nario (AGLB) basado en el modelo de AG es-
tacionario que emplea un método de reempla-
zo por agrupamiento (en inglés, método crow-
ding) para favorecer la formación de nichos en
la población. El AGLB cruza iterativamente la
solución actual, inicialmente dada, con indivi-
duos de la población pertenecientes a nichos
cercanos a éste. Después, si el nuevo descen-
diente es mejor que la solución actual, ésta se
inserta en la población por medio del método
por agrupamiento llamado selección con tor-
neo restringido ([7]) y el descendiente se acep-
ta como nueva solución actual. En otro caso, el
descendiente es insertado en la población con
el mismo procedimiento.
Presentamos un estudio empírico que com-
para el uso del AGLB frente al uso de cuatro
PMIs clásicos, propuestos en la literatura, den-
tro de dos metaheurísticas basadas en PMIs.
En particular, hemos observado que, para un
amplio rango de problemas, el AGLB presen-
ta una sólida mejora sobre los PMIs clásicos
considerados.
El artículo está organizado de la siguiente
forma. En la Sección 2, presentamos los AGLs.
En la sección 3, proponemos el AGLB. En la
Sección 4, comparamos el AGLB propuesta
con cuatro PMIs clásicos. Finalmente, en la
Sección 5, proporcionamos las conclusiones de
este trabajo.
2. Algoritmos genéticos locales
Los AGs son procesos de búsqueda que aplican
principios inspirados en poblaciones genéticas
naturales para evolucionar soluciones a pro-
blemas de optimización y búsqueda ([4, 8]).
Su idea básica es mantener una población de
cromosomas que representan soluciones a un
problema concreto. El AG evoluciona la po-
blación a través de un proceso de competición
y variación. Cada cromosoma de la población
tiene un valor de adaptación (en ingles, ﬁt-
ness) que determina cuáles deben considerarse
para crear nuevos cromosomas en el proceso de
competición, llamado selección de padres. Los
nuevos se crean mediante operadores genéticos
tales como el cruce y la mutación.
A lo largo de su existencia, los AGs se han
aplicado esencialmente de dos formas bien di-
ferenciadas:
• Como procesos de búsqueda por sí solos.
En este caso, sus componentes se diseñan
cuidadosamente para tratar de garantizar
ﬁabilidad y precisión a la vez. Es decir,
visitar una amplia representación de las
regiones del espacio de búsqueda (explora-
ción) y reﬁnar las mejores soluciones en-
contradas (explotación), respectivamente.
• Como un proceso especializado en explo-
ración que se combina con un PMI que
refuerza el carácter de explotación sobre
las soluciones. Un ejemplo, son los algo-
ritmos meméticos ([20]).
Sin embargo, la ﬂexibilidad que ofrece la ar-
quitectura de los AGs nos posibilita el dise-
ño de modelos especíﬁcos con el propósito de
reﬁnar soluciones. Obtenemos así, una nueva
categoría de PMIs, conocida como algoritmos
genéticos locales (AGL), que surgen como al-
ternativa a los PMIs clásicos para el diseño de
metaheurísticas basadas en PMIs ([3, 13, 15]).
3. Algoritmo genético local binario
En esta sección, presentamos un AGL Bina-
rio (AGLB) que puede emplearse para diseñar
metaheurísticas basadas en PMIs. El AGLB es
un AG estacionario ([25, 28]) que inserta, en
cada iteración, un sólo nuevo elemento en la
población (P ) aplicando un método de reem-
plazo por agrupamiento, la selección por tor-
neo restringido (STR) ([7]). Hemos escogido
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STR porque favorece la formación de nichos en
P (agrupaciones de cromosomas de alta cali-
dad localizados en regiones diferentes del espa-
cio de búsqueda). El AGLB mantiene un cro-
mosoma externo, la solución actual (sa), que
siempre se selecciona como padre para reali-
zar el cruce. En las siguientes secciones descri-
bimos, en detalle, las principales componentes
de nuestra propuesta de AGL.
3.1. Esquema general del AGLB
Supongamos que una metaheurística basada
en PMIs aplica el AGLB como PMI para
reﬁnar una solución particular. Entonces, el
AGLB considera esta solución sa y lleva a cabo












Figura 1: Esquema General del AGLB
1. Selección de padres. Se escogen m cromo-
somas ({y1, y2, . . . , ym}) aplicando m
veces el emparejamiento variado positivo
(Sección 3.2).
2. Cruce. Los m padres escogidos anterior-
mente se cruzan con sa mediante el ope-
rador de cruce uniforme multipadre, gene-
rando un descendiente, z (Sección 3.3).
3. Actualización de sa y reemplazo. El mejor
entre z y sa se convierte en el nuevo sa y el
otro se inserta en la población mediante la
selección por torneo restringido (Sección
3.4).
Estos pasos se repiten hasta alcanzar la con-
dición de parada que se describe en la Sección
3.5.
3.2. Emparejamiento variado positivo
Fernandes y otros ([2]) presentaron el empa-
rejamiento variado como mecanismo de empa-
rejamiento para los AGs que fuerza que los
padres involucrados en el cruce sean muy se-
mejantes (emparejamiento variado positivo) o
muy distintos (emparejamiento variado nega-
tivo), imitando así, dos fenómenos similares
que ocurren en la propia naturaleza.
La implementación del emparejamiento va-
riado positivo propuesta por estos autores es
la siguiente. Se selecciona un primer padre por
el método de la ruleta y nass cromosomas más
mediante el mismo método (en el AGLB el pri-
mer padre es sa y todos los demás candidatos
se escogen de forma aleatoria). Después, se cal-
cula la similitud (distancia Hamming) entre el
primer padre y los otros cromosomas, y se eli-
ge como segundo padre el de mayor similitud
(menor distancia Hamming). El AGLB repite
todo este proceso m veces.
3.3. Cruce uniforme multipadre
El AGLB usa una versión multipadre del
cruce uniforme parametrizado ([24]) especíﬁ-
camente diseñada para crear un descendiente
cercano a sa. Además, combinamos este ope-
rador con un mecanismo de memoria a corto
plazo.
El cruce uniforme multipadre se aplica so-
bre sa y el conjunto de padres selecciona-
dos con el emparejamiento variado positivo
(y1, y2, . . . , ym). Crea un descendiente, z, esco-
giendo genes de sa, con probabilidad pf (pará-
metro asociado al operador), y genes de padres
aleatorios del conjunto de padres.
Por otro lado, el mecanismo de memoria
a corto plazo hace más eﬁciente el muestreo
de descendientes en diferentes regiones del en-
torno de sa. Su idea es obligar a que las dife-
rencias entre el nuevo descendiente y sa sean
distintas a las diferencias entre sa y descen-
dientes generados previamente. Para ello, el
mecanismo mantiene una memoria con los ge-
nes en los que existen diferencias entre sa y
algún descendiente generado previamente ({i :
zki 6= sai , ∀zk descendiente generado de sa}).
Entonces, en el nuevo descendiente, se impide
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crear diferencias en esos genes. Inicialmente,
y cuando un descendiente reemplaza a sa, la
memoria estará vacía.
Resumiendo, el cruce uniforme multipadre
con mecanismo de memoria a corto plazo crea
un descendiente z con las siguientes propieda-
des:
• zi es igual a sai para todos los genes indi-
cados en la memoria a corto plazo.
• Si el gen i no está marcado en la memoria,
zi será s
a
i con probabilidad pf . En otro
caso, zi toma el valor del gen i de un padre
aleatorio yj . Se marcará en la memoria el
gen i si zi 6= sai .
• Finalmente, si z = sa, entonces se cam-
biará un gen aleatorio zk no marcado en
la memoria (el cual quedará marcado).
3.4. Selección por torneo restringido
El AGLB considera la Selección por Torneo
Restringido (STR) ([7]) como método de reem-
plazo por agrupamiento. STR escoge de forma
aleatoria nT (un parámetro asociado al méto-
do) miembros de la población y busca el más
parecido a la solución a insertar. Si ésta es me-
jor lo reemplaza.
La aplicación de STR, junto con el uso de un
tamaño de población alto, puede favorecer la
creación de nichos en P . De esta forma, la po-
blación del AGLB es capaz de adquirir cono-
cimiento sobre la localización de las regiones
prometedoras del espacio de búsqueda y guiar
futuras optimizaciones.
3.5. Condición de parada
Es importante destacar que, cuando la memo-
ria a corto plazo ha marcado todos los genes
(Sección 3.3), entonces, AGLB no podrá mejo-
rar sa, porque el operador de cruce sólo produ-
ciría soluciones exactamente iguales a sa. Por
ello, esta condición determina cuando AGLB
debe parar y devolver sa a la metaheurística.
4. Estudio empírico
El propósito de esta sección es comparar el
AGL propuesto, AGLB, con otros PMIs clási-
cos propuestos en la literatura. En particular,
pretendemos analizar:
• La capacidad de AGLB para reﬁnar solu-
ciones.
• Su adecuación para combinarse con me-
taheurísticas basadas en PMIs.
Compararemos el AGLB con los siguientes
PMIs clásicos propuestos con anterioridad en
la literatura para problemas de optimización
combinatoria:
• PMI el primer mejor (PrimerM) ([1])
cambia genes aleatorios de la solución ac-
tual, y selecciona el primero que mejora
su calidad.
• PMI el mejor ([1]) examina todos los po-
sibles cambios y selecciona el que produce
un mayor incremento en la calidad.
• PMI K-opt (Kopt) ([17]) examina cam-
bios de k genes para elegir el mejor encon-
trado. Para ello, iterativamente cambia el
gen que produce un mayor incremento, o
el menor detrimento, en la calidad, de en-
tre los genes aún no cambiados, y después
selecciona la mejor solución producida pa-
ra repetir el proceso.
• PMI RandK-opt (RandK) ([11, 18]) Igual
que K-opt pero, cambiando genes aleato-
rios que produzcan una mejora, si existen,
o el que produzca el menor detrimento en
otro caso.
La Tabla 1 enumera los problemas de test
usados, su dimensión, máximo número de eva-
luaciones, valor óptimo (cota(1) o mejor valor
conocido en la literatura(2)), y referencias. He-
mos formulado todos ellos como problemas de
maximización.
En la sección 4.1 estudiamos la capacidad
de reﬁnamiento de soluciones del AGLB. En
la sección 4.2 comparamos la adecuación del
AGLB en una metaheurística basada en PMIs
frente a la de los otros PMIs.
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Tabla 1: Nombre, dimensión, máximo número
de evaluaciones, valor óptimo, y referencia de
los problemas usados
Max
Índice Nombre Dim Evals f∗ Ref
1 BQP(50) 50 105 20982 [6]
2 BQP(100) 100 105 79702 [6]
3 BQP(250) 250 105 456072 [6]
4 BQP(500) 500 106 1165862 [6]
5 Deceptive(13) 39 105 390 [5]
6 Deceptive(134) 402 105 4020 [5]
7 Maxcut(G11) 800 106 572.71 [10]
8 Maxcut(G12) 800 106 6211 [10]
9 Maxcut(G17) 800 106 No conocido [10]
10 Maxcut(G18) 800 106 1063.41 [10]
11 Maxcut(G43) 1000 106 70271 [10]
12 PPeaks(50,100) 100 105 1 [23]
13 PPeaks(50,150) 150 105 1 [23]
14 PPeaks(50,200) 200 105 1 [23]
15 PPeaks(100,100) 100 105 1 [23]
16 Trap(1) 36 105 220 [26]
17 Trap(4) 144 105 880 [26]
18 NkLand(48,4) 48 105 11 [12]
19 NkLand(48,12) 48 105 11 [12]
20 M-Sat(100,1200,3) 100 105 11 [22]
21 M-Sat(100,2400,3) 100 105 11 [22]
4.1. Capacidad de reﬁnamiento
En esta sección, estudiamos la capacidad
del AGLB para optimizar soluciones. Para
ello, implementaremos instancias de la búsque-
da local multiarranque (BLMA) ([16]) con el
AGLB y los otros PMIs. Utilizamos la nota-
ción BLMA-<PMI>para denominar a los dis-
tintos algoritmos resultantes.
La BLMA proporciona soluciones aleato-
rias de partida a los PMIs y devuelve la me-
jor solución encontrada. Hemos escogido es-
ta metaheurística para evitar posibles siner-
gias entre la metaheurística y los PMIs, y así
conseguir una comparación equitativa entre el
AGLB y los PMIs clásicos.
Todos los algoritmos se han ejecutado 30 ve-
ces, consumiendo, cada ejecución, 100.000 eva-
luaciones o 1.000.000, dependiendo del proble-
ma (problemas en los que tras las primeras
100.000 evaluaciones, los algoritmos aún con-
seguían mejoras signiﬁcativas) (Ver Tabla 1).
El AGLB utiliza una población de 500 indi-
viduos, pf = 1 − 7/Dim y m = 10 para el
operador de cruce, nass = 5 para el empare-
jamiento variado positivo y nT = 15 para la
selección por torneo restringido. Es importan-
Tabla 2: Resultados de las instancias de BL-
MA
BLMA- BLMA- BLMA- BLMA- BLMA-
-Kopt -Mejor -RandK -PrimerM -AGLB
1 2098 ∼ 2095 ∼ 2095 ∼ 2098 ∼ 2098
2 7939 + 7827 + 7887 + 7891 + 7954
3 38008 + 45148 + 38279 + 45551 + 45571
4 114514 ∼ 114853 + 114806 + 115890 ∼ 115840
5 390 − 386 − 376 + 381 ∼ 381
6 2848 + 3891 − 2829 + 3842 − 3834
7 305 + 433 + 185 + 447 + 509
8 302 + 425 + 168 + 438 + 510
9 2743 + 2922 + 2675 + 2931 + 3009
10 593 + 844 + 401 + 866 + 956
11 5485 + 6408 + 5353 + 6456 + 6571
12 0.991 + 1.000 ∼ 0.978 + 1 ∼ 1
13 0.973 + 0.995 + 0.949 + 1 ∼ 1
14 0.955 + 0.974 + 0.878 + 1 ∼ 0.999
15 0.990 + 0.998 + 0.974 + 1 ∼ 1
16 220 ∼ 219 ∼ 201 + 212 + 220
17 880 − 828 + 782 + 794 + 867
18 0.770 ∼ 0.759 + 0.765 + 0.762 + 0.773
19 0.764 − 0.740 ∼ 0.749 − 0.745 − 0.738
20 0.959 ∼ 0.955 + 0.959 ∼ 0.958 + 0.960
21 0.936 ∼ 0.934 + 0.937 ∼ 0.936 ∼ 0.937
+ 12 15 17 11
∼ 6 4 3 8
− 3 2 1 2
te destacar que la población del AGLB no se
reinicializa en cada iteración de la metaheurís-
tica, esto es, la población inicial del AGLB es
la ﬁnal obtenida en la optimización anterior.
La Tabla 2 muestra la media del mejor ﬁt-
ness obtenido por cada algoritmo en cada fun-
ción. Además, se ha aplicado el test de Stu-
dent, cuando las condiciones de normalidad
se cumplen y el de Wilcoxon-Mann-Whitney
([9]) cuando no se cumplen, para asegurar si
las diferencias en el rendimiento del BLMA-
AGLB son signiﬁcativas comparadas con el de
los otros algoritmos:
• Un signo más (+) indica que la media del
BLMA-AGLB es mejor que la del algorit-
mo correspondiente.
• Un signo menos (−) indica que el algorit-
mo mejora la media del BLMA-AGLB.
• Un signo de aproximación (∼) indica que
no hay diferencias signiﬁcativas.
Hemos añadido las últimas tres ﬁlas que
cuentan el número de mejoras, no diferencias
y reducciones, de acuerdo a los test, por algo-
ritmos.
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Las últimas tres ﬁlas indican que el BLMA-
AGLB es signiﬁcativamente mejor que el resto
de algoritmos porque obtiene muchas mejoras
y pocas reducciones con respecto a los demás.
Por tanto, podemos concluir que el AGLB es
capaz de optimizar efectivamente soluciones
aleatorias dando mejores soluciones que los
PMIs de la literatura.
4.2. Adecuación a metaheurísticas basa-
das en PMIs
El propósito de esta sección es estudiar el
beneﬁcio de utilizar el AGLB, frente a los
PMIs clásicos, cuando se aplican dentro de una
metaheurística basada en PMIs más avanzada
que la BLMA. Para ello, hemos implementado
distintas instancias de la Búsqueda de Vecin-
dario Variable (BVV) ([19]).
BVV utiliza un conjunto ordenado de vecin-
darios {N1, . . . , Nm} (normalmente anidados)
para generar las soluciones iniciales para el
PMI. BVV obtiene una nueva solución inicial
para la PMI utilizando el vecindario actual so-
bre la mejor solución encontrada (Nk(smejor))
anteriormente. Si el PMI obtiene una solución
mejor que smejor, entonces se toma el primer
vecindario como el actual, en otro caso, se eli-
ge Nk+1. Normalmente N i(x) ⊂ N i+1(x), sin
embargo, algunos estudios proponen utilizar el
espacio deﬁnido por {N i(x) \N i−1(x)} ([14]).
Implementaremos dos familias de BVVs que
utilizan operadores diferentes para deﬁnir los
vecindarios. Ambos aplican perturbaciones so-
bre smejor según una probabilidad p dada. Los
vecindarios de menor índice se corresponderán
con los de probabilidad baja (perturbación dé-
bil) y los de mayor con los de probabilidad alta
(perturbación fuerte):
• BVV1 asigna valores aleatorios a los genes
de smejor con probabilidad p. BVV1 sigue
la idea de vecindarios anidados.
• BVV2 cambia los genes de smejor con pro-
babilidad p. BVV2 tiene una idea similar
a la de vecindarios con intersección vacía.
Ambas familias de BVVs iterarán sobre 9 va-
lores de perturbación ({0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9}), volviendo al primero si aún
Tabla 3: Resultados de las instancias de BVV1
BVV1- BVV1- BVV1- BVV1- BVV1-
-Kopt -Mejor -RandK -PrimerM -AGLB
1 2098 ∼ 2098 ∼ 2094 ∼ 2098 ∼ 2098
2 7925 ∼ 7901 ∼ 7863 + 7931 − 7900
3 34194 + 45388 + 42282 + 45588 ∼ 45546
4 114718 + 115694 ∼ 114205 ∼ 116534 − 115892
5 390 − 389 − 374 + 384 + 386
6 2841 + 3891 − 2824 + 3827 ∼ 3831
7 308 + 483 + 166 + 511 + 527
8 296 + 474 + 168 + 507 + 521
9 2738 + 2962 + 2677 + 2982 + 3003
10 562 + 895 + 414 + 933 + 943
11 5538 + 6472 + 5386 + 6558 ∼ 6555
12 0.961 + 0.987 + 0.847 + 0.999 ∼ 0.998
13 0.923 + 0.939 + 0.875 + 0.995 ∼ 0.996
14 0.923 + 0.920 + 0.846 + 0.988 + 0.997
15 0.947 + 0.987 + 0.838 + 0.997 + 0.999
16 220 ∼ 220 ∼ 198 + 220 ∼ 220
17 880 − 852 + 778 + 804 + 862
18 0.772 ∼ 0.772 ∼ 0.768 ∼ 0.772 ∼ 0.773
19 0.767 − 0.753 + 0.754 + 0.758 ∼ 0.760
20 0.959 ∼ 0.958 ∼ 0.959 ∼ 0.959 ∼ 0.959
21 0.936 ∼ 0.936 ∼ 0.936 ∼ 0.937 ∼ 0.936
+ 12 12 16 8
∼ 6 7 5 11
− 3 2 0 2
no se han consumido el máximo número de
evaluaciones. El resto de parámetros, proble-
mas de test y condiciones de ejecución serán
las mismas a las utilizadas en la sección 4.1.
Las tablas 3 y 4 muestran los resultados de
las instancias de los BVVs en el formato in-
dicado en la sección 4.1. Los resultados mues-
tran que las metaheurísticas basadas en AGLB
(BVV1-AGLB y BVV2-AGLB) producen me-
jores resultados que las basadas en otros PMIs,
porque obtienen muchas mejoras y pocas re-
ducciones. Por tanto, concluimos que AGLB,
frente a otros PMIs, es adecuado para las me-
taheurísticas basadas en PMIs estudiadas.
Por último, podemos ver que el uso de
AGLB en metaheurísticas más avanzadas,
como BVV, frente a su uso en BLMA, no apor-
ta diferencias muy signiﬁcativas. En estudios
futuros nos planteamos determinar qué carac-
terísticas deben presentar las metaheurísticas
para obtener un mayor beneﬁcio de AGLB.
5. Conclusiones
En este estudio, hemos presentado el AGLB,
un AGL que incorpora mecanismos especíﬁcos
para la selección de padres, cruce, y reemplazo
con la intención de realizar un proceso de me-
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Tabla 4: Resultados de las instancias de BVV2
BVV2- BVV2- BVV2- BVV2- BVV2-
-Kopt -Mejor -RandK -PrimerM -AGLB
1 2098 ∼ 2098 ∼ 2097 ∼ 2098 ∼ 2098
2 7937 ∼ 7873 + 7876 + 7916 + 7952
3 34194 + 45387 + 42281 + 45575 + 45593
4 114824 + 115535 + 114207 ∼ 116476 − 116192
5 390 − 389 − 376 + 383 + 384
6 2841 + 3891 − 2824 + 3882 ∼ 3883
7 308 + 469 + 166 + 506 + 527
8 296 + 460 + 168 + 502 + 521
9 2738 + 2954 + 2677 + 2979 + 3006
10 562 + 892 + 414 + 935 + 944
11 5538 + 6472 + 5386 + 6567 ∼ 6572
12 0.977 + 0.996 + 0.934 + 1.000 ∼ 1
13 0.926 + 0.981 + 0.875 + 0.998 + 1.000
14 0.918 + 0.951 + 0.846 + 0.997 ∼ 0.997
15 0.974 + 0.994 + 0.921 + 1.000 ∼ 0.999
16 220 ∼ 220 ∼ 205 + 218 + 220
17 880 − 843 + 777 + 796 + 864
18 0.772 ∼ 0.768 ∼ 0.767 ∼ 0.771 ∼ 0.773
19 0.763 − 0.754 ∼ 0.752 ∼ 0.755 ∼ 0.753
20 0.959 ∼ 0.956 + 0.959 ∼ 0.959 ∼ 0.959
21 0.936 ∼ 0.936 ∼ 0.936 ∼ 0.936 ∼ 0.936
+ 12 14 15 10
∼ 6 5 6 10
− 3 2 0 1
jora iterativa hacia las regiones prometedoras
representadas en su población.
Un estudio experimental, con 21 problemas
binarios, ha mostrado que AGLB puede op-
timizar efectivamente soluciones aleatorias y
puede mejorar los resultados de una metaheu-
rística basada en PMIs frente al uso de otros
PMIs clásicos presentados en la literatura.
De este estudio surgen varias ideas para in-
vestigaciones futuras:
• Analizar el comportamiento del AGLB
cuando se usa en otras metaheurísticas
basadas en PMIs, como GRASP, optimi-
zación por colonias de hormigas o algorit-
mos meméticos.
• Extender nuestra investigación a otros
conjuntos de problemas test (otras codiﬁ-
caciones) y problemas reales.
• Estudiar mecanismos que adapten los pa-
rámetros del algoritmo según el estado ac-
tual del proceso de búsqueda.
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