Abstract
Introduction
Queueing theory is a popular modelling tool for the performance analysis of computer and telecommunication systems [1] [2] . Exact solution method is available only for networks with Poisson traffic input and specific service time distribution. These restrictive assumptions reason is that in real systems the Poisson process is usually not a good model for the traffic behavior [3] [4] . Instead the real service stations can be correlated as well. Since these features have an impact on the performance measures, they have to be taken into consideration [5] .
One of the most popular and effective ways to model of the message input flows in modern communication networks is to use the Markovian arrival process (MAP). It is a very good representation of the busty and correlated traffic arising in telecommunication systems and is a rich class of point processes containing many familiar arrival processes such as Poisson process, PHrenewal process, Markov modulated Poisson process (MMPP), etc. For more details on these point processes and their importance in stochastic modelling [6] .
Most papers assume that servers are available on a permanent basis. However, in practice, these assumptions are apparently unrealistic. Servers may well be subject to lengthy and unpredictable breakdowns while serving a customer. For example, in computer systems, the machine may be subject to scheduled backups and unpredictable failures. Because of the limited ability of repairs and heavy influence of the breakdowns on the performance measure of the system, it is of basic importance to study reliability of queues with server breakdowns and repairs. M/G/1queueing system with exponential repairable times is found in [7] , Zhou [8] carried out a detailed analysis of reliability of M/G/1 queues with repairable server, but markovian flow of breakdowns isn't considered by related bibliographies.
In this paper, we consider the processes of the customer input and arrival breakdown flows are MAP which reflects the nonrenewal arrival process, the service and repair times are exponentially distributed. The rest of this paper is organized as follows. the mathematical model is described in detail in section 2. Section 3 analyzed the queueing model by the matrix-geometric method and the queue and the main reliability indexes of system are calculated. In the section 4, illustrative numerical example that reveals some interesting result is presented. The conclusion is given in the section 5. { , , , } X t X t J t J t is a Markov process whose state space is
Infinitesimal generator
Let the elements of state space S be ordered lexicographically. Then the infinitesimal generator Q of 
Where 0
A is the matrix representation of rates when there is no failure servers in the system, no new arrivals of breakdowns occur [9] . 
The diagonal block matrix B is the matrix representation of rates when there is one server completes the repairing, and the diagonal block matrix C is the matrix representation of rates when there is one breakdowns of online server arrives [9] . 
 and  are the kronecker product and kronecker sum, respectively.
Stationary Probability Vector
denote the stationary probability row vector corresponding to the matrix (3.1), where   x i consists of the   1 2
, , , x i k j j is the joint probability that the Markov process
, , , i k j j in the steady state. The vector satisfies the vector equation 0 xQ  in terms of the sub-matrices, as follows:
For the sake of simplicity, k H is defined recursively, as follows: 
Queue indexes of the server
The probability that there are k customers in the queue is given by
Where   i a is the i th element of a , 0 P is called "idle probability" and c P is called "blocking probability". The mean number of customers in the queue is given by
The mean time that a customer spend in queue is given by Little's formula
Reliability indexes of the server
The availability of the server is
The failure frequency of the server is The mean number of failure servers is given by
The up-down period of a server The up-down period of a server is the interval of time from the point at which one server fails to the point at the server fails again, therefore this period comprises the times of waiting repair , waiting work, repair, work. Since   1 E N is the mean number of waiting for repairing and   2 E N is the mean number of waiting for working. So we can get the up-down period of a server by the Little's formula.
Numerical example
In this section, we present the example of calculating the blocking probability of customers and the availability of the server. The goal of example is to demonstrate how the input rate 
Where scalar coefficient c is equal to 1 to provide necessary MAP fundamental rate, and any desired value 1 l can be obtained by varying the c , and all these four MAP processes have a same arrival rate. In the Figures 1 and 2 , the effect of the blocking probability c P of customers and the availability A of server is illustrated in the different markovian processes (namely, the four processes has the most availability A when the interarrival time is Erlang distribution from the figure 1.
As a result, customers have the most blocking probability c P when the interarrival time is Erlang distribution from the figure 2. 
Conclusion
We have considered the MAP/M/c queue with unreliable servers, Input of breakdowns is described by markovian flow, and the model has frequently been used as models computers and communication networks. The main queue and reliability indexes of the system are calculated by quasi-birth-anddeath process. We focused on the effects of different markov arrival processes on the system performance measures, results of numerical examples giving insight into behavior of the system are presented.
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