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Optimiser la Performance
de calcul pour la cartographie
en temps réel avec un Laser
Scanner aéroporté
Préambule.
Cet article est essentiellement la traduction de. Skaloud J. & Schaer P.. Optimizing
Computational Performance for Real-Time Mapping with Airborne Laser Scanning,
présenté lors de: Technical Commission I Symposium, WG l/5 Commission l, Calgary,
June 2010 et publié dans: Ihe International Archives of the Photogrammetry, Remofe
Sensing and Spatial lnformation Science5 vol. 38, num. 1, 2010.11s'inscrit dans la
continuité de contributions publiées dans Géomatique Suisse 9/2008 et 3/2009.
Dans cet article, on évalue et on optimise les procédures de calcul pour la cartogra-
phie en temps réel à partir des mesures d'un laser scanner aéroporté. Les étapes consi-
dérées incluent le géoréférencement direct (GRD) du nuage de points, en temps réel
et avec la résolution maximale, l'analyse de la couverture et de la densité des bandes
scannées, la propagation d'erreur, la classification du sol, la production des modèles
numériques de surface (MNS) et de terrain (MNT), ainsi que l'estimation de la qualité
du MNT. Pour chaque étape de calcul, différentes approches sont implémentées dans
le système <maison> Scan2map. Leur rapidité et leur exactitude sont évaluées en
conditions réelles de lever. Les investigations montrent que le GRD est possible en
temps réel avec un ordinateur portable usuel pour un rythme du scanner allant jus-
qu'à 2OO kHz. De plus, on montre que l'analyse de la couverture et de la densité du
nuage de points exige moins de puissance de calcul. ll en va de même pour le calcul
du MNS et la génération des ombres dues au relief. Ainsi, ces tâches peuvent être ef-
fectuées rapidement après chaque ligne de vol. En fait, la classification nécessaire pour
la production du MNT ainsi que la propagation d'erreur s'avèrent les plus gourmandes
en calculs. ll faut donc maximiser leur vitesse d'exécution tout en maintenant leur
exactitude. Les solutions retenues sont présentées, de même que des recommanda-
tions pour les développements ultérieurs.
Dieser Artikel befasst sich mit der Bewertung und Optimierung der Prozesse, die wâh-
rend luftgestùtzten Messflitgen mittels Laser-scanning-Systemen beteiligt sind. Die
berûcksichtigfen Rechensc hritte umfassen Echtzeit-Punktwolkeberechnung, Kontrol-
le der Punktdichte und der Abdeckung nach jeder Fluglinie, Fehlerfortpflanzungsbe-
rechnung, Bodenpunkte, Klassifizierung sowie Oberflâchen- und Gelândemodellge-
nerierung mit Quatitàtsbeschreibung. Fùr jeden Rechenschritt wurden mehrere Vor-
gehensweisen in ein se/bsterste//tes System implementiert. Dies ermôglicht die
Beurteilung der Geschwindigkeit und der Gûltigkeit der Berechnungen mittels echten
Messflûgen. Es wrrd nachgewiesen, dass Echtzeit-Prozessierungen von Punktwolken
mittels konventionellen Laptops und mit einer Scanfrequenz von 200 kHz môglich
sind. Zusâtzlich zeigen wir, dass die Analysen der Punktdichte und der Abdeckung,
sowie die Berechnung des Oberflâchenmodells mit den dazugehÔrigen Schumme-
rungen weniger rechenintensiv sind. Dies fùhrt dazu, dass diese Schritte erst kurz nach
dem Ende einer Fluglinie vollendet werden kÔnnen. Demgegenùber wurde die Punkt'
wolkeklassifizierung, die fÛr die Berechnung des Gelândemodells benôtigt wird, zu-
sammen mit der Fehlerfortpftanzungsberechnung als die meist rechenintensive Auf-
gaben identifiziert. Dementsprechend wurden diese Schritte so optimiert, dass die
Genauigkeit erhalten wird. Die verbliebenen Lôsungen, zusammen mit Empfehlun-
gen fùr Weiterentwicklungen, werden in diesem Artikel vorgestellt.
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1. lntroduction
Le laser scanning aéroporté est une mé-
thode très efficace et précise pour modé-
liser la surface de la Terre. Certaines ap-
plications posent des exigences élevées,
par exemple une densité de plusieurs
points par m2 et une exactitude horizon-
tale et verticale de 0.1 m. Contrairement
au laser scanning terrestre, le laser scan-
ning aéroporté conventionnel génère les
coordonnées du nuage de points seule-
ment après la mission. Les données du la-
ser sont combinées avec la trajectoire de
la plateforme dans un procédé nommé
parfois <traitement de base>. Les retours
du laser sont séparés selon qu'ils concer-
nent la végétation, les bâtiments ou le ter-
rain au moyen d'une classification
(semi-) automatique. Le modèle numé-
rique de surface (MNS) et le modèle nu-
mérique de terrain (MNT) sont établis à
partir du nuage de points agrégé, com-
me expliqué dans (El-Sheimy et al. 2005).
Cette étape du calcul est nommée <trai-
tement avancé>. Linconvénient majeur
de la séparation du traitement en deux
étapes est le délai entre l'acquisition des
données et le contrôle de qualité, soit la
vérification de leur complétude et de
l'exactitude du modèle de terrain obtenu.
Dans nos investigations précédentes,
nous avons introduit des méthodologies
pour le contrôle de qualité pendant le vol
(Schaer et al. 2008) et, plus récemment,
le cinématique en temps réel (RTK-ALS,
Skaloud et al. 2010). Ce dernier article est
une extension du précédent, où l'on s'ef-
force de réaliser pendant le vol les étapes
du traitement <de base> et <avancé>, de
même que le contrôle de qualité du MNT
(f igure 1).
Pour faire face aux contraintes du calcul
en temps réel, l'efficacité des algorithmes
est cruciale. Dans cette contribution, on
analyse la performance (le temps de cal-
cul) des composantes critiques de l'outil
de contrôle de qualité en vol présenté au-
paravant. Larticle est structuré comme
suit.
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Quest'articolo si occupa della valutazione e dell'ottimizzazione dei processi che inter-
vengono durante ivoli di misurazione con isistemi di laser scanning. Le fasi di calcolo
considerate, includono il calcolo in tempo reale della nuvola di punti, il controllo della
densità dei punti e l'estensione dopo ogni linea di volo, il calcolo della propagazione
degli errori, la classificazione dei punti a terra nonché la generazione di modelli di su-
perfici e terreno con descrizione della qualità. Per ogni fase di calcolo si sono applicati
vari processi in un sistema autoconfezionato. Questo consente di giudicare la velocità e
la validità dei calcoli tramitevoli di misurazione reali. Siamo riusciti a dimostrare che l'e-
laborazione in tempo reale delle nuvole di punti è possibile con un laptop convenziona-
le e una frequenza di scanning di 200 kHz. lnoltre, comproviamo che le analisi della den-
sità di punti e dell'estensione, come pure il calcolo del modello della superficie con le re-
lative ombreggiature richiedono pochi calcoli. Questo fa si che queste fasi possono essere
completate solo dopo l'ultimazione di una linea di volo. ln contrapposizione, si è iden-
tificata una classificazione della nuvola di punti, necessaria per il calcolo del modello del
terreno, che assieme al calcolo della propagazione degli errori, costituisce uno degli ele-
menti che richiedono più tempo di calcolo. Di conseguenza, queste fasi di calcolo sono
stateottimizzateinmodotaledamantenerelaprecisione richiesta.Lesoluzionirimanenti,
unitamente alle raccomandazioni per ulteriori sviluppi, sono oggetto di quest'articolo.
Après la liste des étapes du traitement
dans la Section 2, nous comparons toutes
les procédures de calcul en temps réel
(Section 3) et en temps différé (Section 4)
avec le même processeur. La vitesse des
processeurs évolue rapidement, mais la
comparaison relative est plus importante.
Des développements futurs sont suggé-
rés dans la conclusion.
2. Etapes du traitement
Les étapes du traitement peuvent être di-
visées en deux catégories, en fonction du
délai de calcul (figure 2):
r Traitement en temps réel (on-line): Ce-
ci inclut le GRD du nuage de points,
c'est-à-dire sa génération obtenue en
combinant les mesures du laser avec la
trajectoire intégrée de la plateforme
(Skaloud et al. 2010). Les coordonnées
et toutes les informations requises pour
le traitement ultérieur (p.ex. indicateurs
'"1,-\.:<
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Fig. 1: Affichage de différents résul-
tats du traitement en vol du nuage de
points: (A) Limites de l'emprise, éten-
due des données et des lacunes, (B)
ombrage du modèle de surface, (C)
ombrage du modèle de terrain. Fig. 2: Organigramme simplifié du traitement en vol du nuage de points.
de précision pour la propagation d'er-
reur) sont sauvées dans un fichier. De
plus, les limites de l'emprise au sol peu-
vent être affichées directement (figure
1A) pour informer l'opérateur quant à
la progression du scan (Schaer et al.
2008).
. Traitement en temps différé ou par ban-
de: Lorsque le nuage de points est dis-
ponible pour toute une ligne de vol, les
données sont chargées et le contrôle de
qualité (QC) est effectué. lci nous fai-
sons la distinction entre les opérations
<de base> et <avancées> pour le QC.
Les premières incluent le calcul de la
densité du nuage de points, l'étendue
des données, la détection des lacunes
et le calcul du MNS. Les secondes en-
globent la classification du nuage de
points (recherche des points du sol nu),
la génération du MNT, la propagation
d'erreur pour chaque point et la géné-
ration de diagrammes de qualité
(Schaer et al. 2009). Les résultats de
chaque étape du traitement peuvent
être affichées dans un environnement
de type SIG (figure 'l). Une description
détaillée des étapes ci-dessus se trouve
dans (Schaer 2009).
Tous les tests de performance ont été réa-
lisés avec un laptop DELL Latitude 820 (ln-
tel(R) DualCore CPU T7600 @ 2.33 GHz,
2GB RAM) et des données du système
Scan2map (Schaer et al. 2008).
3. Traitement on-line
Comme expliqué dans Ia section précé-
dente, notre stratégie de calcul est diffé-
rente pendant et après l'exécution d'une
ligne de vol. Pendant le scan d'une zone
d'intérêt, seules les tâches vitales sont
.g
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exécutées. Ce sont: le stockage des don-
nées, l'intégration de données GPS/lNS en
temps réel avec la fourniture d'informa-
tion pour guider le pilote, le géoréféren-
cement de tous les points du nuage et
l'affichage de l'emprise effective.
3.1 Génération du nuage de points
Dans la chaîne de traitement en temps
réel, c'est le GRD des données laser qui
demande la plus grande puissance de cal-
cul. Dans le cas de Scan2map, les don-
nées de la trajectoire sont cadencées à
400 Hz et les données laser à 10 kHz. La
figure 3 illustre la performance du GRD
avec le logiciel LIEOS (Lldar External Orien-
tation)pou r un million de points laser dans
un cadre de référence local. La lecture des
données binaires brutes et le GRD néces-
sitent environ 5 s, ce qui correspond à un
rythme de env. 200 kHz. Pour les données
de ce test, le temps de calcul ne dépend
presque pas de la méthode de GRD im-
plémentée dans LIEOS (grossière, ap-
proximative ou rigoureuse, voir Schaer et
al. 2008). f enregistrement simultané des
données fait augmenter le temps de cal-
cul. Si les données sont enregistrées dans
un fichier ASCll, le temps de calcul excè-
de 20 s (-50 kHz). Cependant, si les don-
nées sont stockées dans un format binai-
re optimisé, le ralentissement du proces-
sus est modéré, avec un rythme de env.
150 kHz. Cet exemple montre que la
configuration actuelle de LIEOS est ca-
pable de réaliser le GRD en temps réel
pour un rythme de scan situé entre 150
et 200 kHz, ce qui correspond à la limite
du matérielactuel, ainsiqu'à la limite phy-
sique imposée au LiDAR par la vitesse de
la lumière.
3.2 Présentation de la progression
du scan
Le calcul en temps réel des indicateurs de
qualité utilisés pour l'affichage (positions
GPS, limites de l'emprise et distance laser,
toutes à 1 Hz) requiert très peu de res-
sources. Dans le processus entier, le délai
principal est introduit par le report des
données sur la carte numérique (points en
couleur pour les positions GPS, lignes bri-
sées pour l'emprise, etc.). Malgré l'usage
d'un algorithme optimisé pour l'afficha-
ge, où seule la partie de la carte affectée
par les changements est redessinée, le ra-
fraîchissement graphique peut générer
des délais importants. lls peuvent at-
teindre 1 s, spécialement lorsque les fonc-
tions pan ou zoom sont utilisées en pa-
rallèle, car elles nécessitent la mise à jour
de tout l'écran. Néanmoins, ces délais dé-
pendent surtout du matériel et pourraient
être réduits avec un ordinateur équipé
d'une carte graphique plus puissante.
4. Traitement off-line
Durant les vols de transition ou entre les
lignes de vol, les algorithmes pour évaluer
la complétude des données (QC de base)
et leur exactitude (QC avancé) sont acti-
vés. Dans la configuration actuelle, ces al-
gorithmes sont exécutés de manière sé-
quentielle dans une chaîne séparée ap-
pelée LIAN (Lldar ANalyze module).
fexécution de cette chaîne peut être
poursuivie parallèlement au calcul on-li-
ne, mais sa priorité est réduite et le calcul
est ralenti. Dans les comparaisons nous
considérons le <cas normal> où la chaîne
est exécutée en mode standard entre les
lignes de vol. Pour la gestion du vol, mieux
vaut fournir tous les indicateurs de quali-
té aussi rapidement que possible, au cas
où une partie du périmètre devrait être
complété.
4.1 Aucune optimisation (cas A)
La figure 4 représente le temps de calcul
de LIAN pour une analyse complète de la
qualité (ré9lage standard de LIAN) d'un
nuage de 500000 points avec différents
scénarios d'opttmisation. La barre hori-
zontale inférieure indique le temps requis
en l'absence d'optimisation algorith-
mique. La barre supérieure indrque le
temps de calcul avec le cumul des amé-
Iiorations. Pour le scénario sans optimisa-
tion du code, la figure 4A illustre le temps
très faible (env. 5 s) nécessaire pour les
étapes du contrôle de qualité de base,
telles que la lecture et le filtrage des don-
nées, le calcul de la grille de densité, la
détermination de l'emprise, la détection
des lacunes et l'établissement du MNS. La
plupart du temps de calcul est requis pour
les étapes plus complexes du contrôle de
qualité, telles que la classification du sol
(env. 65 s) et la propagation d'erreur (env.
35 s). Par la suite, on présente plusieurs
stratégies visant à réduire le temps de cal-
cul pour ces deux dernières étapes.
4.2 Calcul des normales agrégées
(cas B)
Les analyses de la géométrie du scan et
l'algorithme de classification du sol re-
quièrent Ies normales locales pour chaque
point. LIAN les calcule par l'analyse des
composantes principales (PCA) de la ma-
trice de covariance locale pour un certain
voisinage No de taille k (Schaer et al.
2007). Un calcul rigoureux exige la ma-
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Fig. 5: Calcul de la normale locale par
agrégation.
trice de covariance et la PCA pour chaque
point laser. Cependant, lorsque la cour-
bure estfaible, la variation du vecteur nor-
mal est très petite pour des points voisins.
La figure 5 illustre une méthode qui utili-
se cette propriété: si la courbure locale
Mcc d'un point pi est plus petite qu'un
certain seuil Mcc.u,, la normale calculée
np, peut être assignée aux points qui se
trouvent dans un rayon d.u, du point ori-
ginal. Ainsi, pour tous les points dans un
certain voisinage, un autre calcul de la co-
variance est superflu. Pour l'exemple de
la figure 48, la réduction du temps de cal-
cul est modérée (3.2 s, soit env. 3%). Ce-
pendant pour une topographie douce, la
réduction du temps de calcul peut at-
teindre 20% du temps de traitement to-
tal.
4.3 Partition des données (case C)
Pour la plupart des algorithmes utilisés
pour la classification du sol et la propa-
gation d'erreur, la relation entre la taille n
Fig. 6: Temps de calcul pour la classifi-
cation du sol sans et avec partition.
de l'échantillon et le temps de calcul est
non linéaire (ligne rouge de la figure 6).
f indexation spatiale nécessaire avanttou-
te requête de données, en l'occurrence la
construction d'un arbre kd, présente une
croissance logarithmique du temps de cal-
cul (O (n log n)). Afin de limiter le temps
nécessaire pour l'indexation spatiale et la
requête de données. LIAN implémente
une partition des données où le nuage de
points est subdivisé en blocs réguliers (ty-
piquement 50 000 points) de façon chro-
nologique (figure 7). Pour éviter des ré-
sultats incohérents aux limites des tuiles,
ces dernières sont définies avec un ceÊ
tain recouvrement (typiquement 5000
points). Par la suite, l'algorithme de clas-
sification du sol est appliqué par tuile et
le nuage de points n'est assemblé qu'à la
fin du processus. Ce procédé permet de
maintenir une relation linéarre entre la
taille de l'échantillon et le temps de cal-
cul (ligne pointillée de la figure 6). L'aug-
mentation possible de l'efficience peut
aussi être vue à la figure 4C, oir le temps
de calcul est réduit de plus de 40%
lorsque Ia partition est implémentée.
Fig.7: Exemple de partition chrono-
logique du nuage de points.
4.4 Factorisation du calcul de la
covariance (cas D)
Comme décrit dans (Schaer et al. 2007),
LIAN applique la Ioi de propagation de la
covariance pour calculer la matrice de co-
variance 3x3 de chaque point laser. Ceci
requiert la multiplication de matrices de
complexité O(2n')p), où n=3 el p=14.
Comme expliqué dans la même publica-
tion, la construction de l'indicateur de
qualité qi est basée sur les éléments dia-
gonaux de la matrice de covariance. Ain-
si, les termes non diagonaux sont inutiles
et leur calcul peut être omis. Cette stra-
tégie est réalisée en faisant une factori-
sation complète et une agrégation des
termes répétitifs de la multiplication des
matrices. Exprimer les éléments intéres-
sants de la matrice directement (en tant
que simples multiplications) réduit de plus
de 90% la charge de calcul nécessaire
pour estimer la matrice de covariance.
Pour la chaîne de traitement entière, ce-
ci permet une réduction du temps de cal-
cul de presque 30% (voir figure 4D).
4.5 Dilution sélective des données
(cas E)
LIAN calcule les indicateurs de qualité
individuels qi combinant l'influence de la
navigation
ço'lll.'' ,o','"'')
et de la géométrie du scan
(o.T", o:*')
pour chaque point laser (Schaer et al.
2007). A partir de cette information, une
carte de qualité est générée selon une
taille de cellule donnée (typiquement
1-2 m). Appliquer la propagation d'erreur
complète à des données plus denses n'est
pas optimal, puisque seule une partie de
l'information est représentée. De plus, la
densité du nuage de points est souvent
hétérogène, comme le montre la figure
8A où les lignes de scan sont plus ou
moins écartées en raison des variations de
l'attitude et de la vitesse de la platefor-
me. f algorithme de dilution sélective im-
plémenté dans LIAN surmonte ce problè-
me en enlevant les points qui se trouvent
dans une certaine sphère autour du point
requis (figure 88). Ceci présente plusieurs
avantages: D'abord, la quantrté de don-
Fig. 8: Homogénéisation de la densi-
té du nuage de points par dilution sé-
lective: (A) données originales, (B)
données diluées (colorées selon l'alti-
tude).
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Tab. 1: Comparaison des résultats de LIAN obtenus sans et avec optimisations,
y compris un facteur d'omission de 3.
nées qui alimentent le calcul de propaga-
tion est fortement réduite. Ensuite, les
données sont homogénéisées et échan-
tillonnées conformément à la taille dési-
rée des cellules de la carte de qualité. Pour
l'exemple illustré dans la figure 4E, la di-
lution sélective réduit le temps de calcul
de plus de 5 s, ce qui représente une amé-
lioration d'environ 13%.
4.6 Omission de données (cas F)
Pour effectuer le contrôle de qualité pen-
dant le vol, le traitement des données à
la cadence maximale n'est pas nécessai-
re. On peut ignorer certaines données dé-
yà lors du géoréférencement des points la-
ser. Cependant, l'évaluation de la perfor-
mance présentée dans la Section 3 a
prouvé que l'algorithme qui génère le
nuage de points fonctionne sans problè-
me à un rythme de 100 kHz. Ainsi, mieux
vaut n'ignorer certains points que lors de
leur lecture dans LIAN. Ceci a l'avantage
substantiel que le nuage de points calcu-
lé en vol est complet; il peut donc être uti-
lisé directement en post-traitement avec
la méthode RTK-ALS (Skaloud et al. 201 0).
La f igure 4F indique la réduction du temps
de calcul pour un facteur d'omission de
3, lorsque seul un point laser sur trois est
introduit dans LIAN à partir des données
à 10 kHz de Scan2map. En comparaison
avec le scénario E, l'économie est de
21 .5 s, soit une augmentation de vitesse
de 57ok. Cependant, la réduction du
temps de calcul par cette approche est ac-
compagnée d'une baisse de la résolution
spatiale et probablement aussi d'une ré-
duction de la fiabilité du contrôle. Donc,
il faut choisir le facteur d'omission de fa-
çon ludicieuse, afin d'accroître l'efficien-
ce du calcul sans perdre la pertinence de
l'estimation de précision. Si l'altitude de
vol, la vitesse de la plateforme et la ca-
dence du laser sont connues a priori, la
densité des points peut être prédite. En
combinant cette information avec les pa-
ramètres du programme de cartographie
et d'évaluation (c.-à-d. taille d'une cellu-
le de la grille de densité, MNS, MNT et
carte de qualité) la valeur du facteur
d'omission peut être déterminée avant
chaque mission. Dans le cas particulier de
Scan2map, le facteur d'omission typique
varie entre 2 eT 4.
Le Tableau 1 vérifre la conformité de trois
grilles de résultats de LIAN (grilles de den-
sité, du MNT et de qualité) calculées
d'abord avec la configuration de la figu-
re 4A (aucune optimisation) puis avec la
configuration de la figure 4F (optimisa-
tions cumulées). Bien que le temps de cal-
cul soit réduit entre les deux scénarios
d'un facteur de 6.5 (de 105.2 s à 16 1 s),
les différences pour les grilles de densité
et de qualité sont minimes et sans inci-
dence sur le contrôle de qualité en vol.
f omission initiale de données ne modifie
pas la validité de l'emprise et des lacunes,
puisque Ieur calcul est basé sur la grille de
densité.
En revanche, l'omission de données peut
affecter la grille du MNT. Comme le
nombre inrtial de points est fortement ré-
duit, la classif ication du sol dans les zones
en pente devient problématique. En con-
séquence, l'exactitude du MNT souffre
principalement dans ces zones.
5. Conclusions et
perspectives
La vitesse d'exécution des étapes de cal-
cul liées à la génération et au traitement
en temps réel du nuage de points laser
ont été analysées. Plusieurs stratégies ont
été suggérées pour améliorer l'efficience
dans les embouteillages de la chaîne de
traitement. Ceci inclut des méthodes
telles que le calcul de normales agrégées,
la partition des données, la factorisation
de la covariance et la dilution de données.
La réussite de leur implémentation dans
un module de logiciel (LIAN) est confir-
mée sur une base expérimentale consi-
dérable. Les évaluations de la performan-
ce ont montré que le GRD peut être ef-
fectué en temps réel pour un LiDAR avec
une cadence allant jusqu'à 150 kHz. En
omettant certaines données, on peut fai-
re varier la performance du logiciel. Les
opérations du contrôle de qualité de ba-
se, comme la détection de l'emprise et
des lacunes, sont très rapides (moins de
5 s pou r 0.5 million de points) et sont donc
applicables à des cadences de données
élevées, Les fonctions avancées du
contrôle, telles que la classification du sol
et la propagation d'erreur, requièrent da-
vantage de temps de calcul (environ 25 s
pour 0.5 million de points). Leur applica-
tion peut être limitée pour des systèmes
pulsés à plus de 50 kHz, bien qu'un tel
rythme de calcul puisse encore générer
une information pertinente pour gérer
l'opération de lever, si l'on admet une cer-
taine agrégation/résolution dans le temps
et dans l'espace.
Pour appliquer les concepts de contrôle
de qualité en vol au-delà d'une cadence
de 50 kHz, la rapidité de calcul demeure
le facteur limitant. En particulier, les re-
quêtes de données dans le nuaqe de
points et la dérivation de I'information sur
la variance (classification des données,
propagation d'erreur) demandent une
puissance de calcul élevée. Un ordinateur
plus puissant (p.ex. un rack industriel)
pourrait accélérer le traitement en temps
réel, mais ce sont surtout les fantastiques
capacités de traitement en parallèle des
processeurs graphiques (G raphics Proces-
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srng Units = GPU) qui laissent entrevoir
une solution. Par exemple (Garcia et al
2008) démontrent que le traitement en
parallèle avec une carte graphique stan-
dard accélère la recherche de points voi-
sins dans le nuage (via un arbre kd, une
des opérations les plus fréquentes dans
LIAN) par un facteur allant jusqu'à 120.
Adapter le logiciel pour le traitement en
parallèle ouvrirait un champ d'investiga-
tion pour l'analyse de systèmes laser pul-
sés à une cadence bien plus grande
Remerciements
Ces investigations ont été financées es-
sentiellement par la Commrssion pour la
Technologie et l'lnnovation (CTl/KTl Pro-
1eL7782 EPRP) en collaboration avec BSF
Swissphoto.
Bibliographie
El-Sheimy, N , Va eo, C and Habib, A., 2005
Digital terrain modelrng. Artech House.
Garcia, V, Debreuve, E. and Barlaud, M.,2008.
Fast k nearest ne ghbor search using GPU,
CVPR Workshop on Computer Vision on GPU,
Anchorage, Alaska, USA.
Schaer, P, Skaloud, J , Landtwig, S. and Legat,
K., 20A1 . Accuracy Estrmation for Laser Point
Cloud lncluding Scanning Geometry. The ln-
ternat ona Archives of the Photogrammetry,
Remote Sensing and Spatial Informatton
Sciences, 36(5) B
Schaer, P, Skaloud, J and Tome, P, 2008. To-
wards n-f ight quality assessment of airborne
laser scann nq. The lnternattonal Archives of
the Photogrammetry, Remote Sensing and
Spatial Information Sciences, 37(85)
B5 1 
-856
Skaloud, J., Schaer, P, Steblet Y. and Tome, P,
2010 Real-time registration of arrborne laser
data with sub-decimeter accuracy ISPRS Jour-
nal of Photogrammetry and Remote Sensing,
65 2OB-2 11
J. Skaloud
P Schaer
B. Merminod
E PFt
Laboratoire de Topométrie
Station 18
CH-1 01 5 Lausanne
ja n.ska loud@epf l.ch
'-)
allnav ag
Ch. de la Charrière 3
CH-1891 Vérossaz
www.allnav.com
Tel. o24 5So 22 15
Fax o24 55o 22 16
romandie@allnav.com
Hauptsitz Schweiz: CH-55o4 Othmarsingen
Geschâftsstelle Deutschland: D-71522 Backnâng
-b-
t
àç!
NæL$lrli-jj\L$ ï Trimble Tablet
Avec des fonctionnalités DAO et caméra intégrée
o
,@-
t@
z-__-------;:
fl
Volumes
i
\3è s{É
V.'oéiung T':J'€n A..gb!u Acc?s.Stn.
\/egtr{1.
Esqu isses
l&F
DAO
J
Georratik Schweiz 6/201 l 289
t9'Trimble
