Consider random polynomials of the form G n = ∑ n i=0 ξ i p i , where the ξ i are i.i.d. non-degenerate complex random variables, and {p i } is a sequence of orthonormal polynomials with respect to a regular measure τ supported on a compact set K. We show that the normalized counting measure of the zeros of G n converges weakly almost surely to the equilibrium measure of K if and only if E log(1 + ξ 0 ) < ∞. This generalizes the corresponding result of Ibragimov-Zaporozhets in the case when p i (z) = z i . We also show that the normalized counting measure of the zeros of G n converges weakly in probability to the equilibrium measure of K if and only if P(
Introduction
Let {p 0 , p 1 , . . . } be a sequence of polynomials where each p i is of degree i. Let {ξ j ∶ j ∈ N} be a sequence of i.i.d. complex random variables. Throughout the paper, we always assume that the ξ j are non-degenerate (that is, their distribution is not supported on a single point). We consider the sequence of random polynomials
(1) {E:Gn}
{E:Gn}
The polynomial G n has D n zeros z 1 , . . . z Dn , where D n = max{j ≤ n ∶ ξ j ≠ 0}. Define the zero measure of G n by
We are interested in understanding the global asymptotic behaviour of µ Gn for various sequences of polynomials {p i }. In particular, we are interested in finding limits, both almost surely and in probability, of the random measure µ Gn . Here the underlying topology is the weak topology on probability measures on C.
This problem was first considered by Hammersley [11] in the context of the Kac ensemble
Shortly thereafter, Shparo and Shur [22] proved the first results about the concentration of the zeros of G n near the unit circle.
The global zero distribution of the Kac ensemble has been extensively studied (see, for example, [12, 13, 22] ). In particular, Ibragimov and Zaporozhets [13] showed that the condition E log(1 + ξ 0 ) < ∞ (2) {E:IZ} {E:IZ} is both necessary and sufficient for µ Kn to converge weakly almost surely to normalized Lebesgue measure 1 2π dθ on the unit circle C = {z ∶ z = 1}. We can view the sequence of monomials {1, z, z 2 , . . . } used to form the Kac ensemble as an orthonormal basis for the space L 
). Based on this observation, it is natural to replace {1, z, z 2 , . . . } by another orthonormal polynomial sequence with respect to a compactly supported measure τ to form a sequence as in (1) . We can then ask if the zero measure µ Gn converges to the equilibrium measure of supp(τ ). Note that in the Kac ensemble case, it is a coincidence that the equilibrium measure and the reference measure are the same.
This approach was first taken up by Shiffman and Zelditch in [21] . They proved almost sure convergence results for particular types of measures τ , in the case where the coefficients ξ j are i.i.d. complex Gaussian random variables. Other investigations in this direction have been conducted in [1, 2, 5-7, 9, 14, 18] .
In this paper, we continue this line of research. Our primary concern is to find the weakest possible conditions on the coefficients ξ j so that the sequence µ Gn converges weakly almost surely to the equilibrium measure of K = supp(τ ), which we denote by µ K . In particular, we will generalize the Ibragimov-Zaporozhets necessity and sufficiency theorem about the Kac ensemble to a wide class of random orthogonal polynomial ensembles. We also analyze when the sequence µ Gn converges weakly in probability, and prove necessitysufficiency statements in that case.
This problem has been tackled previously by various authors. These papers have mostly focussed on finding better sufficient conditions for convergence of µ Gn , without showing their necessity.
Kabluchko and Zaporozhets [14] proved convergence of µ Gn to µ K in probability in the case where the p j are of the form a j z j for some sequence a j ∈ C under the IbragimovZaporozhets condition (2) . This corresponds to the case when the measure τ is rotationally symmetric. Their results also address more general random analytic functions, including random orthogonal polynomial arrays generated from a circularly symmetric measure and a circularly symmetric weight function.
Bloom and Dauvergne [6] extended this result by showing that µ Gn converges to µ K in probability for any sequence of polynomials {p j } generated from a measure τ satisfying the Bernstein-Markov property (we will discuss this property later in the intro) under the condition P( ξ 0 > e n ) = o(n −1
). (3) {E:BD-moment} {E:BD-moment}
This condition is slightly weaker than (2) . They also established almost sure convergence of µ Gn to µ K in the case of a rotationally symmetric measure τ and weights satisfying (2) .
In [19] , Pritsker considered random polynomials formed from sequences of polynomials with asymptotically minimal L ∞ -norm on a compact set K. Orthonormal polynomials where the underlying measure τ satisfies the Bernstein-Markov property fit into this class. He established almost sure convergence of µ Gn to µ K when the i.i.d. coefficients ξ i satisfy the moment conditions E log(1 + ξ 0 ) < ∞ and sup z∈C E(log − ξ 0 + z ) t < ∞ (4) {E:log-cond} {E:log-cond} for some t > 1. Here f − = − min(0, f ) is the negative part of f . His results also hold in the case where K is simply connected with empty interior with the second condition replaced by the weaker condition E log − ξ 0 < ∞.
Pritsker and Ramachandran [18] have studied this problem for sequences {p j } given by Faber, Bergman, or Szegő polynomials where the compact set K is the closure of a Jordan domain with an analytic boundary D. In this case they showed that condition (2) was both necessary and sufficient for almost sure convergence of the zero measure µ Gn . Bergman and Szegő polynomials are orthonormal polynomials with respect to normalized planar Lebesgue measure on K and normalized arc length measure on D, respectively (both of these are Bernstein-Markov measures). Faber polynomials are not formed as an orthonormal sequence, but they nonetheless fall within the framework of our paper.
In all of the above papers, the authors required K to be non-polar so that the equilibrium measure on K is well-defined. We will also make this assumption throughout.
Main Results

{SS:main-results
Let τ be a measure with non-polar compact support K ⊂ C. Let {p n = ∑ n i=0 a n,i z i } be the sequence of orthonormal polynomials formed by applying the Gram-Schmidt procedure to the sequence {1, z, z 2 , . . . }. We say that the measure τ is regular on its support K if lim n→∞ 1 n log a n,n = − log cap(K).
Regularity of a measure is a very weak density condition that is satisfied by almost any natural measure (see the discussion in Section 1.3). We can now state our main convergence theorems about random orthogonal polynomials. 
Again, if (6) fails, then the sequence µ Gn has no limit in probability in the space of probability measures on C.
The renormalized nth orthonormal polynomial p n a n,n is minimizes the L 2 (τ )-norm among all degree-n monic polynomials. This minimality property is the only property of orthonormal polynomials that we use to prove Theorem 1.1 and Theorem 1.2. Because of this, we can generalize these theorems to a much larger class of random asymptotically minimal polynomials.
{D:asym-ext} Definition 1.3. A sequence of degree-n polynomials {p n = ∑ n i=0 a n,i z i ∶ n ∈ N} is asymptotically minimal on a compact set K ⊂ C if there exists a regular measure τ with supp(τ ) = K and a p ∈ (0, ∞] such that lim n→∞ 1 n log a n,n = − log cap(K) and lim
Note that in the case when p = ∞, we can drop the need for a reference measure τ .
In the above definition, the term asymptotically minimal comes from the fact that the ratio 1 n log( p n L p (τ ) a n,n ) converges to the minimal value log cap(K). We also require the convergence of both the leading coefficients and the L p (τ )-norms (rather than just the ratio) so that different terms are of comparable size when we take a random sum of asymptotically minimal polynomials. If only the ratio 1 n log( p n L p (τ ) a n,n ) converges, then the corresponding random asymptotically minimal polynomials need not have any structure. For example, for any sequence {a n,n }, the polynomials {p n = a n,n z n } satisfy convergence of the ratio 1 n log( p n L p (τ ) a n,n ), but we can choose the numbers {a n,n } so that the zero measure of randomized sum ∑ n i=0 ξ i p i will not converge for any choice of the distribution of ξ 0 .
Since regular measures are defined with respect to orthonormal polynomials, the L 2 norm appears to play a special role in the above definition. However, this is not the case. Let M n be the set of monic, degree-n polynomials. By Theorem 3.4.1 from [23] , if
for one p ∈ (0, ∞), then it holds for all p ∈ (0, ∞). As discussed above, the minimizing sequence of polynomials in (7) with p = 2 is the renormalized sequence of orthonormal polynomials, so we can take Equation (7) to be the definition of regularity of τ when p = 2. Hence a measure is '2-regular' if and only if it is 'p-regular' (in the sense of Equation (7)) for all p ∈ (0, ∞).
We can now state the more general version of Theorems As discussed above, the sufficiency of condition (6) for Theorem 1.2 was proven as Theorem 5.3 in [6] for Bernstein-Markov measures τ with regular support K. These proofs can be extended to include all cases of Theorem 1.2 with a few modifications. The proof ideas can also be used to show the convergence in probability in Theorem 1.4 when the sequence {p n } has an additional assumption about root concentration or speed of convergence (i.e. see [5] ).
However, the method of [6] does not extend as easily to asymptotically minimal polynomials without any condition on root concentration or speed of convergence, and does not extend at all to the case of almost sure convergence.
On the other hand, our proofs of sufficiency for almost sure convergence and convergence in probability in Theorem 1.4 are essentially the same, with a few changes made where necessary to account for the difference between the conditions on the random variables.
Finally, in Theorem 1.4, the condition of non-degeneracy on the random variables is crucial. The asymptotic structure of the roots can change when the coefficients are degenerate. For example, consider the case when p 0 = 1 and p n = z n − z n−1 for n ≥ 1. This is a sequence of asymptotically minimal polynomials for the unit circle C, but the zero measure of the deterministic sum ∑ n i=0 p n (z) = z n converges to a δ-mass at 0, rather than the equilibrium measure on C. For a less contrived example that does quite not fit into our framework here, see [14] , Figure 2.
Examples
In addition to orthonormal polynomials, many other natural classes of polynomials fit into the framework of Theorem 1.4. We give three examples here.
{E:Lp-extremal} Example 1.5 (L p -minimal polynomials and Chebyshev polynomials). Let K be a nonpolar compact set. Fix a p ∈ (0, ∞] and a regular measure τ on K. Let r n be a monic degree-n polynomial on K with minimal L p (τ ) norm. Note that r n exists by a compactness argument, but is not necessarily unique when p < 1 (see discussion on pg. 84, [23] ). Then we have lim
In particular, the normalized sequence {q n = r n r n L p (τ ) ∶ n ∈ N} is asymptotically minimal on K.
For p ∈ (0, ∞), Equation (8) follows from the discussion above about regularity. For the Chebyshev polynomial case p = ∞, the measure τ plays no role and Equation (8) holds for any non-polar compact set K (see [24] , Theorem III.26).
{E:fekete} Example 1.6 (Fekete polynomials). Fix a non-polar compact set K. Let z n,1 , . . . , z n,n be the Fekete points in K (i.e. the points which maximize the Vandermonde determinant Π 1≤i<j≤n z n,i − z n,j ). Let p n (z) = γ n Π n j=1 (z − z n,j ), where γ n ∈ R + is a normalizing constant chosen so that p n has uniform norm equal to 1 on K. Then the sequence {p n } is asymptotically minimal on K (see Theorem 5.4.4, [20] ).
{E:faber}
Example 1.7 (Faber polynomials). Let K ⊂ C be compact and assume that (C∖K)∪{∞} is simply connected in C ∪ {∞}. We can define the Faber polynomials f n on K as follows.
be the Riemann mapping satisfying Φ(∞) = ∞ and Φ ′ (∞) > 0. We can write
Define the nth Faber polynomial f n (z) as the unique polynomial of the form Φ n −g n , where g n contains only negative powers of z. After renormalizing f n to have uniform norm equal to 1 on K, the sequence f n is asymptotically minimal (see, for example, [15] ).
Remarks about the regularity of τ and related conditions
{SS:regularity} (i) Regularity of a measure τ on supp(τ ) = K is essentially a statement about how dense the measure τ is on K. Almost all naturally arising measures are regular. For example, when K is regular (that is, the outer boundary of K is regular for the Dirichlet problem), regularity of τ is implied by the following rather weak density condition (see Proposition 3.3, [8] ): there exists an r 0 > 0 and t > 0 such that for any z in the outer boundary of K and any r < r 0 , we have that τ (B(z, r)) ≥ r t .
(ii) A measure τ with support K has the Bernstein-Markov property if for every ǫ > 0, there exists a constant c > 0 such that for any polynomial p of degree n, we have that
where ⋅ K is the uniform norm on K. Any Bernstein-Markov measure is regular (see discussion on p. 67, [23] ). Also, for a regular compact set K, regularity of τ and the Bernstein-Markov property are equivalent (see Theorem 3.2.3, [23] ). Much of the previous work on complex zeros of random orthogonal polynomials has focussed on the case when τ has regular support (i.e. [1, 6] ), where the distinction between regular and BernsteinMarkov measures is unnecessary.
The multivariable case
The global zero distribution of random polynomials has also been studied other contexts.
In particular, much of the potential theory used in the study of one-variable random polynomials can be adapted to the multivariable setting (see, for example, [1, 2, 4, 7, 9] ). However, the properties of asymptotically minimal polynomials and orthonormal polynomials used for the proofs in this paper do not have obvious multivariable equivalents. It is thus unclear if the methods we employ here can be fully extended to this context.
Organization of the paper and a brief discussion of the proofs
In Section 2, we introduce the necessary background for the paper. In Section 3, we prove a deterministic convergence criterion for zero measures (up to one result, which we leave to the appendix). Letting τ be regular measure on a compact set K, p ∈ (0, ∞], and {p n = ∑ n i=0 a n,i z i }, our deterministic criterion allows us to prove convergence of the zero measures µ pn → µ K whenever the ratio p n L p (τ ) a n,n−in is asymptotically minimal for some sequence i n = o(n log n), and the values of p n on the interior of the polynomially convex hull of K, int(P (K)), are sufficiently large.
Similar criterions have appeared before when p n is renormalized by the leading coefficient a n,n instead of a close-to-leading coefficient a n,n−in (see, for example, [4] , Theorem 1.2 or [3] , pp. 309-310). However, the random polynomials G n that we consider may have leading coefficients which are extremely small with a non-negligible probability (i.e. if E log − ξ 0 = ∞) so theorems that only allow renormalization by the leading coefficient cannot be applied to our case.
In Section 4, we use this deterministic criterion to prove the sufficiency of the conditions (5) and (6) for Theorem 1.4. To check the criterion, the key step is using a small ball probability estimate adapted from a result of Nguyen and Vu [17] to show that the values of G n on int(P (K)) are sufficiently large.
This estimate was also used in [6] to establish convergence of µ Gn in the case when p j (z) = a j z j . To apply the Nguyen-Vu result it suffices to show that for almost every z ∈ int(P (K)), the sequence {p 0 (z), p 1 (z), . . . } is sufficiently spread out. This is done via Cartan's estimate and understanding the structure of the polynomials {p i }.
In Section 5, we prove the necessity statements in Theorem 1.4. To do this, we show that if the random variables ξ i fail to satisfy the required moment conditions, then one term ξ j p j for j ∈ [n 4, n 2] in the sum for G n dominates the others with an asymptotically non-negligible probability. By Rouché's theorem, this forces at least half of the zeros of G n to lie outside a disk of arbitrarily large radius. This will imply that the zero measures µ Gn have no weak limit.
A similar idea was used to prove sufficiency in [13] (see also [18] ). However, unlike in those papers, our proof requires very little knowledge of the structure of the polynomials and relies mostly on understanding of the sequence of random variables {ξ i }.
Notation
Throughout the paper, we use the following notation. For a compact set K, let U (K) be the unbounded component of K c , and let P (K) = U (K) c be the polynomially convex hull of K (i.e. K with its holes filled in). We write ∂P (K) for the outer boundary of K. All sequences of deterministic polynomials we consider will be written as {p n = ∑ n i=0 a n,i z i }. We will let µ n denote the zero measure of p n . The polynomial G n = ∑ n i=0 ξ i p i will always refer to a random polynomial where {p n } is a sequence of asymptotically minimal polynomials, and the sequence {ξ i } is an i.i.d. sequence of complex non-degenerate random variables. We will also write G n = ∑ n i=0 ζ n,i z i for the decomposition of G n into a sum of monomials. The coefficient ζ n,i = ∑ n j=i ξ j a j,i . As discussed at the beginning of the introduction, G n is of degree D n = sup{i ≤ n ∶ ξ i ≠ 0}, and the leading coefficient is ξ Dn a Dn,Dn . However, the non-degeneracy of ξ i guarantees that D n n → 1 almost surely, and no parts of the proofs are affected by this discrepancy between D n and n. Hence we will treat G n as if it were always degree n in order to avoid carrying the D n notation throughout the paper.
Preliminaries
{S:prelim}
Convergence of random measures
For a random polynomial G n , we will often write G n (z, ω), where ω is a point in a background probability space Ω. We do this so we can more easily distinguish between two types of almost sure statements: one for almost every ω ∈ Ω, and one for (Lebesgue)-almost every z in some subset of C.
Recall that a sequence of probability measures µ n on C converges weakly to µ if for every continuous, bounded function f ∶ C → R, we have that
The random measures µ Gn → µ almost surely if µ Gn (ω) converges weakly to µ for almost every ω ∈ Ω. The random measures µ Gn → µ in probability if for every weakly open set O containing µ, we have that lim
Equivalently, µ Gn → µ in probability if for every subsequence J ⊂ N, there is a further subsequence J 0 ⊂ J such that {µ n ∶ n ∈ J 0 } converges to µ almost surely.
Potential Theory
u is upper semicontinuous, and if u satisfies the sub-mean inequality. That is, for every z ∈ D there exists a radius ρ > 0 such that
If f is analytic on D then log f is subharmonic. Now let K ⊂ C be a compact set and let µ be a probability measure on K. Define the logarithmic potential of µ by the formula
For a logarithmic potential µ, the function −p µ is always subharmonic on C, and harmonic outside of supp(µ). In particular, if µ is the zero measure of a degree-n monic polynomial q, then 1 n log q(z) = −p µ (z).
We note here that a measure is uniquely determined by its logarithmic potential (this can be seen by noting that applying the distributional Laplacian to −p µ gives the measure 2πµ).
The (logarithmic) energy of µ is given by
For a compact set K, set We then define the (logarithmic) capacity of K by
Any polar set has Lebesgue planar measure zero. We say that a property holds quasi-everywhere on a set D ⊂ C if it holds for all z ∈ D outside of a polar set.
Note that any compact set K has finite capacity. When K is a non-polar compact set, there is a unique probability measure µ K on K that attains the infimum in (9) . This is known as the equilibrium measure. It is always supported on the outer boundary ∂P (K), and hence its potential is harmonic on both U (K) (the unbounded complement of K) and on int(P (K)) (the interior of the polynomially convex hull of K). We will use the following characterization of µ K .
{T:eq-def}
(ii) p µ K (z) = − log cap(K) for every z ∈ int P (K) and quasi-every z ∈ ∂P (K).
Moreover, µ K is the only measure satisfying these properties.
As the equilibrium measure is an essential object of study for us, we restrict our attention to non-polar compact sets for the remainder of the paper.
3 A deterministic convergence statement
{S:det-cvg}
In this section, we prove the following deterministic result about the convergence of zero measures of polynomials to an equilibrium measure on a compact set, up to one fact which is left to the appendix. We will also prove a few facts about potentials along the way that will be used later in the paper.
{T:det-cvg-in} Theorem 3.1. Let {p n = ∑ n k=0 a n,k z k } be a sequence of degree-n polynomials and let K ⊂ C be a non-polar compact set. Suppose that there exists a sequence i n = o( n log n ) such that the following conditions hold: (i) There exists a regular probability measure τ on K and a p ∈ (0, ∞] such that
(ii) For almost every z ∈ int(P (K)), we have that
Then µ n converges weakly to µ K .
Note that the second condition is vacuously true if P (K) has empty interior. The proof of Theorem 3.1 consists of two parts. We first show that the theorem holds with i n = 0 for all n. This is done in Section 3.1. We then extend this to all i n in Section 3.2 by showing how the zero measures of polynomials in the case of general i n can be related to zero measures of polynomials satisfying the conditions of Theorem 3.1 with i n = 0.
3.1
The i n = 0 case of Theorem 3.1
{SS:in-0}
We first restate Theorem 3.1 with i n = 0.
{T:det-cvg} 
a n,n = log cap(K).
Then the zero measures µ n of p n converge weakly to µ K .
In Theorem 3.2, condition (i) essentially states that the sequence p n is asymptotically minimal, up to a rescaling. The first step needed to prove Theorem 3.2 is to show that the sequence of zero measures µ n is tight.
{L:tightness}
Lemma 3.3. Let p n be a sequence of degree-n polynomials, let K ⊂ C be a non-polar compact set, and suppose that assumption (i) of Theorem 3.2 holds.
(i) The sequence µ n is tight, and any subsequential limit µ of µ n is supported in P (K).
(ii) Let V ⊂ U (K) be any closed set. Let x n,1 , . . . , x n,ℓ(n) be the roots of p n in V . Then
x n,i ≤ 0.
To prove Lemma 3.3, we use the following result from [23] .
Lemma 3.4. (Lemma 1.3.2 from [23] ) Let S be a compact subset of C, and let U be the {L:move-in-roots unbounded component of S c . Then for any closed set V ⊂ U , there exists a < 1 and k ∈ N such that for any points x 1 , . . . , x k ∈ V , there exist k points y 1 , . . . y k ∈ P (K) for which the rational function
satisfies the inequality r k S ≤ a (here ⋅ S is the uniform norm on S). In particular, when V is outside of the convex hull of S, we may take k = 1.
Note that in [23] , the above lemma is stated for the case V compact. However, the proof goes through for all closed V .
Proof of Lemma 3.3.
Without loss of generality, we may assume that a n,n = 1. Let p ∈ (0, ∞] and τ be given by assumption (i) of Theorem 3.2, and let {q n ∶ n ∈ N} be the sequence of minimal monic polynomials in L p (τ ), as in Example 1.5. Assumption (i) and the regularity of τ implies that
Now fix a closed set V ⊂ U (K). To prove (i), it is enough to show that µ n (V ) → 0 as n → ∞. Let x n,1 , . . . , x n,ℓ(n) be the roots of p n in V . Letting a < 1, k ∈ N be as in Lemma 3.4 for the sets V and K, that lemma implies that for all n there exist points y n,1 , . . . , y n,ℓ(n) ∈ C such that
As the polynomial on the left hand side above is monic and degree n, the minimality of q n implies that the left hand side of (11) is bounded below by q n L p (τ ) . By equation (10), this implies that ℓ(n) = o(n). This proves (i).
For (ii), observe that since V and P (K) are disjoint closed sets and P (K) is bounded, that there exist a constant c > 0 such that z − y z − x ≤ c x for every z, y ∈ P (K) and x ∈ V.
In particular, this holds for x = x n,i and y = y n,i in (11), implying that the left hand side of (11) is bounded above by
x n,i −1 .
Since the left hand side of (11) is also bounded below by q n L p (τ ) , Equation (10) implies that
Using that ℓ(n) = o(n) (proved as part (i)) to remove the c −ℓ(n) term proves (ii).
We also need a version of the principle of descent which we will use repeatedly in the paper to bound logarithmic potentials. This version of the principle of descent is specific to zero measures arising from sequences of polynomials satisfying assumption (i) of Theorem 3.2, but eliminates the need for {µ n } to have a common compact support.
{L:p-descent} Lemma 3.5. Let {p n } be a sequence of polynomials satisfying assumption (i) of Theorem 3.2. Assume that the sequence of zero measures µ n converges weakly to a measure µ. Then for any z ∈ C, and any sequence z n → z, we have that
Proof. We can assume that a n,n = 1 for all n. Let z ∈ C, and let z n → z. There exists some r > 0 such that the compact set K, the sequence {z n } and the point z all lie in the disk D r = {z ∈ C ∶ z ≤ r}. To prove the convergence statement for this sequence, we first approximate µ n by a sequence of probability measures supported on D 2r . Let y n,1 , . . . , y n,k(n) be the zeros of p n (with multiplicity) in D 2r and let y n,k(n)+1 , . . . , y n,n be the roots outside of D 2r . Define q n to be the monic degree-n polynomial whose roots are y n,1 , . . . , y n,k(n) , with n − k(n) roots at z n + 1. Let ν n be the zero measure of q n . By Lemma 3.3, the measure µ is supported on K ⊂ D r , so n − k(n) = o(n) and hence ν n → µ weakly. Hence by the usual principle of descent (see Appendix A.III in [23] 
Therefore it is enough to show that
By canceling the common roots of p n and q n , the right hand side of (12) is equal to lim inf Since y n,i ≥ 2r for all n, i and z n ≤ r, there exist 0 < c 1 < c 2 such that z n − y n,i y n,i ∈ [c 1 , c 2 ] for all n, i. Combining this with the fact that k(n) = o(n), we get that the above liminf is equal to the same liminf with z n − y n,i replaced by y n,i . Hence by Lemma 3.3 (ii), (13) is bounded below by 0.
To prove Theorem 3.2, we will also need one more theorem about asymptotic magnitudes of sequences of polynomials. The proof of this theorem is rather long, and is very similar to parts the proof of Theorem 1.1.4/Theorem 3.1.1 from [23] . As a result, we leave it to the appendix.
{T:stahl-mod-2} Theorem 3.6. Let {p n } be a sequence of degree-n polynomials, and let K ⊂ C be a nonpolar compact set. If assumption (i) of Theorem 3.2 holds, then for any subsequential limit µ of µ n , we have that
for all z ∈ C, with equality for all z ∈ U (K).
We can now easily complete the proof of Theorem 3.2.
Proof of Theorem 3.2.
Again, we can assume that a n,n = 1 for all n. By Lemma 3.3, the sequence µ n is tight. Let µ be a subsequential limit of µ n along a subsequence Y ⊂ N. We have that
for almost every z ∈ int(P (K)). Here the first inequality comes from Lemma 3.5, the second inequality comes from assumption (ii) of Theorem 3.2, and the final equality is by Theorem 2.1. Combining this with Theorem 3.6 implies that p µ = p µ K , and hence µ = µ K .
The general case of Theorem 3.1 {SS:in-all}
We now use Theorem 3.2 to prove the general case of Theorem 3.1. We start with a proposition that will allow us to exchange a polynomial sequence p n satisfying the hypotheses of Theorem 3.1 with a sequence that satisfies the hypotheses of Theorem 3.1 with i n = 0, at the expense of moving o(n log n) roots.
{P:root-exchange
Proposition 3.7. Let {p n (z) = ∑ n k=0 a n,k z k ∶ n ∈ N} be a sequence of polynomials satisfying conditions (i) and (ii) of Theorem 3.1 for a sequence i n = o(n log n). Then there exists a sequence of polynomials {q n (z) = ∑ n k=0 b n,k z k ∶ n ∈ N} satisfying hypotheses (i) and (ii) of Theorem 3.2 such that q n and p n share all but at most i n roots.
Proof. Let {z n,i ∶ i ∈ {1, . . . , n}} be the roots of p n , ordered so that z n,1 ≥ z n,2 ≥ ⋅ ⋅ ⋅ ≥ z n,n . Let r > 0 be large enough so that K ⊂ D r = {z ∶ z ≤ r}, and for each n let t n be the largest natural number such that z n,tn ≥ 2r. In the case when z n,1 < 2r, we set t n = 0. Set s n = min(t n , i n ), and define
where the coefficient b n,n is a positive real number, chosen so that q n L p (τ ) = p n L p (τ ) . Now observe that for any z ∈ K, we have that
sn a n,n z − z n,1 . . . z − z n,sn ∈ b n,n a n,n z n,1 . . . z n,sn (r 2) sn , b n,n a n,n z n,1 . . . z n,sn (6r) sn .
(14) {E:pn-qn} {E:pn-qn} Therefore the condition that q n L p (τ ) = p n L p (τ ) and the fact that s n ≤ i n = o(n log n) implies that lim n→∞ 1 n log b n,n a n,n z n,1 . . . z n,sn = 0. (15) {E:sn-bd} {E:sn-bd} Moreover, if s n < i n , then for each of the terms z n,j for j ∈ {c n +1, . . . , s n } we have z n,j ≤ 2r.
In particular, this implies that the equality in (15) gives lim inf n→∞ 1 n log b n,n a n,n z n,1 . . . z n,in ≥ 0.
(16) {E:in-bd} {E:in-bd}
Now, the coefficient a n,n−in of p n is equal to a n,n times a sum of all products of i n roots of p n . Since the roots of p n were labelled in decreasing order of magnitude, this implies the bound a n,n−in ≤ n i n a n,n z n,1 z n,2 . . . z n,in .
Since i n = o(n log n), we have that log n in = o(n). Therefore combining the above inequality with (16) gives that lim inf n→∞ 1 n log b n,n a n,n−in ≥ 0. 
The regularity of τ implies that the inequalities above must in fact be equalities. This shows that the sequence {q n } satisfies condition (i) of Theorem 3.2.
Now, since each of the inequalities in (18) is an equality, the inequality (17) must also be an equality, with a limit in place of a liminf. Combining this with the bound (14) , which also holds for all points in P (K), we have that lim n→∞ 1 n log p n (z) b n,n a n,n−in q n (z) = 0 (19) for all z ∈ P (K). This implies condition (ii) of Theorem 3.2 for {q n }.
Proof of Theorem 3.1. By Proposition 3.7, we can relate the sequence {p n } to a sequence {q n } satisfying the conditions of Theorem 3.2 such that all but at most i n roots of q n agree with those of p n . The zero measures of q n converge weakly to µ K by Theorem 3.2. Since i n = o(n), the distance in the weak topology between the zero measures of the sequences q n and p n goes to 0 as n → ∞, so the zero measures of p n also converge weakly to µ K .
We end this section by noting that the proof of Proposition 3.7 (in particular, the fact that the second inequality in (18) must in fact be an inequality) also leads to a bound on non-leading coefficients of sequences of polynomials that is analogous to known bounds on the leading coefficients. We state this here as a separate theorem as it may be of independent interest.
{T:non-leaders} Theorem 3.8. Let K ⊂ C be a compact non-polar set and let τ be a regular measure on K. Then for any p ∈ (0, ∞], any sequence of polynomials {p n (z) = ∑ n k=0 a n,k z k ∶ n ∈ N} and any sequence of natural numbers i n = o(n log n), we have that
In a private communication, Vilmos Totik provided a proof of Theorem 3.8 prior to us formulating and proving Proposition 3.7. Totik also observed that the theorem is no longer true when i n ≠ o(n log n). For example, consider the usual Chebyshev polynomials p(x) = 2 cos(n arccos(x 2)) on the compact set [−2, 2].
Sufficiency
{S:sufficiency}
In this section we prove the sufficiency statements in Theorem 1.4 by checking that the conditions of Theorem 3.1 hold (either almost surely or in probability). We first check assumption (i). We start with two basic lemmas about sequences of random variables. 
i.d. complex non-zero random variables, and let
L n = max i∈{1,...,n} 1 n log ξ i .
), then L n → 0 in probability.
Proof. For (i) for L n , the condition on the random variables implies that
By the Borel-Cantelli Lemma, this implies that for every ǫ > 0, that
This immediately implies that L n → 0 almost surely. For (ii), the condition on the random variables implies and a union bound that for ǫ > 0, that
This implies that L n → 0 in probability.
{L:zeta-bd} If more than one value of ζ j obtains the maximum above set n − I n to be the largest such value of j. Then
Proof. We can write
Each term on the right hand side is bounded above by the maximum value of the conditional probability
Since the random variables ξ j are independent, we can bound the above conditional probability by
Since the ξ i are non-degenerate and i.i.d., there exists a γ > 0 such that whenever m a j,j −1 ≤ γ, the right hand side above is less than or equal to some δ < 1. Hence for any ǫ > 0, the condition (20) on the coefficients a j,j implies that for all large enough n we have
The right hand side above is summable, and hence by the Borel-Cantelli lemma, we have that P( ζ n,n−In ≤ e n(c−ǫ) infinitely often) = 0.
Taking logarithms and dividing by n then proves the lemma.
We can now combine Lemma 4.1 with Lemma 4.2 to show that condition (i) of Theorem 3.1 holds for the random asymptotically minimal polynomials that we are working with. (i) If E log(1 + ξ 0 ) < ∞, then there exists a random sequence of natural numbers I n such that I n = o(n log n) almost surely, and such that for almost every ω ∈ Ω,
), then there exists a random sequence of natural numbers I n such that I n = o(n log n) almost surely, and such that both equations in (21) hold in probability.
Proof. We will prove (i) and (ii) together. First, by the definition of asymptotically minimal polynomials (Definition 1.3), the random variables ξ i and the coefficient array {a n,k } satisfy the hypotheses of Lemma 4.2 with c = − log cap K, and so there exists a sequence I n = o(n log n) almost surely such that lim inf n→∞ 1 n log ζ n,n−In ≥ − log cap K almost surely. Now let p ∈ (0, ∞] and τ be a measure on K given by the definition of asymptotic minimality of {p n }. We first assume p ∈ (0, 1]. Letting L n be as in Lemma 4.1, we have that
.
By Lemma 4.1, the first term on the right hand side above converges to 0 as n → ∞, either in probability or almost surely, depending on our assumptions on the random variables. The second term on the right hand side converges to zero by the asymptotic minimality of {p i }, giving that lim sup
{E:Gn-up} {E:Gn-up} either almost surely or in probability depending on our underlying assumptions. The same computation works for p ∈ (1, ∞], except that we do not need to raise the
to the pth power before applying the triangle inequality.
Combining the bounds in (22) and (23) with the lower bound in Theorem 3.8 implies that both (22) and (23) must in fact be equalities (either almost surely or probability) with limits in place of the liminf and limsup.
To establish condition (ii) on the polynomials G n , we use a result from [6] . This lemma is a corollary of a small ball probability result of Nguyen and Vu [17] adapted to proving convergence of logarithmic potentials. Let a (n) be the Euclidean norm of (a 0 , . . . , a n ), and let w n,i = a i a (n) . Suppose that for any ǫ > 0, there exists a δ > 0 such that for all large enough n, the set 
By Lemma 4.4, if we can show that for almost every z ∈ int(P (K)), that the values {p i (z) ∶ i ∈ N} are sufficiently well spaced out, then we can prove assumption (ii) of Theorem 3.2. To do this, we require Cartan's estimate on the measure of the set where a polynomial can take on small values (see [16] , Lecture 11). Here and throughout the remainder of the paper, M is planar Lebesgue measure on C.
{L:poly-estimate Lemma 4.5 (Cartan's estimate). Let p be a degree n monic polynomial. Then for any
We can now prove the following preliminary version of assumption (ii) for Theorem 3.2.
{P:on-int} Proposition 4.6. Let {p n } be a sequence of asymptotically minimal polynomials, and let First, by Lemma 3.3 and the asymptotic minimality of {p n }, the sequence of zero measures {µ n } is tight (note that asymptotic minimality implies assumption (i) of Theorem 3.2).
Letting µ be any subsequential limit of {µ n }, Theorem 3.6 implies that
for all z ∈ int P (K). Therefore by Lemma 3.5, we have that lim sup n→∞ 1 n log p n (z) − 1 n log a n,n ≤ log cap(K) uniformly on int(P (K)). The second term on the left hand side above converges to log cap(K) by asymptotic minimality, proving the inequality (26). In particular, (26) implies that
for every z ∈ int(P (K)) outside of the finite set
For z ∈ C, n ∈ N, define W n z = {w 0 (z), . . . , w n (z)} . Let V be a compact subset of int(P (K)). Define A α,n = {z ∈ V ∶ W n z can be covered by a union of ⌊n 3 4 ⌋ balls of radius e −αn }.
We will show that for any α > 0, the set B α = z ∈ V ∶ z ∈ A α,n for infinitely many n has Lebesgue measure 0. Once we have this, Lemma 4.4 and (27) implies that for every
the convergence in (25) holds. This set has full Lebesgue measure in V . Since V was chosen arbitrarily, this will imply that (25) holds for almost every z ∈ int(P (K)).
If z ∈ int(P (K)) is such that W n z can be covered by a union of ⌊n and
In other words,
(z) e −αn . Now by (26), for all large enough n,
for all z ∈ V.
For such n, the set A α,n is contained in
}.
By Cartan's estimate (Lemma 4.5), for any n 3 4 ≤ m 1 < m 2 ≤ 2n 3 4 , we have that
(28) {E:cartan-inside {E:cartan-inside
The sequence { 1 j log a j,j } has a limit by the asymptotic minimality of {p n }, and hence is uniformly bounded for large enough j ∈ N . Therefore the right hand side of (28) is bounded above by k exp(−αn 1 4 ) for some constant k independent of n, m 2 , and m 1 . Hence for all large enough n, a union bound gives that
By the Borel-Cantelli Lemma, B α has Lebesgue measure 0.
We can now prove the sufficiency statements in Theorem 1.4.
Proof. We first prove almost sure convergence under the condition E log(1 + ξ 0 ) < ∞. By Lemma 4.3, condition (i) of Theorem 3.1 is satisfied for almost every ω ∈ Ω for the (random) sequence I n identified in that lemma. Now, by Proposition 4.6 and Fubini's theorem, for almost every ω ∈ Ω we have that lim inf n→∞ 1 n log ( G n (z, ω) ) ≥ 0 for almost every z ∈ int(P (K)).
The above bound combined with Lemma 4.3(i) gives that lim inf n→∞ 1 n log ζ n,n−In −1 G n (z, ω) ≥ log cap(K) for almost every z ∈ int(P (K)).
Hence condition (ii) of Theorem 3.1 is also satisfied for almost every ω ∈ Ω with the same sequence I n , and so µ Gn → µ K almost surely.
We now show convergence in probability under the condition
). Let Also, by the same reasoning as in the almost sure case, condition (ii) of Theorem 3.1 holds almost surely along Y 0 with the same choice of I n . Therefore {µ n ∶ n ∈ Y 0 } converges to µ K almost surely. Since Y was arbitrary, µ n → µ K in probability.
Necessity
{S:necessity}
In this section, we prove the necessity statements in Theorem 1.4, completing the proof of that theorem. As discussed in Section 1.1, we will do this by showing that one term ξ i p i dominates the other terms in G n and applying Rouché's theorem. To do so, we require a few lemmas about the magnitude of i.i.d. random variables that fail the moment conditions of Theorem 1.4, and one lemma about the magnitude of polynomials on an annulus.
We start with a lemma that will be used to show the necessity of the condition E log(1+ ξ 0 ) < ∞ for almost sure convergence. 
).
Let A n,c be the event where
For every fixed c ∈ R, infinitely many of the events {A n,c ∶ n ∈ N} occur almost surely.
To prove this we will use the following strengthening of the Borel-Cantelli Lemma, due to Kochen and Stone (see [10] , Chapter 6.2).
{L:borel-cant} Lemma 5.2. Let {B i ∶ i ∈ N} be a sequence of events such that
Proof of Lemma 5.1. First, let
For each n, c, we have that
By the two assumptions of the lemma, we have that and thus ∑ ∞ n=1 P(A n,c ) = ∞. Moreover, for m, n ∈ N with ⌊m 2⌋ ≠ ⌊n 2⌋, we have that
Hence we have that
(30) {E:fracas}
{E:fracas}
By the two facts in (29), the right hand side of (30) converges to 1 as n → ∞. By Lemma 5.2, this implies that infinitely many of the events A n,c occur almost surely.
For showing the necessity of the condition
) for convergence in probability, we need the following lemma from [6] .
{L:tail-bd} 
is positive and finite.
(ii) For every x, y ∈ [0, ∞), we have that f (x) + y ≤ f (x + y).
We will use the following corollary of Lemma 5.3. The proof of this corollary is quite similar to a statement shown in the proof of Theorem 5.6 in [6] . We nonetheless include it for completeness. For c ∈ R, define
Then for every c ∈ R, we have that
We apply Lemma 5.3 to the random variable log(1 + ξ 0 ) to obtain a function f satisfying properties (i) and (ii) of that lemma. Letting g = e f , we then have that
(ii) For every x, y ∈ [0, ∞), we have that g(x + y) ≥ e y g(x).
For each α, E n,α is a binomial random variable with n trials and mean D n (g α ). The random variableẼ n,α is binomial with m n ∶= Z ∩ [n 4, n 2] trials and mean D n (g α )m n n. Of course, m n n → 1 4 as n → ∞.
Therefore for large enough α, Poisson convergence for binomial random variables implies that lim sup
By property (ii) of the function g, we have that B n,c ⊂ {Ẽ n,α = 1, E n,α−c < 2}, and hence (32) implies the lemma.
The next lemma bounds the magnitude of a monic polynomial on an annulus.
{L:lower-bd}
Lemma 5.5. Let 0 < r 1 < r 2 . Then for any monic polynomial q of degree n ≥ 1, we can find a simple closed curve C satisfying the following conditions:
Proof. Fix a polynomial q of degree n, and let µ be uniform measure on the roots of q. For α > 0, let
By Theorem 5.2.5 in [20] , cap(S α ) ≤ α. By a standard estimate on the diameter of a connected set in terms of its capacity (see [20] , Theorem 5.3.2), the diameter of each of the connected components of S α is at most 4α. Hence there is a simple closed curve C contained in the annulus A r 1 ,r 2 which avoids the set S (r 2 −r 1 ) 5 and contains D r 1 in its interior. The curve C satisfies the conditions of the lemma.
We are now ready to prove the necessity statements in Theorem 1.4. For this lemma, we use the notation A n,c and B n,c for the events in Lemma 5.1 and Corollary 5.4.
Proof. The necessity of the condition P( ξ 0 > e n ) = o(n −1 ) for convergence in probability:
Since p n = a n,n e −npµ n , we can bound to value of p n above by bounding a n,n above and p µn below. By the asymptotic minimality of p n , there exists c > 0 such that a n,n ≤ c n for all n. By the asymptotic minimality of p n , Lemma 3.5, and Theorem 3.6, for any compact set K, the logarithmic potentials {p µn ∶ n ∈ N} are uniformly bounded below on K.
Hence for every r > 0 there exists a constant b r > 0 such that for all z ∈ D r+1 = {z ∶ z < r + 1} and all n ∈ N. Also, by the asymptotic minimality of the polynomials {p n }, we can find a constant d > 1 such that a n,n ≥ d −n for all large enough n ∈ N. Hence by Lemma 5.5, for all large enough j ∈ N, we can find a simple closed curve C j ⊂ {z ∶ z ∈ (r, r + 1)} containing the disk D r , such that p j (z) ≥ 1 5d j for all z ∈ C j . (34) {E:p-bd} {E:p-bd} Combining (33) and (34), we can choose c > 0 such that for all large enough n ∈ N, for every j ∈ [n 4, n 2] we have that Since r > 0 was arbitrary, the sequence µ Gn cannot have a limit in probability.
The necessity of the condition E log(1 + ξ 0 ) < ∞ for almost sure convergence:
To prove the necessity of E log(1+ ξ 0 ) < ∞ for almost sure convergence, we may assume that the random variables ξ i satisfy the assumptions of Lemma 5.1, since otherwise the sequence {µ Gn } does not even converge in probability.
In this case, for almost every ω ∈ Ω, for every c > 0 infinitely many of the events A n,c occur almost surely, where the events A n,c are as in Lemma 5.1. Moreover, A n,c ⊂ B n,c for all n. Hence by the above argument, the sequence µ Gn has no almost sure limit.
6 Appendix: Proof of Theorem 3.6
{S:appendix}
For this proof, we introduce the fine topology on C. This is the coarsest topology on C that makes every subharmonic function continuous. In particular, we will use that if A is a connected open set in the usual Euclidean topology, then the fine boundary of A and the Euclidean boundary of A coincide (see [23] , Appendix II).
Proof of Theorem 3.6. Without loss of generality, we may assume that a n,n = 1. We also let p ∈ (0, ∞] and τ be a regular measure on K such that assumption (i) of Theorem 3.2 holds.
The sequence {µ n } is tight by Lemma 3.3 with subsequential limits supported on P (K). Let µ n i be a convergent subsequence of µ n with limit µ. For ease of notation, we relabel µ n i = µ n . We will show that − p µ (z) ≥ log cap(K) (37) {E:on-bry} {E:on-bry} for every z ∈ ∂P (K). Suppose not. Then letting A δ ∶= {z ∈ C ∶ −p µ (z) − log cap(K) < −δ}, there must exist some δ > 0 such that ∂P (K) ∩ A δ ≠ ∅. We show that A δ ∩ supp(µ) ≠ 0. The function −p µ is upper semicontinuous, so each A δ is open. Also, subharmonicity of −p µ implies that each component of A δ is simply connected by the sub-mean value property. We now restrict our attention to one component A where q n is the normalized L for all z ∈ U (K). Also,
Therefore by (39) and the minimum principle again, p µ K − p µ = 0 on U (K), and hence also on U (K) by continuity. Moreover, µ K is supported on ∂P (K) = ∂U (K) ⊂ U (K), so the principle of domination from potential theory (see Appendix A.III, [23] ) implies that p µ (z) ≥ p µ K (z) for all z ∈ C.
