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INTRODUCTION 
It is a theorem of Schmidt [6] that a field which is henselian with 
respect to two distinct discrete valuations is separably algebraically 
closed. This result has been extended by Neukirch [5] in his beautiful 
characterization of the field of algebraic p-adic numbers by group- 
theoric data. We prove an analog of Schmidt's theorem for henselizations 
of arbitrary commutative rings. It grew out of some stimulating 
discussions with H. Epp, E. Friedlander, and J. Neukirch, in which the 
general ideas were worked out. 
Let A be a commutative ring, and let p be a prime ideal of A. We 
denote by A~ h and A~ ~ the henselization and strict localization of A at p. 
Thus the strict localization is the limit of finite, etale, local A J  ~ algebras; 
it is a henselian ring with separably closed residue field (el. [1, VII). 
Given two subrings A 1 , A 2 of a ring R, we call the ring they generate in 
R their join, and we denote it by [A 1 , A2]. Our result (2.2) is as follows: 
Let A be a normal integral domain with prime ideals p, q. Let Ap h, Aq ~ 
be embedded into the algebraic losure R of the field of fractions of A. 
Then the join [A~ n, Aq n] is henselian. If neither prime contains the 
other, then the join is a strictly local ring (2.5). 
Note that if A is a dedekind domain, then the first assertion is trivial, 
and the second is essentially Schmidt's theorem. In order to get a feeling 
for the first assertion in higher dimension, one can compare it to the case 
of ordinary localization: If say p, q are primes corresponding to distinct 
rational points in the affine plane Spec k[x,y], then the join of the 
localizations [A~, Aq] is a dedekind domain having one maximal ideal 
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282 
ON THE JOINS OF HENSEL RINGS 283 
for each irreducible plane curve passing through both p and q. Thus 
passing to hensilizations has the effect of completely "atomizing" the 
joins, in the sense that every "component" of A J  ~ @n AJ  ~ (such a 
component is determined by an embedding of the two rings into /~) 
is strictly local. In this form, the result generalizes to arbitrary rings 
(3.4). As a corollary, we prove that the Cech cohomology of a quasi- 
projective scheme for any sheaf in the etale topology is isomorphic to the 
"true" cohomology (defined as a derived functor). 
1. ABSOLUTE INTEGRAL CLOSURE 
An integral domain A will be called absolutely integrally closed, 
if its field of fractions K ~ is algebraically closed and if A is integrally 
closed in K. A ring A is absolutely integrally closed if it is a finite product 
of absolutely integrally closed domains. The absolute integral closure A 
of an integral domain A is its integral closure in the algebraic losure of 
its field of fractions. We may also speak of the absolute integral closure 
of a ring having finitely many minimal prime ideals Pl ,..., Pr: It is the 
product of the absolute integral closures of the rings Alp i . 
Clearly, an integral domain A is absolutely integrally closed if and 
only if every monic polynomial with coefficients in A is a product of 
linear ones. 
PROPOSITION 1.1. Let A be absolutely integrally closed. Then, 
(i) I f  S is any multiplicative set in A, then S-12{ i$ absolutely 
integrally closed. 
(ii) I f  p C A is a prime ideal, then Alp is absolutely integrally closed. 
(iii) Let B be a finite A-algebra which is an integral domain. Then 
B ~ Alp for someprime idealp of A. 
The first assertion follows immediately from the definition, since a 
localization of a normal domain is normal. The second follows from the 
characterization of absolute integral closure in terms of splitting of 
monic polynomials. To see (iii), let p = ker(A--* B). Then A/p is 
absolutely integrally closed, and B is integral over AlP, hence B ~ Alp. 
We call a map A ~ B open if it induces an open immersion 
Spec B -+ Spec A. This is true if and only if A ~ B is etale and 
B ~B@~B.  
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PROPOSITION 1.2. Let A be absolutely integrally closed, and let 
./t-+ B be an etale map. Then B is absolutely integrally closed, and is a 
product of rings B ~ B 1 × ... × B~, where A -~- B i is open for each i. 
Conversely, such a product of open algebras over ./1 is absolutely integrally 
closed. 
Proof. B is normal [3, 1.9.10] and hence splits according to the generic 
points of its spectrum. Since the field of fractions K of _/i is algebraically 
closed, each generic point is isomorphic to Spec K, whence each entire 
factor B i of B is open over A [3, 1.10.1]. Suppose conversely that B is 
open over A. Then since normality is a local condition, it is clear that B 
is normal, whence absolutely integrally closed. 
COROLLARY 1.3. Let A--* B be an etale map of integral domains, 
with fields of fractions K C L respectively. An embedding of L into the 
algebraic closure R of K induces an open map A --+ B of their absolute 
integral closures. 
For, it is clear that there is an induced map, and that it is injective. 
Thus we obtain a map A @~ B-->/~. The ring A @A B is absolutely 
integrally closed by 1.2, and B is integral and of finite presentation, hence 
finite over it. Thus the map is surjective, by 1.1(iii). Since/~ is a domain, 
it is a quotient of one of the open factors of A @A B over A. Since 
-+/?  is injective, it is equal to this factor. 
PROPOSITION 1.4. A normal integral domain A is henselian if and 
only if its absolute integral closure A is a local ring. 
Pro@ Suppose A henselian. Since A is a limit of finite A algebras 
which are domains, and since every finite A algebra is a product of local 
rings, A is a limit of local rings, via local homomorphisms, and hence is 
local. 
Conversely, suppose A not henselian. If A is not local, neither is A, since 
is integral over A ("Cohen-Seidenberg"). In any case, A has a finite 
algebra B which is an integral domain but is not local, and so A is not 
local. For, to obtain the henselization of A, we consider etale algebras A' 
over A with a chosen point m' lying over the maximal ideal m of A, such 
that A/m ~ A'/m'. Such an A' may be obtained (locally at m') by 
localization from a finite A algebra B. If B were itself local, it would be 
equal to A'~,, hence would be etale and finite over A. Since A'/m' ~ A/m, 
it would be equal to A. Thus any such A' which does not admit a 
splitting A +-- A' yields a non-local B. 
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LEMMA 1.5. (i) Let R be a semilocal ring having two distinct maximal 
ideals p, p'. Suppose Spec R connected, and that R admits no finite etale 
algebra R' of rank 2 which splits at p andp' (i.e., R'/pR' RiP × R/p and 
R'/p'R' = Rip' × Rip'), other than the trivial algebra R' = R × R. 
Then there is a unique prime ideal P which is maximal among primes 
contained in p c5 p'. 
(ii) Let R be a semilocal ring, and let Po ,-.., P~ 1 be the closed points 
of X = Spec R. We assume n > 2. Suppose there are irreducible closed 
sets C i C X (i = 0,..., n -- 1), so that P ie  Cj if and only if j = i or i 4- 1 
(indices mod n). Then R admits a finite etale algebra R' of rank 2 such 
that Spec R' is connected. 
Remark 1.6. The first part can also be stated as follows: The ring 
Rp @R Rp, = B obtained by inverting all elements ~ p np '  is a local 
ring. For, 
Spec B -- 0 X~ 
s~p(3I)" 
(X s = Spec Rs), and so the assertion is that Spec B has a unique closed 
point, i.e., that B is local. Actually, (i) is essentially the contrapositive of
(ii), stated carefully for the case n -- 2. 
Proof. (i) Suppose there were no prime ideal P Cp  np ' .  Then since 
every prime is contained in either p or p', it follows that X is the disjoint 
union X = X±)u Xp, ,  where X~0 is the spectrum of the local ring 
Rp, etc.. Therefore B = Rp @• Rv, has empty spectrum, i.e., is zero. 
Now R~ × R~,, = A is a faithfully flat R algebra, and since 
B --~ 0, we have A @R A ~ A. Thus the exactness of the sequence 
R -+ A ~ A @ A shows R = A, whence Spec R = X is disconnected, 
contrary to hypothesis. 
Thus there are primes P Cp  n p', and maximal ones exist by Zorn's 
Lemma. Suppose there are two distinct maximal ones, P1, P2, and let C~ 
be the irreducible closed subset of X corresponding to Pi • By construc- 
tion, C1 n Cz contains no irreducible closed set passing through p and 
p'. Thus the semilocal ring R/(P 1 4- P2) (whose spectrum is C 1 c3 C2) 
is a product of local rings as above, i.e., we can write C~ n Cz = D u D', 
where D, D' are closed sets containing p, p', respectively. Now consider 
the ring R 0 = R/(P~ n P2), whose spectrum is C a • C 2 . This ring has a 
finite etale algebra R o' of rank 2 with connected spectrum: It is the 
affine ring of a double cover of SpecR 0 which is locally trivial 
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for the Zariski topology and is given schematically by the figure 
below: 
\ 
/ 
/ 
\ 
77 
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Since R o is semilocal, the Ro-module R o' is free, and in fact R o' is free 
with a basis {1, x0}, where x o satisfies the unique monic equation 
Xo ~ + box o + c o =0,  b o , c o e R o . 
Lift bo,c  o to elements b, c in R. Then if R'  = R[x]/(x ~ @ bx - /  c), 
this algebra is flat, and is unramified above p, p'. Thus it is etale there, 
hence everywhere etale, since R is semilocal. Since R o' ~ R o × Ro,  
we have R' ~ R × R, a contradiction. This proves (i). 
Consider (ii). Let Dz = C i ~ Ci+ 1 . Then Pi E Di , but no other pj is 
in D i . Thus D i ~ Dj is a closed set containing no p, if i :~ j, hence is 
empty. As above, it is seen that the ring R o = R IP  o (~ ... n P~-I  
admits an etale algebra of rank 2 with connected spectrum; hence that 
R does. 
PROPOSITION 1.7. (i) Let A be an absolutely integrally closed ring, 
and let P1,  P2 be prime ideals of z{. Then Px 4- P2 is a prime ideal, or is 
the whole ring. 
(ii) There exist no "polygons" in Spec .d • X ,  where a polygon is a 
configuration consisting of an integer n > 2 and irreducible closed sets 
C O ,..., C~ 1; Do ,.--, D~-I  in X ,  with D i C Cj i f  and only i f j  = i or i -¢- 1 
(indices rood n ). 
Proof. (i) Suppose P1 ~- Pz is not the whole ring. We show first that 
~/P1 -b P2 is prime. This ideal is an intersection of prime ideals, and so if 
it is not prime, there must be two distinct primes, say P l ,  P~, minimal 
among ones containing P1 + Pz- Let Pi' be a maximal element among 
primes such that Pi C P (  C pl c~ p~. Then since the Pi are minimal 
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among primes containing P1 @ P2 , we cannot have Pi' D P1 q- P~ • 
Thus PI' v# Pz'. We now pass to the semilocal ring R of ,/i at (P l ,  Pz)- 
It has two maximal ideals p,R and two primes Pi'R, maximal among ones 
containing plR c~ p2R. Thus there is a connected etale R algebra of 
rank 2. But R is absolutely integrally closed, by 1.1(i). This contradicts 
1.5. Hence ~/P1 + P2 is prime. 
It remains to show that a a ~ P1 + P2 implies a e P1 q- P2 - Write 
a 2 = u 1 +u 2 ,  u iEP i .  
Choose a square root x of u 1 in d.  Then x e P1, and a 2 = x z q- u 2 . 
Thus u 2 = (aq-x ) (a - -x )EP=.  Hence a+xcP2 or a - -xcP2 .  In 
any case, a ~ P1 q- P2 • 
The proof of (ii) consists in passing to the semilocal ring R of A at the 
primes Pi corresponding to Di ,  and applying 1.1(i) and 1.5(ii). 
The above reasoning and Remark 1.6 show 
COROLLARY 1.8. Let d be an absolutely integrally closed domain, and 
let p, q be primes in A. The join [X20 , Aq] of the local rings at p, q is again 
a local ring. 
2. THE JOIN OF HENSELIZATIONS 
Let A be a normal integral domain, and let p, q be prime ideals in A. 
Suppose given embeddings of the henselizations d2J ~, Aq I~ into the 
algebraic losure K of the field of fractions of d :  
/B (2.1) 
THEOREM 2.2. With the above notation, the join [Ap 1~, Aq 1~] = B 
is a henselian ring. 
Proof. Passing to absolute integral closures from 2.1 yields a similar 
diagram with bars over the letters. Since dp t~ is a limit of etale extensions 
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of A, it follows from 1.2 that dp h is a union of open extensions of A. 
Moreover, qJ' is a local ring, by 1.4. Thus A~]~ is the localization of A 
at a prime fi lying over p. Similarly, //qh is local. By Corollary 1.8, the 
join [A~0 h, Xqh] is a local ring. We have the inclusions 
B ~ [A,~, &'q D [AJ, A)]  = B, 
and [A~t~, Aq h] is absolutely integrally closed, being a localization of d.  
Thus this ring is equal to ]~, which is therefore local. By 1.4, B is 
henselian. 
LEMMA 2.3. Consider a situation as in diagram 2.1, and suppose 
neither of the primes p, q contains the other. The intersection R = A J  ~ c~ Aq h 
is an integrally closed semilocal domain with two maximal ideals pR, qR. 
It is a limit of etale A algebras. I f  _/1 is noetherian, so is R. 
Proof. Let x 1 ,..., x~ be any finite set of elements of R, and let A' be 
the normalization of A in the field K(x I ,..., x . )C  K, where K is the 
field of fractions of A. Then since A~ l~ is normal, it contains A'. Thus 
R D d' ,  whence R is normal. Letp'  be the prime idealp' ~ (pd~ h) n A'. 
Since A~0 h is the henselization of A at p, it follows immediately that 
A~, = A J  ~, hence// '  is etale over A at p'. Similarly, A' is etale over A 
at the corresponding ideal q'. We may consider the semilocal ring of A' at 
the primes (p', q'). It is contained in R, and R is the union of such 
semilocal rings, hence is semilocal as required. It is clear from this that we 
may also view R as a limit of etale A algebras. 
Suppose A noetherian, and let us denote the ideals pR, qR by p, q 
respectively. As above, the local ring Rp is a limit of the etale local 
extensions Ap. Any such ring is noetherian. For, to prove this it is 
enough to show every prime ideal finitely generated [4, 3.5]. Any prime 
t ideal P of A~o splits in Ap, into an intersection of finitely many primes 
(since the extension is etale), and the number is bounded by the number 
of primes of A~ h lying over P. Thus the splitting in R v must occur 
already in some A'# . Hence every prime of R~ is generated by an ideal 
! of Ap, ,  hence is finitely generated. Now let a be any ideal of R. Choose 
elements xI ,..., x~ which generate a in Rp and elements Yl ,..., Y~ which 
generate a in Rq. It is immediately seen that {x 1 ,..., Xm; Yl , '", Yn} 
generates a in R. 
LEMlVIA 2.4. With the notation of Lemma 2.3, write p, q for pR, qR 
respectively. The join [R, , Rq] is a local ring. 
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Proof. Otherwise, R admits a nontrivial etale extension R' of rank 2 
trivial at p and q, by 1.5 and 1.6. Since R is normal, R' is an integral 
domain, hence embeds into K. Now R' is a trivial extension above p. 
Therefore, Ajj h @R R' ~ A~0 h × -d h, and so the embedding R' C K 
induces an inclusion R'C_d~ 1~. Similarly, R'C  -dq~. Thus R'C  R, a 
contradiction. 
THEOREM 2.5. With notation as in Theorem 2.2, suppose neither of the 
primes p, q contains the other. Then the residue field of B is separably 
algebraically closed. 
Proof. First of all, it is enough to prove that the separable algebraic 
closure of the residue field/~ of B is a finite extension of/~. For, then/? 
is either separably closed, or is a real closed field. The last is not possible. 
If the residue field of _alp h is of characteristic 40 ,  then A~ h contains the 
algebraic p-adic integers, in which (--1) is a sum of squares. If both p, q 
have residue fields of characteristic zero, we choose a E_d with a ~ 1 
(rood p) and a ~ --1 (rood q). Then a is a unit and a square in -d h, and 
- -a is a square in -dq h. Thus (--1) is a square in B. 
Next, we may assume the domain _d of finite type over Z. For, if we 
write A as a direct limit of its normal subrings A o of finite type, then 
diagram 2.1 induces an analogous diagram for each of the rings -d0, and 
neither of the primes p c3 -d0, q c~ -d0 contains the other if .d o is large 
enough. Since henselization is compatible with limits, it is clear that B 
is the limit of the rings B 0 . Thus we are done, using the following 
LEMMA 2.6. Let (Bi}i~, be an inductive system of henselian rings. 
Then limm B i = B is henselian. I f  each B i has a separably closed, or a 
real-closed, residue field, then so does B. 
Proof. Note that we do not assume the maps in the inductive system 
local. Suppose first that each B i has separably closed residue field, i.e., is 
strictly local. A strictly local ring C is characterized by the following 
properties: 
2.7. (i) Spec C is connected, and 
(ii) Every faithfully fiat etale C algebra C' splits: C +- C'. 
This is easily seen, and it is clear that the two properties are preserved in 
lim B~. 
In general, let Bfl be the strict localization of B i , which is a union of 
finite B i algebras. A choice of geometric points of Spec Bi* lying over the 
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image in Spec B i of a geometric point of Spec B allows one to arrange the 
Bi s as an inductive system of B~ algebras. Its limit B s is strictly local, and 
is a limit of finite faithful etale B algebras. It follows that B is henselian. 
Finally, if each B i has real closed residue field, then B ~ is of degree 
at most two over B, and contains V / -1 .  Since --1 is not a square in 
any B i ,  it is not a square in B. Thus the residue field of B is real 
closed. 
Returning to the proof of Theorem 2.5, we assume now that A is 
finitely generated over Z. Let m be the maximal ideal of B, and let 
= B/mB be the residue field of B. Let A, dph, A~n be the integral 
closures of the residue rings A/(m (3 A), AJ'/(m n A~h), and 
Aq~/(m ~ Aq~'). Then one sees immediately that A-~ h is the henselization 
of A at a prime t5 lying over p, etc.. Thus we obtain a diagram as in 2.1, 
with ~ over each letter, and this reduces us to the case that B =/~ is 
a field. 
Let R = A J ' (~ Aq h be the semilocal ring of Lemma 2.3, and let 
R~, Rq denote its two local rings, as before. Put C = [Rp, Rq], which is 
a noetherian local ring (2.4). We use induction on the dimension of C. 
As a preliminary remark, note that to prove the theorem for a given 
diagram 2.1, it is permissible to replace A by its normalization in a 
finite field extension K '  of K = fract (A), and p, q by primes p', q' 
lying over them. For A' is a finite A module [4, 36.5], and therefore 
A~,  A'q ~, are finite over Ap h, Aq h. We may embed them compatibly into 
K. Then B' is finite over B. Hence the property of being a separably or 
real closed field is not changed when B is replaced by B'. 
The induction step: Assume dim C > O, and let x be a nonzero element 
of its maximal ideal. It is an invertible element of B, and so we can 
write 
X--1 ~ ~ StiVi ~ gi E x~2)h~ V i E ~qh. 
i=1  
Consider the normalization A' of A in K[{u~, v~}] C K', which is finite 
over A. The embedding of A~ z~, Aq h into K fixes primes p', q' of A' lying 
overp and q, and we may embed their henselizations A~t, ~ , Aq,'h compatibly 
into K. 
Let R', C' be defined analogously to R, C. Since u i is in A~ and in A', 
! ! t we have u~ e A~, C Rp, . Similarly, v~ e Rq,, and so x is invertible in C'. 
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Now C' is a limit of etale A' algebras, hence afortiori a limit of etale 
(A' @A C) algebras, hence a limit of etale algebras over the ring 
_/1" @A C[x-1] • Thus 
dim C' ~< dim(A' @A C[x-1]) = dim C[x -1] = dim C - -  1. 
We now replace A by d ' ,  etc.. This completes the induction step and 
reduces us to the case that dim C = 0, i.e., that C is a field. 
We now use the argument of Sehmidt [6]: Let a E K be separably 
algebraic over B. We want to show a ~ B, and we may suppose a integral 
over R. Let f (x )  be the minimal polynomial for a over R. It is separable 
over f rac t (R)= B. Consider its discriminant 3 E R. We can write 
3 = 3~3q, where 3~ ~ p, 3p q~ q, and 3q c q, 3q q~ p. This is because V(3) 
decomposes into two parts, since there are no primes contained in 
p n q, C being a field. Choose a monic polynomial g(x) in R[x] whose 
degree n is that of f (x)  and which is a product of distinct linear factors 
in R. Since R is a semilocal domain with two maximal ideals, it is infinite, 
and so this is possible. Let ~/be the discriminant of g, and write 7/ = ~/~?q 
as with 8. The two ideals p3p and q~q are comaximal. Therefore we can 
choose a monic polynomial h(x) ~ R[x] such that 
h(x) =-- g(x) (rood q~.~), 
h(x) =~ f (x) (mod p3~). 
Then h(x) ~ g(x) (mod T1 ~) in the henselian ring Aq h, and g(x) splits 
completely. It is well known that therefore h(x) splits completely in Aqh 
([6], for instance). On the other hand, if we let (9 be the normal Ap h 
algebra obtained by adjoining all integral functions of the roots of h(x) in 
K, then (9 is henselian and h(x)~ f(x) (mod 32m), m = max (9. 
Therefore f (x)  splits completely in (9. It follows that all of the poly- 
nomials g, h, f split completely in B = [AJ ~, Aqt~]. Thus a e B, as 
required. 
3. ACYCLIC RINGS 
We call a scheme or an algebraic space X acyclicfor the etale topology, 
or just acyclic for short, if every etale surjective map X '  ~ X has a 
section. A ring _d is acyclic if Spec A is an acyclic scheme. 
60717/3 -6 
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PROPOSITION 3.1. Let X be acyclic and quasi-compact. Then X = 
Spec A is affine. 
Pro@ Let Spec A' = X'  ~ X be an etale cover. It has a section by 
assumption. Hence X is isomorphic to a sub-object of X', and is 
separated. Thus the image of the section s : X -+ X '  is closed, and one 
sees immediately that it identifies X with a closed subscheme of X'. 
Thus X is affine. 
Recall that the connected components of an affine scheme X = Spec A 
are obtained as follows: Let p ~ Spec A be a prime ideal, and consider 
idempotents eE p. They form a family which is partially ordered by 
divisibility: e 1 divides ele 2 . Let A = lime~ A/eA. Then 7/ has no 
nontrivial idempotents, and hence X = Spec A is connected, and is 
clearly the largest connected subset of X containing p. Note that 7 /may 
also be viewed as the ring obtained from A by inverting the idempotents 
e' = 1 e fore~p.  
We will call a ring 7/obtained from A in this way a component of A. 
PROPOSITION 3.2. A ring A is acyclic if and only if every component is
strictly local. 
Proof. Let A be a component of A. If A is not a strictly local ring, 
then (2.7) it admits a faithfully flat etale extension 7 / -+ 7/' which does 
not split. Since 7/is the limit of rings A/eA, we can induce the extension 
A -+ 7/' by some faithfully flat etale map A/eA ~ B, for suitable e. 
Let e'---- l--e, so that A ~ A/eA × A/e'A. Then A/e'A × B is a 
faithfully flat etale extension of A which does not split. 
Conversely, suppose every 7i strictly local. Then given A ~ A', 
the map A --~ 7/@A A' must split. Thus A/eA --+ A/eA @A A' splits 
for some e, and so every point p ~ Spec A has a neighborhood which is 
open and closed, on which Spec A' = X'  --+ X has a section. One sees 
immediately that therefore X' /X  has a global section. 
We will call a ring A quasi-acyclic if every component 7/ is  henselian. 
PROPOSITION 3.3. (i) A filtering direct limit of (quasi) acyclic rings is 
(quasi) acyclic. 
(ii) A finite algebra B over a (quasi) acyclic ring A is (quasi) acyclic. 
Proof. Note that a component A of a limit A = ~ A i is the limit 
of components of the A i . This is clear. Thus (i) follows from Lemma 2.6. 
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Since a finite algebra over a henselian or a strictly local ring is a product 
of rings of the same type, the second assertion is clear. 
The following result generalizes Theorems 2.2 and 2.5 to the case of 
arbitrary rings. 
THEOREM 3.4. Let A be a ring, and let Pl ,..., Pr be prime ideals of A. 
(i) The tensor product A l~ @A "'" @A Ah of the henselizations i7°1 Pr 
quasi-acyclic, i.e., every component is henselian. The same is true if  A t~ is - P l  
replaced by any limit of etale extensions C A~ . 
(ii) Suppose furthermore that r = 2. Then if neither of the primes 
contains the other, the tensor product is acyclic. 
(iii) The tensor product A~I @A "'" @A A "~o,. f the strict localizations 
is acyclic. 
Note that A~o 7~ is itself the diagonal component of A~ ~ @A A J  ~. Hence 
this ring is not acyclic. We also remark that the components of the tensor 
products in (ii) are all strict localizations of A at certain points. This is 
clear a posteriori, since the tensor product is a limit of etale extensions. 
Proof. First of all, an easy induction argument reduces all the 
assertions to the case of two primes p, q, and for the henselizations 
themselves. We leave the details of this to the reader. 
(i), (ii) We write A as a limit of subrings A 0 which are finitely 
generated over Z. If Po, q0 denote p n A0, q n A 0 respectively, we 
have dpl~= li~ A10~ . Thus the tensor product P~= dp n @a dq h is 
o 
the limit of the corresponding products for the rings A 0 . In case (ii), 
the condition that Po, qo not contain each other also carries over to 
the rings A o which are large enough. Thus 3.3(i) reduces the proof to the 
case A = A 0 is of finite type over Z. Then A is a quotient of a finitely 
generated integral domain A1; in fact of a polynomial ring over Z. 
Clearly, pt~ is a quotient of the corresponding ring for A 1 , and so 3.3(ii) 
reduces us to the case that A is normal. Now the tensor product is a limit 
of etale A algebras, and so each component B of pl~ is also a limit of 
etale A algebras, and hence is a normal domain. We may embed B in the 
algebraic losure of fract(A). The maps Ap h ~ B, Aq 1~ ~ B generate B, 
since B is a quotient of ph; and hence we are in the situation of 
diagram (2.1). The assertions now follow from (2.2) and (2.5). 
(iii) A reduction as used in (i) shows that we may assume A normal 
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and of finite type over Z. Then every component B ~ of P* may be 
embedded into the algebraic closure K of fract(A), yielding a diagram 
U 
[3 s 
We need to show B 8 strictly local, and as in the proof of 2.5, it suffices 
to show that the residue field of B s is either separably closed or real 
closed. Since Azj * is a limit of finite etale A~ ~' algebras, B 8 is a limit of 
finite etale B algebras, B = [A~ h, Aqh], and hence, being integral, 
is henselian by 2.2. If either of the rings Ap ~, Aq ~ contains the other, then 
B 8 is equal to the larger ring hence is strictly local. Suppose this is not 
the case, and let C(p) be the integral closure of A in A~ ~, so that AD* is 
the localization of C(p) at a prime ideal P. Then the join [C(p), C(q)] = D 
is integral over C(p); hence has a unique primep" lying over P. Similarly, 
D has a unique prime q" lying over the corresponding prime Q of C(q). 
Suppose p" D q". Then D~,, C Dq,, . Now Aq ~ may be characterized asthe 
union of all subrings of Dq,, which are etale over A. This is easy to see. 
Since Ap ~ is a union of etale A algebras and is contained in D~/, , we have 
_lip ~ C Aq ~, a contradiction. It follows that p"~ q", hence neither of 
these primes contains the other. Clearly, there is a finite normal 
_// subalgebra A' of D such that neither of the restricted primes p', q' 
from p", q" contains the other. As in the proof of 2.5, we may replace A 
by d ' ,  p by p', etc., and this reduces us to the case that neither of the 
primes p, q contains the other. Then B ~ = (Ap ~, Aq ~) is integral over 
B = [A~ h, Aqh], and B is strictly local by 2.5. Thus we have B ~ = B, 
which completes the proof. 
4. CONVERGENCE OF CECH COHOMOLOGY 
Throughout his section, we let X be a noetherian scheme having the 
property that every finite subset of X is contained in an affine open. 
This is true, for instance, if X is a quasi-projective scheme over a 
noetherian ring. 
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I f  Y, Z are X-schemes, the symbols Y × Z, Y*~ will denote the fibred 
product and fibred power over X. Given an r tuple of geometric points 
(P) = (Pl ,-.., P,) of X (not necessarily distinct), we will denote by X(p) 
the product of the strict localizations Xp~ of X at Pi • 
THEOREM 4.1. Let X be as above, let U -+ X be etale and of finite 
type, and let Pl ,..., Pr be geometric points of X.  Let W --+ U ~ × X(v) be an 
etale cover. There is an etale surjective map U' -+ U such that the canonical 
X-map 
U 'n × X(~)-+ U ~ × X(~) 
factors through W. 
Proof. Induction on n. Suppose V ~ U etale and of finite type but 
not surjective, and that the map V "~ × X(p) ~ U ~ × X(p) factors 
through W. Let q be a geometric point of U not covered by V, and let 
Xq ~ Uq be the strict localization there. Then the sum V u Xq has as 
n-th power a sum of schemes of the form V ~ × Xq j (i -[-j = n). By 
induction on n applied to the pullback of W, each of the maps 
V ~ × XqJ × X(p)--~ U ~ × X(p) for i<n  factors through W, if V is 
replaced by a suitable etale cover V'. For i = n, the map factors by 
assumption. Thus we may assume that (V  u Xq) ~ × X(p) ~ U × X(p) 
factors through W. Now Xq is a limit of schemes Y etale over U, and so 
for some such Y, the map (V u Y)~ × X(p) -~ U x X(p) also factors 
through W. We now replace V by V u Y, and proceed by noetherian 
induction on the image of V in U. 
It remains to treat the case n = 0. Since the images of Pl ,---, P~ are 
contained in some affine Spec A, it follows that 
X(~) = Spec(A;1 @A "'" @A A;~). 
Thus X(v) is acyclic (3.4), and so W has a section, as required. 
COROLLARY 4-2. Let X be as above, and let F be an abelian sheaf on X,  
for the etale topology. Then 
IYlq(X, F) ~ Hq(X, F). 
For, there is a spectral sequence relating Cech cohomology to the 
derived functors: 
E p,q I:Iv(X, JYq(F)) ~ H~+q(X, F), 2 
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where JC~q(F) is the presheaf associating to U the group Hq(U,F). To  
show E~ 'q = 0 if q > 0, it suffices to prove that for every etale cover U 
of X, and every class a ~ Hq(U s, F), there is a cover U' --+ U such that 
b-- 0 in Hq(U '~, F). Since cohornology is locally trivial, there is a cover 
W--~ U s for which c~ is zero in Hq(W,F). Thus  we may apply 4.1 with 
no points Pl ,..-, Pr - 
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