The real interest rate gap -IRG-, i.e 
Introduction
This paper investigates the informational content of various empirical estimates of the gap between the real short term rate of interest and its "natural" level -in short the real interest rate gap, or real IRGfor headline inflation and other policy relevant variables in the euro area.
The old Wicksellian concept of the "natural" or neutral real rate of interest (Wicksell, 1898 (Wicksell, , 1907 has, as a matter of fact, been considerably revived in recent years, notably due the large audience gained by Michael Woodford's (2003) "neo-Wicksellian framework" for the analysis and design of optimal monetary policy. Although there is still nothing like a consensus as to the precise definition of this equilibrium level of the rate of interest, it is frequently defined in practice as the level of the real short term rate of interest which is consistent with output at its potential level and a stable rate of inflation in the medium term (ECB, 2004) . The potential policy relevance of the concept, at least as an ex post candidate indicator of the monetary policy stance, at best as a potential guide for policy action, has motivated a bunch of papers presenting empirical estimates of the natural rate of interest for the United States (Laubach and Williams, 2003) , the Euro area (see e.g. Crespo-Cuaresma et al., 2004 , Giammarioli and Valla, 2003 , Mésonnier and Renne, 2004 , Cour-Thimann et al., 2004 , Garnier and Wilhelmsen, 2005 or other developed economies (notably Neiss and Nelson, 2003, and Larsen and McKeown, 2004 , for the UK, Basdevant, Björksten and Karacedigli, 2004 , for New_Zealand, Manrique and Marquez, 2004 for Germany) 1 . According to many of these papers, the real equilibrium rate of interest in the major economies may have varied substantially over the last two to three decades, which highlights the importance of a correct perception of fluctuations of the natural rate by the policy maker.
In a companion paper, Mésonnier and Renne (2004) adapt to the Euro area the statistical approach initially developed by Laubach and Williams (2003) for the US and produce a time-varying estimate of the natural rate of interest that fits this general view. Estimated with the Kalman filter on the basis of a simple restricted VAR model of the Euro area economy, their natural rate of interest can conceptually be described as a "non-accelerating inflation rate of interest"-a "NAIRI". Last but not least, they find that the derived real interest rate gap offers ex post a valuable synthetic insight into the monetary policy stance in Europe over the 1979-2004 period.
Ultimately, however, the proof of the pudding is in the eating. A crucial point for deciding whether or not it is worth for central banks to compute and monitor on a regular basis such measures of the natural rate of interest (NRI) and the corresponding real interest rate gap (IRG) is the predictive power 1 See Giammarioli and Valla (2004) Therefore, I endeavour in this paper to test in a more rigorous way for the practical significance of empirical real IRG estimates for the euro area, in the spirit of previous studies that have assessed the reliability of inflation forecasts based on output gap estimates in real time (Orphanides and van Norden, 2005) . Beside the time-varying baseline estimate of Mésonnier and Renne (2004) , I also investigate the leading indicator properties of real IRG estimated via several other techniques, whose implementation is simple enough to be supposed useful in practice for a central bank forecaster. Given the relatively recent introduction of the euro, the equivalent of the existing real time data sets for the US or other economies, that may span over two to three decades of real time releases, is not available for the euro area. However, having access to a real-time database, which allows to reproduce the situation faced by a policy maker in real time, is key to assess in a credible way how reliable is the informational content of any IRG estimate. A recent paper by Clarck and Kozicki (2004) illustrates this point. Using a range of unobserved components models, including the baseline model of Laubach and Williams (2003) , and 22 years of real-time data vintages for the United States, they find that data revisions substantially contribute to imprecision in real-time estimates of the equilibrium real rate of interest, up to 100-200 basis points of revisions to less recent estimates and about 50 basis point for more recent ones 2 . Therefore, I constructed for the purpose of this exercise an original realtime database that covers the first seven years of the euro. The real-time IRG series estimated with this data set were then used to simulate a classical out-of-sample forecasting experiment for euro area inflation and other macroeconomic variables.
The rest of the paper is organized as follows. Section 2 presents the alternative measures of the real IRG that are implemented in the rest of the paper. Section 3 briefly surveys the available evidence of an informational content of various IRG estimates for the euro area and presents a preliminary assessment based on in-sample correlations with macroeconomic variables of interest. Section 4 details the methodology for the simulated out-of-sample forecasting experiments and section 5 comments the results. Robustness checks are provided in section 6, while Section 7 concludes.
Alternative measures of the interest rate gap
The semi-structural approach to the issue of NRI estimation, as illustrated by Mésonnier and Renne (2004) , is only one of the most frequent methodological and conceptual approaches of this issue, the structural approach being another important one (cf. Giammarioli and Valla, 2004 , for a survey of conceptual and technical issues). To put it shortly, whereas the structural approach, as in Woodford (2003), defines the neutral rate as the real equilibrium rate of interest in the flexible-prices (and possibly flexible-wages) version of a standard neo-Keynesian micro-founded DSGE 3 , the semistructural approach usually incorporates the real interest rate gap into the simplified framework of a reduced form model of the economy (an AS-IS scheme) and postulates some exogenous dynamic for the natural rate and other unobservable variables (like the rate of growth of potential output). While structural measures of the neutral rate of interest are then obtained on the basis of a methodology inspired by Rotemberg and Woodford (1997) , semi-structural ones are generally estimated with the Kalman filter as in Laubach and Williams (2003) , in the vein of numerous empirical studies providing with estimates of the output gap or of the NAIRU 4 .
As already stated elsewhere (e.g. Mésonnier, 2005, Larsen and McKeown, 2004) , one may argue that the time-series or semi-structural approach of empirical NRI estimation strikes a convenient compromise between the complexity of a more structural approach, which involves the complete derivation and estimation of micro-founded DSGE model, and the arbitrariness of simple univariate trend extractors, such as the commonly used HP filter, whose simplicity of use may be at the cost of economic interpretation. For the sake of comparison however, I considered a few competing approaches of the NRI for the euro area, with the noticeable exception of structural estimation. The complexity of structural estimation of the NRI with an estimated or even calibrated DSGE model hinders indeed its implementation in a simulated real time experiment, all the more than the available DGSE models of the euro area economy are largely posterior to the introduction of the euro (see for instance Smets and Wouters, 2003) . The selected approaches cover nevertheless a broad spectrum of available methods. I present briefly below the way I get the various IRG implemented here. Specific data issues are detailed in Appendix A.
Simple univariate statistical estimates
The simplest way to estimate a real interest rate gap is to deflate the nominal short term rate by a measure of (year-on-year) current inflation and to detrend this ex post real interest rate series using some univariate statistical filter 5 . I consider three cases in the following. First, I detrend the observed real interest rate series adjusting a quadratic trend to the observed real interest rate series (noted as QT model in the following). Second, I detrend it using the classical HP filter, which is also one of the time-series methods frequently used in practice to quickly estimate output gaps, although an obvious disadvantage of this approach as well as the previous one is clearly their lack of a firm theoretical basis 6 . More precisely, I consider here two cases, depending on the choice of the smoothing parameter:
with a smoothing parameter of 1,600 (the standard value for quarterly data) on the one hand and of 26,500 on the other hand, as recommended for instance by Orphanides and Williams (2002) . The trend extractor once Fourier transformed into the frequency domain, its frequency response function can be seen as a low-pass filter, with a frequency response declining monotonically from nearly one at null frequency to zero at high frequencies. The transition occurs at a cut-off frequency -defined as the frequency for which the gain of the filter is 50%-which can be expressed as a simple function of the smoothing parameter 7 . The chosen values for the smoothing parameter hence roughly correspond to an extraction of cycles of less than 10 and 20 years respectively (noted as HP1 and HP2 in the following).
Second, I detrend the real interest rate applying the Christiano and Fitzgerald (2003) asymmetric band pass filter (the CF model hereafter). The filter approximates an optimal band-pass filter like the more common Baxter and King (1999) filter, but, in contrast with the latter, weights are asymmetric in past and future values of data and they vary over time. As a consequence, the CF filter does not lose any observations at the end of the sample for trend estimation, while a major inconvenient of the Baxter and King (BK) filter is that it conventionally requires two to three years of raw data at each end of the trend outcome window. Using the BK filter would have implied in practice to extrapolate our real interest rate series over a few years, using e.g. standard ARIMA modelling. Orphanides and van Norden (2005) for instance extrapolate output series in order to filter them using the BK filter and assess the usefulness of the resulting output gap estimate for modelling inflation. Nevertheless, such an extrapolation would be meaningless in the particular case of a real interest rate series, since this would imply unwarranted assumptions about future policy moves at the end of sample. The CF filter is 5 The current annual rate of inflation (with the price level expressed in logs) is equivalent to the simple non-weighted average of the last four lags of quarterly inflation. It can then be seen as a simple way to form current expectations of next period quarterly inflation. In practice, simple estimates of the real interest rate often rely on current annual rather than quareterly inflation, the former being by construction less volatile than the latter. 6 The initial presentation of the HP filter dates back to a seminal contribution by Hodrick and Prescott (1980) . See Hodrick and Prescott (1997) for the published version of the genuine working paper. For a presentation of the filter in its unobserved-components form, see for instance King and Rebelo (1993) . 7 The relation between the cut-off frequency c ν and the smoothing parameter λ is
, see for instance Iacobucci and Noullez (2005). specified in the following so as to extract cycles of 2 to 40 quarters. Consistently with the results of stationarity tests for the real interest rate (see appendix B), the underlying series is assumed to be integrated of order one and is consequently drift corrected before the filter is applied.
A multivariate unobserved-components (UC) model: the Harvey-Jaeger model
Multivariate unobserved component (UC) models estimated with the Kalman filter offer a general framework for decomposing macroeconomic time series into unobserved trend and cycle, allowing for explicit dynamic structure for these components and accounting for interactions between theoretically related variables. Among several alternatives 8 , I consider more specifically a multivariate version of the Harvey and Jaeger (1993) model, which has been applied recently to the issue of NRI estimation in the euro area (see Crespo-Cuaresma et al., 2004 
A semi-structural UC model: the Mésonnier-Renne model
8 See for instances the UC models implemented for business cycle extraction by Orphanides and Van Norden (2002) . 9 The Kalman filtering procedure requires to set some initial conditions regarding the mean and covariance matrix of the unobserved variables. As commonly done, simple diffuse priors (HP filtered trends) are used to guess plausible initial conditions. Besides, I initialize the procedure of likelihood maximization over the vector of parameters using values close to the results of the baseline model in Crespocuaresma et al. (2004) -correcting for the different frequency of the data sets-. In particular, the initial value for λ is set to 0.52, which corresponds to short business cycles of three years (possibly related to the cycle of inventories, as argued by Bentoglio et al., 2002) and the initial attenuation factor ρ is postulated to be 0.85 (which corresponds to a half-life of cyclical shocks of 5 quarters).
The MR approach of the NRI for the euro area consists in estimating a simple restricted VAR model of the euro area economy with the Kalman filter, broadly following the lines of Laubach and Williams (2003) for the United States. The authors focus on a medium-term notion of the real natural interest rate, which can be described as a "non accelerating-inflation rate of interest" (NAIRI). They postulate that the dynamics of the NRI are dictated by the low frequency fluctuations of potential output growth and assume that both follow a stationary process. Inflation expectations one-quarter ahead, which are required to deflate the short term nominal rate of interest and compute an ex ante real rate of interest, are supposed to be rational and are inferred from the model. The model consists then in the following six equations: 
where π, i, y, z, r* and ∆y* stand for quarterly inflation (annualized), the nominal short term rate of interest, real GDP, the output gap, the natural real interest rate and potential output growth respectively. Lags of the dependant variables in the first two equations are selected by the data and the hypothesis of an accelerationist form of inflation (i.e. that the coefficients of lagged inflation sum to unity) is not rejected empirically. The ψ parameter is estimated to be close to but less than unity.
The first equation can be interpreted as a backward-looking Philips-curve, the second as an IS-curve.
The remaining equations state the dynamics of the natural rate and of potential output growth and define the output gap. According to this model, stable inflation is thus consistent with both null output and interest rate gaps and a departure of the real interest rate from its neutral level affects quarterly inflation with a lag of three quarters. Interestingly, no equation for the nominal rate of interest is stated, which means that the monetary policy reaction function remains implicit. Complete model estimation by maximization of the likelihood requires the calibration of the ratio of the variances of innovations to potential output growth and the output gap on the one hand, and of the θ parameter analogous to a constant relative risk aversion of consumers (see Mésonnier and Renne, 2004, for details) . In the following, these calibrations are maintained as in the original paper.
A simple IS curve approach: the Ball-Mankiw method
In their influential survey of NAIRU developments in the US over the 1990s, Ball and Mankiw (2002) resort to a simple and rather intuitive method to catch fluctuations in the trend equilibrium level of the rate of unemployment. This method is reproduced among various others by Orphanides and Williams (2002) to illustrate the uncertainty surrounding even retrospective estimates of unobservable "natural" variables like the NAIRU (see also Williams, 2005) . Ball and Mankiw posit a simple accelerationist Philips curve, which relates the change in inflation to the annual employment rate, and estimate it using ordinary least squares. They then apply the Hodrick-Prescot filter to the residuals of this regression and assume it to be an estimate of the NAIRU. The obtained series exhibit fluctuations that are broadly similar to that presented in other studies and lead to a plausible point estimate of the NAIRU in 2000.
I extend this method to the estimation of both a NAIRU and a NAIRI by coupling a simple IS curve to a slightly more sophisticated accelerationist Philips curve, that relates inflation to its own first four lags and one lag of the unemployment rate. In a second step, the postulated IS curve relates the estimated unemployment gap to its own first two lags and the lagged interest rate. The NAIRI is then extracted from the residuals of this second equation using the HP filter. However arguably rough it may be, this method leads to not completely implausible estimates of the interest rate and unemployment gaps 10 , while its simplicity of implementation advocates its inclusion in the present experiment.
A comparison of the alternative estimates over 1979-2004
Chart 1 shows the competing measures of the interest rate gap, as estimated over the whole 1979Q1- 
In-sample evidence on the informational content of real IRG estimates for inflation
The standard interest rate channel of the transmission mechanism of monetary policy relies on there being a link between short term real interest rates and the real side of the economy. This can be easily understood within the framework of the simple macroeconomic workhorse model, where a Philips-like curve combines with an IS-like curve to account for a transmission of monetary policy impulses first to aggregate demand and finally to inflation 11 . The main components of aggregate expenditure which are theoretically held to be affected by changes in the short term real interest rate are then consumption, although substitution and wealth effects can work in opposite directions, and investment. However, the empirical evidence on these expected links is rather mixed (see e.g. the survey in Taylor, 1999) . As argued for instance by Neiss and Nelson (2003) , who exhibit a positive correlation between the short term real rate and detrended output in the UK over 1980-1999, the reason for this could be unacknowledged changes in the level of the "natural" rate of interest.
Consequently, substituting the real IRG for the sole real interest rate should help in restoring empirically the missing negative correlation suggested by the theory.
In this section, I thus review available evidence of an informational content of various real IRG measures for inflation in the euro area, which is exclusively in-sample. I complete this brief survey with an additional preliminary assessment of the predictive power of the selected real IRG measures for some macroeconomic variables including headline inflation as evidenced by simple in-sample cross-correlations.
11 While modern central banks have a direct command of the short term nominal interest rate, monetary policy moves are largely transmitted to the real short term rate also, due to the stickiness of inflation expectations, at least for short term horizons.
A brief survey of available evidence in the euro area
In order to account for the possible consequences of adopting different technical definitions of the NRI as extant in the literature, the available evidence can be most conveniently summarized along the common distinction between structural approaches one the one hand and semi-structural or time-series ones to the other hand, to the measurement of this unobservable variable.
Among the "structural" papers, Giammarioli and Valla (2003) They find that the resulting real IRG is negatively correlated with monthly and annual inflation up to a lag of six months. Besides, the correlation is higher in absolute terms when the real IRG is based on the risk-premium-adjusted version of the NRI than of a non-adjusted one. Recently, Garnier and Wilhelmsen (2005) , who replicate the Laubach and Williams (2003) methodology with euro area data over the past 40 years, find that over the long-run the correlation between inflation and the (two-sided) real rate gap is strongly negative. However, since their baseline natural rate estimate exhibits only very limited low-frequency fluctuations, the variations in their real IRG primarily reflect those of the real interest rate (as shown by their correlation coefficient close to unity). It is then doubtful whether their real rate gap effectively adds to the information available to the policy maker about future inflation, all the more than these computations are apparently based on a two-sided ("smoothed") Kalman filter estimate of the NRI.
In-sample evidence from simple cross-correlations
To end with, I provide here preliminary in-sample evidence of the informational content of the selected interest rate gaps. Table 1 reports the cross correlations of quarterly inflation, the quarterly growth rates of real GDP and real credit and the rate of unemployment with the nominal short term rate of interest, the ex post short term real rate, as well as the IRG estimates obtained from the various models presented above. The computations are shown for the period 1986-2004, for which the rate of HICP inflation and the real interest rate in the reconstructed euro area may be reasonably deemed stationary, but computations over slightly different periods (e.g. from 1991 on) lead to qualitatively similar results.
As regards inflation, the results only partially meet our expectations. Interestingly enough, the actual real and nominal interest rates appear to be highly positively correlated with future inflation at horizons up to tow years ahead, which highlights by contrast the relevance of turning to NRI and IRG computations to identify an inflationary or disinflationary stance of monetary policy. Unfortunately, the same conclusion holds for some of the simple univariate IRG estimates (QT and HP2), as well as for the BM model-based estimate. Only the IRG estimated on the basis of multivariate UC models exhibit null to (slightly but possibly not significantly non-null) negative correlations with future inflation. Whatever, the correlation coefficients for the (one-sided) HJ and MR IRG remain contained (with a maximum absolute value of about 0.1) and stand clearly below the levels displayed in some other studies relative to the euro area (notably Valla, 2003, and Garnier and Wilhelmsen, 2005 , and, but to a lesser extent, Crespo-Cuaresma et al., 2004) .
Three main reasons may account for the higher negative correlations between inflation and IRG estimates found in some other papers. First, the actual real rate of interest is often highly correlated with their estimated IRG. Second, the sample used generally includes the high inflation episode of the 1970s and the high nominal rate episode of the early 1980s, which explains most of the strong negative correlation between inflation and the real rate of interest obtained over the last few decades, hence between inflation and the real IRG 12 . As a matter of fact, the correlation coefficients between inflation and the MR one-sided IRG over its whole period of availability (since 1979) are consistently higher in absolute terms and negative (up to -0.23 with a two years lag) 13 . Finally, a possible explanation that has already been put forward by some authors (e.g. Larsen and McKeown, 2004 ) is that, in the 1990s, the policy maker may have better used ex ante the informational content for inflation that is more or less captured in real IRG estimates, which would have reduced ex post the cross correlations between the objective variable -inflation-and lags of the real IRG.
Regarding the informational content for real activity and unemployment, the univariate IRG estimates, exhibit relatively strong negative cross correlations at horizons less than one year with future output growth, while short term nominal and real interest rates appear to be at best uncorrelated with this variable. However, the univariate gaps show also strong negative correlations to future rates of unemployment, which is clearly less intuitive. The results related to multivariate estimates are however mixed. One-sided HJ and MR IRG estimates are negatively but poorly correlated to future output growth, while the MR gap appears to be strongly positively correlated to future unemployment, which suggests, with an eye on equation 2.3.2 in section 2, that the rate of unemployment fluctuates more in synch with the level of the inflation-stabilizing output gap consistent with the MR IRG than does output growth. Figure A .2 in Appendix, as well as the computation of the empirical correlation coefficients (0.64 for the correlation between unemployment and the MR output gap, to be compared with only 0.16 for the correlation between this output gap and quarterly annualized growth), amply comfort this intuition.
Last but not least, all gaps (excepted the HJ IRG), as well as levels of the interest rates, exhibit strong in-sample correlations with future credit growth, including at somewhat distant horizons.
A simulated out-of-sample forecasting experiment

Methodology of the forecasting simulation
In order to better investigate the forecasting power of various measures of the short term real interest gap for macroeconomic variables, I simulated a classical out-of-sample forecasting exercise (see e.g. Stock and Watson, 1999) . Recent applications of this methodology to euro area data include studies of (4.1)
where y t+h,t is the annualised h-step forward rate of growth of the variable of interest Y t , y t its annualised quarterly rate of growth, X t is a candidate leading indicator, γ and β are polynoms in the lag operator L and h denotes the horizon of the forecast in quarters. Importantly for the realism of the experiment, it has to be noticed that the usual reporting lags imply that GDP and even price data that are required to compute IRG estimates for quarter t are only known in the curse of quarter t+1. In order to account for this, I forecast y t+h,t with data for quarters t-1 and earlier.
The precise definition of y t+h,t depends on the degree of integration of the forecasted variable. If Y t stands for a variable (in logs) which is deemed to be integrated of order one, then we have:
Conversely, if we assume Y t to be integrated of order two, then y t in equation (4.1) refers to the first difference of the quarterly rate of growth of Y t (annualised), and we have, following the approach in Watson (1999, 2003) :
Once this definition adopted, I proceeded in the following way. Equation (4.1) is first estimated for a given regressor X t and for a given forecast horizon h over the "initial" sample of data (up to period R).
The degrees of polynoms γ and β are automatically and jointly selected on the basis of the Akaike information criterion (AIC), with a maximum of four lags allowed for each regressor 14 . A h-step ahead forecast y R+h,R is then computed using the estimated equation and the corresponding h-step forecast error is stored. A new quarter of data is then added to the regression sample (the sample window includes now R+1 observations). Equation (4.1) is re-estimated over that new sample, with the number of lags of the RHS variables again automatically selected and the whole procedure is repeated until the regression sample reaches the end of the available series. 
Real-time estimations of the real interest rate gaps
The experiment conducted in this paper is designed to mimic in a simple way the problem facing a policy maker who wishes to forecast inflation or other macroeconomic variables in real time. The issue of the availability of a consistent real-time dataset, such as the Croushore and Stark database (2001) used for instance by Orphanides and van Norden (2005) to assess the usefulness of output gap estimates for inflation forecasting in the US, is then of crucial importance. Unfortunately, no such data set is available for the euro area yet, at least over a long enough period. Therefore, I reconstructed for the purpose of this study an original set of monthly real-time GDP vintages for the euro area that extends the data set currently made available by the EABCN on its website, spanning the observation period from the beginning of the euro to the end of 2005 (see Appendix A for data issues) 16 . Besides, and following e.g. Orphanides and van Norden (2005) for the US, I assumed that inflation and unemployment rate series were little revised by statisticians, as notably seasonal adjustement procedures usually account for most of the small changes observed between successive price releases in the ECB Monthly Bulletin. Thus, I used final versions of those series, combined with the real time GDP vintages, in the out-of-sample simulations.
To introduce the construction of real-time IRG data sets, it is convenient to refer to the typology first proposed by Orphanides and Van Norden (2002) . As regards IRG as well as unemployment or output gap estimates, policy-makers may indeed face three sources of uncertainty in real time: first, the underlying data (in particular GDP, which is here key for the multivariate UC models) are usually revised by statisticians ; second, the addition of new data may change our assessment, including for past quarters (this is often referred to as the "end-of-sample problem"); third, the information added by new data or revisions may invite us to modify the models used for estimation of the gap -in case the estimates are model-based -or at least to re-estimate their parameters. 
Results of the out-of-sample simulations
Forecasted variables
The forecasting exercise, as simulated over the first seven years of euro area existence, has been carried out for four dependant variables of interest, HICP inflation, real GDP growth, the quarterly change in the rate of unemployment and the real rate of growth of credit to the private sector.
Although in the euro area the mandate of the ECB confers a prominent weight to a price stability objective, the practice of major central banks converges in acknowledging some weight for a concomitant real stabilization objective, at least in the short run, as advocated for instance by the proponents of flexible inflation targeting schemes (see for instance Faust and Henderson, 2004 , and references therein). This (implicit) dual objective being usually conceived in terms of volatility of the output gap, this would invite to consider output gap measures among the variables of interest to be forecast. The emphasis on real GDP growth instead of some measure of the output gap aims at avoiding complex and still inconclusive debates about the best proxy for this unobservable variable, having in mind that the commonly used statistical output gap estimates (HP filters, UC models) as well as those derived from ad hoc production functions do not match a priori the theoretically correct 20 To put it shortly, the Kalman filter estimation of an UC model first uses the available data sample to estimate the parameters of a timeseries model of some unobservable variables by maximization of the log-likelihood, and next uses these parameters to construct filtered and smoothed estimates of the unobservable variables. In the full-sample case, since the ML estimation procedure of the underlying model parameters does use the whole final data set, the resulting filtered estimate of the unobservable variable of interest at a given time t is not immune from consecutive values of the observed series.
definition of the gap as the difference between actual and flexible prices-flexible wages output 21 .
Besides it can be argued that some major central banks in the past may have focused more on the change in the output gap (that is output growth less potential output growth) than on the level of the output gap itself 22 .
Finally, the inclusion of real credit growth among the set of variables to be forecast could be justified both by the emphasis put by the ECB on its monetary pillar, since credit to the private sector makes up the bulk of the broad monetary aggregate counterparts, and by concerns for financial stability 23 .
Besides, with a reference to the genuine Wicksellian framework (Wicksell, 1898) , the excess demand arising from a negative IRG should materialize through the build-up of an excess demand for credit which the banking system would accommodate, leading to both inflationary pressures and the build-up of financial imbalances. Hence, investigating the effect of a non-negative IRG on credit developments seems to be fully relevant from a Wicksellian perspective.
For each macroeconomic variable of interest and each estimation technique of the real IRG, the forecasting exercises have been conducted with horizons of two, four and six quarters. Beside the already presented IRG, I also test for the predictive power of a simple alternative candidate, the first difference in the short term nominal interest rate (hereafter DSTN model). Under the assumptions of sticky enough yearly inflation and natural rates from one quarter to the next, changes in the nominal interest rate can be viewed as proxy of changes in the real IRG. Furthermore, it can be argued that using changes in the nominal rate in this way is equivalent to implicitly defining an estimated IRG as a one-sided filter of interest rate changes with weights based on the estimated coefficients in Equation According to preliminary stationarity tests, the majority of the differenced series to be forecasted (i.e.
real growth rates of GDP and credit and the rate of change in the unemployment rate) as well as real IRG may be deemed to be stationary. An important exceptions is HICP inflation, which appears to be integrated of order one over the observation sample. Depending on the diagnosis about the order of integration of the dependant variable, the choice of the forecasting model was made as explained in section 4.1. Forecasts relate then to the average future rate of GDP, credit and unemployment growth over the forecasting period on the one hand, and to the difference between average future inflation and current inflation on the other hand. 21 Nevertheless, for illustration purpose, I also checked the predictive power of competing IRG measures for three alternative simple statistical (final) estimates of the output gap filtered with a smooth HP filter and two standard band-pass filters, namely the Baxter-King and the Christiano-Fitzgerald filters. None of the selected IRG helps to improve forecasts of any of these statistical output gaps. Results are available upon request. 22 For the Bundesbank, see Gerberding and al. (2005) , for the US, see e.g. Walsh (2002 
Forecast evaluation
An interesting issue is to determine whether the improvement in forecast accuracy observed at some point is statistically significant. First, the distribution of the test statistic is only asymptotically normal. Hence, with a maximum of 26 out-of-sample forecast errors, the true distribution of the test statistic may differ significantly from the asymptotical one (small sample bias) 26 . Second, the use of DM test is justified in the case of nonnested models only, which may not be the case when the augmented regressions as in Equation (4.1) are run against the benchmark AR model 27 . In a recent paper, Clarck and McCracken (2005) showed indeed that, for multi-step forecasts and nested models, the asymptotic distributions of the DM test is non-standard and affected by unknown nuisance parameters 28 . Consequently, they suggest alternative tests for nested models, the MSE-F and ENC-F tests. I thus implement the MSE-F test to evaluate the gain in forecast accuracy against the AR benchmark. Since the conditions of application of the asymptotic critical values are clearly rejected due to the small size of the forecast sample, I resort to a bootstrap strategy proposed by Orphanides and van Norden (2005) . The MSE-F test takes the form :
Where P is the number of forecasts (decreasing with the forecast horizon h), MSE1 is the mean squared forecast error of the benchmark (AR) model and MSE2 the mean squared forecast error of the 25 See for instance Kunst (2003) for a recent critical assessment of the DM test.
26 Le Bihan and Sedillot (2000) consider that with 72 observations, the use of asymptotic results is relevant. Orphanides and van Norden (2005) also provide with DM statistics for samples of about 50 observations. However, while focusing on the (simpler) case of one-step ahead forecasts, Clarck and McCracken (2005) warn against the use of asymptotical critical values when the ratio of the number of forecasts to the number of in-sample observations is superior to 10% (which would imply in our case IRG and inflation series for the "euro area" beginning in… the mid-1930s). 27 Even if I allow the lags of the dependant variable and the candidate IRG to differ, they can both be capped at four. 28 The same holds for the test of forecast encompassing proposed by Harvey, Leybourne and Newbold (1998 When the competing IRG augmented models are assessed against the DSTN benchmark, the forecasting models to be compared are no longer nested, so one can use the DM test. The test statistic is computed as follows: ( ) Orphanides and van Norden (2005) , the underlying asymptotic theory of these tests do not allow for changing lags in the forecasting equation during the recursive estimation procedure, nor for changing data sets. Besides, the variables used in the regressions should not be themselves estimated. All these conditions are clearly violated here, so the tests' diagnostics as reported in Tables 2 and 3 should be considered as roughly indicative only.
Results
As far as HICP inflation is concerned (see Tables 2 and 3 Turning to forecast of fluctuations in measures of real activity, the results are more promising, but to a certain extent only. Two of the computed gaps, QT and MR, help to significantly improve forecasts of output growth at horizons longer than one year. Remarkably, the performance of the MR gap in quasi real time is confirmed with real time estimates, although it deteriorates slightly, thus accounting for the impact of GDP revisions on forecast accuracy. However, the examination of Tables 2 and 3 together suggest that none of these two synthetic indicators significantly improves the forecasting performance of a simple AR model when augmented with lagged interest rate changes (DSTN model).
Similarly, according to the results in Table 2 , the MR, HP2 and DSTN indicators prove to have a significant predictive content for changes in the rate of unemployment. As for forecasts of output growth, the reduction in RMSE also increases with the forecasting horizon (up to 30% for the MR IRG at six quarters). By contrast however, the comparison with Table 3 Finally, the MR gap seems to add some valuable information both to the simple AR and DSTN models of credit growth, even using real time data, at forecasting horizons up to one year ahead.
Robustness checks
As a complement and to check for robustness of these results, Table 4 first presents the outcome of the same out-of-sample exercise over a longer period beginning at the end of 1994 (i.e. the first onequarter ahead forecast are computed as in 1995Q1), a year that marks the start of Stage II of European and Monetary Union (EMU) with the creation of the former European Monetary Institute (which became the ECB in 1998) 30 . Some of the previous conclusions remain valid. Introducing lags of the MR IRG into an AR model of unemployment and credit growth still leads to a substantial reduction of the projection RMSE at projection horizons from 2 to 6 quarters, but the HP2 and DSTN models perform also relatively well. Besides, the latter and the QT models are associated with an improved forecast accuracy for GDP growth. By contrast, the gain in forecast accuracy associated with either the BM model for inflation or the MR model for GDP growth vanishes while one extends the out-ofsample period.
Another possible source of sensitivity of the results to the forecasting experimental design is the criterion chosen to select the lag structure used in the forecasting equations (4.1) and (4.4). Therefore, to check the robustness of our results to the consequences of this choice, I repeated the whole experiment using the Schwarz information criterion (SIC) instead of the Akaike criterion (AIC). Conversely, the predictive content of the MR gap for future output growth is not confirmed.
Conclusion
I aim in this paper at assessing the empirical usefulness for the ECB of real interest rate gaps (IRG) estimates that are derived from a range of various techniques: simple univariate statistical filters and multivariate UC models estimated with the Kalman filter, including the semi-structural approach implemented by Mésonnier and Renne (2004) in companion paper. The techniques used are standard, but their application to real IRG estimates is novel in the literature, in spite of a growing empirical literature on the "natural" rate of interest, in the euro area as well as in the US and other industrialised countries. Indeed, beyond preliminary evidence provided by the computation of in-sample cross correlations between the estimated gaps and macroeconomic variables of interest, the assessment is based on simulations of out-of-sample forecasting experiments, as in e.g. Stock and Watson (1999) . In a standard way, the forecasting performance of simple autoregressive models of inflation, GDP growth and other macro variables that are augmented with IRG estimates is compared with the forecasting accuracy of benchmark AR forecasting models.
As illustrated by several studies of the reliability of "natural rate" variables in real-time (cf. van Williams, 2002, Clarck and Kozicki, 2004) , such simulated experiments should be conducted using real-time data, in order to replicate in a credible way the true situation facing policy makers when they have to meet decisions. I therefore construct such a real time dataset for euro area GDP since the inception of the euro and compute real-time as well as quasi-real-time estimates of the candidate IRG measures. Those quasi-real-time IRG series are simply the rolling IRG series estimates that are based on the final data set, while allowing for changes in underlying model parameters with the addition of new data. The difference between quasi and true real-time estimates may matter for IRG estimates obtained from multivariate UC models, which rely in particular on GDP series and are thus deemed to be as sensitive to data revisions as output gap estimates that are derived from similar techniques (see e.g. van Norden, 2002 and Kozicki, 2004) .
Meanwhile, quasi-real-time IRG estimates obtained applying simple univariate techniques such as the HP filter or band pass filters are assumed to be very close to true real time estimates, since ex post real interest rate series are generally subject to minor revisions only.
The results suggest that globally IRG measures are of little help to improve our knowledge of future inflation. By contrast, the semi-structural IRG measure employed in Mésonnier and Renne (2004) has a significant predictive power for unemployment and for credit growth four to six quarters ahead, while some simple detrended interest rate series that are corrected either by a quadratic trend or a smooth HP trend exhibit noticeable forecasting performance for either real GDP growth or unemployment. These results are robust to both changes in the period where the experiment is conducted and the choice of the lag selection technique in the forecasting regressions. Nevertheless, in most cases, the forecasting models that include these estimated interest rate gaps do not outperform a simple AR model augmented with the variations of the nominal interest rate (the DSTN model). One exception remains the apparent predictive power of the MR IRG for future credit growth. However, more work would be necessary to check that this unique positive outcome is not the result of pure chance, as occurs when the selection of a forecasting model relies too heavily on "data snooping". A proper implementation of the Reality Check proposed by White (2000) should settle that point, but this remains beyond the scope of the present study.
That said, the main results presented here broadly parallel the findings of Orphanides and van Norden (2005) regarding the poor reliability of US inflation forecasts based on output gap estimates in real time. Replacing "output" with "interest rate", I must conclude as they do that, "notwithstanding the potential usefulness" of ex post constructed gaps for historical analysis, "the dubious contribution of real-time measures" of the interest rate gap for forecasting macroeconomic variables of policy interest "brings into question their role in the formulation of reliable real-time policy analysis". But I would also add that nobody can reasonably expect a single indicator to subsume all the relevant information required by the monetary policy-maker. The poor informational content of interest rate gaps measures in real time should indeed not preclude the integration of relatively simple estimates of the natural rate of interest, such as those derived from semi-structural methods, into the broad-based informational set usually considered by modern central banks, as is regularly done for various estimates of potential output growth, the NAIRU or equilibrium values of the exchange rate to assess the stance of monetary policy and the state of the economy, when only from a retrospective viewpoint.
Appendices
Appendix A. Data issues
The euro area time series for the growth rate of real GDP, unemployment, HICP inflation and for the short term nominal rate of interest cover the period 1979Q1-2004Q4 with quarterly frequency. The first year corresponds to the EMS entering into force. Historical series in levels for the euro area are taken from ECB's AWM database (see Fagan et al., 2000) and have been updated up to the end of 2004 with the official data published by Eurostat and the ECB, as of mid-November 2005. Concretely, Eurostat official data were used over their whole period of availability (i.e. from 1991 Q1 or 1992 Q1 onward) to allow for consistency with common knowledge of the recent economic juncture. These official series were then backdated with the corresponding AWM series. Whereas the national accounts series provided by the AWM database are seasonally adjusted, the historical HICP series is not and I hence preliminarily adjusted it using the Tramo/Seats procedure. The ex post real interest rate series was computed as the nominal interest rate deflated with the current annual rate of inflation.
The historical series for credit flows and outstanding amounts from euro area monetary and financial institutions to the domestic credit sector are provided by the ECB on its website and regularly updated. Table A .1 provides with the cut-off dates of the releases associated with the different reconstructed GDP vintages that are used in this study. For each dataset, the first values (up to the required number of lags in the estimated VAR) are taken from historical data, from a randomly chosen date onward.
In a second step, using each simulated pair of series, I perform an out-of-sample forecasting experiment equivalent to the one presented in section 4.1 and store the corresponding test statistics computed for each forecasting horizon.
In the case of the UC models, whose outcome is normally affected by revisions of GDP data, I nevertheless considered the quasi-final version of the IRG as a proxy for the real-time version of the gap because of the difficulty inherent in defining how to bootstrap revisions of the estimated IRG over time. 35 Legend : NR = nominal rate (short), RR = ex post real rate (short, deflated by current annual HICP inflation), IRG QT = real rate corrected with quadratic trend, IRG HP1 = HP (1,600) filtered IRG, IRG HP2 = HP (26,500) filtered IRG, IRG CF = Christiano-Fitzgerald (1999) filtered IRG, IRG HJ = Harvey-Jaeger UC model, IRG MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , IRG BM = extrapolation of a method presented in Ball and Mankiw (2002) . Nb of forecasts 26 24 22 Notes : the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the forecast based on the method specified and the RMSE of the AR forecast. The p-values correspond to the empirical distributions of the two-sided MSE-F test of Clarck and McCracken (2005) , as obtained by bootstrap. A probability close to zero is indicative of a significant difference in the RMSE. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. Clarck and McCracken (2005) , as obtained by bootstrap. A probability close to zero is indicative of a significant difference in the RMSE. QT = real rate corrected with quadratic trend, HP1 = HP (1600) filtered IRG, HP2 = HP (7000) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = HarveyJaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. Nb of forecasts 26 24 22 Notes : the entries in italics show the RMSE of the DSTN forecast, other entries show the ratio of the forecast based on the method specified and the RMSE of the DSTN forecast. The p-values correspond to the empirical distributions of the DM test of Diebold and Mariano (1995) , as obtained by bootstrap. A probability close to zero is indicative of a significant difference in the RMSE. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. Diebold and Mariano (1995) , as obtained by bootstrap. A probability close to zero is indicative of a significant difference in the RMSE. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the forecast based on the method specified and the RMSE of the AR forecast. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the forecast based on the method specified and the RMSE of the AR forecast. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (1999) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2004) , BM = extrapolation of a method presented in Ball and Mankiw (2002) , DSTN = first difference in the short term nominal rate of interest. Real-time Final
