This paper proposes a novel approach to automatic estimation of attention of students during lectures in the classroom. The approach uses 2D and 3D data obtained by the Kinect One sensor to build a feature set characterizing both facial and body properties of a student, including gaze point and body posture. Machine learning algorithms are used to train classifiers which estimate time-varying attention levels of individual students. Human observers' estimation of attention level is used as a reference. The comparison of attention prediction accuracy of seven classifiers is done on a data set comprising 18 subjects. Our best person-independent three-level attention classifier achieved moderate accuracy of 0.753, comparable to results of other studies in the field of student engagement. The results indicate that Kinect-based attention monitoring system is able to predict both students' attention over time as well as average attention levels and could be applied as a tool for non-intrusive automated analytics of the learning process.
Introduction
Automated learning analytics is becoming an important topic in the educational community, which needs effective systems to monitor learning process and provideş feedback to the teacher. Recent advances in visual sensors and computer vision methods enabled automated monitoring of behavior and affective states of learners at different levels from the university level [1] to the pre-school level [2] . Student affective states such as interested, tired, and confused are automatically determined from facial expressions [2] [3] [4] , and attention state is computed from different visual cues such as face gaze, head motion, and body postures [1, 5] .
The basic idea of our work is to utilize advanced capabilities of Kinect One sensor to unobtrusively collect behavioral data of multiple students during attending traditional lectures in the classroom. We propose a methodology to compute features from the Kinect data corresponding to visually observable behaviors and to apply machine learning methods to build models to predict attentive state of the individual students.
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The first issue was defining student attention in the way to correspond to observations made by the teacher or other human observer. We analyze attention scores provided by human observers and match them with the observable behaviors, activities, gestures, etc. of the students (Section 3.4). Those results allow us to define a meaning of observable attention levels in terms of student behavior. The second issue was selection and derivation of meaningful features which can effectively discriminate attention levels. We selected features, provided by Kinect One feature detection system, which were correlated to observable behaviors and attention levels. The proposed set of features for attention estimation, derived from low-level Kinect features, is described in Section 4.3.
The final issue was selection of the appropriate machine learning method, which is able to learn a generalized attention model, applicable to any student or person in the classroom. We tackle this problem by preparing five combinations of input features and machine learning classifiers and data splitting strategies and analyze their accuracy on the test set of 18 persons (Section 5). We present detailed evaluation of results including comparison of performance of classifiers and discussion of method limitations.
Related works

Student engagement and attention in the classroom
In the field of higher education, estimation of a long-term student engagement in the learning process is needed in order to evaluate courses and improve learning results [6, 7] . This evaluation is usually done through questionnaires, but with the proliferation of modern e-learning, it became possible to collect implicit usage data to estimate activity and engagement of students or children within learning activities [8] . A review of research on measurement of student engagement in technology-mediated learning [9] have provided a review of quantitative and qualitative observational measures (instruments) to measure behavioral, cognitive, and emotional indicators of student engagement. Attention was classified as one of the factors of cognitive engagement, while interest, anxiety, and boredom contributed to emotional engagement.
Attention is best described as the sustained focus of cognitive resources on information, while ignoring distractions. In the field of education, the terms of sustained attention or vigilance are used to describe the ability to maintain concentration over prolonged periods of time, such as during lectures in the classroom. Pedagogical research is often focused on maintaining student attention (concentration, vigilance) during lectures [10] , because sustained attention is recognized as an important factor of the learning success [11] . However, tracking of individual students' attentive state in the classroom by using selfreports is difficult and interferes with the learning process, which is also the case for using psychophysical data sensors [12] . Visual observation is a non-intrusive method, and real-time video recording and encoding [13] [14] [15] [16] can be used for manual attention coding; however, for longterm observations, automatic computer vision methods should be applied.
Automated measurement of affective parameters
Non-intrusive visual observation and estimation of affective parameters is commonly using recorded video (RGB) signal, for example, to estimate student engagement from facial expressions [3, 17] , to estimate mood of children during one-to-one tutoring by using facial analysis [2] , and to estimate driver's vigilance from his head pose [18] . A survey of automatic affect detection methods [4] identified various types of signals (video, EKG, EMG...) used in affect analysis. Video observation and face analysis usually require high-quality image and are applicable to single-person observation, which limits their usability or reduces accuracy and available complexity of image analysis [1] in the classroom setting. Eye tracking devices are very successful in measuring affective parameters such as concentration in the computerized learning environments, and Bixler et al. were using eye tracking data detect mind wandering during computerized reading [19] . Apart from visual signals, other types of measurements such as brainwaves (EEG) were utilized to assess attention level of students [12, 20] .
Two state-of-the-art studies use machine learning methods to build models for automated estimation of student engagement from facial features. Monkaresi et al. [17] use combination of geometrical facial features (detected by Kinect sensor), texture description features (local binary patterns), and physiological features (heart rate) to estimate two-level engagement of students. Whitehill et al. [3] use computer vision methods to register faces and extract Box Filter features (Haar wavelets) and then train binary classifiers to estimate four states of engagement. Both works are studying the engagement of a single student during computerized learning which differs from our use case of attention during classroom teaching.
Kinect sensor and its usage
The introduction of low-cost depth sensors aimed at computer games such as Microsoft Kinect inspired a lot of research in various applications, especially those requiring detection of body skeletons. A review paper [21] provided an overview of usage of first-generation Kinect 360 sensor for human activity analysis, including body pose and activity recognition, and hand gesture analysis; however, they do not include any references on using head gaze information. Recent studies have utilized Kinect for gait assessment [22] and online human action recognition such as writing and cooking [23] , and Won et al. [5] utilized two Kinect sensors to record body motions of teacher and the student during dyadic learning interactions to predict learning performance.
The review of affect estimation methods [4] states the importance of face gaze and facial expression as clues to assess cognitive engagement or inattention of students. The gaze direction have been detected from combined video and depth signals [24, 25] and utilized in the visual attention model to estimate human-to-human interaction. Human gaze has also been used for semantic mapping of human attention in the 3D environment [26] . Kinect One sensor provides advanced capabilities to detect face gaze and facial features, which have not yet been explored in available literature and are utilized in the proposed system.
Experimental methods
In this section, we present the experimental setup to acquire the test dataset, methods of data annotation, analysis of attention levels as observed by annotators, and their correspondence to student behavior.
Experimental setup
The goal of our experiments was to record student behavior in the classroom during lecture, thus obtaining video and 3D data which would allow both human observation as well as automated analysis of their attention. The Kinect One sensor was set up to observe up to four students acting as test persons.
The participants of the experiment were 22 undergraduate engineering students from a public university in Slovenia; there were 20 males and 2 females. Video and 3D data were recorded during 25-min lecturing sessions by Kinect One sensor. The four students were not reliably detected and tracked by Kinect body tracking engine, and they were not included in the dataset. The experimental dataset was obtained during four lecturing sessions in a classroom. The first two sessions were using a single Kinect sensor to frontally observe three students sitting behind a table from a distance of 1.8 m. The last two sessions involved two sensors, each one observing four students from the same distance. Students were asked to follow a lecture and take notes and answer questions prior and after the experiment. The relation between learning gain and observed attention was studied in our previous paper by Burnik et al. [27] .
Data collection methods
The Kinect data was recorded by Matlab scripts using the methods provided by Kin2 Toolbox for Matlab, which encapsulates the Microsoft Kinect SDK 2.0. The real-time feature extraction phase captured the video and skeleton data during the experiment and recorded data on the disk drive. The offline processing and analysis of extracted data was performed by Matlab scripts.
The recording system extracted and stored several types od data provided by Kinect SDK's body and face tracking engine. Color frames with full HD resolution (1920 by 1080 pixels) were extracted at the frame rates up to 15 frames per second, encoded and stored as H.264 video file. Depth frames with resolution 512 by 424 pixels were recorded but were not used for attention prediction.
Kinect body skeleton is the most exploited 3D feature in literature [5, 22] . Skeleton is given as a set of 25 body joints, where each body joint is represented by a vector p j =[ p j,x , p j,y , p j,z ] given in Kinect 3D coordinate system. As shown in Fig. 1 , the origin of the coordinate system (x = 0, y = 0, z = 0) is located at the center of the Kinect IR sensor, the x coordinate grows to the sensors left, y grows up, and z grows out in the direction the sensor is facing. The unit is 1 m. At each time instance t, up to six skeletons can be detected and tracked. Skeleton indexing is however not consistent through time due to persons' occlusions or disappearance from the scene. The k-th skeleton at time t is given by 25 body joints, and we denote it as
Upper parts of the test persons' skeletons are visualized on the video frame in Fig. 5a . We define a world coordinate system to estimate gaze point location of individual test persons located in the classroom (Fig. 1) . The origin of a world coordinate system is set at the floor level and at the left corner of the classroom, with the x -axis extending through the slide display area and the white-board. The y -axis represent a height above the floor, and the z -axis is extending towards the persons within the classroom. The 3D coordinates of a point within world (classroom) coordinate system are given by vector p =[ p x , p y , p z ].
Human estimation of attention level of students
The literature is lacking a consistent definition of the student's attention in the classroom. The review of video recordings of students during lecture has shown that students' attention towards the lecture is manifested by observable behavior such as gaze, writing, and mimics. As a starting point of the research, we asked human observers to estimate how attentive subjects appear to be during lecture by observing video recordings (Fig. 2a) . The observed attention annotation procedure is described in detail in [27] .
The five human observers, j ∈ {1, 2, 3, 4, 5}, were asked to estimate observed attention level of the students during lecture on the scale 1..5 with a time granularity of 1 s. We denote those estimates as observed attention A o u,j (t) ∈ {1, 2, 3, 4, 5}. To derive a mean attention score A m u (t) of a student u at time t, we removed minimum and maximum estimate and calculated mean of the three visual attention scores (see Fig. 2b ). Since observed attention estimates were not always consistent and in agreement, the mean attention score exhibits short-term fluctuations. To regularize estimated attention, we performed median filtering with a time window of 10 s and thresholding to three levels. The final reference attention of a student is denoted as A r u (t) ∈ {1, 3, 5} and provides a human estimate of the current attention level of a student on a three-level scale; an example is shown in Fig. 2b .
Relation of attention to the behavioral cues
In addition to attention level, we labeled video clips for the presence of specific behavior such as writing for each of the test students. Starting and ending times were labeled, and binary signals representing those actions were calculated. The set of behavior reference signals includes the following features:
• Writing, W u (t) ∈ {0, 1}, which was annotated when pencil was writing on paper and student was observing the notes a b 
In order to associate visually observable behaviors of the test persons with the human-encoded attention level, we calculated mean values of annotated behavior signals for all levels of attention, over all test persons. In this way, we produced average score of selected behavior such as writing at each attention level, which gives an indication how observable behavior is related to observed attention. For example, for writing signal W u (t), we calculate writingattention level correspondence A w (l), where l ∈ {1, 3, 5} is an attention level:
Correspondences between the specific behavior and the attention level, calculated according to Eq. 1, are presented in Table 1 . The values are interpreted as a rate of time the specific behavior was observed during all periods labeled with attention level l within our test set.
The results shown in Table 1 are graphically presented in Fig. 3 . By observing video footage, we were able to identify body, facial, and other visual behavioral cues which correspond to levels of observed attention:
• High level of attention was associated with observing slides, writing notes (52% of time), and body leaning forward (88% of time).
• Medium level was associated with observing slides, body leaning forward (84%), and head supported by a hand (61%).
• Low level of attention was associated with gestures expressing tiredness or boredom, such as leaning The values represent rate of time the behavior was present during the periods with the specific attention level back (41%), rubbing a neck, scratching head, yawning (26%), and looking away.
Those observations allowed us to define a set of computed features for automated attention estimation in Section 4.3, which are closely related to the observed student behaviors as shown in Fig. 3 .
Automated attention estimation from Kinect features
Kinect signal preprocessing
The frame-based Kinect data which were recorded during the observation session must be processed in order to extract specific features of interest and assign (map) them to correct test persons. During each experiment, we assigned an index u to each of the test persons. The task of the mapping step at each time instance t is to assign each of the detected skeletons k = 1..N k to one of the actual test persons u = 1..N u . This requires a predefined person setup which is given as an expected image position of the person's head. The mapping is done by finding a closest head position among all detected skeletons for each of the test persons' predefined positions. After the mapping step, we assign feature values of the k-th skeleton to the actual test person.
Kinect sensor provides skeleton and facial data at a rate of 30 fps. However, due to processing time to extract and store those features, the actual data rate is from 10 to 15 fps in our system. Data frames are lost due to limited processing speed and storage speed, causing dropped frames and non-uniformly sampled data. Kinect features also include certain level of noise, outliers are present in case of detection errors, or no signal is available when detection fails. Our attention estimation system deals with effects which last at least several seconds, so we chose 1 s as a sampling rate. Kinect signals are thus resampled at 1 frame per second by utilizing median filtering over a 1 s time window in order to preserve signal dynamics. The uniformly sampled Kinect feature signals are denoted s j,u (t).
Inter-person normalization and smoothing
Analysis of distribution of feature values revealed that they contain significant inter-personal differences. Signals differ either due to person-specific absolute values such as head position in 3D space, or due to varying amplitude of the signals (such as body lean back angle) between persons. In order to build a general behavior model, we need to align signals and normalize their range of values (Fig. 4) .
We compute means j,u and standard deviation σ j,u over all samples and compute normalized feature signal as 
Computed feature set for attention estimation
The final feature set A consists of seven features computed by combining different Kinect signals, which are normalized over all persons. The feature set B consists of the same signals which are temporally filtered using weighted smoothing filter of the size of 11 s, see Fig. 5b .
Upper body posture
Upper body posture was found to be highly correlated with student activities such as observing slides and writ- ing. Features were computed from body joints given in 3D camera space, p j,u (t). Leaning forward when observing slides or writing resulted in changed head position in the 3D camera space. Head displacement. In order to characterize changes in the head position during activities such as writing, we computed displacement vector of the current person's head position p 4,u (t) from the mean position over the experimentp 4,u , resulting in 3D displacement vector D u (t) = p 4,u (t) −p 4,u . Only head displacement in the vertical direction (y-axis) was found to be significant, and the feature 1 is normalized head displacement,f 1,u 
Body lean indicator. In order to characterize the overall upper body posture, we calculated the vector from head to lower spine, d u (t) = p 4,u (t) − p 1,u (t). We then calculated body lean indicator as an angle to the vertical coordinate axis y, L u (t) = arctan Head angle indicator. Head angle in the z direction was found to be correlated with writing and observing slides. We calculated vector from head to upper spine point, h u (t), and compute head angle to the vertical coordinate axis y, H i (t) = arctan 
Face gaze point
Kinect SDK provides an estimation of the relative head gaze, given as a vector of angles g u (t) =
[ γ x,u (t), γ y,u (t), γ z,u (t)]
, where γ x,u (t) corresponds to head yaw and γ z,u (t) corresponds to pitch. Using the head position in the 3D camera spacep 4,u and the Kinect sensor position in the world space K , we calculate projection of the head gaze onto the x − y plane in the world coordinates, resulting in the 2D world gaze point coordinates P u (t) =[ p u,x (t), p u,y (t)] (see Fig. 1 ). We use normalized y coordinate of the gaze point within our feature set as feature 2,f 2,u (t) = (p u,y (t) −p u,y (t))/σ p u,y .
Facial features
Facial features are derived from the 17 animation unit values which represent deformations of the detailed 3D face model.
• Closed eyes feature is computed as a maximum value of the two animation units, Right Eye Closed and Left Eye Closed, and correlates to writing and observing note activities.
• Mouth open feature is computed from the Jaw Open animation unit, and corresponds to yawning.
• Face deformation is computed from the Left Cheek
Puff and Right Cheek Puff animation units and corresponds to supporting head with the hand, which causes 3D head model to become deformed.
The final set of seven normalized features f 1,u (t) . . .f 7,u (t) for the person 6 (u = 6) is shown in Fig. 5c 
Classifiers for attention estimation
The goal of the study was to build attention classifiers to automatically estimate three-level attention from recorded Kinect features. The first issue was to select optimal classifiers and their parameters in order to build a general, person-independent attention model, which is not over-fitted to the training data. The second issue was to select proper preprocessing of the features to achieve best prediction accuracy. We thus tested normalization and smoothing of the computed features.
We have included seven classifiers in the comparison, ranging in flexibility from simpler models such as decision trees to more complex models. The training process was using five-fold cross-validation to prevent model overfitting. The tested classifiers and their parameters are the following:
1. Decision tree (simple). Split criterion is Gini's diversity index; maximum number of splits is 4.
Decision tree (medium). Maximum number of splits is 20. 3. K-nearest neighbors (coarse). Distance metric is
Euclidean, distance weight is equal, and number of neighbors is 100. 4. K-nearest neighbors (medium). Number of neighbors is 10. 5. K-nearest neighbors (weighted). Number of neighbors is 10, distance metric is Euclidean, and distance weight is squared inverse. 6. Bag of decision trees. Ensemble method is bag; learner type is decision tree. Number of learners is 30; max. number of splits is 20. 7. Subspace K-NN. Ensemble method is subspace; learner type is nearest neighbor. Number of learners is 30; subspace dimension is 4.
Training datasets and data splitting
We trained seven simple to complex classifiers and compared their overall accuracy in predicting attention on the testing data. All models were trained on the three different training datasets denoted as A, B, and C. The datasets are composed of two parts, set of seven features computed from Kinect data for attention prediction, and reference observed attention data. The general properties of the datasets are as follows:
• Datasets A and B contain samples of six test subjects recorded during two lecturing sessions. Each subject was assigned observed attention levels during 260 s of the lecture, leading to 260 data samples per subject and a total of 1560 samples in the datasets A/B. The difference between the two sets is in the preprocessing of the samples. The samples of the dataset A were normalized, while the dataset B contains features which were normalized and temporally smoothed (see Section 4.2).
• Dataset C contains samples of another 12 test subjects recorded during two lecturing sessions. The data of each subject were collected during 480 s, so the total number of samples in dataset C is 5760. The feature samples in the dataset were normalized and temporally smoothed.
The datasets were split into training set used during learning and the test set used during evaluation. For datasets A and B, we used the following strategy to split the data: training of the models was done on five persons (1300 data samples) and the remaining person (260 samples) was used for evaluation of the accuracy of predictions. The training/evaluation was repeated six times, and the results of accuracy of methods were averaged.
For the dataset C, we used time-based splitting (folding) of the data into training set containing 80% of samples of all users and test set containing 20% of samples of all users. In each of the five training/evaluation phases, attention level of all subjects was predicted from the testing set data. This five-fold cross-validation strategy was used to compute average accuracy of the classifiers.
Results
In this section, the performance of the proposed automatic attention classifiers is reported on two data sets involving 6 and 12 subjects and compared to the state-ofthe art methods.
Training, testing data sets, and result sets
The original data set collected from six subjects was used to evaluate the effects of preprocessing of samples and postprocessing of results on the accuracy of predictions. Learning datasets A and B were created by normalization (dataset A) and additional temporal smoothing of normalized values (dataset B). The training/evaluation was done in six iterations, and in each iteration, a different subject u was used for evaluation of predictions. We denote predicted attention levels by classifier m for the test subject u as A (R) u,m (t), where R denotes a specific result set. Two additional sets of predictions were created from the results of datasets A and B. In order to increase temporal consistency of predictions, we employed post-processing of predicted values by temporal median filtering with a window of 11 s. We denote those results as A and B . The filtered attention levels are computed as A
The dataset C was split into training and evaluation set by time, and five iterations were performed. The predicted attention of a subject u by a classifier m is denoted as A (C) u,m (t), and the samples are collected from five iterations of training and testing.
Evaluation of attention estimation accuracy
Accuracy of the proposed system was evaluated by comparing the predicted attention levels A u,m (t) to the reference attention levels provided by human annotation A r u (t). We compute the accuracy of predictions of a classifier m for the subject u on a dataset R, denoted as Acc (R) u,m , as a rate of correct predictions over time,
The accuracy of predictions of tested classifiers for each of the test persons is shown in Fig. 6a -e. Each line connects results of a single classifier, allowing us to observe inter-subject variations of accuracy of a selected classifier, as well as range of prediction accuracies for a selected person.
The overall accuracy of a classifier m on the selected dataset Acc (R) m was computed as an average over test subjects. The total number of predicted attention levels was 1560 for datasets A and B and 5760 for dataset C. Table 2 presents a comparison of attention estimation accuracies of seven evaluated classifiers for five data sets and allows us to estimate the influence of several factors on the accuracy of predictions.
Temporal smoothing of feature values (dataset B versus dataset A) improved the accuracy of four out of seven methods, and the average gain was + 3.1%. Temporal smoothing was also used in the dataset C which achieved best overall accuracy. Temporal filtering of predictions in result sets A and B improved accuracy on average for 7.8%. Both results indicate that the successive observed attention values are highly correlated, and the actual attention level is sustained over longer periods of time.
Model flexibility. In the dataset A/B, (simple) decision tree classifier consistently provided best accuracy of predictions for the unknown person; thus, it achieved best inter-subject generalization. It is interesting that low flexibility model was superior over complex models, although the training algorithm reported differently during learning. This indicates probable over-fitting of complex models to the training data due lower number (1300) of training samples. Different results on classifier accuracy were observed on the dataset C, which is larger and includes 4560 training samples. The least flexible classifier (simple decision tree) produced lowest average accuracy, while highly flexible model (bagged trees) produced best accuracy of 0.753. It is thus important to adjust model flexibility to the number of available training samples in order to achieve inter-subject generalization.
Consistency and reliability of results. The results on the larger dataset C proved to be more consistent among the classifiers, as the range of results was much smaller (from 0.708 to 0.753) and the overall accuracy was higher. The larger dataset thus provided more reliable and consistent results. All those factors influenced efficiency of attention prediction for different subjects. Graphs a-e in Fig. 6 allow us to estimate inter-subject differences in accuracy of the predictions. In the dataset A/B, subject no. 3 was the most difficult for attention estimation with an average accuracy of 0.55. Visual observations confirmed that the behavior of this person was most dissimilar to other persons, as he exhibited longer periods of inattention and performed tiredness gestures (yawning, looking away) which otherwise appeared rarely in the training set (among other persons). Person 3 was also writing while he was leaning back on the chair, which was unusual in our dataset. On the other hand, person 5 caused most dissimilar scores among different classifiers, which indicates difficulties in predicting attention due to very small amplitude of head and body motion. He performed many subtle finger gestures which influenced observers' estimates but were not captured within our feature set.
Similar observations can be made for larger dataset C. While the consistency of results of tested classifiers was higher, there was still a notable difference of 0.31 between the highest and lowest accuracy among 12 test subjects. The predictions were more accurate for the persons who appeared to be more attentive to observers and were regularly taking notes. Upright body position, consistent behavior over time, and large amplitudes of head motion when changing gaze point all increased the success of prediction. Four test subjects with lowest accuracy of predictions also appeared to have low average attention to observers, as shown in Fig. 7 . Figure 6f presents distributions and average accuracies of seven classifiers over 12 test subjects of dataset C. While the average accuracy of the best method is 0.753, the range of scores over test persons is from 0.52 to 0.93.
Estimation of average attention of subjects
The proposed automatic attention estimation system is able to predict time-varying attention A u (t) of a person u by observing his body and facial features. In the context of learning, it is however also important to provide a more general average attention of a person during a specific time period, for example, during a single lecture topic. We thus calculate average attention predictionĀ u (t 1 , t 2 ) of students during the observation time of 480 s and compare those estimates with the reference averagesĀ r u (t 1 , t 2 ) computed from reference attention.
The reference average attention scores for users 7 to 18 (shown in Fig. 7 as a dashed line) were in range from 2.1 to 4.1, while predicted attention averages (solid line) were in range from 3.0 to 4.0. The error in predicting average attention was in range from − 0.33 to 0.86, and average error was 0.20. The system was less successful in predicting lower attention levels, so the students with longer duration of low attention periods were predicted attention level which was too high.
Comparison to state-of-the-art
Two recent studies by Whitehill et al. [3] and Monkaresi et al. [17] propose systems for automatic estimation of student engagement from face and other features in the context of computerized learning. The experiments involve cameras which observe subjects during playing cognitive skills training game on iPad [3] and during writing an essay on a computer. The first study [3] utilized human labelers to estimate how engaged the subject appear to be on a four-level scale from either 60-or 10-s video clips, while our time resolution of annotations and predictions was 1 s. Their best model, SVM classifier with Gabor features, achieved subject-independent engagement recognition accuracy of 0.729 for detecting each level from all the other levels. The second study [17] uses concurrent self-reports on a two-level scale every 2 min, and retrospective self-reports after observing 10-s clips as a reference data. They achieved an accuracy of 0.758 for a person-independent two-level engagement detection. Although it is difficult to directly compare the results due to differences in tasks, datasets, and annotation methods, our results are comparable in terms of accuracy.
Discussion
In the following section, we discuss some of the limiting factors which affect the automated estimation of attention level in the classroom.
First, the ground truth data on attention computed from human observer estimates is not entirely reliable. In the absence of prior hard definition of how to annotate attention from observable behavior human coders have often disagreed on the level of attention at each time instance. Our definition of three attention levels was derived from the mean scores and their correspondence to the observable behaviors. This however does not mean that the actual annotated levels follow exactly this definition, which affects the achievable accuracy of the proposed system. Second, the size of the training dataset is rather limited, and its total length for 18 persons is 122 min. The variations of human behavior which are present within the data set is limited and is not covering all possible student behaviors. Furthermore, inter-personal differences in behavior during lecture were clearly visible and influenced the accuracy of a person-independent classifier.
We noticed the issue of reliability and accuracy of Kinect data. Kinect sensor employs computer vision algorithms to detect facial features, such as eyes, nose, and mouth, and to fit a detailed 3D face model. The detection sometimes fail and in other cases produce erroneous results. The reliability of gaze detection depends on the orientation of the face (frontal or not) and presence of obstructing objects such as hands. The similar issue is with person's skeleton which is not accurate due to obstructed view of the person sitting behind a table. We could not include hand 3D coordinates due to low reliability.
And finally, the exploited set of seven features computed from low-level Kinect data was not comprehensive enough to be able to describe all observed behavioral differences of the test persons. More comprehensive feature set would clearly be able to more reliably detect important behavior such as writing, hand and finger gestures, and facial expressions.
Conclusion
In this paper, we proposed a novel approach to estimate the attention level of students in the classroom using a set of features computed from the data obtained by the Kinect One sensor. On the basis of visual observation of behavioral cues and their correlation with the attention level estimated by human observers, we derived a set of body, gaze, and facial features related to observed students' behavior. This computed feature set was utilized within seven machine learning algorithms to predict a three-level attention score with a time resolution of 1 s. We have evaluated several options for the preprocessing of signals and post-processing of the results and compared the efficiency of seven classifiers with different levels of flexibility. The success of building a person-independent attention prediction model was validated by testing attention prediction on the dataset of 18 persons with moderate accuracy of up to 0.753, comparable to the state-of-the-art studies in the field.
The proposed automatic attention estimation system has a clear potential usage as a tool for automated analytics of the learning process, providing a mechanism for large-scale analytics of student behavior in the classroom by using affordable but very capable hardware. This opens a possibility for teachers to evaluate their lectures and observe fine-grained effect on the students and possibly adapt them to increase participation and attention of students and thus improve results of the learning process, as well as their teaching methods.
