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Abstract
We study the zero- and the finite-temperature behavior of the integrable spin-
1/2 XXZ periodic chain with an impurity by the algebraic and thermal Bethe ansatz
methods. We evaluate the impurity local magnetization at zero temperature ana-
lytically and derive the impurity susceptibility exactly from it. In the graphs of the
impurity specific heat versus temperature, we show how the impurity spin becomes
more liberated from the bulk many-body effect as the exchange coupling between
the impurity spin and other spins decreases, and also that in low temperature it
couples strongly to them such as the Kondo effect. Thus, we observe not only the
crossover behavior from the high- to the low-temperature regime but also another
one from the N -site chain to the (N − 1)-site chain with a free impurity spin. We
also show that the estimate of the Wilson ratio at a given low temperature is inde-
pendent of the impurity parameter if its absolute value is small enough with respect
to the temperature, and the universality class is described by the XXZ anisotropy
in terms of the dressed charge.
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1 Introduction
Several decades have passed since the Kondo effect was discovered experimentally in
the 1930s [1] and was first explained theoretically in the 1960s [2]. However, the Kondo
problem and related subjects are still quite attractive in both theoretical and experimental
studies [3, 4, 5]. Quantum impurity systems show universal critical behavior at low
temperature, which is characterized by the ratio of the impurity magnetic susceptibility
χimp to the impurity specific heat cimp with temperature T [6]
r =
π2
3
χimp
cimp/T
. (1.1)
We call it the Wilson ratio. It was exactly shown by the Bethe ansatz that it is given by
2 for the Kondo model [7, 8].
The effect of an impurity embedded in a one-dimensional interacting quantum system
or in a Tomonaga-Luttinger liquid [9] has been one of the most attractive topics during
the 1990s and also in the last decade. It has been investigated in a variety of systems
by different methods such as renormalization group techniques [10, 11, 12], conformal
field theories (CFT) [13, 14], numerical techniques with CFT [15, 16], and the Bethe-
ansatz method [17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. Recently, it is studied by functional
renormalization group [27] and also experimentally in a quasi-one-dimensional conductor
[28]. However, it is still rare that the finite-temperature thermodynamic behavior is
explicitly and exactly shown by a theoretical method for a large but finite lattice system
without making any approximation or assumption.
In this paper we show explicitly the finite-temperature behavior of an integrable model
of the spin-1/2 XXZ periodic chain with a spin-1/2 impurity. We remark that the spin
part of the Kondo model is quite similar to the Heisenberg spin chain, i.e. the XXX
model. It is thus interesting to study the integrable spin-chains with the spin-1/2 impu-
rity which are solved by the Bethe ansatz. In the XXZ impurity model we investigate
exactly the effect of an impurity embedded in the interacting quantum spin chain similarly
as the Kondo model. Schlottmann studied the integrable spin-S XXZ spin chain with one
spin-S ′ impurity [23] in association with the multi-channel Kondo effect [18, 19, 25]. The
spin-1/2 impurity in the open spin-1/2 XXX chain was studied by Frahm and Zvyagin [21]
and it was shown that the Kondo-like temperature exists, while the periodic XXZ chain
with an impurity was studied by Eckle et al. [20]. However, the analytic expressions of the
impurity magnetization and the impurity specific heat at low temperature in Ref. [23] are
not accurate enough to evaluate the Wilson ratio correctly. They are not consistent with
the numerical estimates evaluated by solving the Bethe ansatz equations, in particular,
when the impurity parameter is small. Moreover, the crossover temperature has not been
evaluated numerically, while its analytic expression [23] is not appropriate. The thermo-
dynamic behavior of the spin-1/2 impurities in the spin-1/2 XXZ chain was shown in Ref.
[24] for several distributions of the impurity parameters, and in the homogeneous case the
results are consistent with ours. In the present paper we show how the thermodynamic
behavior of the single spin-1/2 impurity depends on the impurity parameter. Although it
looks simpler than that of many impurities, it is still nontrivial and interesting from the
viewpoint of universality and the crossover from the N -site to the (N − 1)-site chain.
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We consider the integrable model of the spin-1/2 XXZ periodic chain with a spin-
1/2 impurity, i.e., the case of S = S ′ = 1
2
in the XXZ impurity model of Ref. [23].
We investigate the finite-temperature behavior of the integrable XXZ impurity model by
numerically solving the truncated integral equations of the thermal Bethe ansatz [29, 30,
31, 32], and evaluate the specific heat and entropy numerically. By plotting graphs of
the impurity specific heat and entropy versus temperature we show that the impurity
spin gradually becomes a free spin through pseudo-decoupling from other spins, while in
low temperature it couples strongly to them such as the Kondo effect. Here, we call it
pseudo-decoupling, if the exchange coupling between the impurity spin and other spins is
very small but nonzero. It occurs in the present model when the absolute value of the
impurity parameter is very large. We then show that the estimate of the Wilson ratio at
a given low temperature is independent of the impurity parameter if the absolute value
of the impurity parameter is small with respect to the given temperature.
We evaluate the local magnetization at the impurity site under a given small mag-
netic field at zero temperature and derive its analytic expression by the two methods: by
identifying the impurity contribution in the Bethe ansatz equations physically; by calcu-
lating it directly through the algebraic Bethe ansatz method [33]. We show that they are
consistent: the impurity contribution identified with the Bethe ansatz equations is valid.
Let us denote the Hamiltonian of the XXZ spin chain with the spin-1/2 impurity
consisting of N sites by HN(x), which depends on the impurity parameter, x. If the
absolute value of the impurity parameter, |x|, becomes large, the exchange coupling of
the impurity spin to neighboring spins becomes small, and hence the Hamiltonian of the
N -site chain is decomposed into that of the (N − 1)- site chain, HN−1(x), and that of the
impurity site, Himp, as follows.
HN (x) = HN−1(0) +Himp +O(e−|x|) for |x| ≫ 1 . (1.2)
As we shall see in §2 the term HN−1(0) gives the Hamiltonian of the spin-1/2 periodic
XXZ chain with no impurity. Applying a small magnetic field, h, on the whole system of
M down spins we have M < N/2. Here the Hamiltonian is given by H′ = HN(x)− 2hSz ,
where Sz denotes the eigenvalue of the z-component of the total spin operator. We also
assume that the XXZ spin chain, HN−1(0), has the anti-ferromagnetic interactions. Then,
any down spin on the impurity site is attracted to the the (N − 1)-site chain due to the
anti-ferromagnetic interactions, since the ground-state energy of HN−1(0) with M down
spins decreases as the number of down spins, M , increases. We thus suggest that the
impurity spin tends to be given only by an up-spin and all the M down-spins on the
whole chain tend to be located on the (N − 1)-site chain under non-zero magnetic field if
the absolute value of the impurity parameter is large, i.e., in the case of pseudo-decoupling.
Moreover, if the impurity spin is completely decoupled from other spins, it becomes a free
spin. We thus have the crossover from the N -site chain to the (N − 1)-site chain with a
free impurity spin.
In the XXX case of the integrable impurity model the Wilson ratio has been evaluated
numerically and systematically by applying the quantum transfer-matrix method [22],
in which it is necessary to consider logarithmic corrections for the magnetization in low
temperature due to the SU(2) symmetry [34]. In the XXZ impurity model, however, it
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is not necessary to consider logarithmic corrections, and hence it is easier to derive the
susceptibility at a very low temperature.
The contents of the present paper consist of the following. In section 2, we introduce
the spin-1/2 XXZ chain with a spin-1/2 impurity and give an explicit expression of the
Hamiltonian in terms of the spin operators. We show that the impurity spin operator
becomes decoupled from the other spin operators if we send the absolute value of the
impurity parameter to infinity. In section 3 we derive an analytic solution to the ground
state under a weak magnetic field by the Wiener-Hopf method and present an analytic
expression of the impurity susceptibility at zero temperature. We then calculate the
local magnetization on the impurity site systematically by the algebraic Bethe ansatz.
We confirm the analytical result of the impurity magnetization with numerical plots.
Furthermore, we evaluate the impurity susceptibility at zero temperature numerically by
solving the Bethe ansatz equations, and show that the numerical estimates are consistent
with the analytic expression if we take the system size large enough. In section 4 we
evaluate the impurity specific heat numerically by solving the truncated integral equations
of the thermal Bethe ansatz. In the plots of the impurity specific heat we observe that
the impurity spin tends to become a free spin as the absolute value of the impurity
parameter becomes very large, which is clearly seen in high temperature, while it couples
strongly to other spins in low temperature, that is, the Kondo effect appears. We give
an analytic expression of the impurity specific heat at a low temperature, which is valid
if the absolute value of the impurity parameter is small with respect to the given low
temperature. We numerically determine the crossover temperature from the high- to
low-temperature regimes as a function of the impurity parameter and give a good fitting
formula to the data. In the last section, we derive the universal value of the Wilson
ratio at low temperature and express it in terms of the dressed charge of the XXZ spin
chain [35]. We show that the estimate of the Wilson ratio gives the universal value if the
absolute value of the impurity parameter is small enough with respect to the temperature.
2 Integrable model of an impurity
2.1 An inhomogeneous transfer matrix of the XXZ spin chain
We now introduce one of the integrable XXZ models with a spin-1/2 impurity through
the algebraic Bethe ansatz. Let V0, V1, . . . , VN be two-dimensional vector spaces over
complex numbers C. Here we denote by N the number of sites on the XXZ spin chain.
We call V0 the auxiliary space and the tensor product V1 ⊗ · · · ⊗ VN the quantum space,
where Vj corresponds to the jth site of the XXZ spin chain for j = 1, 2, . . . , N . On the
tensor product V0 ⊗ Vn we define the R-matrix by
R0n(λ) =

1
b(λ) c(λ)
c(λ) b(λ)
1

[0,n]
. (2.1)
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Here the suffix [0, n] means that the matrix is defined for the tensor product V0⊗Vn. We
define the transfer matrix of the spin-1/2 XXZ spin chain by the trace of the Nth product
of the R matrices R0j(λ− ξj) for j = 1, 2, . . . , N , over the auxiliary space 0:
τ1···N (λ|ξ1, · · · , ξN) = tr0R0N (λ− ξN) · · ·R01(λ− ξ1), (2.2)
where ξj (j = 1, 2, . . . , N) are arbitrary. We call them the inhomogeneity parameters.
The functions b(λ) and c(λ) are given by
b(λ) =
ϕ(λ)
ϕ(λ+ iζ)
, c(λ) =
ϕ(iζ)
ϕ(λ+ iζ)
, (2.3)
where ϕ(λ) = sinh λ and ∆ = cos ζ with 0 < ζ ≤ π in the gapless regime of the XXZ spin
chain. We consider only the gapless regime throughout the paper,.
2.2 Definition of the XXZ chain with an impurity: HXXZ(x)
We now define the Hamiltonian of the impurity model, HXXZ(x). We assume that
only the 1st site has a different value for the inhomogeneity parameter ξ1:
ξ1 =
iζ
2
− x , for x ∈ R , (2.4)
while the inhomogeneous parameters of the other sites ξj for j = 2, 3, . . . , N , have the
same value iζ/2. Here we assume that the impurity parameter x is real. We define the
Hamiltonian of the impurity model, HXXZ(x), by the logarithmic derivative of the transfer
matrix of the spin-1/2 XXZ chain as follws.
HXXZ(x) =
ϕ(iζ)
2
d
dλ
log τ1···N
(
λ
∣∣∣ξ1, iζ
2
, · · · , iζ
2
) ∣∣∣
λ→ iζ
2
. (2.5)
By putting x = 0 (i.e., x → 0), the Hamiltonian HXXZ(x) reduces to the standard
homogeneous spin-1/2 XXZ Hamiltonian, which has no impurity. It is clear that the
Hamiltonian (2.5) is integrable. It is a consequence of the construction in terms of the
algebraic Bethe ansatz.
Let M be the number of down spins. The Bethe-ansatz equations (BAE) for the
impurity Hamiltonian (2.5) are given by
(N − 1)θ1(zl) + θ1(zl + x) = 2πIl +
M∑
j 6=l
θ2(zl − zj), for l = 1, . . . ,M, (2.6)
where Il are called the Bethe quantum numbers, and they are integers or half-integers
according to the following rule:
Il ≡ N −M + 1
2
(mod 1), for l = 1, 2, . . . ,M. (2.7)
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Here the functions θn(z) are given by
θn(z) = i log
[
−ϕ(z +
inζ
2
)
ϕ(z − inζ
2
)
]
. (2.8)
We remark that in the special case, i.e. for the XXX model with x = 1, the BAEs (2.6)
are similar to the Kondo model.
By solving the Bethe-ansatz equations (2.6), we can evaluate the energy of the Bethe
ansatz eigenvector with M down spins. Let zℓ be a solution of the Bethe ansatz equations
(2.6). The energy for the eigenstate with Bethe roots zℓ is expressed in terms of the set
of Bethe roots zi as
E = −
M∑
l=1
sin2 ζ
cosh 2zl − cos ζ . (2.9)
We remark that the energy depends on the impurity parameter x, since the solutions zj
contain the information of x, though it does not appear explicitly.
2.3 Expression of HXXZ(x) in terms of local spin operators
We now present an explicit expression of the XXZ Hamiltonian with a spin-1/2 impu-
rity, HXXZ(x), defined by eq. (2.5) in terms of the local spin operators. The expression is
useful for confirming analytic results. Making use of the explicit expression of HXXZ(x) we
can perform the exact diagonalization of the Hamiltonian (2.5), and compare numerical
results with analytic or numerical results which are obtained by solving the Bethe ansatz
equations (2.6).
Through a direct but straightforward calculation we obtain the following compact
expression of HXXZ(x) in terms of local spin operators S
±
j and S
z
j .
HXXZ(x) =
N−1∑
n=2
[
1
2
(S+n S
−
n+1 + S
−
n S
+
n+1) + ∆
(
SznS
z
n+1 −
1
4
)]
+ c+c−
[
ϕ′(x)
2
(S+NS
−
1 + S
−
NS
+
1 ) + ∆
(
SzNS
z
1 −
1
4
)]
+ c+c−
[
ϕ′(x)
2
(S+1 S
−
2 + S
−
1 S
+
2 ) + ∆S
z
1S
z
2
]
+ b+b−
[
∆
2
(S+NS
−
2 + S
−
NS
+
2 ) + ∆S
z
NS
z
2
]
− ∆
4
+ b+c−
[
ϕ′(x)(S+NS
−
2 − S−NS+2 )Sz1
−∆(S+NS−1 − S−NS+1 )Sz2
−∆(S+1 S−2 − S−1 S+2 )SzN
]
, (2.10)
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where the symbols b± and c± are given by
b± = b(±x) = ϕ(x)
ϕ(x± iζ) , c
± = c(±x) = ± ϕ(iζ)
ϕ(x± iζ) . (2.11)
Here, the spin operators S±j and S
z
j are expressed in terms of the Pauli matrices as follows.
S±j =
1
2
σxj ± i
1
2
σyj , S
z
j =
1
2
σzj , for j = 1, 2, . . . , N . (2.12)
Some details of the derivation of (2.10) are given in Appendix A.
We remark that the XXZ Hamiltonian with the spin-1/2 impurity, HXXZ(x), given in
eq. (2.10) is Hermitian when the impurity parameter x is real.
In the cases of N ≦ 10 we have confirmed explicitly that the lowest energy level of
the XXZ Hamiltonian with the spin-1/2 impurity (2.10) is completely consistent with the
eigenvalue evaluated through eq. (2.9) from the ground-state solution of the Bethe ansatz
equations. We therefore assume that the quantum numbers Iℓ of the ground state do not
change under the existence of the impurity. They are given by
Iℓ = j − N −M − 1
2
for j = 1, 2, . . . ,M . (2.13)
We can confirm this assumption by directly diagonalizing the XXZ Hamiltonian with an
impurity for a larger number of sites.
We should remark that the integrable model of an impurity given by eq. (2.5) corre-
sponds to the spin-1
2
case of the integrable XXZ model with the spin-1/2 impurity studied
by Schlottmann [23]. Here we recall that the spin part of the Kondo model [5] is similar
to the spin-1/2 XXX chain.
2.4 Pseudo-decoupling of the impurity spin for large |x|
If one takes the limit x→∞, the Hamiltonian (2.10) reduces to
HXXZ(∞) =
N−1∑
n=2
[1
2
(S+n S
−
n+1 + S
−
n S
+
n+1) + ∆
(
SznS
z
n+1 −
1
4
)]
+
∆
2
(
S+NS
−
2 + S
−
NS
+
2
)
+∆
(
SzNS
z
2 −
1
4
)
+2
√
1−∆2 (SxNSy2 − SyNSx2 )Sz1 . (2.14)
The impurity spin, i.e., the spin operators defined on the 1st site such as S±1 and S
z
1 ,
appears only in the last term of the reduced Hamiltonian in eq. (2.14). The exchange
coupling of the impurity spin to the neighboring spins vanishes in HXXZ(∞). In terms of
eq. (1.2) the bulk part HN−1(0) and the impurity part Himp(0) corresponds to the first
two lines and the third line of the right-hand side of (2.14), respectively.
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If one takes the XXX limit (∆ → 1), the terms associated with the impurity site
vanish. The Hamiltonian now reduces to the homogeneous spin-1/2 XXX Hamiltonian
defined on the N − 1 sites from site 2 to site N :
HXXX(∞) =
N∑
n=2
[
SxnS
x
n+1 + S
y
nS
y
n+1 + S
z
nS
z
n+1 −
1
4
]
. (2.15)
Under a magnetic field, h > 0, the number of down spins, M , becomes smaller than
that of the half-filling case, i.e., M < N/2. Let us assume that when the impurity spin
is pseudo-decoupled from other spins, we can effectively define the energy of the bulk
part HN−1(0) for the eigenstates with M down spins in the bulk chain and denote it by
EbulkN−1(M). We then suggest that any down spin on the impurity site will be attracted to
the bulk chain since the bulk energy decreases as the number of down spins in the bulk
increases: EbulkN−1(M) < E
bulk
N−1(M −1) due to the anti-ferromagnetic interactions. Here the
total energy reduction including the Zeeman term is of the order of 1/N . We also remark
that the magnetic energy term, −2hSz, in the total Hamiltonian H′ does not change
whether the impurity spin has an up spin or down spin in the sector of M down spins.
We thus suggest that the impurity spin tends to be given by an up spin and all the M
down-spins on the whole chain tend to be located on the (N−1)-site chain for any number
M of down spins if pseudo-decoupling occurs under a magnetic field. Furthermore, it is
consistent with another viewpoint that the impurity spin becomes a free spin if it is
decoupled with other spins completely. We therefore have the crossover from the N -site
chain to the (N − 1)-site chain with the free impurity spin as the exchange coupling
between the impurity spin and other spins decreases to zero.
In the graphs of the impurity specific heat in §4. we show how the impurity spin
becomes free from the other spins in the case of large absolute values of x
3 Magnetic susceptibility due to impurity
3.1 The Bethe anzatz equations with an impurity
We shall calculate the magnetic susceptibility by adding a small magnetic field h to
the Hamiltonian defined by (2.5):
H
′
= HXXZ(x)− 2h
N∑
n=1
Szn. (3.1)
We recall that the Hamiltonian HXXZ(x) is expressed explicitly in terms of spin operators
in (2.10).
Let us assume that the Bethe quantum numbers Iℓ of the ground state do not change
under the existence of the impurity. By taking the thermodynamic limit of the BAE (2.6)
through the Euler-Maclaurin formula, we derive the following inregral equation:
ρ(z, x) +
∫ B
−B
a2(z − z′)ρ(z′, x)dz′ = 1
N
{(N − 1)a1(z) + a1(z + x)} . (3.2)
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Here parameter B denotes the Fermi point determined by the magnetic field h, and
ρ(z, x) the density of the Bethe roots in the ground-state solution of the BAE (2.6),
where functions an(z) for n = 1, 2, . . . , are defined by
an(z) =
θ
′
n(z)
2π
= − i
2π
ϕ(inζ)
ϕ(z + inζ
2
)ϕ(z − inζ
2
)
. (3.3)
We remark that we have the infinite Fermi point, B =∞, for h = 0.
We define the Fourier transform of a given function f(z) by
f˜(k) =
∫ ∞
−∞
f(z)eikzdz. (3.4)
Let us denote by ρ0(z, x) the root density for the ground-state solution of the BAE with
no magnetic field for (2.5). We now derive the analytic expression of ρ0(z, x). By taking
the Fourier transform of the following integral equation
ρ0(z, x) +
∫ ∞
−∞
a2(z − z′)ρ0(z′, x)dz′ = 1
N
{(N − 1)a1(z) + a1(z + x)} , (3.5)
we have
ρ˜0(k, x) =
(N − 1 + e−ikx)a˜1(k)
N(1 + a˜2(k))
. (3.6)
Here a˜1(k) and a˜2(k) are given by
a˜1(k) =
sinh k
2
(π − ζ)
sinh kπ
2
, a˜2(k) =
sinh k
2
(π − 2ζ)
sinh kπ
2
. (3.7)
Taking the inverse transform of (3.6), one finds
ρ0(z, x) =
1
2Nζ
{
(N − 1)sechπz
ζ
+ sech
π(z + x)
ζ
}
. (3.8)
In the case of x = 0, it reduces to the bulk density, σ0(z), which is given by
σ0(z) =
1
2ζ
sech
πz
ζ
. (3.9)
Hereafter we shall sometimes abbreviate ρ(z, x) and ρ0(z, x) as ρ(z) and ρ0(z), respec-
tively.
Let us evaluate the largest value of the impurity parameter x for which thermodynamic
expressions are valid. We shall compare several numerical data obtained for the system of
a finite number ofN with such analytic expressions that are derived in the thermodynamic
limit. We approximately estimate it by setting σ0(x) > 1/N . If the root density is smaller
than 1/N , then the continuous approximation to the discrete distribution of the Bethe
roots should be not good. From Fig. 1 we have x = 1.2 for N = 50.
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Figure 1: Root densities ρ0(z, x) and σ0(z) of the solution
of the Bethe-ansatz equations for N = 50 and ∆ = 0.6.
ρ0(z, x) (x = 3) with an impurity (red curve);
σ0(z) (x = 0) with no impurity (blue curve).
Note that the red curve has a small peak at z = −x = −3.
Let us introduce a function R(z) by∫ ∞
−∞
(a2(z − z′)R(z − z′′)) dz = a2(z′′ − z′)− R(z′′ − z′) (3.10)
or equivalently by
a˜2(k)R˜(k) = a˜2(k)− R˜(k). (3.11)
Multiplying R(z−z′′), the integral equation (3.2) and (3.5) are merged into the following:
ρ(z) = ρ0(z) +
∫
|z′|>B
R(z − z′)ρ(z′)dz′. (3.12)
In the Wiener-Hopf method the integral equation (3.12) plays a fundamental role.
We denote by sz(x) the magnetization per site under magnetic field h. We shall give
the relation between the Fermi point B and the magnetic field h by the Wiener-Hopf
method in §3.2. Let us recall that the energy eigenvalue of the Hamiltonian HXXZ(x) is
given by
E
N
= −π sin ζ 1
N
M∑
j=1
a1(zj) . (3.13)
We consider the difference of the ground-state energy per site under magnetic field h from
that of no magnetic field, and we denote it by e(x). Then, physical quantities such as
sz(x) and e(x) are written in terms of the inetgrals of the root density ρ(z) as follows.
sz(x) =
1
2
−
∫
|z|<B
ρ(z)dz =
π
2π − 2ζ
∫
|z|>B
ρ(z)dz, (3.14)
e(x) = −π sin ζ
∫
|z|<B
a1(z)ρ(z)dz −
(
−π sin ζ
∫ ∞
−∞
a1(z)ρ0(z)dz
)
= π sin ζ
∫
|z|>B
σ0(z)ρ(z)dz. (3.15)
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Hereafter, we shall often abbreviate the magnetization per site and the energy per site
simply as the magnetization and the energy, respectively.
3.2 Wiener-Hopf integral equation with an impurity
Let us define function y(z, x) by
y(z, x) = ρ(z +B, x). (3.16)
By making use of the invariance of eq. (3.2) under the replacement of z and x by −z and
−x, respectively, we show the following relation:
y(z,−x) = ρ(−z − B, x). (3.17)
We define functions y˘±(k, x) by
y˘±(k, x) =
∫ ∞
−∞
H(±z)y(z, x)eikzdz. (3.18)
Here H(z) is the Heaviside step function: H(z) = 1 for z > 0 and H(z) = 0 for z < 0. In
terms of functions y(z,±x) the integral equation (3.51) is now expressed as follows.
y(z, x) = ρ0(z +B) +
∫ ∞
0
R(z − z′)y(z′, x)dz′
+
∫ ∞
0
R(z + z′ + 2B)y(z′,−x)dz′, (3.19)
y(z,−x) = ρ0(−z −B) +
∫ ∞
0
R(z − z′)y(z′,−x)dz′
+
∫ ∞
0
R(z + z′ + 2B)y(z′, x)dz′. (3.20)
Let us now assume that the Fermi point B is very large. The magnetization and the
energy are expressed in terms of functions y˘±(k, x) as follows.
sz(x) =
π
2π − 2ζ {y˘+(0, x) + y˘+(0,−x)} , (3.21)
e(x) ≃ π sin ζ
ζ
e−
piB
ζ
{
y˘+(
iπ
ζ
, x) + y˘+(
iπ
ζ
,−x)
}
. (3.22)
Here we recall that eq. (3.22) is valid only for large values of B: exp(−πB/ζ)≪ 1.
It is known that integral equations such as eqs. (3.19) and (3.20) can be solved by the
Wiener-Hopf method (see [5], [36], [32]). In the following analysis we neglect the terms
with R(z+z′+2B) in eqs. (3.20) since the corrections from them are negligible for h≪ 1.
Expressing kn = πi(2n + 1)/ζ for n ∈ Z, we thus have
y˘+(k, x) =
i
Nζ
G+
(
ζk
2
) ∞∑
n=0
(−1)nG−
(− ζkn
2
)
eiknB
k + kn
(
N − 1 + e−iknx) , (3.23)
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where functions G±(k) are given by
G+(iπz) =
√
2π(1− 1
γ
)
(
(γ − 1)γ−1
γγ
)z
Γ(γz + 1)
Γ(1
2
+ z)Γ((γ − 1)z + 1) , (3.24)
with γ = π/ζ , and by the following relation:
G−(z) = G+(−z) . (3.25)
Then we have
sz(x) =
π
2π − 2ζ
2i
Nζ
G+(0)
∞∑
n=0
(−1)nG−
(− ζkn
2
)
eiknB
kn
(N − 1 + cosh iknx) , (3.26)
e(x) =
π sin ζ
ζ
e−
piB
ζ
2i
Nζ
G+
(
iπ
2
)
×
∞∑
n=0
(−1)nG−
(− ζkn
2
)
eiknB
iπ
ζ
+ kn
(N − 1 + cosh iknx) . (3.27)
However, the Fermi point B remains unknown, yet. It is determined as a function of h
by the following condition:
∂
∂B
(e(x)− 2hsz(x)) = 0. (3.28)
We therefore have
exp
(
−πB
ζ
)
=
G+(0)ζh
(π − ζ) sin ζG+
(
iπ
2
) . (3.29)
The relation between the Fermi point B and the magnetic field h is shown explicitly in
Figure 2: Fermi point B as a function of the magnetic field h.
Fig. 2. The Fermi point B plays the role of the cut-off in the integral of eq. (3.2). The
cut-off B goes to infinity in the limit of h → 0. However, it dramatically decreases to
values such as 2 or 3, which are not very large, when h becomes nonzero such as h = 10−3.
By comparing Figure 2 with the profile of the root density ρ0(z) shown in Fig. 1,
we suggest that the Wiener-Hopf method is valid only when the impurity parameter x is
small enough such as |x| < 1 so that the small peak at z = −x in the root density ρ0(z)
is located in the interval between the Fermi point z = −B and the origin z = 0.
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3.3 Impurity susceptibility at zero temperature
Recall that the symbol sz(x) denotes the magnetization per site in the XXZ spin chain
which has the spin-1/2 impurity with impurity parameter x. Through the Wiener-Hopf
method the magnetization per site sz(x) is given by
sz(x) ≃ iπ
Nζ(π − ζ)G+(0)
G−
(− iπ
2
)
iπ
ζ
G+(0)hζ
(π − ζ) sin ζG+
(
iπ
2
) (N − 1 + cosh πx
ζ
)
=
2ζh
Nπ(π − ζ) sin ζ
(
N − 1 + cosh πx
ζ
)
. (3.30)
Here, the magnetic field h is very small, so that only linear terms of h may appear.
Let us define the magnetic susceptibility per site, χ(x), by
χ(x) =
∂ 2sz(x)
∂h
∣∣∣∣
h=0
. (3.31)
Consequently, we have
χ(x) =
4ζ
Nπ(π − ζ) sin ζ
(
N − 1 + cosh πx
ζ
)
. (3.32)
We now extract the impurity susceptibility χimp induced by the spin-1/2 impurity of
parameter x. We first define the impurity magnetization szimp(x) by
Nsz(x) = (N − 1)sz(0) + szimp(x) . (3.33)
Here, Nsz(x) gives the total magnetization of the XXZ spin chain with the impurity
parameter x. We also express it by Sztot = Ns
z(x). We define the impurity susceptibility
χimp(x) by
χimp =
∂ 2szimp(x)
∂h
∣∣∣∣
h=0
. (3.34)
The impurity susceptibility is therefore given by
χimp(x) =
4ζ
π(π − ζ) sin ζ cosh
πx
ζ
. (3.35)
3.4 Local magnetization at the impurity site
3.4.1 Derivation through the algebraic Bethe ansatz
Let us now derive the local magnetization at the impurity site, sz1 =
1
2
〈σz1〉g,h, under
a small magnetic field h at zero temperature. We take the expectation value of the local
operator σz1 for the ground state under the magnetic field h. Here we remark that if the
magnetic field is zero, the local magnetization at the impurity site vanishes.
We now define the monodromy matrix of the spin-1/2 XXZ spin chain by the Nth
product of the R matrices R0j(λ− ξj) for j = 1, 2, . . . , N :
R0, 1···N (λ|ξ1, · · · , ξN) = R0N (λ− ξN) · · ·R01(λ− ξ1), (3.36)
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where ξj (j = 1, 2, . . . , N) are the inhomogeneity parameters given by ξ1 = iζ/2 − x
and ξ2 = ξ3 = · · · = ξN = iζ/2. We define the operator-valued matrix elements of the
monodromy matrix by (
A(λ) B(λ)
C(λ) D(λ)
)
= R0, 1···N(λ|ξ1, · · · , ξN) . (3.37)
Let us denote the ground state under a small magnetic field h by |Ψg,h〉. We express the
ground-state solution of the Bethe-ansatz equations with M down spins under a magnetic
field h as λb for b = 1, 2, . . . ,M . We have
|Ψg,h〉 = B(λ1) · · ·B(λM)|0〉 (3.38)
where |0〉 denotes the vacuum state, which has no down spin. The Hermitian conjugate
vector is given by
〈Ψg,h| = (|Ψg,h〉)† = (−1)M 〈0|C(λ1) · · ·C(λM) . (3.39)
We therefore define the impurity local magnetization sz1 by
1
2
〈σz1〉g,h =
1
2
〈Ψg,h| σz1|Ψg,h〉/〈Ψg,h|Ψg,h〉
=
1
2
〈0|C(λ1) · · ·C(λM) σz1 B(λ1) · · ·B(λM)|0〉
〈0|C(λ1) · · ·C(λM)B(λ1) · · ·B(λM)|0〉 . (3.40)
We now evaluate it through the expectation value of the local operator e221 as follows.
1
2
〈σz1〉g,h =
1
2
− 〈e221 〉g,h (3.41)
where ea ,b1 denote the two-by-two matrices with only nonzero matrix element 1 at the
entry of (a, b) for a, b = 1, 2. Hereafter, we call 〈σz1〉g,h the local magnetization at the
impurity site, not sz1 = 〈σz1〉g,h/2, for simplicity.
We introduce the Gaudin matrix Φ
′
a,b({λα}) with real parameters zk defined by ξk =
iζ/2 + zk for k = 1, 2, . . . , N , as follows.
Φ
′
a,b = 2πiN
(
ρ̂(λa) δa,b +
1
N
a2(λa − λb)
)
(3.42)
where function ρ̂(λ) is defined by
ρ̂(λ) =
1
N
N∑
k=1
a1(λ− zk)− 1
N
M∑
b=1
a2(λ− λb) . (3.43)
Putting the ground-state solution under a magnetic field, {λa}, with z1 = x and z2 =
· · · = zN = 0, we have
ρ̂(λ) =
1
N
((N − 1)a1(λ) + a1(λ+ x))− 1
N
M∑
b=1
a2(λ− λb)
=
1
N
((N − 1)a1(λ) + a1(λ+ x))−
∫ B
−B
a2(λ− λ′)dλ′ +O(1/N2)
= ρ(λ) +O(1/N2) . (3.44)
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Here we recall that ρ(λ) denotes the density of the Bethe roots for the ground-state
solution under magnetic field h satisfying (3.2).
Making use of the formula of the Quantum Inverse Scattering Problem [33]
e221 = D(ξ1)(A(ξ1) +D(ξ1))
−1 (3.45)
and Slavnov’s scalar product formula we show
〈e221 〉g,h =
M∑
a=1
det
M
(
(Φ
′
({λβ})−1Ψ′({λβ} \ {λa} ∪ {ξ1})
)
=
1
N
M∑
a=1
1
ρ(λa)
ρI(λa, x) +O(1/N
2)
=
∫ B
−B
ρI(λ, x)dλ+O(1/N2) . (3.46)
Here ρI(λ, x) denotes the solution of the integral equation
ρI(z, x) +
∫ B
−B
a2(z − z′)ρI(z′, x)dz′ = a1(z + x) , (3.47)
and the matrix elements of the M ×M matrix Ψ′({λβ} \ {λa} ∪ {ξ1}) are given by
Ψ
′
b,c =
{
2πi a1(λa + x) if b = a
Φ
′
b,c otherwise
. (3.48)
3.4.2 Analytic expression of the impurity local magnetization for small |x|
Let us consider the case when the absolute value of the impurity parameter x is small
enough with respect to a given value of magnetic field h. We assume that it is much
smaller than the Fermi point B: |x| ≪ B, where B is related to the magnetic field
h by (3.29). In this case we solve eq. (3.47) by the Wiener-Hopf method. We define
ρI0(z, x) by the solution of the integral equation (3.47) with B = ∞. Explicitly, we have
ρI0(z, x) = σ0(z + x). We define function y
I(z, x) by
yI(z, x) = ρI(z +B, x). (3.49)
Since the equation (3.47) does not change by replacing z and x by −z and−x, respectively,
we have yI(z,−x) = ρI(−z − B, x). We now define functions y˘I±(k, x) by
y˘I±(k, x) =
∫ ∞
−∞
H(±z)yI(z, x)eikzdz. (3.50)
By solving the integral equation
ρI(z, x) = ρI0(z, x) +
∫
|z′|>B
R(z − z′)ρI(z′, x)dz′ (3.51)
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we evaluate 〈e221 〉g,h through the following:∫ B
−B
ρI(z, x)dz =
1
2
− π
2π − 2ζ
∫
|z|>B
ρI(z, x)dz
=
1
2
− π
2π − 2ζ
{
y˘I+(0, x) + y˘
I
+(0,−x)
}
. (3.52)
We thus obtain the analytic expression of the impurity local magnetization
〈σz1〉g,h =
4ζ
π(π − ζ) sin ζ cosh
(
πx
ζ
)
h +O(1/N2). (3.53)
Here we recall that the magnetic field h is related to the Fermi point B by (3.29).
The analytic expression (3.53) of the impurity local magnetization is consistent with
the impurity susceptibility (3.35). Therefore, it follows that the identification of the
impurity contribution to the magnetic susceptibility in terms of the Bethe ansatz equations
is valid. Here we remark that expression (3.53) is valid only when the absolute value of
impurity parameter x is small enough such as |x| < B so that we can apply the Wiener-
Hopf method to solve the integral equation (3.47).
3.4.3 Pseudo-decoupled case
Let us now consider the case when the absolute value of the impurity parameter x
is large. For instance, we assume that it is larger than the logarithm of the system size
N : |x| > lnN . It follows that we have exp(−|x|) < 1/N , and the energy gap due to
the exchange interaction between the impurity site and the neighboring sites is smaller
than the bulk excitation energy gaps, which are of the order of 1/N , and hence can be
neglected with respect to them.
If the absolute value of the impurity parameter x is very large such as x ≫ lnN
and x ≫ B, we can show that the impurity local magnetization, 〈σz1〉g,h, approaches the
largest value 1 exponentially with respect to the impurity parameter x. The right hand
side of the linear integral equation (3.47), which gives the source term to it, is proportional
to exp(−2x) if impurity parameter x is very large such as x ≫ B. Therefore, we have
〈e221 〉 ∼ exp(−2x) for large values of x, which leads to the following:
1− 〈σz1〉g,h ∼ exp(−2x) for x≫ B and x≫ lnN . (3.54)
We now show that the impurity local magnetization becomes easily saturated even
with an infinitesimally small magnetic field, if pseudo-decoupling occurs. In fact, even if
the absolute value of the impurity parameter x is very large such as x ≫ lnN , we can
take a very small magnetic field h such that the value of the Fermi point B is much larger
than |x|. Then, we can apply the Wiener-Hopf method to the integral equation (3.47),
and we obtain the expression (3.53) of the impurity local magnetization for a very small
magnetic field h with a large value of x.
Let us estimate the small magnetic field h for which the expression (3.53) is valid in
the case of pseudo-decoupling. If we determine the magnetic field by 2h(M) = E(M −
16
1)−E(M) in the N -site chain with M −1 down spins, then h(M) is given by of the order
of 1/N . However, the magnetic field is much smaller than O(1/N) if pseudo-decoupling
occurs. Let us now assume the following conditions:
1/N > exp(−x) > exp(−B) , (h)1/p0 ∝ exp(−B) , (3.55)
where p0 = π/ζ . For instance, p0 = 3 for ζ = π/3. We suggest that the magnetic field
h which triggers the impurity local magnetization is given by h < 1/N3, which is very
small. We thus expect that if we add a small magnetic field h such as h ∼ 1/N3, then
the local magnetization at the impurity site readily approaches the largest value 1.
The result is consistent with another viewpoint that the impurity spin becomes a free
spin if the exchange coupling with other spins vanishes. It is clear that a free spin becomes
saturated with an infinitesimally small magnetic field.
3.4.4 Numerical estimates of the impurity local magnetization
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Figure 3: Local magnetization at the impurity site, 〈σz1〉g,h, at T = 0 and ζ = π/3
versus impurity parameter x for different values of magnetic field (purple,
blue, green, orange, and red, in increasing order) for N = 10.
The purple line corresponds to the case of the zero magnetic field.
Let us now confirm the analytic results of the impurity local magnetization by numer-
ical data. We plot the numerical estimates of the local magnetization at the impurity site,
〈σz1〉g,h, against the impurity parameter x in the case of N = 10 in Fig. 3. The estimates
are evaluated by numerically diagonalizing the Hamiltonian HXXZ(x) with N = 10.
For small values of the impurity parameter x, the impurity local magnetization, 〈σz1〉g,h,
is proportional to the magnetic field h, and it increases with respect to x similarly as
cosh πx/ζ . However, for large values of the impurity parameter x, it approaches the
largest value 1.0. Moreover, under an infinitesimally small magnetic field h, the impurity
spin takes very quickly a positive large value less than 1.0 . We also observe that it
vanishes under zero magnetic field for any values of the impurity parameter x.
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3.5 Numerical estimates of the impurity susceptibility
We now evaluate numerically the magnetic susceptibility by calculating the energy
eigenvalues through solutions of the Bethe ansatz equations. For a given number M
satisfying M ≤ N/2 we solve the BAE (2.6) for the ground state with M down spins, and
evaluate the ground state energy E(M) through the solution by making use of eq. (2.9).
We also evaluate the energy E(M−1) for the ground state with M−1 down spins. Then,
we determine the magnetic field h(M) by the following relation:
2h(M) = E(M − 1)− E(M) . (3.56)
Here we recall that the total magnetization Sztot is given by S
z
tot = (N −2M)/2 in the case
of M down spins. We define the total susceptibility χtot(M) under magnetic field h(M)
by
χtot(M) = (2S
z
tot(M − 1)− 2Sztot(M))/(h(M − 1)− h(M)) . (3.57)
We can evaluate the susceptibility at h = 0, i.e. χtot(M) for M = N/2, by taking the
difference through eq. (3.57). It is close to the definition (3.31) of the susceptibility by
the derivative of 2Sztot with respect to magnetic field h. The susceptibility per site χ(x) is
given by χ(x) = χtot/N . We then evaluate the impurity susceptibility χimp(x) from the
total susceptibility χtot by the following relation: χtot = (N − 1)χ(0) + χimp(x). 1
The numerical estimates of the impurity susceptibility χimp(x) at h = 0 are plotted
against impurity parameter x in Figs. 4 and 5. The impurity susceptibility increases
with respect to the absolute value of impurity parameter x, which is due to the Kondo
effect. The numerical estimates (blue dots) are consistent with the analytic formula
(3.35) (red line) in Figs. 4 and 5. Here, the typical system size N for the data of Figs.
4 and 5 is given by N = 102 and 104, respectively. We suggest that if the system size
N is large enough, then the numerical estimates of the impurity susceptibility χimp(x)
at h = 0 are consistent with the analytic formula (3.35). For instance, the numerical
estimates of χimp(x) for N = 100 shown in Fig. 4 only from x = −1 to 1 are smaller than
the corresponding values of the analytic formula (3.35) if the absolute value of impurity
parameter x is larger than 2: |x| > 2, while those of N = 104 are rather close to the
analytic curve (3.35) even for |x| = 3 as shown in Fig. 5.
By applying the Wiener-Hopf method formulated in Ref. [36] we can show that the x-
dependence of the susceptibility per site χ(x) changes if we add higher-order terms with
respect to the expansion parameter exp(−πB/ζ). However, it seems that the same x-
dependence as in eq. (3.35) is reproduced for the impurity susceptibility at zero magnetic
field since higher-order terms as in Ref. [36] do not remain when h is small.
1Numerically we have evaluated the susceptibility χtot at h = 0 and then the impurity susceptibility
χimp(x) at h = 0 as follows. We make a graph of magnetization 2S
Z = N − 2M versus h(M), and
interpolate the data points of 2Sz versus h(M) as a polynomial of h of some degree. We employ the
ratio 2Sztot(M − 1)/h(M − 1) at M = N/2 as the susceptibility χtot at h = 0 assuming that Sztot(M) = 0
and h(M) = 0 for M = N/2. Here we remark that the total susceptibility χtot is O(N), i.e. of the order
of the system size N . We repeat the evaluation of χtot for different values of the system size N , and
plot the total susceptibility divided by N , χtot/N , against the inverse of the system size, 1/N . Then, we
interpolate the data points of χtot/N versus 1/N as a polynomial of y = 1/N of some degree and employ
the coefficient of the y1 term as the shift ∆χ = χimp(x) − χ(0). By adding the susceptibility per site
with no impurity, χ(0), to it, we obtain χimp(x).
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Figure 4: Impurity susceptibility χimp(x)
versus impurity x with small x
for ζ = π
3
. Extracted from
9 data points from N = 30
to 100 by 10 and N =∞.
Red curve: analytic formula (3.35)
Blue dots: numerical estimates.
Figure 5: Impurity susceptibility χimp(x)
versus x in a wide range of x
for ζ = π
3
. Extracted from
5 data points from N = 2, 000
to 10, 000 by 2, 000 and N =∞.
Red curve: analytic formula (3.35)
Blue dots: numerical estimates.
In Ref.[23], it is stated that the impurity susceptibility χimp should depend on the
parameter x such as exp (π|x|/ζ) in terms of the notation of the present paper, which
is different from cosh (πx/ζ). However, the exponential dependence is not exact as an
analytic solution in the Wiener-Hopf method. Furthermore, it is not consistent with the
numerical estimates of the impurity susceptibility χimp even for small x (see also Fig. 4).
4 Specific heat due to impurity
4.1 Thermal Bethe ansatz
We now evaluate the specific heat by solving the truncated integral equations of the
thermal Bethe ansatz [29, 30, 31, 32]. We show explicitly how the specific heat depends on
the impurity parameter x. We restrict the anisotropy parameter ζ as ζ = π
3
throughout
this section.
Let us consider the string solutions for the BAE at ζ = π
3
. It is known that there are
only three different types of solutions zj (j = 1, 2, 3) for ζ =
π
3
. Explicitly, we have
z1 = z
R
1
z2,± =
{
zR2 +
iζ
2
zR2 − iζ2
z3 = z
R
3 +
ζ
2
p0i, p0 =
π
ζ
,
(4.1)
where each zRj gives the real part or the center of the string solution zj . We remark that
sinh(z ± ζ
2
p0i) = ±i cosh z. In terms of string solutions the BAE is now expressed as
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follows.
1
N
{aj(z + x) + (N − 1)aj(z)} = sign(qj)(ρj(z) + ρhj (z)) +
3∑
k=1
Tjk ∗ ρk(z)
for j = 1, 2, 3. (4.2)
Here, unknown functions ρj(z) and ρ
h
j (z) denote the particle and hole densities, respec-
tively, with respect to the real part zRj of the string solutions zj , and the symbol f ∗ g
denotes the convolution of given functions f and g. The functions aj(z) for j = 1, 2, 3 are
given by
aj(z) =
1
2π
2 sin ζqj
cosh 2z + cos ζqj
, (4.3)
where qj are given by
q1 = 2, q2 = 1, q3 = −1 . (4.4)
The matrix T is defined by
Tjk =
 a2 a1 −a1a1 a2 −a2
−a1 −a2 a2
 . (4.5)
Here we remark that a1 and a2 are the same functions, as defined by (3.3). By making
use of the identity
a2 = −a3 (4.6)
we reduce the number of equations of (4.2) from 3 to 2.
Let us now express physical quantities in terms of ρj(z) and ρ
h
j (z). The energy of this
system is described by
e(x, T ) = κ
3∑
j=1
∫ ∞
−∞
aj(z)ρj(z)dz , (4.7)
where κ is given by
κ = −π sin ζ, (4.8)
and the entropy is expressed as
s =
3∑
j=1
∫ ∞
−∞
{
ρj(z) log
[
1 +
ρhj (z)
ρj(z)
]
+ ρhj (z) log
[
1 +
ρj(z)
ρhj (z)
]}
dz. (4.9)
Let us take the free energy f = e − Ts (T : temperature) with respect to ρj under
the conditions (4.2). Then, it is clear that the thermal equilibrium condition δf = 0 is
equivalent to
log ηj =
κ
T
aj +
3∑
k=1
sign(qk)Tjk ∗ log(1 + η−1j ), (4.10)
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where functions ηj are defined by
ηj =
ρhj
ρj
. (4.11)
The impurity parameter x does not remain after by taking the variation with respect to
ρj and ρ
h
j under the constraint of BAE (4.2), and hence the above equations are the same
as those of the homogeneous spin-1/2 XXZ spin chain. By putting them back to the free
energy, its final form is given by the following:
f = − T
N
3∑
j=1
sign(qj)
∫ ∞
−∞
{(N − 1)aj(z) + aj(z + x)} log(1 + ηj(z)−1)dz. (4.12)
Equations (4.10) are solved numerically [31]. As we said before, j = 2 and j = 3 indicate
the same equation. Only two of the three eta-functions are independent and the equations
can be reformulated as follows.{
h1 = log
[
1 + exp
[− κ
T
b1 − 2b2 ∗ h1 − 2b1 ∗ h2
]]
h2 = log
[
1 + exp
[− κ
T
b2 − b1 ∗ h1 − 2b2 ∗ h2
]] , (4.13)
where hj and the Fourier transforms of bj are given by
hj(z) = log(1 + η
−1
j (z)), (4.14)
b˜1(ω) =
a˜1
1− a˜2 , b˜2(ω) =
a˜2
1− a˜2 . (4.15)
Explicitly we have
b1(z) =
3 cosh 3z
2√
2π cosh 3z
, b2(z) =
3
4π cosh 3z
2
. (4.16)
Here, the expressions of functions bj are specific to ζ =
π
3
. In terms of these functions,
the free energy is written by
f = − T
N
∫ ∞
−∞
{
α1h1 + α2
(
2h2 +
κ
T
b2 + b1 ∗ h1 + 2b2 ∗ h2
)}
dz, (4.17)
αj(z) = (N − 1)aj(z) + aj(z + x). (4.18)
The specific heat is calculated by the same approach. Let us set the following quantities:
uj = T
2∂hj
∂T
, vj :=
∂uj
∂T
. (4.19)
Then, the specific heat (c(x, T ) = ∂e
∂T
, e = −T 2 ∂
∂T
(
f
T
)
) becomes
c(x, T ) =
1
N
∫ ∞
−∞
{α1v1 + α2 (2v2 + b1 ∗ v1 + 2b2 ∗ v2)} dz. (4.20)
During the procedure, we also have its energy
e =
1
N
∫ ∞
−∞
{α1u1 + α2 (2u2 − κb2 + b1 ∗ u1 + 2b2 ∗ u2)} dz. (4.21)
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The equations for uj are given by{
u1 =
(
1− e−h1) [−κb1 − 2b2 ∗ u1 − 2b1 ∗ u2]
u2 =
(
1− e−h2) [−κb2 − b1 ∗ u1 − 2b2 ∗ u2] , (4.22)
and those for vj by{
v1 =
1
T 2
u12
eh1−1
+
(
1− e−h1) [−2b2 ∗ v1 − 2b1 ∗ v2]
v2 =
1
T 2
u22
eh2−1
+
(
1− e−h2) [−b1 ∗ v1 − 2b2 ∗ v2] . (4.23)
4.2 Specific heat with an impurity near zero temperature
Let us consider the impurity specific heat, cimp(x, T ), i.e., the specific heat on the
impurity site with parameter x at temperature T . We define it by
Nc(x, T ) = (N − 1)c(0, T ) + cimp(x, T ) . (4.24)
Here the specific heat per site is denoted by c(x, T ). We remark that the specific heat of
the total system Ctot(x, T ) is given by Nc(x, T ): Ctot(x, T ) = Nc(x, T ).
If temperature T is very low and the absolute value of impurity parameter x is small
enough with respect to the temperature, we suggest the analytical expression of cimp(x, T )
from that of the impurity magnetic susceptibility χimp(x, T ) as
cimp(x, T ) =
2ζT
3 sin ζ
cosh
πx
ζ
. (4.25)
Figure 6: Impurity specific heat cimp(x, T )
versus x in a narrow range
of x = 0 at T = 10−3 for ζ = π
3
.
Red curve is given by eq. (4.25).
Figure 7: Impurity specific heat cimp(x, T )
versus impurity x at T = 10−3
for ζ = π
3
.
In Fig. 6 the impurity specific heat cimp(x, T ) at low temperature T = 0.001 is plotted
against impurity parameter x. Here, the numerical estimates of the impurity specific
heat cimp(x, T ) in the interval from x = −1.0 to 1.0 near the origin of x = 0 are fitted
completely well as a function of x to the analytic expression (4.25). There is no fitting
parameter. The impurity specific heat (4.25) reduces to the low-temperature result of the
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homogeneous XXZ spin chain (see e.g. [30]), when we put x = 0. We suggest that the
expression (4.25) of the impurity specific heat at low T should be valid for any value of ζ
in the massless regime, although we evaluated it only for ζ = π
3
.
The impurity specific heat cimp(x, T ) is plotted against parameter x in a wider range
of x in Fig. 7. At x = 0 the graph is convex and almost flat. It increases with respect to
|x|, and reaches two peaks at x = ±2.36 . We observe in Fig. 7 that the impurity spin
becomes close to a free spin at T = 10−3 for large values of |x| such as |x| > 2.36: The
impurity specific heat cimp(x, T ) approaches zero as |x| increases. Here we remark that
the specific heat of a free spin vanishes under zero magnetic field at any temperature.
We suggest that the peak positions x = ±xp in the graph of cimp(x, T ) against param-
eter x is approximately given by the solution of the following equation
T = 1/ cosh
πx
ζ
. (4.26)
For T = 10−3 we have x = 2.53 with ζ = π/3. For T = 10−2, cimp(x, T ) has two peaks
with xp = 1.59, while the solution of eq. (4.26) is given by x = 1.77.
4.3 Impurity specific heat at finite temperatures
Figure 8: Impurity specific heat cimp(x, T )
versus temperature T for ζ = π
3
,
and x =0.3 (red), 0.5 (orange),
0.7 (yellow), 1.0 (green),1.5 (blue),
2.0 (purple), 3.0 (gray), 10.0 (brown).
Figure 9: Impurity entropy simp(x, T )
versus temperature T
ζ = π
3
, x =0.5 (red),
1.0 (orange), 1.5 (yellow),
2.0 (green), 3.5 (blue).
We shall show that the impurity spin has two aspects in finite temperatures: the
Kondo effect in low temperature and the tendency to become a free spin through pseudo-
decoupling in high temperature. Similarly as the impurity specific heat cimp(x, T ), we
define the impurity entropy simp(x, T ) by
Ns(x, T ) = (N − 1)s(0, T ) + simp(x, T ) . (4.27)
Here, the entropy of the total system, Stot(x, T ), is given by Stot(x, T ) = Ns(x, T ). We
also remark that we evaluate the entropy by s = (e−f)/T from the energy e and the free
energy f .
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The numerical estimates of the impurity specific heat cimp(x, T ) and the impurity
entropy simp(x, T ) are plotted in Figs. 8 and 9, respectively, against temperature T . We
observe the following: (i) The impurity specific heat cimp(x, T ) has a peak approximately
at T = 0.4 in Fig.8 for small absolute values of parameter x such as |x| = 0.3; (ii)
The impurity specific heat cimp(x, T ) grows linearly with respect to the temperature T
near zero temperature, and the gradient of the linear specific heat becomes larger as
the impurity parameter x increases; (iii) The peak position of the impurity specific heat
cimp(x, T ) shifts to lower temperatures as the impurity parameter x increases; (iv) The
peak value of the impurity specific heat cimp(x, T ) decreases as the peak position shifts to
lower temperatures.
We suggest that the Kondo effect leads to the peaks in the graphs of the impurity
specific heat cimp(x, T ) versus temperature T in Fig. 8. We recall that the Bethe ansatz
equations (2.6) in the XXX limit with x = 1 are similar to those of the Kondo model
[5]. Furthermore, it seems that the increase of the gradient of the impurity specific heat
cimp(x, T ) at low temperature is consistent with the analytic expression (4.25).
In high temperatures such as T = 1.0, the impurity entropy simp(x, T ) approaches the
value ln 2 ≈ 0.69 for any value of x, as shown in Fig. 9. It is standard that the impurity
spin becomes independent of the other spins in the chain at high temperature.
4.4 Crossover temperature
Let us now determine the crossover temperature between the two regimes: the low-
temperature regime where the Kondo effect is dominant and the high-temperature regime
where the impurity spin tends to become a free spin through pseudo-decoupling.
Figure 10: Specific heat shift ∆c(x, T )
versus temperature T
for ζ = π
3
, N = 100:
x =0.3 (red), 0.5 (orange), 0.7 (yellow),
1.0 (green),1.5 (blue), 2.0 (purple),
3.0 (gray), 10.0 (brown).
By the difference: ∆c(x, T ) = c(x, T )− c(0, T ), we define the shift of the specific heat
per site with impurity parameter x from that of the homogeneous chain at temperature
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T . Here we have from eq. (4.25) the following expression in low temperature:
∆c(x, T ) =
2ζT
3N sin ζ
(
cosh
πx
ζ
− 1
)
. (4.28)
The numerical estimates of the specific heat shift ∆c(x, T ) are plotted against temperature
T in Fig. 10. Each dotted curve shows the graph of the data of ∆c(x, T ) with a fixed
value of impurity parameter x.
Figure 11: Specific heat shift ∆c with
small values of impurity x
for ζ = π
3
and N = 100.
x =0.3 (red), 0.2 (orange),
0.1 (yellow), 0.05 (green),
0.01 (blue).
Figure 12: Crossover temperature TX
versus impurity parameter x.
Estimates of TX for each x (blue dots).
Fitting curve: TX = a/cosh bx
with a = 0.269, b = 1.160 (red curve).
We define the crossover temperature by the temperature at which the specific heat
shift ∆c(x, T ) vanishes. We plot the estimates of the crossover temperature TX as a
function of the impurity parameter x in Fig. 12. Furthermore, we find that the following
formula gives a good fitting curve to the numerical estimates of the crossover temperature:
TX =
a
cosh bx
(4.29)
where the best estimates of parameters a and b are given by a = 0.269 and b = 1.160,
respectively.
It is suggested from the impurity susceptibility (3.35) that the Kondo temperature
TK is given by TK ∝ 1/ cosh(πx/ζ). However, the numerical estimate of parameter b of
crossover temperature TX in (4.29) is given by almost half the value of π/ζ = 3. Thus, the
functional form of the crossover temperature TX is the same with the Kondo temperature
TK , while the estimate of the parameter b is different.
5 Wilson ratio
5.1 Universality at low temperature for small |x|
Let us recall that we have defined the Wilson ratio by eq. (1.1), which is given by
the ratio of the impurity magnetic susceptibility χimp(x) to the impurity specific heat
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cimp(x, T ) with some normalization factor. We also recall that the impurity susceptibility
is given by eq. (3.35) as
χimp(x) =
4ζ
π(π − ζ) sin ζ cosh
πx
ζ
.
We have shown in §4 that when the absolute value of the impurity parameter x is small,
the impurity specific heat cimp(x, T ) is given by eq. (4.25) for low temperature. Thus, by
making use of (3.35) and (4.25), we evaluate the Wilson ratio (1.1) in the XXZ impurity
model for small x at low temperature T by
r =
π2
3
χimp
cimp/T
=
2π
π − ζ . (5.1)
We observe that the Wilson ratio r does not depend on the impurity parameter x. There-
fore, the Hamiltonians of the XXZ impurity model with the same value of ζ but different
values of x are classified in the same universality class.
Furthermore, the Wilson ratio (5.1) is expressed in terms of the dressed charge Z as
r = 4Z2. (5.2)
Here the dressed charge Z denotes the dressed charge function Z(λ) evaluated at the
Fermi point: Z = Z(B). The dressed charge Z(λ) is defined by the solution of the
integral equation [35]:
Z(λ) +
∫ B
−B
a2(λ− µ)Z(µ)dµ = 1 . (5.3)
It is shown in Ref. [35] that by applying the Wiener-Hopf method to eq. (5.3) for very
small magnetic field h we have
Z(B) =
√
π
2(π − ζ) . (5.4)
Therefore, we obtain relation (5.2). The Wilson ratio of the XXZ impurity model (2.10)
is expressed in terms of the dressed charge of the XXZ spin chain.
From the CFT viewpoint we give a physical argument for the Wilson ratio expressed
with the dressed charge (5.2) at low temperature for small |x| in Appendix B.
5.2 Numerical estimates of the Wilson ratio
The numerical estimates of the Wilson ratio are plotted in Fig. 13 against impurity
parameter x. Here we have evaluated the Wilson ratio numerically by making use of the
estimates of the impurity susceptibility χimp(x) of Fig. 5 in §3 and those of the impurity
specific heat cimp(x, T ) at low temperature with T = 10
−3 of Fig. 7 in §4.
For small absolute values of impurity parameter x such as |x| < 1 the estimate of the
Wilson ratio is almost constant with respect to x and given by 3.0. We suggest that the
low-temperature impurity effect with small |x| is due to the Kondo effect and the estimate
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of the Wilson ratio is consistent with eq. (5.1). Thus, the universality class is described
by the XXZ coupling through the dressed charge as shown in eq. (5.2).
For large absolute values of impurity parameter x such as |x| > 1, however, the
estimate of the Wilson ratio shown in Fig. 13 increases with respect to |x|. We suggest
that it reflects the crossover of the impurity spin becoming a free spin, for which the
Wilson ratio is given by infinity. However, we also suggest that if the numerical estimate
of the Wilson ratio larger than 3.0 such as for |x| > 1.4 is not universal and may depend
on the temperature T at which the impurity specific heat cimp(x, T ) is evaluated. We
expect that the region of x where the estimate of the Wilson ratio is given by 3.0 becomes
wider if the temperature T decreases.
Figure 13: Wilson ratio r versus impurity parameter x for ζ = π
3
through the numerical estimates of χimp(x) and cimp(x, T )
which are at zero temperature with N = 104 and at low
temperature with T = 10−3, respectively (see also, eq. (4.26)).
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A Expression of HXXZ(x) with spin operators
We now derive expression (2.10) of the XXZ Hamiltonian with a spin-1/2 impurity
which is defined by the logarithmic derivative of the transfer matrix as shown in eq. (2.5).
Here we express the Hamiltonian explicitly in terms of local spin operators S±j and S
z
j .
First, we remark that the R-matrix at zero rapidity Ri,j(0) gives the permutation operator
Pi,j acting on the tensor product space Vj⊗Vj : Ri,j(0) = Pi,j. We consider the two factors
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of the logarithmic derivative (2.5), separately.
HXXZ(x) =
ϕ(iζ)
2
[
τ1···N
(
iζ
2
∣∣∣ξ1, iζ
2
, · · · , iζ
2
)]−1
×
[
d
dλ
τ1···N
(
λ
∣∣∣ξ1, iζ
2
, · · · , iζ
2
) ∣∣∣
λ→ iζ
2
]
. (A.1)
For the first factor of (A.1) we have
τ1···N
(
iζ
2
∣∣∣ξ1, iζ
2
, · · · , iζ
2
)
= Π2···NRN,1(x), (A.2)
where Π2···N denotes the cyclic permutation operator, which is also expressed as the
product of permutation operators: Πabc···d = Pad · · ·PacPab. For the second factor of (A.1)
we have
ϕ(iζ)
2
[
d
dλ
τ1···N
(
λ
∣∣∣ξ1, iζ
2
, · · · , iζ
2
) ∣∣∣
λ→ iζ
2
]
=
N∑
n=2
tr0[P0N · · ·h0n · · ·P02R01(x)] + tr0[P0N · · ·P02h01(x)], (A.3)
where symbols hi,j(λ) denote the derivatives of the R-matrices with respect to rapidity λ
hi,j(λ) =
ϕ(iζ)
2
d
dλ
Ri,j(λ). (A.4)
For eq. (A.3) we consider three cases in the following:
• For 3 ≤ n ≤ N we have
tr0[P0N · · ·h0n · · ·P02R01(x)] = Π2···n−1Rn−1,1(x)Πn−1,n+1,···Nhn−1,n. (A.5)
Applying the inverse of (A.2) to (A.5), we have
R−1N,1(x)
(
Π2···N
)−1
Π2···n−1Rn−1,1(x)Π
n−1,n+1,···Nhn−1,n = hˇn−1,n. (A.6)
Here, we used the abbreviation Aˇi,j := Pi,jAi,j .
• For n = 2 we have
tr0[P0N · · ·P03h02R01(x)] = Π3···NhN,2RN,1(x). (A.7)
Then, by applying the inverse of (A.2), we have
R−1N,1(x)
(
Π2···N
)−1
Π3···NhN,2RN,1(x) = Rˇ
−1
N,1(x)hˇ12RˇN,1(x). (A.8)
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• For n = 1 we have
tr0[P0N · · ·P02h01(x)] = Π2···NhN,1(x), (A.9)
then
R−1N,1(x)
(
Π2···N
)−1
Π2···NhN,1(x) = Rˇ
−1
N,1(x)hˇN,1(x). (A.10)
Taking the sum of these terms, we have
HXXZ(x) = Rˇ
−1
N,1(x)hˇN,1 + Rˇ
−1
N,1(x)hˇ1,2RˇN,1(x) +
N∑
n=3
hˇn−1,n. (A.11)
We now express expression (A.11) in the form of matrices. The third term of (A.11) is
exactly the same matrix which appears in the XXZ Hamiltonian. Actually, we have
N∑
n=3
hˇn−1,n =
N∑
n=3
1
2

0
−∆ 1
1 −∆
0

[n−1,n]
=
N∑
n=3
[
1
2
(S+n S
−
n+1 + S
−
n S
+
n+1) + ∆(S
z
nS
z
n+1 −
1
4
)
]
. (A.12)
The first term of (A.11) is given by
Rˇ−1N,1(x)hˇN,1(x) =
c+c−
2

0
−∆ ϕ′(x)
ϕ′(x) −∆
0

[N,1]
= c+c−
[
ϕ′(x)
2
(S+NS
−
1 + S
−
NS
+
1 ) + ∆
(
SzNS
z
1 −
1
4
)]
. (A.13)
Here we recall the notation given in eq. (2.11). The second term of (A.11) is given by
Rˇ−1N,1(x)hˇ12RˇN,1(x)
=
1
2
(
(1
2
+ SzN) + c
−(1
2
− SzN ) b−S−N
b−S+N c
−(1
2
+ SzN) + (
1
2
− SzN)
)
[1]
×
(−∆(1
2
− Sz2) S−2
S+2 −∆(12 + Sz2)
)
[1]
×
(
(1
2
+ SzN) + c
+(1
2
− SzN) b+S−N
b+S+N c
+(1
2
+ SzN) + (
1
2
− SzN)
)
[1]
. (A.14)
By a straightforward calculation, we derive the rest of (2.10).
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B A possible CFT argument for the Wilson ratio
Let us explain the Wilson ratio (5.2) expressed in terms of the dressed charge through
a physical argument based on the possible CFT. We assume that the low-lying excitation
spectrum of the XXZ spin chain with the spin-1/2 impurity is described by a CFT.
We first derive the ratio of the bulk susceptibility χs to the bulk specific heat C. The
magnetic susceptibility χbulks of the homogeneous XXZ spin chain with no impurity is
given by [35]
χbulks =
4Z2
πvbulks
(B.1)
where vbulks is the group velocity of spin excitation at the Fermi point: vs = dǫ/dk(B)/2πσ(B)
with ǫ(k) being the dressed energy. For the homogeneous XXZ spin chain with no impurity
the specific heat C at low temperature is given by
Cbulk =
π
3vbulks
T. (B.2)
For the bulk susceptibility and the bulk specific heat we thus have
π2
3
χbulks
Cbulk/T
= 4Z2 . (B.3)
We now extend the calculation for the homogeneous chain[35] to the XXZ chain with
the spin-1/2 impurity. We thus have
χbulks +
1
N
χimps =
4Z2
π(vbulks + v
imp
s /N)
≈ 4Z
2
πvbulks
(
1− 1
N
vimps
vbulks
)
(B.4)
where we have assumed the contribution of the impurity in the Fermi velocity, vimps /N .
It follows from the assumption that the low-lying excitation spectrum of the XXZ spin
chain with the spin-1/2 impurity is given by the CFT of central charge c = 1 that the
specific heat is given by
Cbulk +
1
N
C imp =
π T
3(vbulks + v
imp
s /N)
≈ π T
3vbulks
(
1− 1
N
vimps
vbulks
)
. (B.5)
Thus, the Wilson ratio for the impurity susceptibility χimps and the impurity specific heat
C imp is given by
π2
3
χimps
C imp/T
=
π2
3
4Z2/πvbulks
π/3vbulks
vimps /v
bulk
s
vimps /vbulks
= 4Z2 . (B.6)
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We have thus obtained the Wilson ratio given by eq. (5.1).
For integrable impurity models such as the Anderson and the Kondo models the bound-
ary CFT is applied to characterize the impurity susceptibilities of the models [37]. How-
ever, it seems that it is nontrivial to show that some conformal field theory describes the
low-lying excitation spectrum of the XXZ spin chain with the spin-1/2 impurity.
We remark that the above argument for the Wilson ratio in eq. (B.6) does not depend
on the ratio of the impurity group velocity to the bulk one vimps /v
bulk
s . However, it is
nontrivial to evaluate the impurity contributions χimps and C
imp so that they are consistent
with numerical estimates, as we have shown in §3 and §4 of the present paper.
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