INTRODUCTION
One of the profound questions of stochastic modeling is "What comes first -a Parametric Model or Sufficient Statistics ?". We propose the following philosophy of modeling which goes from measurement to parameter through sufficient statistics. MaxEnt is such a modeling framework where we can start modeling by first specifying the appropriate sufficient statistics in terms of the constraints and then performing nonparametric Score test to finally arrive at the parametric model. But unfortunately Maximum entropy principle is silent on the role of finding the proper constraints from data. The aim of this paper is to introduce a unified framework for answering (i) How to derive constraints from measurements? and (ii) How many of them to use ! Note that the distribution derived using the MaxEnt principle assumes that we have a proper set of constraints that can explain the phenomena under study. But in practice, we rarely have this situation and we have to take a decision about the proper choice of constraints. In this paper we introduce a novel way of building nonparametric robust score functions (sufficient statistics) and describe a goodness of fit framework using entropy statistics for selecting proper number of constraints. We believe that, this novel systematic approach for inference , will help the maximum entropy to go beyond the conventional "exploratory phase" and become an objective inferential paradigm for practitioners. We demonstrate the steps for efficient representation, processing and data analysis using microarray gene expression data.
MAXENT AND NONPARAMETRIC STATISTICS
Maximum entropy is a probability modeling principle which converts a nonparametric problem into a parametric one by putting the entropy criteria under suitable constraints.
Exponential Model and Maximum Entropy
Let X be a continuous random variable with density f , and our aim is to find the probability law or the distribution of X on the basis of a random sample X 1 , X 2 , . . . X n in a fully nonparametric way. One elegant solution for this problem is the Maximum Entropy which has it's root in Thermodynamics. Rather than directly dealing with the raw data, it starts with few known macroscopic summary statistics (sufficient statistics) of the empirical data as form of constraints and then maximize the entropy (defined as, H( f ) = ∞ −∞ − log f (x) f (x) dx ) of X to find the distribution uniquely. In general, let S 1 (X), S 2 (X), . . . , S m (X) be the sufficient statistics and we want to find the distribution for which we have,
This characterizes the density
] which belongs to the exponential family. Note 1. The MaxEnt distribution heavily depends on the form of the score functions S k (X) and the number of such score function, i.e, m.
Note 2. There exists standard procedure to find sufficient statistics for specified exponential family models. For example, if we assume the underlying law is Gaussian then it is enough to summarize the data using S 1 (X) = X and S 2 (X) = X 2 and perform parametric score test to decide how many of them we need. The point worth emphasizing at this point is that, in MaxEnt nonparametric density estimation, we face the challenging inverse problem of designing basis functions (possibly non-linear) from the data without characterizing the underlying distribution.
The rest of this article is devoted to building a unified theoretical framework and algorithm to answer how to pick the moment constraints and how many of them we should pick ?, thus widening the scope of MaxEnt.
Note 3. One of the major successes of our proposed methodology is its simplicity and generality. We can incorporate any definition of entropy, for example f log f or log f into our analysis (yields respectively two popular nonparametric likelihoods , MaxEnt and Empirical likelihood), broadening the applicability and importance of our methodology.
Unified Methodology using Quantile Technology
In this section we introduce the necessary concepts on quantile based machinery to design the score function, initiated in Parzen (1979 Parzen ( , 1983 Parzen ( , 1991 Parzen ( , 2004 Parzen ( , 2009 ) and latter we show how to build a nonparametric goodness of fit measure for selecting the appropriate number of these score functions.
Mid-Quantile Transformation
One of the key intermediate step for building the sufficient statistics is mid-rank transformation, which plays an unifying role in non-parametric data analysis. For a discrete random variable with probability mass function (pmf) p(x) = Pr(X = x) and cumulative distribution function (cdf) F(x), the Mid-distribution function, defined as
Our data analysis starts with transforming the raw data x 1 , x 2 , . . . x n to u 1 , u 2 , . . . , u n , where F mid (x i ) = u i . The elegant formula for the mean and variance of W = F mid (X) is given by E(W ) = .5 and
Our whole framework depends on the quantile function which traditionally defined as Q(u) = inf t { F(t) ≥ u }, where F(x) is the distribution function. But this definition face roadblock for discrete/grouped data. The primary reason for introducing the middistribution function is to unify the analysis of continuous and discrete data (with or with out ties). To understand further the role played by mid-distribution function, let us assume we are having data from some underlying absolutely continuous distribution F. Our job then boils down to estimating the underlying unknown continuous density from observed discrete finite sample by turning the MaxEnt crank. Mid-distribution transformation (contrary to F(x)) improves the accuracy of approximation of discrete random variable by continuous random variable as the inversion formula of a distribution function from characteristic functions actually holds for mid-distributions ( at all x, not just x a continuity point of F).
Building Score Functions
Novelty of our approach is in the construction of the basis functions. In contrast to the standard practice of taking the basis as powers of x, here we use orthonormal score functions based on ranks through mid-distribution transform. We define orthonormal score functions as
Here L 1 , L 2 , . . . , L m are Legendre Polynomials on [0, 1] and the signifies the empirical estimate of the population version. In stead of Legendre Polynomials one can choose any orthogonal polynomials like cosine or Hermite polynomials. The choice solely case specific; for example Legendre polynomials turns out to be very useful for building score functions (sufficient statistics) in the case of pattern classification problems as we will demonstrate in the next section. This approach of constructing the score functions has the following added advantages : (i) robust; (ii) works for both continuous, discrete data ; (iii) bounded score functions avoids the problems with non-integrable densities in the exponential model and lastly, (iv) the use of orthogonal polynomials for the basis significantly improves the accuracy and stability the MaxEnt algorithm.
Application to Probabilistic Classification
Here we will show how to apply the theoretical concepts of previous section to classification and variable selection. Consider the problem of classifying the patients into two group sick (Y = 1) and healthy (Y = 0) on the basis of p gene expression values X 1 , X 2 , . . . X p . Let us denote F(x|Y = 1) = F(x) and F(x|Y = 0) = G(x), x ∈ R. Let H(x) denote the polled cdf, given be H(x) = π F(x) + (1 − π) G(x), where π = Pr(Y = 1), proportion of sick people in the population. Typically we have p ≈ 5000 in this type of classification setup, involving microarray gene expressions. So the first challenging task is to reduce the number of variables and our specially designed score functions help to achieve the goal in the following way. For each variable X k , we have the following result, Theorem 1 (Representation of Wilcoxon Statistics). Wilcoxon rank sum statistics can be represented by Wil (linearly equivallent version of it),
For proof see Mukhopadhyay et al. 2011 . Theorem 1 indicate the interpretation of Wilcoxon statistics as < Y, S 1 (u k ) >, where S 1 is specially designed according to Eq [3] and u k = H mid (x k ). This motivates us to propose a nonlinear variable selection measure
Using this importance score we can select the discriminative variables and thus reduce the complexity of the model. This demonstrate the dual role played by the score functions S 1 , S 2 , . . . , S m for (i) creating appropriate summary statistics (ii) utilizing those for nonparametric robust variable selection. In the following section we will discuss the issue "How to choose m, the number of basis function" for a variable, developing a completely nonparametric goodness of fit measure.
Nonparametric Estimation of Kullback-Liebler Information
A well known measure of similarity between statistical models is Kullback-Liebler (KL) information number that can be expressed in terms of comparison density
where last line follows from the substitution x = H −1 (u). The reason to call it a density due to the fact that 1 0 d(u) du = 1. Thus to estimate the KL number we have to estimate the comparison density of the corresponding variable. Here we will use the previously designed score functions to build the exponential density given by,
Combining Eq. (4) and (5) immediately gives the following important Corollary.
Corollary 1. Relation of Entropy number and log Partition function of the fitted exponential model
It gives a clear strategy for model selection comparing the nonparametric estimates of information numbers I 1 , . . . , I m . For MaxEnt models (Eq. 6) we just need to compare the log partition numbers of various models to find the best yet simple model that fits the data. Akaike Information Criteria (AIC) (Akaike 1973) is an asymptotically unbiased estimator of the expected KL information. In our setup we directly estimated nonparametrically the KL information for all the completing models and selected the one having minimum value (see Fig.3 ). The Kth model class,
, which is famously known as Neyman model (Neyman 1937) . Which says that the pooled density is the product of density under class 1 and a exponential 'modification factor'. We are interested to find what is the best k using KL distance. The trick is to express the KL information in the quantile domain (replacing X = Q(X; H)) as a functional of comparison density (Parzen 1983) , represented by Eq. 7. Our treatment thus unifies exponential smooth test, information theoretic approach and nonparametric quantile domain data analysis.
Real Data Example
In this section we will illustrate our methodology using Colon cancer microarray data (Alon et al.1999 ), consists of 2000 gene expressions (number of variables) measured in 62 samples (22 normal and 40 tissue samples). An important intermediate step to build efficient probabilistic classifier for medical decision making is variable selection, which we accomplish through our detector introduced in Eq (4) utilizing our specially designed score functions. First we create the score function using our recipe (see Eq 3), as shown in Figure 1 . Figure 2. shows the ranked ordering of the variables according to their importance for classification. There is a significant gap after variable number 8, as shown in Figure 4b , which drastically reduce the original dimension of the problem.
Utilizing the proper number of score functions (using Corollary 1) , Figure 3 Ranking the variables according to their discriminative information using the measure introduced in Eq 4. Here we have used using m = 4 to generate the rankings. Fig. 4b , clearly separates the interesting variables from the the rest.. 
DISCUSSION
This paper lays the groundwork for building relevant constraints from data, in a unified manner through modern nonparametric methods and thus, takes care of the issues of model uncertainty and model fidelity. The key idea is to estimate the exponential model that uses a novel construction of orthogonal basis functions from the F mid -transformed values which gives the method extra robustness. One more pleasing aspect of our method is that, it unifies the theory for discrete and continuous data (Parzen, 1991) . Our proposed method uses the information theoretic inference in conjunction with quantile based approach to describe a unified approach which uses optimization and approximation to develop methods which encompasses nonparametric, maximum entropy, estimation, testing parametric hypothesis and goodness of fit for model selection. Although we have only illustrated our method for the classification setup, several interesting features are apparent. Our method opens up the possibility to generate useful features in terms of score functions for conditional or discriminative probabilistic (exponential family distribution) models like logistic regression (Mukhopadhyay, 2011) , conditional random field etc.
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