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Abstract
In this paper we define new strong bonding homology and strong bonding cohomology groups of
an arbitrary Tychonoff (i.e., completely regular) topological space X with coefficients in an Abelian
group G, denoted by Hbdm (X;G) and Hmbd(X;G), respectively, m ∈ Z. These groups connect
strong homology groups with compact supports Hcm(X;G) and strong homology groups Hm(X;G)
of X and the Alexander–Spanier cohomology groups Hm(X;G) and strong cohomology groups
Hm(X;G) of X. We show that for paracompact Hausdorff spaces X, which are homologically lo-
cally connected (hlc∞
G
) with respect to strong homology with compact supports, Hbdm (X;G) are
trivial. As a consequence, Hcm(X;G) ≈ Hm(X;G), for m ∈ Z. Similarly, for strongly cohomologi-
cally locally connected (sclc∞
G
) spaces X with respect to strong cohomology, Hm
bd
(X;G) are trivial
and thus, Hm(X;G) ≈ Hm(X;G), for m ∈ Z. It is also shown that the paracompactness condition
is indispensable.
The subject of the paper is interesting because of close connections of local and global properties
of X. It is proved that any resolution p :X → X = (Xλ,pλλ′ ,Λ) of X consisting of paracompact
Hausdorff spaces Xλ, which are hlc∞G and at the same time are homologically locally connected(HLC∞
G
) with respect to singular homology, i.e., Xλ ∈ hlc∞G ∩ HLC∞G , λ ∈ Λ, determines the strong
homology groups Hm(X;G), m ∈ Z, even if it is not an ANR-resolution of X.
Another consequence of this theory is the following nontrivial result: If (X,A) is a closed pair
of hereditarily paracompact Hausdorff spaces such that X,A ∈ hlcm
G
(respectively, X,A ∈ sclcm
G
and
X,A ∈ clcm
G
), then the quotient space X/A ∈ hlcm
G
(respectively, X/A ∈ sclcm
G
and X/A ∈ clcm),
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G
, shlcm and clcm
G
are the homological local m-connectedness with respect to strong ho-
mology with compact supports, the strongly cohomological local m-connectedness with respect to
strong cohomology and the cohomological local m-connectedness with respect to ˇCech cohomology,
respectively.
Two examples of separable metric spaces X are exhibited such that Hcm(X;G) ≈ Hm(X;G),
which solves a problem from [S. Mardešic´, Strong Shape and Homology, Springer-Verlag, Berlin,
Heidelberg, New York, 2000, p. 457].
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1. Introduction
In this paper by Λ,M,N , etc., we denote partially ordered directed sets, which are not
supposed to be cofinite, unless otherwise stipulated.
Let X be a Tychonoff topological space and G be an Abelian group. For any poly-
hedral or ANR-resolution in the sense of Mardešic´ p = (pλ) :X → X = (Xλ,pλλ′ ,Λ) of
X, i.e., a morphism of X to an inverse system X over Λ with polyhedra or ANR-spaces
Xλ, λ ∈ Λ, respectively, which satisfies two natural properties (see [32, Properties R1
and R2, p. 58]), and the corresponding inverse system C∗ = (C∗(Xλ;G),pλλ′∗,Λ)) of
singular chain complexes C∗(Xλ;G) of Xλ, one can define the strong homology group
of X with coefficients in G by the formula Hm(X;G) def= Hm(holim←λ C∗). This homol-
ogy and the ˇCech cohomology Hˇm(X;G) = lim→λ Hm(Xλ;G) are outer or projective
groups of X, and they are strong shape invariants (see, e.g., [37, Theorem 19.1, p. 380],
and [41, Theorem 4, p. 128]). There are dual inner or injective groups of X, which are
invariants of strong shape with compact supports (see [26, Theorem 5.8, p. 194]). They are
the strong homology group with compact supports Hcm(X;G) def= lim→µHm(Kµ;G) and
the strong cohomology group Hm(X;G) def= Hm(holim←µ C∗), where K = (Kµ, iµµ′ ,M)
is the direct system of all compact subspaces Kµ of X, C∗(Kµ;G) is the Massey coho-
mology cochain complex (see [42, Chapter 1]) and C∗ = (C∗(Kµ;G), i∗µµ′,M)) is the
corresponding inverse system of cochain complexes.
There are two natural transformations
µ¯m :H
c
m(X;G) → Hm(X;G) (1)
and
λ¯m :Hm(X;G) → Hm(X;G) (2)
of the strong homology group with compact supports of X to the strong homology group of
X and of the Alexander–Spanier cohomology group of X to the strong cohomology group
of X, respectively. Moreover, we will define strong bonding homology groups Hbdm (X;G)
and strong bonding cohomology groups Hmbd(X;G) of X, m ∈ Z, which are related with
(1) and (2) by the following two long exact sequences:
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µ¯m→ Hm(X;G) → Hbdm (X;G) → Hcm−1(X;G) → ·· · , (3)
· · · → Hm−1(X;G) → Hmbd(X;G) → Hm(X;G) λ¯
m→ Hm(X;G) → ·· · . (4)
Of course, we understand formula (4), when the natural transformation
λˇm : Hˇm(X;G) → Hm(X;G) (5)
of the ˇCech cohomology group of X to the Alexander–Spanier cohomology group
Hm(X;G) of X is an isomorphism, m ∈ Z, (see [6]), e.g., for paracompact Hausdorff
spaces.
The main purpose of this paper is to find some sufficient conditions under which the
natural transformations µ¯m in (1) and λ¯m in (2) are isomorphisms. The problem goes back
to P.S. Alexandroff [2], who investigated the natural transformation
µˇm : Hˇ
c
m(X;G) → Hˇm(X;G) (6)
of the ˇCech homology group with compact supports of X to the ˇCech homology group
of X. It is also close to the problem of isomorphisms for the transformations
T sm :H
s
m(X;G) → Hˇm(X;G) (7)
and
T ′sm :Hsm(X;G) → Hcm(X;G) (8)
of the singular homology group of X to the ˇCech homology group of X and to the strong
homology group with compact supports of X, respectively, as well as
T cm :H
c
m(X;G) → Hˇm(X;G) (9)
and
T ′cm :Hcm(X;G) → Hˇ cm(X;G) (10)
of the strong homology group with compact supports of X to the ˇCech homology group of
X and to the ˇCech homology group with compact supports of X, respectively (see [31,14,
17,15,5]). It is also related to the problem of uniqueness of homology with compact sup-
ports and ˇCech cohomology in the category of paracompact Hausdorff locally contractible
spaces (see [46] and [3]).
2. Some properties of homotopy inverse limits
Consider the category inv-∂AG of inverse systems C∗ = (C∗λ,p∗λλ′ ,Λ) over Λ of
cochain complexes C∗λ = (C∗, ∂∗)λ, λ ∈ Λ, and cochain mappings p∗λλ′ , λ λ′, such that
p∗
λλ′p
∗
λ′λ′′ = p∗λλ′′ , λ  λ′  λ′′, which we call pro-cochain complexes, and of morphisms
f ∗ = (f ∗µ,ϕ) of systems consisting of cochain mappings with increasing functions ϕ. We
also consider the category pro-∂AG of the same objects and equivalence classes of mor-
phisms, i.e., f ∗ ∼ f ′ ∗ = (f ′ ∗µ ,ϕ′) provided each µ ∈ M admits a λ ∈ Λ, λ ϕ(µ),ϕ′(µ),
such that f ∗µp∗ϕ(µ)λ = f ′ ∗µ p∗ϕ′(µ)λ.
Denote by Λn the set of all increasing sequences λ = (λ0, . . . , λn), n  0, i.e., λ0 
· · · λn and λi ∈ Λ.
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verse limit holim←λ C∗ of C∗ we call the cochain complex, whose m-cochains, m ∈ Z,
are functions x, which assign to every λ ∈ Λn (m − n)-cochains xλ of Cm−nλ0 , i.e.,
(holim←λ C∗)m =∏∞n=0∏λ∈Λn Cm−nλ0 .
The sum x + x′ of two m-cochains, m ∈ Z, is given by (x + x′)λ = xλ + x′λ. Clearly, we
get a graded Abelian group.
We will now define coboundary operators dm : (holim←λ C∗)m → (holim←λ C∗)m+1,
m ∈ Z. If n 1, 0 j  n and λ = (λ0, . . . , λn) ∈ Λn, let λj ∈ Λn−1 be obtained from λ
by deleting the term λj . If x ∈ holim←λ Cm and λ = (λ0, . . . , λn) ∈ Λn, n 0, we put
(dmx)λ = ∂m(xλ), n = 0, (11)
(dmx)λ = (−1)n∂m(xλ)+ pλ0λ1xλ0 +
n∑
j=1
(−1)j xλj , n 1. (12)
Clearly, dm is a homomorphism and dmdm−1 = 0. One can find a proof (up to a sign in
formula (12)) in [29].
Remark 1. Putting Cm = C−m in Definition 1, we obtain the homotopy inverse limit of an
inverse system of chain complexes, or just a pro-chain complex C∗, i.e., holim←λ C∗.
Proposition 1. The homotopy inverse limit holim←λ is an exact covariant functor from the
category inv-∂AG to the category ∂AG.
Proof. Every morphism f ∗ = (f ∗µ,ϕ) :C∗ → D∗ = (D∗µ,q∗µµ′,M) of pro-cochain com-
plexes induces a cochain mapping (holim← f ∗)m : (holim←λ C∗)m → (holim←µD∗)m,
given by((
holim← f
∗)mx)
µ
= f m−nµ0
(
xϕ(µ0)...ϕ(µn)
)
, (13)
where x ∈ (holim←λ C∗)m and µ = (µ0, . . . ,µn) ∈ Mn.
It is easy to verify (see in [29, p. 32]) that dmD(holim← f ∗)m = (holim← f ∗)m+1dmC
and (holim← g∗f ∗)m = (holim← g∗)m(holim← f ∗)m for the composition of f ∗ :C∗ →
D∗ and g∗ :D∗ → T ∗.
Notice that, for each m ∈ Z, the functor holim←λ is a direct product of Abelian
groups, i.e., (holim←λ C∗)m =∏∞n=0∏λ∈Λn Cm−nλ0 , and it is an Abelian group, because
the category AG is an Abelian category with arbitrary direct products, i.e., it satisfies the
Grothendieck axiom AB 3∗). Moreover, it satisfies the Grothendieck axiom AB 4∗), i.e.,
arbitrary direct product of epimorphisms in AG is an epimorphism. Consequently, the
functor of the direct product
∏
is exact in inv-∂AG, and thus, the functor holim←λ is also
exact, i.e., if a sequence in AGΛ
0 → C′ ∗ → C∗ → C′′ ∗ → 0
is exact, then
0 → holimC′ ∗ → holimC∗ → holimC′′ ∗ → 0←λ ←λ ←λ
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Analogously, the functor holim←λ is exact in the Abelian category inv-∂ModR of in-
verse systems of differential R-modules (R is a commutative ring with unit 1 = 0), because
R-modules satisfies also axioms AB 3∗) and AB 4∗) (see [11, I. §1.5]). 
Proposition 2. The homotopy inverse limit holim←λ is a covariant functor from the cate-
gory pro-∂AG to the category Ho∂AG, where Ho∂AG is the homotopy category, whose
objects of ∂AG and the morphisms are cochain homotopy classes [f ] of cochain mappings
f of ∂AG.
Proof. Let f ∗ :C∗ → D∗ be a morphism of two inverse systems in inv-∂AG, given by an
increasing function ϕ :M → Λ of the cofinite indexing set M to Λ and cochain mappings
f ∗µ :C∗ϕ(µ) → D∗µ. If ψ :M → Λ is an increasing function, ψ  ϕ, and g∗µ :C∗ψ(µ) → D∗µ
is given by g∗µ = f ∗µp∗ϕ(µ)ψ(µ), then ψ and g∗µ, µ ∈ M , also define a morphism of
systems g∗ :C∗ → D∗. We say that g∗ is congruent to f ∗. For necessity we require
cofiniteness of M . Clearly, two morphisms f ∗, f ′∗ :C∗ → D∗ are equivalent, i.e., de-
fine the same morphism in pro-∂AG, if an only if there is a morphism g∗ :C∗ → D∗,
which is congruent to both morphisms f ∗ and f ′∗. In [29, p. 33], it was actually shown
that if g∗ :C∗ → D∗ is congruent to f ∗ :C∗ → D∗, then the induced cochain map-
pings holim← f ∗,holim← g∗ : holim←λ C∗ → holim←µD∗ are cochain homotopic and
the cochain homotopy Φm : (holim←λ C∗)m → (holim←µD∗)m−1 is given by the explicit
formula
(Φmx)µ = (−1)n
n∑
k=0
(−1)kf m−n−1µ0 (xϕ(µ0)...ϕ(µk)ψ(µk)...ψ(µn)), (14)
where x ∈ (holim←λ C∗)m and µ = (µ0, . . . ,µn) ∈ Mn, n 0. We omit the details. 
Definition 2. By the mth strong cohomology group Hm(C∗) of a pro-cochain complex C∗
we mean the mth cohomology group of the cochain complex holim←λ C∗, m ∈ Z, i.e.,
Hm(C∗) = Hm
(
holim←λ C
∗). (15)
Proposition 2 implies
Proposition 3. The mth strong cohomology Hm(·;G) is a covariant functor from the cat-
egory pro-∂AG to the category of Abelian groups AG.
Remark 2. The strong cohomology groups Hm(C) are closely related to the cohomology
pro-groups Hm(C∗) def= (Hm(C∗λ),pmλλ′ ,Λ)), the ˇCech cohomology groups Hˇm(C∗)
def=
lim←λ Hm(C∗λ) of the inverse system C∗ (do not confuse it with the ˇCech cohomology
groups of a space) and groups lim←λsHm−s(C∗λ), s  1, of C∗, where lim←λs is the sth
derived functor of the inverse limit functor lim←λ
def= lim←λ0. In particular, we shall use
here the following well-known facts (see [37, pp. 348–349]).
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lims← Hm(f ∗) : lims←λ Hm(C∗) → lims←µHm(D∗) is an isomorphism, for every s  0
and every m ∈ Z. Then Hm(f ∗) :Hm(C∗) → Hm(D∗) is an isomorphism of strong co-
homology groups, for every m ∈ Z.
Corollary 1. Let f ∗ :C∗ → D∗ be a morphism of pro-cochain complexes. If f ∗ in-
duces an isomorphism of cohomology pro-groups Hm(f ∗) :Hm(C∗) → Hm(D∗), for all
m ∈ Z, then f ∗ induces an isomorphism of groups lims← Hm(f ∗) : lims←λ Hm(C∗) →
lims←µHm(D∗), hence, it also induces isomorphisms Hm(f ∗) :Hm(C∗) → Hm(D∗) of
strong cohomology groups, for all m.
Corollary 2. Let f ∗ = (f ∗λ ) :C∗ → D∗ be a level morphism of pro-cochain complexes. If
every f ∗λ :C∗λ → D∗λ induces an isomorphism of cohomology groups Hm(f ∗λ ) :Hm(C∗λ) →
Hm(D∗λ), for all m ∈ Z, then f ∗ induces an isomorphism of cohomology pro-groups
Hm(f ∗) :Hm(C∗) → Hm(D∗), for all m, hence, it also induces isomorphisms Hm(f ∗) :
Hm(C∗) → Hm(D∗), for all m.
Let Λ and M be directed sets and let ϕ :M → Λ be an increasing function. Then,
with every inverse system of Abelian groups A = (Aλ,pλλ′ ,Λ), indexed by Λ, one as-
sociates an inverse system of groups ϕ˜(A) = A˜, indexed by M . By definition, A˜ =
(A˜µ, q˜µµ′,M), where A˜µ = Aϕ(µ), q˜µµ′ = qϕ(µ)ϕ(µ′). Moreover, every morphism in
inv-AG g = (gλ) :A → A′ = (A′λ, q ′λλ′ ,Λ) induces a morphism ϕ˜(g) = g˜ : ϕ˜(A) → ϕ˜(A′),
where g˜µ = gϕ(µ). Clearly, ϕ˜ is a functor.
A function ϕ :M → Λ is said to be cofinal, provided ϕ(M) is cofinal in Λ, i.e., every
λ ∈ Λ admits a µ ∈ M such that λ ϕ(µ). We need here the corollaries of the following
well-known cofinality theorem (see [37, Theorem 14.9, pp. 291–297]).
Proposition 5. Every increasing cofinal function ϕ :M → Λ induces an isomorphism of
derived limits,
lim←λ
sA ≈ lim←µ
sϕ˜(A), s  0. (16)
Corollary 3. Every increasing cofinal function ϕ :M → Λ induces isomorphisms of strong
cohomology groups Hm(C∗) → Hm(ϕ˜(C∗)), for all m. In particular, strong cohomology
groups are invariant under restrictions to cofinal subsystems.
Remark 3. Very often we have to work with inverse systems, indexed by cofinite di-
rected sets Λ, i.e., for every λ ∈ Λ the set of all predecessors of λ is a finite set, although
the homotopy inverse limit is defined for an arbitrary directed set Λ. There is no loss
of generality because of the Mardešic´ trick [37], which, for every inverse system C∗ in
pro-∂AG, indexed by a directed set Λ, assigns in pro-∂AG an isomorphic inverse sys-
tem C˜∗, indexed by a directed cofinite ordered set Λ˜. Λ˜ is the set of all finite subsets
λ˜ in Λ which have maximal objects max λ˜, i.e., max λ˜ ∈ Λ and λ  max λ˜, for every
λ ∈ λ˜. One orders Λ˜ by putting λ˜  λ˜′ whenever λ˜ is a subset of λ˜′. Clearly, (Λ˜,)
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and put λ˜′′ = λ˜ ∪ λ˜′ ∪ {λ}. It is clear that λ˜′′ ∈ Λ˜ and λ˜′′  λ˜, λ˜′. Now put C˜∗
λ˜
= C∗
max λ˜
,
λ˜ ∈ Λ˜. Then, for every λ˜  λ˜′, put p˜∗
λ˜λ˜′ = p∗max λ˜max λ˜′ . There are two morphisms u∗ =
(u∗
λ˜
, α) :C∗ → C˜∗ and u˜∗ = (u˜∗λ, α˜) : C˜∗ → C∗ such that u˜∗u∗ = 1∗C∗ and u∗u˜∗ ∼ 1∗˜C∗ .
Indeed, put α(λ˜) = max λ˜ and u∗
λ˜
= 1∗
max λ˜
:C∗
max λ˜
→ C˜∗
λ˜
= C∗
max λ˜
. Then put α˜(λ) = {λ}
and u˜∗λ = 1∗λ : C˜∗{λ} = C∗λ → C∗λ . Notice also that α : Λ˜ → Λ is an increasing trivially cofi-
nal function and α˜(C∗) = C˜∗, hence by Corollary 3, α (also u∗) induces isomorphisms of
strong cohomology groups Hm(u∗) :Hm(C∗) → Hm(C˜∗), for all m. It allows one to de-
fine Hm(f ∗) :Hm(C∗) → Hm(D∗) in the case, when the index function ϕ of mapping
f ∗ = (f ∗µ,ϕ) is not increasing. Indeed, let f ∗ = (f ∗µ,ϕ) :C∗ → D∗ be such a map-
ping of pro-cochain complexes. Then we put f˜ ∗ = v∗f ∗u˜∗. One can see that ϕ˜(µ˜) =
(α˜ϕβ)(µ˜) = {ϕ(max µ˜)}, f˜ ∗
µ˜
: C˜∗
ϕ˜(µ˜)
→ D˜∗
µ˜
, where f˜ ∗
µ˜
= f ∗
max µ˜
:C∗
ϕ(max µ˜)
= C˜∗
ϕ˜(µ˜)
→ D˜∗
µ˜
and we have a mapping f˜ ∗ = (f˜ ∗
µ˜
, ϕ˜) : C˜∗ → D˜∗ of pro-cochain complexes over di-
rected cofinite ordered sets, although ϕ˜ is not increasing at all. Nevertheless, there exists
a mapping g˜∗ = (g˜∗
µ˜
, ψ˜) : C˜∗ → D˜∗ of pro-cochain complexes such that ψ˜ : M˜ → Λ˜ is
already an increasing function such that ϕ˜  ψ˜ and, for µ˜′  µ˜, one has q˜∗
µ˜µ˜′ g˜
∗
µ˜′ =
g˜∗
µ˜
p˜∗
ψ˜(µ˜)ψ˜(µ˜′). Furthermore, g˜ = (g˜∗µ˜, ψ˜) ∼ f˜ = (f˜ ∗µ˜ , ϕ˜), i.e., each µ˜ ∈ M˜ admits a λ˜ ∈ Λ˜,
λ˜  ψ˜(µ˜), ϕ˜(µ˜), such that g˜∗
µ˜
p˜∗
ψ˜(µ˜)λ˜
= f ∗
µ˜
p∗
ϕ˜(µ˜)λ˜
, so that g˜∗ = (g˜∗
µ˜
, ψ˜) represents the
same morphism [g˜∗] : C˜∗ → D˜∗ in pro-∂AG as [f˜ ∗] (see [41, Lemma 2, p. 9]). Since by
Corollary 3, Hm(u∗) :Hm(C∗) → Hm(C˜∗) and Hm(v∗) :Hm(D∗) → Hm(D˜∗) are iso-
morphisms of strong cohomology groups, for every m, and by (13), g˜∗ : holim←λ C˜∗ →
holim←µ D˜∗ is well-defined, hence, it induces homomorphisms Hm(g˜∗) :Hm(C˜∗) →
Hm(D˜
∗
), for every m, we can define homomorphims Hm(f ∗) :Hm(C∗) → Hm(D∗)
by putting Hm(f ∗) = (Hm(v∗))−1Hm(g˜∗)Hm(u∗), for all m. One can easily show us-
ing Proposition 2 that the defined homomorphisms do not depend on the choice of g˜∗.
Moreover, we see that if f ∗ ∼ f ′ ∗, then also f˜ ∗ ∼ f˜ ′ ∗ and hence, g˜∗ ∼ g˜′ ∗. Therefore,
Hm(f ∗) = Hm(f ′ ∗). It is easy to verify that the for compositions f ′ ∗f ∗ :C∗ → D′ ∗ one
has Hm(f ′ ∗f ∗) = Hm(f ′ ∗)Hm(f ∗). We omit the details. Of course, we need such con-
structions when ϕ in f ∗ = (f ∗µ,ϕ) is not increasing. This generalizes Theorem 15.5 in [37,
p. 305].
Notice that in [34] S. Mardešic´ showed that strong homology can also be calculated
using resolutions which are not cofinite.
We also need results concerning spectral sequence related to holim←λ C∗ and its coho-
mology groups.
The homotopy inverse limit holim←λ C∗ can be considered as a
∏
-total bicomplex with
components
Ds,t =
{∏
λ∈Λs Ctλ0 , s  0, (17)
0, s < 0,
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(TotD)m =
∏
s+t=m
Ds,t =
∞∏
s=0
∏
λ∈Λs
Cm−sλ0 , (18)
given by dm =∏s+t=m(∂ ′s,t + ∂ ′′s,t ), where ∂ ′s,t :Ds,t → Ds,t+1, ∂ ′′s,t :Ds,t → Ds+1,t
(∂ ′s,t x)λ = (−1)s∂t (xλ), (19)
(∂ ′′s,t x)λ = pλ0λ1xλ0 +
s∑
j=1
(−1)j xλj . (20)
Consider on (TotD)∗ a natural filtration F s , which on each component (TotD)m is
given by the following formula:
F s = Ker
(
(TotD)m →
s∏
k=0
∏
λ∈Λk
Cm−kλ0
)
. (21)
It is clear that lim→s F s = (TotD)∗, i.e., the filtration is exhaustive, and lim←s F s = 0,
i.e., the filtration is Hausdorff.
The spectral sequence related to this filtration can be given by the following projective
unraveled exact couple (Bs,t ,Es,t ), where
Bs,t = Hs+t (TotD)∗/F s, (22)
Es,t = Hs+tF s/F s+1, (23)
with
B
s,t
2 = Im
(
Hs+t (TotD)∗/F s+1
js+ts,s+1−→ Hs+t (TotD)∗/F s) def= Hs+t(s) (C∗), (24)
E
s,t
2 = lim←λ
sH t (C∗λ), (25)
and with two exact sequences, expressed by Miminoshvili [43]:
0 → lim←λ
1Hm−1(C∗) → Hm(1)(C∗) → Hm(0)(C∗) → lim←λ
2Hm−1(C∗) → ·· ·
→ lim←λ
sHm−s(C∗) → Hm(s)(C∗) → Hm(s−1)(C∗) → lim←λ
s+1Hm−s(C∗) → ·· · , (26)
0 → lim←s
1Hm−1(s) (C
∗) → Hm(C)∗ → lim←s H
m
(s)(C
∗) → 0. (27)
Remark 4. The group Hm(0)(C
∗) is isomorphic to Hˇm(C∗) = lim←λ Hm(C∗) (see [37,
Lemma 17.7, p. 334]).
Proposition 6. Let F s(Hm(C∗)) be Im(Hm(F s) → Hm(C∗)), i.e., the induced filtration
on Hm(C∗). Then
⋂∞
F s(Hm(C∗)) = lim1←s Hm−1(C∗).s=0 (s)
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means that the induced filtration on the strong cohomology, in general, is not Hausdorff
and this non-trivial Hausdorff part is nothing else but the first term of (27). Note also that
convergence of the spectral sequence requires that this Hausdorff part be trivial and then
the quotients of the induced filtration can be expressed by Es,m−s∞ = lim←r Es,m−sr . In the
case of weak convergence, one can find a filtration on the non-trivial Hausdorff part and
express its quotients by lim←r1Es,m−1−sr (see [21, Theorem 1, p. 75]). Notice also that for
the strong cohomology groups Hm(X;G) the Hausdorff part is always trivial. As to the
strong homology group Hm(X;G), in general, it is not trivial. Although, as shown in [49],
if this occurs, then X is necessarily an infinite-dimensional space. 
Corollary 4. The mth derived functor limm←λ A is an invariant of isomorphisms in pro-AG.
Proposition 7. If a pro-group Hm−s(C∗) = (Hm−s(C∗λ),pm−sλλ′ ,Λ) is isomorphic to 0 in
pro-AG, for every s  0, i.e., if every λ ∈ Λ admits λ′  λ such that Im(pm−s
λλ′ ) = 0, then
Hm(C∗) = 0.
Proof. By Corollary 4, the assumption of isomorphisms Hm−s(C∗) ≈ 0, for s  1, im-
plies lims←λ Hm−s(C∗) = 0, for s  1. Then by (26), we have isomorphisms Hm(s)(C∗) ≈
Hm
(s−1)(C∗), for all s  1, hence, an isomorphism
lim←s H
m
(s)(C
∗) ≈ Hm(0)(C∗). (28)
By Remark 4 and Corollary 4, applied to m = 0, the assumption Hm(C∗) ≈ 0, yields
Hm(0)(C
∗) ≈ lim←λ H
m(C∗) = 0 (29)
and thus, by formula (27),
lim←s
1Hm−1(s) (C
∗) ≈ Hm(C∗). (30)
But the assumption Hm−s(C∗) ≈ 0, for s  2 > 0, can be rewritten as H(m−1)−s(C∗) ≈
0, for s  1, and by the above arguments, Hm−1(s) (C∗) ≈ Hm−1(s−1)(C∗), for all s  1. Conse-
quently, lim←s1Hm−1(s) (C∗) = 0 and thus, by (30), Hm(C∗) = 0. 
Proposition 8. Let C∗ = (C∗λ,p∗λλ′ ,Λ) be an inverse system of cochain complexes with
a cofinal subsystem C′ ∗ = (C∗λ,p∗λλ′ ,Λ′), i.e., let Λ′ be a cofinal subset of Λ, such
that pt
λ′λ′′ :H
t(C∗
λ′′) → Ht(C∗λ′) is an isomorphism, for every λ′  λ′′, λ′, λ′′ ∈ Λ′ and
t ∈ Z, in particular, when C∗λ = C∗, for every λ ∈ Λ, and p∗λλ′ = id|C∗, for every
λ  λ′, λ,λ′ ∈ Λ. Then Hm(C∗) ≈ Hm(C∗
λ′), for every λ′ ∈ Λ′ and m ∈ Z, in particu-
lar, Hm(C∗) ≈ Hm(C∗), for all m.
Proof. By Proposition 5, the increasing cofinal function ι :Λ′ → Λ, given by the identity
ι(λ′) = λ′, induces an isomorphism of the sth derived limits,
limsH t (C∗) ≈ lim′sH t (C ′ ∗), s  0, t ∈ Z, (31)←λ ←λ
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The assumption of Proposition 8 implies stability of the pro-group Hm(C ′ ∗), for every
m ∈ Z, i.e., Hm(C ′ ∗) is isomorphic in pro-AG to an object A of AG. Indeed, put
A = lim←λ′ Hm(C′ ∗) and obtain that A is isomorphic to every Hm(C∗λ′), λ′ ∈ Λ′, and
the corresponding isomorphisms commute with the projections pm
λ′λ′′ , λ
′  λ′′, λ′, λ′′ ∈ Λ′
(see, e.g., [8, Chapter VIII, Theorem 3.4]). Hence,
lim
←λ′
sH t (C ′ ∗) =
{
lim←λ′ Ht(C′ ∗) = Ht(C˜∗λ′), s = 0,
0, s  1,
(32)
for all t ∈ Z (see, e.g., [7, Theorem C, p. 144]).
Using (26), (27), (32) and (31), one obtains that, indeed, Hm(C∗) ≈ Hm(0)(C∗) ≈
lim←λ Hm(C∗) ≈ lim←λ′ Hm(C′ ∗) ≈ Hm(C∗λ′). We considered in (26) and (27) two di-
mensions m and m− 1 and t = m− 1,m− 2, . . . , s = 0,1, . . . , and t = m− 2,m− 3, . . . ,
s = 1,2, . . . , respectively. 
Corollary 5. Let C∗ be a rudimentary pro-cochain complex, i.e., a system indexed by a
singleton Λ = {0} and consisting of a single cochain complex C∗. Then the strong coho-
mology group Hm(C∗) is isomorphic to the cohomology group Hm(C∗), for every m ∈ Z.
Remark 5. As it was noted in [37] the assertion of Corollary 5 is not totally obvious
because of the presence of degenerate sequences λ = (λ, . . . , λ). However, in defining
strong cohomology groups, restricting to non-degenerate sequences λ does not effect the
groups (see [29, Theorem 6, p. 37]; also [37, Lemma 19.30, p. 396]). If C∗ is a cochain
complex, then by R(C∗) we denote the rudimentary inverse system, which is indexed by a
singleton Λ = {0}. There are two natural cochain mappings h :R(C∗) → C∗ and g :C∗ →
R(C∗), given by
h(x) = x0 (33)
and
(gy)0 = y; (gy)λ = 0, λ = (0, . . . ,0) ∈ Λn, n 1, (34)
respectively, such that hg = 1 and gh  1 ( denotes the cochain homotopy). Hence, h
and g induce isomorphisms of cohomology groups. (See details see in [29, pp. 35–37]).
We also need the following proposition (see [25, Theorem 5, p. 123]).
Proposition 9. Let C∗ = (C∗(λ,µ),p∗(λ,µ)(λ′,µ′),Λ × M) be an inverse system of cochain
complexes and cochain mappings, indexed by a product Λ×M of cofinite directed sets Λ
and M . Then
holim
←(λ,µ)
C∗(λ,µ)  holim←λ holim←µ C
∗
(λ,µ)  holim←µ holim←λ C
∗
(λ,µ). (35)
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Let X be a Tychonoff space and let K = (Kµ, iµµ′ ,M) be the direct system of all
compact subsets Kµ of X, indexed by a directed set M , where the ordering on it is usual,
i.e., µ µ′ if and only if Kµ ⊆ Kµ′ , and iµµ′ :Kµ → Kµ′ , µ µ′, are inclusions.
Definition 3. The mth strong bonding homology group Hbdm (X;G) of a space X, m ∈ Z,
is the direct limit lim→µHm(X,Kµ;G) of the mth relative strong homology groups
Hm(X,K
µ;G) of pairs of spaces (X,Kµ), µ ∈ M .
Remark 6. One can also start with any cofinal subsystem K ′ = (Kµ, iµµ′ ,M ′) of K , since
the functor of direct limit is stable under restriction to cofinal subsystems (see, e.g., [8,
Theorem 4.13]). We prefer to use all subsets for the single-valuedness and simplicity of
the exposition. Nevertheless, we shall use cofinal subsystems too.
Remark 7. To define relative strong homology groups Hm(X,A;G) one has to choose
a polyhedral or an ANR-resolution p : (X,A) → (X,A) = ((X,A)λ,pλλ′ ,Λ) of a pair
(X,A). Existence of such resolutions is insured by [41, I. §6.5, Theorem 10] and [33,
Theorems 6.22, 6.23]. Then put
Hm(X,A;G) = Hm(X,A;G). (36)
These groups are completely determined by (X,A), m and G and do not depend on the
choice of a polyhedral or ANR-resolution. Notice that in the original definition of the rel-
ative strong homology group a polyhedral or ANR-resolution of a pair (X,A) is supposed
to consist of closed pairs (X,A)λ, i.e., Aλ is a closed subset of Xλ, which immediately im-
plies isomorphisms Hm(X,A;G) ≈ Hm(X, A¯;G), m ∈ Z, where A¯ is the closure Cl(A)
of A in X. Here we use a more flexible construction proposed by the author in [20], which
is called an O-resolution p : (X,A) → (X,A) = ((X,A)λ,pλλ′ ,Λ)) of a pair (X,A), con-
sisting of open pairs (X,A)λ of polyhedra or ANR’s. For normal closed pairs (X,A), i.e.,
when A is normally embedded in X provided for every normal covering V of A there is
a normal covering U of X such that U |A = (U ∩ A :U ∈ U) refines V , relative strong ho-
mology groups defined with the help of a polyhedral or an ANR-resolution and with the
help of an O-resolution coincide, but they differ in general. Especially O-resolutions are
fruitful in duality theory of manifolds, e.g., when X = Sm, since they give non-trivial mth
relative strong homology groups Hm(X,X \ {x}), for every x ∈ X. At the same time the
usual relative strong homology group of (X,X \ {x}) is zero.
Theorem 1. Strong bonding homology groups Hbdm (X;G), m ∈ Z, are included in a nat-
ural long exact sequence (3).
To prove this theorem we need the following
Proposition 10. Every pair (X,A), where A is a compact subspace of a Tychonoff space X,
is a normal pair.
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of A. Since A is compact, one can choose a finite subcovering, which we denote by the
same letter V = (V1, . . . , Vs). We find open sets Ui , i = 1, . . . , s, in β(X) such that Vi =
Ui ∩A, i = 1, . . . , s. Put U0 = β(X) \A. Clearly, U0 is open in β(X), since A is a closed
set. Hence, U = (U0,U1, . . . ,Us) is an open covering of β(X) such that U |A refines V .
Since β(X) is a normal space, there exists a partition of unity on β(X) subordinated to U
(see, e.g., [8, X. §11, Theorem 11.8]). One can see that the restriction of such a partition of
unity on X is a partition of unity on X subordinated to U |X. 
Proof of Theorem 1. It is well-known that for any normal pair (X,Kµ) strong homology
groups are exact (see, e.g., [37, Theorem 19.5, p. 381]). Consider, for every µ  µ′, the
following commutative diagram with exact rows
· · · Hm+1(X,Kµ;G)
∂
µ
m+1
j
µµ′
m+1
Hm(K
µ;G) i
µ
m
i
µµ′
m
Hm(X;G) j
µ
m
Hm(X,K
µ;G)
j
µµ′
m
· · ·
· · · Hm+1(X,Kµ′ ;G)
∂
µ′
m+1
Hm(K
µ′ ;G)i
µ′
m
Hm(X;G) j
µ′
m
Hm(X,K
µ′ ;G) · · · .
(37)
Since the functor lim→µ is exact, we apply it to (37) and obtain (3). 
The very simple Definition 3 of strong bonding homology allows already to study it,
but deeper investigations require a more complicated description. For this purpose, we shall
prove the following important theorem, which is called the existence theorem of compatible
polyhedral resolutions.
Theorem 2. Let X be a Tychonoff space and K = (Kµ, iµµ′ ,M) be any direct system of
compact subsets Kµ of X, indexed by an ordered set M , with inclusions iµµ′ :Kµ → Kµ′ ,
µ  µ′, as bonding mappings. Then there exist a polyhedral resolution p = (pλ) :X →
X = (Xλ,pλλ′ ,Λ) of X and, for every µ ∈ M , a polyhedral resolution qµ = (qµλ ) :Kµ →
Kµ = (Kµλ , qµλλ′ ,Λ) of Kµ such that the following properties hold:
q
µ
λ = pλ|Kµ, λ ∈ Λ, µ ∈ M; (38)
K
µ
λ ⊆ Kµ
′
λ ⊂ Xλ, λ ∈ Λ, µ µ′; (39)
q
µ
λλ′ = pλλ′ |Kµλ′ . (40)
Proof. Choose any polyhedral resolution s = (sν) :X → Y = (Yν, sνν′ ,N) of X, indexed
by a directed set N (see [41, Theorem 7, pp. 84–85]). For every polyhedron Yν , ν ∈ N , and
every compact subset sν(Kµ) in Yν , µ ∈ M , consider the inverse system V µν = {V κµν } of all
open neighborhoods of sν(Kµ) in Yν . Since every open subset V of a polyhedron is itself
a polyhedron (see, e.g., [41, Theorem 5, pp. 294–295]), we see that all V κµν and all of their
finite intersections are also polyhedra. Let Λ consist of all systems λ = (ν,V κµν ), where ν ∈
N , V
κµ
ν ∈ V µν and µ ∈ M , such that V κµν ⊆ V κµ′ν , whenever µ  µ′. Put Xλ = Yν and let
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′
µ
ν′ ) provided ν  ν′ and sνν′(V
κ ′µ
ν′ ) ⊆ V
κµ
ν ,
for all µ ∈ M , and define pλλ′ :Xλ′ → Xλ by putting pλλ′ = sνν′ |Xλ′ . Let µ ∈ M be fixed.
We put Kµλ = V κµν and define qµλ :Kµ → Kµλ by qµλ = pλ|Kµ, λ ∈ Λ, and qµλλ′ :Kµλ′ → Kµλ
by qµ
λλ′ = pλλ′ |Kµλ′ , λ λ′. Thus, we have a polyhedral resolution of X, because p :X → X
is a resolution of X. Moreover, we have morphisms of systems qµ = (qµλ ) :Kµ → Kµ =
(K
µ
λ , q
µ
λλ′ ,Λ), µ ∈ M , such that all Kµλ are polyhedra and properties (38)–(40) hold, i.e.,
p is compatible with respect to qµ, µ ∈ M .
The only thing which has to be proved is that the set Λ is not empty and that it is
directed. The first assertion is evident. Put λ = (ν,V κµν ), where V κµν = Yν , for all µ ∈ M .
Let λ = (ν,V κµν ) and λ′ = (ν′,V κ
′
µ
ν′ ) be any two elements in Λ. We will show that there
exists λ′′ = (ν′′,V κ
′′
µ
ν′′ ) such that λ
′′ ∈ Λ and λ′′  λ,λ′. Indeed, we choose ν′′  ν, ν′ and
put V
κ ′′µ
ν′′ = s−1νν′′(V
κµ
ν ) ∩ s−1ν′ν′′(V
κ ′µ
ν′ ), for every µ ∈ M . One can easily check that V
κ ′′µ
ν′′ ⊆
V
κ ′′
µ′
ν′′ , whenever µ µ′.
Notice that each open neighborhood U of sν(Kµ) in Yν can be included in some ele-
ment λ of Λ. Indeed, we put λ = (ν,V κµν ), where V κµν = U whenever sν(Kµ) ⊆ U and
V
κµ
ν = Yν otherwise. It means that qµ = (qµλ ) :Kµ → Kµ = (Kµλ , qµλλ′ ,Λ) has the follow-
ing property (B1) for resolution (see [41, Theorem 3, p. 76]):
(B1) For every λ ∈ Λ and every open neighborhood U in Kµλ of Cl(qµλ (Kµ)), there exists
a λ′  λ such that qµ
λλ′(K
µ
λ′) ⊆ U .
Notice that here Cl(qµλ (Kµ)) = qµλ (Kµ), because Kµ is a compact set.
In order to prove that qµ :Kµ → Kµ is a resolution of Kµ, µ ∈ M , one has to show
(see [41, Theorem 5, p. 79]) that qµ = (qµλ ) :Kµ → Kµ = (Kµλ , qµλλ′ ,Λ) has the following
property (B2) for resolutions (see [41, Theorem 4, p. 76]):
(B2) For every normal covering U of Kµ, there exist an index λ and a normal covering V
of Kµ such that (qµλ )−1(V) refines U .
It is known that if X0 is normally embedded in X, and p : (X,X0) → (X,X0) is a mor-
phism of inverse systems such that p :X → X is a resolution of X and p0 = p|X0 :X0 →
X0 has property (B1), then p0 is a resolution of X0 (see proof of Theorem 11 in [41, p. 89]).
Therefore, by Proposition 10, qµ :Kµ → Kµ is a resolution of Kµ, for all µ ∈ M . 
Remark 8. Instead of polyhedral resolutions in Theorem 2 one can consider ANR-resolu-
tions and prove the analogous existence theorem of compatible ANR-resolutions, or just
O-resolutions.
Remark 9. Notice that p : (X,Kµ) → (X,Kµ) is an O-resolution of (X,Kµ), for all µ,
because (Xλ,Kµλ ) is an open pair of polyhedra. We can add that there is a cofinal subsystem
((Xλ˜,K
µ
λ˜
), q
µ
λ˜λ˜′ , Λ˜), induced by a cofinal subset Λ˜ of Λ, such that ((Xλ˜,Cl(K
µ
λ˜
)),p
µ
λ˜λ˜′ , Λ˜)
is an inverse system of closed pairs of polyhedra and cofinal with respect to (X,Kµ). Nev-
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X = (Xλ,pλλ′ ,Λ) of X with compact Kµλ expect (since Kµ, µ ∈ M , are compact spaces),
unless X is a strongly paracompact Hausdorff space. The existence of such compactly
compatible resolutions should imply the independence of the definition of strong homol-
ogy groups Hm(X;G) of the choice of chain complexes on Xλ, e.g., the singular chain
complexes or the Massey chain complexes with compact supports. This problem is highly
difficult and solved when Xλ, λ ∈ Λ, are locally compact spaces (see [52, Theorem 5.1,
p. 137]). We shall discuss this problem in details below.
Corollary 6. If p = (pλ) :X → X and qµ = (qµλ ) :Kµ → Kµ, µ ∈ M , are like in Theo-
rem 2, then there exist a level morphism of systems iµµ′ = (iµµ′λ ,1Λ) :Kµ → Kµ
′
, µ µ′,
and a level morphism of systems iµ = (iµλ ,1Λ) :Kµ → X, µ ∈ M , such that
iµµ
′′ = iµ′µ′′ iµµ′, µ µ′  µ′′, (41)
and
iµ = iµ′ iµµ′, µ µ′. (42)
We shall call iµ and iµµ′ the embeddings of Kµ in X and in Kµ′ , respectively.
Proof. Indeed, 1Λ :Λ → Λ is the identity and we put iµµ′ = (iµµ
′
λ ,1Λ) and iµ = (iµλ ,1Λ),
where iµµ
′
λ and i
µ
λ are inclusions K
µ
λ → Kµ
′
λ and Kµ → Xλ, λ ∈ Λ, respectively, which
exist by formula (39). The desired properties follow immediately from formulae (39), (40)
and the definitions. 
Let p :X → X = (Xλ,pλλ′ ,Λ) be a polyhedral resolution of X, let K = (Kµ, iµµ′ ,M)
be the direct system of all compact subsets Kµ of X and, for every µ ∈ M , let qµ :Kµ →
Kµ = (Kµλ , qµλλ′ ,Λ) be a polyhedral resolution of Kµ such that (38)–(42) hold existence
of such compatible resolutions is insured by Theorem 2.
Consider now the corresponding pro-chain complex C∗ = (Cλ∗,pλλ′∗,Λ), where
Cλ∗ = S∗(Xλ;G), λ ∈ Λ, are the singular chain complexes with coefficients in an
Abelian group G, and pλλ′∗ :S∗(Xλ′ ;G) → S∗(Xλ;G), whenever λ  λ′, are the in-
duced chain mappings. We also consider, for every µ ∈ M , the pro-chain complex
C
µ∗ = (Cµλ∗, qµλλ′∗,Λ), where Cµλ∗ = S∗(Kµλ ;G), λ ∈ Λ, are the singular chain com-
plexes and qµ
λλ′∗ :S∗(K
µ
λ′ ;G) → S∗(Kµλ ;G), whenever λ λ′, are the induced chain map-
pings.
Put for shortness C¯∗(X;G) = holim←λ C∗ and by C¯µ∗ (Kµ;G) = holim←λ Cµ∗ , µ ∈ M .
Since p :X → X is a polyhedral resolution of X and, for every µ ∈ M , qµ :Kµ → Kµ
is a polyhedral resolution of Kµ, by Definition 2, Hm(X;G) = Hm(C¯∗(X;G)) and
Hm(K
µ;G) = Hm(C¯µ∗ (Kµ;G)), µ ∈ M , m ∈ Z.
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µ  µ′, and C¯µ∗ (Kµ;G) ⊆ C¯∗(X;G), µ ∈ M , which induce the following commutative
diagram with exact rows:
0 C¯∗(Kµ;G)
i¯
µµ′∗
C¯∗(X;G) C¯∗(X;G)/C¯∗(Kµ;G)
j¯
µµ′∗
0
0 C¯∗(Kµ
′ ;G) C¯∗(X;G) C¯∗(X;G)/C¯∗(Kµ′ ;G) 0.
(43)
Actually we have a direct system of short exact sequences. Applying the exact functor
lim→µ, we obtain the following short exact sequence
0 → C¯c∗(X;G) → C¯∗(X;G) → C¯bd∗ (X;G) → 0, (44)
where C¯c∗(X;G) = lim→µ C¯µ∗ (Kµ;G) and C¯bd∗ (X;G) = lim→µ C¯∗(X;G)/C¯µ∗ (Kµ;G).
Since the functor lim→µ commutes with the homology functor Hm(·), we obtain
Hm
(
C¯c∗(X;G)
)= Hm lim→µ C¯∗(Kµ;G) = lim→µHmC¯∗(Kµ;G)
= lim→µHm(K
µ;G) = Hcm(X;G) and
Hm
(
C¯bd∗ (X;G)
)= Hm lim→µ C¯∗(X;G)/C¯∗(Kµ;G) = lim→µHmC¯∗(X,Kµ;G)
= lim→µHm(X,K
µ;G) = Hbdm (X;G).
We call C¯c∗(X;G) and C¯bd∗ (X;G) the strong chain complex with compact supports and
the strong bonding chain complex of X with coefficients in G, respectively.
Applying Hm(·) to (44), one obtains immediately (3). This is an inner description of the
strong bonding homology.
We consider now the dual outer description of the strong bonding homology groups.
Let Cλ∗ = (Cλ∗,1λλ∗, {λ}) be the rudimentary pro-chain complex and let pλ∗ =
(pλ∗, ϕλ) :C∗ → Cλ∗ be the morphism of pro-chain complexes, given by ϕλ(λ) = λ and
pλ∗ = 1Cλ∗ , where C∗ and Cλ∗ = S∗(Xλ;G) are as above. Clearly,
pλ∗ = pλλ′∗pλ∗, λ λ′. (45)
Since ϕλ is increasing, by Proposition 1 and (45), we have a natural chain mapping
p¯λ∗ : C¯∗(X;G) → C¯∗(Xλ;G) such that
p¯λ∗ = p¯λλ′∗p¯λ∗, λ λ′, (46)
where C¯∗(Xλ;G) = holim←{λ} Cλ∗ and p¯λλ′∗ :Cλ′∗ → Cλ∗ is the induced chain mapping,
i.e., holim← pλλ′∗, where pλλ′∗ = (pλλ′∗, ϕλλ′) is a morphism of the rudimentary pro-chain
complexes, given by the function ϕλλ′ : {λ′} → {λ} and by the chain mapping pλλ′∗ :Cλ′∗ →
Cλ∗, whenever λ λ′.
For every λ ∈ Λ, consider the cylinder Cyl∗(p¯λ∗) of the mapping p¯λ∗, i.e., the
chain complex whose m-component Cylm(p¯λ∗) = C¯m(X;G)⊕C¯m−1(X;G)⊕C¯m(Xλ;G)
and the differential ∆m is given by the formula ∆m(xm,ym−1, zm) = (dmxm + ym−1,
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pings u¯λ∗ : C¯∗(X;G) → Cyl∗(p¯λ∗) and v¯λ∗ : Cyl∗(p¯λ∗) → C¯∗(Xλ;G), given by the formu-
lae u¯λ∗(x) = (x,0,0) and v¯λ∗(x, y, z) = p¯λ∗(x)+ z. Moreover, v¯λ∗ induces isomorphisms
in homologies, i.e.,
Hm
(
Cyl∗(p¯λ∗)
)≈ Hm(C¯∗(Xλ;G))≈ Hm(Xλ;G) = Hsm(Xλ;G), m ∈ Z. (47)
One can also check that, for every λ  λ′, there is a chain mapping w¯λλ′∗ : Cyl∗(p¯λ′∗) →
Cyl∗(p¯λ∗), given by w¯λλ′∗(x, y, z′) = (x, y, p¯λλ′∗(z′)), such that u¯λ∗ = w¯λλ′∗u¯λ′∗, i.e., the
following diagram is commutative
C¯∗(X;G) u¯λ′∗ Cyl∗(p¯λ′∗)
w¯λλ′∗
C¯∗(X;G) u¯λ∗ Cyl∗(p¯λ∗)
(48)
and p¯λλ′∗v¯λ′∗ = w¯λλ′∗v¯λ∗, i.e., the following diagram is commutative
Cyl∗(p¯λ′∗)
v¯λ′∗
w¯λλ′∗
C¯∗(Xλ′ ;G)
p¯λλ′∗
Cyl∗(p¯λ∗)
j¯λ∗
C¯∗(Xλ;G)
(49)
The verification is simple and we omit the details (see, e.g., [4, Chapter X, 2.6]).
The main value of this Cyl-construction is the existence of a pro-chain complex
(Cyl∗(p¯λ∗), w¯λλ′∗,Λ) and of a level morphism v¯∗ = (v¯λ∗) : (Cyl∗(p¯λ∗, w¯λλ′∗,Λ) →
(C¯λ∗, p¯λλ′∗,Λ), which, by formula (47) and Corollary 2, yields the same strong homology
group, i.e.,
Hm
(
holim←λ Cyl∗(p¯λ∗)
)
≈ Hm
(
holim←λ S∗(Xλ;G)
)
= Hm(X;G) (50)
and, most important, there is an embedding of C¯∗(X;G) in Cyl∗(p¯λ∗), for all λ ∈ Λ.
Hence, by formula (44), there is an embedding
C¯c∗(X;G) ⊆ Cyl∗(p¯λ∗), (51)
for all λ ∈ Λ. Therefore, we have an inverse system of the following exact sequences of
chain complexes:
0 → C¯c∗(X;G) → Cyl∗(p¯λ∗) → Cyl∗(p¯λ∗)/C¯c∗(X;G) → 0. (52)
We apply now the exact functor holim←λ (see above Proposition 1) and obtain the
following exact sequence:
0 → holim←λ C¯
c∗(X;G) → holim←λ Cyl∗(p¯λ∗)
→ holim(Cyl∗(p¯λ∗)/C¯c∗(X;G))→ 0. (53)←λ
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that the short exact sequence (53) induces (3). Moreover, we have a new description of the
strong bonding homology group, given by the following formula:
Hbdm (X;G) = Hm
(
holim←λ Cyl∗(p¯λ∗)/C¯
c∗(X;G)
)
. (54)
Remark 10. One can easily define the relative strong bonding homology group
Hbdm (X,A;G). For this purpose, one has to choose a polyhedral resolution, or, more gen-
eral, an O-resolution s : (X,A) → (Y ,B) of a pair (X,A) and repeat the construction in
Theorem 2 for pairs. When one obtains the corresponding compatible polyhedral resolution
p : (X,A) → (X,A), one can see that C¯bd∗ (A;G) is a chain subcomplex of C¯bd∗ (X;G).
Then put C¯bd∗ (X,A;G) = C¯bd∗ (X,A;G) = C¯bd∗ (X;G)/C¯bd∗ (A;G). Consequently, one
obtains the following exact sequence
0 → C¯c∗(X,A;G) → C¯∗(X,A;G) → C¯bd∗ (X,A;G) → 0. (55)
Then we put Hbdm (X,A;G) = Hm(C¯bd∗ (X,A;G)). Applying the homology functor to
(55), one obtains (3) for the relative strong homology. We omit the details, because in the
sequel we only consider absolute case.
4. When is µ¯m an isomorphism?
As above let K = (Kµ, iµµ′ ,M) be the direct system of all compact subsets Kµ of a Ty-
chonoff space X over M , directed by inclusions. For every µ µ′, consider the following
commutative diagram:
Hn(K
µ;G) i
µ
n
i
µµ′
n
Hn(X;G)
Hn(K
µ′ ;G) i
µ′
n
Hn(X;G)
(56)
Theorem 3. If for each µ ∈ M there exists a µ′  µ such that
iµ
′
n is an epimorphism, for n = m, (57)
Ker(iµn ) = Ker(iµµ
′
n ), for n = m, (58)
then µ¯m in (3) is an isomorphism. If in addition (57) holds for n = m + 1, then
Hbdm+1(X;G) = 0.
Proof. Let µ0 be any element of M . By (57), we can find a µ  µ0 such that iµm is an
epimorphism. Then there exists a µ′  µ such that (57) and (58) hold. Therefore, from
(37) we obtain the following commutative diagram with exact rows:
Ju.T. Lisica / Topology and its Applications 153 (2005) 394–447 4110 Hm+1(X,Kµ;G)/ Im(jµm+1)
∂˜
µ
m+1
j˜
µµ′
m+1
Hm(K
µ;G) i
µ
m
i
µµ′
m
Hm(X;G) 0
0 Hm+1(X,Kµ
′ ;G)/ Im(jµ′m+1)
∂˜
µ′
m+1
Hm(K
µ′ ;G) i
µ′
m
Hm(X;G) 0
(59)
where j˜µµ
′
m+1 is induced by j
µµ′
m+1 and ∂˜
µ
m+1 and ∂˜
µ′
m+1 are induced by ∂
µ
m+1 and ∂
µ′
m+1, re-
spectively. Since, by exactness, in diagram (59) Im(∂˜µm+1) = Ker(iµm) and Ker(∂˜µ
′
m+1) = 0,
then, by (58), Im(∂˜µm+1) = Ker(iµµ
′
m ) and thus, Im(j˜µµ
′
m+1) = 0. Therefore, Im(j˜µ0µ
′
m+1 ) = 0.
Thus, we have actually proved that, for every µ ∈ M , there exists a µ′  µ such that in (59),
Im(j˜µµ
′
m+1) = 0 and this means that lim→µHm+1(X,Kµ;G)/ Im(jµm+1) = 0. Applying now
the functor lim→µ to (59), we obtain Hcm(X;G) = lim→µHm(Kµ;G) ≈ Hm(X;G). If in
addition iµm+1 is an epimorphism, then by (37), Im(j
µ
m+1) = 0. Hence, by applying lim→µ
to (59), we conclude that Hbdm+1(X;G) = lim→µHm+1(X,Kµ;G) = 0. 
Corollary 7. If (57) holds for n  m + 1 and (58) holds for n  m, then µ¯n is an
isomorphism for all n  m, and it is an epimorphism for n = m + 1. And therefore,
Hbdn (X;G) = 0, for all nm+ 1.
Remark 11. Corollary 7 is the classical form of such a type theorem. Note also that, by
Remark 6, the assertion of Theorem 3 is valid, if the assumptions hold for any cofinal
subset M˜ of M .
Definition 4. A Tychonoff space X is called strongly homologically m-compactly repre-
sented with respect to G if there is a µ0 such that each µ µ0 admits a µ′  µ such that
i
µ′
m | Im(iµµ
′
m ) is an isomorphism of Im(iµµ
′
m ) onto Hm(X;G).
Proposition 11. A Tychonoff space X is strongly homologically m-compactly represented
with respect to G if and only if (57) and (58) hold for some cofinal subset M˜ of M .
Proof. Let (57) and (58) in the assumption of Theorem 3 hold. By (57), for any
µ1 ∈ M , by (57), we can find a µ0  µ1 such that iµ0m is an epimorphism. Let µ
be any element of M such that µ  µ0. Then iµm is also an epimorphism, because
i
µ
mi
µ0µ
m = iµ0m . Then, by (58), there exists µ′  µ such that Ker(iµm) = Ker(iµµ
′
m ).
Therefore, Im(iµµ
′
m ) = Hm(Kµ;G)/Ker(iµµ
′
m ) = Hm(Kµ;G)/Ker(iµm) ≈ Hm(X;G) and
Ker(iµ
′
m | Im(iµµ
′
m )) = 0, because iµ
′
m i
µµ′
m = iµm.
Conversely, let X be strongly homologically m-compactly represented with respect
to G. Here and further we define Mµ0 by putting Mµ0 = {µ ∈ M :µ µ0}. Clearly, Mµ0
is cofinal in M . So, we put M˜ = Mµ0 . We show that (57) and (58) hold. Indeed, take any
µ˜ ∈ M˜ . Then µ˜  µ0 and we can find µ˜′  µ˜ such that Im(iµ˜µ˜
′
m ) ≈ Hm(X;G) and this
isomorphism is iµ˜
′
m | Im(iµ˜µ˜
′
m ). Therefore, iµ˜
′
m is an epimorphism and Ker(iµ˜m) = Ker(iµ˜µ˜
′
m ),
because iµ˜m = iµ˜
′
m i
µ˜µ˜′
m and Ker(iµ˜
′
m | Im(iµ˜µ˜
′
m )) = 0. 
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represented with respect to G for all m ∈ Z. Then µ¯m is an isomorphism for all m. In
particular, this happens when there exists a compact subset Kµ0 of X such that Kµ0 is a
weak deformation retract of X.
Proof. The first assertion is clear because of Proposition 11 and Theorem 3.
Now let Kµ0 be a weak deformation retract of X. Then there exists a deformation
Φ :X × I → X such that Φ(x,0) = x, Φ(x,1) ∈ Kµ0 and Kµ0 is a weak retract of X.
Therefore, iµ0 is a homotopy equivalence (see e.g., [53, Chapter 1, Lemma 4]), and hence,
i
µ0
m is an isomorphism for all m. If Kµ is a compact set of X such that Kµ0 ⊆ Kµ, we
put Kµ′ = Im(Φ|Kµ). Clearly, Kµ ⊆ Kµ′ and Im(iµ0µ′m ) = Im(iµµ
′
m ). Then iµ
′
m | Im(iµµ
′
m )
is an isomorphism of Im(iµµ
′
m ) onto Hm(X;G), since Ker(iµ
′
m | Im(iµ0µ
′
m )) = 0. Therefore,
X is a strong homological m-shrinking with respect to G, for all m. Then we apply the first
assertion.
This was the inner approach to the study of µ¯m. Now we shall consider the outer ap-
proach. Let p = (pλ) :X → X = (Xλ,pλλ′ ,Λ) be polyhedral or ANR-resolution of X (see
Remark 8), obtained in Theorem 2. Taking into account Proposition 8, by formulae (53),
(50), (48), (49) and (51), for every λ λ′, we obtain the following commutative diagram
with exact rows:
· · · Hn+1(X : X′λ;G)
∂λ′n+1
p¯λλ′n+1
Hcn(X;G)
iλ′n H sn(Xλ′ ;G) jλ′n
pλλ′n
Hn(X : Xλ′n;G)
p¯λλ′n
· · ·
· · · Hn+1(X : Xλ;G)∂λn+1Hcn(X;G) iλn Hn(Xλ;G)
jλn
Hn(X : Xλn;G) · · ·
(60)
where we denote, for simplicity, Hn(Cyl∗(p¯λ∗)/C¯c∗(X;G)), by Hn(X : Xλ;G), n ∈ Z. 
Theorem 4. If, for each λ ∈ Λ, there exists a λ′  λ such that
iλ′n is an monomorphism, for nm− 1, (61)
Im(iλn) = Im(pλλ′n), for nm, (62)
then Hbdn (X;G) = 0, for all nm, and hence, µ¯n in (3) is an isomorphism for all nm
and monomorphism for n = m− 1. Moreover, Hn(X;G) ≈ Hˇn(X;G), for all nm.
Proof. Let λ0 be any fixed element of Λ. Then as above Λ˜ = Λλ0 = {λ˜: λ˜  λ0} is ev-
idently cofinal in Λ. By assumption in Theorem 4, there is an λ˜  λ0 such that iλ˜n is a
monomorphism for all nm − 1. Without loss of generality we can assume that Λ˜ = Λ,
i.e., for all λ ∈ Λ, iλn is a monomorphism for all nm−1. Again by the same assumption,
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tive diagrams with exact rows:
0 Hcn(X;G)
iλ′n H sn(Xλ′ ;G) jλ′n
pλλ′n
Hn(X : Xλ′n;G)
p¯λλ′n
0
0 Hcn(X;G) iλn H sn(Xλ;G)
jλn
Hn(X : Xλn;G) 0
(63)
for all nm.
We see that Im(p¯λλ′n) = 0, because Im(iλn) = Im(pλλ′n) and Ker(iλn) = 0, for all
nm. Therefore, by Proposition 7,
Hbdn (X;G) = Hn
(
C¯bd∗ (X;G)
)
= Hn
(
holim←λ Cyl∗(p¯λ∗)/C¯
c∗(X;G)
)
= 0, for all nm.
Furthermore, Hcn(X;G) ≈ lim←λ Hsn(Xλ;G) and hence, in this case Hn(X;G) ≈
Hˇn(X;G), for all nm, because Hˇn(X;G) = lim←λ Hsn(Xλ;G). 
Definition 5. A Tychonoff space X is called a strong homological m-retract with
respect to G if there is a λ0 such that each λ  λ0 admits a λ′  λ such that
iλm|Hcm(X;G) :Hcm(X;G) → Im(pλλ′m) is an isomorphism of Hcm(X;G) onto Im(pλλ′m).
Proposition 12. A Tychonoff space X is a strong homological m-retract with respect to G
if and only if (61) and (62) in the assumption of Theorem 4 hold for a cofinal subset M˜
of M .
The proof is analogous as in Proposition 11.
Corollary 9. If (61) and (62) hold, for all m ∈ Z, then µ¯m is an isomorphism for all m.
Corollary 10. Let X be a Tychonoff space, which is a strong homological m-retract with
respect to G, for all m ∈ Z. Then µ¯m is an isomorphism for all m. In particular, when X is
a weak neighborhood deformation retract of some polyhedron or ANR-space Xλ0 .
The proof is analogous as in Corollary 8.
Remark 12. The property for X to be a strong homological m-retract with respect to
G has a simple description: for any polyhedral or ANR-resolution p = (pλ) :X → X =
(Xλ,pλλ′ ,Λ) of X, one can find a λ0 such that, for every λ  λ0, pλm :Hcm(X;G) →
Hsm(Xλ;G) is an embedding, whose image is a direct summand, i.e., Hsm(Xλ;G) =
Hcm(X;G) ⊕ W(Xλ), where W(Xλ) is some group. Moreover, there exists a λ′  λ such
that Im(pλm) = Im(pλλ′m) and hence, the pro-group (W(Xλ),pλλ′m,Λ) is zero. That is
why such inverse systems (Hsm(Xλ;G),pλλ′m,Λ) were called almost constant (see [50,
p. 1050]).
414 Ju.T. Lisica / Topology and its Applications 153 (2005) 394–447Remark 13. The classical form of theorem like in Corollary 10, i.e., to find some local
properties in dimensions n  m and show that µ¯n is an isomorphism for n  m and a
epimorphism for n = m + 1, is impossible. The reason is in the structure of the strong
homology group Hn(X;G) which involves, by (26), higher limits lims←λ Hn+s(X;G),
s  0, and therefore, needs also some conditions on higher degrees than m (see below an
example, exhibited by S. Mardešic´).
Remark 14. The notion of strong homological m-retract with respect to G goes back to
P.S. Alexandroff’s definition of the homological m-retract with respect to G [1], which is
nothing else but Definition 5, one has only to replace Hcm(X;G) by the ˇCech homology
group with compact supports Hˇ cm(X;G) (see [2, Theorem 1, p. 105]). Notice that in [1] X
were subsets of the Euclidean space and Xλ were open neighborhoods of X. This allowed
us to study successfully the natural transformation µˇm : Hˇ cm(X;G) → Hˇm(X;G). As to
the notion of strongly homologically m-compactly represented space X with respect to G,
it was also patterned from the definition of homological inner m-retract with respect to G,
given in [1] (see also [2, Property Jm, p. 106]), but radically changed. Property Jm is
nothing else but Definition 4, one has only to replace Hm(X;G) by the ˇCech homology
group with compact supports Hˇ cm(X;G) and Hm(Kµ;G) by the ˇCech homology group
Hˇm(K
µ;G). This was not so successful (as it should be) and some negative results for
the original notion of the homological inner m-retract was immediately obtained in [44,
p. 223].
We now recall some well-known definitions from homology theory. Let H∗ be a homol-
ogy theory.
A space X is said to be homologically locally m-connected with respect to H∗ if for
each x ∈ X and an open neighborhood U of x there exists an open neighborhood V of x
such that the induced homomorphism Hn(V,x) → Hn(U,x) is trivial for nm.
The concept of a cohomologically m-connected space with respect to cohomology the-
ory H ∗ is similarly defined only Hn(U,x) → Hn(V,x) is trivial for nm.
We will use the following notations (some are well-known).
• X ∈ HLCmG if it is homologicaly locally m-connected with respect to singular homol-
ogy Hs∗ (X;G);
• X ∈ hlcmG if it is homologicaly locally m-connected with respect to strong homology
with compact supports Hc∗(X;G);
• X ∈ shlcmG if it is homologicaly locally m-connected with respect to strong homology
H ∗(X;G);
• X ∈ CLCmG if it is cohomologicaly locally m-connected with respect to singular coho-
mology H ∗s (X;G);
• X ∈ clcmG if it is cohomologicaly locally m-connected with respect to ˇCech cohomol-
ogy Hˇ ∗(X;G);
• X ∈ sclcmG if it is cohomologicaly locally m-connected with respect to strong coho-
mology H ∗(X;G).
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In the special case G = Z, i.e., when Z is the group of integers, we simplify our nota-
tions, e.g., HLCmG
not= HLCm.
Theorem 5. Let X be a paracompact Hausdorff space and X ∈ hlc∞G . Then Hbdm (X;G) = 0
for all m, and thus, µ¯m is an isomorphism for all m.
Proof. Using the homology spectral sequence of an open covering, C.N. Lee proved that if
X is a paracompact Hausdorff space and X ∈ hlcmG with respect to any additive axiomatic
homology theory H∗ such that Hn = 0, for n < 0, (in particular, these requirements hold
for Hc∗), then, for each open covering α of X, there exist a locally finite open covering β
of X, which refines α, such that (61) holds for n  m and (62) holds for n  m + 1. Of
course, up to notation, i.e., Xλ = Nα and Xλ′ = Nβ , where Nα is the nerve of α and Nβ
is the nerve of β and the bonding morphism pαβn = pλλ′n is the induced mapping of the
(uniquely determined) H -map pαβ given by any simplicial projection which sends a vertex
V of β to a vertex U of α with V ⊆ U . At last, pαn = iλn, λ ∈ Λ, is the induced mapping
of the canonical map pα :X → Nα (see [17, Theorem 3.3, p. 212]).
Since the canonical maps p = (pα) :X → C(X) = (Nα,pαα′ ,A) of X to the ˇCech sys-
tem C(X) is a polyhedral expansion of X (see [41, Theorem 3, p. 49]), the pro-groups
Hn(C(X);G) and Hn(X;G) are isomorphic in pro-AG. Therefore, (61) holds for nm
and (62) holds for n  m + 1, for Hn(X;G). This readily follows by a diagram chasing
argument, applied to isomorphic systems.
Since X ∈ hlc∞G , i.e., X ∈ hlcmG for all m, then, by Corollary 9, µ¯m is an isomorphism
for all m. 
Remark 15. P.S. Alexandroff proved that if X is a subset of the Euclidean space and
is a homological m-retract, then the natural transformation µˇm in (6) is an isomorphism
of homology groups [1]. The first result of such type as in Corollary 7 was obtained by
S. Mardešic´ [31], who proved the isomorphism T sn in (7), for all n  m and for arbi-
trary G, under the slightly weaker hypothesis when X is a paracompact Hausdorff space,
X ∈ HLCm−1 and X has neighborhood bases projecting homologically trivially into the
total space in degree m (this is called semi-m-connectedness). Later, encouraged by [31],
O. Jussila showed that if a paracompact Hausdorff space X ∈ HLCm, then T sn is an isomor-
phism for all n  m simultaneously for many homology theories [14, Theorem 1, p. 8].
Then O. Jussila and G.E. Bredon independently proved that if X is a locally compact
paracompact space and X ∈ hlcm, then T cn in (8) is an isomorphism for n  m, and the
isomorphism T ′cn in (9) remains valid without the paracompactness condition ([15, p. 5];
[5, Theorem 9.3, p. 25]). Notice that Bredon considered the Borel–Moore homology with
compact supports and with more general locally constant coefficients. C.N. Lee proved that
if X is a locally compact Hausdorff space and X ∈ HLCm, then T ′sn in (7) is an isomorphism
for n  m − 1, and it is an epimorphism for n = m. Notice that O. Jussila and C.N. Lee
considered the classical Borel–Moore homology with compact supports Hc∗ (X;G)
which, in general, does not coincide with Hc∗(X;G) (see [45, pp. 94–95]; [48, p. 95]).
E.G. Sklyarenko summarized it and proved the uniqueness theorem for homology with
compact supports in the category of locally contractible (lc) paracompact Hausdorff spaces,
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hood V ⊆ U of x together with a homotopy ht :V → U , 0  t  1, such that h0 is the
inclusion map and h1 is a constant map, ([46, Theorem 8, p. 222]). By Theorem 5, using
Mardešic´’s result, we can summarize (under a bit weaker assumption) saying that, for para-
compact Hausdorff space X ∈ HLC∞G ∩hlc∞G , all homology theories Hs∗ (· ;G), Hc∗ (· ;G),
Hc∗(· ;G), H ∗(· ;G), Hˇ c∗ (· ;G) and Hˇ∗(· ;G) are naturally isomorphic.
Remark 16. For any polyhedral or ANR-resolution p :X → X = (Xλ,pλλ′ ,Λ) of X, in-
stead of the singular chain complexes of Xλ, we could consider other chain complexes,
e.g., the Massey chain complexes with compact supports
Cc∗(Xλ;G) = lim→µHom
(
C∗(Kµ),G
)
,
where C∗(Kµ) is the Massey cochain complex with integer coefficients and Kµ, µ ∈ M ,
are all compact subsets of Xλ, etc. with the same homology Hcm(Xλ;G) ≈ Hsm(Xλ;G),
since any polyhedron is a locally contractible paracompact space and hence, by Remark 15,
all homology theories with compact support coincide. Thus, one can define the strong ho-
mology group by the formula Hm(X;G) = Hm(holim←λ Cc∗(Xλ;G)) and the strong bond-
ing homology group by the formula Hbdm = lim→µHm(X,Kµ;G), where Kµ, µ ∈ M , are
all compact subsets in X, or just Hbdm (X;G) = Hm(holim←λ Cc∗(Cyl(pλ))/Cc∗(X;G)),
where Cyl(pλ) is the cylinder of the map pλ :X → Xλ, λ ∈ Λ. The long exact se-
quence (3) is also valid for the groups Hcm(X;G) = lim→µHm(Kµ;G), Hm(X;G) and
Hbdm (X;G). We denote for a while these classical homology groups without any marks.
Since Hm(Kµ;G) ≈ Hm(Kµ;G) (see [52, Theorem 5.1, p. 137]), clearly, Hcm(X;G) =
lim→µHm(Kµ;G) ≈ lim→µHm(Kµ;G) = Hcm(X;G). Nevertheless, Hm(X;G) and
Hbdm (X;G) need not be isomorphic to Hm(X;G) and Hbdm (X;G), respectively, unless
X is a strongly paracompact Hausdorff space, because beside this class of spaces the
natural mutually encountered chain mappings of the corresponding chain complexes of
polyhedra Xλ (i.e., a sequence of arrows (un, . . . , u1) in the category of chain complexes,
where the end of ui is the origin of ui+1, the origin of u1 is Cc∗(Xλ;G) and the end of
S∗(Xλ;G), and morphisms u :C → C′ are two types of arrows, namely, u and arrows
u− :C → C′, which are u :C′ → C), which commute with pλλ′∗, have not yet been found.
At the same time, for a paracompact Hausdorff space X ∈ hlc∞G , there is a natural isomor-
phism Hm(X;G) ≈ Hm(X;G). Indeed, since Hcm(X;G) satisfies the Compact Supports
Axiom and the Additivity Property and Hcm(X;G) = 0, for m < 0, by the Lee Theorem,
the assertion of Theorem 5 is true for Hbd∗ , i.e., Hbdm (X;G) = 0, for all m, therefore, by
(3) for these classical homologies, Hm(X;G) ≈ Hm(X;G).
5. Strong bonding cohomology
In this and the next sections for convenience we denote by K = (Kµ, iµµ′,M) the direct
system of all compact subsets Kµ of X, ordered by inclusions.
Definition 6. By the mth strong cohomology group Hm(X;G) of a Tychonoff space X,
with coefficients in G, m ∈ Z, we mean the mth cohomology group Hm(C¯∗(X;G)),
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the Alexander–Spanier cochain complexes C∗(Kµ;G) of Kµ and the induced homomor-
phisms i∗
µµ′ :C
∗(Kµ′ ;G) → C∗(Kµ;G), µ µ′.
Remark 17. Originally (see [20]) and in Introduction, Hm(X;G) was defined with the
help of the Massey cochain complexes C∗(Kµ;G), i.e., localized finite-valued functions∏m
n=0 Kµ → G. (The Alexander–Spanier cochain complexes are obtained by localizing
arbitrary functions of this type.) But, due to Keese’s and, more general, Gordon’s the-
orems (see, e.g., [42, Chapter 8, Theorem 8.1]), for paracompact Hausdorff spaces X,
the set CmL (X;G) of locally finite-valued functions (for compact X the set Cmf (X;G) of
finite-valued functions), localized at zero, is a subcomplex of the set Cm(X;G) of all
functions
∏m
n=0 X → G, localized at zero, and for each m ∈ Z, the inclusion CmL (X;G) →
Cm(X;G) induces isomorphism HmL (X;G) → Hm(X;G) of cohomology groups. There-
fore, by Corollary 2, the definition of the strong cohomology group Hm(X;G) does not
depend on which of the above cochain complexes Cmf (Kµ;G), CmL (Kµ;G) or Cm(X;G)
are used. Moreover, for any closed pair (X,A), there is an epimorphism C∗(X;G) →
C∗(A;G) for any of the above complexes. Denote C∗(X,A;G) = Ker(C∗(X;G) →
C∗(A;G)). Then the relative cohomology group Hm(X,A;G) in the sense of Alexander–
Spanier is defined as Hm(C∗(X,A;G)).
Definition 7. By the mth relative strong cohomology group Hm(X,A;G) of a Ty-
chonoff space X, with coefficients in G, m ∈ Z, we mean the mth cohomology group
Hm(C¯∗(X,A;G)), where C¯∗(X,A;G) = holim←µ C∗(Kµ,Lµ;G)) and (Kµ,Lµ) ⊆
(X,A) and (Kµ,Lµ), µ ∈ M , are all compact pairs of (X,A).
Remark 18. Strong cohomology theory H ∗ satisfies all Eilenberg–Steenrod axioms (see
[26]). Below we shall prove the Strong Excision Axiom and the Additivity Property. Since
Hn(Kµ;G) = 0, for all n < 0, Hm(X;G) = 0 for all m < 0 (see also the proof of The-
orem 17 below). By Definition 1, the spectral sequence, defined by (21)–(23), is regular,
hence, strongly convergent. Moreover, for any polyhedron or ANR-space X, since, e.g.,
for polyhedron, K˜ = (Kµ˜, i˜µ˜µ˜′, M˜) with finite polyhedra Kµ˜, µ˜ ∈ M˜ , is cofinal in K , and
hence, by (26) and (27), this spectral sequence degenerates into the following short exact
sequence
0 → 1lim←µH
m−1(Kµ˜;G) → Hm(X;G) → lim←µ˜H
m(Kµ˜;G) → 0. (64)
Since the same formula (64) holds for Hˇm(X;G) ≈ Hm(X;G) (see, e.g., [52, Propo-
sition 3.1, p. 124]), we obtain isomorphisms Hm(X;G) ≈ Hm(X;G) ≈ Hˇm(X;G), for
all m.
Definition 8. By mth strong bonding cohomology group Hmbd(X;G) of a Tychonoff
space X, with coefficients in G, m ∈ Z, we mean Hm(C¯∗bd(X;G)), where C¯∗bd(X;G) =
holim←µ C∗(X,Kµ;G).
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natural long exact sequence (4).
Proof. Consider the inverse system of the following short exact sequences:
0 → C∗(X,Kµ;G) → C∗(X;G) → C∗(Kµ;G) → 0 (65)
Then we apply the exact functor holim←µ and, taking into account Proposition 8, and the
definitions, we obtain the following short exact sequence:
0 → C¯∗bd(X;G) → C∗(X;G) → C¯∗(X;G) → 0. (66)
Applying the cohomology functor Hm(·) to (66), we obtain (4). 
Let p :X → X = (Xλ,pλλ′ ,Λ) be a polyhedral or ANR-resolution of X.
Consider also the corresponding inverse system (u) = (uλ) :X → Cyl(p) = (Cyl(pλ),
wλλ′ ,Λ), where Cyl(pλ) is the mapping cylinder pλ (i.e., the topological space Cyl(pλ),
obtained from the disjoint union (X × I )  Xλ by identifying points (x,1) and y,
when pλ(x) = y, uλ(x) = πλ(x,0) and wλλ′ : Cyl(pλ′) → Cyl(pλ), λ  λ′, is given by
wλλ′(πλ′(x, t)) = πλ(pλ, t), where πλ : (X × I )  Xλ → Cyl(pλ) denotes the quotient
mapping. It is well-known that the mapping vλ : Cyl(pλ) → Xλ, given by vλ(π(x, t)) =
pλ(x), λ ∈ Λ, is a homotopy equivalence (see, e.g., [53, Chapter 1, Theorem 12]). One
can see that Cyl is functorial. Therefore, inj-groups Hm(X;G) and Hm(Cyl(p);G) are
isomorphic in inj-AG, hence, by Remark 18, Hˇm(X;G) = Hm(lim→λ C¯∗(Xλ;G)) ≈
Hm(lim→λ C¯∗(Cyl(pλ);G)).
This allows one to consider the following short exact sequence
0 → C¯∗(Cyl(pλ),uλ(X);G)→ C¯∗(Cyl(pλ);G)→ C¯∗(X;G) → 0. (67)
After applying the cohomology functor Hm(·) one obtains the following long exact se-
quence
· · · −→ Hn(Xλ : X;G)
jnλ−→ Hn(Xλ;G)
inλ−→ Hn(X;G)
∂nλ−→ Hn+1(Xλ : X;G) −→ · · · (68)
Moreover, since (68) is a direct system, we can apply the exact functor lim→λ and obtain
(4), at least, when λˇm in (5) is an isomorphism, e.g., for paracompact spaces. So that we
can express the strong bonding cohomology group as follows:
Hmbd(X;G) = lim→λ H
m
(
Cyl(pλ),uλ(X);G
) def= lim→λ Hm(Xλ : X;G). (69)
Remark 19. One can easily define the relative strong bonding cohomology group
Hmbd(X,A;G) by a construction dual to the one in Remark 11.
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For every µ µ′, consider the following commutative diagram:
Hn(Kµ;G) Hn(X;G)i
n
µ
Hn(Kµ′ ;G)
in
µµ′
Hn(X;G)
in
µ′
(70)
Theorem 7. If for each µ ∈ M there exists a µ′  µ such that
inµ′ is an monomorphism, for nm+ 1, (71)
Im(inµ) = Im(inµµ′), for nm, (72)
then Hnbd(X;G) = 0, for all nm+1, and hence, λ¯m in (4) is an isomorphism for all n
m and it is a monomorphism for n = m + 1. Moreover, Hn(X;G) ≈ lim←µHn(Kµ;G),
for all nm.
The proof of Theorem 7 repeats the arguments used in proving the dual Theorem 4 and
we omit it. Notice only that Theorem 7 is the classical form of such a type theorem.
Definition 9. A Tychonoff space X is called the strongly cohomologically m-compactly
represented with respect to G if there is a µ0 such that each µ µ0 admits a µ′  µ such
that imµ :Hm(X;G) → Im(imµµ′) is an isomorphism onto Im(imµµ′).
Proposition 13. A Tychonoff space X is strongly cohomologically m-compactly repre-
sented with respect to G if and only if (71) and (72) in the assumption of Theorem 7
hold, for n = m and for some cofinal subset M˜ of M .
The proof is analogous to the proof of Proposition 11.
Corollary 11. Let X be a Tychonoff space, which is strongly cohomologically m-compactly
represented with respect to G, for all m ∈ Z. Then λ¯m is an isomorphism for all m. In
particular, this is the case when there exists a compact subset Kµ0 of X such that Kµ0 is a
weak deformation retract of X.
The proof is analogous to the proof of Corollary 8.
This was the inner approach to the study of λ¯m. Now we shall consider the outer ap-
proach. Let p = (pλ) :X → X = (Xλ,pλλ′ ,Λ) be the polyhedral or ANR-resolution of X.
For every λ λ′, consider the following commutative diagram with exact rows:
· · · Hn(Xλ : X;G)
jnλ
wn
λλ′
Hn(Xλ;G)
inλ
pn
λλ′
Hn(X;G) ∂
n
λ
Hn+1(Xλ : X;G)
wn+1
λλ′
· · ·
· · · Hn(Xλ′ : X;G)
jn
λ′
Hn(Xλ′ ;G)
in
λ′
Hn(X;G)
∂n
λ′
Hn+1(Xλ′ : X;G) · · ·(73)
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inλ′ is an epimorphism, for n = m, (74)
Ker(pnλλ′) = Ker(inλ), for n = m, (75)
then λ¯m in (4) is an isomorphism, at least, when λˇm in (5) is an isomorphism, e.g., for
paracompact spaces. If in addition (74) holds for n = m− 1, then Hmbd(X;G) = 0.
The proof is analogous to the proof of Theorem 2.
Definition 10. A Tychonoff space X is called a strong cohomological m-retract with
respect to G if there is a λ0 such that each λ  λ0 admits a λ′  λ such that
im
λ′n| Im(imλ′ ) : Im(imλ′ ) → Hn(X;G) is an isomorphism onto Hn(X;G).
Proposition 14. A Tychonoff space X is a strong cohomological m-retract with respect to
G if and only if (74) and (75) in the assumption of Theorem 8 hold for a cofinal subset Λ˜
of Λ.
The proof is analogous to that of Proposition 11.
Theorem 9. Let X be a paracompact Hausdorff space and let X ∈ sclcmG. Then
Hnbd(X;G) = 0, for nm. Hence, λ¯n is an isomorphism for nm and a monomorphism
for n = m+ 1.
Proof. Using the cohomology spectral sequence of an open covering, C.N. Lee showed
that for any cohomology theory H ∗ which satisfies the Eilenberg–Steenrod axioms and the
Additivity Property and Hn = 0, for n < 0, the following assertion is true:
Let X be a paracompact Hausdorff space such that X ∈ clcmG with respect to H ∗. Then
for each open covering α of X there exists a locally finite open covering β of X, which
refines α, such that (74) holds, for nm and (75) holds, for nm + 1. (See [17, Theo-
rem 3.6, p. 214]).
Analogously, since the canonical maps p = (pα) :X → C(X) = (Nα,pαα′ ,A) of X to
the ˇCech system C(X) is a polyhedral expansion of X (see [41, Theorem 3, p. 49]), then
inj-groups Hn(C(X);G) and Hn(X;G) are isomorphic in inj-AG. Therefore, (74) holds
for nm and (75) holds for nm+ 1, for Hn(X;G). This readily follows by a diagram
chasing argument, applied to the isomorphic systems.
Then, by (74), (73) splits to the following commutative diagram with short exact rows
0 Hn(Xλ;G)
inλ
pn
λλ′
Hn(X;G) ∂
n
λ
Hn+1(Xλ : X;G)
wn+1
λλ′
0
0 Hn(X ′ ;G) i
n
λ′
Hn(X;G) ∂
n
λ′
Hn+1(X ′ : X;G) 0
(76)λ λ
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0 Hm+1(Xλ : X;G)
jm+1λ
wm+1
λλ′
Hm+1(Xλ;G)
im+1λ
pm+1
λλ′
Hm+1(X;G) · · ·
0 Hm+1(Xλ′ : X;G)
jm+1
λ′
Hm+1(Xλ′ ;G)
im+1
λ′
Hm+1(X;G) · · ·
(77)
So that, by property (75), for nm + 1, by formulae (76) and (77), we conclude that
Hnbd(X;G) = lim→λ Hn(Xλ : X;G) = 0, for nm+ 1, and hence, λ¯n is an isomorphism
for all nm and a monomorphism for n = m+ 1.
Since strong cohomology H ∗ satisfies the Eilenberg–Steenrod axioms (e.g., strong ex-
cision will be proved below) and clearly, by Remark 18, Hn(X;G) = 0, for n < 0, then to
complete the proof it remains to show the following theorem. 
Theorem 10. Strong cohomology groups are additive.
Proof. Additivity of strong cohomology is based on a non-trivial representability theorem
of the Brown–Adams type, i.e., for any Tychonoff space X, Hm(X;G) is isomorphic to
the set [TelK,K(G,m)], of all homotopy classes of the telescope TelK of the direct sys-
tem K = (Kµ, iµµ′,M) of all compact subsets of X to the Eilenberg–MacLane complex
K(G,m), m  0, (notice that K(G,0) = G) (see [26, Theorem 5.12, pp. 195–209]). We
recall that the telescope is a topological space TelK , obtained from the disjoint union (i.e.,
the topological sum) ∐∞n=0∐µ∈Mn Kµ of Kµ, where Kµ = Kµ0 × ∆n, by identifying
points (x, ∂nj t) and (iµ0µ1(x), t), j = 0; (x, ∂nj t) and (x, t), 0 < j  n, where x ∈ Kµ0 ,
t ∈ ∆n−1, n > 0; (x, σnj t) and (x, t), 0 j  n, where x ∈ Kµ0 , t ∈ ∆n+1, n 0, and ∂nj
and σnj are the face and the degeneracy operators of the standard geometric n-simplex ∆n.
Let (Xα,α ∈ A) be a collection of spaces and let X =∐α∈AXα be their topological
sum. We must show that the inclusions iα :Xα → X induce isomorphisms
im :Hm
(∐
α∈A
Xα;G
)
→
∏
α∈A
Hm(Xα;G,) (78)
determined by iαm :Hm(X;G) → Hm(Xα;G), m 0.
By the representability theorem of the Brown–Adams type, mentioned above,
Hm
(∐
α∈A
Xα;G
)
≈ [Tel(K),K(G,m)], (79)
where K = (Kµ, iµµ′ ,M) is the direct system of all compact subsets Kµ in X and iµµ′ ,
µ µ′, are inclusions. We will show that[
Tel(K),K(G,m)
]≈ ∏
α∈A
[
Tel(Kα),K(G,m)
]
, (80)
where Kα = (Kαµα , iµαµ′α ,Mα) is the direct system of all compact subsets Kαµα in Xα and
iµαµ′α , µα  µ′α , are inclusions. Then, by the same representability theorem, we obtain
the assertion of Theorem 10.
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Kαµα of Xα of the form
Kαµα = Kµ ∩Xα = ∅, µ ∈ M. (81)
Clearly, from the definition of Tel(K) we have
Tel(K) =
∐
α∈A
Telα(K). (82)
Of course, Telα(K) differs from Tel(Kα), since, for a fixed µα0 ∈ Mα , Kµ ∩Xα = Kαµα0
for infinitely many µ ∈ M . One could show that these spaces are homotopy equivalent, but
we will not do it. We put M˜α = {µ ∈ M: Kµ ∩ Xα = ∅} with the same ordering. Clearly,
Telα(K) = Tel(K˜α), where K˜α = (K˜α
µ˜α
, i˜µ˜αµ˜′α , M˜α) is the direct system with
K˜αµ˜α = Kµ ∩Xα = ∅, µ ∈ M, (83)
and iµ˜αµ˜′α , µ˜α  µ˜′α , are the corresponding inclusions, induced by iµµ′ , µ  µ′. If for
each µ˜α ∈ M˜α , we put ϕ(µ˜α) = µα ∈ Mα , given by (81), i.e., for µ˜α , which is actually
K˜α
µ˜α
= Kαµα , for some µα ∈ Mα . Evidently, ϕ is an increasing cofinal mapping ϕ : M˜α →
Mα , such that ϕ˜(Kα) = K˜α . By Corollary 3, we have
Hm(K˜α;G) ≈ Hm(Kα;G). (84)
Then, by (84) and the representability theorem, we obtain[
Telα(K),K(G,m)
]≈ Hm(K˜α;G) ≈ Hm(Kα;G) ≈ [Tel(Kα),K(G,m)]. (85)
Since [· ,K(G,m)] is a homotopy functor (see, e.g., [53, Chapter 7, 7.3]), using (82),
we have[
Tel(K),K(G,m)
]= [∐
α∈A
Telα(K),K(G,m)
]
≈
∏
α∈A
[
Telα(K),K(G,m)
]
. (86)
At last, (85) and (86) imply (80). 
Remark 20. The property of X to be a strong cohomological m-retract has a simple de-
scription, i.e., for any polyhedral or ANR-resolution p = (pλ) :X → X = (Xλ,pλλ′ ,Λ)
of X, one can find a λ0 such that, for every λ  λ0, pmλ :Hm(Xλ;G) → Hm(X;G) is
an epimorphism, whose cokernel is a direct summand, i.e., Hm(Xλ;G) = Hm(X;G) ⊕
W(Xλ), where W(Xλ) is some group. Moreover, there exists a λ′  λ such that Ker(pmλ ) =
Ker(pm
λλ′) and hence, inj-group W(Xλ,pmλλ′ ,Λ) is a zero object in inj-AG. This is why the
direct system (Hm(Xλ;G),pmλλ′ ,Λ) can be called almost constant.
Remark 21. It is well-known that if a paracompact Hausdorff space X ∈ HLCm, then the
natural transformation
T ns :H
n(X;G) → Hns (X;G) (87)
of the Alexander–Spanier cohomology theory to the singular cohomology theory is an
isomorphism for all nm and a monomorphism for n = m + 1 (see, e.g., [15, p. 5]; [53,
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X ∈ HCL∞ ∩ sclc∞, in particular, if X is a paracompact locally contractible Hausdorff
space, then all cohomology theories H ∗, Hˇ ∗, H ∗s and H ∗ are naturally isomorphic. This
agrees with the known result of Bacon [3]:
Any additive cohomology theory H ∗, defined on the class of paracompact Hausdorff
spaces, which are clc∞ with respect to H ∗, and such that Hm = 0, for m< 0, is isomorphic
to the singular cohomology theory H ∗s .
7. Homology and cohomology of locally connected spaces
It is known that shape theory and especially strong shape theory is an extension of the
usual homotopy theory from the class of spaces, which locally behave well (e.g., polyhedra
and ANRs), to the class of all topological spaces (see [37] and [41]). The same is true
at least, for Hausdorff or Tychonoff spaces (see [18,23,24] and [26]), for coshape and
especially for strong shape with compact support theories.
We have seen above that for paracompact Hausdorff spaces X ∈ HLC∞G ∩ hlc∞G the
considered homology theories Hs∗ (· ;G), Hc∗ (· ;G), Hc∗(· ;G), H ∗(· ;G), Hˇ c∗ (· ;G) and
Hˇ∗(· ;G) are naturally isomorphic. Nevertheless, from the Retract or Homotopy theories
point of view a paracompact Hausdorff space X ∈ HLC∞G ∩hlc∞G , in particular, X ∈ lc, dif-
fers from a polyhedron or an ANR-space. This difference is the essential property, which
a polyhedron or an ANR-space has and X does not have, unless X is a polyhedron or
ANR: An ANR-space X is a retract of an open neighborhood of a locally convex space L.
This property allows to joint locally near maps from any space Y to X by linearity in
some open in L neighborhood OX of X and then realize the retraction onto X, in other
words, to find, first, a single-valued homotopy between these maps, and if such homo-
topies between other maps are also defined and are themselves locally near, they can be
jointed by linearity as well and hence, we obtain coherent homotopies, and so on. At last,
we realize the retraction onto X, which yields this coherence. That was the crucial idea
in [27, Theorem 3, pp. 377–397], to prove that every ANR-resolution p :X → X is a co-
herent expansion of X. This also allows to define the strong shape category SSh(Top),
the strong homotopy groups π¯m(X,∗) and the strong homology groups Hm(X;G) and
these definitions do not depend on the choice of the ANR-resolution of X, moreover,
strong homotopy and strong homology groups are strong shape invariants (the same is
true for every polyhedral resolution of X, see [39, Theorem 3, pp. 399–404]). However,
if we choose a resolution p = (pλ) :X → X = (Xλ,pλλ′ ,Λ) with paracompact Hausdorff
spaces Xλ ∈ HLC∞G ∩hlc∞G , λ ∈ Λ, in particular, Xλ ∈ lc, and Xλ, λ ∈ Λ, are not ANRs, and
if we consider the corresponding inverse system S∗(X;G) = (S∗(Xλ;G),pλλ′∗,Λ) of the
singular chain complexes, then one cannot assert beforehand that Hm(holim←λ S∗(X;G))
is the same strong homology group Hm(X;G), because this resolution of X a priori is not
a coherent expansion of X and it hardly should be, since there is no such good property like
the retraction of an open neighborhood of Xλ in a locally convex space L. That happened
in [20], where the author proved the Alexander–Pontryagin duality theorem for arbitrary
complemented sets A and B = M \ A of a compact hereditarily paracompact generalized
homological manifold M , but had to restrict the assertion of Theorem 12, p. 157, to the
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Xλ of A in M were only hlc∞G and it was not clear that they determined strong homology
groups of A.
Another question has been of great interest for many years. Let (X,A) be a closed metric
pair such that X,A ∈ hlcmG. Is the quotient space X/A homologically locally m-connected?
In this section we give positive answers to these two questions.
Theorem 11. Let p = (pλ) :X → X = (Xλ,pλλ′ ,Λ) be a resolution of X and Xλ be para-
compact Hausdorff spaces such that Xλ ∈ HLC∞G ∩hlc∞G (respectively, Xλ ∈ hlc∞G ), λ ∈ Λ.
Then the corresponding singular pro-chain complex S∗(X;G) (respectively, the Massey
pro-chain complex with compact supports Cc∗(X;G)) naturally determines the strong ho-
mology group Hm(X;G) (respectively, the classical homology group Hm(X;G)), for
every m ∈ Z.
The definition of the classical homology Hm(X;G) see in Remark 16.
Proof. Without loss of generality, by Corollary 3 and Remark 3, we can assume that Λ is
a cofinite set. S. Mardešic´ (see [38]) proved the following theorem:
Let X = (Xλ,pλλ′ ,Λ) be a cofinite inverse system of topological spaces. Then there ex-
ists a cofinite rectangular inverse system of polyhedra Y = (Yµλ , rµµ
′
λλ′ ,Λ×M) and there ex-
ist resolutions uλ = (uµλ ) :Xλ → Yλ = (Yµλ , rµµ
′
λλ ,M), λ ∈ Λ, such that uλpλλ′ = rλλ′uλ′ ,
for λ  λ′, where rλλ′ = (rµµλλ′ ) :Yλ′ → Yλ. Moreover, if p :X → X is a resolution of X,
then the mapping v = (vµλ ) :X → Y , where vµλ = uµλpλ :X → Yµλ , is also a resolution
of X.
Consider first the case when Xλ ∈ HLC∞G ∩hlc∞G , λ ∈ Λ. We apply the above Mardešic´’s
theorem to the resolution p = (pλ) :X → X of X in Theorem 11 and consider the cor-
responding singular pro-chain complexes S∗(Y ;G) = (S∗(Yµλ ;G), rµµ
′
λλ′ ∗,Λ × M) and
S∗(Y λ;G) = (S∗(Yµλ ;G), rµµ
′
λλ ∗,M), λ ∈ Λ. Notice that
r
µµ′
λ′λ′ ∗r
µµ
λλ′ ∗ = rµ
′µ′
λλ′ ∗r
µµ′
λλ ∗, (88)
for λ λ′ and µ µ′, and
rλ′λ′′ ∗rλλ′ ∗ = rλλ′′ ∗, (89)
for λ λ′  λ′′. Therefore, by formulae (88), (89) and Proposition 1, we conclude that(
holim←µ S∗(Y λ;G),holim←µ rλλ′ ∗,Λ
)
=
(
holim←µ S∗(Y
µ
λ ;G),holim←µ r
µµ′
λλ′ ∗,Λ
)
is an inverse system of chain complexes. Notice that
u
µ
λ ∗pλλ′ ∗ = rµµ
′
λλ′ ∗u
µ′
λ′ ∗, (90)
for λ  λ′ and µ  µ′. Since uλ :Xλ → Yλ is a polyhedral resolution of Xλ, λ ∈ Λ, by
(90), there is a chain mapping holim←µ uλ : holim←µ S∗(Xλ;G) → holim←µ S∗(Y λ;G).
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Theorem 5 and Remark 15, we conclude that this chain mapping induces isomorphisms
Hm
(
S∗(Xλ;G)
)= Hm(Xλ;G) → Hm(Xλ;G) = Hm(holim←µ S∗(Y λ;G)). (91)
Taking into account (90) and (91), we apply Corollary 2 and obtain isomorphisms
Hm
(
holim←λ
(
S∗(Xλ;G)
))≈ Hm(holim←µ S∗(Y λ;G)), (92)
m ∈ Z.
Using now (92), Proposition 9 and taking into account that v = (vµλ ) :X → Y is a poly-
hedral resolution of X, we obtain isomorphisms
Hm
(
holim←λ S∗(X;G)
)
≈ Hm
(
holim←λ holim←µ S∗(Y λ;G)
)
≈ Hm
(
holim
←(λ,µ)
S∗(Y ;G)
)
= Hm(X;G), (93)
m ∈ Z.
Consider now the case when Xλ ∈ hlc∞G , λ ∈ Λ. The proof is analogous as in the
first case, one has only to replace S∗(Yµλ ;G) by Cc∗(Yµλ ), S∗(Y λ;G) by Cc∗(Y λ;G) and
Hm(X;G) by Hm(X;G), respectively. 
As a consequence of Theorem 11, we deduce the following theorem.
Theorem 12. Let M be a connected compact hereditarily paracompact Hausdorff
(G-m)-space (i.e., the orientation sheaf Hn(G), generated by presheaf U → Hcn(M,M \
U ;G), is trivial, for n = m) with a finite homological dimension (i.e., hdimM < ∞) and
M ∈ HLC∞. If for a fixed p, 0  p  m − 1, M is acyclic in dimensions p and p + 1,
i.e., Hp(M;G) = Hp+1(M;G) = 0, then for arbitrary complemented sets X ⊆ M and
Y = M \X of M there exists an isomorphism Hp(X;G) ≈ Hm−p−1(Y ;Hm(G)).
For p = m − 1, the acyclicity in dimension m is unnecessary and for p = 0 and m −
p−1 = 0, we consider the reduced strong homology and strong cohomology, respectively.
Proof. Consider the inverse system X = (Xλ,pλλ′ ,Λ) of all open neighborhoods Xλ of
X in M and the corresponding direct system K = (Kλ, iλλ′ ,Λ) of all compact subsets Kλ
in Y and the corresponding pro-(co)chain complexes Cc∗(X;G) and C∗(K;Hm(G)) of the
chain complexes with compact supports and the Alexander–Spanier cochain complexes,
respectively (which after some transformation actually coincide (see [47, pp. 849–850])).
Using Poincaré’s duality isomorphism on the (co)chain level and the exactness of strong
(co)homology, by the assumptions of Theorem 12, we obtain an isomorphism
Hp
(
holim←λ C
c∗(X;G)
)
≈ Hm−p−1
(
holim←λ C
∗(K;Hm(G)))
= Hm−p−1(Y ;Hm(G)). (94)
To complete the proof we have to show that Hp(X;G) ≈ Hp(holim←λ Cc∗(Xλ;G)).
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chain mappings (see Remark 16) of the corresponding chain complexes with compact sup-
ports Cc∗(Xλ;G) and singular chain complexes S∗(Xλ;G) which induce isomorphisms in
homologies (see, e.g., [51, p. 183]). Hence, by Corollary 2, one has isomorphisms
Hp
(
holim←λ C
c∗(X;G)
)
≈ Hp
(
holim←λ S∗(X;G)
)
. (95)
On the other hand, since Xλ, λ ∈ Λ, are paracompact Hausdorff spaces Xλ ∈ HLC∞,
by Proposition 15 (see below) and Theorem 11,
Hp
(
holim←λ S∗(X;G)
)
≈ Hp(X;G).  (96)
Proposition 15. If X is a locally compact Hausdorff space such that X ∈ HLCn+1, then
X ∈ HLCn+1G , X ∈ hlcnG, X ∈ clcnG and X ∈ sclcnG.
Proof. Since X ∈ HLCn+1, then for every point x ∈ X and every open neighborhood U of
x in X, there exists an open neighborhood V ⊆ U of x such that Hst (V , x) → Hst (U,x)
is a zero homomorphism of the singular homology groups with integer coefficients, for all
0 t  n+ 1. Using the universal coefficient theorem for singular homology
0 → Hst (X˜, x)⊗G → Hst (X˜, x;G) → Tor
(
Hst−1(X˜, x),G
)→ 0, (97)
for X˜ = U and X˜ = V , we obtain the zero homomorphism Hst (V , x;G) → Hst (U,x;G),
for 0  t  n + 1. By Theorem 4.2 in [17, p. 215], there exist natural transforma-
tions Tt :Hst (U,x) → Hct (U,x) and Tt :Hst (V , x) → Hct (V , x) of the singular homology
groups to the Borel–Moore homology groups with compact supports, which is an iso-
morphism, for 0 t  n. Therefore, Hct (V , x) → Hct (U,x) is a zero homomorphism, for
0  t  n, for the Borel–Moore homology groups with compact supports. Again using
the universal coefficient formula (97) for the Borel–Moore homology group with compact
supports (see, e.g., [45, p. 106]), Tt :Hct (V , x;G) → Hct (U,x;G) is an isomorphism, for
0 t  n. The same arguments are valid for any homology theory with compact supports,
in particular, for Hct (Xλ;G) in Theorem 12 (see [45, Proposition 8 and 9, p. 138]). There-
fore, X ∈ hlcn and, by the universal coefficient formula
0 → Ext(Hct−1(X˜, x)⊗G)→ Ht(X˜, x;G) → Hom(Hct (X˜, x),G)→ 0, (98)
for X˜ = U and X˜ = V (see, e.g., [45, Theorem 3′, p. 126]), we obtain the zero homo-
morphism Ht(U,x;G) → Ht(V,x;G), for 0  t  n. Therefore, X ∈ clcnG. Moreover,
since X is a locally compact space, then there is a cofinal system of open neighbor-
hoods {Uα} such that Cl(Uα) are compact and hence, by the functoriality of cohomology,
we can assume without loss of generality that Ht(Cl(U), x;G) → Ht(Cl(V ), x;G) is
also a zero homomorphism, for 0  t  n. But Ht(Cl(U), x;G) = Ht(Cl(U), x;G) →
Ht(Cl(V ), x;G) = Ht(Cl(U), x;G) is a zero homomorphism, for 0  t  n, and hence,
by the same arguments, for any open neighborhood U of x in X, there exists an open
neighborhood V of x in X such that V ⊆ U and Ht(U,x;G) → Ht(V,x;G) is a zero
homomorphism, for 0 t  n. Therefore, X ∈ sclcnG. 
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as well as the fact that X ∈ clcn implies X ∈ hlcn−1 (see, e.g., [45, p. 139]). Under the same
assumption X ∈ HLCn+1 we can also assert that X ∈ shlcnG, but we do not need it.
Corollary 12. Let M be like in Theorem 12 and let X and Y = M \ X be complemented
sets in M . Then X is strongly homologically p-compactly represented with respect to G,
0 p m− 1, if and only if Y is a strong cohomological (m−p− 1)-retract with respect
to G. Also X is strongly cohomologically m-compactly represented with respect to G,
0 p m − 1, if and only if Y is a strong homological (m − p − 1)-retract with respect
to G.
Indeed, the assertion of Corollary 12 is an immediate consequence of Theorem 5,
Poincaré and Alexander–Pontryagin duality theorems for strong homology with compact
supports and the ˇCech cohomology and Definitions 4, 5, 9 and 10.
Corollary 13. Let M be like in Theorem 12 and in addition let M be an oriented gen-
eralized homological manifold, i.e., Hcm(M,M \ {x}) = Z, for every point x ∈ M , and
let X and Y = M \ X be complemented sets in M . If X ∈ sclcpG, then µn :Hcn(Y ;G) →
Hn(Y ;G) is an isomorphism, for m − 1  n  m − p − 1, and also if X ∈ hlc∞G , then
λ¯n :Hn(Y ;G) → Hn(Y ;G) is an isomorphism, for 0 nm− 1.
Indeed, the assertion of Corollary 13 is an immediate consequence of Proposition 15,
Theorems 5, 9 and Corollary 12.
Theorem 13. Let (X,A) be a closed pair and let X be a hereditarily paracompact Haus-
dorff space such that X,A ∈ hlcmG. Then the quotient space X/A ∈ hlcmG.
Proof. Consider first a particular case, when X is a metric space, X ∈ ANR and A ∈ hlcmG.
Denote by ∗ the image of A under the quotient projection π :X → X/A. Clearly, one has
to check homological local connectedness only in a point ∗, because in other points we use
the homeomorphism X \ A ≈ X/A \ {∗}. Let U be an open neighborhood of ∗ in X/A.
Consider the open neighborhood U ′ = π−1(U) of A in X.
Since A ∈ hclmG and the inverse system A = (Aλ,pλλ′ ,Λ) of all open neighborhoods
Aλ of A in X and inclusions pλλ′ , λ  λ′, is an ANR-resolution of X (see [41, Corol-
lary 2, p. 81]), we have, by Lee’s theorem mentioned in the proof of Theorem 5, and
Proposition 12, that A is a strong homological n-retract, for all 0  n  m. Therefore,
by Remark 12, there exists an open neighborhood Aλ0 ⊆ U ′ such that the inverse sys-
tem (Hcn(Aλ;G),pλλ′n,Λλ0) is almost constant with respect to Hcn(A;G), where Λλ0 =
{λ ∈ Λ: λ  λ0}. We can find a λ  λ0 such that the homomorphism Hcn(Aλ,A;G) →
Hcn(Aλ0 ,A;G) is a zero homomorphism, for all 0  n  m. Since, for every 0  n  m,
the long homology exact sequence splits to the short exact sequence, consider the following
commutative diagram with exact rows
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0 Hcn(A;G) Hcn(Aλ;G)
pλ0λn
Hcn(Aλ,A;G)
pλ0λn
0.
(99)
Using now the strong excision theorem for strong homology with compact supports (see
[46, Proposition 16, p. 219]), we obtain
Hcn(Aλ,A;G) ≈ Hcn(Aλ,A,∗;G) → Hcn(Aλ0 ,A,∗;G) ≈ Hcn(Aλ0 ,A;G) (100)
as a trivial homomorphism, for all nm. Because of the quotient topology on X/A, Aλ/A
is an open neighborhood of ∗ in X/A and Aλ0/A is an open neighborhood of ∗ in X/A
such that Aλ0 ⊆ U . We put V = Aλ/A and by (100), we immediately obtain the conclusion
that the homomorphism Hcn(V,∗;G) → Hcn(U,∗;G) is trivial, for all nm.
We now consider the case, when X is a metric space, X ∈ hlcmG and A ∈ hlcmG. Since by
Theorem 11 and Remark 16, all open neighborhoods Aλ of A in X form a good resolution
of A, we could can use the same arguments as in the special case above. We repeat these
arguments in the general case. For better visualization, we give here a direct proof of the
assertion in this special metric case.
By the well-known Kuratowski–Wojdyslawski embedding theorem, X can be consid-
ered as a closed set of L ∈ ANR. As above for an open neighborhood U of ∗ in X/A,
consider the open neighborhood U˜ = π−1(U) of A in X. Then find an open set U ′ in L
such that U˜ = U ′ ∩ X. As we have already noticed, the inverse system A = (Aλ,pλλ′ ,Λ)
of all open neighborhoods Aλ of A in L and inclusions pλλ′ , λ  λ′, such that Aλ ⊆
U ′, λ ∈ Λ, is an ANR-resolution of A. Then, by Remark 12, there is a λ0 such that
(Hcn(Aλ;G),pλλ′n,Λλ0) is almost constant with respect to Hcn(A;G), in particular, all
iλn :H
c
n(A;G) → Hcn(Xλ;G) are monomorphisms, for 0 nm and λ λ0.
Put U˜ ′ = Aλ0 ∩ X. Clearly, U˜ ′ ⊆ U˜ . Consider A′ = (A′λ,pλλ′ ,Λ′) the subsystem of
A of all open neighborhoods A′λ of U˜ ′ in L such that A′λ ⊆ Aλ0 , λ ∈ Λ′. Clearly, A′
is an ANR-resolution of U˜ ′. Since U˜ ′ ∈ hlcmG, we find as above a λ1 ∈ Λ′ such that
(Hcn(A
′
λ;G),pλλ′n,Λλ0) is almost constant with respect to Hcn(U˜ ′;G). In particular, all
iλn :H
c
n(U˜
′;G) → Hcn(Xλ;G) are monomorphisms, for 0 nm and λ λ1.
Since A′λ1 is an open neighborhood of A in L, by the second property of the almost
constant system (Hcn(Aλ;G),pλλ′n,Λλ0), we find a λ2  λ1 such that
Im
(
pλ1n :H
c
n(A;G) → Hcn(A′λ1;G)
)
= Im(pλ1λ2n :Hcn(A;G) → Hcn(A′λ1;G)). (101)
Put V˜ = Aλ2 ∩X. Clearly, V˜ ⊆ U˜ ′. We assert now that the homomorphism
Hcn(V˜ ,A;G) → Hcn(U˜ ′,A;G)
is trivial, for all 0 nm, and hence, Hcn(V˜ ,A;G) → Hcn(U˜ ,A;G) is also trivial, for all
0 nm. Consequently, the homomorphism Hcn(V˜ /A,∗;G) → Hcn(U˜/A,∗;G) is also
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of ∗ and V ⊆ U and the homomorphism Hcn(V,∗;G) → Hcn(U,∗;G) is trivial, for all
0 nm.
Our statement follows from formula (101) and because pλ1 is monomorphic. One can
derive this from it in the following commutative diagram
Hcn(A;G) mono Hcn(U˜ ′;G)
pλ1n Hcn(A
′
λ1
;G)
Hcn(A;G) mono Hcn(V˜ ;G)
pU˜ ′V˜ n
pλ2n
Hcn(Aλ2;G)
pλ1λ2n (102)
If z ∈ Hcn(V˜ ;G) such that z /∈ Hcn(A;G), then pU˜ ′V˜ n(z) ∈ Hcn(A;G). Otherwise,
pλ1n(pU˜ ′V˜ n(z)) /∈ Hcn(A;G), which is impossible, because
pλ1n
(
pU˜ ′V˜ n(z)
)= (pλ1λ2npλ2n)(z) ∈ Hcn(A;G),
since already pλ1λ2n(pλ2n(z)) ∈ Hcn(A;G).
We now consider the general case, when X is a hereditarily paracompact Hausdorff
space X ∈ hlcm, A ∈ hlcm and A is a closed subset of X.
As above for an open neighborhood U of ∗ in X/A, consider the open neighborhood
U ′ = π−1(U) of A in X.
As we have already noticed, since X is a hereditarily paracompact Hausdorff space, the
set of all open neighborhoods Aλ of A in X and inclusions pλλ′ such that Aλ ⊆ U ′ form a
resolution p = (pλ) :A → A = (Aλ,pλλ′ ,Λ) of X, where pλ :A → Aλ are also inclusions,
λ ∈ Λ. By Remark 3, without loss of generality we can assume that Λ is cofinite. Then,
by the Mardešic´ theorem on rectangular resolutions, we can find a cofinite ANR-resolution
q = (qν) :A → B = (Bν, qνν′,N) of A over a direct product N = Λ × M of ordered sets
Λ and M , and qλ = (qµλ ) :Aλ → Bλ = (Bµλ , qµµ
′
λ ,M) of Aλ over M , such that they are
compatible like in Theorem 11, i.e., (88), (89) and (90) hold.
Since A ∈ hlcm, by Remark 12, we can find a ν0 ∈ N such that (Hcn(Bν;G),qνν′n,Nν0)
is almost constant with respect to Hcn(A;G), in particular, all pνn :Hcn(A;G) →
Hcn(Bν;G) are monomorphisms, for 0 nm and ν  ν0.
Consider the open neighborhood U ′′ = Aλ0 of A in X and its ANR-resolution
qλ0 :Aλ0 → Bλ0 . Since Aλ0 ∈ hlcm, we can find a µ1  µ0 such that (Hcn(Aλ0;G),qµ0µ1n ,
Mµ0) is almost constant with respect to Hcn(Aλ0;G), in particular, all qµλ0n :Hcn(Aλ0;G) →
Hcn(B
µ
λ0
;G) are monomorphisms, for 0 nm and µ µ1.
Since ν1 = (λ0,µ1)  ν0, by the second property of the almost constant system
(Hcn(Bν;G),qνν′n,Nν0), we find a ν2  ν1 such that
Im
(
qν1n :H
c
n(A;G) → Hcn(Bν1;G)
)
= Im(qν1ν2n :Hcn(Bν2;G) → Hcn(Bν1;G)). (103)
Consider Aλ2 , where ν2 = (λ2,µ2), and put V ′ = Aλ2 . Clearly, V˜ ⊆ U ′.
We claim now that the homomorphism Hcn(V ′,A;G) → Hcn(U ′′,A;G) is trivial, for
all 0 nm, and hence, Hcn(V ′,A;G) → Hcn(U ′,A;G) is also trivial, for all 0 nm.
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all 0  n  m. At last we put V = π(V ′). Clearly, V is an open neighborhood of a and
V ⊆ U and the homomorphism Hcn(V,∗;G) → Hcn(U,∗;G) is trivial, for all 0 nm.
Our statement follows from formula (103) and because qν1 is monomorphic. One can
derive this from observe it in the following commutative diagram
Hcn(A;G) mono Hcn(U ′′;G)
qλ1n
Hcn(Bν1;G)
Hcn(A;G) mono Hcn(V ′;G)
pU ′′V n
pλ2n
Hcn(Bν2;G)
qν1ν2n (104)
If z ∈ Hcn(V ′;G) such that z /∈ Hcn(A;G), then pU ′′V˜ n(z) ∈ Hcn(A;G). Other-
wise, qν1n(pU ′′V ′n(z)) /∈ Hcn(A;G), which is impossible, because qν1n(qU ′′V n(z)) =
(qν1ν2npλ2n)(z) ∈ Hcn(A;G), since already qν1ν2n(qν2n(z)) ∈ Hcn(A;G). 
Theorem 14. Let (X,A) be a closed pair and X be a hereditarily paracompact Hausdorff
space such that X,A ∈ sclcm. Then the quotient space X/A ∈ sclcm.
Theorem 15. Let (X,A) be a closed pair an X be a hereditarily paracompact Hausdorff
space such that X,A ∈ clcm. Then the quotient space X/A ∈ clcm.
The proofs of these theorems are identical to the proof of Theorem 13. We use only the
corresponding notions and the mentioned Lee theorem for additive cohomology theories
which satisfy the Eilenberg–Steenrod axioms, the Additivity Property and Hn = 0, for
all n < 0. We have to consider, e.g., for strong cohomology, the following commutative
diagram with exact rows
0 Hn(Aλ0 ,A;G)
pnλ0λ
Hn(Aλ0;G)
pnλ0λ
Hn(A;G) 0
0 Hn(Aλ,A;G) Hn(Aλ;G) Hn(A;G) 0
(105)
for λ0  λ, which is valid for all 0 nm, since X ∈ shlcm.
The most essential property used in the proof is the strong excision axiom for coho-
mology. Since the Alexander–Spanier cohomology theory satisfies all these properties, the
assertion of Theorem 15 is valid. Note that the Alexander–Spanier cohomology theory was
out of our interest, because Lee’s theorem asserts that the Alexander–Spanier cohomology
theory is isomorphic to the ˇCech cohomology theory, which is true without any assump-
tions, at least for paracompact Hausdorff spaces. Thus, for completeness we have to prove
the following important theorem.
Theorem 16. Let X,A be a closed pair of paracompact Hausdorff spaces, A = ∅, and let
π : (X,A) → (X,∗) be the quotient mapping which collapses A to a single point ∗. Then
the induced homomorphisms π∗ :Hm(X/A,∗;G) → Hm(X,A, ;G) are isomorphisms,
for all m ∈ Z.
Ju.T. Lisica / Topology and its Applications 153 (2005) 394–447 431Proof. Since A is closed in X and the topology on X/A is the quotient topology, then π is
a closed mapping. Thus, by Michael’s theorem, X/A is also paracompact (see [10, 5.1.33,
p. 385]).
Notice that paracompactness of X/A can be easily proved directly: for any open cov-
ering U = (Uα) of X/A find an open locally finite covering V ′ = (v′β) of X such that V ′
refines π−1(U)∧(X\A,π−1Uα0), where Uα0  ∗, for some α0. Then enlarge V ′, by taking
the union of all V ′′β0 =
⋃
V ′β |V ′β ∩ A = ∅. Clearly, V ′′ = (V ′β |V ′β ∩ A = ∅,V ′′β0) is an open
locally finite covering of X and π(V ′′) is an open locally finite covering of X/A which
refines U . 
Therefore, Theorem 16 is an immediate consequence of the following theorem.
Theorem 17. Let X and Y be paracompact Hausdorff spaces and A and B be closed sub-
sets of X and Y , respectively. Assume that f : (X,A) → (Y,B) is a closed mapping such
that the restriction f |X \A is a bijection X \A → Y \B . Then the induced homomorphism
f ∗ :Hm(Y,B;G) → Hm(X,A;G) is an isomorphism, for all m ∈ Z.
Proof. The proof is similar to the corresponding theorem for homology with compact
supports (see [42, Theorem 9.7]) and has a non-trivial plan, which we recall omitting
the details not concerning strong cohomology. By Definition 7, the groups Hm(X,A;G)
are defined with the help of the direct system (K,L) = ((K,L)µ, iµµ′ ,M) of all com-
pact pairs (K,L)µ = (Kµ,Lµ) such that K ⊆ X and L ⊆ A. We have already seen that
C¯∗(X,A;G) = holim←µ C∗(K,L;G), where C∗(Kµ,Lµ;G) are the relative Massey or
Alexander–Spanier cochain complexes, µ ∈ M , and Hm(X,A;G) = Hm(C¯∗(X,A;G)).
By Remark 18, the strong cohomology groups are exact for arbitrary pairs (X,A).
Since, Cm(Kµ,Lµ;G) = 0, for all m< 0, and the definition of the homotopy inverse limit
involves cochain complexes Cm−n(Kµ0 ,Lµ0;G) (see Definition 1), then Hm(X,A;G) =
0, for all m< 0.
Clearly, by Corollary 3, the strong cohomology groups are invariant under restriction
to cofinal subsystems of (K,L). Consequently, when A is a closed subset of a Hausdorff
space X, then the set of all compact pairs of such kind as (P,P ∩ A), where P is a com-
pact subset of X, forms a cofinal subset of the set of all compact pairs (P,Q) ⊆ (X,A).
Therefore, (K,L) such that Lµ = Kµ ∩A also determine the strong cohomology groups.
Moreover, for a compact subset P of X we put P0 = Cl(P \ A). Then P0 is a com-
pact subset of P such that P0 \ A = P \ A. Therefore, the embedding P0 ⊆ P induces
isomorphisms of cohomology groups
Hm(P,P ∩A;G) ≈ Hm(P0,P0 ∩A, ) (106)
for all m ∈ Z.
Notice also that the set of all compact subsets P of X such that P \ A is dense in
P is directed by inclusion. A direct system of such kind ceases to be cofinal in the set
of all compact subsets of X. Nevertheless, it determines strong homology with compact
supports, i.e., Hcm(X,A;G) ≈ lim→µHm(Pµ,Pµ ∩ A;G) (see [42, Appendix A.6, Exer-
cise 6]) as strong cohomology. Indeed, let (K,L) = ((Kµ,Lµ), iµµ′ ,M) be as above, i.e.,
Lµ = Kµ ∩ A, µ ∈ M . For each µ ∈ M , we put K0µ = Cl(Kµ \ A). Clearly, K0µ ⊆ Kµ,
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rect system (K0,L0) = ((K0µ,L0µ), i0µµ′ ,M). Moreover, there is a natural morphism i0 =
(i0µ) : (K
0,L0);→ (K,L), given by the inclusions i0µ : (K0µ,K0µ ∩ A) → (Kµ,Kµ ∩ A),
since, evidently, iµµ′ i0µ = i0µµ′ i0µ′ , for every µ  µ′. Furthermore, by (106), for each
µ ∈ M , i0mµ :Hm(Kµ,Lµ;G) → Hm(K0µ,L0µ;G) is an isomorphism for all m ∈ Z. There-
fore, by Corollary 2, for all m ∈ Z, we obtain isomorphisms
Hm
(
holim←µ C
∗((K,L);G))→ Hm(holim←µ C∗((K0,L0);G)). (107)
On the other hand, we need the direct system (K0,L0)1 = ((K0,L0)µ1 , i0µ1µ′1,M1),
where M1 is the subset of M of all different compact sets of the form K0µ = Cl(Kµ \
A). There is a natural surjection ϕ :M → M1, which is a cofinal map and clearly,
ϕ˜((K0,L0)1) = (K0,L0). Therefore, by Corollary 3, we obtain for all m ∈ Z, isomor-
phisms
Hm
(
holim←µ C
∗(K0,L0)1;G
)
→ Hm
(
holim←µ C
∗((K0,L0);G)). (108)
Now, for any compact subset Q of Y such that Q \ B is dense in Q, we put P =
Cl(f−1(Q \ B)). Clearly, f (P ) = Q. Put P ′ = P ∩ A and Q′ = Q ∩ B . Since X is a
paracompact Hausdorff space and f is a closed mapping, we can apply Lemma 9.9 in [42],
which asserts that P is compact. Thus, the correspondence P → f (P ) defines a bijection
between the set of all compact subsets P of X such that P \ A is dense in P and the set
of all compact subsets Q of Y such that Q \ A is dense in Q. Moreover, for each such
compact set P ⊆ X, the induced homomorphism
f m :Hm
(
f (P ),f (P ∩A);G)→ Hm(P,P ∩A) (109)
is an isomorphism, for all m ∈ Z, because the mapping (P,P ∩ A) → (f (P ),f (P ∩ A))
is a relative homeomorphism of compact pairs.
Now apply this construction to our strong cohomology. With every µ ∈ M , we asso-
ciate K0µ → f (K0µ). By (109), this induces isomorphisms f m :Hm(f (K0µ), f (L0µ);G) →
Hm(K0µ,L
0
µ;G), for all m ∈ Z and µ ∈ M . Then, by Corollary 2, we obtain isomorphisms
Hm
(
holim←µ C
∗(f (K0), f (L0))1;G)→ Hm(holim←µ C∗((K0,L0)1;G)), (110)
for all m ∈ Z.
Consequently, by formulae (108) and (109), applied successively to the direct sys-
tem of compact pairs (Kµ,Lµ), (K0µ,L0µ), (K0µ,L0µ)1 of X and (f (Kµ),f (Lµ)) and
(f (K0µ), f (L
0
µ)), (f (K
0
µ), f (L
0
µ))1 of Y , we obtain isomorphisms
f m :Hm(Y,B;G) → Hm(X,A;G), (111)
for all m ∈ Z. 
Remark 23. Concerning Theorems 13–15, there is a strange symmetry: the proof does
work for hlcm , sclcm and clcm , at the same time it does not work for HLCm , CLCm andG G G G G
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erty and strong homology is not additive and can be non-trivial in negative dimensions
(see [40]). Hence, Lee’s theorem, mentioned above, does not apply. So, the questions,
whether the quotient theorem is valid in the mentioned cases remain open. In addition note
that the quotient theorem is not valid for lc. Indeed, consider Borsuk’s example of a com-
pact metrizable X = H0 ∪⋃∞n=1 Bn which is locally contractible but fails to be an ANR,
here H0 is the Hilbert cube and Bn is the n-sphere (see, e.g., [13, p. 167]). Then X ∈ lc and
H0 ∈ lc but X/H0 /∈ lc (see [13, Proposition 9.1]).
8. Examples
We have already mentioned that for locally contractible paracompact Hausdorff spaces
all considered homology and cohomology theories coincide.
8.1. It was shown in [15] that the paracompactness condition is indispensable for such
a coincidence: there was exhibited an example of a locally contractible Hausdorff space,
whose singular homology is different from the corresponding ˇCech homology. O. Jussila
considered the two-sphere S2 and two points A and B jointed by a geodesic l in S2 (A and
B are not included in l). The topology T on X = S2 was defined as follows: A has a funda-
mental system of neighborhoods obtained by omitting all points of l from the members of
a converging sequence of metric neighborhoods of A, which do not contain B . Elsewhere
T is supposed to coincide with the standard metric topology of S2. Endowed with this
topology X is neither regular nor paracompact and it has the properties mentioned above.
The open subsets U = S2 \ A, V = S2 \ l \ B cover X and it is easy to verify that U , V
and U ∩ V are contractible. The triviality of the singular homology groups of X follows
from the exactness of the Mayer–Vietoris sequence of the open triad (U,V,U ∩ V ). On
the other hand it is easy to check that Hˇ2(X;Z) = Z.
We can add that, since dimX = 2, then H 2(X;Z) ≈ Hˇ2(X;Z) = Z (see [37, Theo-
rem 19.23, p. 395]). On the other hand, the Mayer–Vietoris theorem is valid for strong
homology with compact supports for any Hausdorff space X = U ∪ V and open triad
U,V,U ∩ V (see [42, Theorem 9.6]). Then Hc2(X;Z) = 0. Therefore, H 2(X;Z) =
Hc2(X;G) and hence, the paracompact condition in Theorem 5 is indispensable.
8.2. Another example was given by B. Günther in [12]. That was the pair (X,A), where
X is the set of all countable ordinals and A is the set of the limit ordinals of X. It was proved
that A is closed and normally embedded in X and Hc0(X,A;Z/2) → H 0(X,A;Z/2) is not
an isomorphism. Notice that here X is not paracompact as well.
8.3. In [35], for every m,n 1, S. Mardešic´ constructed a paracompact Hausdorff space
X such that limn←λ pro-Hm(X) = 0, where p :X → X = (Xλ,pλλ′ ,Λ) is a polyhedral res-
olution of X and later in [36] gave a series of examples of paracompact Hausdorff spaces
X = X(m,n,Λ), where Λ is cofinite, the cofinality cof(Λ) = ℵ1 and m  3, such that
Hcm−2(X;Z) ≈ Hˇm−2(X;Z) = 0 and Hm−2(X;Z) = 0 (cof(Λ) is the smallest cardinal κ
such that there exists a subset M ⊆ Λ of cardinality κ , which is cofinal in Λ). X(m,n,Λ)
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with a special topology induced by a special polyhedral inverse system, which becomes
its resolution. One can think of X as consisting of a cluster of (m − 1)-spheres, having a
basepoint ∗ in common and converging towards it, and of large cones over these bound-
aries (see details in [35]). That is why, for each m, X = X(m,n,Λ) /∈ HLCm−1 and also
/∈ hlcm−1. So that the classical form of Corollary 7 for strong homology does not apply.
Indeed, X = X(m,n,Λ) ∈ hlcm−2 and nevertheless, Hcm−2(X;Z) ≈ Hm−2(X;Z), m 3.
One can also see that X ∈ HLCm−2 and X is semi-clm−1, i.e., X has neighborhood bases
projecting homologically trivially into the total space X, therefore, by results in [31], the
singular homology is also trivial in dimensions 0 < nm− 1.
Recently A. Prasolov noticed (see [37, Remark 21.31, p. 457]) that, for every r  1 and
m 1, the paracompact space X = X(m,m+r,Λ) with cof(Λ) = ℵm+r−1 has dimX = m
and H−r (X;Z) = 0. Since Hc−r (X;Z) = 0 (see [37, Theorem 21.11, p. 444]), then by (3),
H−r (X;Z) ≈ Hbd−r (X;Z).
8.4. The first example showing that strong homology groups differ from groups with
compact supports was exhibited by S. Mardešic´ and A. Prasolov in [40]. It is a very simple
zero-dimensional locally compact separable metric space. One can see it as a subset of
a real line: X =⋃∞i=1⋃∞k=1{i, i + 1/k} ⊂ R1. However, the proof that H−1(X;Z) = 0
depends on the Continuum Hypothesis. The value of this example was that in ZFC set
theory one cannot give a negative answer to the following problem raised by S. Mardešic´
(see [37, p. 457]):
Mardešic´’s problem. Is there a separable metric space X whose strong homology groups
and strong homology groups with compact supports differ?
In the following subsections we solve this problem in the affirmative.
8.5.
Example 1. For the first time it was declared without proving in [20, Example 1, p. 159].
In the Hilbert cube
Q =
∞∏
i=0
[−1,1]i ,
whose points for convenience we denote here by t = (t0, t1, t2, . . .), we define the following
subsets
K0 = {t | t1 − 2
√
3t0 +
√
3 = 0, ti = 0, i  2}, 0 t0  1/2,
K1 = {t | t1 + 2
√
3t0 +
√
3 = 0, ti = 0, i  2}, −1/2 t0  0.
Now we put
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T kn = [−1/2,1/2] ×
k−1∏
i=1
[0,1]i × {1/n},
for every natural number k  2 and n 1.
Define
T k =
∞⋃
n=1
(
T kn ×
∞∏
i=k+1
{0}i
)
, k  1, T =
∞⋃
k=1
T k
and
X = K0 ∪K1 ∪ T .
Proposition 16. For the above metric separable space X, H 1(X;Z) = 0 and at the same
time Hc1(X;Z) = 0, i.e., µ¯1 in (3) is not an epimorphism.
Proof. For our purposes, we define successively the following auxiliary compact sub-
sets of Q1 = [−1/2,1/2], Q2n = [−1/2,1/2] × [0,1/n] and Qkn = [−1/2,1/2] ×∏k−2
i=1 [0,1]i × [0,1/n], for k  3, which are, clearly, polyhedra. We put
M00 = M0n = {−1/2} ∪ {1/2} ⊂ Q1,
for every natural number n. Then we put
N1n(0)n = M0n(0) × [0,1/n] ⊂ Q2n, N1n(1)n = M0n(1) × [0,1/n] ⊂ Q2n,
and
M1n(0)n = N1n(0)n ∪ T 1n ⊂ Q2n, M1n(1)n = N1n(1)n ∪ T 1n ⊂ Q2n,
for all natural numbers n(0), n(1), n, and we define
N2n(0)n(1)n =
(
M1n(0)n(1) ∪M1n(1)n(0)
)× [0,1/n] ⊂ Q3n
and
M2n(0)n(1)n = N2n(0)n(1)n ∪ T 2n ⊂ Q3n.
Thus, for every k  1, we define inductively
Nkn(0)...n(k−1)n =
k−1⋃
j=0
Mk−1
n(j)n(0)...nˆ(j)...n(k−1) × [0,1/n] ⊂ Qk+1n ,
where n(0) . . . nˆ(j) . . . n(k − 1) is obtained from n(0) . . . n(j) . . . n(k − 1) by deleting the
term n(j) (note that we put this deleting term to the beginning of a sequence of lower
indexes in Mk−1), and we put
Mkn(0)...n(k−1)n = Nkn(0)...n(k−1)n ∪ T kn ⊂ Qk+1n ,
for arbitrary natural numbers n(0), . . . , n(k − 1), n, and k  2.
One can see that Mk is a strong deformation retract of Qk+1n .n(0)...n(k−1)n
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subpolyhedron K × {1/n} ∪ L × [0,1/n] is a strong deformation retract of K × [0,1/n]
(see, e.g., [53, Chapter 3, §2, Corollary 4]). In our case L =⋃k−1j=0 Mk−1n(j)n(0)...nˆ(j)...n(k−1)
and K = [−1/2,1/2] ×∏k−1i=1 [0,1]i .
Clearly, K × [0,1/n] = Qk+1n ,
L× [0,1/n] =
k−1⋃
j=0
Mk−1
n(j)n(0)...nˆ(j)...n(k−1) × [0,1/n] = Nkn(0)...n(k−1)n
and K × {1/n} = T kn .
The 1-level of Example 1, i.e., X ∩Q2 ×∏∞i=2{0}i , is suggested by Fig. 1.
The sets N1n(0)n and Q
2
n in the 1-level of Example 1 are suggested by Fig. 2.
To show that H 1(X;Z) = 0 and Hc1(X;Z) = 0, it is convenient first to show that
the strong homotopy group π¯1(X,∗) = 0 and, for any compact subset (K,∗) ⊂ (X,∗),
π¯1(K,∗) = 0. We take (−1/2,0,0, . . .) as the fixed point ∗ in X. Strong homotopy
groups π¯m(X,∗) are nothing else but the sets SSh((Sm,∗)(X,∗)), of all strong shape
morphisms from the pointed m-sphere to the pointed space (X,∗) and can be realized
by coherent mappings from (Sm,∗) to (X,∗) and their coherent homotopies, where
p = (pλ) : (X,∗) → (X,∗) is a pointed ANR-resolution of (X,∗) (details see in [27,21,
22]). We start with strong homotopy groups instead of strong homology groups, because
the homotopy case is a great deal simpler.
Let (X,∗) = ((Xλ,∗),pλλ′ ,Λ) be the pointed inverse system of all open neighborhoods
Xλ of X in Q and let pλλ′ : (Xλ′ ,∗) → (Xλ,∗) be inclusions of these neighborhoods, λ
λ′. Since Q ∈ ANR, p :X → X is a pointed ANR-resolution of (X,∗).
We shall show that there exists a coherent mapping f = (fλ) : (S1,∗) → (X,∗) (i.e., a
collection of pointed mappings fλ : (S1,∗) × ∆k → (Xλ0 ,∗), which are coherent on the
faces of ∆k in the sense of formulae (1) and (2) of [28, p. 420]), which is not coherently
Fig. 1.
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homotopic (i.e., in the sense of formulae (4)–(6) of [28, p. 421]) to the trivial coherent
mapping (i.e., all mappings and all homotopies are constant).
Here (S1,∗) is the standard 1-circle which is a boundary of the 2-simplex ∆2, i.e.,
Im(∂20 ) ∪ Im(∂21 ) ∪ Im(∂22 ), with the fixed point (1,0,0). Without loss of generality we
identify the boundary of ∆2 with K0 ∪ K1 ∪ K2, where K2 = {t | −1/2 t0  1/2, ti =
0, i  2}, i.e., we identify Im(∂20 ) with K0, Im(∂21 ) with K1 and Im(∂22 ) with K2.
Now, for every λ0 ∈ Λ, let ελ0 be the minimum of the distances from the points
(−1/2,0,0, . . .) and (1/2,0,0, . . .) to the boundary of Xλ0 . Fix any segment T 1n(ελ0 ) ×∏∞
i=2{0}i joining (−1/2,1/n(ελ0),0,0, . . .) and (1/2,1/n(ελ0),0,0, . . .), where n(ελ0) >
1/ελ0 . Clearly, for any natural number n(0), the set
M1n(0)n(ελ0 )
×
∞∏
i=2
{0}i ⊂ Q2n ×
∞∏
i=2
{0}i , (112)
is a strong deformation retract of Q2n ×
∏∞
i=2{0}i .
Now map (S1,∗) to (K0 ∪K1 ∪M1n(0)n(ελ0 ) ×
∏∞
i=2{0}i ,∗) and thus, to (Xλ0 ,∗), by the
mapping which is identity on (K0 ∪ K1,∗) and is the restriction on (K2,∗) of the above
described deformation retraction.
The sets M1
n(0)n, Q
2
n, K2, where n = n(ελ0), and the deformation retraction of Q2n,
hence, the mapping of K2 onto M1n(0)n in the 1-level of Example 1 is suggested by Fig. 3.
We now define, for every λ0  λ1, i.e., (Xλ1 ,∗) ⊆ (Xλ0,∗), a coherent pointed
1-homotopy fλ0λ1 : (S1,∗) × ∆1 → (Xλ0,∗) joining fλ0 and fλ1 . Let ελ0λ1 be the mini-
mum of the distances from the sets (112), for λ0 and λ1, respectively, to the boundary of
Xλ0 .
Choose now any rectangle T 2n(ελ0λ1 ), where n(ελ0λ1) > 1/ελ0λ1 . Clearly, the set
M2n(ελ0 )n(ελ1 )n(ελ0λ1 )
×
∞∏
{0}i ⊂ Xλ0 (113)i=3
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and it is a strong deformation retract of Q3n(ελ0λ1 ) ×
∏∞
i=3{0}i .
Consider now the following continuous pointed mapping
f ′λ0λ1 = iK0∪K1 ∪ fλ0 ∪ fλ1 :
(
(K0 ∪K1),∗
)×∆1 ∪ (K2,∗)× ∂10∆0
∪ (K2,∗)× ∂11∆0 → K0 ∪K1 ∪M2n(λ0)n(λ1)n(λ0λ1)
⊂ (Xλ0 ,∗).
It is defined correctly, because it is a pasting of continuous pointed mappings of closed
sets, which coincide on mutual intersections.
We now extend in an arbitrary way its restriction on the boundary of K2 × ∆1 to the
AR-space Q3n(ελ0λ0 ) ×
∏∞
i=3{0}i to the hole polyhedron K2 × ∆1 and then compose this
extension with the deformation retraction of the set Q3n(ελ0λ1 ) ×
∏∞
i=3{0}i onto the set
(113).
We paste the obtained mapping together with f ′λ0λ1 and get a continuous pointed map-
ping fλ0λ1 : (S1,∗)×∆1 → (Xλ0,∗) such that fλ0λ1(x, ∂10 s) = fλ0(x) and fλ0λ1(x, ∂11 s) =
fλ1(x), for x ∈ S1 and s ∈ ∆0, and also fλ0λ1(x, s) = x, for x ∈ (K0 ∪K1) and s ∈ ∆1.
Let us assume that, for every λ = (λ0, . . . , λk−1), λ0  λ1  · · ·  λk−1, we have al-
ready found ελ, n(ελ) > 1/ελ and chosen sets Mkn(ελ0 )...n(ελk−2 )n(ελ) ×
∏∞
i=k+1{0}i and
Qk+1n(ελ)×
∏∞
i=k+1{0}i together with a strong deformation retraction of the last set to the pre-
vious one. This defines a continuous pointed mapping fλ : (S1,∗)×∆k−1 → Xλ0 such that
fλ(x, s) = fλj (x, ∂kj s), for x ∈ S1, s ∈ ∆k−2 and j = 0, . . . , k − 2, and also fλ(x, s) = x,
for x ∈ (K0 ∪K1)×∏∞i=2{0}i and s ∈ ∆k−1.
Now consider λ = (λ0, . . . , λk), λ0  · · ·  λk . We shall define a continuous pointed
mapping fλ of (S1,∗)×∆k to (Xλ ,∗) as follows.0
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Mk−1n(ελj0 )...n(ελj (k−1) )n(ελj ) ×
∞∏
i=k
{0}i , j = 0, . . . , k,
to the boundary of the set Xλ0 . Choose any n(ελ) such that n(ελ) > 1/ελ. Clearly, the set
Mkn(ελ0 )...n(ελk )n(ελ)
×
∞∏
i=k+1
{0}i ⊂ Xλ0 (114)
and it is a strong deformation retract of the set
Qk+1n(ελ) ×
∞∏
i=k+1
{0}i . (115)
Consider the mapping
f ′λ :
(
(K0 ∪K1),∗
)×∆k ∪((K2,∗)× k⋃
j=0
∂kj ∆
k−1
)
→
(
K0 ∪K1 ∪Mk+1n(ελ0 ),...,n(ελk )n(ελ) ×
∞∏
i=k+1
{0}i ,∗
)
,
which is the pasting of continuous pointed mappings
fλj : (S
1,∗)×∆k−1 →
(
Mkn(ελj0 )...n(ελj (k−1) )n(ελ)
×
∞∏
i=k
{0}i ,∗
)
, j = 0, . . . , k,
the continuous pointed mapping
f
K0K1
λ :
(
(K0 ∪K1),∗
)×∆k →(K0 ∪K1 ∪Mk+1n(ελ0)...n(ελk )n(ελ) ×
∞∏
i=k+1
{0}i ,∗
)
such that f K0K1λ (x, s) = x, for x ∈ (K0 ∪ K1) and s ∈ ∆k . This is possible because of the
inductive hypothesis and of the coincidence of the mappings involved at mutual intersec-
tions of closed sets.
Now we extend in an arbitrary way the restriction of the mapping f ′λ on the boundary
of K2 × ∆k to the set Qk+2n(ελ) and we past f ′λ with the deformation retraction of Qk+2n(ελ) ×∏∞
i=k+1{0}i onto Mk+1n(ελ0 )...n(ελk )n(ελ) ×
∏∞
i=k+1{0}i .
In this way, we have defined by induction, a coherent mapping f = (fλ) : (S1,∗) →
(X,∗) such that there exists λ0 ∈ Λ, the mapping fλ0 , is not homotopic to a constant
map to Xλ0 . Hence, fλ determine a non-trivial element of π¯1(X,∗). Indeed, the space
U = [−1,1] × [−1,1] \ {(0,−1/2)} is homotopically equivalent to the circle S1. Hence,
any inclusion K0 ∪K1 ∪M1n(0)n to U , for natural numbers n(0) and n, is not homotopic to a
constant map, because this inclusion is essential. Since U ×∏∞i=2[−1,1]i is homotopically
equivalent to U , we conclude that any inclusion (K0 ∪ K1 ∪ M1 ) ×∏∞ {0}i to U ×n(0)n i=2
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i=2[−1,1]i , for natural numbers n(0) and n, is not homotopic to a constant map, because
this inclusion is also essential. Clearly, U ×∏∞i=2[−1,1]i is an open neighborhood of X
in Q. We put Xλ0 = U ×
∏∞
i=2[−1,1]i and obtain that fλ0  0 and thus, fλ  0.
Notice that, for every open neighborhood Xλ of X in Q such that Xλ ⊆ Xλ0 , the
mapping fλ : (S1,∗) → (Xλ,∗), which coincides with one of above inclusions, is not ho-
motopic to a constant map to Xλ.
Now we can easily define a non-trivial coherent 1-cycle z¯1 of X with coefficients in Z
which is not bounded in X. Take any integral non-trivial singular cycle z1 of S1, e.g., the
fundamental cycle, and put z¯1 = f (z1), where
(f ∗z¯1)λ =
n∑
i=0
fλ0...λi∗(z1 ×∆i), (116)
n 0, and z1 × ∆i is the product of singular chains (see details in [30, 3, 4, pp. 47–49]).
Indeed, as above (z1)λ0 is not bounded in Xλ ⊆ Xλ0 , because it is essential. Consequently,
z¯1 = (f (z1))λ  0 because of cofinality of such neighborhoods Xλ ⊆ Xλ0 in the set of all
open neighborhoods of X in Q.
To show that the strong one-dimensional homotopy and homology group of (X,∗) with
compact supports is trivial, one can notice that any compact set K in X is a subset of the
compact set Qn =∏n−1i=0 [−1,1]i ×∏∞i=n{0}i , for some n, because the union ⋃∞n=1 Qn of
an increasing sequence · · · ⊂ Qn ⊂ Qn+1 ⊂ · · · is not compact in Q and it contains X.
Now we define a system of compact subsets Kµm,k of X, m 0, k  1, which is cofinal in
the set of all compact subsets of X. For simplicity we omit zero coordinates and put
F 0 = {−1/2} ∪ {1/2},
F 1k = F 0 ×
∞⋃
i=1
{1/i} ∪
k⋃
j=1
T 1j ,
F 2k = F 1k ×
∞⋃
i=1
{1/i} ∪
k⋃
j=1
T 2j ,
. . .
Fmk = Fm−1k ×
∞⋃
i=1
{1/i} ∪
k⋃
j=1
T mj ,
for m 1 and k  1. We also put Kµm,k = K0 ∪K1 ∪ Fmk .
One can see, by above note, that any compact set K in X is a subset of Kµm,k for some m
and k. Moreover, Kµm,k can be strongly deformed into compact zero-dimensional space Y .
Indeed, one can deform K0 ∪K1 into the point (0,−
√
3/2) and every T sl and T
s
l × {1/i}
in Fmk , 1  s  m, 1  l  k and i  1, to the center of its symmetry. This allows us to
conclude that H 1(Kµm,k ;Z) = 0 and thus, Hc1(X;Z) = 0. Indeed, strong homology does
not change after strong deformation. But for zero-dimensional spaces Y Hk(Y ;Z) = 0, for
k  1 (see [37, Theorem 19.23]). We omit the details.
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strong homotopy groups do not change after strong deformation. But for zero-dimensional
spaces Y π¯k(Y,∗) = 0, for k  1, and we conclude that π¯ c1 (X,∗) = 0.
Notice that there is another interesting argument. Since S1 is a compact metric space,
each strong morphism F : (S1,∗) → (Kµ,∗) into any compact subset Kµ of X can be
realized it as a fundamental sequence of mappings f = (fn), which generates an upper
semi-continuous multivalued map (see [19, Theorem 2, p. 377]), therefore, the image
of the connected set S1 under such a multivalued map is also connected and since the
fixed point goes to K0, we conclude that π¯1(Kµ,∗) ≈ π¯1(K0,∗) = 0. Hence, π¯ c1 (X,∗) =
lim→µ π¯1(Kµ,∗) = 0 and µ¯1 : π¯ c1 (X,∗) → π¯1(X,∗) is not an epimorphism. 
Example 2. In Q2 = [0,1] × [0,1] we consider the following sets
M00 = {t | t1 = 0}, M01 = {t | t1 = 1},
M10 = {t | t0 = 0}, M11 = {t | t0 = 1},
where t = (t0, t1) ∈ Q2.
In Qk+1n =
∏k−1
i=0 [0,1]i × [0,1/n] we consider the subset
T kn =
k−1∏
i=0
[0,1]i × {1/n},
for every natural numbers k  2 and n 1.
Now in the Hilbert cube
Q =
∞∏
i=0
[−1,1]i ,
we define the following subsets
T k =
∞⋃
n=1
(
T kn ×
∞∏
i=k+1
{0}i
)
, T =
∞⋃
k=1
T k
and
M1 = (M00 ∪M01 ∪M10 ∪M11)×
∞∏
i=2
{0}i .
At last we put X = M1 ∪ T .
Proposition 17. For the above metric separable space X, µ¯1 :Hc1(X;Z) → H 1(X;Z) is
not a monomorphism.
Proof. For our purposes, we define successively the following auxiliary compact subsets
of Q2 and Qkn, for k  3, which are, clearly, polyhedra. We put
M1 = M1n = (M00 ∪M01 ∪M10 ∪M11) ⊂ Q2,0
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Then we put
Nk+1
n(0)...n(k−1)n =
k−1⋃
j=0
Mk
n(j)n(0)...nˆ(j)...n(k−1) × [0,1/n] ⊂ Qk+2n
and
Mk+1n(0)...n(k−1)n = Nk+1n(0)...n(k−1)n ∪ T k+1n ⊂ Qk+2n ,
for every sequence of natural numbers n(0), . . . , n(k − 1), n, and k  1.
As in Example 1 one can see that Mk+1n(0)...n(k−1)n is a strong deformation retract of Qk+2n .
To show that µ¯1 is not a monomorphism it is easier first to show that the image of the
strong homotopy group π¯ c1 (X,∗) under natural transformation to π¯1(X,∗) is zero. We take
(0,0,0, . . .) as the fixed point ∗ in X.
Let (X,∗) = ((Xλ,∗),pλλ′ ,Λ) be the pointed inverse system of all open neighborhoods
Xλ of X in Q and let pλλ′ : (Xλ′,∗) → (Xλ,∗) be inclusions of these neighborhoods, λ λ′.
Since Q ∈ ANR, p :X → X is an ANR-resolution of X.
Since (S1,∗) ≈ (M1,∗) and S1 ∈ ANR, we can consider the following coherent
pointed mapping f = (fλ) : (S1,∗) → (S1,∗) = ((S1,∗), idλλ′ ,Λ), given by identity, i.e.,
fλ(x, s) = x, for every x ∈ S1 and s ∈ ∆k , k  0. Of course, it is also a coherent pointed
mapping f = (fλ) : (S1,∗) → (X,∗).
Clearly, for the constant coherent mapping c = (cλ) : (S1,∗) → (S1,∗), given by
cλ(x, s) = ∗, for every x ∈ S1 and s ∈ ∆k , k  0, f is not coherently homotopic to c,
because π¯1(M1,∗) ≈ π1(S1,∗) = Z and [f ] = 1, whereas [c] = 0. We show that f is
coherently homotopic to c in X and hence, µ¯1 is not a monomorphism.
Indeed, for every λ0 ∈ Λ, let ελ0 be the minimum of the distances from the set M1 to
the boundary of Xλ0 . Fix any segment T 2n(ελ0 ) ×
∏∞
i=3{0}i , for n(ελ0) > 1/ελ0 . Clearly, the
set
M2n(0)n(ελ0 )
×
∞∏
i=3
{0}i ⊂ Q3n ×
∞∏
i=3
{0}i , (117)
where n(0) is any natural number, and it is a strong deformation retract of Q3n ×
∏∞
i=2{0}i .
Let h′λ0 : ((S
1,∗)×{0}∪ (S1,∗)×{1}∪ (∗× I ) → Q3n(λ0)×
∏∞
i=3{0}i be the continuous
pointed mapping, given by h′λ0(x,0) = fλ0(x) and h′λ0(x, τ ) = ∗, for every x ∈ S1 and
τ ∈ I . Since Q3n(λ0) ∈ AR, we extend h′λ0 to the map h′′λ0 : (S1,∗)×I → Q3n(λ0)×
∏∞
i=3{0}i
and then put hλ0 = rλ0h′′λ0 , where rλ0 is the deformation retraction of Q3n(λ0) ×
∏∞
i=3{0}i
to M2n(0)n(λ0) ×
∏∞
i=3{0}i .
So that, for every λ0 ∈ Λ we have defined the homotopy between fλ0 and cλ0 . We shall
extend it to a coherent pointed mapping. Indeed, for every λ0  λ1,
Let ελ0λ1 be the minimum of the distances from the set(
M2n(λ0)n(λ1)n(λ0λ1) ∪M2n(λ1)n(λ0)n(λ0λ1)
)× ∞∏{0}i
i=3
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Choose now any cube T 3n(ελ0λ1 ), for n(ελ0λ1) > 1/ελ0λ1 . Clearly, the set
M3n(ελ0 )n(ελ1 )n(ελ0λ1 )
×
∞∏
i=4
{0}i ⊂ Xλ0 (118)
and it is a strong deformation retract of Q4n(ελ0λ1 ) ×
∏∞
i=4{0}i .
Consider now the following continuous pointed mapping
h′λ0λ1 ∪ hλ0 ∪ hλ1 ∪ cλ0λ1 : (S1,∗)× ∂10∆0 × I ∪ (S1,∗)× ∂11∆0 × I ∪ (∗)×∆1× I
→ M2n(λ0)n(λ1)n(λ0λ1),
where cλ0λ1(∗, s, τ ) = ∗, for s ∈ ∆1 and τ ∈ I . Then, since Q4n(λ0λ1) ×
∏∞
i=4{0}i ∈
AR, extend it to h′′λ0λ1 : (S
1,∗) × ∆1 × I → Q4
n(λ0λ1)
× ∏∞i=4{0}i and put hλ0λ1 =
rλ0λ1h
′′
λ0λ1
, where rλ0λ1 is the strong deformation retraction of Q4n(λ0λ1) ×
∏∞
i=4{0}i to
M3n(λ0)n(λ1)n(λ0λ1) ×
∏∞
i=4{0}i . So that, we obtain a pointed homotopy hλ0λ1 : (S1,∗) ×
∆1 × I → (Xλ0 ,∗) such that
hλ0λ1(x, s,0) = fλ0λ1(x, s), hλ0λ1(x, s,1) = cλ0λ1(x, s),
hλ0λ1(x,0, τ ) = hλ0(x, τ ), hλ0λ1(x,1, τ ) = hλ1(x, τ ).
One can easily construct by induction such coherent homotopies hλ : (S1,∗) × ∆k ×
I → (Xλ0,∗). Since the construction adds nothing new in comparison with the beginning
of the induction and is absolutely similar to Example 1, we omit the details.
For the strong homology we consider the image f (z1) = z¯1 of the fundamental cycle
z1 of S1 to M1 and hence, to X, given by formula (116), and the image h(z1 × I ) of the
product of singular chains z1 and I , given by a similar formula. Then, clearly, [z¯1] = 0 in
H 1(X;Z).
On the other hand, [z¯1] = 1 in Hc1(X;Z). Indeed, notice that the following system of
subsets Kµm,k = Fmk in X, which we define as above by induction
F 1k = M1 ×
∞⋃
i=1
{1/i},
F 2k = F 1k ×
∞⋃
i=1
{1/i} ∪
k⋃
j=1
T 2j ,
. . .
Fmk = Fm−1k ×
∞⋃
i=1
{1/i} ∪
k⋃
j=1
T mj ,
m  2 and k  1, is cofinal in the set of all compact subsets of X. Moreover, M1 ×⋃∞
i=k+1{1/i} is a discrete summand of Kµm,k . This means that [z¯1] = 0, because cycle
z¯1 is not bounded in Fµm,k , m 1, k  1, and Hc(X;Z) = lim→µm,k H 1(Fµm,k ;Z).1
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therefore, each strong morphism F : (S1,∗) → (Kµm,k ,∗) can be realized as a fundamental
sequence of mappings f = (fn), which generates an upper semi-continuous multivalued
map, therefore, the image of the connected set S1 under such a multivalued map is also con-
nected and since the fixed point goes to M1, we conclude that π¯1(Kµm,k ,∗) ≈ π¯1(M1,∗) =
0. Hence, π¯ c1 (X,∗) = lim→µ π¯1(Kµm,k ,∗) = 0. Consequently, for a = 0 in π¯ c1 (X,∗),
µ¯1(a) = 0 in π¯1(X,∗) and µ¯1 : π¯ c1 (X,∗) → π¯1(X,∗) is not a monomorphism. 
Remark 24. Subsets X(0) = K0 ∪ K1 ∪ T 1 ∪ T 2 and X(0) = M1 ∪ T 2 of Example 1 and
Example 2, respectively, are nothing else but E.F. Mishchenko’s examples of spaces such
that Hˇ1(X(0);Z) = 0 and Hˇ c1 (X(0);Z) = 0 in the first example and vice versa in the second
example. The first example gave a solution to the problem of P.S. Alexandroff [1] and
also S. Kaplan [16] of the existence of non-compact cycles which are not homological
to compact cycles. Nevertheless, in the 70th there was a discussion about the “compact
factor” in the very nature of homology in comparison with cohomology (see, e.g., [48,
pp. 98–99]). The reason for such discussions lied in the lack of an appropriate homology
theory, except for homology with compact supports.
The well-known non-compact cohomological cycle is suggested by Fig. 4. Let X be a
subset of the plane R ×R, given by formulae {t = (t0, t1) | t0 = 1/n, t0 = −1/n, n 1},
and {t = (t0, t1) | t0 = 0, t1 = 0}. Since there is an essential map of X onto the circle S1,
i.e., the radial projection, Hˇ 1(X;Z) = 0.
Strong shape theory suggested such a natural homology theory as the strong ho-
mology and Example 1 exhibits a non-compact cycle. We call it the generalized non-
compact circle. We call Example 2 the generalized compact circle, since the correspond-
ing homologies the positive dimensions are like those of the circle S1 and in zero-
dimensions are “huge”. One can easily see that if we add the cone under M1 with a vertex
(1/2,1/2,−1/2,0,0, . . .) to Example 2, we shall obtain the generalized non-compact
Fig. 4.
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Clearly, one can construct such examples in different dimensions. There is another way to
get such examples, by taking k-suspensions over X in Examples 1 and 2.
Remark 25. One can easily see that, for every s  0, subsets X(s) = K0 ∪ K1 ∪⋃s+2i=1 T i
and X(s) = M1 ∪⋃s+2i=2 T i of Example 1 and Example 2, respectively, satisfy the following
properties H(r)1 (X(s);Z) = 0, for all r  s, and H(r)1 (X(s);Z) = Hc1(X(s);Z) = 0, for all
r > s, in Example 1 and H(r)1 (X(s);Z) = 0, for all r  s, and Hc1(X(s);Z) = 0 and also
H
(r)
1 (X(s);Z) = 0, for all r > s, in Example 2.
8.6. Let Y = 2(X) be the 2-suspension over the Mardešic´–Prasolov example X of 40.
Clearly, Y can be embedded in the 3-sphere S3. Consider W = S3 \ Y . By the Sitnikov
duality theorem, Hc1(W ;Z) ≈ Hˇ 1(W ;Z) and by Theorem 12, H 1(Y ;Z) ≈ H 1(W ;Z).
Then, by the strong excision property H−1(X;Z) ≈ H 1(2(X);Z) and Hc−1(X;Z) ≈
Hc1(
2(X);Z). Under the assumption of the Continuum Hypothesis we conclude that
H 1(W ;Z) ≈ Hˇ 1(W ;Z) = H 1(W ;Z).
This is the only example known to the author of a space X such that H 1(X;Z) =
H 1(X;Z) and it depends on the Continuum Hypothesis. Example 2 in [20, p. 160] turned
out to be erroneous, because it was exhibited using an inverse sequences of ANRs and
in this case the cohomologies coincide. This was pointed out to the author by E.G. Skl-
yarenko. Therefore, we raise the following problem.
Problem 1. Is there a space X, in particular, a metric separable space, such that
H 1(X;Z) = H 1(X;Z) based only on the ZFC set theory?
8.7. At last we raise the following very important problem in strong homology theory.
All above considered examples of strong homology groups are without Hausdorff parts in
their induced filtration of the spectral sequences (see Proposition 6), because some of them
are finite-dimensional and in Example 1, H(s+1)1 (X;Z) → H(s)1 (X;Z) is an epimorphism
for all s  0, therefore, in H 0(X;Z), its Hausdorff part lim←s1H(s)1 (X;Z) = 0.
Problem 2. Is there a space X, in particular, a metric separable space, such that its Haus-
dorff part is not trivial, i.e., lim←s1H(s)m+1(X;Z) = 0?
A candidate for such an example is the following space
Y =
∞∐
s=0
X(s)
∐
X,
where X(s), s  0, (see Remark 25) are subspaces of X in Example 1, i.e., Y is the topo-
logical sum of X and all X(s), s  0.
We assert that H 0(Y ;Z) has a non-trivial Hausdorff part. This requires complicated
calculations of H(s)(Y ;Z), which is beyond the scope of our paper.1
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