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Resumen
La idea de este proyecto es volver a poner en marcha un robot en el
que parte del software que utiliza se ha quedado obsoleto. E´ste corresponde
al a´rea de la robo´tica de servicio, puesto que esta´ disen˜ado para hacer de
asistente a las personas haciendo de gu´ıa en entornos interiores a la vez que
ofrece informacio´n relevante para los visitantes. Aunque el principal cam-
bio en la migracio´n consista en la actualizacio´n del sistema operativo y el
framework utilizado para el gobierno del robot, se pretende modificar todos
los dema´s paquetes y librer´ıas que se utilicen de forma que hagan uso de
sus ultimas versiones que sera´n, en principio, las que mejores resultados ob-
tengan. As´ımismo, se quiere incorporar nuevas funcionalidades o mejoras en
las diferentes fases del robot como la navegacio´n, el rendimiento general o
la comunicacio´n. Pese a que esto u´ltimo no abarque gran parte del trabajo
realizado, es el principal motivo que le ha dado vida al proyecto.
Este trabajo esta´ dividido en cinco cap´ıtulos. El primero de ellos hace
una introduccio´n al mismo explicando las motivaciones del proyecto y los
objetivos o retos que se plantean. Despue´s se hace un breve repaso a la lite-
ratura, donde se describen los principales algoritmos utilizados para abordar
los problemas que surgen en la navegacio´n auto´noma. En tercer lugar se espe-
cifican la mayor´ıa de los componentes electro´nicos incorporados en el sistema
que hacen posible un correcto funcionamiento del robot. A continuacio´n se
explica en que´ consiste el desarrollo del proyecto en s´ı y los procedimientos
llevados a cabo para realizar tanto la migracio´n como la mejora del software.
Para finalizar, se concluye el trabajo con las deducciones, lecciones e ideas
que han surgido en la realizacio´n de este proyecto y las cambios que se quieren
realizar en un futuro con el fin de hacer evolucionar al robot.
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Cap´ıtulo 1
Introduccio´n
1
1.1. Introduccio´n
La robo´tica se ha convertido en la ra´ız de muchas investigaciones debido
a la infinidad de aplicaciones que ofrece. En la industria es donde ha tenido
mayor repercusio´n, ya que muchas de las tareas que antes eran realizadas
por personas esta´n siendo sustituidas por robots, que las cumplen con un
gran nivel de eficiencia. Sin embargo, el e´xito de los robots dome´sticos se
ha demorado debido a la dificultad de controlar y adaptarse a los entornos
altamente cambiantes con los que se encuentran.
En este proyecto se aborda un problema de la robo´tica de servicio, que
se podr´ıa decir que esta´ a caballo entre las dos a´reas mencionadas, ya que el
entorno y muchas de las tareas son predecibles pero dispone de la interaccio´n
con personas creando demasiada incertidumbre en la toma de decisiones, lo
que da lugar a un gran nu´mero de situaciones cr´ıticas que gestionar. Y es
que para que los robots mo´viles puedan ejercer de manera satisfactoria sus
tareas es necesario cumplir una serie de premisas, tales como:
- Posicionamiento absoluto en el a´rea de trabajo
- Navegacio´n en entornos dina´micos y desconocidos
- Percepcio´n del entorno para una evitacio´n de obsta´culos robusta
- Recuperacio´n de situaciones conflictivas
- Interaccio´n persona-robot
- Seguridad
Desde un punto de vista cient´ıfico, hay me´todos que dan solucio´n a estas
cuestiones pero ninguno lo suficientemente fiable como para no fallar en un
entorno real, ya que son probados en condiciones de laboratorio sin tanta
incertidumbre ni situaciones inesperadas como las que se dan realizando la
labor para los que esta´n destinados. Existe, por tanto, la necesidad de seguir
investigando con el objetivo de conseguir te´cnicas robustas que puedan dar
una respuesta efectiva ante cualquier problema´tica que se de´, por ano´ma-
la que sea. Adema´s, la presencia humana sera´ constante y los robots no
so´lo tiene que reconocerla, sino que deben actuar consecuentemente hacien-
do adema´s que la convivencia entre ambos sea natural evitando situaciones
que puedan incomodar a las personas.
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1.2. Descripcio´n
El objetivo del proyecto es poner en marcha Teknibot, un robot de ser-
vicio mo´vil y auto´nomo que incluya funcionalidades ba´sicas especialmente
enfocadas a actividades de asistencia en entornos interiores (e.g.. hogar, re-
sidencias, hospitales, museos, oficinas, lugares de trabajo, etc.).
Los retos planteados en el proyecto se centran en:
• Integrar robots en entornos a priori desconocidos, continuamente cam-
biantes y con una importante presencia humana.
• Crear robots capaces de interaccionar de forma natural con las perso-
nas, detectando su presencia y adecuando su comportamiento en con-
sonancia a la situacio´n.
Para ello se desarrollan tecnolog´ıas en tres niveles:
• La navegacio´n auto´noma. Dotar al robot con la capacidad de despla-
zarse de forma auto´noma en entornos dina´micos, planificando y ejecu-
tando trayectorias, evitando obsta´culos y dando una respuesta eficaz a
cualquier situacio´n compleja.
• La interaccio´n persona-robot. Poder detectar personas a su alrededor e
interactuar con ellas con la posibilidad de atender a ciertas necesidades
que estas puedan tener.
• Fiabilidad y seguridad implementando metodolog´ıas para el ana´lisis de
los complementos propios del robot. Este es un aspecto cr´ıtico en la
robo´tica ya que un comportamiento inadecuado en uno de ellos puede
suponer una mala percepcio´n del entorno y/o una respuesta erro´nea
ante las circunstancias dadas.
Sobre estas capacidades tecnolo´gicas se han desarrollado las funcionalidades
de Teknibot adecua´ndolas al contexto de uso en este caso el centro tecnolo´gico
IK4-TEKNIKER.
1.2.1. IK4-TEKNIKER
IK4-TEKNIKER es un centro tecnolo´gico integrado por personas con vo-
cacio´n y compromiso por impulsar la capacidad innovadora de sus clientes e
incrementar su capital tecnolo´gico para mejorar su competitividad de forma
sostenible, a trave´s de la generacio´n y aplicacio´n del conocimiento cient´ıfico-
tecnolo´gico. La definicio´n y despliegue de los valores que definen la persona-
lidad del centro, interna y externamente, son la orientacio´n a resultados y al
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Figura 1.1: kTBot en el museo Eureka.
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cliente, la excelencia, la confianza y el compromiso. Constituido jur´ıdicamen-
te como Fundacio´n privada sin a´nimo de lucro, en cuyo patronazgo y junta
esta´ mayoritariamente representada la industria.
En la actualidad IK4-TEKNIKER forma parte de la Alianza Tecnolo´gica
IK4, de la que tambie´n son socios los otros centros tecnolo´gicos: Azterlan,
Ceit, Cidetec, Gaiker, Ideko, Ikerlan, Lortek y Vicomtech. La alianza IK4
fue constituida en 2005 segu´n un modelo federal por el que sus integrantes
comparten estrategias y combinan capacidades sin renunciar a su soberan´ıa.
La suma de las capacidades de los nueve centros a trave´s de una estrategia
comu´n proporciona a la alianza la flexibilidad precisa para adaptarse a las
caracter´ısticas de todas las empresas. Es decir, la capacita tecnolo´gicamente
para dar una respuesta global a las necesidades de la gran empresa al tiempo
que potencia su capacidad para mantener una relacio´n de cercan´ıa, proxi-
midad y compromiso con las pymes. IK4 es hoy un referente en el entorno
europeo, situa´ndose entre las principales corporaciones cient´ıfico-tecnolo´gi-
cas privadas del continente. Cabe destacar el papel protagonista de IK4 en el
VII Programa Marco de la Unio´n Europea, habiendo tomado parte en ma´s
de 200 proyectos de investigacio´n, de los cuales ha liderado 63. IK4 se situ´a
en una posicio´n ideal para establecer relaciones a largo plazo como aliado
estrate´gico de la empresa en materia de innovacio´n. Esto hace de IK4 un
referente en participacio´n en proyectos de investigacio´n impulsados por las
administraciones pu´blicas.
1.2.2. kTBot
El robot desarrollado es una copia de kTBot, un robot capaz de navegar
de manera auto´noma en Eureka! Zientzia Museoa haciendo tareas de gu´ıa
para los visitantes del museo y realizando presentaciones de contenidos en las
diferentes salas. Acompan˜a a los grupos hasta las salas y aporta curiosidades
cient´ıficas y mensajes relacionados con los contenidos del museo. Tambie´n
ofrece asistencia en tareas de recepcio´n y acompan˜amiento de visitantes.
1.2.3. Eureka!
Eureka Zientzia Museoa, Obra Social de Kutxa, es un recurso cultural y
educativo al servicio de nuestra sociedad.
Situado en el parque tecnolo´gico Miramo´n de San Sebastia´n, en un en-
torno natural privilegiado, Eureka Zientzia Museoa es un museo interactivo
donde la informacio´n se presenta de forma atractiva, con un nuevo estilo
de comunicacio´n a trave´s de la manipulacio´n de objetos y la realizacio´n de
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experimentos. Eureka Zientzia Museoa pretende proporcionar un entorno es-
timulante para la participacio´n en actividades relacionadas con el mundo
de la ciencia y la te´cnica. Se podr´ıa definir como un centro de divulgacio´n
cient´ıfica accesible a todas las edades, como complemento de los programas
educativos para la comprensio´n de los principios cient´ıficos y como recur-
so para familias e individuos en su tiempo de ocio, dirigido a su desarrollo
personal.
1.3. Objetivos
El objetivo del proyecto es poner en funcionamiento un robot similar al ya
mencionado kTBot, aumentando su fiabilidad, mejorando sus funcionalidades
y an˜adiendo algunas nuevas. Se pretende realizar una implementacio´n ma´s
robusta, que ofrezca un mayor control y seguridad respecto a terceros que
intenten acceder al sistema. Tambie´n es importante que su programacio´n sea
fa´cilmente adaptable a futuras modificaciones ya que el a´rea en el que nos
encontramos esta´ en continuo crecimiento y poder incorporar lo u´ltimo en
tecnolog´ıa mejorara´ su rendimiento. Otro de los objetivos del proyecto es
redisen˜ar la estructura de la implementacio´n, encapsulando cada funcio´n con
la finalidad de facilitar su gestio´n y simplificar su migracio´n a otros entornos.
As´ımismo se requiere que dichas funciones sean igualmente parametrizables
aumentando la rapidez con la que se puedan integrar en otros proyectos.
1.3.1. Rehabilitacio´n del robot
En anteriores apartados hemos visto que partimos de una base sin la
necesidad de partir desde cero, sin embargo, gran parte de esa base ha que-
dado obsoleta. Algunos protocolos han cambiado y, en consecuencia, hay que
adaptar los controladores de los componentes para que e´stos convivan. Otros
de los drivers simplemente ha dejado de recibir soporte te´cnico con lo cual
su funcionamiento puede no ser el esperado, de modo que hay que encon-
trar una alternativa que se adecue a nuestros intereses. Otra parte del co´digo
simplemente ha evolucionado y, fieles a nuestros principios, queremos an˜adir
las mejores aportaciones al mismo lo que incluye un gran nu´mero de nuevos
para´metros. Esto conlleva un nuevo abanico de posibilidades de funcionar los
cuales deberemos estudiar y aplicar el ma´s conveniente en cada caso. Aparte
de estos cambios habituales en lo que a una actualizacio´n de un sistema in-
forma´tico se refiere, hay dos puntos a tener en cuenta, los cuales nos van a
condicionar implementacio´n en su totalidad; Ubuntu y ROS.
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Ubuntu
El sistema operativo que gestiona los recursos de hardware y provee ser-
vicios a los programas de aplicacio´n de software es Ubuntu. Es bien conocido
que esta distribucio´n basada en Debian GNU/Linux ofrece robustez y soporte
debido a sus lanzamientos regulares y su continua versio´n LTS (Long Term
Support). Adema´s, al ser distribuido como software libre tenemos acceso al
co´digo fuente y la libertad de estudiar co´mo trabaja el programa pudiendo
modificarlo para que haga lo que nosotros queramos, lo que es de vital im-
portancia en este proyecto ya que queremos un control absoluto del mismo.
Por otra parte, al ser un producto de co´digo abierto hay una gran comuni-
dad que trabaja con e´l facilitando la resolucio´n de los problemas que puedan
surgir. Esta forma de trabajar hace honor al nombre del producto puesto
que, curiosamente, ubuntu es una regla e´tica sudafricana y se traduce como
’si todos ganan, tu´ ganas’ o ’todo lo que es mio, es para todos’.
Concretamente, la migracio´n que realizamos es de la versio´n Ubuntu 10.04
LTS Lucid Lynx (abril de 2010) a la 16.04 LTS Xenial Xerus (abril de 2016).
Pese a sus muchas ventajas frente a otros sistemas operativos, la realidad
es que es un requisito que debemos cumplir debido a que nuestra mayor
prioridad es utilizar ROS para el manejo del robot.
ROS
ROS (Robot Operating System) es un entorno de trabajo para el desa-
rrollo de robots que provee la funcionalidad de un sistema operativo, con
un modelo distribuido [2]. Se monta sobre Ubuntu, aunque ha habido algu´n
intento sin mucho e´xito de hacerlo multiplataforma. ROS fue creado en 2007
por el Laboratorio de Inteligencia Artificial de Stanford para dar soporte al
conocido STAIR (STanford Artificial Intelligence Robot). Sin embargo, era
cuestio´n de tiempo que este proyecto se expandiera debido al aumento de
la oferta y demanda de las unidades robo´ticas, cada una con sus propios
firmware y procedimientos para poder ser controladas. ROS pretende ser un
middleware robo´tico gene´rico y compatible con todos los modelos. De es-
ta forma los desarrolladores pueden focalizarse en aprender y/o mejorar las
te´cnicas que ofrezcan un mejor rendimiento de los robots en lugar de perder
horas entendiendo cual es el protocolo para trabajar con un modelo en con-
creto. Como se puede deducir, ROS tambie´n es software libre bajo te´rminos
de licencia BSD (Berkeley Software Distribution), la cual permite libertad
para uso comercial e investigador. Al igual que en el caso anterior, hay una
gran comunidad realizando aportaciones continuamente, tanto corrigiendo
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errores como creando nuevas funcionalidades, lo que hace posible un avance
eficiente de la tecnolog´ıa. En este caso la migracio´n corresponde a actualizar
ROS Diamondback (marzo de 2011) a ROS Kinetic Kame (mayo de 2016).
Otros
Adema´s de ROS y Ubuntu, hay otros software de terceros que debemos
actualizar como es el caso de Qt u OpenCV, que veremos ma´s adelante.
1.3.2. Nuevas funcionalidades
Aunque gran parte del proyecto consiste en la actualizacio´n del software y
en ella ya vienen impl´ıcitas muchas mejoras, queremos dedicarle cierto tiem-
po a an˜adir nuevas funcionalidades que creemos pueden aportar un mayor
grado de robustez y estabilidad en la pra´ctica.
kTBot tiene varios puntos claramente mejorables, tanto en la localizacio´n
como en la navegacio´n como en la interaccio´n persona-robot. En primer lugar,
para que el robot mantenga una posicio´n relativamente precisa la anterior
tambie´n debe haberlo sido, en caso de que suceda a una ubicacio´n erro´nea o
desconocida su correccio´n sera´ costosa o imposible. En segundo lugar, cuando
el robot esta´ navegando y los obsta´culos son los esperados no existe incer-
tidumbre en que alcanzara´ su destino con e´xito. Sin embargo, dificultades
que impidan continuar con la trayectoria establecida pueden anularla com-
pletamente, obligando al robot a entrar en una fase de recuperacio´n poco
’inteligente’ y demasiado sorprendente para los usuarios, lo que genera cierto
grado de desconfianza en el sistema. Por u´ltimo, la interaccio´n persona robot
esta´ limitada a una comunicacio´n mediante una pantalla ta´ctil incorporada
a la ma´quina y varios comandos de voz que e´sta pueda dar, luego convendr´ıa
ofrecer una mayor versatilidad.
Autolocalizacio´n
El mayor problema que tiene kTBot es localizarse por primera vez al ini-
cializar el sistema y una vez que e´ste se ha perdido, esto es, el robot mantiene
correctamente la trayectoria pero tiene dificultades cuando e´sta se desv´ıa o
desconoce. La solucio´n propuesta para resolver la primera de las cuestiones es
determinar cierto punto inicial conocido para el robot de manera que siempre
empiece en esa misma zona despue´s de un reinicio del sistema. En cuanto al
segundo problema se refiere, no dispone de un me´todo que de´ salida al mismo
de modo que todos los esfuerzos se centran en reducir la probabilidad de que
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se de´ esa casu´ıstica. Se pretende establecer un me´todo que sepa localizarse
con ma´s o menos exactitud en todo momento, independientemente del estado
que le preceda.
Recuperacio´n
El procedimiento del que dispone a modo de recuperacio´n al no ser po-
sible, o el robot as´ı lo determina, alcanzar el destino actual es comenzar
una rotacio´n sobre s´ı mismo y esperar que el impedimento ya no lo sea o
se encuentre otro itinerario exitoso. En el caso de que ninguna condicio´n se
cumpla, volvera´ a rotar 360o sobre s´ı mismo para dar por finalizada la tarea al
no haber encontrado una alternativa va´lida. La idea es que el nuevo sistema
de recuperacio´n se centre ma´s en la situacio´n actual del robot, el problema en
concreto que impide alcanzar el destino y proceda con una actuacio´n acorde.
De todos modos, en el a´mbito de uso en el que nos encontramos, quiza´ lo
ma´s efectivo sea priorizar la imagen que proyectamos a los usuarios de ’inte-
ligencia’ y no el hecho de llegar al destino en s´ı. Son aspectos en los que la
fase experimental es de gran ayuda y que veremos ma´s adelante.
Interaccio´n persona-robot
Como ya hemos mencionado anteriormente, kTBot incorpora una pantalla
ta´ctil con la que podemos comunicarnos con e´l. E´sta dispone de una interfaz
de usuario que nos facilita mandarle o´rdenes, como enviarlo a un destino,
cambiar el modo de operacio´n, configurar ciertos ajustes, etc. aunque para
algunas opciones necesitamos ser administradores. Adema´s, el robot tambie´n
tiene un altavoz que le permite compartir informacio´n acu´stica y por el que
podemos recibir avisos. Aparte de esta v´ıa de comunicacio´n, ser´ıa interesante
que pudie´ramos hacerlo de forma remota y basta con contemplar el entorno
en el que nos encontramos para deducir que la manera ma´s co´moda, u´til y
pra´ctica es tener la posibilidad de hacerlo a trave´s de un smartphone. Para
ello hay que reestructurar la lo´gica del sistema contemplando cuestiones que
antes no eran necesarias.
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Cap´ıtulo 2
Estado del arte
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2.1. Introduccio´n
En este cap´ıtulo veremos los avances que se han logrado hasta el momen-
to y los algoritmos que mejores resultados obtienen en las tareas que nos
corresponden. Aunque este proyecto no tenga un esp´ıritu puramente investi-
gador, es interesante conocer las soluciones que existen en la literatura para
poder hacer una comparativa y utilizar la que ma´s se asemeje a nuestras ca-
racter´ısticas. Como en otros muchos casos, no encontraremos una respuesta
universal que sea la ma´s adecuada para todas las situaciones, de modo que el
estudio de las mismas es primordial para deducir que´ me´todo es el ma´s ade-
cuado en cada momento. Siendo Teknibot un robot auto´nomo, dividiremos la
navegacio´n en tres a´reas principales: mapping, localizacio´n y path planning
[3].
2.2. Mapping
El mapeo robo´tico o robot mapping ha sido objeto de muchas investi-
gaciones en el a´rea de la inteligencia artificial durante ma´s de dos de´cadas.
Dicha tarea aborda el problema de adquirir un modelo espacial de entornos
f´ısicos a trave´s de sensores y es vista como una de las ma´s importantes a la
hora de construir un robot mo´vil realmente auto´nomo. Pese a los grandes
avances realizados, todav´ıa siguen apareciendo fuertes retos. En la actuali-
dad, disponemos de me´todos robustos para el mapping de entornos esta´ticos,
estructurados y de limitadas dimensiones. Sin embargo, un eficiente mapeo
desestructurado, dina´mico y de grandes dimensiones es au´n un problema
abierto a la investigacio´n [1].
La mayor´ıa de los mejores algoritmos que podemos encontrar en la litera-
tura tienen algo en comu´n: todos son probabil´ısticos. E´stos emplean modelos
probabil´ısticos del robot y su entorno convirtiendo las medidas obtenidas de
los sensores en mapas. La razo´n del e´xito de estas te´cnicas se basa en el he-
cho que el mapeo robo´tico esta´ caracterizado por la incertidumbre y el ruido
sensorial [4].
Durante los u´ltimos an˜os, el intere´s en los me´todos Bayesianos ha aumentado
considerablemente [5] y es que el principio ba´sico que subyace en cada uno
de los algoritmos es el teorema de Bayes:
p(H|D) = p(D|H)p(H)
p(D)
, (2.1)
donde p(D|H) es la probabilidad del dato D dada la hipo´tesis H, p(H) es
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Figura 2.1: Un intento de comparar los principales algoritmos de mapeo [1].
la probabilidad a priori de que la hipo´tesis sea cierta, p(H|D) es la proba-
bilidad a posteriori de que la hipo´tesis sea cierta dado el dato D, y p(D) =∑
H p(D|H)p(H) es la probabilidad del dato medido sobre todas las hipo´te-
sis.
Lo ideal ser´ıa detallar los diferentes algoritmos y sus variaciones. Sin embargo,
queda fuera del alcance del proyecto de modo que haremos una comparacio´n
superficial de las propiedades ma´s relevantes [6, 7] mediante la figura 2.1.
2.3. Localizacio´n
La localizacio´n de un robot mo´vil consiste en estimar la pose del robot
(posicio´n y orientacio´n) relativa a su entorno. El problema de localizacio´n
es clave en la robo´tica mo´vil ya que de su precisio´n dependera´ el error de
muchas de las acciones que se realizan. Dependiendo de las circunstancias,
e´ste se divide en tres subproblemas, siendo el que ma´s atencio´n ha recibido
en la literatura el seguimiento de la posicio´n [8, 9, 10]. Aqu´ı se conoce la pose
inicial, y el objetivo es compensar el error incremental de la odometr´ıa del
robot. Algoritmos para el tracking de la posicio´n a menudo asumen restric-
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ciones en el taman˜o del error y en la incertidumbre del robot. Un mayor reto
supone la localizacio´n global [11, 12], donde el robot desconoce la posicio´n
inicial y debe deducirla e´l mismo. Dicha cuestio´n es ma´s compleja ya que
no se puede asumir que el error en la estimacio´n del robot sea pequen˜a. En
consecuencia, el sistema deber´ıa ser capaz de considerar mu´ltiples hipo´tesis
distintas al mismo tiempo. Por u´ltimo, y todav´ıa ma´s dif´ıcil, se encuentra
el problema del robot secuestrado [13, 14], el cual un robot perfectamente
localizado es trasladado a otro lugar sin que pueda percibirlo. Este proble-
ma se diferencia del de la localizacio´n global en que el robot cree saber con
exactitud el punto en el que se encuentra tras el cambio. El problema del
robot secuestrado es utilizado frecuentemente para medir su capacidad de
recuperacio´n ante un fallo de localizacio´n descomunal. Es de an˜adir, que es-
tos problemas son particularmente complejos en entornos dina´micos, e.g. si el
robot opera en entornos con personas a su alrededor alterando las mediciones
de los sensores [15, 16].
La inmensa mayor´ıa de los algoritmos existentes resuelven el problema
del tracking de la posicio´n. Sin embargo, los hay que intentan dar respuesta
las tres cuestiones como es el caso del algoritmo probabil´ıstico llamado Monte
Carlo localization (MCL) o localizacio´n por filtro de part´ıculas, utilizado en
este proyecto. MCL intenta solucionar la localizacio´n global y el problema
del robot secuestrado adapta´ndose a las distribuciones de ruido aleatorias
con lo que evita la necesidad de extraer caracter´ısticas de la informacio´n
sensorial. La idea principal de MCL es representar la creencia de un conjunto
de ejemplos (tambie´n llamados part´ıculas) creada a partir de la distribucio´n
posterior sobre las poses del robot. En otras palabras, en vez de realizar la
aproximacio´n de forma parame´trica como en el caso de los filtros de Kalman y
los algoritmos de localizacio´n de Markov [17, 18], MCL lo hace representando
una coleccio´n aleatoria de part´ıculas con pesos asociados que aproximan la
distribucio´n deseada. En el contexto de la localizacio´n, dicha representacio´n
tiene varias ventajas con respecto a anteriores estrategias. Una de ellas es
que se puede adaptar a caracter´ısticas arbitrarias del sensor, dina´micas de
movimiento y distribuciones de ruido. Otra es que gestionan muy bien el
coste computacional pudiendo adaptarse a los recursos disponibles en cada
momento, y el co´digo puede ejecutarse en diferentes ordenadores aunque
tengan una gran diferencia de velocidad sin modificacio´n alguna del co´digo.
Adema´s, los filtros de part´ıculas son fa´ciles de implementar lo que los hace
un ejemplo atractivo para la localizacio´n robo´tica. Sin embargo, tambie´n
existen ciertos inconvenientes procedentes de la naturaleza estoca´stica de la
aproximacio´n. Entre otros, si el conjunto de ejemplos es pequen˜o, un robot
bien localizado puede perder su posicionamiento debido a que MCL no puede
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generar una muestra en la ubicacio´n correcta. El algoritmo tambie´n puede no
ajustarse al problema del robot secuestrado debido a que no haya ninguna
part´ıcula restante pro´xima a la nueva posicio´n del robot. Por u´ltimo, MCL
podr´ıa ser ineficaz en casos en los que los sensores son tan precisos que el
ruido generado es nulo o casi. Es por estos motivos por los que es de vital
importancia conocer todos los para´metros del algoritmo y poder ajustarlos a
nuestras necesidades concretas [19].
2.4. SLAM
En cuanto a la realizacio´n del mapa se refiere, la pra´ctica ma´s utilizada
y que mejor resultados obtiene es la denominada SLAM, del ingle´s Simulta-
neous Localization And Mapping. Esta te´cnica consiste en adquirir un mapa
espacial den entorno a le vez que se localiza el robot en base a ese modelo. Co-
mo es fa´cilmente deducible, el problema SLAM es uno de los ma´s importantes
si no el ma´s en lo que a la robo´tica auto´noma se refiere [20]. El proceso que se
lleva a cabo es el siguiente: un robot mo´vil deambula por un entorno descono-
cido, partiendo desde un punto con coordenadas conocidas. Su movimiento es
dudoso, haciendo cada vez ma´s dif´ıcil determinar sus coordenadas globales.
Mientras deambula, el robot percibe el entorno a trave´s de los sensores con
lo que genera el mapa y obtiene su localizacio´n en el mismo simulta´neamente.
Formalmente, SLAM es descrito en la terminolog´ıa probabil´ıstica [21].
Denominemos al tiempo con t, y a la localizacio´n del robot con xt. Para
robots mo´viles en una superficie plana, xt es un vector tridimensional, siendo
dos de ellas la posicio´n en el plano y la tercera el valor rotacional para su
orientacio´n. La secuencia de ubicaciones, o trayectoria, viene dada por
XT = x0, x1, x2, ...xT . (2.2)
Aqu´ı T es un instante de tiempo (T puede ser ∞). La posicio´n inicial x0
es conocida; las dema´s posiciones no pueden ser percibidas.
La odometr´ıa proporciona informacio´n relativa entre dos puntos consecu-
tivos. Tomemos ut como la odometr´ıa que representa el movimiento entre el
tiempo t−1 y el tiempo t; dicha informacio´n se debe obtener de los encoders
de las ruedas del robot. Luego la secuencia
UT = u1, u2, u3, ...uT . (2.3)
representa el movimiento relativo del robot. En el caso de que el ruido fuera
nulo, UT ser´ıa suficiente para deducir XT de la posicio´n inicial x0. Sin em-
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bargo, las mediciones odome´tricas son ruidosas y las te´cnicas de ca´lculo de
trayectorias inevitablemente distan de la realidad.
Finalmente, el robot percibe los objetos en el entorno. Llamemos m al
mapa real del entorno, el cual puede estar compuesto por puntos de referen-
cia, objetos, superficies, etc. y m describe sus ubicaciones. Generalmente se
asume que el mapa del entorno m es invariante al tiempo (i.e., esta´tico).
Las medidas del robot establecen informacio´n entre las caracter´ısticas m
y las posiciones del robot xt. Asumiendo que el robot obtiene exactamente
una medicio´n en cada instante de tiempo, la secuencia de mediciones viene
dada por
ZT = z1, z2, z3, ...zT . (2.4)
El problema SLAM consiste en recuperar un modelo del mundo m y una
secuencia de puntos XT en base a la odometr´ıa y las mediciones realizadas.
2.5. Planificacio´n de trayectorias
La planificacio´n de trayectorias o path planning es otro de los conceptos
principales en lo que a la navegacio´n auto´noma se refiere y su objetivo es
encontrar el camino o´ptimo entre dos puntos. O´ptimo se refiere generalmen-
te al ma´s corto, pero tambie´n puede ser el ma´s recto, el que menos frena o
cualquiera que la aplicacio´n requiera. Para poder planificar una trayectoria
es necesario un mapa del entorno y que el robot sea consciente de su localiza-
cio´n con respecto al mismo. Se asume que el robot cumple ambos requisitos
y, adema´s, puede evitar obsta´culos temporales en su camino.
Existen dos formas de representar un entorno en el ordenador: la apro-
ximacio´n continua y la discreta [22]. En una aproximacio´n discreta, el ma-
pa esta´ dividido por secciones del mismo taman˜o (e.g. una rejilla o mapa
hexagonal) o diferentes (e.g., provincias de un estado). Estos u´ltimos son
denominados mapas topolo´gicos. Los mapas discretos son fa´cilmente repre-
sentables mediante grafos, donde las secciones equivalen a ve´rtices (tambie´n
llamados ’nodos’) que esta´n conectados por aristas si el robot puede nave-
gar de un ve´rtice a otro. Computacionalmente, el grafo se almacena en una
lista o matriz de adyacencia. Una aproximacio´n continua requiere definir de-
talladamente los obsta´culos internos y sus l´ımites externos, comu´nmente en
forma de pol´ıgono, donde las trayectorias son codificadas como secuencias de
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nu´meros reales. Los mapas discretos son la representacio´n predominante en
la robo´tica.
Actualmente el mapa ma´s utilizado es el occupancy grid map traduci-
do como malla, rejilla o red de ocupacio´n. Aqu´ı, el entorno es discretizado
en cuadrados de taman˜o variable (e.g., 1cm x 1cm) en los cuales se mar-
can los obsta´culos pudiendo estar cada uno ocupado o libre. En una malla
probabil´ıstica, los cuadrados tambie´n pueden tomar valores entre 0 y 1 que
representan la probabilidad de que haya un obsta´culo. Esta posibilidad es
particularmente importante cuando la posicio´n del sensor que detecta el ob-
jeto es dudosa. Una de las desventajas de los mapas en malla es la cantidad de
memoria que necesitan y el alto coste computacional para recorrer las estruc-
turas de datos con un gran nu´mero de ve´rtices y/o aristas. La solucio´n a este
problema es utilizar mapas topolo´gicos para representar grandes secciones
del mapa. No existe una solucio´n o´ptima y lo eficiente suele ser combinar di-
ferentes modos de representacio´n para obtener una solucio´n. Tambie´n existe
una combinacio´n entre mapas continuos y discretos. Por ejemplo, los mapas
de carreteras para sistemas GPS que almacenan los datos topolo´gicamente
asociando unas coordenadas GPS espec´ıficas a cada ve´rtice.
Algorithm 1 Algoritmo general de bu´squeda en un grafo
1: Q.insertar(x0) y marcar x0 como visitado
2: while Q no este´ vac´ıa do
3: if x ∈ XDest then return E´xito
4: end if
5: for all u ∈ U(x) do
6: x′ ← f(x, u)
7: if x′ no esta´ visitado then
8: Marcar x′ como visitado Q.insertar(x′)
9: else
10: Resolver x′
11: end if
12: end for
13: end while
14: return Fracaso
A continuacio´n se muestran los algoritmos ma´s utilizados en recorrido de
grafos [23, 24], siendo cada uno de ellos una variacio´n del pseudoco´digo del
algoritmo 1.
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2.5.1. Bu´squeda en anchura
En un recorrido en anchura Q es una cola FIFO o First-In First-Out,
donde el siguiente punto seleccionado sera´ el primero en ser an˜adido a la lista.
De modo que todas las trayectorias con k pasos sin siempre contempladas
antes que alguna con k + 1 pasos. Su coste computacional es O(|V | + |E|),
en el cual |V | y |E| son el nu´mero de ve´rtices y aristas, respectivamente,
asumiendo que todas las operaciones ba´sicas como determinar si un punto
ha sido visitado se realizan en tiempo constante.
2.5.2. Bu´squeda en profundidad
En este caso Q es representada como una pila LIFO (Last-In First-Out, al
contrario que en el me´todo anterior. En este caso el u´ltimo estado insertado
en Q es el primero en considerarse, haciendo que no sea adecuado para mapas
discretos, ya que puede ser completamente ineficiente para destinos pro´ximos
al origen, sobretodo en el hipote´tico caso de que el mapa fuera infinito. ya que
no terminar´ıa. Su coste computacional es el mismo que en el caso anterior,
O(|V |+ |E|).
2.5.3. Dijkstra
Hasta ahora, no ha habido preferencia al escoger una accio´n u otra en la
bu´squeda. Sin embargo, el algoritmo de Dijkstra determina el camino ma´s
corto dado un ve´rtice origen al resto de los ve´rtices en un grafo con pesos en
cada arista. Para ello, utiliza una cola de prioridad que es ordenada en base
a una funcio´n de coste C : X → [0,∞]. Para cada estado x, C ∗ (x) es el
coste o´ptimo desde el estado inicial x0 calculado a trave´s de los costes l(e)
de todas las combinaciones de aristas que unen x0 con x. Si el coste no es
o´ptimo, dicho valor es almacenado en C(x). La funcio´n de coste es calculada
incrementalmente durante el recorrido. Al iniciar el proceso, C ∗ (x0) = 0 y el
resto son desconocidos, para luego ser actualizados tal que C(x′) = C(x)+l(e)
donde e es el coste de la arista que va desde x a x′. C ∗ (x) es actualizado
con C(x) solo cuando sea necesario, es decir, cuando el nuevo valor mejore el
anterior. Una vez termine el algoritmo, el grafo estara´ completo y la distancia
o´ptima desde el origen sera´ conocida. El coste computacional del algoritmo
de Dijkstra es O(|E| + |V |log|V |) pudiendo ser menor dependiendo el caso.
Para informacio´n ma´s detallada sobre su eficiencia consultar [25].
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2.5.4. A*
El algoritmo de bu´squeda A* o A-estrella es una extensio´n del algoritmo
de Dijkstra que pretende reducir el nu´mero total de estados que explora in-
corporando una estimacio´n heur´ıstica de la ejecucio´n del objetivo dado un
estado. As´ı, utiliza una funcio´n de evaluacio´n f(n) = g(n) + h′(n), donde
h′(n) representa el valor heur´ıstico para ir desde el nodo n hasta el final, y
g(n) el coste real para llegar a dicho nodo desde el inicio. El algoritmo es
una combinacio´n entre bu´squedas del tipo primero en anchura con primero
en profundidad: mientras que h′(n) tiende a primero en profundidad, g(n)
tiende a primero en anchura. De este modo, se cambia de camino de bu´squeda
cada vez que existen nodos ma´s prometedores, para lo que utiliza una cola
de prioridad ordenada en base al valor de la funcio´n f(n).
A* es un algoritmo completo ya que en caso de existir una solucio´n,
siempre dara´ con ella. Y el tiempo que tarde para conseguirlo dependera´
de la calidad de la estimacio´n heur´ıstica. En el caso peor, la complejidad
sera´ exponencial mientras que en el caso mejor el objetivo se puede alcanzar
en tiempo lineal. Para garantizar la optimizacio´n del algoritmo, la funcio´n
h′(n) debe ser heur´ıstica admisible, esto es, que no sobrestime el coste real de
alcanzar el nodo objetivo. Adema´s, si para todo nodo n del grafo se cumple
g(n) = 0, nos encontramos ante una bu´squeda voraz. O, si por el contrario,
h′(n) es quien toma ese valor, A* pasa a ser una bu´squeda de coste uniforme
no informada.
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Cap´ıtulo 3
Herramientas utilizadas
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3.1. Introduccio´n
En este apartado veremos algunos de los componentes hardware que in-
corpora el robot, su utilizacio´n y posibles alternativas. En la figura 3.1 se
muestran los sensores y actuadores principales. Existen otros componentes
que no se mencionan en este trabajo, no por carecer de importancia sino
porque su uso es condicio´n obligatoria para el correcto funcionamiento y
coordinacio´n de todo el conjunto. De modo que no es necesario resaltarlos ya
que su empleo viene dado impl´ıcitamente en las siguientes secciones.
Figura 3.1: Vista delantera del robot y sus elementos.
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3.2. Segway
Para poder desplazarse, el robot se encuentra sobre una plataforma Seg-
way, empresa estadounidense fundada en 1999 por Dean Kamen.
Figura 3.2: Especificaciones de Segway
RMP 200.
El modelo que nosotros utiliza-
mos es el Segway Robotic Movility
PlatformTM 200, que es una platafor-
ma robo´tica mo´vil basada en el au-
tobalanceado Segway Human Trans-
porter (HT).
Segway RMP es ma´s ra´pido, ma´s
barato, y ma´s a´gil que otras plata-
formas comparables. Tambie´n es ro-
busta, su radio de giro es nulo y pue-
de soportar grandes pesos [26]. En
lo que a robo´tica se refiere, tiene un
movimiento no holono´mico, esto es,
no es omnidireccional, ya que la can-
tidad de grados de libertad controla-
bles es menor que la cantidad de gra-
dos de libertad totales. En la figura
3.2 podemos ver algunas de sus espe-
cificaciones. Existen nuevas versio-
nes similares a e´sta aunque se pue-
de utilizar cualquier otra plataforma
mo´vil, siempre y cuando sea compa-
tible con los requisitos del proyecto.
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3.3. Bumper
El robot esta´ dotado de unos parachoques o bumpers que detectan cua´ndo
e´ste colisiona con algu´n objeto. Dispone de dos en la parte delantera (a
baja y media altura) y uno en la trasera, aunque con un buen sistema de
control de obsta´culos ninguno de ellos deber´ıa activarse salvo en situaciones
excepcionales.
3.4. Hokuyo UTM-30LX
Como se puede ver en la figura 3.1 el robot tiene dos la´seres en la parte de-
lantera, los cuales permiten medir distancias. Su funcionamiento consiste en
lanzar un abanico de rayos en un plano controlando sus rebotes y estimando
la distancia en funcio´n al tiempo transcurrido, con la te´cnica llamada time-
of-light. Uno de ellos esta´ unido a un servomotor que le permite inclinarse
realizando un barrido vertical, posibilitando obtener mucha ma´s informacio´n
e incluso crear una nube de puntos. La figura 3.4 muestra las especificaciones
de este la´ser (figura 3.3), pero si se requiere una mayor precisio´n o rango de
accio´n podemos optar por utilizar un Velodyne LiDAR, por ejemplo.
Figura 3.3: Sensor la´ser Hokuyo UTM-30LX.
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Figura 3.4: Especificaciones del tele´metro la´ser Hokuyo UTM-30LX.
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3.5. Kinect
En la parte superior del robot hay una ca´mara Kinect versio´n 1 con una
cierta inclinacio´n hacia arriba para abarcar una mayor parte de nuestra re-
gio´n de intere´s. La Kinect de Microsoft se compone de una barra con varios
sensores unida a una base motorizada (figura 3.5). Suele ser clasificada como
una ca´mara RGB-D porque proporciona una imagen en color con el sensor
de color CMOS 640x480 (640x480@30fps) y otra en profundidad con el sen-
sor infrarrojo (IR) CMOS 1280x1024 (640x480@30fps). Su campo de visio´n
es de 58o en horizontal, 45o en vertical y 70o en diagonal, siendo el rango
de operacio´n del sensor de profundidad de entre 0.8 y 3.5 metros, con una
resolucio´n de 1 cent´ımetro. Adema´s, para mejorar la calidad de esta u´ltima
dispone de un proyector infrarrojo en la misma barra. Tambie´n lleva incor-
porados cuatro micro´fonos para la obtencio´n de informacio´n de audio. En
cuanto al control de inclinacio´n, la base esta´ motorizada y se apoya en un
acelero´metro para su sensorizacio´n, y posiblemente para la estabilizacio´n de
la imagen.
Figura 3.5: Kinect v1 de Microsoft.
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Figura 3.6: Vista trasera del robot y sus elementos.
3.6. Ultrasonidos
Hasta ahora hemos visto que tanto los la´seres como la ca´mara Kinect
esta´n enfocados hacia adelante ya que, por lo general, el robot se desplaza
en ese direccio´n. Sin embargo, hay algunas ocasiones en las que Teknibot
debe realizar pequen˜os movimientos hacia atra´s y, lo´gicamente, se debe te-
ner cierta sensorizacio´n al respecto. Es por esto que el robot dispone de siete
tele´metros ultraso´nicos en la parte trasera formando una media luna horizon-
tal a 60 cent´ımetros de la base aproximadamente (3.6). El modelo utilizado
es el SRF08 con un rango ma´ximo de 11 metros y un tiempo ciclo de has-
ta 65 milisegundos, aunque las caracter´ısticas no son tan relevantes ya que
la mayor´ıa de sensores de este tipo cumplen los requisitos de este proyecto.
E´stos esta´n conectados en serie con una comunicacio´n v´ıa el bus I2C, aunque
lo ideal es una conexio´n en paralelo para aumentar la eficiencia.
3.7. Infrarrojos
A ambos lados de la base existen cuatro sensores infrarrojos (figura 3.1),
dos en la parte delantera y dos en la trasera, para la deteccio´n de obsta´culos
cercanos a mı´nima altura ya que sus mediciones en distancia tienen un rango
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entre 10 y 80 cent´ımetros. El modelo utilizado es el GY2Y0A21YK o´ 2Y0A21
de SHARP, compuesto por un detector de posicio´n sensitivo, un diodo emisor
de infrarrojos y circuito para el procesado de sen˜al.
3.8. Ca´mara
En la parte superior de la cabeza del robot esta´ colocada una ca´mara
vertical IDS UI-5240CP-NIR-GL (figura 3.7) que facilita una imagen mono-
croma de 1.32 megap´ıxeles a 60 fps mediante un sensor CMOS (figura 3.8).
Figura 3.7: Ca´mara industrial IDS UI-5240CP-NIR.
El motivo por el cual la ca´mara esta´ orientada hacia arriba es contribuir
al proceso de localizacio´n mediante la obtencio´n de caracter´ısticas situadas
en el techo. Hay que recordar que el robot esta´ disen˜ado principalmente para
entornos interiores ya que en exteriores esta te´cnica no es de gran ayuda. Sin
embargo, nos encontramos en un contexto industrial de modo que la distancia
de observacio´n de dichas referencias puede ser considerable y, en consecuen-
cia, la imagen que se obtiene debe ser lo mejor posible. Adema´s, teniendo en
cuenta las personas que se hallan continuamente en el a´rea de trabajo del
robot puede haber muchos curiosos que se acerquen al mismo an˜adiendo gran-
des cantidades de ruido e incluso llegando a colapsar los sensores. La cu´spide
de la cabeza es, a priori, el punto con mayor libertad en estas circunstancias
y el cual puede evitar un error catastro´fico en el posicionamiento.
3.9. Servomotor
Como hemos mencionado en la seccio´n del tele´metro la´ser Hokuyo, uno
de ellos esta´ acoplado a un servomotor que le permite cambiar su orientacio´n
sobre el eje horizontal y obtener as´ı informacio´n en tres dimensiones. El motor
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Figura 3.8: Especificaciones del sensor de la ca´mara IDS UI-5240CP-NIR-GL.
utilizado es el RX-28 HN07-N101 de Dynamixel con un par motor de 2.5 N.m
a 14.8 V y un mı´nimo a´ngulo de control de aproximadamente 0.29o x 1024,
controlando la posicio´n a trave´s de un potencio´metro.
3.10. Matriz de LEDs + Arduino
Con la finalidad de dar cierta sensacio´n de ’vida’ al robot, en la parte
delantera de su cabeza se han an˜adido dos matrices de LEDs 8x8 con 6 posi-
bles colores diferentes (figura 3.1), controladas mediante un microcontrolador
Arduino.
3.11. Pantalla ta´ctil
En cuanto a la interaccio´n, Teknibot dispone de una pantalla ta´ctil en la
parte superior trasera (figura 3.6) que facilitara´ la comunicacio´n, ya que me-
diante ella, principalmente, se mostrara´n y enviara´n las acciones disponibles
en cada momento. El modelo en concreto es la pantalla LCD de 8.4.APR-
A0840-ORBD de la empresa Alphadisplay. Adema´s, es de gran ayuda en la
etapa de desarrollo ya que nos permite el control total de la ma´quina. De lo
contrario ser´ıa necesario conectar una pantalla externa o cierto me´todo de
control remoto.
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3.12. Altavoces
A ambos laterales de la cabeza se encuentran las aberturas para que salga
el sonido del altavoz/altavoces, que permitira´n ofrecer informacio´n sonora
en los diversos estados del robot. Es por esta v´ıa, por ejemplo, por donde
se anunciara´n las charlas informativas y curiosidades de los lugares que se
visiten.
3.13. Bater´ıas
Para la alimentacio´n de todos estos componentes el robot consta de cuatro
bater´ıas independientes, dos de ellas para la traccio´n y otras dos para los
dema´s elementos. Todas son del tipo Li-Ion (ion de litio) las cuales ofrecen
una gran relacio´n energ´ıa almacenada/peso. Ofrecen 72 voltios de corriente
continua, y disponen de un conversor que les permite suministrar 5, 12 o 24 V
para el hardware que as´ı lo requiera. En la parte inferior trasera del robot hay
una puerta para recargar las bater´ıas mediante un cargador externo. Tanto
el tiempo de carga total como el de descarga es de 8 horas aproximadamente,
aunque hay que tener en cuenta su deterioro y pe´rdida de capacidad con el
paso de los an˜os.
Figura 3.9: Joystick Logitech Extreme 3D Pro.
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3.14. PC
Por u´ltimo, lo´gicamente es necesario un ordenador o ’cerebro’ que se en-
cargue de gestionar todos estos componentes, haciendo un uso eficiente de
los mismos mediante el software que desarrollemos. Actualmente dicha tarea
le corresponde a un Dell con 3.8 GiB de memoria RAM y el procesador Intel
Core i7-2600 de 8 nu´cleos trabajando a una frecuencia de 3.40 GHz.
3.15. Joystick
En las primeras etapas del desarrollo del robot es imprescindible tener
una herramienta para controlar su movimiento ya que agiliza mucho ciertas
tareas, como por ejemplo el mapping. En este proyecto se utiliza el joystick
Extreme 3D Pro de Logitech (figura 3.9), conectado mediante USB. Pese a
que ofrece una amplia variedad de acciones, muchas de ellas no se tienen en
cuenta ya que su utilizacio´n es exclusivamente para mover las ruedas.
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Cap´ıtulo 4
Desarrollo
33
4.1. Introduccio´n
Pese a que seleccionar los elementos necesarios para cumplir con los ob-
jetivos del proyecto y que e´stos puedan convivir correctamente ya es un gran
logro, es necesario un software que los gestione y dote al conjunto de cierto
nivel de inteligencia. En este cap´ıtulo veremos el desarrollo que hace que eso
sea posible, donde se encuentra el nu´cleo el desarrollo del proyecto en s´ı. Esta´
dividido en tres partes: rehabilitacio´n del robot, utilidades o funcionalidades
y fase experimental.
4.2. Rehabilitacio´n
Se denomina rehabilitacio´n del robot al proceso de restitucio´n o restau-
racio´n del mismo de manera que vuelva al estado original. Pero en este caso
no es solo eso puesto que se sustituyen los componentes obsoletos y/o de-
fectuosos, se actualiza el software utilizado a su u´ltima versio´n y, adema´s,
se incorporan nuevas mejoras. Cabe mencionar que todos los archivos son
modificados utilizando la convencio´n de programacio´n de C++ y traducien-
do todos los nombres y comentarios al ingle´s con la finalidad de facilitar su
lectura y comprensio´n. Tambie´n se an˜ade la funcionalidad de informes de
diagno´stico de ROS donde se cree conveniente, para llevar un mejor control
de fallos en tiempo de ejecucio´n.
4.2.1. Ubuntu
Ubuntu es el sistema operativo, el software principal en el que se apo-
yara´n todos los programas y con el que se conectara´n todos los componentes
electro´nicos.
Objetivo
La versio´n utilizada originalmente es la 10.04 LTS Lucid Lynx (04/2010)
y se quiere instalar Ubuntu 16.04 LTS Xenial Xerus (04/2016) por ser la
u´ltima versio´n disponible con soporte a largo plazo.
Progreso
Ha sido actualizado a la u´ltima versio´n sin ningu´n inconveniente mediante
una memoria USB.
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4.2.2. ROS
ROS es el framework para el desarrollo de software que provee las funcio-
nalidades de un sistema operativo y mediante el cual se gestiona todo, o casi
todo, el funcionamiento del robot.
Objetivo
La versio´n utilizada originalmente es Diamondback (03/2011) y se quie-
re instalar ROS Kinetic Kame (05/2016) por ser la u´ltima versio´n disponi-
ble, aunque recientemente es el lanzamiento de la versio´n Lunar Loggerhead
(05/2017).
Progreso
La instalacio´n y configuracio´n del entorno para el correcto funcionamien-
to de ROS Kinetic no supone ningu´n problema. Sin embargo, esta accio´n
tiene consecuencias ma´s adelante a la hora de compilar y ejecutar los pa-
quetes necesarios ya que su estructura ha cambiado. Por ejemplo, el archivo
manifest.xml ya no existe y en su lugar se utiliza package.xml, el formato del
CMakeLists.txt es diferente, la forma de generar mensajes de ROS var´ıa, etc.
4.2.3. Pantalla ta´ctil
La pantalla ta´ctil es el u´nico modo de comunicacio´n por defecto, de modo
que lo primero es hacer que e´sta lea correctamente nuestros comandos.
Objetivo
El driver a poner en marcha es EETI eGalax eGTouch v2.5.5814, que
sirve tanto para ma´quinas de 32 como de 64 bits, y despue´s utilizarlo para
calibracio´n ta´ctil.
Progreso
Antes de ejecutar el script de instalacio´n, es necesario conectar el contro-
lador. Despue´s no hay ma´s que acceder a la carpeta en la que se encuentra
el archivo comprimido y ejecutar desde la terminal:
$ ta r −xzvf eGTouch v2 . 5 . 5 8 1 4 . L−x . ta r . gz
$ sudo eGTouch v2 . 5 . 5 8 1 4 . L−x/ setup . sh
Una vez finalizado ejecutamos
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$ eCal ib
y seguimos las indicaciones para la calibracio´n. Al completar el proceso la
pantalla ta´ctil funciona eficazmente.
4.2.4. Gestor de las bater´ıas
Las bater´ıas no pueden bajar de un cierto umbral de tensio´n ya que
podr´ıan estropearse, de modo que es necesario llevar un control continuo de
las mismas.
Objetivo
Instalar un daemon o demonio que se ejecute en todo momento en el sis-
tema operativo de manera que apague el robot cuando alguna de las bater´ıas
baje de 69 V.
Progreso
En primer lugar se instalan los drivers de Linux de Measurement Compu-
ting y se configura el archivo 61-mcc.rules. Si las reglas no pueden cargarse
de manera automa´tica se puede abrir la terminal y ejecutar:
$ sudo udevadm c o n t r o l −−re load−r u l e s
Podemos forzar manualmente a udev a activar sus reglas con:
$ sudo udevadm t r i g g e r
Despue´s viene el turno del controlador de la tarjeta MC USB-1208FS, que
es la que se comunica directamente con las bater´ıas recibiendo y/o enviando
informacio´n. E´ste antes utilizaba la librer´ıa asio 1.10.2, pero ahora se encuen-
tra dentro de boost luego hay que actualizar su uso en el co´digo y modificar
las dependencias correspondientes.
En segundo lugar, se crean los programas de se quieren ejecutar conti-
nuamente en el sistema operativo en segundo plano para poder llamarlos
desde los ficheros .service se se iniciara´n al encender el ordenador. La forma
de hacerlo cambio´ con Ubuntu 15.04, antes se utilizaba el sistema upstart y
ahora es systemd el encargado de dicha tarea. De modo que se crean los dos
archivos para luego an˜adirlos en la carpeta /etc/systemd/system:
mc1208fs.service: se encarga de comunicarse con las bater´ıas y ofrecer
diversas funcionalidades para su gestio´n.
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check battery.service: hara´ uso del demonio anterior para consultar
el nivel de carga de las bater´ıas y apagar el ordenador en caso de que
e´ste baje de 69 V.
La informacio´n recopilada por ambos es escrita en el archivo /var/log/syslog
y se puede ver en vivo el nivel de estado de las bater´ıas mediante el siguiente
comando:
$ t a i l −f / var / log / s y s l o g | grep ’ check battery ’
Lo ideal es poder representar dicha informacio´n gra´ficamente en la barra de
estado de la pantalla, como en el caso de tele´fonos y tabletas.
Por defecto al inicializar mc1208fs con systemd hay un problema en el que
ocasionalmente dicha tarea no se lleva a cabo correctamente. Para evitarlo
se ha creado un archivo PID para decirle a systemd que ese proceso no se
termina tras hacer un fork.
4.2.5. Drivers
El siguiente proceso que se debe llevar a cabo es la instalacio´n y configu-
racio´n de los drivers de todos las herramientas hardware que se utilizan.
Objetivo
De forma que se pueda obtener informacio´n de los sensores y enviar ac-
ciones a los actuadores, es necesario poner en funcionamiento los siguientes
paquetes:
dynamixel motor: conjunto de paquetes para la interaccio´n de la
l´ınea de servomotores Robotis Dynamixel.
infrared: hacer funcionar los infrarrojos.
joy: obtiene informacio´n del joystick.
laser snapshotter: en base al a´ngulo y velocidad de movimiento del
servomotor, se comunica con el Hokuyo unido a e´ste para generar una
nube de puntos (el tipo de ROS sensor msgs::PointCloud2 ).
libsegwayrmp: librer´ıa que facilita todas las funcionalidades para el
manejo y control de la plataforma Segway.
mc1208fs: control de la tarjeta MC USB-1208FS.
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rainbowduino control: paquete para la modificacio´n de las matrices
de LEDs.
robotis controller: hace uso de dynamixel motor para controlar el
servomotor de la forma deseada.
segway rmp: hace uso de libsegwayrmp para ofrecer las funcionalida-
des adaptadas al caso de uso de este proyecto.
serial: es una librer´ıa multiplataforma para la interaccio´n con los puer-
tos tipo RS-232.
teknigazer: se conecta con la ca´mara vertical para la identificacio´n de
marcadores y la publicacio´n de dicha informacio´n.
teleop: hace uso de joy para gestionar los comandos del joystick y
actuar en consecuencia. Hace posible la teleoperacio´n del robot. Quiza´
esto represente una funcionalidad, pero se ha decidido incorporarlo a
esta seccio´n porque no es comu´n en el uso habitual del robot ma´s que
para ciertos movimientos puntuales de mantenimiento.
urg node: paquete para la comunicacio´n de los tele´metros Hokuyo
mediante su librer´ıa urg c.
usbi2c: utiliza un mo´dulo de comunicacio´n de USB a I2C, unido a los
sensores de ultrasonidos SRF08. Permite la usuario transmitir el rango
de ultrasonidos mediante un publisher de ROS.
Progreso
Debido a que los dispositivos pueden verse reflejados en el ordenador con
diferentes identificadores y no siempre los mismos, es recomendable definir
unas reglas udev. Udev es el gestor de dispositivos que usa el kernel de Linux
y su funcio´n es controlar los archivos de dispositivo en /dev, manejando to-
das las acciones del espacio de usuario al agregar o quitar dispositivos. Para
ello se debe crear un archivo en la carpeta /etc/udev/rules.d con el formato
adecuado. Por ejemplo, para el caso de los la´seres Hokuyo creamos el fichero
10-sensors.rules y an˜adimos lo siguiente:
SUBSYSTEMS==u¨sb”, KERNEL==”ttyACM[0-9]*”, ATTRS{manufacturer}==”Hokuyo Data Flex for
USB”, ATTRS{product}==U¨RG-Series USB Driver”, PROGRAM=/opt/ros/kinetic/lib/urg node/getID
/dev/ttyACM%n q”, SYMLINK+=”sensors/hokuyo %c”, MODE=”0666”
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Lo que hara´ que cuando se conecte un dispositivo por v´ıa usb con un nombre
asociado ttyACM[0-9]* con los datos de fabricante y producto correspondien-
tes, se ejecute el programa getID con el nombre asociado como para´metro
y la respuesta de e´ste se utilizara´ para crear un link simbo´lico en la ruta
/dev/sensors. Adema´s, tendra´ todos los permisos para todos los usuarios. De
esta forma se puede contactar con un Hokuyo espec´ıfico utilizando su iden-
tificador.
Pese a que el paquete urg node se puede instalar mediante su binario
(.deb), de momento e´ste no incluye el ejecutable getID. Es por esta razo´n
por la que se ha descargado el co´digo fuente, para compilarlo y copiar des-
pue´s el ejecutable creado en la ruta de instalacio´n del paquete en /opt. Sin
embargo, hay que tener cuidado con esto ya que al limpiar el workspace en el
que se compila, por alguna razo´n que no llegamos a comprender el ejecutable
deja de funcionar en modo root, que es como se ejecuta desde la regla udev,
alegando que falta cierta librer´ıa dina´mica. Esto hace que el la´ser Hokuyo no
se identifique con el nombre esperado y, en consecuencia, nuestro programa
no pueda comunicarse con e´l. La solucio´n ma´s sencilla para evitar este pro-
blema es volver a compilar el paquete y copiar el nuevo ejecutable en la ruta
deseada.
Es de an˜adir que para el correcto funcionamiento del paquete segway rmp
no se pueden cargar los mo´dulos kernel ftdi sio y usbserial. De ser as´ı tendre-
mos que ejecutar el comando rmmod da´ndole como para´metro cada uno de
ellos. Sin embargo, los dema´s sensores USB necesitan el mo´dulo ftdi sio para
ser representados en /dev/ttyUSB* con lo que existe cierta incompatibili-
dad. La manera de evitar este conflicto es configurar el paquete segway rmp
para utilizar el puerto serie en vez de FTDI2XX, es por eso que se utiliza
la librer´ıa libsegwayrmp y no libftd2xx. Es importante conocer las dependen-
cias de los diferentes paquetes y compilarlos en el orden adecuado. En el
caso de libsegwayrmp tenemos que tener cuidado si lo metemos dentro del
workspace puesto que al no ser un paquete de ROS, es necesario incluir un
CATKIN IGNORE en su ra´ız para evitar futuros errores de compilacio´n.
4.2.6. Relacio´n espacial de los elementos
La informacio´n dada por los sensores es tratada mediante el me´todo co-
rrespondiente en base a su procedencia y utilidad, para luego comunicarse
con los dema´s elementos y comenzar una cadena de toma de decisiones. Para
que esa informacio´n este´ debidamente representada en un marco global, es
39
necesario disponer de un punto de referencia comu´n y relacionar toda esa
informacio´n espacial respecto a e´ste. Es por esta razo´n por la que el sistema
debe conocer la transformacio´n, i.e. traslacio´n y rotacio´n, entre el origen de
coordenadas de cada uno de sus sensores y/o actuadores.
Objetivo
Publicar un a´rbol de sistemas de referencia que represente el robot y sus
elementos, de forma que la combinacio´n de informacio´n espacial sea eficaz y
se asemeje a la realidad.
Progreso
Se han medido f´ısicamente las distancias entre los diferentes elementos
para luego poder publicarlas mediante un tf broadcaster. Este paquete crea
y publica un a´rbol de transformaciones en base a las mediciones obtenidas
en un fichero XML, que luego cualquier nodo puede consultar. En este caso
en particular, la ra´ız del a´rbol de transformaciones es la base del robot, que
se encuentra en el punto central de la parte inferior de la plataforma (figura
4.1). En la tarea para la que esta´ pensada el robot se puede admitir un error
en el posicionamiento de hasta 20 cm aproximadamente, es por ello que no
se ha realizado un postprocesado de los datos o una comprobacio´n de la
calidad de los mismos. Sin embargo, para obtener la mayor precisio´n posible
es recomendable hacer una calibracio´n extr´ınseca de todos los sensores, tarea
que se pretende realizar en un futuro cercano.
4.2.7. Mapeo
Una vez que el robot tiene conocimiento y control de e´l mismo, es el mo-
mento de an˜adir informacio´n sobre el mundo. Recordemos que es primordial
que Teknibot sepa en todo momento su posicionamiento, ya que de ello de-
penden muchas de las dema´s tareas que realiza. Por lo tanto la representacio´n
del entorno se debe ajustar en la mayor medida posible a la realidad, o, mejor
dicho, a co´mo interpretan los sensores la realidad.
Objetivo
Realizar un mapeo de la zona de trabajo legible por el robot.
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Figura 4.1: Relacio´n espacial (tf) de los elementos del robot.
Progreso
Hemos optado por hacer uso del nodo disponible en los repositorios de
ROS gmapping, ya que implementa un algoritmo de filtro de part´ıculas con
buenos resultados [27] y es ampliamente parametrizable. Como datos de en-
trada se utiliza el la´ser Hokuyo esta´tico, el inferior, que se encuentra a 50
cm del suelo. Para este proceso se mueve el robot mediante el joystick lenta-
mente y sin giros bruscos, haciendo un recorrido cerrado del a´rea de intere´s
y repitiendo parte de la etapa inicial, con la finalidad de facilitar el trabajo
de cerrar el bucle o loop closure y mejorar as´ı la calidad del mapa.
4.2.8. Navegacio´n
El mapa del mundo ya es disponible, de modo que ahora hay que saber
moverse por e´l. Para la localizacio´n se utiliza el algoritmo AMCL [19], que
ya dispone de una implementacio´n con su mismo nombre en los repositorios
de ROS. En este apartado tambie´n se incluye la evitacio´n de obsta´culos.
Objetivo
Una vez que el robot este´ localizado, poder mandarle a un punto en el
mapa al que el robot vaya si es posible realizando un recorrido lo´gico y sin
colisionar con los obsta´culos que se encuentre en el camino.
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Figura 4.2: Vista en Rviz del mapa de la zona. El color rosa representa el
obsta´culo y los azules su inflacio´n. El c´ırculo verde es la base del robot. Los
puntos rojos son la dispersio´n de las part´ıculas del algoritmo AMCL.
Progreso
En primer lugar, la localizacio´n aproximada del robot viene dada ya que el
punto de partida es conocido o se le asigna mediante comando. Despue´s se le
env´ıa una ubicacio´n objetivo con respecto al origen de coordenadas del mapa
creado anteriormente. En el transcurso del movimiento el robot hace uso de la
odometr´ıa y del mismo la´ser con el que ha creado el mapa para mantener su
localizacio´n. En lo que a los obsta´culos se refiere, estos son detectados gracias
a los sensores infrarrojos, ultrasonidos y el Hokuyo unido al servomotor.
Tanto los obsta´culos esta´ticos, esto es, los que esta´n representados en el
42
mapa y no var´ıan, como los dina´micos son representados en un costmap.
En e´l se les aplica una inflacio´n igual al radio u´til del robot para poder
representar e´ste mediante un punto y reducir el coste computacional del
ca´lculo de trayectorias. Adema´s, cuando el robot calcula que un punto es
alcanzable pero algu´n punto del recorrido no puede avanzar, entra en un
modo de recuperacio´n durante un cierto tiempo e intentar explorar otras
opciones o esperar que la calculada previamente esta´ disponible de nuevo.
4.2.9. Interfaz de usuario
La u´ltima parte correspondiente a la migracio´n es la interfaz de usua-
rio y los modos de operacio´n disponibles en el robot correspondientes a la
comunicacio´n persona-robot.
Objetivo
Poner en marcha la interfaz gra´fica que se muestra en la pantalla ta´ctil
que controla la gestio´n de los diferentes estados del robot.
Progreso
El problema principal que hay a la hora de compilar el paquete tekni-
bot manager correspondiente a la interfaz gra´fica es que la versio´n mı´nima
que utiliza ROS Kinetic es Qt 5.3 y la implementacio´n esta´ para Qt 4. Se
quiere utilizar la u´ltima versio´n disponible de todo el software que se utilice,
ya que en principio su funcionamiento sera´ o´ptimo, de modo que hay que
modificar el paquete para utilizar Qt5, adaptando la estructura del co´digo,
las dependencias y las instrucciones dadas a CMake para la compilacio´n.
Una vez hecho esto, existen nuevas incompatibilidades con librer´ıas como
OpenCV que hay que corregir y reajustar el proyecto para que cada paquete
funcione correctamente y puedan convivir conjuntamente.
4.3. Mejoras
Esta seccio´n corresponde a las mejoras que se han intentado incorporar al
sistema, siendo algunas efectivas y otras no. Este puede que sea el apartado
ma´s relevante para los lectores con cierto esp´ıritu investigador, ya que el es-
tudio de la literatura y el nivel de conocimiento para decidir las innovaciones
a incorporar son ma´s exigentes. A pesar de todo, muchas de las ideas quedan
fuera del alcance del proyecto debido a la falta de tiempo pero se pretende
trabajar con ellas y algunas se vera´n en el apartado de trabajo futuro. Por
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Figura 4.3: Ventana principal de la interfaz de usuario donde se escoge el
modo de operacio´n.
lo tanto los avances logrados son, de momento, menores pero que aun as´ı
mejoran en cierta medida el rendimiento general del robot.
4.3.1. Filtrado del la´ser
En primer lugar, el la´ser Hokuyo superior detecta colisiones con la propia
carcasa del robot que no interesan. Debido al movimiento del mismo, si el
a´ngulo es mayor que un valor concreto el propio robot llega a entrar en su
campo de observacio´n mostra´ndose como un obsta´culo. Esta es una situacio´n
que no puede darse bajo ningu´n concepto, ya que por co´mo se ha programado
el algoritmo de navegacio´n intenta evitar el obsta´culo calculando una nueva
ruta pero nunca puede encontrarla al ser el obsta´culo permanente.
Objetivo
Es importante que la deteccio´n del tele´metro sea eficaz y solo muestre
los cuerpos externos. Con lo cual es necesario hacer un tratamiento de los
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datos y obtener u´nicamente la informacio´n relevante y que permita llegar al
destino de forma eficiente.
Progreso
La primera solucio´n que se puede ocurrir, y la que se realizaba en kTBot,
es reducir el a´ngulo de movimiento vertical del abanico la´ser, no llegando
nunca a entrar en contacto con la carcasa. Sin embargo, en los primeros mo-
mentos en que el cuerpo del robot entra en el rango del tele´metro e´ste no lo
cubre completamente. Por lo tanto reducir su grado de accio´n puede suponer
una pe´rdida de informacio´n importante. Otra opcio´n es hacer un filtrado del
la´ser y descartar informacio´n que este´ demasiado cerca. Pero simplemente
con esto el recorrido que realiza el tele´metro puede ser excesivo, pese a que
no se detecten obsta´culos innecesarios que generen un comportamiento ilo´gi-
co. Eso conlleva a que el tiempo que se tarda en generar la nube de puntos
en cada ciclo del Hokuyo aumente, reduciendo la precisio´n en la deteccio´n
de obsta´culos. En virtud de ello, la solucio´n o´ptima es una combinacio´n de
ambas. Primero se decidira´ en que´ l´ımites inferiores y superiores del movi-
miento de la´ser comienza la carcasa a abarcar demasiado campo de visio´n, o
lo que es lo mismo, hasta que l´ımites la informacio´n obtenida del entorno es
suficiente. Una vez calculado ambos puntos, mediante un filtrado del la´ser se
limpian las colisiones correspondientes a la propia carcasa del robot.
4.3.2. Deteccio´n de obsta´culos
Hasta ahora las herramientas que se ha utilizado para la deteccio´n de
obsta´culos, principalmente, son los dos tele´metros Hokuyo. Es cierto que los
infrarrojos detectan objetos cercanos a muy baja altura y los ultrasonidos
los que se encuentran detra´s del robot, pero el comportamiento del robot
depende de e´stos en casos aislados. Luego nos centraremos en los sensores
la´ser de distancia frontales. El inferior u´nicamente detecta los objetos en un
plano horizontal de 50 cm sobre la base del robot y el superior, al estar en
continuo movimiento, abarca obsta´culos en un mayor nu´mero de alturas pero
pro este motivo se ve reducida su frecuencia u´til.
Objetivo
Ya que el robot dispone de una ca´mara Kinect, la idea es an˜adirla al
conjunto de sensores utilizados para la deteccio´n de obsta´culos.
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Progreso
La tarea de usar la nube de puntos generada por la Kinect como v´ıa
para detectar obsta´culos es sencilla. Sin embargo, hay varios puntos que se
deben tener en cuenta. El primero de ellos, que la Kinect esta´ orientada hacia
arriba, donde generalmente las distancias a la que se detectan los cuerpos
son mayores. Esta inclinacio´n supone un problema a la hora de realizar la
limpieza y esta cuestio´n se vera´ en el siguiente apartado. Sin embargo, este
mismo motivo puede ayudar al robot a evitar ciertas situaciones en las que
el recorrido calculado le obligue a pasar debajo de elementos peligrosos. O,
en su lugar, zonas por las que los humanos no pueden pasar co´modamente
ya que, recordemos, el robot esta´ pensado para hacer de gu´ıa y llevar a los
clientes por diferentes lugares. Otro punto es que el tratamiento de una nube
de puntos demanda un mayor coste computacional que el de un sensor de una
o dos dimensiones y, lo´gicamente, se quiere llevar un control de los obsta´culos
con una frecuencia similar a la que el sensor es capaz de detectarlos.
4.3.3. Limpieza de obsta´culos
Hasta ahora cuando nos hemos referido a obsta´culos en todo momento
hemos mencionado su deteccio´n, pero no debemos olvidar que e´sta no puede
ser eficaz sin una buena limpieza. La limpieza o, dicho de otra forma, el
hecho de afirmar que el obsta´culo detectado anteriormente ya no existe, se
realiza mediante el trazado de rayos o raytracing. En el algoritmo raytracing
se determinan las superficies pro´ximas en la escena trazando rayos desde el
observador (sensor) hasta su rango ma´ximo a trave´s del plano de la imagen.
Se calcula la interseccio´n del rayo con el primer objeto y e´ste determina la
distancia de la primera colisio´n potencial. En cuanto a la limpieza, el rayo
debe llegar a un punto ma´s lejano que en la etapa previa, lo que significara´ que
el obsta´culo detectado anteriormente no existe y ahora hay uno en el nuevo
punto de interseccio´n. En el caso peor, el haz llegara hasta el punto ma´s lejano
que puede alcanzar. En nuestro escenario de trabajo estas distancias pueden
ser demasiado grandes por la potencia de las herramientas que utilizamos
y, en menor medida, por las dimensiones del entorno, lo que conlleva a un
mayor coste computacional. Esto implica un mayor retardo en la limpieza
de los obsta´culos mantenie´ndose representados en el mapa aun cuando ya no
existen.
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Objetivo
Debido a que el ordenador lleva muchos procesos a cabo al mismo tiempo,
hay que optimizar el coste computacional de todas las tareas que se realizan.
De modo que el objetivo es realizar la limpieza de obsta´culos con mayor
rapidez y sin perder eficacia, claro esta´.
Progreso
La primera solucio´n llevada a cabo es, como en el caso de los la´seres, es
realizar un filtrado de la nube de puntos obtenida por la Kinect limita´ndola
en los tres ejes (horizontal, vertical y longitudinal) y dejando de contemplar
los cuerpos ma´s alla´ de esos valores. Este tamiz apenas significa una mejora
en los tiempos de ejecucio´n ya que el raytracing igualmente tiene que llegar
hasta su rango ma´ximo y, de hecho, en algunas casos estos tiempos son peores.
La segunda opcio´n es utilizar los datos de los sensores u´nicamente para
el marcado de obsta´culos y simular otra fuente para la limpieza. As´ımismo,
se realiza un nodo que genere una nube de puntos que represente el espacio
de trabajo que se desea contemplar, esto es, representa una especie de ha-
bitacio´n cu´bica y el marcaje no tiene en cuenta los objetos ma´s alla´ de esas
paredes. En este caso, el proceso de limpieza es mucho ma´s ra´pido ya que las
distancias ma´ximas que alcanza el raytracing son relativamente pequen˜as.
Sin embargo, para abarcar el mayor nu´mero de rayos posibles la nube de
puntos que hay que publicar es muy densa esto es, tiene un gran nu´mero de
puntos, lo que implica una pe´rdida de rendimiento considerablemente mayor
a la mejora lograda. Luego no es factible.
El tercer me´todo planteado para dar salida al problema es la limpieza
del mismo mapa. Ya se ha mencionado en alguna ocasio´n que el mundo se
representa en un mapa de rejillas, y este a su vez tiene varias capas que deno-
minamos costmap. El encargado de representar los obsta´culos dina´micos es el
costmap local, y no es ma´s que otro mapa de rejilla permanente alrededor de
la base del robot. Esta vez no se tiene en cuenta la deteccio´n de obsta´culos
en s´ı y la atencio´n se centra en el estado del mapa. Por esta razo´n, se ha
implementado un programa que acceda a este mapa y vac´ıe, limpie, desocu-
pe... todas las casillas del mismo con una cierta frecuencia. En nuestro caso,
en base a los tiempos necesarios para ejecucio´n de otras tareas del robot, la
limpieza se realiza a 2 Hz con lo que no es necesario utilizar los sensores para
ello y que su funcio´n sea exclusivamente la de marcaje.
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4.3.4. 3D Mapping
Como hemos mencionado anteriormente, la reconstruccio´n del mapa se
hace mediante el tele´metro Hokuyo inferior consiguiendo un mapa lo sufi-
cientemente realista como para poder simular la realidad. Sin embargo, el
la´ser obtiene informacio´n u´nicamente de las part´ıculas que esta´n en su mis-
mo plano horizontal, a 50 cm de la base, y el robot colisiona con cuerpos
que se encuentran hasta a 140 cm. El mapa de rejilla generado dispone me-
nos celdas ocupadas de las convenientes ya que no contempla los obsta´culos
en todo ese rango y, en consecuencia, el nu´mero de obsta´culos dina´micos a
detectar aumenta cuando son conocidos a priori. Esto hace que aumente con-
siderablemente la probabilidad que la primera trayectoria global calculada a
la hora de intentar alcanzar un destino var´ıe.
Objetivo
El objetivo es realizar un mapping de la zona de trabajo teniendo en
cuenta todos los elementos que se encuentren entre la base y la parte ma´s
alta del robot, i.e. con los que puede colisionar, y generar el mapa de rejilla
en base a todos ellos. Esta mejora evitara´ en muchas ocasiones tener que
recalcular la trayectoria reduciendo los recursos computacionales necesarios
en pleno recorrido.
Progreso
En base a las herramientas que disponemos, la eleccio´n ha sido utilizar la
ca´mara Kinect para la realizacio´n de esta tarea.
En principio la idea ha sido construir una malla de ocupacio´n 3D me-
diante un octomap. Un octomap se basa en un octree y provee estructuras
de datos y algoritmos de mapeo particularmente disen˜ados para el a´rea de
la robo´tica. Aunque para el caso de uso de este proyecto es innecesario man-
tener tanta cantidad de informacio´n debido a que los movimientos del robot
son en dos dimensiones y nunca en el eje vertical.
Posteriormente se ha optado por generar una nube de puntos de los ob-
jetos entre 0 y 140 cm para luego proyectarlos en el plano horizontal que
representa el suelo. No obstante, para ello es necesario un filtro de los datos
para quedarnos u´nicamente con los correspondientes a ese rango pese a que
esa informacio´n descartada puede resultar u´til. El mapa generado no se ve
alterado por considerar cuerpos ma´s alla´ de la altura del robot puesto que
nunca sera´n representados en el mapa en el cual se basara´n los algoritmos
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de navegacio´n. Aunque pueden ser de gran ayuda a la hora de intentar po-
sicionar el robot, ya que disponemos de una mayor cantidad de informacio´n
relevante con la que comparar las mediciones de los sensores. Adema´s, por
este mismo motivo se utiliza la imagen RGB-D en vez de solamente la nube
de puntos, esto es, una imagen que suministra tanto informacio´n espacial en
3 dimensiones como de color aprovechando toda la informacio´n que facilita
la Kinect.
Figura 4.4: Mapping en 3 dimensiones del entrono de trabajo, con la trayec-
toria realizada para ello en rosa.
4.3.5. Localizacio´n
En base al trabajo realizado en la seccio´n anterior, ahora disponemos de
un modelo en tres dimensiones de la zona de trabajo lo que aumenta el nu´me-
ro de te´cnicas que podemos emplear para la aproximacio´n de la localizacio´n.
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Objetivo
Se quiere abordar el problema del posicionamiento desde otras perspecti-
vas, intentando explotar todos los recursos disponibles.
Progreso
En primer lugar y, al igual que en la mejora anterior, se ha intentado
hacer el proceso de localizacio´n gracias el octomap generado en la fase de
mapping. Inicialmente los resultados no son favorables debido a que hay un
gran nu´mero de para´metros que hay que adecuar a nuestra situacio´n espec´ıfi-
ca y, al optar por otros me´todos de representacio´n del mapa debido al coste
que este supone, ra´pidamente se ha descartado la posibilidad de localizarse
mediante un octomap.
En segundo lugar, se ha decidido probar la te´cnica llamada image regis-
tration o registro de la imagen adaptada a una nube de puntos. Este me´todo
se ha implementado utilizando las librer´ıas OpenCV y PCL (Point Cloud Li-
brary) pero los resultados han sido suficientemente precisos en un demasiado
bajo 20 % de los casos, lo que ha hecho que se descarte esta te´cnica como
modo de localizacio´n.
A continuacio´n, con la ayuda de las dos librer´ıas mencionadas anterior-
mente, se ha implementado la te´cnica de surface matching. Teniendo en cuen-
ta que la escena se ha generado en el proceso de mapeo, este me´todo consiste
en varias fases que son:
- Generacio´n del modelo 3D: esta fase corresponde a la generacio´n
del modelo en tres dimensiones que representa el objeto. En este caso
en vez de ser el modelo de un objeto en particular es el entorno de
trabajo completo.
- Extraccio´n de puntos caracter´ısticos: se extraen los puntos carac-
ter´ısticos del los cuerpos en el campo de visio´n, tambie´n llamados PPF
(Point Pair Features).
- Entrenamiento del modelo: se entrena el modelo 3D obtenido para
luego poder comprarlo con la escena.
- Estimacio´n de la pose: mediante los puntos caracter´ısticos obtenidos
tanto del modelo como de la escena, se hace un clustering do´nde se
obtiene una aproximacio´n de la pose en la que esta´ el modelo.
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- Pose final: tras estimar la pose se realiza un refinamiento de la misma
para que su representacio´n sea lo mas precisa posible. En este caso
se utiliza el algoritmo ICP (Iterative Closest Point) que minimiza la
diferencia entre dos nubes de puntos.
Como lo que nos interesa es conocer la localizacio´n del robot con respecto
al mapa, es necesario aplicar una cadena de transformaciones a la pose final
calculada. Pese a que los resultados de este procedimiento son relativamente
buenos, no se tiene en cuenta el estado anterior del robot ni la informacio´n
odome´trica y son aspectos que ofrecen una gran cantidad de informacio´n re-
levante. Luego es recomendable explorar otras opciones.
En cuarto y u´ltimo lugar, se ha decidido combinar las diferentes fuentes
de informacio´n disponibles como la odometr´ıa, el la´ser y la imagen RGB-D
para la localizacio´n gracias al proyecto de co´digo abierto llamado RTAB-Map.
E´ste dispone de un amplio nu´mero de para´metros que se pueden modificar
y ajustar en base a las condiciones en las que se encuentra el robot. En las
pruebas realizadas en el laboratorio, su funcionamiento es muy eficaz ya que
localizacio´n es precisa y constante, y en muchos casos resuelve el problema
de la autolocalizacio´n y el problema del robot secuestrado. Es de an˜adir que
en dichas pruebas en nivel de ruido del entorno era bajo ya que no hab´ıa
personas o elementos dina´micos en las proximidades de los sensores.
4.3.6. Modificacio´n de para´metros
Debido a que el robot dispone de varias formas de calcular su localizacio´n
en el mapa, surge la necesidad que crear un sistema que los gestione y decida
cual es el ma´s preciso en cada momento. Para ello el primer requisito es que
exista la posibilidad de cambiar el me´todo que proporcione el posicionamien-
to en tiempo real. Y no solo eso, si no que es recomendable que todos los
para´metros que dependan del entorno puedan ser modificados en cualquier
momento con el fin de mejorar la calidad del posicionamiento.
Objetivo
Modificar las implementaciones de los diferentes algoritmos de localiza-
cio´n para que los para´metros de e´stos ofrezcan la posibilidad de adaptarlos
en base a las mediciones que los sensores este´n obteniendo en cada instante.
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Figura 4.5: Estructura del robot y en frente la nube de puntos obtenida por
la Kinect.
Progreso
ROS ofrece un paquete llamado dynamic reconfigure que proporciona los
medios para cambiar los para´metros de un nodo sin tener que reiniciarlo.
De manera que el co´digo de gestiona teknigazer, amcl y RTAB-Map ha sido
modificado y ahora se pueden modificar sus para´metros a trave´s en tiempo
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de ejecucio´n.
4.3.7. Interaccio´n
Dado que el robot dispone de conexio´n inala´mbrica a Internet mediante
un mo´dem USB y hasta ahora e´ste solo se utiliza para recibir cierto feedback
de sus comportamientos. Es interesante que exista la opcio´n de comandar el
robot mediante esta v´ıa de comunicacio´n, que´ menos al encontrarnos en la
era del Internet of things.
Objetivo
La idea es disponer de una aplicacio´n mo´vil, por ejemplo, con la que poder
enviar destinos, cancelarlos, modificar algunos estados del robot, etc. Tam-
bie´n se quiere mostrar en la pantalla de dicho dispositivo externo informacio´n
sobre la situacio´n del robot como el mapa, la localizacio´n, la informacio´n cap-
tada por los sensores, etc.
Progreso
Se han an˜adido nuevas funciones para la recepcio´n de ciertas acciones.
Estando ambos sistemas conectados en una misma red wifi, el dispositivo
se conecta mediante TCP a la IP del robot y manda las tramas correspon-
dientes. Luego estas son traducidas en acceso a los medios de ROS (topics,
servicios, acciones) y gestionadas en el robot, devolviendo un feedback y ofre-
ciendo una gran parte de la informacio´n que se muestra en la propia pantalla
ta´ctil. En las pruebas que se han realizado la comunicacio´n se lleva a cabo
satisfactoriamente pero la gestio´n de la misma esta´ todav´ıa en una fase inicial
y hay que reestructurar el sistema para mantener una buena coordinacio´n.
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Cap´ıtulo 5
Conclusio´n
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5.1. Conclusio´n
Los avances conseguidos y los procedimientos vistos a lo largo de este
proyecto parecen prometedores. El comportamiento del robot es en muchos
casos satisfactorio ya que consigue alcanzar sus objetivos. Sin embargo, en las
situaciones que el nivel de ruido sensorial es elevado el robot tiene comporta-
mientos que distan mucho de lo que la sociedad espera de un ser inteligente.
Es bien sabido que para que la robo´tica avance, es necesario una robusta
estructura hardware convenientemente adaptada al problema que se plantea
y un sistema de gestio´n eficiente que logre el ma´ximo rendimiento de dichos
componentes. Esto permitira´ utilizar algoritmos ma´s potentes consiguiendo
una mejor s´ıntesis de la informacio´n obtenida por los sensores, lo que conlleva
al tratamiento de un mayor porcentaje de informacio´n relevante. Unos senso-
res de mayor precisio´n permiten que la percepcio´n de la realidad sea mucho
ma´s precisa, en consecuencia el robot tendra´ un mayor control del entorno
y de s´ı mismo. Adema´s, un ordenador ma´s potente permitira´ la realizacio´n
de ma´s o mejores algoritmos aumentando la capacidad de procesamiento,
evitando problemas de retardos como los que han surgido en la realizacio´n
del proyecto. No obstante, e´stos elementos tienen un consumo de energ´ıa
ma´s elevado y requieren de mayores fuentes de alimentacio´n. En definitiva,
las diferentes partes del robot deben evolucionar conjuntamente y de forma
uniforme.
5.2. Trabajo futuro
Pese a que Teknibot tenga un funcionamiento aceptable, todav´ıa le falta
un largo camino que recorrer. Es en este apartado donde veremos las ideas
que han surgido a lo largo del proyecto pero que no se han podido llevar a
cabo todav´ıa y se intentara´n incorporar ma´s adelante.
Como hemos comentado en la mejora de la interaccio´n con el robot, tal
y como esta´ implementada la log´ıstica del sistema actualmente no permite
una buena coordinacio´n de diferentes modos de control del robot. De modo
que el primer cambio que se pretende realizar es reestructurar toda la lo´gica
del sistema para que sea posible la convivencia de N fuentes de control.
La segunda mejora que se quiere incorporar es la coordinacio´n de N fuen-
tes de localizacio´n. Actualmente existen tres formas de que el robot pueda
conocer su posicionamiento en el mapa, pero la eleccio´n de una u otra es muy
simple. Por lo tanto disponer de un ’cerebro’ que decida cual de ellas utilizar
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en cada situacio´n espec´ıfica marcar´ıa una gran diferencia.
Otro punto cr´ıtico del robot es la recuperacio´n ante un problema en la
navegacio´n. Actualmente adopta un comportamiento rotacional muy poco
inteligente, eficaz en muy pocas ocasiones y que genera cierta desconfianza a
la gente. Un robot gu´ıa orientado a las personas como es e´ste, no solo debe
resolver los problemas que se le plantean con e´xito sino que debe crear en
los individuos un sentimiento de seguridad de que as´ı lo va a ser. Por e´sta
razo´n es necesario adoptar otros comportamientos ante un imprevisto en la
navegacio´n como lo es un obsta´culo que impida alcanzar el destino o una
pe´rdida en la localizacio´n. Se han propuesto ideas como la de buscar puntos
caracter´ısticos en el entorno o comunicarse con los seres de alrededor para
que e´stos le ayuden, pero todav´ıa hay que realizar un estudio en profundidad.
En cuanto a los componentes hardware se refiere, se pretende incorporar
una unidad de medicio´n inercial o IMU (del ingle´s inertial measurement unit)
para corregir la desviacio´n de la odometr´ıa. En la l´ınea de la percepcio´n del
entorno una mejora relevante ser´ıa la utilizacio´n de una omnica´mara para un
control en 360o del a´rea de trabajo. En un futuro ma´s lejano cuando la pre-
cisio´n y robustez del sistema lo permitan tambie´n se quiere incorporar ma´s
actuadores, e.g. un brazo robo´tico, para ofrecer un mayor nu´mero de servicios.
Por u´ltimo, y quiza´ ya independiente del campo de la robo´tica. Se in-
tentara´ an˜adir una funcionalidad para la creacio´n de modelos 3D precisos
del entrono en un formato normalizado para su posterior uso en entornos de
simulacio´n, por ejemplo.
57

Bibliograf´ıa
[1] S. Thrun et al., “Robotic mapping: A survey,” Exploring artificial inte-
lligence in the new millennium, vol. 1, pp. 1–35, 2002.
[2] M. Quigley, K. Conley, B. Gerkey, J. Faust, T. Foote, J. Leibs, R. Whee-
ler, and A. Y. Ng, “Ros: an open-source robot operating system,” in
ICRA workshop on open source software, vol. 3, p. 5, Kobe, 2009.
[3] C. Stachniss, Robotic mapping and exploration, vol. 55. Springer, 2009.
[4] E. B. Olson, “Robust and efficient robotic mapping,” 2008.
[5] J. M. Bernardo and A. F. Smith, “Bayesian theory,” 2001.
[6] U. Raschke and J. Borenstein, “A comparison of grid-type map-building
techniques by index of performance,” in Robotics and Automation, 1990.
Proceedings., 1990 IEEE International Conference on, pp. 1828–1832,
IEEE, 1990.
[7] W. Burgard, C. Stachniss, G. Grisetti, B. Steder, R. Ku¨mmerle, C. Dorn-
hege, M. Ruhnke, A. Kleiner, and J. D. Tardo´s, “A comparison of slam
algorithms based on a graph of relations,” in The 2009 IEEE/RSJ Inter-
national Conference on intelligent Robots and Systems, October 11-15,
2009 St. Louis, USA, pp. 2089–2095, IEEE conference proceedings, 2009.
[8] H.-T. Cho and S. Jung, “Neural network position tracking control of an
inverted pendulum an xy table robot,” in Intelligent Robots and Systems,
2003.(IROS 2003). Proceedings. 2003 IEEE/RSJ International Confe-
rence on, vol. 2, pp. 1210–1215, IEEE, 2003.
[9] O. L. Casanova et al., “Robot position tracking using kalman filter,”
2008.
[10] W. Burgard, D. Fox, and D. Hennig, “Fast grid-based position tracking
for mobile robots,” in KI-97: Advances in Artificial Intelligence, pp. 289–
300, Springer, 1997.
59
[11] P. Jensfelt and S. Kristensen, “Active global localization for a mobile ro-
bot using multiple hypothesis tracking,” IEEE Transactions on Robotics
and Automation, vol. 17, no. 5, pp. 748–760, 2001.
[12] S. Se, D. Lowe, and J. Little, “Global localization using distinctive visual
features,” in Intelligent Robots and Systems, 2002. IEEE/RSJ Interna-
tional Conference on, vol. 1, pp. 226–231, IEEE, 2002.
[13] S. Koenig, A. Mudgal, and C. Tovey, “A near-tight approximation lower
bound and algorithm for the kidnapped robot problem,” in Proceedings
of the seventeenth annual ACM-SIAM symposium on Discrete algorithm,
pp. 133–142, Society for Industrial and Applied Mathematics, 2006.
[14] A. Majdik, M. Popa, L. Tamas, I. Szoke, and G. Lazea, “New approach
in solving the kidnapped robot problem,” in Robotics (ISR), 2010 41st
International Symposium on and 2010 6th German Conference on Ro-
botics (ROBOTIK), pp. 1–6, VDE, 2010.
[15] W. Burgard, A. B. Cremers, D. Fox, D. Ha¨hnel, G. Lakemeyer,
D. Schulz, W. Steiner, and S. Thrun, “Experiences with an interacti-
ve museum tour-guide robot,” Artificial intelligence, vol. 114, no. 1-2,
pp. 3–55, 1999.
[16] S. Thrun, M. Beetz, M. Bennewitz, W. Burgard, A. B. Cremers, F. De-
llaert, D. Fox, D. Haehnel, C. Rosenberg, N. Roy, et al., “Probabilistic
algorithms and the interactive museum tour-guide robot minerva,” The
International Journal of Robotics Research, vol. 19, no. 11, pp. 972–999,
2000.
[17] G. Welch and G. Bishop, “An introduction to the kalman filter,” 1995.
[18] D. Fox, W. Burgard, and S. Thrun, “Markov localization for mobile
robots in dynamic environments,” Journal of Artificial Intelligence Re-
search, vol. 11, pp. 391–427, 1999.
[19] D. Fox, W. Burgard, F. Dellaert, and S. Thrun, “Monte carlo locali-
zation: Efficient position estimation for mobile robots,” AAAI/IAAI,
vol. 1999, no. 343-349, pp. 2–2, 1999.
[20] H. Durrant-Whyte and T. Bailey, “Simultaneous localization and map-
ping: part i,” IEEE robotics & automation magazine, vol. 13, no. 2,
pp. 99–110, 2006.
60
[21] S. Thrun and J. J. Leonard, “Simultaneous localization and mapping,”
in Springer handbook of robotics, pp. 871–889, Springer, 2008.
[22] R. Bohlin, Robot path planning. Chalmers University of Technology,
2002.
[23] S. M. LaValle, Planning algorithms. Cambridge university press, 2006.
[24] N. Correll, “Introduction to autonomous robots,” 2014.
[25] B. V. Cherkassky, A. V. Goldberg, and T. Radzik, “Shortest paths al-
gorithms: Theory and experimental evaluation,” Mathematical program-
ming, vol. 73, no. 2, pp. 129–174, 1996.
[26] H. G. Nguyen, J. Morrell, K. D. Mullens, A. B. Burmeister, S. Miles,
N. Farrington, K. M. Thomas, and D. W. Gage, “Segway robotic mo-
bility platform,” in Optics East, pp. 207–220, International Society for
Optics and Photonics, 2004.
[27] G. Grisetti, C. Stachniss, and W. Burgard, “Improved techniques for
grid mapping with rao-blackwellized particle filters,” IEEE transactions
on Robotics, vol. 23, no. 1, pp. 34–46, 2007.
61
