During neocortical development, neurons exhibit highly synchronized patterns of spontaneous activity, with correlated bursts of action potential firing dominating network activity. This early activity is eventually replaced by more sparse and decorrelated firing of cortical neurons, which modeling studies predict is a network state that is better suited for efficient neural coding. The precise time course and mechanisms of this crucial transition in cortical network activity have not been characterized in vivo. We used in vivo two-photon calcium imaging in combination with whole-cell recordings in both unanesthetized and anesthetized mice to monitor how spontaneous activity patterns in ensembles of layer 2/3 neurons of barrel cortex mature during postnatal development. We find that, as early as postnatal day 4, activity is highly synchronous within local clusters of neurons. At the end of the second postnatal week, neocortical networks undergo a transition to a much more desynchronized state that lacks a clear spatial structure. Strikingly, deprivation of sensory input from the periphery had no effect on the time course of this transition. Therefore, developmental desynchronization of spontaneous neuronal activity is a fundamental network transition in the neocortex that appears to be intrinsically generated.
Introduction
Neurons in the developing cerebral cortex exhibit highly synchronized patterns of spontaneous electrical activity (Khazipov and Luhmann, 2006) . In neonatal rodents, this early network activity in neocortex is dominated by correlated bursts of action potential firing (Garaschuk et al., 2000; Khazipov et al., 2004) . In humans, very similar intermittent bursts of activity separated by long periods of electrical silence ("tracé discontinu") can be recorded in the electroencephalogram of premature babies (Dreyfus-Brisac and Larroche, 1971) . In contrast, activity in the mature neocortex is characterized by more sparse and decorrelated neuronal firing (Stosiek et al., 2003; Kerr et al., 2005; Hromádka et al., 2008) , which according to modeling studies is a network state that allows for more efficient neural coding Zohary et al., 1994; Olshausen and Field, 2004) . The mechanisms underlying this crucial transition from synchronized to decorrelated cortical network activity have not been characterized in vivo. One possibility is that sensorydriven activity, which is essential for the proper formation and refinement of neocortical maps (Katz and Shatz, 1996) , also drives the desynchronization of cortical network activity. Alternatively, experience-independent (but neuronal activity-dependent factors) could trigger the transition, via mechanisms intrinsic to the neocortex.
The role of early synchronous activity in the developing neocortex is also poorly understood. Just as spontaneous waves of activity in the retina help to drive the formation of eye-specific layers in the lateral geniculate nucleus before eye opening (Shatz and Stryker, 1988) , correlated neuronal firing in neocortex could promote the refinement of cortical maps by strengthening of connections between neurons that are coactive through Hebbian mechanisms (Miller, 1994; Miller et al., 1999; Song and Abbott, 2001; Kayser and Miller, 2002) . Indeed, silencing this early activity in visual cortex completely blocks the maturation of orientation selectivity (Chapman and Stryker, 1993) . To appreciate how spontaneous activity shapes cortical circuits, it is essential to understand how the spatial and temporal correlational structure of ongoing activity changes in the intact developing neocortex. To date, no study has examined the correlational structure of early network activity with single-cell resolution in unanesthetized animals.
Using in vivo two-photon calcium imaging and in vivo wholecell recordings in unanesthetized and anesthetized mice, we recorded spontaneous activity patterns in ensembles of layer (L) 2/3 neurons of barrel cortex during postnatal development. We find that these networks undergo a transition from a highly cor-related to a much more decorrelated state at the end of the second postnatal week. Removing sensory inputs did not alter the magnitude, timing, or spatial structure of the desynchronization, suggesting that it is mediated internally by the neocortex.
Materials and Methods
All materials were purchased from Sigma-Aldrich unless otherwise stated. All experiments were performed under animal protocols approved by the Animal Research Committee and the Office for the Protection of Research Subjects at the University of California, Los Angeles.
Cranial window surgery. We used male and female C57BL/6 mice at ages postnatal day 4 (P4) to adult (we considered mice to be adults after P30). Mice were anesthetized with isoflurane (1.5% via a nose cone) or urethane (1.5 g/kg, i.p.) and placed in a stereotaxic frame. An ϳ2-mmdiameter craniotomy was performed over the primary somatosensory barrel cortex and partially covered with a glass coverslip, as described previously (Garaschuk et al., 2006; Sato et al., 2007) , except that no agarose was used. Care was taken not to damage the dura or underlying vessels during the procedure. A well was made from dental cement around the cranial window to hold a meniscus of cortex buffer, pH 7.4 (in mM: 125 NaCl, 5 KCl, 10 glucose, 10 HEPES, 2 CaCl 2 , and 2 MgSO 4 ) for the water-dipping objective. For experiments including electrophysiological recordings, a silver-chloride ground wire insulated with Teflon (except at the tip) was passed through a burr hole over the cerebellum and fixed with dental cement. A titanium bar (0.125 ϫ 0.375 ϫ 0.05 inch) was also attached to the skull with dental cement to secure the animal to the microscope stage. All skin incision points were infiltrated with lidocaine, and skin edges were sealed with dental cement.
Preparation of animals for unanesthetized recordings. P4 -P14 mice were allowed to awaken from anesthesia in the recording chamber on a heating pad at 37°C. These young mice typically remained calm while head fixed, allowing calcium imaging experiments that lasted 1-2 h. Animals older than P14 were extensively handled for 10 -20 min until they ran freely from hand to hand. They were then placed on an 8 inch spherical treadmill (loosely adapted from Dombeck et al., 2007) and were allowed to move freely as the investigator moved the spherical treadmill to keep the mice on the apex of the ball. After mice acclimated to the treadmill, we implanted cranial windows under isoflurane anesthesia and transferred the mice to the microscope in which they were head fixed and allowed to awaken. After ϳ10 -20 min, mice became acclimated to running or resting on the spherical treadmill. Calcium imaging could be performed for 1-2 h during periods when mice sat quietly. During brief moments of grooming or walking on the treadmill (typically lasting no more than 5-10 s over a 3 min movie), motion artifacts in the collected images prevented interpretation of the calcium transients (see below). Mice did not exhibit signs of pain or distress during the in vivo imaging or electrophysiological recordings.
In vivo two-photon calcium imaging. Please refer to JoVE video article by Golshani and Portera-Cailliau (2008) for details of the procedure. P4 -P14 mice were transferred to the microscope stage and head fixed. Mice older than P14 were acclimated to a spherical treadmill before placement of the cranial window (see above). A total of 1 mM OregonGreen BAPTA-1 AM (OGB) or Fluo-4 AM (Invitrogen) were mixed in DMSO/Pluronic as described previously (Stosiek et al., 2003) and mixed with 40 M Alexa-594 (Invitrogen) to allow visualization of the pipette during injection or 100 M sulforhodamine-101 (SR) (Invitrogen) to visualize astrocytes. SR was included in all experiments involving unanesthetized animals and in 15 of 42 experiments involving anesthetized animals. When SR was not used, astrocytes could readily be recognized by their unique morphology and very slow calcium transients. Glass microelectrode pipettes (2-4 M⍀) were pulled (P-97; Sutter Instruments) and filled with the OGB solution. The calcium indicator solution was pressure injected at 10 psi for 1 min (Picospritzer; General Valve), at a depth of 200 m below the dura. Typically two to four injections, spaced 200 -300 m apart, were needed to label an area measuring 600 ϫ 600 m in the x-y plane. Calcium imaging was begun ϳ1 h after injection with a custom-built two-photon microscope using a titanium-sapphire laser (Chameleon XR; Coherent) tuned to 800 -880 nm.
Images were acquired using ScanImage software (Pologruto et al., 2003) written in MATLAB (MathWorks). Laser power was typically maintained well below 70 mW at the sample. Whole-field images were collected either using a 20ϫ, 0.95 numerical aperture or 40ϫ, 0.8 numerical aperture objectives (Olympus) at various acquisition speeds, ranging from 3.9 Hz (128 -512 ϫ 128 pixels) to 15.6 Hz (128 -512 ϫ 32 pixels). We generally imaged 100 -200 neurons simultaneously during each imaging session, depending on the speed of image acquisition and age of the mouse (more neurons could be imaged at younger ages because they were more tightly packed). Overall, the data presented from unanesthetized mice (see Figs. 1 , 2) were obtained from a total of 707 neurons in four mice at P4 -P7, 527 neurons in five mice at P8 -P11, 712 neurons in six mice at P12-P15, and 243 neurons in four mice older than P16. Typically, 5-10 3-min movies were acquired. A subset of experiments examining the relationship of domains of coactivated cells to underlying barrels at P5-P7 (see Figs. 2 E, 3) were performed at ϳ2.0 fps (512 ϫ 256 pixels) to image a larger field of view (ϳ650 ϫ 325 m). For experiments in anesthetized animals, we used urethane (1.5 g/kg) or light isoflurane anesthesia (0.5-0.8%) during the calcium imaging, and mice were kept at 37°C using a temperature-control device with a rectal probe (Harvard Apparatus). With isoflurane, the respiratory rate of the animals was kept at 90 -100 breaths/min. With urethane, mice were given additional intraperitoneal injections at 20% of the original dose when footwithdrawal reflexes returned, typically after ϳ2-3 h. For experiments with unanesthetized animals, imaging was begun 30 min to 1 h after the discontinuation of isoflurane.
Data analysis. Calcium imaging data were analyzed using routines custom-written in NIH ImageJ and MATLAB. Neuronal somatic traces were deconvolved using a well established temporal deconvolution algorithm (Yaksi and Friedrich, 2006) . Several 3 min movies were concatenated, and brief segments of motion artifact in recordings from unanesthetized mice were removed as needed (totaling Ͻ10% of the total movie length). To correct for slight x-y drift, movies were then aligned using the Stackreg plugin for NIH ImageJ (bigwww.epfl.ch/thevenaz/stackreg). An average intensity t-stack projection image of the entire movie was created, within which contours around OGB-labeled cells were automatically detected and drawn using custom algorithms (occasionally, contours of cells lying close together were separated by a line drawn manually). Neuronal and neuropil signals were analyzed separately. Astrocytic signals were excluded from analysis. The average ⌬F/F signal of each cell body was calculated at each time point. Each ⌬F/F trace was low-pass filtered using a Butterworth filter (coefficient of 0.16) and deconvolved with a 2 s single-exponential kernel for experiments using OGB and a 1 s single exponential for experiments using Fluo-4, as described previously (Yaksi and Friedrich, 2006) . The SD of all points below zero in each deconvolved trace was calculated, multiplied by two, and set as the positive threshold level below which all points in the deconvolved trace were set to zero. These parameters were set after control experiments using simultaneous loose cell-attached recordings and calcium imaging demonstrated optimal correlation between spike trains and deconvolved traces at these settings. For experiments assessing the reliability of temporal deconvolution in detecting changes in the firing rate of neurons, firing rates obtained by electrophysiological recordings were smoothed with a 400 ms sliding window when the imaging frequency was 15.6 Hz and a 1000 ms sliding window when the imaging frequency was 3.9 Hz. For experiments involving OGB, the estimated firing rate of neurons was obtained by multiplying the deconvolved trace by the factor 78.4, which was derived empirically from cell-attached recordings (scaling factor, 78.4 Ϯ 10.3; n ϭ 5 cells). For experiments involving Fluo-4, the estimated firing rate was obtained by multiplying the deconvolved trace by the factor 148.6, which was also derived empirically from cell-attached recordings (scaling factor, 148.6 Ϯ 40.7; n ϭ 3 cells). Pairwise cross-correlations between each pair of deconvolved traces were performed, and a correlation coefficient normalized to the autocorrelation at zero lag was recorded. This correlation coefficient was calculated using the formula
, where A and B represent deconvolved somatic calcium vectors from a pair of cells whose correlation coefficient is being calculated and "norm" outputs the Euclidean length of each vector. Analysis was also performed using Pearson's correlation coefficients, and the results were identical.
To determine whether correlation coefficients between cell pairs were statistically significant, we temporally displaced each deconvolved somatic calcium trace 100 times randomly with respect to the other traces using a SHIFT algorithm as described previously (Louie and Wilson, 2001) . Next, we calculated the correlation coefficient between all pairs of shifted deconvolved traces. Cell pairs with a correlation coefficient greater than the 95th percentile of correlation coefficients in the randomized sample were deemed statistically significant ( p Ͻ 0.05).
To obtain a more unbiased characterization of the network dynamics, we performed singular value decomposition (Golomb et al., 1994) in MATLAB on each deconvolved firing rate matrix (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material). The mean firing rate of each cell was first subtracted from each firing rate vector. Singular values were obtained from each matrix and from 100 surrogate matrices obtained by circularly shuffling each firing rate vector as above. We calculated the ratio of each singular value squared (the eigenvalue) obtained from the actual experimental data to the median eigenvalue obtained from the shuffled traces. These values, especially those obtained for the first 5-10 singular values, reflected the magnitude of the correlations in each matrix.
To calculate frequency, duration, and estimated firing rates during network events, we first marked the temporal boundaries of network events. This was performed by first constructing activity histograms that plotted the percentage of cells that were active for each frame of each movie (frames acquired every 64 -256 ms). The threshold for detection of a network event was set by repeatedly shuffling each deconvolved somatic calcium trace 100 times while maintaining the average firing rate for each cell constant. A surrogate activity histogram was constructed from each reshuffled trial. The threshold was calculated by first finding the peak percentage of cells active in each reshuffled trial and then sorting these values to find the 95th percentile, which was set as the threshold for significance ( p ϭ 0.05). The time point when the percentage of cells active exceeded this threshold was set as the start of an event, and the time point when the percentage of cells active fell below this level was set as the end of the event.
For calcium imaging experiments, all cells within an animal were averaged, and the mean of means was calculated for each developmental stage and treatment group. Therefore, in all figures, n represents the number of animals. All data are expressed as mean Ϯ SEM.
Electrophysiology. In vivo patch-clamp recordings in whole-cell or cellattached configurations were performed using a patch-clamp amplifier (Multiclamp; Molecular Devices). We performed cell-attached recordings simultaneously with calcium imaging under several imaging conditions that were identical to the imaging conditions we used throughout the study (supplemental Table 1 , available at www.jneurosci.org as supplemental material). In general, imaging with OGB had lower single spike detection (defined as a spike occurring Ͻ300 ms from another spike) than Fluo-4, but it accurately reported (Ͼ80%) spike doublets and bursts of three or more spikes at all acquisition frequencies. Imaging with Fluo-4 resulted in reliable (Ͼ85%) single action potential detection. The deconvolved traces obtained with either indicator showed good correlation to actual spike density functions obtained by electrophysiology (supplemental Table 1 , available at www.jneurosci.org as supplemental material), with Fluo-4 showing the best correlation (r Ͼ 0.85). Nevertheless, we performed the bulk of experiments with OGB, because Fluo-4 failed to stain large populations of neurons, and its signal faded quickly. Furthermore, using a simple computer simulation (see below, Simulations), we determined that excluding the proportion of single action potentials missed by our detection algorithm had a negligible effect on the correlation coefficients that we measured at both the early and late developmental stages (supplemental Fig. S1G , available at www.jneurosci.org as supplemental material). This suggests that correlation coefficients are mainly determined by bursts of two or more action potentials.
Current-clamp recordings were performed with borosilicate microelectrodes (4 -6 M⍀) using a potassium gluconate-based solution (in mM): 105 K-gluconate, 30 KCl, 10 HEPES, 10 phosphocreatine, 4 ATPMg, and 0.3 GTP, adjusted to pH 7.3 with KOH. Voltage-clamp recordings were performed with a cesium methansulfonate-based internal solution (in mM): 135 Cs-methansulfonate, 8 NaCl, 10 HEPES, 10 Na 2 -phosphocreatine, 0.3 Na-GTP, and 10 QX-314 [2(triethylamino)-N- (2,6-dimethylphenyl) acetamine] (to block voltage-gated sodium channels), and 0.02 Alexa 594. Action currents were not observed during voltage-clamp recordings. A subset of neurons (n ϭ 6) recorded in whole-cell mode were successfully filled with Alexa-594 and identified as L2/3 pyramidal neurons by two-photon microscopy. For whole-cell recordings, series resistance was typically between 30 and 80 M⍀. The holding potential in voltage-clamp recordings was corrected for series resistance error. A 5 mV junction potential was subtracted from the corrected holding potentials in voltage-clamp recordings. Data were acquired at 10 kHz, low-pass filtered at 2-6 kHz, and analyzed using custom-written routines in MATLAB. Loose cell-attached recordings were also performed to record the spiking of neurons. Input resistance of the neurons was estimated by measuring the maximum voltage change in response to a hyperpolarizing 25 pA pulse during periods when the membrane potential of the neuron was hyperpolarized (i.e., a "down" state).
To determine the balance of excitation and inhibition during recurrent network events, we determined the extrapolated reversal potential of the peak amplitude as well as the charge transfer under voltage-clamp conditions. Because the reversal potential for excitatory transmission is near 0 mV whereas that of inhibitory transmission is at the calculated chloride reversal potential (approximately Ϫ70 mV), the relative distance of the reversal potential (i.e., "up" state) of the network event from these two membrane potentials informed us of the relative balance of excitation and inhibition.
Simulations. A simplified 100 neuron system was simulated in MATLAB. The frequency of network events was set from our raw electrophysiological data at different postnatal ages. Each network event in a given neuron was assigned a certain probability of resulting in the firing of zero to five spikes. These probabilities were also assigned based on the electrophysiology data. The spikes were set to occur at random times within each network event. Spikes were binned into 50 ms intervals and smoothed with 400 ms sliding window to simulate the temporal precision of deconvolved calcium signals. Correlation coefficients were then calculated at zero lag between every pair of smoothed firing rate vectors to obtain a simulated cross-correlation matrix.
Sensory deprivation. Starting from P2 to P3, animals were anesthetized with isoflurane, and all the principal whiskers contralateral to imaged hemisphere were removed under a dissecting microscope by grasping each whisker with forceps and applying gentle pulling pressure until the whisker was removed. This procedure was repeated every other day until the animals were imaged.
Anatomical reconstructions. Mice were anesthetized with a lethal dose of ketamine (120 mg/kg) and xylazine (15 mg/kg) and perfused transcardially with 4% paraformaldehyde (PF) in 0.1 M phosphate buffer, pH 7.4. The brain was postfixed overnight in 4% PF, and 50 m slices were cut tangentially in the same plane as imaging. The imaged region was reconstructed as described previously (Holtmaat et al., 2006) . Extreme care was taken to preserve the most superficial slices in which the imprint of the pial and dural vessels was visible. Slices were then processed for cytochrome oxidase histochemistry to label barrel-related patterns in L4 (Iwasato et al., 1997) and then Nissl stained with cresyl violet. The pattern of blood vessels seen on the sections was matched to a digital photograph of the same vessels taken through the cranial window when the mouse was being imaged. These vessels were also matched to the silhouettes of the vessels seen on two-photon imaging stacks to precisely identify the locations of all the cells with respect to barrels and septae (supplemental Fig. S7 , available at www.jneurosci.org as supplemental material). Cells located at the extreme edge of the barrel were not included in the analysis to reduce potential error introduced by small inaccuracies in our ability to register the images.
Results

Developmental decorrelation of cortical network activity
Using in vivo two-photon calcium imaging, we recorded the activity of large ensembles of L2/3 neurons in barrel cortex of unanesthetized and anesthetized mice from P4 to adulthood. We performed simultaneous cell-attached electrophysiological recordings and calcium imaging with the fluorescent calcium indicators OGB and Fluo-4 to establish whether we could accurately measure changes in firing rates with single-cell precision (supplemental Fig. S1 , available at www.jneurosci.org as supplemental material). We used an established temporal deconvolution algorithm (Yaksi and Friedrich, 2006) to estimate neuronal firing rates from changes in the fluorescence signal and found a high correlation between deconvolved somatic calcium traces and electrophysiological recordings at all ages (P12-P27) (supplemental Table 1 , available at www.jneurosci.org as supplemental material). Although Fluo-4 was better than OGB at detecting single spikes, we used OGB for the majority of experiments because more neurons could be stained with OGB and the goal of these studies was to characterize the spatial dynamics of the activity of large ensembles of L2/3 neurons.
At the earliest ages (P4 -P7), in vivo imaging in unanesthetized mice revealed transient elevations of intracellular calcium in clusters of L2/3 neurons (Fig. 1C,D , P5 example) (supplemental Fig.  S2 and Movie 1, available at www.jneurosci.org as supplemental material). Similar events were observed at P8 -P11, although these events seemed to recruit larger neuronal ensembles (supplemental Movie 2, available at www.jneurosci.org as supplemental material). In contrast, by P12-P15 and especially after P16, firing of L2/3 neurons was much less synchronous (Fig.  1C,D, P13 and P26 examples) (supplemental Movies 3, 4, available at www.jneurosci.org as supplemental material). To quantify the magnitude of this change in network behavior, we computed pairwise correlation coefficients for all possible pairs of neurons from the deconvolved calcium traces (Fig. 1 E) . The mean correlation coefficient of all cell pairs decreased significantly from 0.37 Ϯ 0.05 at P4 -P7 to 0.20 Ϯ 0.02 at P12-P15 stages (supplemental Table 2 , available at www.jneurosci.org as supplemental material) (one-way ANOVA, p ϭ 0.0044; Tukey's post hoc test, p Ͻ 0.05), suggesting that the critical transition occurs in the second postnatal week. We also used singular value decomposition as an additional unbiased measure of the magnitude of correlated activity (Golomb et al., 1994) and found very similar results (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material). Neither the average neuronal firing rate nor the average firing rate during synchronous network events changed significantly during the period we examined; The average calcium signal from the neuropil correlated strongly with the early network events detected within neuronal cell bodies during the first postnatal week and diminished in amplitude but increased in frequency through the second postnatal week (supplemental Fig. S4 A, available at www. jneurosci.org as supplemental material). To ensure that this neuropil signal did not contaminate the somatic calcium signals because of potential signal averaging in the z-plane, we reanalyzed the data (n ϭ 3 mice at P8 -P11, n ϭ 3 mice at P14 -P16) by only including cells that were optically sectioned near their equator, in which such contamination is expected to be the lowest (Sato et al., 2007) . We still found a robust developmental decorrelation of network activity in these optimally sectioned neurons (supplemental Fig. S4C , available at www.jneurosci.org as supplemental material), indicating that calcium signals from the neuropil did not affect our results.
Spatial structure of ensemble activity in developing cortex
We next examined the spatial structure of ensemble activity in neocortex. At P4 -P7, the mean correlation coefficient of cell pairs located within 100 m of each other was very high (r ϭ 0.58 Ϯ 0.07) (Fig. 2 A-C) , and virtually all (95.4 Ϯ 2.0%) of these cell pairs were significantly correlated (Fig. 2 D) . In contrast, the mean correlation coefficient of cell pairs located within 200 -500 m was very low (r ϭ 0.12 Ϯ 0.07) (Fig. 2 B) , and few of them were significantly correlated (27.4 Ϯ 17.2%) (Fig. 2 D) .
In contrast, after P12, the mean correlation coefficient for cell pairs located within 100 m of each other was significantly lower than at P4 -P7 (0.22 Ϯ 0.03; one-way ANOVA, p Ͻ 0.0001; Tukey's post hoc test, p Ͻ 0.001) (Fig. 2 A, B) . Furthermore, the magnitude of correlations after P12 did not vary with distance separating cell pairs ( p Ͼ 0.05) (Fig. 2 B) (supplemental Table 2 , available at www.jneurosci.org as supplemental material). Similar results were found when data were normalized for the increase in interneuronal distance that occurs during postnatal development (supplemental Fig. S5 , available at www.jneurosci.org as supplemental material). Also, a significant decorrelation of neuronal activity was observed in experiments using Fluo-4 (supplemental Fig. S6 , available at www.jneurosci.org as supplemental material), suggesting that this large change in network dynamics was not an artifact of suboptimal spike detection with OGB.
At early postnatal ages, most network events involved small domains of neurons that were surrounded by neurons whose firing was less correlated (Fig. 2 E) (supplemental Movie 5, avail- able at www.jneurosci.org as supplemental material). Given the shape and size (ϳ100 -200 m in diameter) of these neuronal domains, we wondered whether they corresponded to abovebarrel clusters of neurons. We performed post hoc reconstructions of imaged brains using cytochrome oxidase histochemistry and determined the exact location of each neuron imaged with respect to the underlying barrel columns (supplemental Fig. 7 , available at www.jneurosci.org as supplemental material) (Fig.  3A) . We then compared the correlation coefficients for groups of cells located above the same barrel versus groups of cells located above different barrels. Although neurons above a given barrel tended to be highly correlated (Fig. 3B) , we found that the main determinant of whether two cells fired together was the distance between them because, after normalizing for distance, the correlation coefficients were similar whether cells were located above the same barrel or different barrels (Fig. 3C) . Furthermore, correlation coefficients versus distance relationships were similar regardless of whether cells were grouped according to whether they were located above barrel rows or arcs (Fig. 3D) . This suggests that the spatial structure of the observed domains of coactive neurons during the first postnatal week does not appear to respect specific barrel boundaries of L4.
Developmental decorrelation persists through changes in neocortical state induced by anesthesia
Recent studies suggest that the degree of neuronal correlations in the mature neocortex is state dependent (Poulet and Petersen, 2008) , and anesthesia can have significant effects on network activity (Greenberg et al., 2008) . Therefore, we also performed calcium imaging in mice lightly anesthetized with isoflurane (0.5-0.8%) or urethane (1.5 g/kg). Although both anesthetics decreased overall firing rates and shortened the duration of network events (Fig. 4 A, D) , interneuronal correlations were only modestly affected (Fig. 4 B, C) , and the developmental decorrelation of neocortical activity was still readily apparent (Fig. 4 E, F ) . The mean correlation coefficient of cell pairs located Ͻ100 m from each other still decreased dramatically between the P9 -P11 and P12-P15 age groups under isoflurane (0.48 Ϯ 0.04, n ϭ 5 vs 0.24 Ϯ 0.05, n ϭ 3, respectively; p Ͻ 0.0001) and urethane (0.41 Ϯ 0.06, n ϭ 5 vs 0.21 Ϯ 0.01, n ϭ 3, respectively; p ϭ 0.0028) (Fig. 4 F) . Therefore, the desynchronization of spontaneous activity persists through changes in neocortical state induced by anesthesia.
In vivo patch-clamp recordings reveal developmental changes in subthreshold membrane potential dynamics To investigate the mechanisms underlying this robust and rapid decorrelation of network activity, we performed in vivo whole-cell recordings of L2/3 neurons at P6 -P20 (supplemental Table 3 , available at www.jneurosci.org as supplemental material), in isoflurane anesthetized mice (Fig. 5A ) (n ϭ 16) and in unanesthetized mice (Fig. 5B) (n ϭ 5). None of these neurons were fast-spiking interneurons, and, of the cells we reconstructed (n ϭ 6), all were L2/3 pyramidal neurons (data not shown). Neurons at P6 -P11 under isoflurane (n ϭ 5) showed infrequent (0.04 Ϯ 0.01 Hz) spontaneous depolarizations lasting 1.1 Ϯ 0.4 s. The majority of depolarizations (68.5 Ϯ 4.1%) resulted in the firing of action potentials. In contrast, after P13 (n ϭ 11), there was a striking change in both the subthreshold and suprathreshold membrane potential fluctuations of L2/3 neurons (Fig. 5C ). Although the frequency of depolarizations increased more than 10-fold (0.04 Ϯ 0.01 Hz at P6 -P11 vs 0.43 Ϯ 0.10 Hz at P13-P18; Student's t test, p Ͻ 0.05), the proportion of depolarizations resulting in action potential firing decreased more than threefold (from 68.5 Ϯ 4.1% at P6 -P10 to 22.6 Ϯ 3.9% at P13-P18; p Ͻ 0.0001) (Fig. 5C ). This occurred despite a hyperpolarization of the action potential threshold after P13 (Ϫ29.1 Ϯ 1.5 mV at P6 -P10 vs Ϫ37.1 Ϯ 1.9 mV at P13-P18; p Ͻ 0.05) (Fig. 5C ). Computer simulations (see supplemental Methods, available at www.jneurosci.org as supplemental material) showed that such changes in the frequency of network events and in the firing probability per event can account for an approximately fourfold decrease in the mean correlation coefficient of all cell pairs, which is commensurate with what we observed with calcium imaging over the same developmental period.
In vivo whole-cell recordings from unanesthetized mice showed a similar reduction in the probability of action potential firing per depolarization event after P12 (Fig. 5B) . However, unanesthetized mice at P10 showed longer bursts of 10 -25 action potentials occurring at the peaks of complex depolarizations lasting 15-25 s (Fig. 5B) . At P20, frequent brief (200 -400 ms) subthreshold depolarizations occurred at a frequency of 2-3 Hz. The membrane potential trajectory during these depolarizations resulted in a skewed unimodal membrane potential distribution (data not shown). Very few of these depolarizations (9.0 Ϯ 7.0%) resulted in the firing of action potentials.
It is conceivable that the rapid developmental decorrelation of network activity could result from changes in the intrinsic membrane properties of individual neurons or from changes in excitatory and inhibitory synaptic transmission. Although previous Figure 3 . Relationship of network activity to barrel boundaries in L4. A, Post hoc reconstruction of the L4 barrel cytoarchitecture (from cytochrome oxidase staining) in relationship to the OGB-filled neurons in L2/3 previously imaged with in vivo two-photon microscopy in a P6 mouse. B, Correlation matrix displaying the correlation coefficients between the estimated firing rate vectors for all possible cell pairs. L2/3 neurons are grouped according to whether they are situated above one barrel or another. Cells residing above septae are not displayed. C, Mean correlation coefficient versus distance separating pairs of cells located above the same barrel (black) or above different barrels (red) at P6 -P8 (n ϭ 3 mice). Error bars in C and D reflect the SEM. D, Mean correlation coefficient versus distance separating pairs of cells located above the same row of barrels (black) or above the same arc of barrels (red) at P6 -P8 (n ϭ 3 mice).
studies in acute brain slices suggest that these parameters change throughout development (McCormick and Prince, 1987; Maravall et al., 2004a) , this has not been studied in vivo during the narrow time window in development when we observed the desynchronization of cortical network activity. Using in vivo patchclamp recordings, we found that the input resistance of L2/3 neurons decreased sharply from 355.4 Ϯ 109.9 M⍀ at P8 -P10 (n ϭ 7) to 138.5 Ϯ 8.8 M⍀ at P14 -P16 (n ϭ 8; Mann-Whitney test, p ϭ 0.0003) (supplemental Fig. 5 A, available at www.jneurosci.org as supplemental material). We also used in vivo recordings at a range of membrane potentials to determine the reversal potential of synaptic currents underlying network events (Haider et al., 2006; Waters and Helmchen, 2006) . The reversal potential for the peak amplitude and net charge transfer of early network events recorded at P9 -P11 was near the excitatory reversal potential (peak amplitude, Ϫ9.2 Ϯ 2.1 mV; net charge, Ϫ2.3 Ϯ 1.9 mV; n ϭ 3), whereas the reversal potential of network events at P13-P17 was hyperpolarized by ϳ10 mV (peak amplitude, Ϫ19.3 Ϯ 2.3 mV; net charge, Ϫ12.3 Ϯ 2.8 mV; n ϭ 3; p Ͻ 0.05) (supplemental Fig. 5 B, available at www.jneurosci.org as supplemental material). Therefore, both a rapid decrease in the intrinsic excitability of L2/3 neurons and a greater contribution of inhibitory input could contribute to the decreased tendency for action potential firing with each network event after the second postnatal week.
Developmental decorrelation of network activity is not dependent on sensory experience
In barrel cortex, whisker inputs from the periphery are thought to regulate the maturation of neuronal structure (Lendvai et al., 2000) and the receptive fields of L2/3 neurons (Fox, 1992) . Similarly, increasing sensory drive as the animal matures could also desynchronize neuronal activity, because uncorrelated peripheral inputs could serve to weaken or disorganize spontaneously correlated activity patterns (Rucci and Casile, 2005) . Plucking of whiskers from early neonatal stages weakens the angular tuning of barrel cortical neurons (Simons and Land, 1987) without disrupting the cytoarchitectural and histochemical development of the barrel field (Simons and Land, 1987; Akhtar and Land, 1991; Fox, 1992) . Therefore, we expected that this robust method of sensory deprivation would lead to a developmental delay in the desynchronization of network activity. We suppressed peripheral sensory input by plucking the contralateral whiskers starting at P2 and then imaged mice from P9 to P22. Retrospective histological reconstructions were used to confirm that we imaged barrel cortex (Fig. 6 A) . For pairs of neurons located within 100 m, there was no significant difference in the mean correlation coefficient of pairs of cells at P9 -P11, P14 -P16, or P18 -P22 (Student's t test, p ϭ 0. 47, 0.75, and 0.43, respectively) (Fig. 6 B) between deprived (n ϭ 3, 4, 4 mice, respectively, at each age) and control (n ϭ 3, 7, 3 mice) mice. Similarly, the mean correlation coefficient of cell pairs located 200 -500 m from each other was not altered by sensory deprivation at any age tested (data not shown).
Using our anatomical reconstructions, we could determine where the imaged cells were located with respect to the underlying barrels or septae in L4. In both control and deprived animals, the mean correlation coefficients for cell pairs located above bar- Figure 4 . Developmental decorrelation persists under anesthesia. A, Average somatic ⌬F/F traces of the same cortical region in the same P9 mouse in the unanesthetized state (left) and under light isoflurane anesthesia (right). B, Correlation matrices of deconvolved somatic calcium traces of an ensemble of L2/3 neurons from the same P9 mouse in the anesthetized state (left) and under light isoflurane anesthesia (right). C, Mean correlation coefficient versus distance between cell pairs obtained from the same animal depicted in A and B in the unanesthetized state (black) and under light isoflurane anesthesia (red). D, Mean firing rates estimated from the deconvolved calcium traces in unanesthetized and isoflurane-anesthetized mice, at P8 -P11, P12-P15, and older than P16 stages. Error bars in D and F reflect the SEM. E, Mean correlation coefficients of cell pairs located 10 -100 m from each other at different postnatal ages. Pooled data from experiments in unanesthetized (red circles), urethane-anesthetized (green triangles), or isoflurane-anesthetized (black triangles) mice, with each point representing data obtained from a different animal. F, Mean correlation coefficients of neuronal pairs separated by 10 -100 m at P9 -P11 (n ϭ 5), P12-P15 (n ϭ 9), and older than P16 (n ϭ 22), in isoflurane-anesthetized mice. The asterisk demonstrates statistical significance using a one-way ANOVA, followed by a Tukey's post hoc test. Correlation coefficients for all cell pairs within an animal were averaged, and the mean of means was calculated for each developmental stage. rels versus cell pairs above septae were similar ( p Ն 0.22) at all distances between cells (Fig. 6C) .
Discussion
Synchronized activity in neonatal neocortical networks has been reported in vitro (Yuste et al., 1995; Garaschuk et al., 2000; Dupont et al., 2006) and in vivo (Chiu and Weliky, 2001; Khazipov et al., 2004; Adelsberger et al., 2005; Hanganu et al., 2006; Minlebaev et al., 2007) . The network events we observed at P4 -P7 are similar to previously reported spindle bursts (Khazipov et al., 2004) and early network oscillations (Garaschuk et al., 2000; Adelsberger et al., 2005) recorded in neonatal cortical circuits. In vivo two-photon calcium imaging in the intact neocortex of unanesthetized mice has enabled us to extend those pioneering studies and examine the contributions of intrinsic cortical synaptic mechanisms and peripheral influences on the evolution of coordinated activity in immature circuits. We find a dramatic change in the spatiotemporal structure of internal dynamics of cortical circuits, which occurs over a few days, at approximately P12: neuronal activity, which is initially highly correlated within small domains of neurons, becomes much less correlated over the range of distances imaged. This change was not attributable to differences in global neuronal activity, because firing rates remained constant throughout postnatal development.
The significance of synchronous neuronal activity in the first postnatal week is not well understood. One possibility is that it synchronizes neuronal development over functionally related cortical microcircuits. For example, modeling studies suggest that correlated firing during early development can strengthen synapses that receive correlated input leading to the formation of stimulus-selective columns (Song and Abbott, 2001) . Therefore, synchronous activity in the first postnatal week could sharpen connectivity maps in cortical neurons receiving inputs from the same whisker. Surprisingly, the small domains of coactive neurons located within ϳ100 -200 m of each other do not appear to respect barrel boundaries. Additional studies will be needed to examine the underlying substrate for this immature pattern of activity.
The developmental decorrelation of action potential firing is likely to be mechanistically complex. We suggest that developmental changes in the input resistance of cortical neurons and in the contribution of inhibition could play a role in the desynchronization of activity. Other mechanisms may also include a decrease in the number of gap junctions between excitatory neu- Figure 5 . Lower neuronal firing probability per network event after the second postnatal week. A, Representative in vivo whole-cell recordings from L2/3 neurons at P6, P13, and P18 under light isoflurane anesthesia (0.5-0.8%). B, Representative in vivo whole-cell recordings from L2/3 neurons in unanesthetized mice at P10, P15, and P20. C, Frequency of network events, proportion of network events resulting in the firing of action potentials, resting membrane potential, and action potential threshold across different postnatal ages, in mice under light isoflurane anesthesia. Each point represents data from a single neuron. *p Ͻ 0.05. rons throughout postnatal development, but we feel this is unlikely because gap junction blockers fail to eliminate spindle bursts in vivo Minlebaev et al., 2007) . Other candidate mechanisms include the expression of glutamate transporters (VoutsinosPorche et al., 2003) , increases in persistent sodium currents (Franceschetti et al., 1998) , increases in the number of action potential-independent synaptic potentials (Bazhenov et al., 2002) , or changes in presynaptic release probability. It is also possible that a rapid increase in the hyperpolarization activated cation current (I h ) may play an important role in decreasing neuronal excitability. Indeed, the expression of HCN channels increases steadily after birth to achieve mature levels by the end of the second postnatal week (Zhu, 2000; Vasilyev and Barish, 2002) . Increased I h may diminish the effectiveness of dendritic synaptic potentials from initiating action potentials (Magee, 1999; Fan et al., 2005) . Blockade of I h in slices of ferret prefrontal cortex increases the duration of up states (Vasilyev and Barish, 2002) and causes a nearly fivefold increase in the frequency of action potential firing during up states (Wang et al., 2007 ) (compare Fig. 5C ), suggesting that developmental increases in I h could limit action potential firing during correlated network events.
Since the landmark work of Hubel and Wiesel in the 1960s (Wiesel and Hubel, 1963; Hubel and Wiesel, 1964) , many studies have shown the overwhelming importance of sensory inputs in shaping the structural and functional connectivity of the neocortex (Fox and Wong, 2005) . In barrel cortex, whisker plucking results in higher spine turnover (Trachtenberg et al., 2002) and lower dendritic complexity (Maravall et al., 2004b) . Functionally, sensory deprivation has profound effects in the tuning of sensory maps in L2/3 neurons, with a loss of angular tuning of barrel cortical neurons (Simons and Land, 1987 ) and a dramatic reduction in the amplitude of the postsynaptic potential measured in response to deflection of the principal whisker (Lendvai et al., 2000) . Surprisingly, the decorrelation of neuronal activity was not dependent on sensory experience. Interestingly, sensory deprivation of barrel cortex does not perturb the development of 7-12 Hz oscillations that precede whisker twitching (Nicolelis et al., 1995) .
Our findings have implications for neural coding in neocortex. There is a growing body of evidence that sensory information is encoded sparsely (Olshausen and Field, 2004) . In barrel cortex of anesthetized or awake mice, cortical neurons respond on average with a single spike to whisker deflections (Brecht et al., 2003; Kerr et al., 2007; Sato et al., 2007) . Indeed, sparse representations are more efficient from both a computational and energetic standpoint (Olshausen and Field, 2004) . During wakefulness, decorrelated background activity may increase the efficiency of sparse population codes, improving the coding of natural stimuli. Subtle perturbations in this fundamental step of cortical maturation could result in network dysrhythmias that may underlie a number of disorders, including epilepsy, autism, and schizophrenia.
