We consider the classic problem of estimating T , the total number of species in a population, from repeated counts in a simple random sample and look first at the Chao-Lee estimator: we initially show that such estimator can be obtained by reconciling two estimators of the unobserved probability, and then develop a sequence of improvements culminating in a Dirichlet prior Bayesian reinterpretation of the estimation problem. By means of this, we obtain simultaneous estimates of T , the normalized interspecies variance γ 2 and the parameter λ of the prior. Several simulations show that our estimation method is more flexible than several known methods we used as comparison; the only limitation, apparently shared by all other methods, seems to be that it cannot deal with the rare cases in which γ 2 > 1.
1. Introduction. We consider the classic problem of estimating the number T of species in a population, and, subsequentely, their distribution, from a simple random sample drawn with replacement. We are interested in the "small sample" regime in which it is likely that not all species have been observed. Problems of this kind arise in a variety of settings: for example, when sampling fish from a lake or insects in a forest (see, for instance, Shen, Chao and Lin (2003) [47] on how to use estimates of T to predict further sampling, or [7] ); or when estimating the size of a particular population (see [6] ); or when trying to guess how many letters an alphabet or how many specific groups of words a language contains (see [14] ) or how many words a writer knows (see [19] ); or, even, when determining how many different coins were minted by an ancient population (Esty [21] ). Because of its great interest this has become a classic in probability, and there has been a great number of studies suggesting methods for the estimation of T . See, for instance, [8] for a review through 1993, [23] for some further details and Colwell's Estimates for software implementing a large number of estimators.
In particular, [8] calls for some development of the Bayesian method for the estimation of T , which is the direction that we eventually have taken.
In this paper we start, in fact, by analyzing one well known estimator of T , namely the one by Chao and Lee ( [13] ). One of our results shows that the estimator can be obtained by reconciling two estimators of the unobserved probability U : one being an extended version of Laplace's "add λ" ( [34] ) and the other the estimator by Turing and Good ([24] ), provided that the normalized interspecies variance γ 2 is interpreted as the inverse of the λ. Then we proceed by developing simultaneous methods for estimating T and λ (or γ 2 , which is the same).
By such methods we improve on the original Chao-Lee estimation, but the estimators we obtain are shown by simulations to have some serious defects. It is for this reason that we perform a more fundamental analysis of the problem by means of a Bayesian approach. This is based on a Dirichlet prior with parameter λ on the probabilities of T species (see [33] , [32] , [25] , and [49] for an historical description); the parameter turns out to be the same as the one in Laplace's method. The simultaneous estimation that we develop now takes into account a posterior second moment of the random species probabilities compared to the classical Good Toulmin estimator for the same quantity (see [27] ).
Let us mention that the empirical Bayesian approach used here is different from that of existing results in the literature. The method in [41] is, in fact, limited to uniform species distributions. On the other hand, the general Bayesian approach in Boender and Rinnoy Kan (1987) [4] starts from a prior distribution of T and, conditionally to T , a uniform or Dirichlet(λ) prior on the species probability, but then introduces a (level III) prior on λ itself (as suggested in [26] ) which in turn requires the introduction of a further parameter (Boender and Rinnoy Kan (1987) [4] , formulae (10) and (11)), with then no analytical expression for the posteriors. In the end, this direction seems to include several undetermined choices (the prior on T and the extra parameter at level III) and no simple analytical expression of the estimators.
At the end of the paper we present some numerical tests. Due to the inherent difficulty in finding fully published data for this estimation we resort to simulations and real tests on discovering the size of an alphabet. The tests seem to indicate that the new estimator of T is more flexibile than existing ones and thus preferable, in the sense that the performance of all estimators seem to greatly depend on the normalized variance γ 2 , and the new estimator is the only one able to perform rather well for all values of γ 2 ∈ [0, 1]. In our method, the only constraint is that λ ≥ 1, which is γ 2 ≤ 1, which is imsart-aos ver. 2007/12/10 file: CompletEstimat14.tex date: December 18, 2013 imposed in order to ensure convergence of the prior; this, in turn, imposes a mild limitation on the populations to which the method can be applied, since γ 2 can, for some peculiar population, exceed 1; on the other hand, such populations are likely to be quite unusual and, in addition, all other existing estimators seem also to fail on samples taken from them.
In section 2 we review in detail some known estimation methods of interest in deriving our results; in section 3 we derive some relations between known estimators and our first improvements; in section 4 we develop the Bayesian method and define our final estimator; in section 5 we give estimates of the species probabilities from, for both the observed and the unobserved ones; from these, we indicate how to generate confidence intervals for T by means of resampling; finally, in section 6 we present some simulations revealing a rather good performance of our new estimator and also very adequate results of the confidence intervals. All detailed mathematical proof are deferred to the Appendix.
2. Some known estimators of T and related quantities. We start with some notation. Assume that the population from which the sample is drawn has a total of T species (which we sometimes will call states) having proportions p 1 , p 2 , · · · , p T .; and that in a sample x 1 , x 2 , · · · , x n of size n there are N observed species. For i = 1, · · · , T , let m i be the number of observations of the species i in the sample, so that N i=1 m i = n. We assume that the m i 's are given one of the possible orders in which m 1 ≥ m 2 . . . , m N ≥ 1 and m i = 0 for i = N +1, . . . , T . Also, for j = 1, · · · , n, let n j be the prevalence of j, which is to say the number of species observed exactly j times, so that n j=1 n j = N. Next, let L n (i) = m i /n be the empirical frequency of species i, so that C = i:Ln(i)>0 p i is the coverage, i.e, the total probability of the observed species, and U = 1 − C = i:Ln(i)=0 p i is the unobserved probability. We are interested in the estimation of T from the prevalences.
The estimation of U has also been studied intensively (see, for instance, [40] and [38] ). In fact, it is possible to turn the estimation of U into a simplified version of our original problem by assuming that there are N + 1 species, the N observed ones and the "new" species with probability U ; the main issue becomes then the estimation of the probabilities of the various species and especially for the new one. For this and other reasons that we shall see, the estimations of T and U are closely intertwined (even the title of [20] points to this relation).
The first attempt to estimate U can be extracted from Laplace (see [34] and [45] ) who suggested an "add-one" estimator: this consists in adding one to the number of observations of each species plus an additional one for the "unobserved" species. In an extended version, which can be named "add λ", one can add some positive value λ to each species' number of observations (including the unobserved one): an estimate of the probability of each observed species i is then p i = With a seemingly completely different method, Turing and Good (see [24] ) proposed another estimator of U . Recall that n 1 is the number of species observed exactly once and n the size of the sample; then the Turing-Good estimator for U is some minor modification of:
A plausible rationale for this estimator is that while for species observed at least twice the empirical frequency is already becoming stable and very likely close to the corresponding probability, species observed only once are likely to be randomly selected representatives of the collection of the yet unobserved species. A more sound mathematical derivation is in Good ([24] ), in which also a "'smoothing"' of the n i 's is proposed.
Other methods to estimate U have been developed, and in particular we refer to [38] for a Bayesian method based on the general class of Gibbs-type priors (see also [46] and the other references in [38] for the definition and properties of such priors). This class contains several known families of priors as particular cases and each such family is based on one or more parameters, which need to be further estimated. In [38] , for instance, a maximum likelihood estimator is used. Another recent advance appears in Orlitsky et al ( [45] ), in which a quantity is introduced, called attenuation, that measures the effectiveness of the estimation of U as the sample gets larger; the performance of an estimator is compared to the maximum probability of the observed prevalences and asymptotically very good estimators are determined.
We are going to base our work here on a preliminary estimation of U . It is conceivable that within the wide class of proposed estimators of U some would improve the results that we get; however, we focus on the unsmoothed Turing-Good estimator since it is more direct and simple, while still allowing us to achieve very satisfactory results.
Getting back to the estimation of T , there are several parametric methods based on assuming some structure of the species distribution; for instance, an estimator devised for the uniform case, in which the probabilities of all species are assumed to be the same is the Horvitz-Thompson
(see [39] and Bishop, Fienberg and Holland (1975) [3] ) and then U can be further estimated, for instance by the unsmoothed Turing-Good method, to get
see [16] and [5] . Esty [20] improves this estimate by assuming a negative binomial prior with parameter k to get
then providing some ad hoc guess for k (in some cases, k = 2).
As to nonparametric methods, Harris [28] , Chao [12] and Chao & Lee [13] have proposed some such estimators, of which the most reliable ones seem to be those proposed in [13] . In our notation these amount to
with γ 2 an estimate -for which Chao & Lee make two proposals -of the normalized variation coefficient of the p i 's. In fact, assume that p is a random variable uniformly distributed on the T population probabilities p 1 , . . . , p T ;, then its average isp
and its normalized variation coefficient is
Next, Chao and Lee proceed by using an estimate of Good and Toulmin
and using one preliminary estimate for T , (1) for instance, to obtain
Note that the work by Chao and Lee can be considered as a further improvement over the results by Esty. However, Chao and Lee make a rather direct use of a preliminary guess for T and we think their method is too sensitive to errors in such preliminary evaluation. In the next section we start discussing some possible improvements.
Preliminary results on new estimators. (I)
We first consider (3) and (4) as equations in the unknowns T and γ 2 and search for simultaneous solutions T ≥ N and γ 2 ≥ 0. Since in some simple examples the unique solution gives γ 2 < 0, we consider the solutions T 1 ( γ 2 1 ) and γ 1 of the problem
with V GT as in (5) . On letting u = U T G and v = V GT for brevity, the function to minimize becomes
note that (1 − u + nuv) ≥ 0 since u ≤ 1, so that the solutions of (6) are
1 ). Some tests described in section 6 show that T 1 performs better for non uniform populations than the original Chao-Lee estimate, but has too large a variance.
(II) Next we compare two estimators of U , the unsmoothed Turing-Good and the following modified version of the "add λ": assume the number T of species is known and add λ to each of the frequencies of all the T species, not just to that of those arbitrarily labelled through N + 1. This would give
since there are T − N unobserved species. Now, we can hope to reconcile the extended "add λ" and the unsmoothed Turing-Good estimators by requiring that they assign the same value to U . This amounts to solving
Solving for T we get
Quite surprisingly, we have obtained
The only value of T for which the extended "'add λ"' and the Turing-Good estimators of U coincide, is the Chao-Lee estimator T CL (γ) with γ 2 = 1/λ. From now on we will assume this equality and mostly refer to the parameter λ.
(III) The relation found in (II) suggests that (6) can be seen as a first moment estimate:
so that one can hope to derive γ 2 from a second moment relation. The form is suggested by (I), considering the meaning of V GT :
The solutions T 2 ( λ 2 ) and λ 2 of (10) and (11), together with γ 2 = λ −1 2 , give new estimators; although this seems to improve the estimation in some cases, it does appear to have significant flaws, as shown in the simulations reported in tables 1-3.
The Bayesian interpretation.
To further improve the above estimate, we need to understand more about the "add λ" estimator. It turns out, as was probably known already to Laplace, that the probability estimation according to the "add λ" method is nothing but the average species probability under the Bayesian posterior on probability distributions on T species
given the sample, with a single parameter Dirichlet prior ρ 0,T,λ , i.e. a prior with density c
for some constant c and λ ≥ 1. With likelihood
p m i +λ−1 i dp 1 . . . dp T .
where Z = Σ T p
T dp 1 · · · dp T (note that the constant terms have been cancelled).
By standard integration using the gamma function (see Appendix 1), we find that the average species probability under the posterior is:
. . , T as claimed. This remark, together with our reconcilation Lemma in (I) above, indicates that we are taking a new step in the development which brought us from (1) to (2) and then to (3) by assigning now two other meanings for λ −1 = γ 2 , namely that of the add constant in a generalized Laplace method and that of the constant in a Dirichlet prior.
The Bayesian interpretation of p k also suggests a modification of the second moment minimization (11) . Recalling that now λ ≥ 1 we have: 
where T λ has been taken as in (9) and the calculation is carried out in Appendix 1. In Appendix 2 we show the function f (λ) has two singularities β 2 < β 1 = − n N < 0 and two zero's, the interesting one being
The minimization depends on the sign of f (λ) for large λ which in turn depends on the sign of (λ 2 − β 1 ). Since f (λ) is increasing for λ ≥ 1, if the limit for large λ is negative, then the only reasonable value we can assign is ∞, else there is a real solution for the minimization problem above: note that if λ 2 ≤ 1 then we are forced to take λ = 1. It is thus shown in Appendix 2 that the minimization above yields the estimator
From (9) we get the following estimator of T :
or, alternatively,
Clearly, T γ 2 is not necessarely an integer while T is such, and we round it to the nearest integer. Notice that when λ = ∞ we get T λ = T HT T G .
Estimate of species distribution and confidence intervals for
T . Since we now have an estimate for both the parameters T and λ, we can use the posterior average probability of each species as an estimate of the species probabilities. For the observed species, i.e. for i = 1, . . . , N , this amounts to (14) p
This expression is correct also for λ = ∞ in which case all species are estimated to have probability ( T ) −1 . Also note that these values are close to the unbiased estimator m i /n of the probability of the i-th species and can be seen as a mixture of the Laplace add-λ and Turing-Good estimators since they are obtained by adding λ to the frequency m i of the N observed species (recall that n = N i=1 m i ), but only after having assigned the probability U to the event that we will observe a new species; the estimate of each of the N species is then reduced by the factor 1 − U to compensate for this and, in fact, ( T λ − N ) λ(1− U ) n+N λ+ U = U . This is likely to be a sensible way to make the attenuation of the Laplace estimator (see [45] ) finite. An alternative description of our estimator is then completed by using the previously estimated value of λ.
A simple approach for the unobserved species would be to uniformly split the probability U among the T λ −N unobserved species and by the reconcilation method in (8) and (9) this would give
. On the other hand, notice that, since one can read (10) as 1− N k=1 p k (λ) = 1− U T G , the reconciliation method never used the moments of the p i 's for i > N ; therefore, we have some freedom in assigning the estimated values of the p ′ i s for i > N . These values can then be estimated by taking into account the meaning of λ −1 = γ 2 as normalized species variance, or of some related quantities; we could then assign probabilities to the unobserved species to achieve the estimated normalized variance γ 2 or to achieve some related equality. For simplicity we will actually focus on N k=1 p 2 k and its estimator V . This is a valid approach except when u < 1 − N v, in which case f (λ) < 0 and V turns out to be too small to be a reasonable estimate of N k=1 p 2 k ; in that case we replace V with by Jensen's inequality, and thus we require that the estimates p k of the probabilities of the unobserved species satisfy:
We can use any two parameter distribution, such as for instance p i = cα i−N for i = N + 1, . . . , T λ , and insist that
Solving for c and α gives the estimated unobserved probabilities p i = p i (c, α), which are used in the simulations of section 6 below to generate confidence intervals by resampling.
It is easily seen that if T >> N then
6. Simulations. In this section we present numerical simulations and tests of the performance of several estimators compared to those we have developed here. Tables 1-4 present the analysis of several populations increasing values of γ 2 . Tables 5-6 present some real tests based on discovering the number of letters in an alphabet from a long text. In table 7 we compute confidence intervals using a resampling based on the reconstructed species' probabilities as described in section 5 above.
The estimators compared in tables 1-6 are T 1 , T 2 and T λ defined here, then T T HT T G from (1), T CL from (3), the Jackknife estimator with optimal parameter T JK from [9] (// indicates numerical errors due to small denominators), and T +1 which is our (or the Chao-Lee) estimator with γ 2 = 1.
In tables 1-4 each population is generated from T i.i.d. random variables, normalized to sum to 1; the resulting γ 2 is determined as normalized interspecies variance; 1000 simple random samples of size n are then generated; finally, mean, SD and mean square error are computed for each estimator. Tables 5 and 6 test the letter content of some passages in English and Italian in order to detect the number of letters in each alphabet. Each table shows the results of taking 1000 samples of about 9000 letters each from the indicated texts.
The conclusion that can be drawn from these tests is that estimator performances are seen to depend on γ 2 , with the T λ presenting a consistent low value of the MSE as long as γ 2 ∈ [0, 1]. Therefore, T λ has the flexibility to adapt to the different values of the interspecies variance. In table 1, in fact, γ 2 ≈ 0 and the best estimators turn out to be T T HT T G and T CL (in which clearly γ 2 gets appropriately estimated), but all the estimators defined in the present paper perfom equally well. In the less uniform population in table 2, Jackknife and T λ show the best performances; and in table 3 where γ 2 ≈ 1, the best estimator turns out to be T +1 , while T λ has only a slightly worse performance. Note that T 1 and T 2 show a very poor performance in table 2 and 3 .
Finally, table 4 shows an extremely skewed population, with γ 2 very large, for which no estimator works properly. The reason for T λ is that convergence of the prior imposes γ −2 = λ ≥ 1.
Even in the alphabet test the performance of T λ turns out to be overall best. Table 7 shows some simulations about confidence intervals for T based on samples of size n = 400 computed from T λ by estimating the species probabilities p k as described in section 5 and then resampling 1000 times from the estimated population distribution. This process is repeated 100 times and table 7 indicates, for the populations of tables 1-3 respectively, the percentage of times the confidence intervals hits the true value of T = 1000 and the average size of the confidence interval.
The hitting percentage comes out remarkably well, due to the good approximation of the true population distribution by the estimated one. 
Next, let ρ n,T,λ be the Bayesian posterior, given a sample with species records m 1 , . . . , m N , from a Dirichlet prior with parameter λ on
T = 1000 n = 500 n = 1000 n = 2000 mean std MSE mean std MSE mean std MSE Note that ρ n,T,λ is invariant under permutation of the p k 's, so it is valid to express any result via a permutation of indices from a proven statement. Therefore, in the following Theorems it is sufficient to prove the results for some index i.
Theorem 7.1. For evey λ ≥ 1 and for every i = 1 . . . T ,
Proof. For i ∈ {1 . . . T − 1} we have:
) m T +λ−1 dp 1 . . . dp T −1
) m T +λ−1 dp 1 . . . dp T −1 . For k = 1 . . . T , let
where δ is the Kronecker delta and for k = 1 . . . T − 1 let
..+s k+1 +T −k−1 dp 1 . . . dp k and
and let I(k) and G(k) be as the quantities without hat but with s k replacing s k , so that Now we have
and
Therefore,
It is easily verified that T k=1 m k +λ T λ+n = 1. Moreover, adding these values over the T − N unobserved species we get an estimate of U : Lemma 7.1. For every λ ≥ 1 and i, j = 1 . . . T such that i = j,
Proof. Following the proof of Theorem 7.1 let, for k = 1 . . . T ,
where
Lemma 7.2. For every λ ≥ 1 and for every k = 1 . . . T,
Proof. As in Theorem 7.1, for k = 1 . . . T and i ∈ {1 . . . T − 1} let
Therefore, for i = 1, . . . , T − 1,
8. APPENDIX 2: Some properties of the function defining λ. Let u = U and v = V . We consider now u and v as free variables satisfying some requirements satisfied by the values that, in fact, U and V take on in our estimation, namely U = n 1 n and V = V GT = j≥1 j(j−1)n j n(n−1) . Also let q = vn(n − 1) + n = j>0 j 2 n j . Then Proof. Since q = j>0 j 2 n j and n = j>0 jn j we have that
is implied by
Proof. By definition of U we have
then either n = n 1 = N and the right hand side becomes 0, or N − n 1 ≥ 1 and the relation holds. Proof. The equation f (λ) = 0 has solutions:
The root λ 1 is always non positive and thus it is not interesting and if (29) λ 2 = 1 − u − v + uv − uvn N v + u − 1 ≥ 1, then λ 2 achieves the required minimum.
To evaluate the other cases note that the function f (λ) has two poles The conditions on u and v are translated into those for λ 2 and β 1 by direct calculation.
