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In terms of flood forecasting in alpine environments, predictions at different gauges as well as 
sites with exposed infrastructure within the catchment are required. The used semi-distributed 
hydrological model HQsim combines runoff formation and surface runoff routines with an 
implemented channel routing for river reaches. This allows the estimation of discharges at se-
lected channel segments. As a case study a large alpine catchment with a size of 890 km² is 
used. The uncertainty in the discharge prediction is investigated at three discharge gauges locat-
ed along the main river. The basis of our experimental set-up are 15,000 samples describing the 
prior parameter distribution obtained by means of a Latin Hypercube sampling. Out of this, we 
calculated a Generalized Likelihood Uncertainty Estimation (GLUE) for the flood discharge at 
each gauging station. As informal likelihood a combination of different Nash Sutcliffe Efficien-
cies (NSE) is used covering summer season as well as flood periods containing peak discharges. 
Based on the behavioral parameter settings for each individual gauge, the model prediction 
distribution and their means for the remaining gauging stations are computed and analyzed. 
 
INTRODUCTION 
This study has been done in frame of the operational flood forecasting system of the Tyrolean 
River Inn (‘HoPI – Hochwasserprognose Inn’). Within the used modular system setup tributary 
catchments of the River Inn are modelled using hydrological models whose output is forwarded 
to a 1D hydrodynamic model of the Inn. Originally the main focus was to best possible model 
the discharges at the catchment outlet. Still, owing to the alpine character, catchments with a 
high percentage of glaciation are modelled individually with the distributed Snow- and Icemelt 
model SES whereas unglacierized catchments are simulated with the conceptual rainfall-runoff 
model (CRR) HQsim [1]. Further developments towards a holistic flood forecasting require to 
including additional locations (mostly at gauging stations) at which forecasts are provided. 
These additional points of interest are to be represented in the model layout. Due to a flexible 
representation of river channels for flow routing is given within HQsim, the discharge simula-
tion at different gauging stations within a tributary catchment is possible. Still, although being 
technically possible, the conceptual nature of HQsim requires testing the reliability of the simu-
lated discharges at individual gauging station along the river. In general CRR simplify physical-
ly processes to various extends, trying to incorporate the most relevant (or dominant) processes. 
With the applied conceptual approach such as control volumes (i.e. linear storages for the satu-
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contributing area concept allows the separation between infiltrated and surface run-off, linked 
to a temporally varying moist content. The water content and the associated subsurface flow in 
the unsaturated zone (interflow) are described according to Van Genuchten [10]. The base flow 
is modelled with linear storage representing the saturated zone. Flow time if the surface flows 
from the HRU to the nearest channel segment is calculated according to Morgaly and Linsley 
[6]. The channels are modelled as non-linear storage cascades using an approach based on Rick-
enmann [8] to calculate the flow velocity. 
Prediction uncertainty / parameter uncertainty estimation 
To estimate model and parameter uncertainty of the hydrological model we decided to apply the 
often used and easily computable Generalized Likelihood Uncertainty Estimation (GLUE) of 
Beven and Binley [2]. In this study the following GLUE algorithm (see Vrugt [11]) is used: 
 
1. A Latin Hypercube of 15.000 samples  out of a feasible parameter space  is 
computed. 
 
2. In the GLUE method the informal likelihood has only to fulfill the requirement of a 
monotonically increasing value by improved model performance [4] The likelihood 
function used in this study is the sum of the Nash Sutcliffe Efficiency (NSE) [7] of dif-
ferent time periods: ( ) the whole summer season (01.05.-30.09.) and ( ) flood events, 
weighted by their normalized peak runoff. In more detail the likelihood is calculated as 
follows: 
 
, ∑ , ∑ , ∗ ,    (1) 
with 
2000, . . . , 2006  for calibration, 2007, . . . , 2012  for validation and 
∈ :	 1	 . 
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   (3) 
 
with ∈ :	 	 	 	 	 	 	 . 
 
3. To differentiate behavioral from non-behavioral parameter combinations the top 10 % 
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with ∈ , :	 , 	 	 	 0.9 . 
 
4. Based on the normalized likelihoods the prediction density function of the model out-
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As a result of this study it is not possible to precisely state the quality of intra-model predictions 
for flood forecasting. The study results indicate that different gauges within a catchments model 
have different global optima of the informal likelihood function. Indeed some parameter set-
tings are found in all gained behavioral parameter settings, but they do not induce similar good 
likelihood values compared to the other behavior settings. Especially the case Tumpen leads to 
completely different parameter settings for the maximal likelihood values both for calibration 
and validation period. Out of this it is inadvisable to optimize a CRR at the catchments outlet 
and trust this parameter setting within all gauges of the catchment. 
 
In the case of an uncertainty analysis not only the global optimum of the informal likelihood 
function but rather the whole distribution function of mainly the model parameter and model 
prediction is of interest. Therefor the hypotheses on similar model prediction distribution as 
well as similar prediction mean are tested. In both cases the null hypothesis was rejected in 
nearly all time steps. Significant differences of the model prediction distributions and their 
means occur when the runoff increases. By analyzing the three behavior parameter distributions 
the gained posterior parameter distributions of figure 4 does not differ much from a uniform 
distribution with a few exceptions. This suggests the assumption that no parameter can be esti-
mated precisely by using the applied sampling scheme (Latin Hypercube sampling with 15.000 
samples). So, further work is needed to confirm the hypothesis that model parameter settings 
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