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ABSTRACT 
The problem of  determining the moments and the Fourier transforms of  B-splines with arbitrary 
knots is considered. There exists a simple connection between the moments of  such splines and 
the so-called extended Stirling numbers of  the second kind which are defined in section 2. Some 
recurrence relations for the moments of  B-splines with arbitrary knots are given in section 3. In 
the case of equidistant knots we have also further ecurrences. For the forward, central and per- 
fect B-splines the explicit formulas for the moments are given in section 3. The Fourier trans- 
forms of  B-splines is treated in section 4. The final section is devoted to so-called Stieltjes series 
nonnegative weight function w(x) and such that f b w(x) dx > 0 in connected with  the some 
closed interval [a, b]. It is proved that such series for the particular values of  the independent 
variable may be expressed by the finite sums which contain the nodes and coefficients o f  the 
optimal (in the Davies sense) quadrature formulas. 
1. INTRODUCTION AND NOTATION 
Let Mj, k (x) denote the B-spline of Curry and Schoen- 
berg with knots tj < tj +1 < ...< t: +k (J ~ Z, 
k=1,2 .... ), i.e., ~V~,k'is given by t~e formula 
k-1 Mj,k(X) = k[tj, tj + 1,..., tj +k] (.- x)+ whereas 
usual x k-1 _ (max (0, x)) k-1 and 
+ 
[tj, tj + 1 ..... tj +k]f denotes the k-th divided_ L .  differ- 
ence for the function fin the points (tl),J+.~ (see, 
l=J 
e.g., [2]). In this paper the problem ®f determining 
the moments of the B-spline Mj, k is treated. Without 
loss of generality we assume that the index j is equal 
to 0. The moments 
OO 
Ul(k,t) = f x 1Mo,k(x) dx 
1= 0,1 .... ; k= 1,2 .... ; L = (t o , t 1 ..... t k) 
are closely related with so-caUed extended Stifling 
numbers of the second kind which are defined in the 
section 2. Some elementary properties of these num- 
bers are also proved. We introduce the terminology 
"extended" since the word "generalized" is overused, 
and the word generalized was used in Carlitz' paper 
[1]. 
In section 3we give some recurrence formulas for the 
moments #1 ( ' " )  in the case of arbitrary knots of the 
B-spline M0, k. More recurrences hold for specified 
distribution of the knots. The exponential generating 
function for the moments #I (', ') is also given in sec- 
tion 3. 
Let 
X (k,L; y) =ff~ M0,k(x)e dx (y~R, i=x/-~-) 
iyx 
denote the Fourier transform of the B-spline M0,k(X ). 
Such transform ay be easily calculated (see proposi- 
tion 4.1 and coronary 4.1). 
The Fourier transforms of the B-spline M0, k satisfy 
the differential equation of the first order (see proposi- 
tion 4.2). For the forward, central and perfect B-splines 
closed formulas for their Fourier transforms are also 
given in section 4. In the final section we give some 
connection between the Stieltjes eries formed for the 
B-spline M 0 k and coefficients and nodes of the optimal 
quadrature formulas, where the criterion of such op- 
timality is due to Davies [3] (see also [20]). 
Moments of the B-spline M0, k are important for two 
reasons at least. The first problem in which knowledge 
of such moments i necessary arise from the problem 
of the construction of convex interpolating splines 
with arbitrary order of convexity. This problem was 
treated by the author in [10]. The second problem is 
connected with the numerical determination f the 
orthogonal polynomials with the B-splines as a weight 
function. If the moments are known then such a sys- 
tem of orthogonal polynomials can be determined in 
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a numerical way at least [15]. 
In the least square problem one should calculate the 
1_  
integrals of the form fa u f(x)M0, k (x) dx. For these 
calculations we can construct the Gaussian quadrature 
formulas with nodes as zeros of the orthogonal poly- 
nomials with M0, k as a weight function (see, e.g. [5]). 
Some results of this paper were presented during the 
Conference on Approximation Theory held at The 
State University of Texas at Austin, J~nuary 8-12, 
1980. These results (without proofs) will appear in 
[11]. 
2. EXTENDED STIRLING NUMBERS OF THE 
SECOND KIND 
The Stifling numbers of the second kind S (n, k) can 
be defined by 
n 
xn= Z S(n ,k )x (x -1 ) . . . . . (x -k+l ) .  (2.1) 
k=0 
These numbers are positive if I ,< k ,< n and zero for 
other values of k. The quantity S(n, k) is the number 
of partitions of n things into k non-empty sets. An 
explicit formula for S (n, k) is the following one 
S(n,k) =~f  jk  0 (-1)k-J(~)jn=~T jk  O(-1)j(~)(k-j) n
(2.2) 
(see, e.g., [16]). 
They satisfy the following recurrence r lation 
S (n, k) = S (n- 1, k -  1) + kS (n- 1, k) (2.3) 
(see, [16]). For other recurrences for S (n, k) see, e.g., 
[6] and references therein. 
For our further aims we introduce so-called extended 
Stirling numbers of the second kind. Let t0,t I ..... t n 
be given reals such that t o < t I < ... <t n. For fixed 
value ofk  ( 0 ~< k ~ n) let t = (t 0, t I ..... tk). 
Definition 2. I. 
The extended stMing numbers of the second kind 
S t (n, k) are defined by 
n 
xn= X S t (n,k) (x-t0) (x-t l )  . . . . .  (X-tk_l) .  
k=0 - 
(2.4) 
We put S t (0, 0) -- 1 and S t (n, k) = 0 for k > n. The 
terminology in use is motivated by the obvious fact 
that S t (n, k) = S (n, k) for t = C0,1 ..... k) as it fol- 
lows (2.4) and (2.1). 
From (2.4) and from the Newton interpolation formula 
one has 
S t (n, k) = [t 0, t 1 ..... tk]tn C 0 ~ k ¢ n). (2.5) 
By the elementary properties of the divided differences 
and from (2.5) we get in particular 
0) = t~,_ SL(n, 1) = (t~ - t~)/(t 1"  St(n, St_(n,n)=l. 
(2.6) 
Below we prove the following 
Proposition 2. I 
Let keN,  1= 0, 1 .... ; -tj = tk_ j for allj = 0, 1,... ,k. 
Then S t (k+l, k) = 0 i f l  is odd. 
proof 
k 
Let co,(t) = II (t-t.). By virtue of our assumptions 
K j=0 J 
we have COk(tj) = (-1)kco~ (tk_j) (j = 0, 1 ..... k). 
From (2.5) one gets 
k k+l . . ,  k - k+lR°'(tk S t (k + 1, k) = E tj /¢o~(,tj) = (-1) I k t 0) 
-- j=0  j =0  -O -J 
= (- 1)Ist (k + 1, k). 
Hence we obtain the desired result. 
The numbers St (n, k) can be expressed simply by tj. 
Namely 
St (n,k) = ~ t . t .  • . 
-- 0~<jl~<J2~...~Jn_k~kJ1 J2 " " ' t jn -k  
(2.7) 
For the proof we use (2.5) and appeal to [14] Ex. 2.4.14. 
From (2.7) follows that S t (n,k) > 0 if t o >/0. 
Below we give the explicit formulas for the numbers 
S t (., .) for the special choices of t_ The first of them 
is contained in the following 
Proposition 2.2 
Let l= 0,1 .... • k= 1,2 .... ; t j=-cos 7rj 
' k 
(j = O, 1 ..... k). Then 
.2  k -1  k ,, + 1 
St_(k +l,k) = -10 ~- ' -  j~0 (-1)k-j tjk 
(m= 0, 1 .... ). 
for 1 = 2m, 
for 1 = 2m +1 
(2.8) 
Proof 
Schoenberg [17, 18] proved that 
2 k -1  k,, (_l)k+j 
[ t0 ' t l  ..... tk lg= k j=0 g (t j) 
if the numbers tj are the same as in the assumptions of
our proposition. If we put g(x) = x k + 1 in the above 
formula then from (2.5) and by proposition 2.1 the 
desired result (2.8) follows. 
From (2.8) and (2.7) we obtain the following tri- 
gonometric formulas 
zcj I Irj 2 It J21 
Z cos - f -  cos - f  - . . . . . cos  
O~jl~J2 < ...<J21~k k 
_2  k-1  k,,(_l) J(co slr j  k+21 
k j=O k ) 
7rjl ~J2 lrJ21+l 
:g cos cos---~- • ...  -cos 
O<J l< J2<. . .< J21+l<k k k 
= O~ 
(1=0,1 .... ; k=1,2  .... ). 
We have also 
Proposition 2.3 
Let1= 0,1 .... ; k= 1,2 .... ; t j=-cosa j ,  where 
(2j +1) Ir 0=0,  1 . . . . .  k). Then 
aj = 2k+2 
2 k k • Z (-1)Jsin a. (cosaj) k +1 
S t (k+l,k)= k+l  j=0 J 
_ for 1 = 2m, 
0 for 1 = 2m + 1 
(m=0,1  .... ). (2.9) 
Proof 
It is a well-known fact that 
tk ]g=(_ l )k+l  2 k k • 
[ t0 ' t l  ..... k+ l  j--Z0(-1)JsinaJ g(tj) 
for aj and tj given as above. Next we are going in the 
same way as in the proof of the proposition 2.2. 
Similarly as above we obtain from (2.9) as a bonus 
'~ COS COSa.  . . . . . cosa .  
0<J lg J2  < ...<J21<k aJ l  J2 J21 
2 k k )j" sin • (cos oa:) k ÷ 21, 
k + 1 jz.=0(-1 =j 
COS U,j COS a .  . . .  co$  o,: =0  
0<j lg J2~ . . .<J21+lgk 1 J2 321+1 
(1=0,1 .... ; k= l ,  2 .... ). 
Other properties of the extended StMing numbers of 
the second kind follow from the results which we give 
in the next section. 
3. MOMENTS OF B-SPLINES 
We begin this section by giving a simple connection 
between extended stMing numbers of the second 
kind S t (. , . )  and the moments/~1 (k,t )  of the B- 
spline M n I-, where 
k -1  
MO, k(X) = k [to, t 1 ..... tk] (. - x)+ 
P l (k ' t )  =J2 xlM0, k (x) dx 
Now we prove the following 
(k= 1,2 .... ), 
(1=0, 1 .... ). 
Proposition 3. I 
Let l=0,1  .... ; k=1,2  .... ; t=( t  O , t  I . . . . .  tk) 
(t o < t I < ... < tk). Then 
,k+ I, 
S t  (k+l 'k)=~'  k )Pl(k't--)" (3.1) 
Proof 
It is a well-known fact that if the function f ~ C k (R), 
then 
• ",t'-] f= l - -  f~  M0, k(x)f(k)(x)dx [t0' t l "  ~ kl - 
(3.2) (k= 1, 2 .... ) 
(see, e.g., [2]). Putting f(x) = x k + 1 we have 
f(k) (x) = (k + 1) ! x 1. Thus from (3.2) one gets (3,1). 
lI 
Putting 1 = n -  k (1 < k < n) in (3.1) we have also 
(n, k) = (~) Pn -k  (k, t_). (3.3) S t 
The moment #l(k, t )  may be expressed in a very 
simple way by the numbers tj, namely from (2.5) and 
the well-known formula for the divided differences 
one has 
k t .k+l /  
S t_ (k +l,k)  = j=0 y~ J C°k' (tj), 
k 
where ¢Ok(t ) - ilI__0(t - ti). Hence and from (3.1) we 
have  
tk+ 1/¢o~ (tj) (1=0,1 .... ; 
/al(k'--t)= [ k ) j~O J k= 1,2 .... ). 
(3.4) 
In particular from (2.7) and (3.1) we obtain 
1 k 
P0(k , t )= l ,  P l (k , t )=k+ 1 j~__0tj, 
2 (3.5) 
• ~ t m. #2 (k't--)- (k +l)(k + 2) 0<j<m<kt j  
The formulas for g0(k , t )  and/2 1 (k,t)  are old and 
well known (see, [2]). 
In [17] Schoenberg proved that the B-spline M0, k with 
7rj (j = 0, 1 ..... k) is a perfect B- knots tj = - cos k 
spline. 
Proposition 2.2 and formula (3.1) produce the follow- 
ing expression for the moments of Such a spline 
f k ,  
• (k ;1)  -1 2 k-1 Z ( -1)k- J t j  k+ l  
/~ 1 (k , t )  = k j = 0 
• for 1= 2m, 
0 for 1= 2m+1 
(m = 0, 1 .... ). (3.6) 
Similarly from proposition 2.3 and formula (3.1) one 
(2j + 1) ~r 0=0,  1 ..... k) 
gets for aj = 2k + 2 
Further, applying (3.1) we obtain after simple calcula- 
tions the desired result (3.8). Putting in (3.3) 
n = 1 + 1, k = 1 we obtain 
1 St (1+1,1) (1=0,1 .... ). (3.12) Ul( i ,2 )= l+ i  - 
From the second formula in (2.6) we have 
S 2 (1+1,1)= (t~ +1 1+1 - t  o ) / ( t  i - t0 ) .  
Hence and from (3.12) we obtain (3.9). 
. l (k , t )  = 
[ ,k+l)- I  2 k k • a j )k+l  k k+i z (-i)Jsinaj(cos= • 
t j=O for 1 2m, 
for l=2m+l  
(m = 0, 1 .... ). (3.7) 
Now we prove some recurrenc e relations which hold 
for the moments of the B-spline M0, k' 
Proposition 3.2 
Let 1 = 0; 1 .... i k = 2, 3 ..... then 
k+l) -1 I tl_ j (k+j -1 ,  
Ul (k'2)= ( k j=O j )UJ (k-l'2) 
and (3.8) 
(tl+l I A+I , ,  #1(1, t )  - t  o ) / [ ( l+ l ) ( t l - t0 ) ] .  (3.9) 
Proof 
At the beginning we prove the following recurrence 
S t (n ,k )=S t (n - l , k -1 )+tkS  t (n - l , k ) ,  (3.10) 
which agrees with (2.3) if tj = j for all j = 0, 1 ..... k. 
If f = g. h the~ the Leibnitz formula applied to the 
product g.  h gives 
k 
[to, t I ..... tk] f = J =Z 0([t 0, t I ..... tj]g)([tj, tj +1 ... . .  tk]h)" 
Since 
S t (n, k) =[t0,t 1 ..... tk]tn= [t0,t 1 ..... tk] (t n -1 .  t), 
then by the Leibnitz formula one gets 
S t (n,k)=([t0,t l  .... t k_ l ] tn-1)( [ tk_ l , tk]t )  
+ ([t0,t I ..... tk]tn-1 ) ([tk]t). 
Proposition 3.3 
Let 0~<p~<n. Then 
p j -1  n n 
mn=O jZ__ 1 (~) (tP - tm)/~n-J (J'2) = tP - t0" (3.13) 
Proof 
From (2.4) we obtain 
n j-i 
tn= ~ S t (n, j )1H=0(t,t l  ). (3.14) 
j=0  - 
Putting t = tp, where p is arbitrary and such that 
0 ~< p ~< n, we obtain from the above formula (3.14) 
p j -1  
n 
tp=S t (n,O)+ __Z 1S t (n,J) l~o(tp-tl). 
- -  j - -  
From the First formula in (2.6) and from (3.3) we 
obtain (3.13). 
Proposition 3.4 
Letp= 0, 1 ..... n - l ;  n= 1, 2,... Then .; 
(~)d  H (tp - tin) #n_j  (J,t) = ntp  -1 
j= l  
m~p 
(3.15) 
Proof 
Differentiating (3.14) with respect o the variable t arid 
putting t = tp (p = 0, 1 ..... n -  1) we obtain 
n j -1 m-1 
.~ (n,j) II - ntp ]=1 St  m=0 (tp tm)= 
m~p 
Further with the help of (3.3) we obtain (3.15). 
Other recurrence formulas for the moments of M0, k 
in the case of equidistant knots will be given below. 
Hence by virtue of (2.5) we obtain (3.10). With the 
help of (3.10) we obtain 
S t (n, k) = S t (n- l ,  k - l )  + tkS t (n-2, k - l )  + t~ S t (n-2,k), 
and finally 
n-i tk_ J _ l s t  ( j ,k_  1)" (3.11) S2(n,k)=j=k~ i
Let Yk(t) denote the exponential generating function 
for the moments tt l(k,t),  i.e., 
oo  
yk(t) = ~ / . t l (k , t ) t  1 
l=0  _ 7 . ,  (k = 1,  2 .... ). 
• We are able to prove the following 
Proposit ion 3.4 
For arbitrary k = 1, 2 ..... and arbitrary__t = (t0,t I ..... tk) 
we have 
t 1 
Yk(t) = 1=~0 pl(k ' t)  1 ! 
_ k! k t jt , 
t k j=~0 e /C°k(tj) 
(k= 1,2 .... ), 
(3.16) 
where COk(t ) = i=II0 (t-t i) .  Moreover the function Yk 
satisfies the following differential equation 
(k- tkt ) Yk (t) + ty~ (t) = kYk_l(t ) 
to t (3.17) 
(k=1,2  .... ; Y0(t)=e ). 
In the case of equidistant knots, i.e., when 
t j=a+jh  ( j=0,1 ..... k ;h> 0) 
1 e ht 1 k 
Yk(t) = 1=~0/~l(k't)~-. ~ = eat ( ~ )  (3.18) 
(k= 1,2 .... ). 
Vroof 
x j Z f(J)(0) j i " Hence Let f(x) = J = 0 
xk+J 
f (x) = J ~-k  f (k +J)(0) 
(k +j)! 
Let t o < t 1 < ... < t k. Forming for both sides of the 
above equality the divided difference of the order k 
with nodes tj (j = 0, 1 . . . . .  k) we obtain by virtue 
of (2.5) 
[t0't l  ..... t k ] f=  j =-k ~ f(k +J)(0)S t "  (k+j,k)/(k+j) !. 
Let f(x) = ext. Hence f(k+J)(0) = t k+j. Putting these 
values into the above equality we obtain 
k t . t  , ~ k+j  
E /COk(tj) = ~ S. (k+j,k) t j=0 eJ  j=-k~ (k+j) ! 
tJ t j 
= j~0 St  (j' k) j! =j__ZkS L (j,k) J! 
since S t (j, k) = 0 for j < k. Hence the exponential 
genera~ng function for the numbers St ( . , . )  is given 
by the formula 
t j k t . t  , 
Yk(t):= E S t (j,k) = E (tj). (3.19) j=k  - j!  j=0  eJ  /co k 
It is easy to see that the function Yk(t ) satisfies the 
following differential equation 
y~ (t) - t k Yk(t) = Yk-1 (t) (3.20) 
tot 
(k=1,2  .... ;Y0( t )=e ). 
Jkpplying (3.1) to (3.19) we obtain after elementary 
calculations the desired result (3.16). From (3.19) 
and (~.16~ we see that 
:k Yk(t) I Yk(t). Thus (3.20) yields (3.17). The 
formula (3.18) can be easily derived from (3.16). 
Namelyif t j=a+jh  ( j=0,1 ..... k; h> 0),then 
¢o~ (tj) = (,1) k - j  hkj ! (k -j)!. Hence 
k t.t eat k0(-1)k-j('k=3 ejht k !  E eJ  /¢o~(t j ) -  ) 
t k j=0 (ht)k j 
=eat( e h t -1 )k  
By virtue of (3.16) and (3.18) we have the following 
explicit formula for the moment//1 (k,t) 
~[  t jt  ] d 1 k: k e /wi(tj) j
dt 1 t k j=0 t=0 
/~l(k,t) =- 
d 1 [eat e ht 1 k]  
tj - arbitrary, 
tj = a+jh 
0=0,1 .... ,k). 
(3.21) 
Hence in the equidistant case we have 
P0(k,t_) =1, g l (k , t )  = a ÷ kh 
2 ' 
kh 2 (3.22) P2(k,t ) = #2 (k, t ) 
The exponential generating function Yk(t) can be 
expressed in the integral form 
Yk(t)= [ ~_J~ M0, k (x) eXtdx (k= 1,2 .... ; t-real).  
(3.23) 
For the proof let f(x) = ~ f(1)(0)xl. Multiplying 
1=0 t! 
both sides by M0, k(X) and integrating one has 
M0, k(X) f (x) dx = gl (k, t ) f(1) (0) (3.24) 
Let f(x) = ext. Then f (1)(0) = t 1. Putting these quantities 
into the last equality, we obtain, by virtue of (3.16), 
the desired result (3.23). 
In the Sequel of this section we give other recurrence 
relations for the moments Pl" The results of the fore- 
going play an important role in the proofs of some 
recurrences given below. 
Now we give other explicit formulas for the moments 
~1 and also some recurrences if the knots tj ~ =0,1 ..... k) 
are equidistant. Let tj =j (j =0,1 ..... k). In this case 
the formula (3.18) yields 
k 
-1  ) = ~ P l (k ' t )  (et t 1 =0 1 ! 
Following NSrlund [13] we define the generalized 
polynomials --t~ z) in the following way Bernoulli 
)z oo ~z) t 1 
t = I~ B , (3.24") 
(e t - 1 1 = 0 1 ! 
where gt  z) is an algebraic polynomial of degree 1in z 
with rational coefficients. 
Hence one gets 
Proposition 3.5 
Let tj = j (j = 0,1 ..... k), and let B} z) denote the 
generalized Bernoulli polynomial of degree 1in the 
variable z. Then 
gt l (k , t )=Bt -k) (k=l ,2  .... ; 1=0,1 .... ). (3.25) 
We have also the following recurrence formula for the 
moments #1 in the case when tj = j (j = 0, 1,... ,k). 
Proposition 3.6 
Under the same assumptions as in proposition 3.5 the 
following recurrence formula 
1 1 
#l(k,t  ) = k I~ (-1) i( (k,t) (3.267 -i- i= 1 i ) B i# l - i  - 
(k,l= 1,2 .... ) 
holds, where B i denotes the i-th Bernoulli number. 
_Proof 
From N~Srlund's result [13] follows that 
~-k )=__k  Z (-1) i (~)B i
1 i=1 
(k,l= 1,2 .... ). 
Hence, by virtue of (3.25), the desired result (3.26) 
follows. 
With help of (3.267 and using the fact that B 0 = 1, 
1 1 , B3= 0 we obtain 
=- 5 '  = T 
k k(3k+l )  
#o(k,t)  = 1, /al(k,t  ) = .~--, /a2(k,t ) = 12 ' 
gt3(k,t ) = k2(k +1) (3.27) 
8 
Now let us assume that tj = - ~-  +j (j = 0,1 ..... k). 
The B-spline with these knots is called central B-spline 
[18]. Moments of such a function are given in the fol- 
lowing 
Proposition 3.7 
Let tj = --~ ~-j (j = 0, I ..... k). Then 
t Dt-k)/21 l=2m, (3.28) 
#l(k't-) = 1= 2m+1 (m=0,1 .... ), 
where DJ k) is an algebraic polynomial in k of degree 
Am 
m given by the formula 
t 2m D(k) k ~ (-1)m zm (3.29) 
( ~ 7  = m=O (2m) [22m 
(see, [18], p. 15). 
Proof 
From [18] we have 
oo  )k 
f M0, k (x) cos tx dx = ( ~  (3.30) 
__OO 
(k = 1, 2 .... ). 
On the other hand putting f (x) = cos tx into (3.24) 
we obtain 
oo  co  m .2m 
f M0,k(X)c°stxdX=mZ__0(-1) "2m(k,±7 m 
_OO 
Hence and from (3.29) and (3.30) we have 
oo  t2m m~ D(-k) t2m 
(-1)m#2m(k't)  = __  ~ (2m)! m = 0 (2m) l 0 (-1)m 2m 
From this equality (3.287 follows in the case 1 = 2m. 
For 1 = 2m + 1, by virtue of our assumptions on the 
distribution knots tj, follows that S t (k + 1, k) = 0. 
Hence (3.1) gives the second line in-(3.28). 
In N~rlund's table 6 ([13], p. 460) we find polynomials 
D----(;m ) listed for m =0 ..... 6. Hence and by virtue of 
(3.287 one has 
I-~ k (5k-2) /~0(k ' t )= l '  /z2(k't)= ' /~4(k't)= 240 
(3.31) 
k + j ; j=0 ,1  .... ,k). (t k = _ ~-  
Now we assume that the knots tj of the B-spline M0, k 
are equidistant, i.e., tj = a+jh (aeR,  h > 0, 
j = 0, 1 ..... k). Let t = (t 0, t 1 ..... tk) and 
t= (0, 1 ..... k). Thus/~1(k,t) denotes the l-th moment 
of the forward B-spline. We are able to prove the fol- 
lowing 
Proposition 3,8 
With the above notation we have 
1 
gtl(k't) = m ~= 0 (Ira) am hl -m gtl-m(k't) 
(1=0,1 .... ; k=1,2  .... ). 
(3.327 
Proof 
From (3.24") one gets 
oo Bj(-k) 
z hJ tJ. e ht i k 
=j=0 
a 1 
Since e a t  = i 0 i ! r '~  A multiplying the left and right 
hand sides of the last equalities we obtain 
= = B! -k) 
( eh~ 71) k ai ti J hJ tj e at = Z Z 
ht i=0 ~ j=0 j l 
~0  tl (3.33) =1 Cl 1! ' 
where 
1 
°1--m O 
By virtue of (3.25) one has B (-k) - ' /k, t).  l _m-  ~'l_mt 
Putting this quantity into the expression for c 1 we 
have 
1 
Cl= m__ZO (1)am h l -mpl_m(k , t ) .  
Hence and from (3.33) and (3.18) we obtain the 
desired result (3.32). 
With help of (3.32) one can prove the following recur- 
rences for the moments/a 1 (k, t ) .  We have 
Proposition 3.9 
Let t = (0, 1 ..... k). Then 
# l (k , t )= ClDi-k)/21- 1 (_l)J(k)j(])/al-J (k't) '  
j= l  
(3.34) 
where 
1 1= 2m, 
Cl= 0 1= 2m+l  (m = O, 1,...). 
k 
Proof M0, k(t) = k j~ 0 
k +j 
Let t = (to, t I ..... tk) , where tj = -~- where 
(j = 0, 1 ..... k). By virtue of (3.28) we have k 
g2m+l(k , t )  = 0. Puttingin (3.32) 1= 2m+1 we 
For the proof we put a = 0 in (3.32). 
Now we still assume that t...=jh (j = 0, 1 ..... k; h > 0). 
In this case we have the following 
Proposition 3.10 
Lett= (0, h ..... kh). Then 
1-1 i 1 
1 i2=0(_1) ( i)(kh)l- i#i(k , t ) (1=1,3 .... ) #1 (k't)  = T -- 
1~1 (3.36) 
i= 0 (-1)i (li) (kh)l-i/~i(k't) = 0 (1= 2, 4,...). 
Proof 
At the beginning we assume that the knots tj of the 
B-spline M0, k(t) are arbitrary. We define the sequence 
OO 
{@1 (t))1 =-1 in the following way 
[ M0, k(t) 1 = -1, (3.37) 
~l(t) = l riO ~l_l(t)dt 1= 0,1,... 
Since M0, k(t) = 0 for t ~ (t 0, tk), from (3.37) follows 
that ~(t0) = 0 for all I =-1, 0 .... Let 
a 1 = q)l(tk) (1 = - 1, 0 .... ). (3.38) 
From the definition of the B-spline M0, k(t) we have 
t.k-1 (tj ,- )+ 
, (3.39) 
co~ (tj) 
¢Ok(t ) = 1H__ 0 (t - tl). 
obtain Applying the identity (x - t')+k- 1= (x_t)k- 1 + (-1)k(t-x)+ k-1 
2mz+l 2m+1) k J (3.39) we obtain the following formula for M0,k(t) /a2m+l (k ' t )=0= j=0 ( J (--2-) P2m+l-j(k't) 't° 
Hence we obtain (3.34) in the case 1 = 2m + 1. The (t-t j)  -1 
proof of (3.34) in the case 1 = 2m is quite similar to 
the above one. By (3.28) we have 
#2m (k'-t) =- D(-k)2m/22m' where _t is the same as at 
the beginning of this proof. From (3.32) we have also 
D (-k) 2m -2-k)J 2m = E (-1)J( ( j2m)#2m_j(k,t).  
22m j =0 
Hence we obtain (3.34) in the case when 1 = 2m. 
Corollary 3.1 
If t=  (0, h ..... kh) and t= (0, 1 ..... k), then 
/al(k,t ) = hl/al(k, E) (1 = 0, 1 .... ; k = 1, 2 .... ). (3.35) 
k 
M0, k(t) = (-1) k k 
j=0 ¢o~ (tj) 
Integrating 1 + 1 times the above equality we obtain by 
(3.37) 
k (t-  tj) k+l  
(-1)kk! Z 
~l(t) = (k+ 1) l j=0 ¢0~ (tj) (3.40) 
(1 = -1 ,  0 . . . .  ; t > tlc). 
Putting t = t k we have by the definition (3.38) 
a l=(-1)kk!  k (t k - t j )  k +1 
(k+l)! j=O oa~: (tj) (3.41) 
(l = -1,  o .... ). 
t k 
Since ~l(k,t )  = f M0, k(t) tldt, using integration 
t o 
by parts we obtain 
/al(k ~__t) = t 1 ¢o(t)l tk - It 1-1q)l(t) Itk 
to t o 
t k 
+.. .+ (-1)11! ft0 ~1-1 (t)dt 
= t 1 a0-  l t l -  l a l  + "'" + (-1)11! a r  
Hence 
1 ai t 1-i # l (k , t ) / l !=  E (-1) i (3.42) 
-- i=0  (l-i) ! . k 
(l=0, 1 . . . .  ). 
Now we assume that tj = a + jh (j = 0,1 ..... k). For 
these knots we have co~(ti) = (-1)k-Jh~-'~ ! (k-j) !. 
Putting these values into (3.41) we obtain 
hlk! 1 2; (-1) j ) (k - j )k+l  
a l - (k+l ) !  k! j=O 
1 ko(_ l ) J (k  ) (k_j)k+l(see (2.2)) Since S(k+l,k) = k--~ j
we have also 
hlk! k+ l'kt 'k, al= S(k+l,k)= hlk----L( k j I~ t) 
(k + I) ! (k + I) ! 
II /'tl Ck' t) 
where t = (0, 1 ..... k). By virtue of (3.35) we have 
a I- --gl(k't) , where t = (0,h ..... kh). (3.43) 
I! 
Putting (3.43) into (3.42) we have * 
1-1 (-1) i (li) (kh)l_i#i(k, t_ ) + (_l)l/.t 1 (k,t) #l (k , t )  = i=ZO 
where t is the same as in (3.43). Hence (3.36) follows. 
Remark 3.1 
For arbitrary knots tj (j = 0, 1 ..... k) the 1-th moment 
of  the B-spline M0, k is given by the formula 
k k 1 1 t l~J.l-J (tk-ti)k+J 
ttl(k,t)=(-1) k!l l  2; - ~ ,,-~s ~k 
" - i=O co~(ti) j=O (k+j)!(1-j)l 
(3.44) 
(1=0,1 .... ; k=1,2  .... ). 
Proof 
For the proof let us assume that t > t k. By (3.37) and 
(3.38) we obtain 
f t  tk 
On(t )= Mok(t)dt= f Mo.k(t) d t+ ; Mn.k(t)dt=a0 
(since M0,k(t) = 0 for t > tk). Further 
tk t 
= f t  ~0 (t)dt= ft 0 q)0 (t)dt + f~ke~0(t)d t ¢1 (t) to 
= ~l( tk)  + a0(t - tk)  = a I + a0(t - tk) .  
Finally we obtain 
1 aj (t - tk  )1 - j  • l(t) = 2; 
j =0 (l-j)! 
(3.45) 
(1=0,1 . . . .  ; t>tk ) .  
Comparing with (3.40) we have for t/> t k 
(_l)kk! k (t-t i)  k +1 I aj 
- 2; ( t - tk) l - j .  
(k+l)! i=0 co~ (ti) j=0  (l- j)! 
(3.46) 
Both sides in the above formula are polynomials of 
finite degree. If (3.46) holds for t ~ t k then it also 
holds for arbitrary t ~ R by the Lagrange interpolation 
formula. 
Putting (3.417 into (3.46) we obtain 
k (t-  ti)k + 1 k . ,k+j . _ 2; i I (tk-ti) (t_tk)l_j 1 
(k+l)] i=0 co~ (ti) i=0 ¢o~(ti)J=0 (k+j)!(1-j)! 
(3.47) 
(1= 0, 1 .. . .  ; t~R) .  
k k+l,  . .  k+l  
Since S t (k+l,k)= 2; t i Ic°((tO= ( k )# l (k ' t )  
- i=O ~¢ " 
(see (3.1)), then putting t = 0 into (3.47) and using 
the last equalities we obtain finally (3.44). 
For tj = jh  (j = 0, 1 ..... k; h > 0) we have from (3.44) 
/./l(k,t_)=kh.1 ! k (_l)i(k)1 (_l)Jkl-j(1)(k+j)-l(k_i)k+ j
i=O ~ j =0 J ~" 
(3.48) 
(1=0,1 .... ; k=1,2  . . . .  ), 
Proposition 3.11 
Let t j=a+jh  ( j=0,1  ..... k), where a= 0 or a= k. 
Then 
1 1 
gtl(m + n, t__) = J ~0 (J)/zj (m,__t) # l - j  (n,t), (3.49) 
#1+1 (m+ n, t )=m +n j l  0 (lj)./,tl_j (m,t) # j+ l  (n, t )  
(3.50)  
(1=0,1 .... ; m,n= 1,2 .... ). 
Proof 
oo xn  
Let g(x) = 1 + 2; c n denote a function that is 
n=l  ~. I  
analytic in the neighborhood of x = 0 and such that 
g(0) = 1. Put (g(x)) t = ~ £1 (t) xl • It is easy to see 
1=0 1! 
that fl(t) are polynomials in t and fl(0) = 0, 
deg fl(t) = 1 for 1 >i 1. Following Carlitz [1] we have 
the following recurrences for fl(t) 
1 
(lj) fj (y) fl_j(z) (3.51) fl(Y. +z) =j__Z 0 
(y, z~ R, 1=0,1  . . . .  ), 
f l+ l (m+n)= m+ n 1 I n j =~0 (j) f l - j (m)fj  +'l(n) (3.52) 
(re, n= 1, 2 .... ; 1=0,1, . . . ) .  
e hx -  1 e hx-1 Now we take g(x) = , or g(x) = e x . We 
hx hx 
see from the above and from (3.18) that 
oo  x l  oo  xl 
(g(x))k = 1--2;0 fl(k) l-t- = I=Z0 Pl(k'-t) 1! ' 
where & = (0, h ..... kh), or t = (k,k +h ..... k + kh). 
Hence/~l(k,t)  = fl(k) (1=0, 1 .... ; k = 1,2 .... 7. This 
formula and formulas (3.51) and (3.52) give the de- 
sired results (3.49) and (3.50). 
We give now some estimations and inequalities for the 
moments of the B-spline M0, k. They are contained 
ha propositions 3.12 and 3.13 given below. 
Proposition 3.12 
Let t o >/0. Then 
,k+l,-1 k+l ,  k -1 
gtl(k't) < ( k ) tk /1~0 (tk-  tl) (3,537 
(k= 1,2 .... ; 1=0,1 .... ). 
If additionally t k/> t k_ l  + 1, then 
,k+l,- l ["  k+l  k -1  , k+ lk -2  11 
gtl(k't) t>~ k ) I t  k / I I  (t - t ) - t l  , L l=0 k I l=n0(tk-1 -t 
A 
(k=l ,2  .... ; 1=0,1  .... ). (3.54) 
Proof 
By virtue of (2.4) we have 
t n= ~ S t (n,j) JlI 1 ( t - t l ) .  
j=0  - 1=0 
Putting in the above equality t = t k we obtain 
t l  = k St (n,j)-?II 1 (t k -  tl). (3.55) 
j=0  - 1=0 
j -1  
Since 1!0 (tk - tl) = 0 for j > k, from (3.55) we 
obtain after obvious calculations 
S t (n,k) = t l / k -1  
k-1 k-1 
1!0  ( tk - t l ) - j~0  St (n,j)/ II (tk-tl). - = - l= j  - 
(3 .56)  
Since t o > 0, then by virtue of (2.7) we have 
S t (n,j) t> 0 for all j = 0, 1 ..... k -1. Hence and from 
(3.56) we obtain 
S t (n,k) < t l / k -1  - 110 (tk - tl)" (3.57) 
Putting in the above inequality n = k + 1 and applying 
(3.1) we obtain finally (3.537. For the proof of (3.54) 
we observe that ff t k > tk_ l+ 1 then 
k:-I k -2 
II (t k - tl)/> ~=j (tk-1 - tl). 1-j 
Hence and from (3.56) we have 
n k-I k-i k-2 
S t (n,k) >i t k . . . .  / 1 II 0 (tk- tl) - j ~; 0 st (n,j)/llIj (t k_ l -  tl)" 
(3.58) 
Putting in (3.55) k -1  instead o fk  we obtain after 
obvious calculations 
k-1 k-2 n k-2 
Z S - 1=0 j=0 t (n ' J ) / l l  j (tk- l- .t l)  = tk 1 / 17 (tk_ l - t l ) .  
Hence and from (3.58) we obtain 
n k-1 k-2 
St(n, k) ~ tk/ I !0 (tk- tl) - ti-1/1! 0 (tk-1 - tl)" 
(3.59) 
Further the proof of (3.54) goes in the same lines as 
the proof of (3.53). 
In the case when t: =j the estimations (3.57) and (3.59) 
.3 were known earlier (see, [19]). 
In the next propositio n we give some inequalities which 
hold for the moments of the function M0, k. The method 
of the proof of these inequalities is the same as the 
method given in [12]. For this reason it is omitted. 
Proposition 3.13 
Let the knots tj (j = 0, 1 ..... k) of the B-spline M0, k 
be. arbitrary and let t o 1> 0. Then for all k = 1, 2 .... 
the following inequalities hold 
~ (k,t)  < ~p1 (k,_t) (V, 1 = 0, 1 .... ), 
#2 l(k,t)  </a21_2 (k,t)  #21+ 2(k't)  
P~I+ 1 (k,t) </a21(k,t ) #21+ 2(k't)  
From the above inequalities (3.60) and (3.61) we ob- 
tain the following 
(1=1,2 .... ),(3.60) 
(1=0, 1 .... ). (3.61) 
Corollary 3.2 
Under the same assumptions i in proposition 3.13 
the following inequalities are valid 
gt21(k,t ) < gt21+2(k,t) (1 = 1, 2 .... ), (3.62) 
P21+l(k,t )  < P21+2(k,t_) (1= 0, 1 .... ). (3.63) 
Proof 
Since t o > 0 then g j (k , t )  > 0 for allj = 0, 1 .... The 
inequalities (3.62) follow directly from (3.60). Simi- 
larly (3.637 are a simple consequence of (3.61) and 
(3.62). 
4. FOURIER TRANSFORMS OF  B-SPL INES 
Let 
X (k,t ;  Y) = F M0,k(X) eiyXdx (i =x/'2-i' y e R) 
_oo  (4.1) 
denote the Fourier transform of the B-spline M0,k(X) 
with knots t = (to, t 1 ..... tk), where to< t 1<. . .  < t k. 
It is obvious that )t (k,t ;  0) = 1. 
Now we prove the following 
Proposition 4.1 
Let y ~ R and y ~ 0. Then 
oo • k 
f M0,k(X ) elYXdx _ k ! 
_oo (iy7 k j=0  
k 
where C0k(t ) = A0  (t-tm)" 
eltjy/co~ (tj), (4.2) 
Proof 
Putting f(x) = e iyx into (3.2) we obtain (4.2). 
Corollary 4.1 
If tj = a + j h (a e R, h > 0, j = 0, 1 . . . . .  k), then 
X(k , t ;y )  e iya eihy 1 k = ( ~ )  . (4 .3)  
Proof 
If tj are equidistant, then 
k it jy Akh e iya 
2; e / co~(tj) = - -  
j = 0 hkk! 
Hence and from (4.2 7 we obtain (4.3). 
_ e iya ( eih~ y -____~1 ) k " 
k! 
Corollary 4.2 
k + j (j = O, 1 . . . . .  k) ,  then If tj = - ~- 
X (k , t ;y )  = (2  sin y/2 )k 
Y 
(see, e.g., [18]). 
This is a Fourier transform of the central B-spline. 
In the section 3 the B-splines with knots tj = -cos ~r_j_j 
k 
(2j +1)Ir (j = 0, 1 ..... k) were investi- and tj = -cos 2k + 2 
gated. For them we have the following formulas for 
the Fourier transform 
Corollary 4.3 
If tj = - cos -~ (j = 0,  1 . . . . .  k) ,  then 
kep  " " • 
(iy)kX(k, t_; Y) = (-1)k(k21) !2k-1 Z (-1) Jelt jy.  
j=o  (4.4) 
If a j - (2 j+ l ) r t  andt j=-cosa j  (j=O, 1 ..... k),then 
2k +2 
k • it jy 
( i y )kX(k , t ;y )=(_ l )k+l  k! 2 k Z k +1 j=0 (-1)Jsm 3e 6 
(4.5) 
Proof 
~j 
If tj = - cos --if- (j =0, 1 ..... k), then 
2k-1 k ,  " k it jy , 
k j 0(-1)k+JeltjY=j=01~ e /COk(tj). 
See [17, 18]. Hence and from (4.2) we obtain the de- 
sired result (4.4). Similarly if tj = - cos aj, where aj 
are the same as above, then 
(_l)k+ 12  k k ; i t .y k it jy 
~ (-l)Osina..e J = Z e / co~(tj). 
k+ l j=O"  " o j=O 
By virtue of (4.2) we obtain (4.5). 
Now we prove that the function X (k,t ;  y) satisfies 
some differential equation of  the first order. We have 
Proposition 4.2 
The Fourier transform X (k , t ;  y) of the B-spline M0, k 
satisfies the following equation 
(k- i tkY)X(k, t ;y)  + yX" (k , t ;y )  = kX(k - l , t ;y )  
• (4 .6)  
(k = 1, 2,...; X (0, t; y) = eXt0y). 
Proof 
Firstly we observe that 
.o (it) 
X(k , t ;y )= ~ tt;(k,t)  . This formula follows 
j=0 J  - j !  
directly from the Maclaurin expansion for the function 
e iyx. By virtue of (3.16) we see that the exponential 
generating function Yk(t) for the moments #j (k , t )  is 
simply connected with the function X(k, t ;  y); namely 
we have 
X (k , t ;  ~-~) = Yk(t) • 
Hence and from (3.17) one has 
Putting t = iy in the above formula we obtain (4.6). 
From the formula (4.2) we obtain also the following 
expressions for the Fourier integrals , 
f M0, k (x) cos yx dx and f M0, k ix) sin yx dx 
of the B-spline MO, k. Namely we have 
Corollary 4.4 
Let 
k 
S:= k! ~ sin yk j=0 tjy/co~(tj), 
kt  k 
C:---. yk j--Z0 cos tjy/cok(tj), where 
k 
c°kit) = m~O It -tin)" Then 
.o ~CkC 
f Mo,k(X) c°sy xdx= [dkS 
for k eveu~ 
for k odd, 
['CkS for k even, 
f Mo,k(X) sinyx dx= [L/_dkC for k odd~ _oo  
where 
[ 1 fo rk=41+ 4, 
Ck= / -1 for k = 41 + 2, 
1 for k = 41 + 1, 
dk= 
-1 for k = 41 + 3, (1 = 0, 1 .... ). 
For k = 4 these formulas were obtained by Dierckx 
and Piessens [4]. 
In the paper [8] Marti gave an algorithm for the recur- 
rence calculations of the quantities 
Xl(k't ;  Y) : = F M0,k (x) xl eiyXdx (1 = 0,1 .... ) 
where y are integers. It is obvious that 
Xl(k,t; y) = i-l~ (1) (k,t;  y) (1 = 0,1 .... ) 
without he restriction that y ~ Z .  Hence some results 
of this section can be used for the direct calculations 
of Xl(k,_t; y). 
5. SOME REMARKS ON STIELTJES SERIES 
This section has the character of an appendix to our 
earller considerations. 
At the beginning we recall the definition of the Stieltjes 
series connected with the non-negative and real-valued 
weight function w(x) def'med on some closed interval 
In, b] and such that 
fb w ix) dx > 0. 
a 
In the particular case we may put w(x) =M0,kix ). Let 
t~l fb = w(x)  x ldx (1=0,1  . . . .  ) 
a 
denote the 1-th moment of the weight function w(x). 
The Stiehjes eries connected with this function has 
the form 
j=O 
CO • 
If Ixt[ < 1 then =~ (xt) J= 1 and hence 
j 0 1-xt  
oo • b 
z u j~=f  w ix) dx. i5.1) 
j =0 a 1- xt 
Differentiating with respect to the variable t one has 
oo.~ mt j - l=fb  xw(x) dx. i5.2) 
j=l j J  a /1-xt) 2 
Below we prove that for some values of t the infinite 
series (5.1) and (5.2) may be replaced by some finite 
sums. These particular points are equal to the nodes 
of the optimal quadratures in the Davies sense• We 
recall the definition of such quadratures. 
Let the function f(z) belong to Hardy's pace H2, i.e., 
let f(z) be analytic inside the drde [zl < 1 and contin- 
uous on Iz[ = 1. Let us assume that f(z) is real for real 
values of the argument. If-1 < a < b < 1, then 
R(f) fb n = w(x) f (x )dx-  ~ aif(ti) (5.3) 
a i= l  
is an error in the quadrature formula with nodes 
t i ( a < t i < b) and coefficients a i (i= 1, 2 ..... n). 
We say that the quadrature formula (5.3) is an optimal 
quadrature formula in the Davies sense ff the coefficients 
a i and nodes ti (i= 1,2 ..... n) are chosen such that the 
functional 
oo  
W=J ZOit~j- ~ j 2 • = i = 1 ai ti) (5 .4 )  
attains its minimal value (see [3], [20]). By the compact- 
ness argument we see that there exists a point 
% * a* * * R 2nsuchthat a2 ' " "  n' t l '  t2"" '  
m in W (~,Y) = W (a*, t*), (5.5) 
ar t  
n n a*  $ n 
where ~= (aj)j= 1, ~-= (tj)j= 1, =(~j)j=l' 
t *  = ~ n 
Now we are able to prove the following 
Prop osition 5.1 
• If the coefficients a.* and nodes t.* (j = 1, 2 ..... n) are 
j 1 
such that (5.5) holds, then 
j~  j ~)" n a. 
0/./ (t J=  ~ 1 
i=1  1- t* t~ ' 
n a i t i oo . , j -1  
jZ= 1 .J~tj(tl) = Z i= l  * *2  
(1 -  t i t 1 ) 
(1 = 1, 2 . . . . .  n). 
(5.6) 
(5.7) 
Proof 
Since the functional W attains its minimal value, this 
value is attained if the coefficients and nodes of the 
quadrature formula (5.3) are chosen such that 
aW _0  and OW=0 for 1=1,2 ..... n. 
aa  1 at  1 
Hence and from (5..4) we obtain (5.6) and (5.7). 
We have also the following 
Corollary 5.1 
Optimal quadratures giving a minimum value of W are 
exact for all rational functions P(x)/Q(x) where the 
degree of the numerator is smaller than that of the 
denominator. The zeros of the denominator a e 
double at most and equal to some of the numbers 
1/t~. 
Proof 
Putting in (5.1) and (5.2) t = t~ we obtain by virtue 
of (5.6) and (5.7) 
• dx n a.* _ jb  W(X) -- ~ 1 
a 1-xt l*  i= l  1 - t i t  1 .  * ' 
fb n a.*t.* w(x) xdx _ ~ 1 1 
xtl~2 i= 1 * * 2 a (1 -  _ (1 - t i t  1) 
(1=1,2 . . . . .  n). 
Hence the thesis of our corollary. 
The above corollary was given by the author in the 
paper [9] in the case when w(x) = 1. 
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