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Abstract
We compute exact solutions of two{matrix models, i.e. detailed genus by genus expressions for
the correlation functions of these theories, calculated without any approximation. We distinguish
between two types of models, the unreduced and the reduced ones. They have dierent physical
relevance: the former are related to c = 1 string theory, the latter admit a topological eld theory




Matrix models represent sums over discretizations of Riemann surfaces, in general with some
additional structure (like spin) on them. Matrix models are therefore believed to provide a
(discrete) description of two dimensional gravity coupled to matter. One{matrix models have
been widely investigated, but their content is rather poor. The structure of multi{matrix models
is much richer but not yet known as carefully as for one{matrix models (see [1], [2],[3], [4],[5],[6],[7],
[8],[9],[10],[11],[12],[13],[14]).
In this paper we concentrate on two{matrix models and show how to nd exact solutions.
By exact solutions we mean detailed genus by genus expressions for the correlation functions of
these theories, calculated without any approximation. I.e. we do not limit ourselves to exhibiting
recursion relations which allow one to compute correlators, but develop techniques to explicitly
solve them.
The idea at the basis of our treatment of two{matrix models, outlined in [15], is to transform
the initial functional integral problem into a discrete integrable linear system subject to some
constraints (the coupling conditions). We end up in this way with the discrete Toda lattice hier-
archy. The latter underlies all our calculations: our aim is to compute the correlation functions
(CF's) of each model, which in turn may be expressed in terms of the integrable ows of the
Toda hierarchy, subject to the coupling conditions. This is the general setting for unreduced
two{matrix models.
We will also consider other models or subsystems of the initial system, in which the relevant
hierarchy is not the Toda lattice hierarchy, but a reduced dierential hierarchy obtained from
the latter. These models will be referred to as reduced models. The correlators of the latter can
be expressed in terms of the ows of the reduced hierarchy subject to specic constraints.
The paper is organized as follows. In section 2 we collect the results obtained in previous
papers which will be necessary in the following. In section 3 we discuss and calculate CF's of
unreduced models. Section 4 is an introduction to reduced models, we discuss in particular the
dierential hierarchies underlying them. In section 5 we calculate correlators of reduced models.
We treat in particular detail the models based on the KdV and Boussinesq hierarchies. Finally in
section 6 we deal with the physical relevance of the above results. As it turns out, the unreduced
models are related to the so{called c = 1 string theory, while (at least) a subset of the reduced
models have an interpretation as topological eld theories.
2 General properties of two{matrix models.







































 = 1; 2: (2.2)
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are set to zero.




into two innite sets of couplings.
Therefore we have two types of couplings. The rst type consists of those couplings (the barred
ones) that dene the model: they represent the true dynamical parameters of the theory; they
are kept non-vanishing throughout the calculations. The second type encompasses the remaining
couplings, which are introduced only for computational purposes and are set to zero in formulas
like (2.4), i.e. the partition function is but a generating function for these couplings. In terms
of ordinary eld theory the former are analogous to the interaction couplings, while the latter
correspond to external sources (coupled to composite operators). From now on we will not make
any formal distinction between them. This will allow us to obtain very general and powerful
formulas { the W{constraints and the ow equations. Case by case we will specify which are
the interaction couplings and which are the external ones. Finally, it is sometime convenient to





The path integral (2.1) is an ordinary integral in the matrix entries and it is certainly well




with highest even r guarantees that the measure is
square{integrable and decreases more than polynomially at innity. For the time being let us
suppose that this is so. Later on we will extend our problem to a larger coupling space.
The ordinary procedure to calculate the partition function consists of three steps [17],[18],[19]:
(i) one integrates out the angular part so that only the integrations over the eigenvalues are left;
















































(iii), using the orthogonality relation (2.5) and the properties of the Vandermonde determinants,
one can easily calculate the partition function
Z
N








2.1 From path integral to integrable systems
.
From (2.6) we see that knowing the partition function means knowing the coecients h
n
(t; c).
The crucial point, from our point of view, is that the information concerning the latter can be
encoded in 1) a suitable linear system subject to certain 2) coupling conditions, together with 3)
relations that allows us to reconstruct Z
N
. But before we pass to these three elements we need




















As usual we introduce the natural gradation
deg[E
ij








and, for any given matrix M , if all its non{zero elements have degrees in the interval [a; b], then
we will simply write: M 2 [a; b]. Moreover M
+
will denote the upper triangular part of M











The latter operation will be referred to as taking the nite trace.
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;  = 1; 2: (2.8)
Both Q(1) and
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Let us come now to the three elements announced above.
1) Coupling conditions. The two matrices (2.8) we introduced above are not completely
independent. More precisely both Q()'s can be expressed in terms of only one of them and one
matrix P . Expressing the trivial fact that the integral of the total derivative of the integrand




vanishes, we can easily derive the constraints or coupling
conditions
P (1) + cQ(2) = 0; cQ(1)+

P(2) = 0; (2.13)
























,  = 1; 2 is the highest order of the interacting part of the potential V

(see above).
2) The associated linear systems. The derivation of the linear systems associated to our
matrix model is very simple. We take the derivatives of eqs.(2.7) with respect to the time
parameters t
;r
, and use eqs.(2.8). We get in this way the time evolution of 	 and , which can
be represented in two dierent ways:




















































The corresponding consistency conditions are
















































































































; P (2)] (2.17d)
Due to the coupling conditions these two linear systems are not independent. We could refer
for example only to the rst, but it is often very convenient from a practical point of view to use
both.
3) Reconstructionformulae. The third element announced above is the link between the
quantities that appear in the linear system and in the coupling conditions with the original










());  = 1; 2 (2.18)
It is evident that, by using the equations (2.15b,2.17b) above we can express all the derivatives
of Z
N
















;  = 1; 2 (2.19)










We recall that the derivatives of F (N; t; c) = lnZ
N
(t; c) are nothing but the correlation functions
of the model.
We can summarize the content of this section in the following
Proposition 2.1. The correlators (2.4) can be expressed in terms of the entries of the
matrices Q(1) and Q(2) via eq.(2.18) and the like. In turn, these matrices must satisfy the
coupling conditions (2.13) and the consistency conditions (2.15a{2.17d).
Knowing all the derivatives with respect to the coupling parameters we can reconstruct the
partition function up to an overall integration constant (depending only onN). The reconstructed
free energy F will be a power series in the external couplings.
This theorem was proven in [15]. It is a rigorous result when, for example, highest negative
even couplings guarantee that the measure in (2.5) is square{integrable and decreases more then
polynomially at innity. But for generic values of the couplings the above derivations are merely
heuristic.
However we notice that the consistency and coupling conditions make sense for any value of
the couplings, and also when the couplings are innite in number. In the latter case eqs.(2.15b{
2.15d) and eqs.(2.17b{2.17d) form nothing but a very well{known discrete integrable hierarchy,
the Toda lattice hierarchy, see [20]. From these considerations it is clearly very convenient to
refer to the integrable system formulation rather then to the original path integral formulation of
our problem. This allows us not only to extend our problem to a larger region of the parameter
6
space, but also to make full use of integrability. Therefore we shift from the original problem to
the new formulation:
Denition 2.1 We call unreduced two{matrix models all the models obtained by specifying
a partition of the couplings between internal and external couplings. Each unreduced model is
based on the Toda lattice hierarchy and the specication of the particular two{matrix model we
are considering is contained in the coupling conditions.
Statement of the problem. Solve the integrable Toda lattice hierarchy subject to the cou-
pling conditions specic of a particular unreduced model and compute the correlators as functions


















Once all the correlators are known, one can reconstruct
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F (N; t; c) =< 
r
> (2.22)
F will be a formal power series in the innite set of external couplings.
Henceforth this will be the setup we refer to.
To end this subsection, we collect a few formulas we will need later on. First, we will be using

























































. As a consequence of this coordinatization, eq.(2.19) gives in particular
















F (N; t; c) = R(N) (2.26)



































































Up to a constant depending only on N . There is a way to determine this constant too, see [16], but we will not





To solve the above stated problem we have to solve the ow equations of the Toda lattice hierarchy
subject to the coupling conditions (2.13). There is a way to put together ow equations and
coupling conditions that lead to an elegant algebraic structure, the W constraints:






















































. One of the remarkable aspects of (2.28) is that the depen-
dence on the coupling c is nicely factorized. The L
[r]
n














































(1)] = (sn  rm)L
[r+s 1]
n+m
(1) + : : : ; (2.31)
for r; s  1; n   r;m   s. Here dots denote lower than r + s  1 rank operators. We notice
that this W
1




For this reason, it is often called W
1+1




(1), the remaining ones are produced by the algebra itself.
The algebra of the L
[r]
n









is isomorphic to both.
The explicit expression of the basic generators is given in Appendix A. There is however a
























;  = 1; 2 (2.32)












































stood to eventually apply to 1 in (2.32).
The derivation of the W constraints is very simple [15]. It consists of taking the coupling
conditions (2.13), multiplying them by powers of Q(1) and Q(2), taking the nite trace and using
the ow equations of the Toda lattice hierarchy. This was done in detail in ref.[15].
2.3 Homogeneity and genus expansion.
The CF's we compute are genus expanded. The genus expansion is strictly connected with the
homogeneity properties of the CF's. As we will see the contribution pertinent to any genus is a
homogeneous function of the couplings (and N) with respect to appropriate degrees assigned to
all the involved quantities. Precisely, we assign to the couplings the following degrees
deg( )  [ ]; [t
;k
] = x  y















. Moreover, in order to represent more pictorially the dependence on N , we pretend
that N , like any other coupling, couples to an operator Q. We will see later on how to calculate
correlators containing Q insertions.






















is the genus h contribution. In other words
[F
(h)
] = 2x(1  h) (2.37)
The CF's will be expanded accordingly. Such expectation, based on a path integral analysis,
remains true in our setup due to the fact that the homogeneity properties carry over to the
Toda lattice hierarchy. To this end we have simply to consider a genus expansion for all the
coordinate elds that appear in Q(1) and Q(2), see (2.23, 2.24). The Toda lattice hierarchy


















correspond exactly to the assignments (2.35) and [F
(0)
] = 2x.
3 Correlation functions in unreduced models.
We have (at least) three methods to calculate CF's. The rst consists of directly solving the W
constraints; the second consists of determining from the coupling conditions the explicit form of
Q(1) and Q(2) and then using the ows of the discrete Toda lattice hierarchy; the third method
is based on passing from the discrete hierarchy to a purely dierential one and integrating the
ows of the latter.
In this section we solve some unreduced models with the above methods. The second method
is extremely powerful and allows us to obtain compact expression of CF's for all genera. However,
for pedagogical reasons, we start with the rst.
9
3.1 First method: solving the W{constraints









































































































































































, respectively. In a similar way we can write all the other
W{constraints.
Let us consider now the problem at issue in a simplied situation, i.e. in genus 0. This will be
enough to shed light on the main features. In this case the W{constraints come out simplied:
to obtain their genus 0 expression we have simply to select the homogeneous part of highest
degree with respect to the degrees assigned in the previous section, see (2.35, 2.37). In any CF
we henceforth append a label < >
0
to indicate this contribution. With this convention the genus












































































So far we have not specied what matrix model we are referring to. Consequently we have
calculated the W constraints in complete generality. Now let us consider a specic model, say
M
2;2
, i.e. the model specied by the conditions
t
k
= 0; k > 2; s
k
= 0; k > 2; (3.5)
10








only. This means that, apart from N the
latter are the internal or interacting couplings of the model.







































































Writing down the appropriate formulas for the other constraints one quickly realizes that these
formulas form a recursive and overdetermined system of algebraic equations for the one{point














































etc. The expression for < 
n
> are obtained from < 
n





One can derive multi{point correlation functions by simply dierentiating an appropriate
number of times the W{constraints with respect to the couplings and repeating the same proce-
dure.
The calculation of higher genus contributions can be done by writing the W{constraints
appropriate for genus 1, genus 2, etc. One realizes that CF's at genus h can be computed if we
know the contributions at genus < h.
We can summarize the previous conclusions as follows:
The W{constraints of M
2;2
can be solved and < 
k
1






: : : 
l
m
> can be calculated by
using recursiveness both with respect to the number k
1








This method is very eective in genus 0, but it may become very cumbersome in higher
genera, [16]. We do not insist with it here since we have a much more powerful one at hand.
3.2 The second method: solving the coupling conditions
.
This method is based on the remark that in many models we can explicitly solve the coupling
constraints (2.13). It is then elementary to compute correlators by means of eq.(2.18) and the
lattice Toda ow equations. In this subsection we discuss in detail the modelM
2;2
. Other models
will be discussed in the next section.
Lemma 3.1 The matrices Q(1) and Q(2) relevant for the model M
2;2
are specied, in refer-





































































The remaining coordinates vanish.
















Q(2) + cQ(1) = 0
Using the fact that P

n;n 1




































(n) + n = 0
These equations can be easily solved and give (3.8).
Proposition 3.2 The exact one{point and two{point correlators of the model M
2;2
are given





































































































































































































Finally using the genus expansion (2.36) we can extract the genus by genus correlators.
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; 1  k  n; 
0
(n) = 1; 
k
(n) = 0 otherwise
Due to the  factor the sum over l in (3.14) starts at 2h and the sum over k ends at 2h.
For the two{point correlators, see Appendix B.
3.3 Second method: other models.
Let us consider the models M
1;p
. Then
Lemma 3.2 The matrices Q(1) and Q(2) relevant for the model M
1;p
are specied, in refer-



































; 0  l  p  1
while the remaining coordinates vanish.

















as algebraic equations for the coordinates. They can be linearly solved.
From the above Lemma we can derive all the CF's we wish. In a similar way we can solve all
the models M
p;1













> 4 the constraints give rise
to non{linear algebraic relations for the coordinates. We will not examine such models here.
4 Dierential Hierarchies of Two{Matrix Models.
In the previous section we have given several examples of unreduced models and of the powerful
methods we have at our disposal to solve them. There is another method (the third mentioned
at the beginning of section 3 and other models (the reduced ones), which are based on a dierent
approach, i.e. extracting dierential hierarchies of integrable equations from the Toda lattice
hierarchy.
Let us return to section 2. We saw there that two{matrix models can be represented by
means of coupled discrete linear systems, whose consistency conditions give rise to the Toda
lattice hierarchy. Here we review the method, used in [15], to transform the discrete linear
systems into equivalent dierential systems whose consistency conditions are purely dierential
hierarchies. This is tantamount to separating the N dependence from the dependence on the
13
couplings. This section is introduced for the sake of completeness: we collect and try to render
as plausible as possible the results obtained in [15],[21] we will need in the following.




ows. For the sake of
simplicity let us consider the system I and the ow (2.27a). Let us consider the generic situation




  1 lower diagonal lines (see the parametrization (2.23)). To begin


















































In so doing we implicitly understand that the framework in which we operate is that of the
pseudodierential calculus, see for example [22].


































































































































The subscript + appended to a pseudo{dierential operator represents the purely dierential part





























They are purely dierential equations.
Let us come now to the n dependence of the above equations. The operator L
n
(1) in (4.5) de-








, related to the \eld" a
0






Then we can rewrite L
n
(1) in the following way
L
n






















with the result that L
n
(1) is expressed in terms of elds evaluated at the same lattice point.
Of course the elds S
i
are not independent. However we will consider these elds as completely
independent from one another in all the intermediate steps of our calculations and only eventually
impose the condition (4.9).
To further simplify the notation we will consider henceforth the lattice label n on the same
footing as the couplings and write
a
i

































where, for simplicity, we have dropped the label (1) too. A similar simplication has to be
understood also for the other equations of the system I above. This simplied form is the one we
constantly refer to throughout this and the following section.
A similar treatment can be applied to the second linear system as well. Therefore the infor-
mation concerning matrix models can be stored in two dierential linear systems + the rst ow
equations (2.27a, 2.27b,2.27c,2.27d). The former determine the dependence on the couplings,
while the latter x the dependence on N . Therefore what we have accomplished so far is the
separation of the dependence on N from the dependence on the couplings.
From now on, we will concentrate on system I. Therefore, from now on we will refer to the
pseudodierential linear system








	; r = 1; 2; 3; :::: (4.12)













. (4.13) are integrable hierarchies, [23][24], which are classied by the number 2m
of elds. The pseudodierential operator L in (4.10) is the relevant Lax operator.
15
We can easily locate these hierarchies in a well{known framework. In fact L is nothing but a













are unrestricted coordinates, while in the realizations (4.10) they are precise




and their derivatives. But that is not all, for one can obtain
new integrable hierarchies via hamiltonian reduction. Each integrable hierarchy characterizes a
dierent model. In the case of a reduced hierarchy, we call the corresponding model a reduced
model.
4.1 An example: the NLS hierarchy and its reduction.
The simplest example of L, (4.10), corresponds to m = 1. It gives rise to the NLS hierarchy. We
set a
1
= a and S
1
= S. Then
















and the second ones are
fa(x); a(y)g
2





= 2@(x  y) (4.16)
fa(x); S(y)g
2
= (S@ + @
2
)(x  y) (4.17)
Henceforth we will use for Poisson brackets the simplied notation of (4.17) where the elds











































which is a disguised form of the non{linear Schrodinger equation.
Let us study now the hamiltonian reduction
S = 0
16
This constraint is second class and we have to follow Dirac's procedure. For the second Poisson
brackets we introduce the corresponding Dirac bracket in the reduced system
fa(x); a(y)g
2D



















which is the KdV equation.
The rst Poisson bracket is not reducible. So we have to look for another Poisson bracket for
the reduced system. It is not dicult to nd it as well as the series of Hamiltonians using the
fact that the two Poisson brackets must be compatible and the Hamiltonians in involution. This
is however a long procedure. There is a much quicker method, which consists of nding a Lax
pair representation. For this particular case the solution is universally known: the Lax operator




With this and the formulas of the introduction we can calculate Poisson brackets, Hamiltonians










are the Hamiltonians, whose explicit form can be derived from the Lax operator,
[21],[23]. Then, imposing the compatibility between the two Poisson brackets we nd the recursion





















4.2 General results and the Boussinesq hierarchy
The above is general and holds for the more complex systems with m > 2. The general case was
treated in [23] (see also [21]). The results can be synthezised as follows.
Summary. Starting from the Lax operator (4.10) with given m on can show that:
1) there are m + 1 distinct dierential integrable hierarchies which are obtained by suppressing
successively the elds S
l
with the Dirac procedure;
2) of each such hierarchy it is possible to write down the relevant Lax operator;
3) at the end of this cascade procedure we nd the (m+ 1){th KdV hierarchy.




, where l counts the number of nonvanishing S elds, 0  l  m. In particular the case
l = m corresponds to the 2m{eld representation of the KP hierarchy, while l = 0 corresponds to
the p{KdV hierarchy.
The simplest integrable system that appears in matrix models after the NLS system is the
four{eld representation of the KP hierarchy. It naturally leads, via reduction, to the Boussinesq
17
hierarchy. Let us describe the latter as concisely as possible. The Boussinesq system is described














The second Poisson structure is nothing but the classical W
3


































This is known as the Boussinesq equation (in parametric form) and it is the rst of an integrable






















; r 6= 3n






























































































































5 Correlators in reduced models




models are based on a reduced hierarchy, we refer to them as reduced models. There are models




couplings (as we shall see they admit a topological eld theory




the reduced model based on the p{KdV hierarchy. One should never forget however







The calculation of CF's is based on the ow equations, which in general we know in the form
of recursive relations. One can show that these allow us to calculate all the correlators up to
some constants { we are going to see some examples later on. This may sound surprising at
rst since above we insisted that the correlators are determined not only by the ow equations
18
but also by the coupling conditions. But there is no contradiction. A part of the information
concerning the coupling conditions is in fact stored in the dierential system of the model: the
Lax operator inherits the information contained in the second equation (2.13) via the number
of non{vanishing diagonal lines of the original Q(1) matrix. Therefore it is not surprising that
the ow equations are almost enough to determine the CF's. However not all the information
concerning the coupling conditions is contained in the dierential hierarchy which characterizes
the model, the rst equation (2.13) is not, and this is reected in the undetermined constants
that appear when we try to calculate the correlators.
Let us see this point in detail in an explicit example.




We showed in section 4 that we are allowed to impose the constraint S = 0 on the NLS system
while preserving integrability. In other words there is a consistent subsystem of the NLS system,
of which we can easily compute the ows, (4.22). These are the KdV ows. We recall that only
the odd ows survive the reduction. Therefore the t
2n
are disregarded. It is therefore natural to
forget t
0
 N as well.
To start with let us dene the critical points for this model:
Denition 5.1 The k{th critical point of the M
0
2





= 0 for l 6= 1; 2k+ 1.
The origin of this terminology and further properties of critical points in matrix models will
be claried later on. But it is clear from the very denition that the original two{matrix model
we are referring to contains a V
1
potential of order 2k+ 1 and a V
2
potential of cubic order. Let
us notice 1) that the correlators of M
0
2
at the various critical points are functions of t
1
alone,
2) that in order to preserve the homogeneity properties at the k{th critical point we have to set
x = y
1
(2k+ 1) in (2.35).
In the following we study the rst critical point, k = 1. On the basis of the assignments of




, in genus 0. Therefore it must be: a  t
1
. The proportionality
constant can be absorbed with a rescaling (provided it is non{vanishing, which is the case as we





Lemma 5.1 As a consequence of (5.28), the functions F
2n





















and r!! is the 2 by 2 factorial, i.e. r!! = r(r  2) : : : up to 1 or 2.
Proof. We insert the expression (5.29) into (4.22) and obtain the recursion relation





for the coecients a(n; h). One can immediately verify that (5.30) is a solution of (5.31), but it
is not unique. While integrating (5.31) one has to specify what b
h
 a(3h; h) are 8h. The latter






and satisfy the recurrence relation
3hb
h





One immediately gets (5.30). This ends the proof of the Lemma.
Proposition 5.1 The exact one{point correlators of the M
0
2






















(n   3h+ 1)!
t
n 3h+1
; n  3h  1 (5.32)
where the genus expansion is explicitly exhibited.






> and integrate over t
1
. We




(i.e. n = 3h   1), which are obtained by
simple extension of this result, are also correct, but strictly speaking they do not follow from the
previous argument: they are pure integration constants and cannot be obtained from the ows
alone. We will be able to completely justify eq.(5.32) only by means of the W constraints. It is
in fact the W{constraints that completely determine such constants.




Some information concerning the coupling conditions is not contained in the dierential KdV
hierarchy. In order to retrieve it we have to use the W constraints. The point is that they cannot
be the same as in the unreduced models, since the hierarchy underlying the model has changed,
and we recall once again that the W constraints are based on the ow equations. Therefore we
have to reconstruct eective W constraints on the basis of the reduced hierarchy. Let us argue
as follows. In reduced models we are interested in solutions that do not depend on the second
sector (i.e. on t
2;k
). If we look at eq.(2.28), we see that such solutions should therefore satisfy to






= 0; r  1; n   r (5.33)
Consequently we look for W constraints of this type, with generators belonging to a W algebra,
which are however compatible with the KdV hierarchy. It is easy to see that the universal
generators in (2.28), (see Appendix A), do not satisfy the KdV ows. We nd instead










































































Equation (5.34) as well as (5.49) rectify the W constraints we used in previous papers, in particular [25]; the genus
0 results obtained in those papers are however correct, as the rectication concerns only higher genus contributions.
20
These generators satisfy the commutation relations of the Virasoro algebra.
Proof. Let us prove rst that (5.34) are in agreement with the KdV ows. To this end we
dierentiate (5.34) with n > 0 with respect to t
1
. Using the denition of F
2k
, we can write







































is understood in the sense of the pseudodierential calculus and denotes indenite
integration (see below for further specications). Now we apply to it the recursion operator D
F
.
What we obtain, by using eq.(4.22), is nothing but the constraint L
n+1
p
Z = 0 dierentiated





































which can be obtained once again from the recursion relation (4.22). As for the cases n = 0 and
n =  1, which have not been included in the above argument, they can be explicitly veried.
What we have done so far amounts to saying that starting from L
 1
p
Z = 0 and successively




@, we obtain all the L
n
p
Z = 0. Here we have to exercise some




represents an indenite integration which preserves
the homogeneity properties. This is a perfectly well dened operation unless the output of it






there appear contributions of degree 2x(1   h) + 2ny
1
, with n = 0; 1; 2; : : :. So, since x and y
1
are generic numbers, the only dangerous case (in the above sense) is when h = 1; n = 0. In other
words when we pass from L
 1
p
Z = 0 to L
0
p
Z = 0 by applying O we are not guaranteed that





















. From the degree analysis one sees that the only possible polynomial of the couplings
one can write is t
2
1
. Its coecient is determined by the requirement that, applying the recursion
device to L
 1
, one gets L
0
.
Finally, we do not look for higher tensorial constraints since eq.(5.34) is enough to determine
everything.
On the basis of eq.(5.34) one can complete the proof of Proposition 5.1.




The 3{KdV or Boussinesq hierarchy was introduced in 4.2 as a reduced hierarchy. The corre-
sponding model is denoted M
0
3













In the Boussinesq hierarchy the t
3k
ows with k = 0; 1; 2; 3::: do not appear.
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= 0 k > 4
This implies in particular that x = 4y
1













. An elementary use of the rst eq.(5.37)










This will be our choice (as it is consistent with theW constraints and the denition of the critical
point). Now it is relatively easy to use the recursion relations of the ow equations to compute








































These are actually particular cases of a compact formula which one can derive from the recursion
relations (4.25) and (4.26):








































(n  1 + )!
(3n  3j + 2 +    6h)!!
(3n  3j + 2 +    8h)!!


















where  = 0; 1 and n!!! is the 3 by 3 factorial, i.e. n!!! = n(n 3)(n 6) : : : up to either 1 or 2 or 3.






= 0 for n   2. As a consequence in the above






Sketch of proof. One has to remark rst that, while the contributions from two contiguous
genera dier by 8y
1




contain contributions that dier by
4y
1




there will appear half{genus contributions. Therefore, at the rst
































































(n; s=2) = 0; 2
j





); s 2 2Z + 1 (5.46)
Plugging (5.45) and (5.44) into (4.25,4.26), and using (5.46) we nd the following recursion
relations for the coecients
3j
j
(n+ 1; h) = 3(3j   1)
j 1
(n; h) + 12j
j
(n; h) + 2j(j + 1)(j + 2)
j+2
(n; h  1) (5.47)
for n  j 2 2Z, and
3j
j










j(j + 1)(j + 2)(j + 3)(j + 4)
j+4
(n; h  2) (5.48)



















(3n  3j   1  6h)!!
(3n  3j   1  8h)!!






























(3n  3j   6h)!!
(3n  3j   8h)!!










; n   j 2 2Z























the rst and second expressions, respectively. Comparing the





in (5.43) vanish. The coecients given by (5.43) are the correct ones, but
they have to be checked by means of the W constraints.
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Likewise we can compute < 
3n 1
> (case  = 1).
The eective W constraints in the case of the M
0
3
model are found once again by requiring
that they be consistent with the Boussinesq ows and that the W generators form a closed
algebra.





























































































































In these expressions summations are limited to the terms such that no index involved is either



















































































This corresponds to the quantum W
3
algebra with central charge 2.
Sketch of proof. One can prove the consistency of the Boussinesq ows with the above

































and so on. In fact it is not necessary to prove such equalities for any n   1, we simply need to
do it for the rst few cases, for K
n
= 0 for n =  1; 0; 1; 2 implies K
n
= 0; 8n   1 due to the
Virasoro algebra structure. The same can be done for the higher order constraints. Constants








models. The general recipe is as follows. One must rst of all disregard all the t
k
with k a





= 0 k > p+ 1 (5.50)
where b is any number. The degree assignment is
[t
k
] = p+ 1  k; [F
(h)
] = (2p+ 2)(1  h); [a
(0)
1
] = 2; : : : ; [a
(0)
p 1




is the genus 0 part of a
i
and we have set, for simplicity y
1
= 1. The CF's will be
homogeneous functions of t
1
; : : : ; t
p 1
, which constitute the small phase space.
In all the cases the method to compute CF's is the same as before. We do not have however
to redo literally the same steps as before. A shortcut consists of xing the form of the elds by
means of eective W{constraints, which in turn are determined imposing compatibility with the
relevant ow equations. Once this is done the CF's can be obtained from the ow equations.
We write down hereafter the W{constraints for the general M
0
p
model. We are not able to







= 0; r = 1; : : :p  1; n   r (5.52)
Compact formulas for the above generators can be written down by means of the bosonic for-


















































. The derivative is always
supposed to stay at the right. These generators close over aW
p
algebra with central charge p 1.










































In the above formulas n is any integer, and multiples of p as well as non{positive integers are
excluded among the summation indices.
We can extract particular exact formulas as follows: we write down the dispersionless version





= 0, with r = 1; : : : ; p  1; this equation gives a recursion relation for
< 
r
>, r = 1; : : : ; p  1, in terms of < 
l

























































































































Although this result has been obtained from the a genus 0 approximation, it is an exact result.






















; 1  k; l  p  1 (5.55)
which species the metric of the corresponding topological eld theory (see next section).














































































5.5 Higher critical points
The origin of the term critical point will be discussed in the next subsection. In all the previous
examples the rst critical point has been characterized by a dependence of the basic elds on
the couplings specied by homogeneous polynomials with non{negative integer powers. Higher
critical points are characterized still by a homogeneous dependence, but with rational and/or
negative powers of the couplings.
The procedure to compute correlation functions is always the same: a shortcut to arrive
at the results is to use simultaneously W constraints and ow equations. With a good deal
of perseverance we could probably arrive at exact correlators as in the previous subsections.
However, in order to give an idea and to permit the discussion of the next section, we think it is
enough to present a few partial results.
Let us start with the KdV model. The (Kazakov's) critical points were dened in Denition





] = 2k + 1  l; [F
(h)
] = 2(2k + 1)(1  h); [a
(h)
] = 2  (2k + 1)2h (5.58)
Indeed, contrary to the rst critical point, we have to expect non{vanishing contributions from

















































Knowing this formulas one can calculate the correlators in genus 0,1 and 2. The expression for
a
(1)
is also in ref.[26]














6= 0 for l 6= 1; : : : ; p  1; k 6= np (5.59)
while all the other couplings vanish. Here b is a pure number whose actual value is a matter of
convention. For example, the choice b = 1 or b =  1 is made in such a way as to avoid complex
coecients in the small phase space expressions of the CF's of the basic elds. The t
k
's 6= 0 are
the true self{interacting couplings of the model.





] = k   l; [F
(h)
] = 2k(1  h); [a
(h)
1
] = 2  2kh; : : : ; [a
(h)
p 1
] = p  2kh (5.60)
Here are a few examples. For the model M
0
3







= 0 l > 5



























Now it is easy to extract the CF's from the ow equations. Here are the simplest ones which we







































































































from which we can easily derive the CF's.
27
6 c = 1 string theory and topological eld theories
.
There are physical interpretations both for the unreduced and the reduced models we have









= 0 (which corresponds in our language to the M
0;0
model), describes the so called




correspond to the discrete tachyons.
This could be called the pure cosmological phase of the c = 1 string theory, in the sense that
correlators only depend on N which is interpreted as the cosmological constant. In section 3
we have shown that this theory can be studied and exact results obtained, in a more general
phase in which some of the discrete tachyons are interacting degrees of freedom (and not simply
spectators).
The passage from unreduced to reduced models changes the physical meaning of two{matrix
models. We can perhaps think of it as a change of phase. Let us discuss in particular the
connection of the M
0
p
models with 2D gravity and topological eld theories.
On the basis of the continuum approach of 2D gravity coupled to conformal matter we would





where t is the renormalized cosmological constant and p and q are relatively prime positive
integers. Dierent values of the latter correspond to dierent models. For example, the case
p = 2 and q = 3 corresponds to pure gravity. The question is whether our models can account for
such behaviour. In our models the chemical potential is a
1
, and it is natural to identify t
1
with
t. The answer to the above question is completely clear in the case M
0
2
. At the critical point
dened by kt
k
= b, we have a
1




, therefore we have simply to put p = 2 and q = k   2
to reproduce (6.66).
An obvious generalization for p = 3 would be to considerM
0
3
, and set q = k 3 at the critical
point determined by kt
k
= b. However, out of the examples of the previous section, there is
a perfect matching only at the second critical point (k = 5), not at the rst (k = 4). In the
latter case, nevertheless, the degrees match exactly: [a
1
] = 2, [t
1
] = 3. This means that we can







which is allowed by the degree analysis.
This is general. For generic p in (6.66), select the model M
0
p
, and set q = k   p at the
critical point dened by kt
k
= b. Then choose a suitable scaling region in the coupling space {








eld theory (TFT) properties of such models is well{known, [27], [28], [29]. They are the models
corresponding to the A series, in the ADE classication, coupled to topological gravity. We want
to present them here in the way they arise from two{matrix models. Several equations and con-
clusions will certainly be familiar to those who are acquainted with topological eld theories, but
ours is a privileged vantage point especially concerning how TFT properties reproduce themselves
at higher genus and higher critical points. In the following we give a descriptive account of our
conclusions, leaving often aside detailed proofs.
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We recall that a TFT is dened by the set of primary elds 
i
; i = 1; : : : ; n. Among them
one, say 
1
, plays a special role. The n{th point CF's are pure numbers and, in particular, the










are crucial in the denition of TFT. The metric 
ij
coincides by denition with C
1ij
and is required to be invertible. The inverse metric is denoted

ij














Here and in the following repeated upper and lower indices are understood to be summed over.
When we couple such models to topological gravity, primaries get dressed by gravity and give
rise to a series of descendants 
k
(), where k = 0; 1; 2; : : : and 
0
() = . Moreover 
1
plays the
role of the puncture operator P . The structure of the resulting theory is governed by two sets of





































































are numbers depending on k
i
and i (as well as on the normalizations we choose), and
X; Y are any two primaries or descendants. Notice that eq.(6.67) easily follows from (6.69) as
a particular case. For take k
i
= 1, X = 
k
and Y = 
l
, then dierentiate both sides w.r.t. the
coupling of 
j






Now, the models M
0
p
are exactly of this type, i.e. they represent topological eld theories












; moreover P has to be identied with 
1
. The metric 
ij









= 6. It is easy to verify many cases of eqs.(6.68) and (6.69) directly







It is however important to realize that eqs.(6.68) and (6.69) are nothing but particular cases of









dierentiate it w.r.t. t
k
1





; : : :k
n

























This is exactly eq.(6.68). Similarly the recursion relations are nothing but the dispersionless ow


























, and so on.
Therefore eqs.(6.68) and (6.69), which were tailored [27],[28] to couple a TFT model to topo-
logical gravity, are nothing but particular cases of very general equations in two{matrix models.
Looking at eqs.(6.68) and (6.69) as they are, it is far from clear how to generalize them to higher
29
genus and higher critical points, while in the context of matrix models this generalization is given
for free. In higher genus (6.68) is derived from the rst Virasoro constraint (which is valid at
every genus), (6.69) are replaced by the full ows.
The formalism we developed and the solutions we found in the previous sections allow us to
answer an interesting question: what becomes of the topological eld theory structure at higher




simple repetition of what we have just done for the rst critical point, leads to disappointing
results. The reason is that, at the second critical point, the role of the puncture operator is not
played by 
1
anymore, but by the operator 
2
, i.e. P  
2
. Once we realize this, everything
works. The metric is the same as at the rst critical point (up to a sign, this depends on our
having chosen b=+1) and the associative condition is satised. The puncture equation has the
form (6.70), which is derived from the rst Virasoro constraint, provided of course P  
2
. The
recursion relation (6.69) holds too and, once again, can be replaced by the dispersionless ows
evaluated at the critical point.
The same can be said about the second critical point of M
0
4
. In fact the above can be










. In general, if the critical point is determined by the condition (5.59), the puncture operator
P has to be identied with 
k p
. The metric is constant and (up to normalization) the same as
at the rst critical point (see eq.(5.55)). The entire theory is regulated by equations which can
be given the form of the W{constraints and the ow equations, as they come from two{matrix
models. This conclusion sounds like a triviality in our two{matrix model framework, but it is not



























































































































































N(N + 1)(N + 2)
n;0
; n   2:
In the above formulas it is understood that when t
1;k
appear with k  0, the corresponding term
is absent. As already noted the higher rank generators can be derived from the algebra W itself.
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Actually it remains for us to specify what the L
[0]
n










; n  0
These generators represent an abelian extension of theW algebra, of which they form an abelian





Here are the exact 2 point CF's of the model M
2;2









































r!j!(r+ k   q +
p l
2
)!(l  2k   r   j)!(
l+p
2
  k   q   r   j)!
 
1
j!(l  2k   r)!(r  j)!(
l+p
2
  k   q   r)!(
p l
2




































































































for k = 1; 2.
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