The phase order parameter of oscillators on a network is optimized using two different sets of constraints. First, the maximization is achieved by adjusting the coupling strengths among the oscillators without changing the total coupling strength and the natural frequencies of the oscillators. This optimization reveals that a stronger weight tends to be assigned to a connection between two oscillators with greatly different natural frequencies. Second, we vary both coupling strengths and natural frequencies while maximizing the phase order and minimizing the penalty function which prevents the natural frequencies of the oscillators from taking the same value. This optimization reveals that a large total coupling strength makes oscillators take two natural frequencies ͑two-group state͒, whereas a small total coupling strength facilitates the convergence of natural frequencies to one single value ͑one-group state͒. Small and large penalty parameters make the optimized network take the one-and two-group states, respectively. This phase transition is observed in all-to-all, lattice, and scale-free networks although the clustering coefficient of the strongest links in the optimized network reflects the difference of the underlying network topologies.
I. INTRODUCTION
Collective phenomena of oscillatory elements underlie a large number of fundamental problems in physical, biological, chemical, and social systems. The method of phase description is effective in analyzing these systems, and the resultant systems of coupled phase oscillators yield powerful theoretical tools applicable to understanding synchronization observed in various real-world systems ͓1͔. In its simplest solvable form, the evolution of the phase i ͑t͒ of oscillator i ͑i =1, ... ,N͒ is governed by the equation
where i is the natural frequency of oscillator i and K is the coupling strength. Because each oscillator in Eq. ͑1͒ is uniformly coupled to all oscillators in the system, this system is called a globally coupled phase oscillator system with meanfield interaction. The degree of synchronization is measured by the order parameter defined as
Kuramoto showed that the globally coupled phase oscillator system exhibits a transition from an incoherent state to a synchronized state at a critical coupling strength K c . In other words, the order parameter R takes nonzero values above K c , whereas R vanishes below K c . This type of transition was later reported for globally coupled phase oscillator systems with more general coupling functions. Systems with coupling functions containing only odd harmonics exhibit transitions from an incoherent state to a synchronized state at a critical coupling strength ͓2͔.
Since the classical work by Kuramoto, the system of phase oscillators has been a widely studied topic in nonlinear physics ͓3͔, and recently, several groups have moved attention to the investigation of oscillator systems on more complex network structures, such as small world networks and scale-free networks ͓4-9͔. Moreno et al. ͓4͔ numerically simulated the behavior of oscillators on scale-free networks whose dynamics are governed by the evolution of the equation
where I͑i͒ is the set of neighbors of oscillator i. They reported that the transition to the synchronized state occurred at a smaller value of the coupling strength K than in a system of globally coupled oscillators. Theoretical work by Ichinomiya ͓6͔ showed that the critical coupling constant at which transition occurs becomes 0 in random scale-free networks with degree distribution P͑k͒ ϰ k −␥ , if 2Ͻ ␥ ഛ 3. A more recent report compared the synchronizability of scalefree networks and Erdös-Renyi networks ͓9͔, and concluded that oscillators on scale-free networks are more readily synchronized than on Erdös-Renyi networks for small values of K, whereas for large values of K, the reverse is true.
In these previous studies, the networks had a uniform coupling strength K. However, in real-world networks, the coupling strengths ͑called connection weights W ij in the terminology of networks͒, are generally not uniform but potentially take any positive value depending on the link * ttakuma@mbs.med.kyoto-u.ac.jp ͓10-12͔. Investigations of synchronization on these general weighted networks have been limited to oscillator systems in the form
where ẋ = F͑x͒ governs the dynamics of oscillator i, H͓x͔ is a linear function, is the coupling strength, and G is the coupling matrix ͓13,14͔. Phase oscillator systems, which cannot be written in this form because the oscillators are coupled by a nonlinear function, have not been studied on these general weighted networks.
In this paper, we will investigate the optimal weighted network of phase oscillators for synchronization by focusing on the order parameter R. This endeavor requires many complicated questions to be answered, among them the questions of how large the coupling strength assigned to each link should be for better synchronization. We attempt to answer this question by estimating how each coupling strength and natural frequency contribute to the facilitation of synchronization of an oscillator for a given network structure. Changing the weight of links in a way that the order parameter increases, we can obtain the weighted network optimized for synchronization. Examining the weight obtained through optimization will allow us to understand the essential conditions that must be met for the synchronization of oscillators on weighted networks. In this paper, we first derive the optimization algorithm to maximize the order parameter R by using the steepest gradient method and then present numerical results showing the successful optimization of network weights in the case of all-to-all, lattice-type, and scale-free connection.
II. ALGORITHM

A. Optimization with respect to coupling strength
We derive here the algorithm to obtain the coupling strengths so that the optimization function
is maximized for coupled Kuramoto oscillators. We use the optimization function Q 1 instead of R to simplify the calculation. The dynamics of the oscillators are described by
where i is the natural frequency of oscillator i, a ij is the adjacency matrix ͑1 if oscillators i and j are connected and 0 otherwise͒, and K ij is the coupling strength between oscillators i and j. We maximize Q 1 under the constraint
where ␣ and K total are constant parameters. Each summation for K ij is assumed to be taken over all ͑i , j͒, where 1 ഛ i ഛ N and 1 ഛ j ഛ N. Thus, the L ␣ norm of the coupling strength is fixed to K total . The constraint Eq. ͑4͒ is essential because without this constraint the coupling strength K ij can grow without limit. We assume that the connection is symmetric, that is, a ij = a ji and K ij = K ji . In the following, we assume that N oscillators in the system are phase locked, and hence the frequency of an oscillator is equal to the average of the frequencies of the oscillators,
where ⍀ is the average of the natural frequencies. Therefore, the equation
holds for the system considered in this paper. First, we derive the steepest gradient of Q 1 with respect to K ij . When the coupling strength K ij is changed to K ij + ⌬K ij , the difference of a phases j − i between oscillators i and j changes to j + ⌬ j − i − ⌬ i , which is a solution of
Assuming ⌬K ij to be infinitesimally small, the change ⌬ j − ⌬ i is described by
Note that this system of linear equations with variables ⌬ i ͑i =1, ... ,N͒ is degenerate because these variables appear only in the form of ⌬ j − ⌬ i . Although, in general, degenerate system of linear equations cannot be solved, this system can be solved as follows. The equation reads
Because Mx = 0 if ⌬ 1 = ⌬ 2 =¯= ⌬ N , the rank of matrix M is N − 1. Thus, its eigenvector corresponding to zero ei-genvalue is e = ͑1,1, ... ,1͒, and because M is a symmetric matrix, the other eigenvectors are orthogonal to e. Hence, the solution x exists if y is orthogonal to e. This condition is satisfied since the coupling matrix is symmetric. Thus, using the specific value decomposition
we obtain
where ⌺ + is the matrix ⌺ with every nonzero entry replaced by its reciprocal. Therefore, using K ij = K ji , we obtain 
The optimal direction ⌬K ij = u ij under the constraint Eq. ͑4͒ is given by the Lagrange method. Using
͑6͒
and assuming u ij Ӷ K ij , we can replace the constraint Eq. ͑4͒ with
Differentiation of the function
with respect to u ij gives the equation
Rearranging, we obtain the optimal direction
Because the second term does not affect the direction, we can replace it with
and thereby we update K ij with
and renormalize it with the constraint Eq. ͑4͒. Note that, since the approximation in Eq. ͑6͒ does not hold for ␣ =1, the optimal direction Eq. ͑7͒ cannot be used in this case.
B. Optimization with respect to coupling strength and natural frequency
In order to investigate the effect of natural frequencies in the synchronization of phase oscillators, we examine the optimization with respect to not only coupling strength but also the natural frequencies of the oscillators in the network to maximize the optimization function
where f͑x͒ = ͑x − A͒ 2 ͑x + A͒ 2 and is a constant parameter. In the following, we set A = 1. The first term is the square of the order parameter and the second term is a penalty term, which prevents oscillators from having identical natural frequencies ͑Fig. 1͒. We add the second term to the optimization function because maximizing the order parameter without the penalty term while allowing the natural frequencies to vary just makes the oscillators converge to the same natural frequency. The second term introduces repulsion and attraction among the natural frequencies of the oscillators.
Because maximization of the optimization function Eq. ͑8͒ can be done by changing K ij and i independently, we can derive the steepest gradient with respect to K ij and i separately. Since the steepest gradient of the optimization function with respect to K ij is given by Eq. ͑7͒, it is sufficient for us to derive the steepest gradient with respect to i . Proceeding in the same way as in the derivation of the gradient with respect to K ij , we obtain the differentiation of phase j with respect to i ,
where 
and Y⌶Y T is a specific value decomposition of P. In a similar way as for M in the previous derivation, P is degenerate and symmetric, and thus w must be orthogonal to the eigenvector e. We hence set the average of the natural frequencies to 0. Differentiating the optimization function Eq. ͑8͒ with respect to i yields the steepest direction,
The natural frequency i is updated by
The last summation is subtracted from Eq. ͑9͒ in order to set the average of the natural frequencies to 0.
III. RESULTS
A. Optimization with respect to coupling strength
Since the present algorithm requires all the oscillators to be phase locked, K total must be large enough at the beginning of the optimization process to allow the oscillators connected by the initial random coupling matrix to be phase locked. To obtain the optimized coupling strength in the network with a small K total , we adopted the following simulation schedule: ͑i͒ set K total to a large K total start and run the simulation for period T 1 according to Eq. ͑3͒ without running the optimization algorithm; ͑ii͒ run the simulation and optimization algorithm, decreasing K total from K total start to K total end linearly for period T 2 , that is, K total = K total start + ͑t − T 1 ͒͑K total end − K total start ͒ / T 2 ; and ͑iii͒ run the simulation and optimization algorithm without changing K total for period T 3 . We updated the coupling strength using Eq. ͑7͒ at t =10n, where n is a positive integer, to allow the phase of oscillators to converge to a new equilibrium state in the intervals of updates. In the simulations presented here, the interval of 10 was long enough for the phase of oscillators to converge.
First, we optimized the coupling strength without changing the natural frequency. The all-to-all coupling strengths for the N = 20 oscillators were drawn from an uniform distribution and normalized using K total = 1 and ␣ = 2. Natural frequency of oscillator i ͑i =1, ... ,20͒ was set to 0.05͑i − 10.5͒.
After the phases of oscillators and the order parameter converged in first T 1 = 1000, we started to update the coupling strength using Eq. ͑7͒ and ⑀ = 0.1. We stopped updating the total coupling strength at t = T 1 + T 2 = 5000. Figure 2 shows that the order parameter reached 0.98 in the case of K total end = 1, and 0.97 in the case of K total end = 0.8 after optimization. After t = 1500, the order parameter decreased in the case of K total end = 0.8 since K total started to decrease at t = 1000. Figure 3 shows the final state of the network for K total end = 1. The coupling strength of a link became large only when the difference of natural frequencies of the oscillators connected by this link was large, and thus the oscillators with natural frequencies far from the average gained strong connections. This is a natural result due to the following reasons.
Assigning a large weight to the coupling between two oscillators with close natural frequencies results in little increase in the order parameter, whereas assigning a large weight to the link between oscillators with very different natural frequencies improves the order parameter more effectively. In other words, the cost-efficient way is to concentrate the coupling between two oscillators whose natural frequencies are very different from the average in opposite directions. We found that this result held for systems with the distribution of natural frequencies other than a uniform distribution, such as a Gaussian or a Lorentzian.
When we started the optimization process from different initial coupling matrices, the resultant coupling converged to almost the same matrices. The present optimization algorithm hence is expected to be able to reach the global maximum.
B. Optimization with respect to coupling strength and natural frequency
Next, we examined the outcome of optimizing the function Eq. ͑8͒ by changing both coupling strength K ij and natural frequency i . We updated the coupling strength and natural frequency using Eqs. ͑7͒ and ͑9͒ at t =10n ͑T 1 Ͻ t͒, where n is a positive integer. To understand the essential factors affecting the resultant network structure, let us examine how parameters and K total change the natural frequencies of oscillators in the optimized network of two oscillators before presenting the simulation result. If is large and thereby the first term of Eq. ͑8͒ can be ignored, the optimization function Eq. ͑8͒ is maximized by setting the natural frequencies of the oscillators to −A / 2 and A / 2, because the penalty function f͑x͒ of the natural frequency has minima at x = Ϯ A. In contrast, if is small and we can ignore the second term, the natural frequencies of all oscillators tend to converge to the same value in order to facilitate synchronization. Large K total allows the system of two oscillators with greatly differing natural frequencies to attain R 2 Ϸ 1, and thus the optimization function Eq. ͑8͒ can be approximated by
Under this condition, maximizing Eq. ͑10͒ sets the natural frequencies of the oscillators to −A / 2 and A / 2. On the other hand, if K total is small, the natural frequencies of oscillators converge to a single value in order to improve the first term of Eq. ͑8͒ because otherwise a small K total may not allow the oscillators to be phase locked. Thus, a large K total and a large make the oscillators take two natural frequencies, and a small K total and a small facilitate the convergence of natural frequencies to one single value ͑Table I͒.
Next, let us examine whether or not the qualitative results described above are applicable to systems with more than two oscillators. Figure 4͑a͒ shows the phase diagram for the optimized network of 50 oscillators coupled in an all-to-all manner. In this diagram, the total coupling strength K total at the end of the simulation K total end ranges from 1 to 5 and ranges from 0.01 to 0.1. The resultant networks are classified into three categories, one-group state, two-group state, and miscellaneous. The natural frequencies of the oscillators in the one-group state ͓Fig. 4͑b͔͒ converged to the same value, and in the two-group state ͓Fig. 4͑c͔͒ the natural frequencies of the oscillators converged to values close to −A / 2 or A / 2. In the two-group state, couplings linking two oscillators in the same group converged to zero, and couplings linking two oscillators from different groups converged to the same value ͑not shown͒. Note that in the region where two-group states were observed is larger than that in the one-group region, and K total in the region where two-group states were observed is larger than that in the one-group region, as in the two-oscillator networks considered above. In addition, there were many networks which were classified as neither onegroup nor two-group states ͓Fig. 4͑d͔͒. In contrast to the optimization with respect to only K ij , the optimization with respect to both K ij and i did not necessarily converge to unique K ij s and i s. In the two-group state, whether the natural frequency of oscillator i converged to A / 2 or −A / 2 depended on the initial connections and natural frequencies.
Whether the two-group state is more favorable than the one-group state can be discriminated by analytical calculation. We derive the optimization function of Eq. ͑8͒ in twogroup and one-group states and compare them to estimate TABLE I. Natural frequencies of the optimized two-oscillator system. Simulation results are classified into the ͑almost͒ symmetric two-group state ͑dark gray͒, the onegroup state ͑white͒, and the other states ͑light gray͒, which include the asymmetric two-group state and the multigroup state. The black line shows the theoretical border of one-and two-group states. More detailed simulation results for K total end =2 ͑dashed line͒ are shown in Fig. 5 . ͑b͒-͑d͒ Examples of the natural frequencies of oscillators after optimization. We present the one-group state ͑ = 0.01 and K total =1͒ in ͑b͒, the two-group state ͑ = 0.1 and K total =4͒ in ͑c͒, and a state that is classified in neither group ͑ = 0.05 and K total =2͒ in ͑d͒. Here the following parameter values were used: N = 50, ␣ =2, ⑀ = 10, =5, A =1, K total start = 20, T 1 = 100, T 2 = 1900, and T 3 = 8000.
which is more favorable. To obtain the optimization function of a two-group state in which two groups have natural frequencies and −, and phases and −, we can derive the equations
where we assume a total of m connections have the same coupling strength K, the oscillators have n connections each to the oscillators in the other group, and the two groups have the same number of oscillators, N / 2. In the case of all-to-all coupling and two-dimensional ͑2D͒ lattice coupling, these parameters take the values n = N / 2 and m = Nn / 2=N 2 / 4, and n = 4 and m =2N, respectively. If the maximum of the optimization function of the two-group state,
is larger than that of the one-group state, Q 2 one =1−f͑0͒, the two-group state becomes stable. Because Q 2 two ͑͒ is an even function and Q 2 two ͑0͒ = Q 2 one , the sign of the second derivative of Q 2 two ͑͒ at = 0 determines the stability of the two-group state. Specifically, if ͉d 2 Q 2 two / d 2 ͉ =0 Ͼ 0, the two-group state is more favorable than the one-group state, and if
2m ͒ 2/␣ at = 0, this is the border of the two-and one-group states. When the oscillators are coupled in an all-to-all manner, in the two-group state, an oscillator in a group has n = N / 2 connections to the oscillators in the other group, and the connection strength to the oscillators in the same group becomes 0. Thus, the total number of connections is m = N 2 / 4, and the border of the oneand two-group states is given by 8K total 2 = 1 for ␣ = 2 and A =1 ͓solid line in Fig. 4͑a͔͒ . This theoretical border is consistent with the simulation results. Large and K total favor the two-group state and small and K total favor the onegroup state, as discussed above.
Next, we examined what takes place at the border of the one-and two-group states in the network with K total end =2 ͓dashed line with asterisk on the side in Fig. 4͑a͔͒ . We found that most of coupling strength is gained by a relatively small number of connections in networks optimized with = 0.02. To quantify this observation, we define the p-core C p of a weighted network as the smallest set of strongest connections which satisfies
where ␣ is set to 2. In Fig. 5͑a͒ , the natural frequencies of oscillators are indicated by the y coordinate of the dots, and connections in the 0.8-core are indicated by lines, which are fewer in the networks optimized with = 0.02 than in those with = 0.01 and = 0.1. Optimizing M = 20 networks with all-to-all connectivity starting from random connection strengths and natural frequencies, we found that the number of connections in the 0.8-core was a minimum at = 0.02 ͓Fig. 5͑a͔͒. The middle panel of Fig. 5͑a͒ shows that the clustering coefficient of the 0.8-core peaks at this point, and starts to decrease until = 0.04 where it vanishes. The clustering coefficient in the core vanishes at large because the network takes the two-group state, and in this state connections among the oscillators in the same group are weakened ͓Fig. 5͑d͔͒. The network optimized with = 0.01 ͓Fig. 5͑b͔͒ also exhibits a small clustering coefficient because strong connections are formed only between the oscillators whose natural frequencies are of opposite signs, although the natural frequencies of all oscillators are close to zero and thereby this network is classified into the one-group state. In contrast, the clustering coefficient of the network optimized with = 0.02 can be larger. With this parameter, in some networks the natural frequencies of oscillators i and j converge to finite values i and j ͑ i Ͻ 0 Ͻ j ͒, and the natural frequencies of other oscillators vanish ͓Fig. 5͑c͔͒. In this case, the connection between oscillators i and j is strengthened, and oscillators k with natural frequencies close to zero are connected by strong links to both oscillators i and j. This structure contains a large number of triangles composed of the three oscillators i, j, k. This means that the clustering coefficient grows larger in this network structure. This abrupt change in the clustering coefficient at = 0.02 suggests that a phase transition occurs at Ϸ 0.02. We now examine the change of the network structure further, and define K ij ͑m͒ as the optimized connection strength between nodes i and j in the network starting from the mth initial condition and S i ͑m͒ as the strength of node i, in the mth network as
Measuring the variance of the strength of node i,
where the summation is taken over M initial conditions, we found that the summation of the variance ͚ i i 2 has a peak at Ϸ 0.02 ͓Fig. 5͑a͔͒. The peaks in the variance and clustering coefficient, and the drop in the number of connections in the core, indicate a phase transition from a one-group to a twogroup state in the optimized network structure.
In the previous paragraphs, we described the results for an all-to-all network. Next, we examined whether or not we can generalize this relationship between the parameter and the group formation of natural frequencies to other network structures. We take as an example a 2D lattice of 20ϫ 20 oscillators, each of which is connected to oscillators on the top, bottom, left, and right. We use periodic boundary conditions under which the topmost oscillators are connected to the bottommost oscillators and the leftmost and rightmost oscillators are also connected. Figure 6 shows the natural frequencies of the oscillators in this system at the end of the optimization process. In this simulation, K total was fixed to 32 and ranged from 0.001 to 0.02. The natural frequencies converged to zero for small , and they showed frustrated checker patterns, which correspond to a two-group state, for large . Thus, as in an all-to-all network, the network takes the two-group state for large whereas a small favors the one-group state. The transition from the one-to two-group state takes place around the parameter = 0.0061 predicted by the above analysis using n = 4 and m =2N. Hence, the relationship between the parameter and the group forma- tion of natural frequencies holds for the 2D lattice.
Finally, we examined the structure emerging through the optimization of synchronization on a scale-free network. We optimized the synchronizability of a Barabási-Albert network with 100 nodes ͑Fig. 7͒. In this simulation, we adopted the following simulation schedule: ͑i͒ set K total to K total start = 1000 and run the simulation for period T 1 = 100 according to Eq. ͑3͒ without running the optimization algorithm; ͑ii͒ run the simulation and optimization algorithm, decreasing K total to K total middle = 100 linearly for period T 2 = 100; ͑iii͒ run the simulation and optimization algorithm, decreasing K total to K total end = 10 linearly for period T 2 Ј= 1900; and ͑iv͒ run the simulation and optimization algorithm without changing K total for period T 3 = 98 000. We found that all natural frequencies converged to zero if = 0.001, and that almost all natural frequencies converged to around ϮA / 2 if = 1, similarly to the behavior observed in networks with all-to-all coupling and lattice structures. However, the networks optimized using = 0.01 and = 0.1 cannot be classified into the one-group state or the two-group state. In these networks, the natural frequencies of oscillators with large degree numbers tended to converge to a value far removed from the mean, whereas those of oscillators with small degree numbers vanished ͑Fig. 8͒. This is not the case with the one-group and two-group networks resulting from the optimization with = 0.001 and = 1, which exhibited a rather uniform degree-natural frequency relationship. In addition, we found that a relatively small number of connections gained most of the coupling strength in the networks optimized with = 0.01 ͓Fig. 7͑b͔͒ and 0.1 ͓Fig. 7͑c͔͒. In Fig. 7 , connections in the 0.8-core, indicated by green lines, are fewer in the networks optimized with = 0.01 ͓Fig. 7͑b͔͒ than in those with = 0.001 ͓Fig. 7͑a͔͒ and 1 ͓Fig. 7͑d͔͒. Optimizing M = 20 networks with the same topological structure starting from random connection strengths and natural frequencies, we found that the number of connections in the 0.8-core was minimal at Ϸ 0.008 ͑Fig. 9, top͒. The middle panel of Fig. 9 shows a steep decrease in, and subsequent vanishing around = 0.01, of the clustering coefficient of the 0.8-core. This is in sharp contrast to the case with an all-to-all network, because in an all-to-all network a peak of the clustering coefficient was observed at the value of where the number of connections in the core is minimal. However, in the same way as in the all-to-all network, this suggests that an abrupt structural change occurs at Ϸ 0.008. The summation of the variance ͚ i i 2 has a peak at Ϸ 0.008 ͑Fig. 9, bottom͒. We confirmed that this peak coincided with the sharp declines of the number of connections in the core and the clustering coefficient in the networks with larger and smaller number of nodes. These peaks and declines suggest that there takes place a phase transition of the network structure obtained through the optimization of synchronization on a scale-free network.
IV. DISCUSSION
The optimization of the degree of synchronization of oscillators on a network with a given structure was discussed in this paper. One of the advantages of our approach over previous ones is that the present algorithm allows us to understand how the weights should be distributed in the network in order to maximize synchronization. In our study, the relationship between connection strength and natural frequency in networks favorable for synchronization was revealed by our optimization algorithm. More specifically, strongly connecting oscillators with largely differing natural frequencies optimizes the synchronization. This property, which would be useful in application for real-world systems, has not been paid much attention in the previous works considering large random scale-free and Erdös-Renyi networks.
In addition, we observed the transition of the optimal network structure between the one-and two-group states. This transition was observed in networks with all-to-all, lattice, and scale-free network topologies. We confirmed that in both all-to-all and scale-free networks, the number of connections in the core decreased at the border of these two states and the variability of the optimized network structure has a peak at this border. In contrast, at this border, the clustering coefficient has a peak in the all-to-all network, whereas it showed a sharp drop in the scale-free network. This difference needs further investigation.
Our algorithm has some limitations. First, our optimization algorithm is not applicable to systems with ␣ = 1. This is because the approximation Eq. ͑6͒ cannot be used in this case. For the system with ␣ Ͼ 1, we optimized the coupling strength of the network using Eq. ͑7͒ and found that the order parameter was maximized when links between two oscillators with greatly different natural frequencies had strong connections, as we saw in the system with ␣ =2 ͑data not shown͒.
Second, our algorithm assumes all oscillators in the system are phase locked. Thus, optimization through this algorithm does not necessarily generate the network structure in which oscillators with random phases rapidly converge to a phase-locked state. Further work is required to characterize the network structure which facilitates fast synchronization.
Third, in the optimization with respect to natural frequency, we used the optimization function Eq. ͑8͒. Since the generated patterns depend not only on the parameters and K total as we saw in the previous section, but also on the penalty function f, further work will be required to characterize the synchronization of the oscillators on the weighted network in a more general situation.
In this paper, we derived an optimization algorithm for the oscillators with the coupling function sin͑ j − i ͒ because it is the simplest and most intensively studied coupling function for oscillator systems, and not because the optimization functions for the other coupling functions cannot be derived. Optimization algorithms for systems with more complex coupling functions can be derived. These algorithms will answer the question of how to assign strong connections in individual physical, chemical, and biological systems with a given structure and coupling function. In addition, our algorithm will be useful not only in constructing highly synchronized networks, but also in examining to what extent the connection strength of a given network is optimized for synchronization. FIG. 8. Average of ͉ i ͉ as a function of k i tends to be monotonically increasing. In this simulation, the same parameter values, network topology, and optimization schedule as in Fig. 7 were used.
