To overcome the drawbacks of premature and poor convergence of classical PSO, a 
Introduction
Particle swarm optimization, namely PSO, is considered as one of the population-based optimization algorithms introduced by James Kennedy and Eberhart (1995) [14] , which can be used for solving high-dimensional, nonlinear, nondifferentiable, multimodal, and other complicated functions. PSO is characterized with simple in structure, easy for operation, and few parameters, which has been gained lots of attention since it was proposed. But canonical PSO has some weaknesses, for example, easily falling into local optima during the initial stage of the simulation and slow convergent speed in the later stages, which limit the practical application of PSO. In response to these problems, many experts and scholars have presented a lot of improvement strategies for parameters  , c 1 , c 2 [15, 16, and 17] , updating equations of the velocity and the position [17] , initial population [18, 19] , local search [21] , and replacing worst particles [22] .
In recent years, orthogonal experimental design has been employed in intelligent algorithm. Zhang and Leung [4] introduced the orthogonal experimental design into genetic algorithm for multimedia in optimizing streaming media multicast routing. Leung and Wang [5] proposed orthogonal genetic algorithm with quantization for global numerical optimization. Jiang et al. [11] proposed hybrid selfadaptive orthogonal genetic algorithm by designing a self-adaptive orthogonal crossover operator that self-adaptively adjust the number of factors of orthogonal array and the location for segmentation of solution vector by setting similarity bounds.
Orthogonal experimental design has also been employed in particle swarm optimization. Yang et al. [8] employed the multi-parent crossover according to orthogonal array. Wang and Zhang [3, 9, and 20] enhanced the local search ability by using the orthogonal experimental design. Chia-Nan Ko et al. [1] utilized matrix experiments with an orthogonal array to determine the parameters. Shinn-Ying Ho. et al. [2] presented orthogonal particle swarm optimization by applying orthogonal experimental design to adjust the velocity for each particle. Xue et al. [10] used orthogonal experimental design for population initialization.
The above works are based on the classical particle swarm optimization. Orthogonal design is only used for population initialization or orthogonal crossover operator. Moreover, when the problem requires high precision, the similarity value is very small, there may be no gene meet the requirement of similarity bound, so that self-adaptive orthogonal crossover operator designed in [11] could not work.
In this paper, a new generic and effective variant of PSO is proposed by fusing of the extrapolation technique and orthogonal design, and using a new mutation operator to enhance diversity and designing a new self-adaptive orthogonal crossover operator to prevent premature convergence.
The remainder of this paper is organized as follows. Section 2 reviews PSO with extrapolation technique. The proposed algorithm is detailed in section 3. In section 4, comparisons between the proposed algorithm and other state-of-the-art PSO, the proposed algorithm and other orthogonal-based PSO are made. The effect of different percentage parameters and different parent particles in crossover operator on the performance is investigated in section 5. Section 6 is the conclusion of the paper.
PSO with extrapolation technique
Extrapolated PSO is an algorithm which is on the basis of classical PSO by using extrapolation technique in evolution process. The technique is used to update the current particle position directly by extrapolating the current particle position with the global best particle position in the search space without using velocity equation. The position updating equation with extrapolation technique is given in Eq. (1). x t is the current particle position in tth generation. 
Self-adaptive orthogonal PSO with extrapolation technique
Compared with other improved PSO, extrapolated PSO has some features including convergence fast, population diversity poor, and trap in local optimal easily.
Orthogonal design
Orthogonal experiment design is a method used to generate multi-factor experiment uniformly and can sample uniformly in solution space. It is impossible to consider all the circumstances when the sample space is large. So that it only selects part of samples, however, how to sample is a key factor to the success.
For example: orthogonal array L 9 (3 4 ) with 4 factors and 3 levels. There are 81 combinations. We apply the orthogonal array to select only nine representative combinations to test.
For convenience, we denote ( ) 
, where the jth factor in the ith combination has level
. There are F factors and Q levels per factor, which determined by the concrete problem.
Generally,
Orthogonal initialization
The solution to the optimization is to find one or several optimal particles in the solution space. There is no information about the location of global optimal solutions before the problem is solved. Thus, using orthogonal experiment design to generate initial population contributes to not only escaping deceptive problem, but also finding the global optimal solution to the problem effective and fast. Algorithm for using orthogonal design to generate population is described in [5] .
Self-adaptive orthogonal crossover operator
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Orthogonal crossover operator originates from the integration of orthogonal experiment design and crossover operator which can generate several new particles from parent particles in the line with orthogonal array. When the dimension of the problem is large, it is necessary to divide the parent vector into several sub-vectors, i.e. factors, and then conduct crossover operation. However, there are plenty of ways for dividing the parent vector, how to divide the parent vector will prodigiously affect the efficiency of the crossover operator.
During the later stages, if the distance between genes of parent particles is very small, parent particles are divided into several factors randomly, which may generate redundant particles and lower the efficiency of orthogonal crossover operator. Self-adaptive orthogonal crossover operator is proposed in [11] . The operator gives the lower bound △ of the similarity value first, and selects some genes, whose similarity values are greater than the bound, as the location for division. Nevertheless, in the later stages, nearly all the similarity values of genes are less than the bound, so that the operation can not go on.
Based on the above analysis, a new self-adaptive orthogonal crossover operator is designed. First, the operator calculates the similarity value of each dimension between two parent particles and sorts them in descending order. Then, select a proportion of genes whose similarity values are greater according to practical problem and put them into factor split-position set. So that it can keep randomicity of the algorithm, and avoid two things. First, some genes with minute similarity values selected as the location of split-position of factor generate some redundancy particles; second, the set of split-position of factor is empty.
Consider any two parent particles 1 
 is called the similarity of ith dimension. Self-adaptive orthogonal crossover operator (SOC, algorithm 1):
Step 1: Select two parent particles 1 1 1 12
, we determine the solution space min( , ), 1 min( , ) ( 1) (
to quantize each domain of 2) If |B|> F 1 -1, then we select F 1 -1 genes as split-positions.
Step 3: denote the split-positions by 
Step 4: M new particles are generated according to orthogonal array L M (Q F1 ) and factor division, whose fitness values are calculated and two best particles are selected from them to replace their parent particles.
Mutation operator
The updating equation of extrapolated PSO consists of three terms. The first two terms of them are the composition of gbest particle which lead to particles moving toward gbest particle very fast and population diversity poor. In order to conquer the problem, a new mutation operator similar to the bare bone particle equation in [7] is introduced.
x = randn * gbest + randn * pbest (8) where randn is a stochastic number obeying Gaussian distribution N(0.5, 2), gbest and pbest are the global optimal particle and the local best particle respectively. Formula (8) can generate the new particle in the large neighborhood around the vicinity of the gbest and pbest, which is beneficial to local search, offsets the lacking of local search of extrapolated PSO.
Clear duplicate operator
By the analysis above, it is found that particles are gathered around the gbest particle by the process of extrapolated PSO which results in several particles very close, especially some particles may be identical. For the sake of this, the concept of particle similarity value is introduced under the concept of ith dimension similarity to design clear operator, which are used to clear identical particles or close ones. Definition 2: The sum of similarity value of each dimension is called particle similarity value, that is
First, compared all the particles with each other, if there are two particles whose similarity values are less than the given upper bound, which shows that the distance between these particles is very small and the two particles can be proximate thought as the same one. And then, we use a new particle to replace one of them. Therefore, clear duplicate operator is defined as using a new particle, generated randomly in the entire space, to take the place of the similar particle. The clear operator and the mutation operator complement each other. The clear duplicate operator is described in algorithm 2. 
Self-adaptive orthogonal extrapolated PSO
The proposed algorithm, extrapolated particle swarm optimization based on orthogonal design (Algorithm 3, ODEPSO), works as follows:
Control parameters:
): Orthogonal array used in ODEPSO;  : Proportion used in SOC; 0  : Upper bound used in CDO.
Step 1: Use orthogonal design to generate initial population;
Step 2: Judge whether the halting criterion is satisfied;
Step 3: Update the particle position by formula (1);
Step 4: Adopt the orthogonal crossover to generate off springs (see algorithm 1);
Step 5: Conduct mutation by formula (8);
Step 6: Use CDO to clear similar particles (see algorithm 2).
Numerical simulations
In order to validate the performance of the proposed algorithm, experiments have been conducted on nineteen benchmark functions detailed in [6, 12] .
Main parameters for all experiments are set as follows. Parameters for orthogonal initial population: if n >11, orthogonal levels Q = n-1, where n is dimension; else Q =11, F =2. Parameters for the orthogonal crossover: Q 1 =3, factors = 4,  =0.85, 0  =3. All experiments in this paper are performed on a computer with 1.86GHz Inter-core Processor, 1GB of RAM, and Window XP operation system in Matlab software 7.01. The best results among the algorithms are shown in bold.
Comparisons with other variants PSO
The proposed algorithm is based on the PSO with extrapolation technique(EPSO), so that we first compare ODEPSO with EPSO and classical PSO [13] (cPSO) on the performance of average (mean), best (min), worst (max), and standard deviation (std) of function values. In the section, Population size NP is 50 for 30-dimension functions and NP is 30 for the others, maximum generation MAXGen 1000, (but 2000 in other algorithms). ODEPSO is performed 500 independent runs on each test function and record the results. The results of EPSO and cPSO are obtained from [6] . The results are detailed in TableⅠ. 
It can be concluded from TableⅠ that ODEPSO outperforms two other algorithms in 10 out of 13 test functions except for Rosenbrock, Quartic, and Shekel. Especially, the average value, best value, worst value, and standard deviation of Sphere, Griewank, Rastrigin, Schaffer, Schwefel, and Ackley obtained by ODEPSO are better than those by EPSO and cPSO, and the order of magnitude of errors have been improved very much. The results of Rosenbrock, Quartic and Shekel of ODEPSO are slightly worse than those of EPSO, but better than those of cPSO. This indicates that the optimizing ability, robustness of solution, convergent velocity of ODEPSO, compared with those of EPSO and cPSO, have been improved very much.
Comparisons with other variants PSO based on orthogonal design
In order to further illustrate the performance of ODEPSO, we compare ODEPSO with other variants PSO based on orthogonal design in [ The numerical values in TableⅡ are means best fitness of 10-dimension functions obtained from [1, 2, 8, and 10] and those after completion of 50 independent runs of ODEPSO. By the experiments data, we can see that the results of Griewank and Rastrigin solved by ODEPSO are better than those from the reference. The result of Rosenbrock is slightly worse than the results from [1, 2, and 8], but better than that from [10] . The result of Sphere is better than the results from [1, 8, and 10] and worst than the result from [2] . Thereinto, the errors of 50 runs of Sphere solved by ODEPSO are less than 1.0e-140 when run to two hundred and fiftieth generation. [9] and results of the third function are better than those from [9] . The results of the three functions are better than those from [1, 2, and 10].
Another comparison with OLPSO-G, OLPSO-L, proposed in [20] , is made in Table Ⅳ . For a fair comparison among all the PSOs, they are tested using the same population size of 40, the same number of function evaluate of 200,000. It is known from the Table Ⅳ that the results of 6 of 10 functions solved by ODEPSO are better than the results by OLPSO-G, OLPSO-L. Meanwhile, the result obtained by OLPSO-G and OLPSO-L are better than those of ODEPSO mainly in multimodal functions, which indicate that ODEPSO is good at unimodal function. Overall results indicate that performance of ODEPSO is better than other orthogonal based PSO and significantly better than the algorithms in [3, and 10] . These also show that integration of mutation operator and clear duplicate operator can balance the exploitation and exploration ability of the algorithm.
Influence of different settings in SOC
As previously explained, when using SOC to enhance the exploitation ability of ODEPSO, we simply select two parent particles randomly from the population to implement SOC at each generation. Moreover, in our approach proportional parameter  is given based on our experience. In order to investigate the effect of the above choice on our approach's performance, extensive experiments have been conducted focusing on the following issues: first, the choice of proportional parameter  of the use of SOC; second, the choice of parent particles to participate in SOC.
In this section, all experiments are carried out over 25 independent runs with population size 50 for the test functions with 30 dimensions, and each experiment will terminate if it reaches the maximum generations of MAXGen (i.e., 1000 generations). Moreover, the average and standard deviation of the function error values in each experiment are collected for the purposed of comparisons.
Effect on the performance of different parameter  in SOC
Different proportional parameters  affect the choice of factor segmentation. We test 8 values of the proportional parameter  (i.e. 0.15, 0.25, 0.35, 0.50, 0.60, 0.75, 0.85, and 1) on 13 benchmark functions. Note that when  is 1, SOC will retrogress into the original orthogonal crossover operator designed in [5] .
TableⅤ shows that the overall performance of ODEPSO by using SOC with other proportional parameter values (i.e., 0.15, 0.25, 0.35, 0.50, 0.60, 0.75, and 0.85) is better than that with parameter 1. From this, we can arrive to a conclusion that SOC is an effective crossover operator. The usage of SOC in this paper is of great significance.
For the proportional parameter value 0.85 and 0.35, fitness values of eight functions are better than or the same compared with those of the other parameter values. The former have more genes to choose as split-positions. The latter limit the choice of split-positions which lead to only genes with large similarity values being chose as split-position, so that solution vector is divided into sub-vector uniformly. The performance of algorithm with proportional parameter 0.15 is poor, this should because there are fewer genes chose as split-position causing poor randomness and affect the performance. Overall performance of algorithm with the rest of proportional parameter values are worse than those with value 0.35, 0.85, while due to the segregation can not give consideration to both randomness and uniformity. In order to demonstrate the optimizing effect of the algorithm under different parameter  visually, the convergent processes of the best solution of functions Schwefel3 and Schwefel4 solved by algorithm under different parameters with 25 independent runs are show in Fig.1-2 .
It is known from figures that the convergent tendency solved by algorithms under different parameters does not change, but the convergent speeds are affected. Compared with algorithm under parameters 0.25 and 0.75, the convergent speed of the best solution of Schwefel3 solved by algorithm with parameter 1 is slower than that with parameter 0.25, and the convergent speed of the best solution of Schwefel4 is similar to that with parameter 0.75. But compared with algorithm under other parameters, the convergent speed of two functions solved by algorithm under parameter 1 is similar to or slight faster than that of these. However, overall performance of algorithm under parameter 1 is worse than others which show that the algorithm under parameter 1 has well randomness and poor robustness. And algorithm under 0.85 is slightly slower than that under 1, the mean and standard deviation obtained by algorithm under 0.85 is superior to that under 1. 
Comparisons with different parent particles in SOC
As previously analyzed, the performance of the crossover operator is not only relevant to the structure of operator, but also relevant to the choice of parameter in the operator and parent particles involved into operation. In order to analyze the influent of choice of parent particles on the performance, four different ways, which parent particles are chose, are discussed. They are: two particles selected randomly, a randomly selected particle and the global best particle, the worst particle and the global best particle, and the worst particle and a randomly selected particle. The corresponding algorithms are ODEPSO, ODEPSO1, ODEPSO2, and ODEPSO3. The average value and standard deviation of function error values are collected in Table Ⅵ for comparison. Step 0 0 0 0 0 0 0 0 By the Table Ⅵ , it will be found that optimizing result of ODEPSO2 is best, and ODEPSO3 takes second place, the performance of ODEPSO and ODEPSO1 are poorest. SOC with the global best particle and the worst particle as parents is best, and that with two randomly selected particles as parents is worst, which is relevant to the structure of operator itself and the updating equation.
On the one hand, orthogonal crossover operator is not a simple recombination of genes of parent particles, but rather a new method. This method defines the feasible solution space according to parent particles, and generates several new particles in the light of orthogonal array. When the feasible Extrapolated particle swarm optimization based on orthogonal design Quanxi Feng, Liu Sanyang, Zhang Jianke, Yang Guoping solution space is large, the diversity is maintained, thus the optimizing effect is good; otherwise, the diversity is poor, the optimizing ability is decreased. Moreover, the feasible solution space with the global best particle and the worst particle as parents is very large, and the diversity is better, thus the optimizing effect would be best.
On the other hand, extrapolated PSO flog particles into the vicinity of the global best particle so that the diversity is poor. The feasible solution space defined by the two randomly selected particles or the global best particle and a randomly selected particle is small, and the diversity is poor, thereby, the optimizing ability is decreased. In order to further compare their performance, the convergent process of the best solution of functions Sphere and Penalty2 solved by these algorithms with 25 independent runs are depicted in Fig.3-4 . From the figures, we know that parent particles consist of the global best particle and a randomly selected particle, its convergent speed is faster than two other algorithms during the initial stage and slower than the three algorithms in the later stages, but slower than that of the parent particles consist of the best particle and the worst particle all along, which conforms with the above analysis.
Conclusions
In this paper, a new proposed algorithm, which is based on the extrapolated PSO, comprise selfadaptive orthogonal crossover operator, mutation operator with bare bone equation, and a clear duplicate operator fitting for real optimization. The algorithm overcomes the weakness, that is, poor in diversity. The proposed algorithm compared with EPSO and cPSO by solving 13 different dimensional functions with 500 independent runs, which shows the optimizing ability of the proposed algorithm is better than two others in several indices. Meanwhile, approximate comparisons with other orthogonal based PSOs are conducted which indicate the overall performance of the proposed algorithm is better than others. This shows that the algorithm proposed in this paper is an effective algorithm.
In order to analyze the generic performance of self-adaptive orthogonal crossover operator designed in this paper, some other experiments are carried out on 13 30-dimension functions with 25 independent runs. The one experiment is that we use the proposed algorithm with different proportional parameters in SOC to solve functions and find that different parameters can not change the convergent tendency, but influence the convergent speed. Another experiment is carried out by using the proposed algorithm with different parent particles in SOC to solve functions; the comparison shows that the algorithm with the best particle and the worst particle as parent particles has the best performance.
