We report on experiments conducted with the implicitly restarted Lanczos algorithm for computing a few of the lowest frequencies of standing electro-magnetic waves in resonant cavities with the nite element method. The linear systems that are caused by the shift and invert spectral transformation are solved by means of two-level hierarchical basis preconditioners.
Introduction
Most particle accelerators use standing waves in cavities to produce the high voltage RF (radio frequency) elds required for the acceleration of the particles. The mathematical model for these high frequency electromagnetic elds is the eigenvalue problem solving the Maxwell equations in a bounded volume. Usually, the eigen eld corresponding to the fundamental mode of the cavity is used as the accelerating eld. Due to higher harmonic components contained in the RF power fed into the cavity, and, through interactions between the accelerated particles and the electromagnetic eld, an excitation of higher order modes can occur. The RF engineer designing such an accelerating cavity therefore needs a tool to compute the fundamental and about ten to twenty of the following eigenfrequencies together with the corresponding electomagnetic eigen elds.
Without changing the basic structure of the problem one can assume that the metallic surfaces are perfectly conducting and that the inside of the cavity is all in vacuum. The electromagnetic eld in the cavity is described by the Maxwell equations 1 . After separation of time and space variables and after elimination of the magnetic eld intensity the di erential equations curl curl e(x) = e(x); x 2 ; := ! 2 =c 2 ; (1a) div e(x) = 0; x 2 ;
n e = 0; x 2 ? := @ :
are obtained for the electric eld intensity e. Equations (1) 3 ; div v 2 L 2 ( ) ; n v = 0 on @ g: The di culty with (2) stems from the condition div v = 0 as it is hard to nd divergence-free nite elements. Therefore, ways have been looked for to get around this divergence-free condition. In this process care has to be taken in order not to introduce so-called spurious modes, i.e. eigenmodes that have no physical meaning.
In 2;4 we considered two approaches free of spurious modes, a penalty method and a mixed method. The former was implemented with Lagrange nite elements the latter with N ed elec elements 5;6 . In this note we restrict ourselves to the penalty method which proved to be superior in our experiments. The computing time needed to get a prescribed accuracy for eigenvalues and vectors was about an order of magnitude smaller with the penalty method than with the mixed method. In the penalty method approach (2) is replaced by 7;8 For xed s > 0, nd ( ; u) 2 R W such that u 6 = 0 and (curl u; curl v) + s (div u; div v) = (u; v); 8v 2 W; (3) where s is a positive, usually small parameter. The eigenmodes u(x) of (3) corresponding to eigenvalues < 1 s are eigenmodes of (2). 1 (4) where P k ( e ) is the space of polynomials in e of degree k. In our numerical experiments 4 we found that trial spaces made up of piecewise quadratic (k=2) polynomials are superior to to trial spaces made up of piecewise linear (k=1) with respect to computing cost relative to accuracy. We will therefore restrict ourselves to W (2) h equipped with a hierarchical basis 9;10 ,
The piecewise linear polynomials in W (1) h are determined by their values in the four vertices of the tetrahedron. The piecewise quadratic polynomials in V (2) h are determined by the function values in the midpoints of the six edges. Using W (2) h in the Rayleigh-Ritz method for discretizing (3) gives the nite dimensional problem For xed s > 0, nd ( h ; e h ) 2 R W (2) h such that e h 6 = 0 and (curl e h ; curl h ) + s (div e h ; div h ) = (e; ); 8 h 2 W (2) h :
Let f i g n i=1 be a basis of W (2) h and e h = P n i=1 i i . Then ( 
closest to a number it is advisable to make a shift-and-invert spectral transformation with a shift close to and solve 11;12 (A ? M) ?1 Mx = x; = 1 ? : (9) instead of (8) . The matrix (A? M) ?1 M is M-symmetric, i.e., it is symmetric with respect to the inner product x T My. The spectral transformation leaves the eigenvectors unchanged. The eigenvalues of (8) close to the shift become the largest absolute of (9) . In addition they are relatively well-separated which improves the speed of convergence of Krylov-type subspace methods 13 . The cost of the improved convergence rate is the necessity to solve a linear system of equations involving A ? M.
In 2;4 we compared four algorithms for computing a few of the smallest eigenvalues of (9): (i) subspace iteration 13 , (ii) the block Lanczos algorithm 11 , (iii) the implicitly restarted Lanczos algorithm 14;15 , and (iv) the JacobiDavidson algorithm 16;17 . Subspace iteration was not competitive because of its low convergence rate. The block Lanczos algorithm was performing best for problems of limited size. However, the memory space available was not su cient for solving our largest problems. The eigensolvers that permitted solving all problem sizes were the implicitly restarted Lanczos algorithm and the Jacobi-Davidson algorithm. The former was in our experiments slightly faster than Jacobi-Davidson by about 10-20%. We therefore only consider IRL in this study. We used the Fortran subroutines from the publicly available ARPACK 18 .
To overcome the limitation of the Lanczos algorithm with respect to memory consumption, Sorensen proposed an elegant way to restart the iteration process 14;15 . (These ideas apply to the Arnoldi algorithm for non-symmetric eigenvalue problems as well.)
The Lanczos iteration process (here with the shift-and-invert approach) q j+1 j+1 = r j+1 = (A ? M) ?1 Mq j ? q j j ? q j?1 j ; q T i Mq j = ij ; j = q T j M(A ? M) ?1 Mq j ; j = 1; 2; : : : (10) is executed until j = p+k, where k is some positive integer, often k = p. Complete reorthogonalization to guarantee stability is feasible as by assumption p + k is not big. (11) holds. Now, k sweeps of the QR algorithm 13 with shifts 1 ; : : : ; k are applied to T p+k such thatT =Q T T p+kQ ,Q = Q 1 Q k , where Q i represents the QR sweep with shift i . Multiplication of (11) byQ from the right yields CV p+kQ = (V p+kQ )(Q T T p+kQ ) + r p+k+1 e T p+kQ :
(12) As the orthogonal matrices Q i , i = 1; : : : ; k, are Hessenberg matrices 19 ,Q has k nonzero subdiagonals. Therefore, the last k + 1 columns of r p+k+1 e T p+kQ (and only these) are nonzero. LetV p be the rst p columns of V p+kQ and T p the p p principal submatrix ofT =Q T T p+kQ and letr p+1 be the p-th column (i.e. the rst non-zero column) of r p+k+1 e T p+kQ . Then CV p =V pTp +r p+1 e T p (13) which is the Lanczos relation obtained if p steps of the iteration (10) are executed with starting vectorV p e 1 . In ARPACK the shifts 1 ; : : : ; k are chosen as the k eigenvalues ofT p+k furthest away from the desired target value . Then, the eigenvalues ofT p are the p eigenvalues of T p+k closest to the target value.
Besides the storage for the matrices A and M, the memory requirements of the IRL algorithm are essentially the space needed to store q j and Mq j , j = 1; : : : ; p + k, i.e., 2n(p + k) oating point numbers.
Two-level hierarchical basis preconditioners
With ARPACK it is possible to use any algorithm to solve the inde nite system of equations (A ? M)x = y = Mq j in (10) . We chose the iterative solver SYMMLQ of Paige and Saunders 20 , a variant of the conjugate gradients method designed to handle symmetric inde nite systems of equations that we have to expect if the shift is inside the spectrum of A relative to M. Preconditioners for SYMMLQ have to be positive de nite. The accuracy to which the linear system in (10) is solved has to be at least as high as the desired accuracy in the eigenvalue calculation in order that the coe cients of the Lanczos three term recurrence are su ciently accurate 18 . In our experiments, when we computed the transformed eigenvalues to an accuracy of about ", we set the convergence tolerance for the system solver to "=100.
In 4 we experimented with ILU and SSOR preconditioners. In general, they reduced the number of iteration steps. But taking the execution times into account we obtained the best results with diagonal preconditioning. In this note we study hierarchical basis preconditioners as discussed by Bank 9 , see also Brenner 21 . Hierarchical basis preconditioners are most natural if nite elements of higher orders are employed. Let us assume that the basis elements f i g n i=1 of W (2) h are arranged according to the direct sum decomposition (5). (14) where the order of the (1; 1) 
Preconditioning A? M with D amounts to applying a block Jacobi iteration to (14) . The condition number of the preconditioned system is bounded by 
As increases with the problem size n, the number of iteration steps is not independent of n. The use of inner iterations has only a modest e ect however if is small or if m is chosen large.
Numerical experiments
We computed the 10 smallest eigenvalues of the eigenvalue problem (6) with domain = (0; a) (0; b) (0; c) with a = 520cm, b = 330cm, and c = 77cm. This is about the size of the cavities of the 590 MeV ring cyclotron at the Paul Scherrer Institute. The box cavity has the advantage that its eigenvalues and eigenmodes are given analytically 2 . The smallest, tenth and eleventh eigenvalue of this problem are 1 = 1:2713 10 ?6 , and 10 = 9:6167 10 ?6 , and 11 = 1:0031 10 ?5 . We computed the eigenvalues to a relative accuracy " = 10 ?8 . In (9) we chose the spectral shift = 10 ?6 such that A ? M is positive de nite. The penalty parameter in (3) was set to s = 1:5. The damping factor in the Jacobi iteration was chosen to be 2=3. The computational results have been obtained with the 32-processor HP Exemplar X-class system at ETH Zurich. We used the machine for its large memory. The following results have been carried out on one processor. Results on a parallel implementation of the code are reported in 24 . Table 1 contains timings for four problem sizes ranging from n = dimW (2) h = 1105 up to n = 24937. The mesh sizes were 10 6 1, 15 9 2, 20 12 2, and 25 15 3, respectively. n 1 denotes the dimension of the`coarse space' W (1) h . t is the overall time to solve a problem, t C the time spent in the coarse grid correction, and t s the time for the smoothing. This time does not contain the matrix multiplications of the outer iteration (SYMMLQ). In the smallest example pure diagonal preconditioning yields the fastest solution method. As the number of iteration steps increases with the problem size the performance of diagonal preconditioning deteriorates with n.
The timings of the two-level methods in Table 1 show that despite the spectral radius appearing in (17) , the iteration counts are hardly a ected by the problem size. This indicates that does not vary much. In our examples, damped Jacobi is a more e ective smoother than symmetric Gauss-Seidel. This may be surprising, as the operation count of the two methods is almost the same. However, as we start the inner iteration with the zero vector, with Jacobi, the rst smoothing step is just a multiplication of a diagonal Table 1 . Execution times and average iteration numbers for various preconditioners matrix with a vector. In all problem sizes we observe that increasing the number m of smoothing steps lowers n out it however not to the extent that the additional computing time is outweighed. This indicates that multiplying a sparse matrix with a vector is a very expensive operation which is probably due to low performance caused by indirect addressing. This last observation also explains the relatively small portion of two-level preconditioning with m=1 at the overall computing time. Most of the overall time is spent in the computation of the residual in SYMMLQ. Our results show that hierarchical preconditioners are well suited for the systems of equations that have to be solved in IRL. The number of iteration steps is independent of the problem size. The good performance of Jacobi indicates that the smoother does not need to access much of A ? M to be e ective. An overlapping Schwarz smoother with small subdomains may therefore help to improve the convergence rate. The time for the coarse grid correction could be reduced by moving from the two-level to a multilevel algorithm. This however is not of interest as long as matrix times vector multiplications dominate the computing time.
