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Several design problems of large-scale parallel processing 
systems become considerably easier to resolve if their interconnection 
patterns are regular. By means of a mathematical device, called a regular 
processor network (RPN), this dissertation investigates structural proper- 
ties of such systems. 
First, we develop techniques for characterizing the state transition 
graph of a RPN. In particular, methods are presented for the determination 
of connectedness and inexistence of unreachable states. A measure of the 
maximum distance from a given state to another arbitrary state in the 
transition graph is provided. In addition, necessary structural conditions 
under which a system can undergo a given sequence of states are established. 
Next, we investigate several trade-offs between hardware complexity 
and computing time in relation to the execution of the class of problems 
solvable within polynomial-time by nondeterministic Turing machines. 
Finally, we derive structural conditions for the existence in a 
network of decentralized information routing schemes that do not require 
knowledge of processor sites. 
schemes relates to system topology is dilucidated. 
The manner in which routing speed of these 
CHAPTER I 
INTRODUCTION 
1.1. Motivat ion 
The h i s t o r y  of computing has  been cha rac t e r i zed  by a cons t an t  
search  f o r  more process ing  power. 
p rocess ing  i s  l i k e l y  t o  cont inue  i t s  growth i n  t h e  fo re seeab le  f u t u r e ,  
The need can be s a t i s f i e d  i n  a number of overlapping ways. As a f i r s t  
approximation, one may d i s t i n g u i s h  hardware advances,  t h e  c o n s t r u c t i o n  
of b e t t e r  t ypes  of machines, from sof tware  advances, t h e  d iscovery  of 
b e t t e r  ways of u t i l i z i n g  t h e  machines. 
This  a p p e t i t e  f o r  more and f a s t e r  
For t h e  p a s t  t h r e e  decades,  hardware advances have been due 
mainly t o  progress  i n  e l e c t r o n i c  technology. 
ment i n  d e n s i t y ,  power consumption and c o s t  of i n t e g r a t e d  c i r c u i t  com- 
ponents  is  l i k e l y  t o  cont inue  a t  roughly t h e  p r e s e n t  ra te  ( a s  has  been 
i l l u s t r a t e d  by Stone [l]), improvement i n  l o g i c  speed i s  reaching  a 
l i m i t .  
Winograd [ 3 ] ,  and Lamagna and Savage [ 4 ] .  
However, whi le  improve- 
This  nega t ive  f a c t  h a s  been documented, among o t h e r s ,  by Ware [2] ,  
An a l t e r n a t i v e  method of achiev ing  hardware advances is t o  des ign  
" p a r a l l e l  p rocess ing  systems. I t  
been used si,nce t h e  dawn of computer h i s t o r y .  
l o g i c  ope ra t ions  were r e a l i z e d  on groups of d i g i t s ,  r a t h e r  than  on one 
d i g i t  a t  a time. 
broad one: 
of t i m e .  Today, t h e  t e r m  a t  times r e f e r s  t o  multiple-computer 
The concept of p a r a l l e l  p rocess ing  has 
Twenty-five y e a r s  ago, 
Our i n t e r p r e t a t i o n  of " p a r a l l e l  processing' '  w i l l  be a 
t h e  execut ion of s e v e r a l  a c t i v i t i e s  w i th in  a common i n t e r v a l  
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systems, a t  o t h e r  t i m e s  t o  mul t ip rocesso r s  and array-type machines 
( p a r a l l e l ,  a s s o c i a t i v e  o r  p i p e l i n e ) ,  and occas iona l ly  t o  multiprogrammed 
machines. 
With t h e  in t roduc t ion  of t h e  microprocessor ,  a ve ry  inexpensive 
processor  compact enough t o  be cons t ruc ted  on a s i n g l e  ch ip ,  t h e r e  is 
an  economicmotivation f o r  cons t ruc t ing  l a rge - sca l e  p a r a l l e l  p rocess ing  
systems from networks of s m a l l  p rocessors .  Component advances have, 
however, surpassed a r c h i t e c t u r a l  and a lgo r i thmic  advances t o  the  e x t e n t  
t h a t  it is now p o s s i b l e  t o  b u i l d  such l a rge - sca l e  networks wi th  tremen- 
dous process ing  power, except  t h a t  i t  i s  not  clear what i n t e rconnec t ion  
topology the networks should have and how computations should proceed 
i n  them. 
There are some classes of problems which may be  p a r t i t i o n e d  i n t o  
components which are e s s e n t i a l l y  independent of each other. I n  
those  cases, i t  becomes worthwhile t o  b u i l d  s p e c i a l  purpose p a r a l l e l  
p rocess ing  systems t h a t  s u i t  w e l l  each s p e c i f i c  class of a p p l i c a t i o n s .  
Many examples of such a p p l i c a t i o n s  are g iven  i n  surveys by Thurber [SI 
and F o s t e r  [ 6 ] .  Kuck 171 h a s  demonstrated t h a t  most programs w i l l  
admit some degree  of p a r a l l e l  computation, a t  th-e b i t ,  ope ra t ion  
o r  a lgor i thm process ing  levels. 
When performing n processes  i n  p a r a l l e l ,  Minsky [8] has  remarked 
t h a t  i t  i s  sometimes the case t h a t  a computation is speeded up merely by 
a f a c t o r  of l o g  n. Chen [ 9 ]  among o t h e r s ,  has  observed a l s o  t h a t  i n  
a g e n e r a l  purpose system, t h e r e  is a l i m i t  t o  the speedup achievable  by 
unbounded use  of pa ra l l e l i sm.  Thus, t h e  a r c h i t e c t u r e  of a g e n e r a l  sys- 
2 
t e m  w i l l  have t o  a l low fo r  execut ion  of ser ia l ,  as  w e l l  as h igh ly  
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p a r a l l e l  types  of t a sks .  The knowledge of how t o  perform - t h i s  d u a l  func t ion  
i n  a n  e f f e c t i v e  manner is  s t i l l  a t  an  u n s a t i s f a c t o r y  s t a g e  of development. 
For more d i scuss ion  on t h e  speedup a t t a i n a b l e  i n  gene ra l  purpose systems, 
see Kuck e t  a l .  [lo] and Shore [ll]. 
The design of p a r a l l e l  p rocess ing  systems p r e s e n t s  some cha l l enges  
no t  found i n  s i n g l e  processor  systems. Three major f a c t o r s  governing t h e  
good use  of a given machine are t h e  s p e c i f i c a t i o n  of t h e  order  i n  which 
computations should be performed, t h e  a l l o c a t i o n  of l oads  and r e sources ,  
and t h e  i n t e r a c t i o n  between system modules. 
m e t  more e f f i c i e n t l y  i f  t h e  o rgan iza t ion  of a para l le l  process ing  system 
has  a high degree of r e g u l a r i t y  (see Wulf [59, p. 3021). 
Such c o n t r o l  problems can be 
The concern of t h i s  d i s s e r t a t i o n  is  wi th  l a r g e  p a r a l l e l  p rocess ing  
systems composed of i d e n t i c a l  p rocesso r s ,  in te rconnec ted  in  a r e g u l a r  maw 
ner.. A s  a no t ion  of i n t e rconnec t ion  r e g u l a r i t y ,  i t  w i l l  be  s p e c i f i e d t h a t  
a l l  processors  i n  t h e  system have t h e  same f i n i t e  number of i npu t  and 
output  lines. Such a model, called a " regu la r  processor  network," is 
meant t o  r ep resen t  both "tightly coupled" systems, such as array 
processors ,  and " loose ly  coupled" systems, such a s  computer networks. 
I n  o t h e r  words, a r e g u l a r  network could be a s i n g l e  computer with 
mul t ip l e  process ing  u n i t s ,  o r  s e v e r a l  in te rconnec ted  s e p a r a t e  computers. 
A s i n g l e  ope ra t ing  system could c o n t r o l  t h e  e n t i r e  network, o r  each of 
t h e  s e v e r a l  computers may have i t s  own l a r g e l y  autonomous ope ra t ing  
system. Also,  t h e  l e v e l  a t  which load and r e source  sha r ing  take 
place i n  t h e  network, i s  immaterial t o  t h e  model. 
This  model is  an ex tens ion  of t h e  " t e s s e l l a t i o n  automaton" 
of Yamada and Amoroso [12], i n s p i r e d  by von Neumann's c e l l u l a r  
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automaton [13] .  The underlying d i r e c t e d  graph of a t e s s e l l a t i o n  automa- 
t o n  i s  def ined  i n  terms of Car t e s i an  coord ina tes ;  only those  networks 
f o r  which t h e  d i r e c t i o n  and o r i e n t a t i o n  of a l l  i n p u t  l i n e s  are  t h e  same 
throughout t h e  Euclidean space can be represented  by it .  
processor  network s h a l l  be  u t i l i z e d  as a t o o l  t o  s tudy  t h e  in f luence  
of t h e  in t e rconnec t ion  topology of a p a r a l l e l  p rocess ing  system i n  i ts  
behavior.  The no t ion  of i n t e rconnec t ion  r e g u l a r i t y  used, is  t h e  most 
gene ra l  one -which preserves  t h e  assumption t h a t  a l l  p rocesso r s  and con- 
n e c t i o n  t e rmina l s  be  i d e n t i c a l .  
The r e g u l a r  
Attempts t o  eva lua te  t h e  o rgan iza t ion  of a system may b e  done 
roughly from t h r e e  p o i n t s  of view: system t h e o r e t i c ,  i n d i v i d u a l  problem 
o r i en ted  and s ta t i s t ica l .  The f i r s t  approach w i l l  be  taken i n  t h i s  
d i s s e r t a t i o n .  I n  t h i s  view of system s t r u c t u r e ,  t h e  in t e rven ing  i n t e r -  
a c t i o n s  and parameters  are considered without  r e s p e c t  t o  t h e i r  r e l a t i v e  
importance i n  a problem environment. 
Another reason  f o r  t h e  p re sen t  s tudy  are t h e  b e n e f i t s  of a pa ra l -  
lel processing s y s t e m  w i t h  a regular organization: lower hardware and 
sof tware  development c o s t s ,  increased  r e l i a b i l i t y  and a p o t e n t i a l  f o r  
incremental  expansion. The r educ t ion  i n  c o s t s  i s  a clear consequence 
of r e s u l t i n g  economies of scale. The r e g u l a r i t y  of t h e  system permits 
t h e  use  of product ion techniques  which are not  f e a s i b l e  otherwise.  
On pure ly  i n t u i t i v e  grounds, it seems t h a t  a system composed of 
a number n of l a r g e l y  independent i d e n t i c a l  p rocessors ,  should be more 
r e l i a b l e  than  a system without  such redundancy. 
l e l  systems argue  t h a t  i f  dynamic a l l o c a t i o n  of t a s k s  i s  performed, t h e  
loss of a processor  would merely r e s u l t  i n  t h e  loss of roughly l / n  of t h e  
The advoca tes  of paral- 
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process ing  power of t h e  system. They c a l l  t h i s  behavior  g r a c e f u l  
degrada t ion .  The complete p i c t u r e ,  of course,  i s  t h a t  t h e  i n t e r -  
connect ion of t h e  processors  adds t o  t h e  complexity of t h e  network. 
Regu la r i ty  i n  a system's  o rgan iza t ion  can make t h e  corresponding con- 
t r o l  sof tware  (which coord ina te s  t h e  use  of resources)  s impler  and 
easier t o  t es t ,  s i n c e  a modular scheme, such as d e c e n t r a l i z e d  anony- 
mous t rea tment  of a l l  processors ,  may be designed. More s p e c i f i c a l l y ,  
decomposition of programs, synchroniza t ion  of bo th  d a t a  and c o n t r o l ,  
i n t e r p r o c e s s o r  communication and t h e  mechanisms of r e s o l v i n g  conten- 
t i o n  f o r  shared resources ,  a l l  become simpler .  Good d i s c u s s i o n s  of 
t h i s  s u b j e c t  are given by Enslow [14], Farber  El51 and S e a r l e  and 
Freberg [ 161 The i n t e r p r o c e s s o r  communication problem is s tud ied  
i n  d e t a i l  i n  Chapter I V .  
The ease wi th  which t h e  power of a system can  be  a l t e r e d ,  is 
sametimes c a l l e d  f l e x i b i l i t y .  I n t u i t i v e l y ,  i t  is  clear t h a t  a 
h igh ly  f l e x i b l e  system would have t o  be r e g u l a r l y  organized.  A prop- 
erly designed r e g u l a r  processor  network m a y  be expanded o r  con t r ac t ed  
i n  real-time by simply "adding o r  e l imina t ing  processors" ,  a f e a t u r e  
t h a t  i s  of p a r t i c u l a r  importance t o  many a p p l i c a t i o n s .  
On a more s p e c u l a t i v e  l e v e l ,  an  analogy can be made between a 
l a r g e  r e g u l a r  network composed of i d e n t i c a l  small processors ,  and some 
b i o l o g i c a l  e n t i t i e s  wi th  a similar s t r u c t u r e .  
work on c e l l u l a r  automata [13] w a s  p a r t l y  i n s p i r e d  by t h i s  analogy. The 
nervous system is  a prime example of a b i o l o g i c a l  system t h a t  c o n s i s t s  of 
I n  f a c t ,  von Neumann's 
i n d i v i d u a l l y  u n r e l i a b l e  elements,  and y e t  e x h i b i t s  a s t a b l e  and r e l i a b l e  
behavior.  It can t o l e r a t e  d e s t r u c t i o n  Qr removal of l a r g e  numbers of 
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ce l l s  and s t i l l  cont inue  t o  func t ion  adequately.  
d a t i o n  fo l lows  from t h e  i n t e r c h a n g e a b i l i t y  among neurons p re sen t  i n  t h e  
b ra in .  This  p rope r ty  of t h e  b r a i n  may be thought t o  be  analogous to 
performing dynamic a l l o c a t i o n  of t a s k s  by a r e g u l a r  processor  network, 
Such a g r a c e f u l  degra- 
Another important concept i n s p i r e d  by na tu re ,  i s  t h a t  of a system 
organ iza t ion  which t reats  p rocesso r s  as an anonymous pool  of resources ,  
The r o u t i n g  of information between processors  i n  such a system i s  de te r -  
mined by a decen t r a l i zed  c o n t r o l  mechanism. In t e rp rocesso r  communication 
is  content-based, t h a t  i s  t o  say,  messages ( c o n s i s t i n g  of bo th  c o n t r o l  
in format ion  and d a t a )  are of t h e  "to-whom-it-may-concern" type.  No 
record on t h e  i d e n t i t y  of message, senders  and r e c e i v e r s  is  normally 
kept .  Optimizat ion i n  t h e  whole system is  achieved by coord ina ted  l o c a l  
op t imiza t ion  a t  each processor ,  r a t h e r  than  by p r e s c r i p t i o n s  emanating 
from a c e n t r a l  mechanism. S ince  l o c a l  even t s  are sometimes not  p red ic t -  
a b l e ,  and i t  i s  t o o  c o s t l y  and time consuming t o  submit them f o r  c e n t r a l  
. judgment, gene ra l  purpose l a rge - sca l e  systems wi th  c e n t r a l i z e d  c o n t r o l  
schemes are i n e f f i c i e n t .  Nature p r e s e n t s  u s  w i t h  examples of b i o l o g i c  
e n t i t i e s  capable  of remarkable behavior  r e s u l t i n g  from t h e  combined 
a c t i v i t y  of elementary autonomous ind iv idua l s .  Goals ach ievab le  by 
some of t h e s e  e n t i t i e s  composed of b a s i c  i n d i v i d u a l s  (e.g. ,  a n t s ,  cells) ,  
are w e l l  beyond t h e  added uncoordinated c a p a b i l i t i e s  of t h e  ind iv idua l s .  
Decent ra l ized  system o rgan iza t ions  have been advocated by Farber  [ 151, 
Chen [9] and T s e t l i n  [17]. They w i l l  be  d iscussed  f u r t h e r  i n  
Chapter I V .  
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1 .2 .  H i s t o r i c  Remarks 
A s  we have s a i d ,  our  concern w i l l  be wi th  r e g u l a r  networks, com- 
posed of a l a r g e  number of i d e n t i c a l  p rocess ing  elements  (RP.N's). 
One of t h e  ear l ier  systems of t h i s  type is  the  Holland machine 
Holland ' s des ign  i s  a two-dimensional r e c t a n g u l a r  a r r a y  of iden- [ 181 . 
t i ca l  "modules," each of which c o n t a i n s  a s t o r a g e  r e g i s t e r ,  e i g h t  a u x i l i -  
a r y  r e g i s t e r s  and a s s o c i a t e d  c i r c u i t r y .  Every module can communicate 
d i r e c t l y  wi th  t h e  f o u r  modules n e a r e s t  t o  it. T i m e  is  quant ized and 
occurs  i n  d i s c r e t e  s t eps .  A t  each i n s t a n t ,  a module is  e i t h e r  i n  a n  
active o r  a n  i n a c t i v e  state.  Three phases  can b e  d i s t i n g u i s h e d  i n  t h e  
ope ra t ion  of t h i s  machine: i npu t ,  p a t h  bu i ld ing  and execut ion.  During 
a n  inpu t  phase, a module's s t o r a g e  r e g i s t e r  is set t o  an i n i t i a l  value.  
During a pa th  bu i ld ing  phase, an a c t i v e  module de te rmines  t h e  l o c a t i o n  
of t h e  s t o r a g e  r e g i s t e r  upon which i t s  i n s t r u c t i o n  i s  t o  o p e r a t e  ( t h e  
operand),  by "opening a path" t o  t h a t  operand. During t h e  execut ion  
phase,  t h e  a c t i v e  module i n t e r p r e t s  and executes  the  i n s t r u c t i o n  s t o r e d  
i n  i t s  s t o r a g e  r e g i s t e r .  
The Holland machine has  two seve re  d isadvantages  t h a t  p revent  i t  
from being a p r a c t i c a l  machine. It s u f f e r s  from p a t h  i n t e r f e r e n c e ,  and 
i t  i s  v e r y  d i f f i c u l t  t o  program. Comfort [19] has  s i m p l i f i e d  and modi- 
f i e d  t h e  Holland des ign ,  p a r t l y  a l l e v i a t i n g  t h e s e  problems. 
One of t h e  e a r l y  s p e c i a l  purpose p a r a l l e l  machines, whose process- 
i ng  s e c t i o n  may be considered a RPN, is t h e  Unger machine [ZO]. This  
machine has  been designed t o  perform pa t t e rn - recogn i t ion  process ing ,  
s p e c i f i c a l l y  process ing  of l i n e s .  Line th inn ing ,  doubl ing,  extending,  
and c e n t e r  de te rmina t ion  are t y p i c a l  f u n c t i o n s  t h a t  could be  accomplished 
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wi th  t h e  machine. The main f u n c t i o n a l  u n i t s  of t h e  system are the  master 
c o n t r o l  and t h e  r ec t angu la r  a r r a y  of processors .  The master c o n t r o l  can 
i s s u e  a p a r a l l e l  command t o  a l l  processors .  
wi th  a n  o rgan iza t ion  of t h i s  type  is u s u a l l y  c a l l e d  an a r r a y  processor .  
A p a r a l l e l  p rocess ing  system 
The f i r s t  l a rge - sca l e  a r r a y  processor  designed w a s  SOLOMON I [Zl]. 
This  des ign  later developed t o  become ILLIAC I V  [22], t h e  l a rges t compute r  
c u r r e n t l y  opera t ing .  Squi re  and P a l a i s  [ 2 3 ]  have proposed a machine 
embedded i n ' a  mult idimensional  cube. 
processor ,  HYPERCUBE [ 2 4 ] ,  has  been at tempted.  It is  embedded i n  a 4- 
dimensional  cube and each processor  can communicate d i r e c t l y  w i t h  i ts 
e i g h t  n e a r e s t  p rocessors .  The machine i s  b u i l t  wi th  microprocessors  
as  process ing  elements;  c u r r e n t l y ,  up t o  256 p rocesso r s  are provided. 
The cons t ruc t ion  of such an a r r a y  
Although n o t  s t r i c t l y  a R P N  because of s l i g h t  d i f f e r e n c e s  among 
i t s  element minicomputers, t h e  Di s t r ibu ted  Computing System [ 151 (DCS) 
i s  worth mentioning f o r  i t s  decen t r a l i zed  o rgan iza t ion ,  which a t t empt s  t o  
apply t h e  concept of anonymous t rea tment  of a l l  processors ,  a no t ion  
d iscussed  i n  t h e  prev ious  s e c t i o n .  The  topology of t h e  network is a 
r i n g  and i t  c o n s i s t s  p r e s e n t l y  of f i v e  minicomputers, in te rconnec ted  by 
t ransmiss ion  lines. The g o a l s  of t h e  DCS des ign  inc lude  both  load shar- 
i n g  and t h e  shar ing  of unique resources .  
i t s  c o n t r o l  f e a t u r e s  is  given i n  Chapter IV. 
A s p e c i f i c  d e s c r i p t i o n  of 
A more d e t a i l e d  h i s t o r i c  d i s c u s s i o n  on des igns  of p a r a l l e l  pro- 
ces s ing  systems is made unnecessary by t h e  e x i s t e n c e  of t h e  thorough 
surveys by Enslow [14], Thurber [5] and Fos te r  1241. 
Von Neumann's 29 s ta te  c e l l u l a r  automaton [13] w a s  t he  f i r s t  
RPN designed. Moore 1251 later has  introduced a more g e n e r a l  class of 
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c e l l u l a r  automata, which inc ludes  von Neumann's system. H e  d e f i n e s  a 
t e s s e l l a t i o n  s t r u c t u r e  as a system c o n s i s t i n g  of a "two-dimensional 
Euclidean space, a set of a l lowable states,  a quiescent  state and r u l e s  
f o r  t r a n s i t i o n  between states." H e  c a l l s  a func t ion  which a s s o c i a t e s  
a s ta te  w i t h  each ce l l ,  a "configurat ion."  A conf igu ra t ion  which can  
not  be produced from some o t h e r  p r i o r  conf igu ra t ion  by means of the 
t r a n s i t i o n  r u l e s  is c a l l e d  a "Garden-of-Eden" conf igura t ion .  H e  estab- 
l i s h e s  a s u f f i c i e n t  cond i t ion  f o r  t h e  ex i s t ence  of such a conf igu ra t ion  
i n  a special  t e s s e l l a t i o n  s t r u c t u r e  i n  which every c e l l  i is d i r e c t l y  
connected t o  t h e  e i g h t  o t h e r  c e l l s  such t h a t  t h e i r  coord ina te s  d i f f e r  
by a t  most one from t h e  coord ina tes  of c e l l  i. 
l a t e d  Moore's condi t ion  and showed that i t  i s  necessary as w e l l  as 
s u f f i c i e n t .  
w i l l  be presented i n  Chapter 11. 
Myhill  [26] has  reformu- 
An analogous cond i t ion  which a p p l i e s  t o  a r b i t r a r y  RPN's 
More r e c e n t l y ,  Yamada and Amoroso 127, 28, 291 have explo- 
red  " t e s s e l l a t i o n  automata," embedded i n  a mult idimensional  Eucl idean 
space. Starting with a one-dimensional tessellation automaton w i t h  
only  two states, they  have i n v e s t i g a t e d  t h e  r e a c h a b i l i t y  of an  a r b i t r a r y  
s ta te  conf igu ra t ion  from a s p e c i f i e d  "p r imi t ive  pa t t e rn . "  
formal s i m i l a r i t y  of s ta te  p a t t e r n  genera t ion  i n  t e s s e l l a t i o n  automata 
Noting t h e  
and theorem d e r i v a t i o n s  i n  an axiomatic  system, Yamada and Amoroso have 
given i t  t h e  name t'completeness." 
t e r n  may be considered t h e  axiom, and t h e  conf igu ra t ions  ensuing from 
it  t h e  theorems. Yamada and Amoroso [27] ,  and Maruoka and Kimura [29] 
have s e t t l e d  t h e  completeness problem f o r  a one-dimensional t e s s e l l a t i o n  
automaton. However, l i t t l e  is known a t  p resen t  concerning t h e  s o l u t i o n  
I n  t h i s  analogy, t he  p r i m i t i v e  pat-  
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of t h i s  problem f o r  h igher  dimensional  t e s s e l l a t i o n  automata [27] .  
Yaku [30] has  proved t h e  i n e x i s t e n c e  of an  a lgor i thm which, f o r  any 
d - > 2,  w i l l  determine whether a n  a r b i t r a r y  conf igu ra t ion  r e s t r i c t e d  to 
having a l l  but  f i n i t e l y  many quiescent  states ( c a l l e d  a " f i n i t e  configu- 
r a t ion" )  i s  Garden-of-Eden i n  a n  a r b i t r a r y  d-dimensional t e s s e l l a t i o n  
automaton. A new a lgor i thm which w i l l  dec ide  whether an  a r b i t r a r y  
conf igu ra t ion  def ined  over  a f i n i t e  number of ce l l s  ( c a l l e d  a f i n i t e  
p a r t i a l  con f igu ra t ion )  is Garden-of-Eden i n  an a r b i t r a r y  RE", w i l l  be  
given i n  Chapter I1 of t h i s  d i s s e r t a t i o n .  
I n  a t e s s e l l a t i o n  automaton, t h e  same l o c a l  t r a n s i t i o n  f u n c t i o n  
The g l o b a l  map determined by a l o c a l  t r a n s i -  is  app l i ed  t o  a l l  cells .  
t i o n  f u n c t i o n  a c t i n g  s imultaneously on a l l  ce l l s  is c a l l e d  a " p a r a l l e l "  
t ransformation.  
r e s t r i c t e d  t o  t h e  f i n i t e  conf igu ra t ions .  Richardson [31] has  proved 
L e t  T be a p a r a l l e l  t ransformat ion ,  and l e t  7 be  T 
t h a t  i f  T is one-to-one, then  7 i s  onto  and t h a t  i f  ?: is one-to-one, 
then  T is  onto.  Ostrand [32] has s tud ied  t e s s e l l a t i o n  automata w i t h  
a view t o  f i n d i n g  classes of t r ans fo rma t ions  which p rese rve  certain 
p r o p e r t i e s  of conf igu ra t ions ,  such as f i n i t e n e s s ,  palindromes and 
p e r i o d i c i t y .  
Yamada and Amoroso [28]  have i n v e s t i g a t e d  s t r u c t u r a l  and beha- 
v i o r a l  homomorphisms i n  t e s s e l l a t i o n  automata. More s p e c i f i c a l l y ,  they  
show t h a t  any t e s s e l l a t i o n  automaton can be s imulated by another  tessel- 
l a t i o n  automaton of t h e  same dimension, whose in t e rconnec t ion  s t r u c t u r e  
(def ined as H i n  the nex t  s e c t i o n )  i s  similar t o  t h a t  used by 1 * 
von Neumann and Holland. Every r educ t ion  i n  connect ion complexity i s  
accompanied by an inc rease  i n  t h e  s i z e  of t h e  s ta te  a lphabet .  Speedups 
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by a n  a r b i t r a r y  i n t e g e r  f a c t o r  are a t t a i n e d  by a p p r o p r i a t e l y .  en l a rg ing  
t h e  s ta te  set. These t r a d e o f f s  are p e r t i n e n t  t o  semiconductor technol- 
ogy since fabr ica t ion techniquesplace  a premium on s i m p l i c i t y  of connec- 
t i o n s ,  b u t  t h e  r educ t ion  techniques  used are not  n e c e s s a r i l y  opt imal .  
Among o t h e r s ,  Herman and Rozenberg [33] have in t roduced  a fami ly  
of languages t h a t  a t tempt  t o  d e s c r i b e  t h e  development of c e l l u l a r  orga- 
nisms i n  a manner t h a t  t a k e s  morphologic, g e n e t i c  and phys io logic  
obse rva t ions  i n t o  account.  These c o n s t r u c t s ,  u s u a l l y  c a l l e d  Lindenmayer 
systems, c o n s i s t  of a set of t r a n s i t i o n  r u l e s  wi th  o r  wi thout  c e l l u l a r  
i n t e r a c t i o n ,  a set of s ta te  symbols and a n  axiom ( t h e  s t a r t i n g  state 
c o n f i g u r a t i o n ) ,  A s t r i n g  i n  t h e  language is generated by s imultaneous 
a p p l i c a t i o n  of a l l  t r a n s i t i o n  r u l e s .  Thus, Lindenmayer systems wi th  
c e l l u l a r  i n t e r a c t i o n ,  and one-dimensional t e s s e l l a t i o n  automata are 
s y n t a c t i c a l l y  analogous. 
s e v e r a l  classes of Lindenmayer systems have been s tud ied  by Herman and 
Rozenberg [33]. I n  a r e l a t e d  ve in ,  L ieb le in  [ 3 4 ]  has  i n v e s t i g a t e d  gene- 
Genera t ive  powers and d e c i s i o n  problems of 
1 r a t i o n  of p a t t e r n s  by two-dimensional t e s s e l l a t i o n  automata, using an 
axiomatic  approach. 
I n  a n  a t tempt  t o  d e s c r i b e  t h e  synchroniza t ion  of growing f i l a -  
ments, t h e  fo l lowing  problem, c a l l e d  t h e  " f i r i n g  squad problem," has 
been formulated [33] .  Find a two i n p u t ,  two output  f i n i t e - s t a t e  machine 
( c a l l e d  a c e l l )  w i th  t h r e e  d i s t i n g u i s h e d  states (s, i and f ,  say)  and 
an a r b i t r a r y  bu t  f i n i t e  number of a d d i t i o n a l  states, such t h a t  a one- 
dimensional  a r r a y  of n such cells (with t he  end c e l l s c o n s t a n t l y  receiv- 
i n g  one s p e c i a l  i npu t  each, which shows them t h a t  they are end c e l l s )  
w i l l  have t h e  fol lowing p r o p e r t i e s :  (1) I f  a l l  t h e  cel ls  are i n  
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state  s, they w i l l  remain i n  s ta te  s; (2 )  i f  one of t he  end c e l l s  is i n  
state i, while  t h e  rest of t h e  c e l l s  a r e  i n  s ta te  s, the  a r r a y  will 
undergo a series of t r a n s i t i o n s  ending up wi th  a l l  the  c e l l s  being i n  
s ta te  f, I n  a d d i t i o n ,  no automaton w i l l  be i n  s t a t e  f p r i o r  t o  a l l  t h e  
o t h e r s  being i n  s ta te  f ,  i .e . ,  a l l  c e l l s  must be turned on simultaneously.  
Balzer  [35]  gave a minimum t i m e  s o l u t i o n  of 2n-2 s t e p s  by us ing  
only 8 states. Genera l i za t ions  t o  t h e  f i r i n g  squad problem inc lude  
al lowing t h e  i n i t i a l  d i s tu rbance  i t o  t ake  p l ace  anywhere i n  t h e  a r r a y ;  
pe rmi t t i ng  d i f f e r e n t  types  of f i n i t e - s t a t e  machines i n  t h e  a r r a y ,  each 
type having a p a r t i c u l a r  speed of r e a c t i o n  t o  t h e  i n i t i a t i n g  s i g n a l ;  
a l lowing a random reconnect ion of t h e  automata i n  t h e  a r r a y  before  each 
s t ep ;  s t i p u l a t i n g  a c e l l  t o  d i v i d e  up i n t o  two o r  more cel ls  dur ing  t h e  
synchronizat ion process ,  provided t h a t  i t  and i t s  two neighbors  be i n  
appropr i a t e  states; and h igher  dimensional extensions.  All t hese  prob- 
lems are solved i n  l inear - t ime by applying t h e  technique of sending 
o u t  waves from t h e  o r i g i n a l  d i s tu rbance ,  and subsequent ly  from meeting 
p o i n t s  of a l r e a d y  e s t a b l i s h e d  waves [33] ,  It i s  of i n t e r e s t  t o  n o t e  
t h a t  Smith [36 ,  371 has  made repea ted  use  of s o l u t i o n s  t o  the  f i r i n g  
squad problem i n  h i s  des ign  of one- and two-dimensional t e s s e l l a t i o n  
automata which recognize topologic  f e a t u r e s  of f i n i t e  p a t t e r n s  w i t h i n  
l inear - t ime.  
. 
Another problem concerning t e s s e l l a t i o n  automata, and motivated 
by developmental s t u d i e s  also, is t h e  "French f l a g  problem," o r i g i n a t e d  
by Wolpert [38] as a model f o r  animal r egene ra t ion ,  Informally speaking, 
t h e  problem i s  t o  dev i se  a mechanism by which a one-dimensional a r r a y  
of i d e n t i c a l  f i n i t e - s t a t e  machines, i n i t i a l l y  d iv ided  i n t o  t h r e e  
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s e c t i o n s  of s ta tes  (equal ly  l a r g e  b lue ,  wh i t e  and red s e c t i o n s ,  as is  t h e  
French f l a g ) ,  and which is c u t  i n t o  a r b i t r a r y  p i eces ,  will "regenerate"  
i n  such a way t h a t  each p i e c e  aga in  w i l l  gene ra t e  t h i s  blue-white-red 
conf igu ra t ion .  So lu t ions  of t h i s  problem [33] a r e  based on t h e  t r a v e l -  
i n g  waves technique  u t i l i z e d  f o r  so lv ing  t h e  f i r i n g  squad problem. 
S ince  RPN's are machines w i t h  unbounded p a r a l l e l i s m ,  t h e y  are 
computat ional ly  more powerful t h a n  t h o s e  which can  modify on ly  a bounded 
amount of t h e i r  s t o r a g e  on a s i n g l e  computat ional  s t e p  ( m u l t i t a p e  Turing 
machines are a t y p i c a l  example of t h e  l a t t e r ) ,  c a l l e d  bounded-ac t iv i ty  
machines. For example, F i sche r  [39] h a s  shown t h a t  one-dimensional 
t e s s e l l a t i o n  automata can be used t o  g e n e r a t e  prime i n t e g e r s  i n  real- 
time, something bounded-act ivi ty  machines can no t  do. 
The computat ional  power of nonde te rmin i s t i c  d-dimensional itera- 
t i v e  a r r a y s ,  d e v i c e s  f i r s t  in t roduced  by Cole [40 ] ,  h a s  been s t u d i e d  by 
S e i f e r a s  [41]. A d-dimensional i t e r a t i v e  a r r a y  is e s s e n t i a l l y  a tessel- 
l a t i o n  automaton w i t h  a d i s t i n g u i s h e d  cell .  
deterministic, each value of its transition function is a set of states 
r a t h e r  than  a s i n g l e  state. 
accepted w i t h i n  time n 
Since  t h e  machine is non- 
S e i f e r a s  h a s  shown t h a t  every  language 
d by a nonde te rmin i s t i c  mult ihead Turing machine 
is also  accepted w i t h i n  l i nea r - t ime  by a nonde te rmin i s t i c  d-dimensional 
i t e r a t i v e  a r r ay .  Smith [ 361 has  exh ib i t ed  a con tex t - f r ee  language 
accepted w i t h i n  real-time by a one-dimensional t e s s e l l a t i o n  automaton, 
which is n o t  accepted  w i t h i n  t ime of o r d e r  n 2 by any Turing machine, 
where n is  t h e  l e n g t h  of t h e  i n p u t  s t r i n g .  
1.3. Regular Processor  Networks 
The b a s i c  d e f i n i t i o n s  and concepts  involv ing  r e g u l a r  p rocesso r  
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networks (WN's) are presented i n  t h i s  s e c t i o n ,  The d e f i n i t i o n s  given 
h e r e  g e n e r a l i z e  t h e  no t ions  of a " t e s s e l l a t i o n  automaton" due t o  Yamada 
and Amoroso [12], and of a "modular computer'' due t o  Wagner [ 4 2 ] .  The 
model a t t empt s  t o  d e s c r i b e  a system c o n s i s t i n g  of a " regular ly"  i n t e r -  
connected c o l l e c t i o n  of i d e n t i c a l  p rocess ing  elements, The no t ion  of 
r e g u l a r i t y  used , the  most gene ra l  one compatible  wi th  the  assumed uni- 
fo rmi ty  of t h e  process ing  elements  and of t h e i r  connect ion terminals, 
r e q u i r e s  t h a t  a l l  p o i n t s  i n  t h e  network's labe led  d i r e c t e d  graph must 
have t h e  same f i n i t e  number k of d i s t i n c t l y  l abe led  i n p u t  and ou tpu t  
l i n e s .  
d e n t  w i th  every  p o i n t  i n  t h e  network. 
s p e c i f i e d  i s  shown t o  be isomorphic t o  a quasigroup-graph of some quasi-  
group, a concept t o  be introduced i n  D e f i n i t i o n  1.2. 
A s  a more r e s t r i c t e d  no t ion  of i n t e rconnec t ion  r e g u l a r i t y ,  it is  
Thus, e x a c t l y  one i n p u t  l i n e  of each of k l a b e l s  must be  inc i -  
A l abe led  d i r e c t e d  graph so 
then r equ i r ed  t h a t  t h e  under ly ing  d i r e c t e d  graph "look1' t h e  same when 
viewed from any of i t s  po in t s .  
by s t i p u l a t i n g  t h a t  every  two p o i n t s  be mutual ly  mapped by a n  automor- 
phism of t h e  d i r e c t e d  graph, The no t ion  i s  proved t o  be  equ iva len t  t o  
t h e  s p e c i f i c a t i o n  of t h e  network 's  under ly ing  l abe led  d i r e c t e d  graph as 
a group-graph of a group. 
This  in formal  s ta tement  is  made p r e c i s e  
This  a l g e b r a i c  c h a r a c t e r i z a t i o n  of d i r e c t e d  graphs,  n o t  on ly  
provides  a conc i se  t o o l  f o r  d e s c r i b i n g  and gene ra t ing  examples of inter- 
connect ion s t r u c t u r e s  t h a t  e x h i b i t  r e g u l a r i t y ,  bu t  a l s o  a l lows  a formu- 
l a t i o n  of t h e i r  p r o p e r t i e s  i n  a l g e b r a i c  terms. Before p re sen t ing  the 
d e f i n i t i o n  of a RPN, some i n t r o d u c t o r y  material is necessary.  The f o l -  
lowing g raph- theo re t i ca l  terminology is fundamental, 
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DEFINITION 1.1 
A dirtec/ted g u p h  D, o r ,  more b r i e f l y ,  a cf@/Laph D c o n s i s t s  of a 
nonempty set  of poi& P(D) t oge the r  wi th  a c o l l e c t i o n  A(D) of ordered 
p a i r s  of p o i n t s .  Any such p a i r  (p,q) is  c a l l e d  an attc, We r e p r e s e n t  
D on paper by drawing a d i r e c t e d  l i n e  from p o i n t  p t o  p o i n t  q,  whenever 
(p,q) i s  a n  arc i n  D, 
wi th  p and q. By d e f i n i t i o n ,  t h e r e  is  a t  most one arc (p,q) i n c i d e n t  
w i t h  p and q. We a l s o  say t h a t  p i s  adjacevtt Xto q and q is  adjaced 
6 4 0 m  p. Whenever both (p,q) and (q ,p)  are arcs i n  D, i t  is convenient  
t o  draw a s i n g l e  undi rec ted  l i n e  between p o i n t s  p and q,  denot ing  t h e  
p a i r  of d i r e c t i o n a l l y  oppos i t e  arcs. 
is  t h e  number of p o i n t s  ad jacen t  from i t ,  and t h e  &deg&ee i d ( p )  is t h e  
number ad jacen t  t o  it. 
The arc (p ,q )  goes from p t o  q and i s  h?ckfe& 
The alr;tdegUe od(p) of a p o i n t  p 
I f  i d ( p )  = od(p)= k, p o i n t  p is of degkee k. 
A digraph  i s  atrc- tabded when t h e  a r c s  are ass igned  l a b e l s  (o r  co lo r s ) .  
A N d h  i n  a d igraph  i s  a nonempty a l t e r n a t i n g  sequence of p o i n t s  
and arcs, beginning and ending wi th  p o i n t s ,  such t h a t  each arc goes 
from the point preceding i t ,  to the point following it. The &?ngA% of 
a walk i s  t h e  number of occur rences  of arcs i n  i t .  A c&o&d # d h  has  
t h e  same f i r s t  and l a s t  p o i n t s ,  and a dpa~rtivtg N d h  con ta ins  all t h e  
po in t s .  A p d h  i s  a walk i n  which a l l  p o i n t s  are d i s t i n c t ;  a c y d e  is 
a c losed  walk of l e n g t h  a t  least one, w i th  a l l  p o i n t s  d i s t i n c t ,  except  
the f i r s t  and last. 
from p o i n t  p t o  p o i n t  q,  then  q i s  s a i d  t o  be tteachab& 6h0m p, and t h e  
dinXavrce, d ( p , q ) ,  from p t o  q is  t h e  l e n g t h  of any s h o r t e s t  such path. 
A fine is a n  i n f i n i t e  path.  I f  t h e r e  is a p a t h  
A digraph  i s  cavrvze&ed i f  every two p o i n t s  are mutual ly  reachable .  
Clear ly ,  a d igraph  i s  connected i f  and on ly  i f  i t  has  a spanning c losed  
walk. 
between every  two p d i n t s  is f i n i t e .  
e x i s t s  a one-to-one onto mapping between t h e i r  p o i n t  sets which pre- 
se rves  ( d i r e c t e d )  adjacency. 
morphism of D w i t h  i t s e l f .  
k ,  i f  f o r  a l l  p o i n t s  p i n  P(D),  od(p)  = i d ( p )  = k. I f  D is  connected and 
of countable  degrees ,  t hen  D has  a countable  number of p o i n t s  and arcs. 
Two p o i n t s  p and q of a d igraph  D are A h ? d h k  i f  f o r  some automorphism 
a of D,  a ( p )  = q. A 
digraph  i s  p a i d - h y m m w c  i f  every  p a i r  of p o i n t s  are similar. Every 
point-symmetric d igraph  is quas i r egu la r ,  bu t  no t  conversely.  A counter- 
exanple  i l l u s t r a t i n g  t h e  l a t t e r  s ta tement  is  g iven  la ter  i n  t h i s  s ec t ion .  
A d igraph  i s  k-Gtrtc-cu&ttab&e i f  a n  assignment of k c o l o r s  t o  i t s  arcs 
can be found, s o  t h a t  no two arcs wi th  a common i n i t i a l  o r  terminal 
p o i n t  have t h e  same co lo r .  
A connected d ig raph  i s  &I,&& Canfle~Xed i n  case t h e  d i s t a n c e  
Two d igraphs  are h u m u t t p k i c  i f  t h e r e  
An arctamottpkinrn of a d igraph  D is  a n  iso-  
A d igraph  D is  c a l l e d  qu&&QguRdh of degree  
A 6ixed p a i d  is not  similar t o  any o t h e r  po in t .  
A hubgrtaph of a d igraph  D is  a d igraph  having a l l  i ts  p o i n t s  and 
arcs i n  D. 
p o i n t s  of D. 
which i s  quas i r egu la r  of degree  1. W e  say t h a t  D is  t h e  bum of spanning 
subgraphs i f  i t  is  t h e i r  a r c - d i s j o i n t  union, and such a union i s  c a l l e d  
A ApanLng Aubg&~ph of D i s  a subgraph conta in ing  a l l  the 
A l-dadott of a d igraph  D i s  a spanning subgraph of D 
a dac!htci~&orz of D. 
dadot tab le.  Clear ly ,  a 1- fac tor  of a d igraph  i s  a union of d i s j o i n t  
cyc le s  and l i n e s .  Whenever a quas i r egu la r  d igraph  D i s  t h e  sum of k 1- 
f a c t o r s ,  then  D is  k-arc-colorable,  s i n c e  each 1- fac tor  may be ass igned  
I f  D i s  t h e  sum of 1 - f ac to r s ,  D is c a l l e d  1- 
a d i s t i n c t  c o l o r ,  and conversely.  A more d e t a i l e d  t rea tment  of t h e s e  
concepts  fs found i n  Harary ' s  book [ 4 3 ] .  
i 
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Some a l g e b r a i c  terms are def ined  next .  
DEFINITION 1.2 
Nonempty set Q, t oge the r  w i th  a b ina ry  ope ra t ion  def ined  i n  
Q ( o f t e n  denoted by j u x t a p o s i t i o n ,  i .e.,  al,a2= ala2, f o r  a 1’ a 2 i n  Q ) ,  
c o n s t i t u t e s  a quUig4cup whenever t h e  fol lowing two p o s t u l a t e s  are 
s a t i s f i e d :  
P o s t u l a t e  1 (c losu re ) :  For a l l a  ,a i n  Q, ala2 is  a l s o  a n  element of 1 2  
I .  Q* 
P o s t u l a t e  2 ( c a n c e l l a t i o n ) :  For a l l  a , b  i n  Q,  t he  equat ions  ax = b 
and ya = b have uniquely determined s o l u t i o n s  x and y, 
A quasigroup c o n s t i t u t e s  a g40up whenever t h e  fo l lowing  addi- 
t i o n a l  p o s t u l a t e  i s  s a t i s f i e d :  
P o s t u l a t e  3 ( a s s o c i a t i v i t y ) :  For a l l  a a a i n  Q, 1’ 2’ 3 
a ( a a > =  ( a a ) a  1 2 3  1 2 3’ 
A s  i s  customary, we  s h a l l  write Q t o  denote  a quasigroup w i t h  
set Q and ope ra t ion  ., and t a c i t l y  assume t h e  ope ra t ion  i s  known, 
Binary ope ra t ion  is c a l l e d  t h e  qua&g&aup opUm..?%?~. 
PROPOSITION 1 1 
A group G has  t h e  fo l lowing  two p r o p e r t i e s :  
Proper ty  4 ( i d e n t i t y ) :  
f o r  a l l  a i n  G. 
There is an  element e i n  G such t h a t  ea = ae = a 
Proper ty  5 ( inve r s ion ) :  For  each a i n  G, t h e r e  is  an  element denoted 
-1 -1 -1 a-’ such t h a t  aa = a a = e. Element-a is c a l l e d  t h e  k n u m e  of a, 
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PROOF ( included f o r  completeness) 
I d e n t i t y :  Suppose ea = a. Since ( ae )a  = a ( e a )  = aa, p o s t u l a t e  2 
imp l i e s  ae = a. That p o s t u l a t e  r e q u i r e s  e t o  be unique. 
Next, suppose t h e r e  are b,d i n  G such t h a t  bd = b. By p o s t u l a t e  
2,  ya = b f o r  some y i n  G. Then be  = yae = ya = b. Therefore ,  d = e. 
Invers ion:  Suppose ab  = e. Then a (ba )  = (ab)a  = ea = a. Since  
ae = a,  then  ba = e. 
F i n a l l y ,  assume ab  = ba = e and ca = e. Then 
c = ce = c (ab )  = (ca)b  = eb = b. A 
Two elements  a and b i n  a quasigroup Q cornmde i n  case a b  = ba. 
L e t  A quasigroup i s  A b e k n  whenever every two elements  i n  Q commute. 
b be an  element i n  a quasigroup Q. 
br = bb 
as fol lows:  f o r  a p o s i t i v e  i n t e g e r  r ,  b is descr ibed  as  above; b = e ;  
f i n a l l y ,  b-r = (b 
case every element g of G may be expressed as g = b f o r  s o m e  integer r. 
The group of i n t e g e r s  under a d d i t i o n  (he re  t h e  i n t e g e r  ze ro  is t h e  iden- 
W e  denote  b1 = b; i f  r > 1, then  
r-1 . I f  b i s  an element i n  a group G w e  d e f i n e  t h e  p~bUm of b 
r 0 
-1 r 
) . A group G i s  c a l l e d  c@k with  gehW&O& b i n  
r 
t i t y  element) i s  an  example of a c y c l i c  group; indeed, i n t e g e r  1 can be 
used as a gene ra to r .  
i t s  gene ra to r  b,  t h e  smallest p o s i t i v e  p o s i t i v e  i n t e g e r  r such that 
br = e. 
A c y c l i c  group i s  cha rac t e r i zed  by t h e  ~ r t d q h  of 
I f  br = e impl i e s  r = O ,  w e  say b i s  of bzdirti/te O/tdW. 
Next, D e f i n i t i o n s  1.1 and 1 . 2  are r e l a t e d  by in t roduc ing  t h e  con- 
cept of a quasigroup graph. 
DEFINITION 1.3 
L e t  Q be a quasigroup and H a f i n i t e  subse t  of set Q. The 
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qu~~4ig4oup-g/raph D i s  t h e  d igraph  wi th  po in t  se t  P ( D  ) = Q and arc 
QJ Q,H 
T r i v i a l  consequences of t h e  d e f i n i t i o n  are t h e  fol lowing.  
Digraph D i s  quas i r egu la r  of f i n i t e  degree  equal  t o  the  c a r d i n a l i t y  
Q,H 
of H, c a l l e d  k, and is  k-arc-colorable.  A k-arc-coloring of D is 
Q , H  
simply obtained by a s s ign ing  c o l o r  h t o  arc (hx, x ) ,  XEQ, h&H. 
Dorf l e r  [ 4 4 ]  r e c e n t l y  has  shown t h a t  t h e  converse of t h e s e  state- 
ments is t r u e  a l s o  (however, he has  considered f i n i t e  d ig raphs  only).  
The proof of t h e  converse r e q u i r e s  t h e  r e s u l t s  of t h e  fo l lowing  Propo- 
s i t i o n s  1 . 2  and 1.3, t h a t  a r e  provided f o r  t h e  i n f i n i t e  case. 
PROPOSITION 1 .2  
The fol lowing s t a t emen t s  are equ iva len t  f o r  a d ig raph  D of 
f i n i t e  degrees .  
For every p o i n t  p of D, i d ( p )  = od(p).  
The set  of arcs of D can be p a r t i t i o n e d  i n t o  c y c l e s  and l i n e s .  
D has  a 1- fac tor .  
PROOF 
It is  given i n  Harary ' s  book [ 4 3 ]  f o r  f i n i t e  digraphs.  Ore [ 4 5 ]  
and Nash-Williams [ 4 6 ]  have shown t h e  i n f i n i t e  coun te rpa r t .  A 
DEFINITION 1.4 
For t h e  remainder,  u n l e s s  o therwise  s p e c i f i e d ,  a diyhaph will 
have a f i n i t e  o r  countably i n f i n i t e  p o i n t  set and a l l  i ts  p o i n t s  will 
be of f i n i t e  ou tdegree  and indegree.  For any set S of p o i n t s  of d ig raph  
D ,  t h e  ~Mduced 4ubgUph D i s  t h e  maximal subgraph of D wi th  p o i n t  set S. S 
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PROPOSITION 1.3 
A f i n i t e l y  connected quas i r egu la r  d igraph  D is  I - f ac to rab le .  
PROOF 
It has  been f i r s t  given by Pe te r sen  [ 4 7 ] .  Since  i t  does no t  ap- 
pear  i n  well-known textbooks,  w e  w i l l  i nc lude  i t  here .  Induct ion  is 
used as a method. 
By Propos i t ion  1 .2 ,  D has  a 1 - fac to r .  Suppose D is  quas i r egu la r  
of degree  k. W e  w i l l  show t h a t  D i s  t h e  sum of k 1-fac tors .  This  is 
ev iden t  f o r  k = 1. Suppose t h e  p rope r ty  is t r u e  f o r  every d igraph  D' 
of degree  smaller than k, 
digraph  obta ined  by removing t h e  arcs of F is  quas i r egu la r  of degree 
k-1. By v i r t u e  of t h e  induc t ion  hypothes is ,  t h i s  new digraph  is the  
Since d igraph  D admits  a 1 - f ac to r  F, t h e  
sum of k-1 1- fac tors .  Therefore ,  D is  1- fac torable .  A 
DEFINITION 1.5 
L e t  AL be any f i n i t e  set of symbols, c a l l e d  an  d p h a b d ;  t h e  
symbols are called &.XZeAA of the a lphabet .  Given an a lphabet  AL, the 
set AL-I denotes  t h e  set of symbols a-', where a is a le t te r  i n  AL. A 
p o h x v e  ~oh.mu..b over a lphabet  AL is  def ined  r e c u r s i v e l y  as fol lows:  
every l e t te r  a i n  AL is  a p o s i t i v e  formula over  AL; i f  f and f are . 1 2 
p o s i t i v e  formulas  over  AL, so is  (f  f ). For example, i f  AL = {a,b}, 1 2  
then  (ba) ( a (ab ) )  is a p o s i t i v e  formula over AL. A p o h x ~ e  LcraUf  over 
a lphabet  AL is any f i n i t e  sequence of l e t te rs  from AL. The Wp@ I l o a d ,  
denoted by e, i s  t h e  p o s i t i v e  formula c o n s i s t i n g  of no letters. 
denotes  t h e  set  of a l l  p o s i t i v e  words over AL inc luding  the  empty word. 
A Wrtd over  a lphabet  AL i s  a p o s i t i v e  word over AL U AL 
AL* 
-1 . The number 
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of l e t te rs  i n  a formula (a  pa ren thes i s  is  no t  a l e t t e r )  o r  word w, is 
t h e  &ag$h of w. 
over  a lphabet  AL i s  c a l l e d  a k d d a n  over AL. 
formula r i s  s a i d  t o  be a aeh20tt over AL. 
An e q u a l i t y  r = s, where r and s are p o s i t i v e  formulas  
I f  s = e, p o s i t i v e  
L e t  y be a one-to-one mapping of a set  of symbols H i n t o  t h e  set 
of elements  of a quasigroup Q. Suppose t h a t  every element of Q is  expres- 
s i b l e  i n  t e r m s  of elements i n  subse t  y(H)LQ- Then H is c a l l e d  a set of 
gQn-9 ~ p 1 6 0 . t ~  f o r  Q, and i t s  image i n  Q under the  mapping y, a set 
of g e n m d n g  &men& f o r  Q. Sometimes both  genera t ing  elements and 
gene ra t ing  symbols w i l l  be  r e f e r r e d  t o  as genQtr&a&h f o r  Q. I f  quasi-  
group ope ra t ion  is  mapped t o  formula j u x t a p o s i t i o n ,  then  under mapping 
y, every  element of Q i s  e x p r e s s i b l e  by some p o s i t i v e  formula over alpha- 
b e t  H. I f  every e q u a l i t y  s a t i s f i e d  by a set of gene ra to r s  H for Q is 
d e r i v a b l e  from a set of r e l a t i o n s  R over H, then R i s  c a l l e d  a set of 
d C ~ . h h g  f o r  Q on t h e  set of gene ra to r s  H. W e  c a l l  t h e  pair 
(H,R) a p t t Q n e m ~ n  of quasigroup Q and write Q = (H,R). We say  a 
presentation (H,R) is &&w%&y ge~etuz/ ted if set H is f in i t e .  It Is 
d i d d q  rt&&&ed i f  set R i s  f i n i t e .  I f  both H and R are f i n i t e ,  (H,R) 
is  s a i d  t o  be  6ini/te. I f  quasigroup Q is  a group, every r e l a t i o n  i n  R 
may be represented  by a n  e q u a l i t y  w = e, where w is a word over H, s i n c e  
r = s is  equ iva len t  t o  rs = e. -1 
Given an  a r b i t r a r y  se t  of symbols H and a n  a r b i t r a r y  set of rela- 
t i o n s  R over  H, t h e r e  i s  a unique quasigroup (up t o  isomorphism) w i t h  
p r e s e n t a t i o n  (H,R). A proof of t h i s  s ta tement  i s  found i n  t h e  book by 
Kurosh [ 4 8 ,  p. 1401. Each element of t h e  quasigroup def ined  by a presen- 
t a t i o n  '(H,R) corresponds t o  a class of equiva len t  p o s i t i v e  formulas  (or 
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words, i f  Q is a group) over H,  which are d e r i v a b l e  from one another  by 
v i r t u e  of t h e  r e l a t i o n s  i n  R. 
The fo l lowing  main theorem extends D o r f l e r ' s  r e s u l t .  
THEOREM 1.4 
I f  D i s  a f i n i t e l y  connected quas i r egu la r  d igraph ,  then  D is  iso- 
morphic t o  D f o r  some quasigroup Q and some f i n i t e  subse t  H of Q. QJ 
PROOF 
I f  D is  of degree  k - > 1, then by p ropos i t i on  1 . 3 ,  D is t h e  sum of 
k 1- fac tors .  Color t h e  arcs of 1 - f ac to r  j wi th  c o l o r  p ) j = l , - . k )  where 
pl, . . . , p  This  is  a k-arc-coloring of D. 
Our a i m  is t o  c o n s t r u c t  a quasigroup Q w i th  set  P(D),  such t h a t  D = D 
{pl,. . ,p& W e  do t h i s  by s t i p u l a t i n g  t h a t  p . p  = for with  H = 
j 
are a r b i t r a r y  p o i n t s  i n  P(D). k 
Q,H 
j i 'm7 
i n  H and p ,p  
i n . t h e  above arc-co lor ing  of D. I f  t h e r e  is a walk from a n  a r b i t r a r y  
i n  P(D),  whenever arc (pm,pi) has been ass igned  c o l o r  
'j j m  
'j 
p o i n t  p 
then p = c (c (....(c p.)..). Therefore, since D is finitely connected, 
every element i n  P(D) can  be  represented  by a f i n i t e  p o s i t i v e  formula 
i n  P(D) t o  a p o i n t  p i n  H w i th  c o l o r  sequence cl,...,c i n  H, v j U 
v 1 2  U J  
over  H. 
and d ..., d go from p o i n t  p t o  p o i n t  p then 1' S V t' 
I f  two d i s t i n c t  walks represented  by c o l o r  sequences c~,...~c r 
p,= c (c (..(c p )..) = d (d ( . . ( d  p )..). 1 2  r t  1 2  s t  
L e t  t h e  set  of a l l  t h e s e  e q u a l i t i e s  over  H be c a l l e d  R. Then t h e  d e s i r e d  
quasigroup Q has  p r e s e n t a t i o n  (H,R). 
I f  D has  a f i n i t e  number of p o i n t s ,  we  may ob ta in  from D a q u a s i -  
group ope ra t ion  t a b l e  f o r  Q ,  as i n  t h e  paper by Dor f l e r  [ 4 4 ] .  The above 
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s t i p u l a t i o n  p .pi = p whenever (p  J has  c o l o r  p s p e c i f i e s  t h e  f i r s t  
k rows of t h e  t a b l e  of Q,  wi th  t h e  p ‘ s  as  e n t r i e s .  Each of t h e s e  rows m 
con ta in  every  p 
i n  a column of t h e  r ec t ang le .  
k rows and n columns c o n s i s t i n g  of i n t e g e r s  from 1 t o  n,  w i t h  no i n t e g e r s  
j m m’P, j’ 
i n  P(D) e x a c t l y  once, and each p, occurs  a t  most once m 
A k by n L&n &w.&M~&, w i t h  k - < n; has  
repea ted  i n  a row o r  column. 
mat r ix  c o n s i s t i n g  of i n t e g e r s  l , . . , n ,  i n  such a way t h a t  each i n t e g e r  
appears  e x a c t l y  once i n  each row and i n  each column. 
A L&M hcjucrtr~ of o rde r  n, is a n by n 
By d e f i n i t i o n  of 
arc-co lor ing ,  t h e  p a r t i a l  ope ra t ion  t a b l e  s t i p u l a t e d  above is  a k by n 
L a t i n  r e c t a n g l e ,  where n is t h e  number of po in t s .  The t a s k  of complet- 
i n g  t h e  t a b l e  i s  equ iva len t  t o  t h e  t a s k  of augmenting t h i s  Latin rec- 
t a n g l e  i n t o  a corresponding L a t i n  square  of o rde r  n ( s i n c e  c a n c e l l a t i o n  
must hold i n  Q) .  This  augmentation p rocess  w i l l  s e q u e n t i a l l y  a d j o i n  
rows t o  t h e  L a t i n  r e c t a n g l e ,  s o  t h a t  each new r e c t a n g l e  formed i s  s t i l l  
Latin. The d e t a i l s  of t h i s  w e l l  known process  are found, f o r  example, 
i n  Liu’s  book [49]. A 
It was a s s e r t e d  above t h a t  a quasigroup may be cons t ruc t ed  as 
an a lgeb ra  whose elements  are equiva lence  classes of p o s i t i v e  formulas  
over  a g iven  set of symbols H. This  is  d iscussed  now i n  more d e t a i l .  
Two p o s i t i v e  formulas  are  equ iva len t  i f  i t  is  p o s s i b l e  t o  d e r i v e  one 
from t h e  o t h e r ,  by means of a f i n i t e  number of t r ans fo rma t ions  speci-  
f i e d  by a set of r e l a t i o n s  R, 
c l o s u r e  and c a n c e l l a t i o n .  Theorem 1 . 4  s t a t e d  t h a t  every  f i n i t e l y  
and t h e  p o s t u l a t e s  of a quasigroup, 
connected quas i r egu la r  d igraph  D may be represented  as a quasigroup- 
graph D of some quasigroup Q, such t h a t  Q=P(D), and set H has  a 
number of e lements  equal  t o  t h e  degree  k of D. 
Q , H  
A p r e s e n t a t i o n  (H,R) 
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f o r  Q i s  obta ined  from D by f i r s t  express ing  D as t h e  sum of k 1 - f ac to r s ,  
k-arc-coloring D wifh t h e  symbols i n  H; and f i n a l l y  determining a set  of 
d e f i n i n g  r e l a t i o n s  R over  H as fol lows.  Given two p o i n t s  p,q of D, 
every two d i s t i n c t  walks from p t o  q imply a n  e q u a l i t y  r=s of p o s i t i v e  
formulas ,  r ,s  s p e l l e d  by t h e  two walks, as d iscussed  i n  proof of Theorem 
1.4.  A set of t h e s e  e q u a l i t i e s ,  such t h a t  none i s  d e r i v a b l e  from t h e  
o t h e r s  (and t h e  p o s t u l a t e s  of a quasigroup) ,  c o n s t i t u t e s  a set of de- 
f i n i n g  r e l a t i o n s  R over H. Although each element of Q is  a set of equi- 
v a l e n t  p o s i t i v e  formulas,  w e  w i l l  denote  every  element by a p o s i t i v e  
formula i n  i t s  class. These concepts  are i l l u s t r a t e d  i n  F igure  1.1, i n  
which t h e  quasigroup-graph D a s soc ia t ed  wi th  a quasigroup Q is 
exhib i ted .  Each type of l i n e  used t o  r ep resen t  an  arc i n  D i n d i c a t e s  
Q , H  
Q , H  
i t s  co lo r .  Note t h a t  D i s  quas i r egu la r  bu t  no t  point-symmetric, 
s i n c e  t h e r e  are two classes of mutual ly  s i m i l a r  po in t s .  Quasigroup Q 
Q,H 
i s  s p e c i f i e d  by a p r e s e n t a t i o n  (H,R), ob ta ined  from D as d iscussed  
above. Every 1- fac tor  i n  D i s  a c o l l e c t i o n  of l i n e s .  Each of t h e  
equalities in R corresponds t o  a p a t h  in D as discussed in Theorem 1.4. 
QJ 
Q , H  
Q ,H 
S ince  a group is  an a s s o c i a t i v e  quasigroup, t h e  above d i s c u s s i o n  
of quasigroups a p p l i e s  t o  groups. However, some s i m p l i f i c a t i o n s  do t ake  
p lace .  
whose elements  are equivalence classes of words over a genera t ing  set 
H; thus ,  paren theses  can be e l imina ted .  
A s s o c i a t i v i t y  of a group a l lows  t h e  cons t ruc t ion  of an a lgeb ra  
DEFINITION 1.6 
A kegidah digraph  is  a f i n i t e l y  connected point-symmetric digraph.  
A h&dh  is t h e  undirected equ iva len to f  a walk. 
semiwalk i s  a nonempty a l t e r n a t i n g  sequence of p o i n t s  and arcs, 
More p r e c i s e l y ,  a 
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-a 4 
* -  b - -  
C 
to- -.-. 
LEGEND : Q = (H, R) 
H = {a ,b ,c ) ;  
= {g(h(gh)4 = h(g(hg))  = e,  f (h (evh) )  = g(h( fvh) )  = vh’ 
h ( f (h (g (hvh) ) ) )  = h(g (h ( f (hvh) ) ) )  = Vh) f ( f ( g ( f ( h u ) ) ) )  = u, 
f ( f  (g (g (h (hu) ) ) ) )  = u}, where f ,  g,  h&H are  mutual ly  d i s t i n c t ,  U ,  v E H* 
have an even number of occurrences of each j E H, except  t h a t  t h e  number 
of occurrences of h i n  v is  odd, and e is  t h e  empty word. h 
F igure  1.1. A Quasiregular  Digraph. 
pl,al,-p2,a2, . . ,a  ,p  , where each arc a is e i t h e r  (p i’Pi+l) or r-1 r i 
(pif1,pi). 
An at.Lc-cu&&g 
A aemipdth, hemicydk, and s o  f o r t h ,  are de f ined  as expected. 
of a r e g u l a r  d i g r a p h  D i s  &tegu&, i n  case for every 
two p o i n t s  p and q of D t h e r e  ex is t s  an automorphism a t h a t  p re se rves  1, 
and a ( p )  = q. 
The fo l lowing  theorem is fundamental. A proof of a weaker r e s u l t  
i s  found i n  t h e  book by Magnus, Karras and S o l i t a r  [SO]. 
a r e g u l a r  d igraph  which admits a r e g u l a r  a rc -co lor ing ,  and show t h a t  t h i s  
d igraph  i s  isomorphic t o  some group-graph. 
t h a t  every r egu la r  d igraph  has  some r e g u l a r  arc-color ing.  
f i r s t  assumption is  necessary.  
They assume g iven  
However, they f a i l  t o  recognize  
Thus, only the  
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THEOREM 1.5 
I f  D is  a r e g u l a r  digraph,  then D i s  isomorphic t o  D f o r  some 
G,H 
group G and some f i n i t e  subse t  of H of G. 
PROOF (1) F i r s t  w e  show t h a t  t h e r e  e x i s t s  a r e g u l a r  a rc -co lor ing  A of 
r e g u l a r  d igraph  D. By hypothes is ,  D "looks t h e  same" from every po in t ;  
an automorphism te l l s  u s  how t o  view D from a p o i n t  q, s o  t h a t  D w i l l  
appear  as i t  d i d  when viewed from another  p o i n t  p. Formally, i f  f o r  every 
two p o i n t s  p,q of D t h e r e  e x i s t s  an automorphism a such t h a t  (i): a (p) = 
P4 Pq 
q and ( i i ) :  (u ,v)  c A(D) i f  and only i f  (a (u ) ,  a (v ) )  E A(D), then  t h e r e  
P4 P4 
is an  a rc-co lor ing  A of D f o r  which a r c  (u ,v)  is  ass igned  t h e  same c o l o r  as 
D i s  quas i r egu la r ,  so  by P r o p o s i t i o n  1.3, i t  may be expressed as 
a sum of 1- fac tors .  We claim t h a t  t h e r e  is a sum such t h a t  each 1- 
f a c t o r  i s  point-symmetric, i. e., i s  t h e  p o i n t - d i s j o i n t  union of mutual ly  
isomorphic c y c l e s  o r  l i n e s .  The proof c o n s i s t s  of two s t eps .  
F i r s t ,  we show t h a t  D has  a t  least a 1 - fac to r  t h a t  is  poin t -  
symmetric. Choose a m i n i m a l  subgraph Y of D, t h a t  is quas i r egu la r  of 
degree one, and h a s  a p o i n t  set of c a r d i n a l i t y  t h a t  d i v i d e s  t h e  ca rd i -  
n a l i t y  of P(D). Such a subgraph Y e x i s t s ,  s i n c e  by P ropos i t i on  1.3, D 
is 1- fac torable .  I f  Y is  a spanning subgraph of D, Y is t h e  d e s i r e d  
1- fac tor .  Otherwise, p i ck  a subgraph Y'  mutual ly  isomorphic and d i s j o i n t  
t o  Y,  such t h a t  a p o i n t  q of Y'  and a p o i n t  p of Y are ad jacen t .  Since 
every  two p o i n t s  p,  q of D are s imilar ,  t h e r e  is  a closed walk s t a r t i n g  
a t  p,  i f  and only  i f  t h e r e  is an  isomorphic c losed walk s t a r t i n g  a t  q.  
Thus, Y'= a ( Y ) ,  f o r  automorphism a s p e c i f i e d  as above must exist. 
PQ Pq 
Define 2 = ( a  (T): p,q E S) ,S ,T  L P ( D ) .  Now determine s, T PQ 
Y t L  i s  t h e  set  of subgraphs t h a t  "look t h e  same'' zY,Y' " zY',Y;zY,Yl 
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as Y' when viewed from the  p o i n t s  of Y. Next, take Y'" = union of a l l  
such t h a t  S, T are mutual ly  d i s j o i n t  subgraphs of Y", isomorphic 'S,T' 
t o  Y, and so on. The sequence of subgraphs Y", Y'" , . . . w i l l  converge 
t o  a d e s i r e d  point-symmetric 1 - f ac to r ;  otherwise i f  a po in t  p had not 
been included i n  t h e  sequence, t h i s  would mean t h a t  p w a s  n o t  similar 
t o  some ad jacen t  p o i n t  i n  t h e  sequence, a con t r ad ic t ion .  
Second, we show t h a t  D may be expressed as a sum of k 1- fac to r s  
such t h a t  each is  point-symmetric, where k is the  degree  of D. Th i s  
w a s  j u s t  shown f o r  k = 1. 
g r e e  smaller than k. Determine a point-symmetric l - f a c t o r  F and remove 
i t s  arcs; t h e  r e s u l t i n g  d igraph  D" i s  point-symmetric of degree  k-1. 
This  d igraph  D" i s  e i t h e r  t h e  union of mutual ly  d i s j o i n t  connected sub- 
Assume i t  holds  f o r  every d igraph  D '  of de- 
graphs,  o r  t h e  union of l i n e s .  By v i r t u e  of the  induct ion  hypothes is ,  
D" is t h e  sum of k-1 1- fac to r s  i n  t h e  former case, and a point-symmetric 
1- fac tor  i n  t h e  l a t te r  case.  
Given two a r b i t r a r y  p o i n t s  p , q  of D, we  may c o n s t r u c t  a mapping 
a of P(D) on to  i t s e l f ,  such t h a t  a (p)=q,  and (u,v) i s  an arc of 
PQ PQ 
point-symmetric 1 - f ac to r  2 i f  and only  i f  (a (u), apq(v ) )  is a n  arc 
of Z. The mapping i s  one-to-one and onto,  from t h e  d e f i n i t i o n  of 1- 
P4 
f a c t o r i z a t i o n ,  and t h e r e f o r e  a n  automorphism of D t h a t  p re se rves  an arc- 
co lo r ing  of t h e  digraph.  
Given a point-symmetric 1 - f a c t o r i z a t i o n  of D,  t h e r e  is e x a c t l y  
one such automorphism a f o r  each two p o i n t s  p ,  q of D. Suppose t h e r e  
PQ' 
e x i s t e d  automorphisms a and a' such t h a t  a # ais .  Then 
P 4  PQ' P4 
a 
t h e  sequence of c o l o r s  of i t s  a r c s . '  S ince  both automorphisms p rese rve  
(u) # a i q ( u ) ,  f o r  some p o i n t  u .  L e t v b e  a walk from p t o  u ,  and w 
PQ 
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t h e  given arc-co lor ing ,  t h e  sequence of c o l o r s  of ( 7 ~ )  and a' (IT) a l s o  
equals  w. These l a t t e r  two walks both s tar t  a t  p o i n t  q. Thus, they  
PQ P1 
are i d e n t i c a l ,  s i n c e  spec i fy ing  t h e  c o l o r  sequence of a walk w i t h  a 
given i n i t i a l  p o i n t ,  uniquely determines i t  ( t h i s  proper ty  r e a d i l y  fol-  
lows from t h e  d e f i n i t i o n  of an  a rc-co lor ing ,  by induct ion  on t h e  l e n g t h  
of t h e  walk, and i s  t r u e  f o r  any quas i r egu la r  d igraph) .  Therefore ,  t h e  
endpoints  of t h e  two walks, a (u) and a' (u ) ,  are t h e  same, a 
con t rad ic t ion .  Given a point-symmetric 1 - f a c t o r i z a t i o n  of D,  an arc- 
PQ PQ 
color-preserving automorphism is  uniquely determined. 
(2) The cons t ruc t ion  of a p r e s e n t a t i o n  f o r  group G such t h a t  D 
i s  isomorphic t o  D may be c a r r i e d  ou t ,  of course,  as ind ica t ed  i n  
Theorem 1 .4 .  However, i t  is  convenient t o  in t roduce  some s i m p l i f i c a t i o n s .  
G,H 
The group i s  cons t ruc ted  as an a lgeb ra  whose elements are equivalence 
c l a s s e s  of words over  a set  H of k p o i n t s  of D ,  ad jacent  t o  a common 
poin t  p, where k i s  t h e  degree of D. A p r e s e n t a t i o n  (H,R) f o r  G is 
determined from D by f i r s t  express ing  t h e  d igraph  as  t h e  sum of k 1- 
f a c t o r s ,  then k-arc-coloring D wi th  t h e  symbols i n  H ,  and f i n a l l y  deter- 
mining a se t  of d e f i n i n g  r e l a t i o n s  R of words over  H, a s  fol lows.  Every 
c losed  walk wi th  p as  a s t a r t i n g  po in t  t h a t  s p e l l s  a c o l o r  sequence w, 
impl ies  an e q u a l i t y  w = e, and t h u s  s p e c i f i e s  a r e l a t o r  w over  H. Since 
D is  a r e g u l a r  digraph,  each poznt i n  D is as soc ia t ed  wi th  t h e  same s e t  
of r e l a t o r s .  W e  may r ep resen t  p o i n t  p by the  empty word e, which cor- 
responds t o  t h e  i d e n t i t y  element of group G. 
A semiwalk i n  D is  as soc ia t ed  wi th  a word over H, as follows. 
'1bE2 r-1 E 
A semiwalk pl ,a l ,p2- . . ,a  r-1 'r i s  represented  by word b 1 2 *-*br . - l  9 
r > 2,  whenever bi&H is  t h e  c o l o r  of arc a, , i=l, . . , r-1,  and E = 1 if 
1 i - 
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a 
pondence fo l lows  from t h e  inve r s ion  p rope r ty  of a group. Hence, an 
= (Pi,Pi+l), Ei = -1 if ai = (pi+l,pi). The v a l i d i t y  of t h i s  cor res -  i 
element i n  t h e  a s soc ia t ed  group G i s  represented  by word w, i f  and only  
i f  t h e r e  i s  a semipathof  D from po in t  q t o  po in t  e t h a t  s p e l l s  word w, 
as s p e c i f i e d  above. Thus, t h e  r e l a t o r s  of G are p r e c i s e l y  those  words 
t h a t  s p e l l  c losed  semipaths in D. 
W e  need t o  show t h a t  t h e  group-graph of G w i th  p r e s e n t a t i o n  (H,R) 
so  cons t ruc ted ,  i s  isomorphic t o  D. L e t  a be a mapping from P(D) onto 
P(DG,H) = G such t h a t  a ( p )  = w, whenever t h e r e  is a semipath from point 
p t o  p o i n t  e t h a t  s p e l l s  word w i n  G,  and a ( e )  = e. That t h e  mapping 
is one-to-one and onto,  fo l lows  from our d i scuss ion  on p r e s e n t a t i o n  of 
quasigroups and t h e  d e f i n i t i o n  of a rc-co lor ing  of a digraph.  By d e f i n i -  
t i o n ,  (v,w) i s  a n  a r c  of D whenever v = hw, h E H. A l s o ,  (p,q) i s  
an  arc of D whenever t h e r e  is a semipath from q t o  e t h a t  s p e l l s  word 
G , H  
x, and t h e r e  i s  a semipath from p t o  e t h a t  s p e l l s  hx, h E H. Thus, 
(p ,q)  i s  an  arc of D i f  and only i f  ( a (p ) ,  a ( q ) )  is  an  arc of D and 




P a r t  (2)  of t h e  proof of Theorem 1.5 i s  equ iva len t  t o  t h e  one. 
given by Magnus, Karras and S o l i t a r  [ 7 ] .  
The converse of Theorem 1 . 5  i s  c l e a r l y  a l s o  v a l i d  i f  H is a set 
G,H of gene ra to r s  f o r  G ,  s i n c e  we  may choose t h e  automorphism a 
of D 
PQ 
-1 such t h a t  a (u) = up q, f o r  all p,q,u E G. Mapping a p rese rves  
s i n c e  u=hv i s  equiva len t  t o  adjacency and t h e  a rc-co lor ing  of D 
a (u) = up q = hvp q = ha (v ) ,  f o r  h E H (by a s s o c i a t i v i t y ) .  Thus, 





A group-graph D i s  shown i n  F igure  1.2.  Note the  conciseness  
G,H 
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of p r e s e n t a t i o n  (H,R) of G. Every 1- fac tor  i n  D is a c o l l e c t i o n  of 
t r i a n g u l a r  cyc les .  
G,H 
H = I a , b )  
G = (H,R) 
R = {a3= b3 = (ab) 3 = e) 
Figure  1.2.  A Regular Digraph. 
The concept of a so-cal led r e g u l a r  processor  network (RPN) w i l l  
be  provided as a model f o r  an in te rconnec ted  c o l l e c t i o n  of i d e n t i c a l  
p rocess ing  elements c a l l e d  c e l l s ,  represented  by f i n i t e  s ta te  machines, 
each of which has  t h e  same f i n i t e  number k of inpu t  t e rmina l s  and one 
output  te rmina l .  It is  assumed t h a t  t h e  inpu t  l i n e s  of each c e l l  are 
d i s t i n c t l y  l abe led ,  and t h a t  i t s  output  t e rmina l  is  connected t o  o t h e r  
k d i s t i n c t  ce l l s .  For s i m p l i c i t y ,  a RPN i s  s p e c i f i e d  t o  o p e r a t e  i n  a 
synchronous manner. The s ta te  of each c e l l  a t  time t+l, i s  given by 
a l o c a l  t r a n s i t i o n  func t ion  of t h e  states p resen t  on t h e  inpu t  l i n e s  
of t h e  c e l l  at. t i m e  t. The l o c a l  func t ion  appl ied  a t  a given t i m e  
i n s t a n t  may not  be t h e  s a m e  f o r  a l l  t h e  cells .  
For convenience, t h e  under ly ing  l abe led  connect ion d igraph  of a 
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RPN i s  cha rac t e r i zed  as a quasigroup-graph of some quasigroup. Th i s  
formula t ion  n o t  on ly  provides  a g e n e r a l l y  conc i se  way of d e s c r i b i n g  the 
s t r u c t u r e  of a d igraph  ( e s p e c i a l l y  i f  i t  is h igh ly  r e g u l a r  as d e s i r e d ) ,  
bu t  a l s o  pe rmi t s  a d e s c r i p t i o n  of i t s  p r o p e r t i e s  i n  a l g e b r a i c  t e r m s ,  
By Theorem 1.4,  t h e  under ly ing  l abe led  d igraph  of a RPN so 
def ined  i s  connected, and t h e  indegree and outdegree of a l l  i ts  p o i n t s  
is t h e  same, and equal  t o  a f i n i t e  i n t e g e r  k. Given an under ly ing  
quasigroup-graph D wi th  quasigroup Q and f i n i t e  subse t  N I  of Q,  t h e  
c o n s t r a i n t  of connec t iv i ty  is  incorpora ted  by r e q u i r i n g  N I  t o  be a set 
Q , N I  
of gene ra to r s  f o r  Q. 
DEFINITION 1.7 
A 4 e g ~ h A  poceAQ04 ~ & 0 4 h  (RPN) is  a 4- tuple  (A, Q, N I ,  I) 
where 
A is  a f i n i t e ,  nonempty set  of states c a l l e d  t h e  Q Z d e  d p h a b d ;  
Q is a quasigroup, whose under ly ing  set  is c a l l e d  t h e  c&.&.&z~ 
apace, composed of cW; 
N I  i s  a f i n i t e ,  nonempty, indexed set of ce l l s  ( h  1’ h 2’”’$1 
whose k elements are gene ra to r s  f o r  quasigroup Q; t h e  set N I  is  r e f e r r e d  
t o  as t h e  f idghbotrkood index of t h e  RPN; and 
I i s  a nonempty set of mappings from Ak t o  A c a l l e d  t h e  adminhi- 
bLe Local  6unc;t.iom. 
The in te rconnec t ion  s t r u c t u r e  of a RPN is s p e c i f i e d  by t h e  
Consequently, t h e  indexed set of ce l l s  ad jacen t  
Q , N I ’  
quasigroup-graph D 
t o  a given c e l l  i ( c a l l e d  t h e  ~ d g h b o h A  of i )  are given by 
N ( i ,  N I )  = {hl i ,h  i,*..,%i} = NI*i, 2 
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N(i,NI) is  c a l l e d  t h e  n&$zbokhaod 06 c m  i. A (space s t a t e )  C O I Z ~ ~ ~ U -  
c: Q * A is  a n  a r b i t r a r y  assignment of states i n  A, t o  a l l  t h e  
ce l l s  i n  t h e  c e l l u l a r  space. The set of a l l  conf igu ra t ions  is  c a l l e d  
CON. The processor  l oca t ed  a t  a given ce l l  ( a l s o  c a l l e d  a cel l )  is a 
f i n i t e  state machine, and a l l  p rocess ing  elements are i d e n t i c a l .  I f  
t h e  RPN is  i n  conf igu ra t ion  c,  then  c ( i )  is  the  c u r r e n t  s ta te  of ce l l  i. 
The RPN ope ra t e s  i n  a synchronous manner, so c is i n t e r p r e t e d  as a 
s p e c i f i c a t i o n  of t h e  s ta te  of t h e  RPN a t  some t i m e  t. 
Xthe neghbatthood of c e l l  i, we mean t h e  indexed set  c (N( i ,NI) ) ,  
By t h e  &?.& 06 
The ope ra t ion  of a RPN is s p e c i f i e d  by t h e  a p p l i c a t i o n  of a l o c a l  
func t ion  i n  set I t o  each c e l l  of Q, producing t h e  next  s ta te  of t h e  
ce l l  i n  terms of t h e  s ta te  of i t s  neighborhood. Thus, the  s ta te  of any 
c e l l  i a t  time t+l is determined by t h e  s ta te  of i t s  neighbors  a t  t ime t ,  
and t h e  p a r t i c u l a r  l o c a l  func t ion  i n  set I appl ied .  
The invoca t ion  of t h e  Arne l o c a l  func t ion  o E: I t o  a l l  c e l l s  of 
Q s p e c i f i e s  a p a h d % d  ;DLa~.h6akrnaZLon 'I:~, t h a t  maps t h e  c u r r e n t  configu- 
rat ion in to  the next .  For each local function 0 :  
unique p a r a l l e l  t ransformat ion  'I: : CON -+ CON, and conversely.  So for 
conf igu ra t ions  c 1,c2, ' I : ~ ( C ~ )  = c2, 0 E I, i f  and only i f  f o r  every ce l l  
Ak -+ A, there is a 
0 
i of Q, c 2 ( i )  
d e f i n i t i o n s .  
c and c t h e  
i s  c a l l e d  the  
1' 1 
= aclN(i,NI),  where af3 denotes  a(f3), by t h e  above 
Configurat ion c 2 
pkedecU/sah c a n ~ i g u h d o n  of c2. 
set  of adminaibLee pahaeed ;Dtan&otuna;tian~. Since  t h e  same 
is  c a l l e d  t h e  A u c c ~ A ~ u ~  c ~ n & j u h L a n  of 
The set  P I  = {rola&I) 
l o c a l  func t ion  i s  app l i ed  t o  a l l  cel ls ,  t h i s  mode of ope ra t ion  is called 
t h e  ~ i ~ ~ ~ e - i ~ ; D r u ~ ~ ~ ~ - ~ ~ ~ ~ - m ~ p ~ e - ~ ~ - ~ ~ e ~  (SIMD) and t h e  RPN 
s a i d  t o  be uni60.r~n. The terminology is  understood by th ink ing  of t h e  
' 
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set  I of admiss ib l e  l o c a l  func t ions  as a co l . lec t ion  of hardware i n s t r u c -  
t i o n s  b u i l t  i n t o  each c e l l  of t he  RPN; i n  t h e  SIMD mode, t h e  same "in- 
s t r u c t i o n "  i s  executed a t  a given t i m e  on every c e l l  i n  t h e  network 
(see Flynn [51]). 
If d i f f e r e n t  l o c a l  func t ions  i n  se t  I are appl ied  t o  d i f f e r e n t  
cel ls ,  t h e  mode of process ing  is  c a l l e d  md%p&-iMnX4ucZbn-hX%m- 
muWple-da&.z-~,t4eam (MIMO) . 
When a r e g u l a r  processor  network (A, Q, N I ,  I) is such t h a t  quasi-  
group Q i s  a group, i t  will be c a l l e d  a QR;trefigl?y 4 e g ~ k V ~  p40cQnh~tt n e t -  
MOtth (REPN). 
t u p l e s  of i n t e g e r s  Z, t oge the r  w i th  v e c t o r  a d d i t i o n ,  t he  uniform RPN 
(A, Q, N I ,  I) corresponds t o  a " t e s s e l l a t i o n  automaton" and w i l l  be 
r e f e r r e d  t o  as a d-dimensional ; t U h e & k C h  p 4 0 c Q n h ~ 4  n&uttk (TPN).  
I f  Q i s  t h e  Abelian group c o n s t i t u t e d  by the  set  of d- 
d 
Since a neighborhood index N I  d e f i n e s  the  neighbors  of each c e l l  
of Q, N I  may be  considered a template  t h a t  is moved around i n  t h e  c e l l u -  
l a r  space.  The fo l lowing  neighborhood index of a one-dimensional TPN 
deserves a s p e c i a l  name. A neighborhood index N I  i s  said to be Ac0pe-k 
i f  N I  = { j+ l , . . * , j+k ] ,  f o r  some i n t e g e r s  j , k .  
ce l l s  i n  t h i s  N I  are ad jacent .  The scope i n d i c a t e s  t h e  number of ce l l s  
included i n  t h e  neighborhood. 
Note t h a t  consecut ive  
Three neighborhood i n d i c e s  of a d-dimensional TPN have been r e f -  
erenced f r e q u e n t l y  i n  the  l i t e r a t u r e .  They are known as t h e  MOO&&, V U ~  
~ U M U Z M  and a h x f c t t t d  neighborhood indices .  For any E > 1, a M u u / ~ &  
Meh~hbatthaad &dex JE is  given by t h e  set  of d- tuples  €6) such t h a t  
1161 I 5 E, 
of d- tuple  6. 
where 1161 I i s  t h e  maximum magnitude among the  coord ina te s  
For any E - > 1, a V O M  N Q u Y ) ? ~ M ~  ~eh~h_bUt rhOod h ~ d e x  HE is 
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s p e c i f i e d  by t h e  set of d- tuples  (6) such t h a t  161 < E, where 161 is t h e  
sum of t h e  magnitudes of t h e  coord ina te s  of d- tuple  6. 
b.?kndahd ne,@hbo&haad h.cfex i s  obtained from HE by d e l e t i n g  a l l  d- tuples  
6 i n  H 
i l l u s t r a t e  t h e  d e f i n i t i o n s ,  t he  f i r s t  two of t h e s e  in t e rconnec t ion  
s t r u c t u r e s  of TPN’s are reformulated i n  terms of t h e i r  group-graphs. 
- 
F i n a l l y ,  a 




hfcgEK) and N I  = (e) U {hl1h2’...h 
where G = (NI,R), K = {al, .. . , ad) ,  R = (gh = hg, 
b v v  V 
G,NI’ 
Ib < d ,  0 - < vn, n = l , . . . , b ,  and b -  
mutual ly  d i s t i n c t  h * . * , h  E K U K-’}, has  a Moore topology J if 
0 < v < E, n = 1,. . . ,b ,  b < d; and a von Neumann topology H if 
1’ b E 
E - n -  - 
0 - v1 +...+ vn 
s tood t h a t  E =1. 
E. When no mention of subindex E i s  made, i t  is under- 
Some a p p l i c a t i o n s  r e q u i r e  t h e  i n c l u s i o n  i n  s ta te  a lphabe t  A of 
two s p e c i a l  states:  t h e  cj~&cevLt &ttdte, denoted by 0, and t h e  bauncb~y  
b. - tde ,  denoted by b. A c e l l  i n  s ta te  0 r e p r e s e n t s  a processor  t h a t  is 
t emporar i ly  i d l e .  The s ta te  b i s  a t o o l  f o r  r e s t r i c t i n g  the  c e l l u l a r  
space. Whenever state 0 E A, every local  function CT in I is such that: 
O(O,O,. . . ,0) = 0. Thus, a c e l l  remains i n  t h e  quiecent  state as long 
as i t s  neighbors  are quiescent .  A c e l l  i n  s ta te  b remains permanently 
i n  t h a t  s ta te ,  and s i n c e  s ta te  b is  i n  t h e  range of no l o c a l  func t ion ,  
i t  can only be assigned t o  a c e l l  i n i t i a l l y .  
i s  t o  spec i fy  a network wi th  a f i n i t e  number of processors ,  whenever t h e  
in t e rconnec t ion  d igraph  of a RPN i s  i n f i n i t e .  Cells i n  t h e  boundary 
An obvious use  of state b 
s ta te  would then  r ep resen t  nonexis ten t  process ing  elements. The set of 
cel ls  no t  i n  s t a t e b  c o n s t i t u t e s  t h e  & d n a  of a RPN. A c o n f i g u r a t i o n  
c is c a l l e d  6.ini-te i f  c ( i )  # 0 f o r  a f i n i t e  number of ce l l s  i, where 0 
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is  t h e  quiescent  state. A l o c a l  func t ion  such t h a t  a(O,O,..,O)=O is 
s a i d  t o  be &kt(l. ~ n 6 i g w t & 0 ~  p&eAmvhg, since i f  c is f i n i t e ,  then 
T (e)  is  a l s o  f i n i t e .  
CT 
W e  say t h a t  two conf igu ra t ions  c and c are & ~ & V Z  i f  t h e r e  1 2 
e x i s t s  a n  arc-color-preserving automorphism a of t h e  under ly ing  d ig raph  
of a RF", such t h a t  f o r  a l l  ce l l s  i of Q,c ( a ( i ) )  = c2(i) .  The 1 D Q , N I  
equivalence classes of c o n f i g u r a t i o n s  determined by the  r e l a t i o n  of 
s i m i l a r i t y  are c a l l e d  p~f.te4rzh. Informally,  any two s ta te  conf igu ra t ions  
t h a t  "look t h e  same" when viewed from some p a i r  ( i ,  a (1)) of cel ls  i n  t h e  
RPN,  c o n s t i t u t e  t h e  same p a t t e r n .  The concept of a p a t t e r n  has  a clear 
i n t e r e s t  i f  RPN's are used f o r  recognizing f e a t u r e s  i n  f i g u r e s .  
I f  t h e  set  of admiss ib le  l o c a l  func t ions  I of a RPN con ta ins  only  
one element,  t h e  R P N  is c a l l e d  rnanogenic. 
t h e  RPN is s a i d  t o  be pUk!yg(l.lZh. 
If i t  con ta ins  a t  least two, 
I f  I = {Ole: A +A), t h e  E P N  i s  termed k 
umu;tttiC;ted . 
A ( c e l l u l a r )  reg ion  2 i s  a subse t  of c e l l u l a r  space Q. A pat- 
cOlz&@W&On cz is a mapping c * 
Z.  Z -+ A, f o r  reg ion  Z C Q. 
Q -+ A i s  an e>ctw,hian of p a r t i a l  c o n f i g u r a t i o n  
-
Configurat ion c: 
cz: 
c a l l e d  a R e A t 4 . k f i o n  of c. 
Z -+ A, i f  c,(p) = c ( p )  f o r  a l l  p E 2; p a r t i a l  con f igu ra t ion  c 
PCON denotes  t h e  set  of a l l  p a r t i a l  
is Z 
conf igura t ions .  A p a r t i a l  con f igu ra t ion  c is {h i&,  i n  case reg ion  z 
Z is  f i n i t e .  Note t h a t  CON C PCON. - 
The QUCC&~QO& Region SC(Z)  of reg ion  Z C P(D) i n  d igraph  D is - 
t h e  set  S C ( 2 )  = 
p4edeCedQOR R e g b n  PR(Z) of 2 - C P(D) is t h e  set PR(Z) = (u c P(D)I 
f o r  some arc (u,v)  of D ,  v E 2). 
{v E P(D)lfor all-  arcs (u,v) of D, u E Z). The 
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A local function 0 :  -+ A, specifies a parallel transformation 
T : PCON -+ PCON in a unifcrm RPN, as follows. Given c : Z1 -+ A, 
z1 CT 1, 
d : Z2 + A and 0 :  AK -+ A, then T (c ) = d , o E I, whenever 
z2 CT z1 z2 
Z2 = SC(Z ); and there exist extensions c and d: Q -+ A of c 
respectively, such that T (c) = d, i.e., d(i) = ocN(i,NI) for all i E Q. 
and dZ , 
z1 2 1 
CT 
A configuration d E CON is Gahden 06 Eden (GOE) btk-th hUpect It0 
p u &  .7%€mdORlWl%Ufi T: CON + CON, in case no configuration cECON 
exists such 'that T(C) = d. A configuration is Gatrd~n  06 Eden (GOE) if 
it is GOE with respect to all admissible parallel transformations, 
A partial configuration d E PCON is  GOE with respect to parallel 
z2 
transformation T: PCON -+ PCON, whenever no configuration c E PCON 
exists such that T ( C  ) = d . A partial configuration is GOE, if it 
is GOE with respect to all parallel transformations in set 
z1 
z1 z2 
Let FCON and FPCON be the set of finite configurations and finite 
' partial configurations, respectively. The &aMnaan d i g m p h  DM of a 
uniform RPN M,  c o n s i s t s  of po in t  set P ( D  ) = FCON and arc set M 
A(DM) = {(c,d)ld = ~ ( c ) ,  ?I E P I ,  c, d E FCON).  The genehd m i -  
kian digttaph EM of a uniform RPN M, consists of point set P(D ) = FPCON 




p W v e  can6igu~a~X0n is any c E 
some q E Q and c ( p )  = 0, for all q 
A finite configuration c is 
FCON such that c(q) = a E A, f o r  
# P E Q *  
GOE whenever point c of D is a M 
. t h a m d e h ,  i.e., has indegree id(c) = 0. Similarly, finite partial 
- 
configuration c is GOE whenever point c Z Z of DM is of indegree 
i d ( c Z )  = 0. 
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A uniform u n r e s t r i c t e d  RPN M i s  cOl??p&&! i n  case every f i n i t e  
conf igu ra t ion  of M i s  reachable  i n  D 
M is  %tUM/cl~~~-curznec/ted i f  i t s  t r a n s i t i o n  d igraph  DM i s  f i n i t e l y  
from some p r i m i t i v e  conf igura t ion .  M 
connected. M i s  gen~d- ; thaMn,&o~-CUf lWdUf  i f  f o r  a l l  cz , cz2 in 
digraph 5 with  Z = SC (Z  >, f o r  Some 0 > 1, c is  reachable  from c . 




M' 2 1 
i n g  i t s  as soc ia t ed  d igraphs  D and 5 M M. For example, d e f i n e  a p4Upeh&j 
(r - 
as a subse t  II of FPCON, and cons ider  t h e  subgraph DII of DM induced by 
s u b s e t n  (Le . ,  t h e  m a x i m a l  subgraph wi th  po in t  set  I). A h i n h  of a 
d igraph  is  a po in t  which i s  reachab le  from every o t h e r  po in t .  The set 
of a l l  s i n k s  S(D) of a d igraph  D induces a maximal connected subgraph 
of D,  c a l l e d  a component of D,  s i n c e  t h e  a d d i t i o n  of any p o i n t s  o r  
arcs of D t o  S(D) r e s u l t s  i n  a subgraph which i s  not  connected. 
no p a r t i a l  c o n f i g u r a t i o n  o u t s i d e  set 
Thus, 
S(Dn) can be reached from one i n  
s (Dn) 
L e t  a p rope r ty  rf on 5 be  such t h a t  S(Dn) i s  f i n i t e  and nonempty. M 
Suppose w e  d e s i r e  t o  recognize i f  a given pa r t i a l  conf igu ra t ion  c h a s  
p rope r ty  II, by determining whether o r  n o t  c can be  transformed i n t o  a 
canonica l  form, through a n  a p p r o p r i a t e  sequence of p a r a l l e l  t r ans fo r -  
mations.  A p a r a l l e l  t ransformat ion  'I: i s  s a i d  t o  p4eAU~ve p 4 0 p e f ~ @  r f ,  
i n  case T(C)  = d impl ies  c E TI i f  and only  i f  d E IT. 
r a t i o n  c w i l l  have p rope r ty  II, whenever c may be reduced t o  a canon ica l  
form i n  set  S(D ), by some sequence of t ransformat ions  t h a t  p re se rve  n. 
For in s t ance ,  cons ider  t h e  class of p a r t i a l  con f igu ra t ions  t h a t  repre-  
s e n t  a number "8." 
' Pa r t i a l  configu- 
rf 
Assume t h e  property-preserving t ransformat ion  T 
should perform a l ine - th inn ing  process ,  and suppose t h e  canon ica l  forms 
s i n  S(Dn) are "two cont iguous circles." I f  f o r  every c E r f ,  s E S(Dn>, 
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T s a t i s f i e s  d( . r (c ) , s )  < d ( c , s ) ,  r ecogn i t ion  is  always achieved in a 
f i n i t e  number of s t eps .  
I f  a sequence of p a r t i a l  con f igu ra t ions  C s p e l l s  a walk i n  the 
gene ra l  t r a n s i t i o n  d igraph  6 
~ ~ Q u & . M c ~  1, and c t o  be ~~&ncY~ab& by M. 
by M, i f  each sequence i n  t h e  set is generable  by M. 
a l s o  c a l l e d  p e r f e c t  ou tput  c o n t r o l l a b i l i t y  o r  r e p r o d u c i b i l i t y  i n  the 
f i e l d  of c o n t r o l  systems theory.  
of a uneform RPN M, M i s  s a i d  t o  g e n w e  M 
A set  of sequences i s  gene rab le  
G e n e r a b i l i t y  is 
1.4. Objec t ives  and Approaches 
This  d i s s e r t a t i o n  a t t empt s  t o  provide a t h e o r e t i c a l  framework 
by means of which s t r u c t u r a l  g u i d e l i n e s  f o r  l a r g e  r e g u l a r l y  in t e rcon-  
nected processor  networks are obtained.  
is  t o  i n v e s t i g a t e  t h e  in f luence  of t h e  topology of a p a r a l l e l  
p rocess ing  system on i t s  computational c h a r a c t e r i s t i c s .  A dev ice  
The main o b j e c t i v e  
c a l l e d  a RPN has  been introduced f o r  t h i s  purpose. 
Regu la r i ty  of t h e  topology of a system is  d i c t a t e d  both  by 
cons ide ra t ions  of p r a c t i c a l  s i g n i f i c a n c e  and mathematical  t r a c t a b i l i t y ,  
I n  view of t h i s ,  our s tudy  focuses  on networks composed of a set of 
i d e n t i c a l  p rocess ing  elements connected toge the r  i n  a uniform manner. 
Those topo log ie s  i n v e s t i g a t e d  are descr ibed  by f i n i t e l y  connec- 
This  no t ion  is t h e  most g e n e r a l  one t ed  quas i r egu la r  d i r e c t e d  graphs.  
compatible wi th  t h e  assumed uni formi ty  of connect ions.  A f i n i t e l y  
connected quas i r egu la r  d i r e c t e d  graph is  shown t o  be isomorphic t o  
t h e  quasigroup graph of some quasigroup. 
se t  of t h e  quasigroup c o n s t i t u t e s  a uniform neighborhood index for 
As a consequence, a gene ra to r  
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desc r ib ing  t h e  in t e rconnec t ion  s t r u c t u r e  of a RPN, a d e s i r a b l e  proper ty .  
I n  Chapter I1 a number of dynamic ques t ions  concerning RPN's 
w i l l  be  inves t iga t ed .  F i r s t ,  a necessary  and s u f f i c i e n t  cond i t ion  for 
t h e  e x i s t e n c e  of a Garden-of-Eden p a r t i a l  con f igu ra t ion  i n  a R P N  will 
be der ived .  Then, a method f o r  t h e  c h a r a c t e r i z a t i o n  of p r o p e r t i e s  of 
a RPN a t  t h e  f u n c t i o n a l  l e v e l  of i t s  t r a n s i t i o n  digraph w i l l  be  in t ro -  
duced. 
t e s t i n g  s o l v a b i l i t y  of Boolean equat ions .  
of R P N ' s  under v a r i o u s  classes of c o n s t r a i n t s  w i l l  be  shown t o  be answer- 
a b l e  wi th  t h e  procedure.  
The method i s  based on a p r o p o s i t i o n a l  language, and invo lves  
System t h e o r e t i c  ques t ions  
As an i l l u s t r a t i o n  of t h i s  method, a proof of t h e  e x i s t e n c e  of 
a Garden-of-Eden f i n i t e  conf igu ra t ion  i n  a l i n e a r  RPN s h a l l  be 
provided f irst .  
ques t ions  w i l l  then  be introduced.  
The gene ra l  procedure f o r  ana lyz ing  system t h e o r e t i c  
The c h a r a c t e r i z a t i o n  of system 
t h e o r e t i c  ques t ions ,  f o r  example, t rans i t ion-connectedness  and 
ex i s t ence  of Garden-of-Eden conf igu ra t ions ,  are of i n t e r e s t  i n  t h a t  
l o w e r  bounds on topologic system complexity can be generated from 
t h i s  c h a r a c t e r i z a t i o n .  
The concept of p e r i o d i c i t y  of a conf igu ra t ion  w i l l  be shown t o  
g ive  an i n d i c a t i o n  of t h e  gene ra t ing  p o t e n t i a l  of the Configurat ion.  A 
lower bound on t h e  t i m e  needed t o  produce an  a r b i t r a r y  conf igu ra t ion  from 
a s p e c i f i e d  one w i l l  be  proved, providing a measure f o r  t h i s  p o t e n t i a l .  
A method f o r  determining lower bounds on t h e  complexity of the 
neighborhood s t r u c t u r e  and t h e  number of hardware i n s t r u c t i o n s  necessary 
i n  a R P N  t h a t  executes  a given a lgor i thm w i l l  be presented  a t  t h e  end 
of Chapter 11. D i f f e r e n t  c r i t e r i a  of o p t i m a l i t y  w i l l  be  d iscussed  i n  
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r e l a t i o n  t o  t h i s  problem. 
I n  Chapter 111, a d e f i n i t i o n  of t h e  topology of RPN's i n  terms 
of t h e i r  neighborhood maps w i l l  be  provided. This  d e f i n i t i o n  w i l l  then  
be compared wi th  a fo rma l i za t ion  i n  t e r m s  of quasigroup-graphs. . 
Trade-offs  i n  RPN's between hardware complexity and computat ional  
power, i n  r e l a t i o n  t o  a r e p r e s e n t a t i v e  class of computa t ions ,wi l l  be  
d iscussed  next .  Th i s  c l a s s  is  t h e  set of problems executed w i t h i n  poly- 
nomial-time by nondeterminis t ic  Turing machines. It inc ludes  some 
problems f o r  which it  has  been conjec tured  t h a t  no p r a c t i c a l  a lgor i thms 
exist .  These t r ade -o f f s  are i n v e s t i g a t e d  i n  r e l a t i o n  t o  t h r e e  classes 
of RPN topology. 
I n  many p a r a l l e l  p rocess ing  systems, t h e  p o s s i b i l i t y  f o r  decen- 
t r a l i z e d  i n t e r p r o c e s s o r  communication is  important.  I n  o rde r  t o  achieve  
t h i s  c a p a b i l i t y ,  information r o u t i n g  mechanisms must be devised. In 
Chapter I V ,  r o u t i n g  schemes t h a t  do not  r e q u i r e  knowledge of processor  
si tes s h a l l  be  analyzed. 
F i r s t ,  t h e  class of R P N * ~  which admit schemes achiev ing  mono- 
t o n i c  convergence of  a response message t o  t h e  message sender  s h a l l  b e  
charac te r ized .  
r o u t i n g  Convergence w i l l  be  introduced.  
by digraphs  t h a t  support  t hese  p r o p e r t i e s  as w e l l  as some examples w i l l  
be provided. 
given, 
topologies .  
Next, t h e  concepts  o f  pseudomonotonic and s t r o n g  message 
Severa l  cond i t ions  s a t i s f i e d  
F i n a l l y ,  some measures of r o u t i n g  performance w i l l  b e  
These measures are u s e f u l  i n  a comparative s tudy  o f  network 
In  Chapter V, we summarize our r e s u l t s  and present  a number of 
sugges t ions  f o r  f u t u r e  research .  
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CHAPTER I1 
ANALYSIS OF DYNAMIC PROPERTIES 
Our i n t e n t  i n  t h i s  chapter  is t o  c h a r a c t e r i z e  t h e  state 
t r a n s i t i o n  d igraphs  of RPN's. Any s a t i s f a c t o r y  system must sat- 
i s f y  b a s i c  dynamic p r o p e r t i e s ,  f o r  example, t rans i t ion-connectedness .  
Thus, t h e  a n a l y s i s  of a RPN a t  t h e  f u n c t i o n a l  l e v e l  of i t s  t r a n s i t i o n  
digraph w i l l  produce lower bounds on t h e  complexity of a n  implementation. 
F i r s t ,  a s t r u c t u r a l  cond i t ion  f o r  t h e  e x i s t e n c e  of a p a r t i a l  con- 
f i g u r a t i o n  t h a t  i s  not  an image of any p a r a l l e l  t ransformat ion  i n  a 
given uniform RPN w i l l  be  determined. Then, a methodology f o r  the 
c h a r a c t e r i z a t i o n  of dynamic p r o p e r t i e s  i n  WN's w i l l  be introduced.  
methodology is  based on a p r o p o s i t i o n a l  language and involves  t e s t i n g  
t h e  s o l v a b i l i t y  of a Boolean equat ion ,  
a RPN may be i n v e s t i g a t e d  wi th  t h i s  methodology. 
The 
System t h e o r e t i c  p r o p e r t i e s  of 
The concept of a p e r i o d i c  congigura t ion  i s  in t roduced ,  It sha l l  be 
demonstrated t h a t  t h e  degree of p e r i o d i c i t y  i n  a conf igu ra t ion  relates 
t o  t h e  a b i l i t y  of t h e  RPN t o  gene ra t e  o t h e r  p a t t e r n s  
it. 
t i o n  from a given one s h a l l  be der ived ,  making t h i s  concept p r e c i s e .  
when s t a r t e d  from 
A lower bound on t h e  t i m e  needed t o  genera te  an a r b i t r a r y  configura-  
A method f o r  determining lower bounds on t h e  complexity of a uni- 
form RPN t h a t  executes  a given a lgor i thm w i l l  be  presented .  
c r i te r ia  of o p t i m a l i t y  s h a l l  be d iscussed .  
Different 
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2 .1 ,  Exis tence of a Transmi t te r  
A s u f f i c i e n t  and necessary  cond i t ion  f o r  t h e  e x i s t e n c e  of a f i n i t e  
p a r t i a l  con f igu ra t ion  t h a t  is  Garden of Eden i n  a uniform monogenic RJ?N M 
( L e . ,  a t r a n s m i t t e r  i n  t h e  gene ra l  t r a n s i t i o n  d igraph  6 of M) i s  given M 
i n  t h i s  s ec t ion .  A s p e c i a l  case of t h i s  condi t ion  w a s  e s t a b l i s h e d  by 
Moore [25]  and Myhill  [26] .  Thei r  r e s u l t  a p p l i e s t o  a two-dimensional TPN 
wi th  a Moore topology J ( see  Def in i t i on  1.7). Fundamental t o  t h e  de r i -  
v a t i o n  of t h e  cond i t ion  are t h e  new concepts  of " t i l i n g , "  "properness" 
and "admiss ib i l i t y .  I' The fol lowing d e f i n i t i o n s  ( toge the r  wi th  D e f i n i t i o n  
1 
C 
1.7)  are i n  order .  
DEFINITION 2 . 1 
A mofiavz ~ U M & O M  f :  P(D) -+ P(D) on a d igraph  D i s  an automorphism 
is a motion f u n c t i o n  
Q , N I  
of D. A 4hid.t ~ L I M C ~ ~ O M  g on a quasigroup-graph D 
which i s  arc-co lor  preserv ing ,  i .e, ,  f o r  a l l  v E Q,  a E NI, g 
Q , N I  
on D 
is b i j e c t i v e  and g(av)  = ag(v) .  
c o n s t i t u t e s  a group under t h e  ope ra t ion  of composition, is c a l l e d  a 
A set of motion f u n c t i o n s  on D which 
m ~ f i ~ n  C J ~ U U ~  on D. Two p a r t i a l  c o n f i g u r a t i o n s  c and dZ are c a l l e d  
h m a t r .  04 caph3 ( m a d ~ h  a mafian gttaup F )  whenever f o r  some f E F, 
z1 2 
Z2  = f(Z1) and d ( f ( v ) )  = c (v ) ,  v E 2 Since  F is a group, s i m i l a r i t y  1' z2 z1 
is  an  equiva lence  r e l a t i o n .  An equiva lence  class of s i m i l a r  p a r t i a l  con- 
f i g u r a t i o n s  i s  termed a paA.A%d p&mn (modulo F) .  A p a r t i a l  p a t t e r n  
con ta in ing  c is [c,]. 
motion group on D. ( Z , F )  is c a l l e d  a 0 6  D i f  every  p o i n t  of D 
L e t  D be a d igraph ,  Z a subset of P(D) and F a z 
may be expressed uniquely as f(z), f E F, z E Z -  If f # f '  E F, t h e n  
f (Z)  n f ' ( Z )  = @ (empty s e t ) ;  t hus ,  ( Z ,  F) p a r t i t i o n s  P(D). 
The 6ucceAba4 t tegbn SC(Z) of subse t  2 Z P ( D )  i n  d igraph  D is  
4 3  
t h e  set SC(Z) = {v E P(D) IV(u,v) E A(D), u E Z) .  
PR(Z) of Z 7 C P(D) i s  ‘ the  set PR(Z) = {u E P(D) 1 3 ( u , v )  E A(D), v E Z ) .  
The ptedecUhotr t r e g i o ~  
The fo l lowing  lemmas are necessa ry  f o r  proving our  main theorem. 
LEMMA 2.1 
For an a r b i t r a r y  digraph D and reg ion  Z - C P(D), (1) SC(PR(Z)) - 3 2; 
(2) PR(SC(Z)) - C Z. 
PROOF. 
v E Z imp l i e s  v E SC(PR(Z)).  
PR(SC(Z)) = {u E P(D) lz (u ,v)  E A(D), V(z,v) E A(D), z E Z).  
SC(PR(Z)) = (v  E P(D) 1V(u,v) E A(D), 3 ( u , z )  E A ( D ) ,  z E Z) .  Thus, 
Hence, 
u E PR(SC(Z)) imp l i e s  u c Z. A 
LEMMA 2.2 
For a quasigroup-graph D and regi‘on Z 5 Q, 
QJI 
(1) SC(Z) = {V E Q ~ N I - V  - c z); ( 2 )  PR(Z) = {NI+ E z).  
t h e  ne ighbors  of a given p o i n t  v are given QW’ PROOF. By d e f i n i t i o n  of D 
by N ( v , N I )  = NI-v. 
Thus, SC(Z) = {v E QIN(v,NI) - C Z )  = {v E Q1NI.v - C Z) .  
PR(Z) = {U E Q ~ U  E N ( Z ,  NI), z E z.) = (NI-Z~Z E z). 
We s h a l l  denote  N I - Z  = {NI-z~z E z), 
DEFINITION 2 . 2 
A t i l i n g  (Z,F) wi th  reg ion  Z and motion group F is s a i d  t o  be 
6&OMg-@ ptr0pQ-R wi th  r e spec t  t o  p a r a l l e l  t ransformat ion  T: PCON -+ PCON, 
A 
are cop ies  (modulo F ) ,  f E F, then -c(cZ) and 
f (z )  
whenever i f  c and d 
T(d f (z ) )  are cop ies  (modulo F ) ,  ~ ~ , d ~ ( ~ )  E PCON. 
Z 
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A t i l i n g  (Z,F) with reg ion  Z and motion group F is  pkopek wi th  
r e spec t  t o  p a r a l l e l  t ransformat ion  T: PCON -+ PCON, i n  case -c(az) = T(bz) 
z is  a copy of a 
a copy of b (modulo F).  A s t r o n g l y  proper  t i l i n g  i s  proper.  
f (Z) 
whenever T (c f ( z ) )  = ~ ( d ~ ( ~ ) ) ,  f o r  a l l  f E F, where c 
and d 
f (0 Z 
D i s t i n c t  p a r t i a l  con f igu ra t ions  c and dZ E PCON are c a l l e d  ( a f t e r  
Z 
Moore [25] )  mLctu&y manabLee (ME) with  r e spec t  t o  p a r a l l e l  t r ans fo rma t ion  
T i f  
(1) c,(i) = d Z ( i ) ,  i E BRD(Z), where S C ( Q  - ( Z  - BRD(Z))) = Q - SC(Z) ,  
(2) T ( C ~ )  = T(dz). Note t h a t  t h i s  is  a r e l a t i o n  of equivalence,  
A digraph  D is s a i d  t o  be ccdU~e.d  i n  case SC(Z)  - C Z, f o r  a l l  Z - C P(D). 
A proper  t i l i n g  i s  cha rac t e r i zed  by t h e  fol lowing p ropos i t i on .  
PROPOSITION 2 . 1 
is  proper  wi th  r e s p e c t  t o  
Q , N I  
A t i l i n g  (Z,F) of quasigroup-graph D 
Yr (d p a r a l l e l  t ransformat ion  T ~ ,  i n  case O ( X ~ ( ~ )  , . . ,xy(k)) = C J ( ~ ~ ( ~ )  . . , 
t h e  l o c a l  func t ion  a s s o c i a t e d  wi th  T and y: K + K = {l,. . ,k} i s  t h e  
0’ 
permutat ion s p e c i f i e d  by 
0’ 
PROOF. I f  (Z,F) is  proper  wi th  r e s p e c t  t o  T by d e f i n i t i o n  of T a’ 
f ( j )  E SC(f(Z)).  Since every  f E F is  a n  automorphism of D f ( N I * i ) =  
(hv( l ) , .* ,h  , ) * f ( i ) ,  i E SC(Z) ,  f o r  some permutat ion Y:K+ K = {l,. ..,k} 
Q , N I ,  
Y(k) 
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d ( N I * f ( j ) ) , f ( j )  E: Sc ( f (Z) ) ,  A 
The fo l lowing  Lemmas 2 . 3 ,  2 . 4  and 2 . 5  are e s s e n t i a l  t o  t h e  proof 
of t h e  main theorem. 
LEMMA 2 . 3  
Q,NY Q, For a centered  quasigroup-graph D 
Z - X ,C BRD(Z), where Q - Z = S C ( Q  - X). 
PROOF. 
SC(Q - X) 5 SC(Q - (Z - BRD(Z))). 
and Z - X C BRD(Z). 
S ince  Q - Z ,C Q - SC(Z), SC(Q - X) C Q - SC(z); hence,  
This  impl ies  Q - X 5 Q - ( Z  - BRD(Z)) 
A - 
DEFINITION 2,3 
L e t  (2,F) be a t i l i n g  of cen tered  quasigroup-graph D Q,NI w i th  in- 
f i n i t e  po in t  set Q. (Z,F) is Udmrinhib& i f  t h e r e  exists an ascending 
sequence F C . . C Fn c . .C F s a t i s f y i n g  
1 
and I S 1  is t h e  c a r d i n a l i t y  of set 5. P a r t i a l  c o n f i g u r a t i o n  C is a 
z1 
A u b c 0 n h i g ~ 4 ~ a n  of c ,if Z 1 c  Z and c ( i )  = c (i), i E Z1. 




Q , N I ’  with L e t  (2,F) be a t i l i n g  of cen tered  quasigroup graph D 
r e s p e c t  t o  p a r a l l e l  t ransformat ion  T. I f  c ~ ( ~ ) M E ~  vf E: Fn LE, then 
f (2)’ 
T(C ) = T(d ) where Q,= { f (Z)  If E FT). 
Q, QT 
whenever (1) c f (z )  ( i )  = d f ( Z ) ( i ) ,  
c f ( z )  ME d f ( z )  PROOF. By d e f i n i t i o n ,  
46 
i E BRD(f(Z)), and (2) T ( c f ( z ) )  = T ( d f ( z ) ) ,  f E: PI,. 
T(cf  (Z) 
If j E BRD(f(Z)), f E Fr, then by Hypothesis 1, c f t Z ) ( j )  = d f ( Z ) ( j ) *  
Case 1: Consider T ( C  )(i), i E SC(f(Z)).  By Hypothesis 2 ,  . a  
) ( i )  = T ( d f ( z ) ) ( i ) ,  f E F,; t hus ,  T(C ) ( i )  = T(d > ( i ) ,  i&SC(f(Z)). 
Q, Q* 
Case 2: Suppose i E SC(a) - SC(f(Z)),  f o r  some f E F, and l e t  j E N P i .  
Q,NI is Otherwise, i f  j f ( Z ) ,  then j E f ' ( Z ) ,  f '  # f E: Since  D 
centered ,  
by Lemma 2 . 3 .  
NT. . i _C f ' ( Z )  - X C BRD(f'(Z)), where Q - f ' ( Z )  = S C ( Q  - X), - 
Thus, j E BRD(f'(Z)); consequently,  aga in  by Hypothesis 1, 
( j ) .  Hence, c (N1.i) = d ( N I * i ) ,  and T ( c  ) ( i )  = 
Q7T Q7T Q7T f '  (z) 
c f t ( z ) ( j )  = d 
' ( d ~ , > ( i > ,  i E sc(Q,> - SC(f(Z)) ,  f 
Cases 1 and 2 imply T(C ) ( i )  = T(d ) ( i ) ,  i E SC(Q,>; t h e r e f o r e ,  a Q, 
-r(ca) = a 
L e t  (2,F) be an  admiss ib le  t i l i n g  of centered  quasigroup-graph 
Q , N I  with D 
(aZ - 
PROOF. Since (Z,F ) 
(Z,F) is admiss ib le ,  
7T 
= l Z I ,  * = IFTI, Q, = ( f ( Z ) l f  F,), F I C  ...C F T c  
p a r t i t i o n s  po in t  set Q,, I Q , ~  = I Z ~ V  = ZR. Since 
l i m l  SC(Q,) I / Z T  = l i m l  INT(QT) I / Z T  = 1 (by D e f i n i t i o n  
7T- 7l-m 
2 . 3 ) .  Thus, l im(az  - l)7T/alSC(Q7r)I = l h ( a  Z - l)7T/a IINT(Q,) I = 
r- m 
l im[ (az  - l ) / az ] '  = 0. Hence, 7~ > 7~ 
7r- 1' 2 
a I IWT (Q,) 1 . 
7~ imp l i e s  (aZ - l)7T < a I SC(QT) I 
A 
9 
. . .c F. 
Note t h a t  Lemmas 2.1, 2 . 3 ,  2.4 and 2.5 are v a l i d  f o r  a d igraph  such 
t h a t  t h e  indegrees  and outdegrees  of i t s  p o i n t s  are bounded, s i n c e  such a 
d igraph  i s  obta ined  from a quasigroup-graph by removal of some arcs. 
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However, w e  are i n t e r e s t e d  he re  i n  systems wi th  uniform connect ion 
p a t t e r n s  only. 
DEFINITION 2.4 
t i l i n g s  (Z F ), (Z F ) , . . such  t h a t  f i n i t e  sets Z1,Z2, ... s a t i s f y  1’ 1 2’ 2 
THEOREM 2 . 6  
L e t  M = (A,Q,NI,I) be a uniform monogenic RPN wi th  centered  i n f i -  
Suppose t h e r e  e x i s t s  an ascending sequence of admis- 
Q , N I *  
n i t e  d igraph  D 
s i b l e  t i l i n g s  of D 
formation T. The ex i s t ence  of two f i n i t e  p a r t i a l  con f igu ra t ions  t h a t  
which are proper  wi th  r e s p e c t  t o  p a r a l l e l  t rans-  
Q , N I  
are mutual ly  e r a s a b l e  wi th  r e s p e c t  t o  T ,  is  a necessary  as w e l l  as suf- 
f i c i e n t  cond i t ion  f o r  t h e  e x i s t e n c e  of a f i n i t e  p a r t i a l  con f igu ra t ion  
t h a t  is a t r a n s m i t t e r  i n  t h e  gene ra l  t r a n s i t i o n  d igraph  of M. 
that PROOF. Suff ic iency:  Consider an admiss ib l e  t i l i n g  (Z,F) of D 
i s  proper  wi th  r e s p e c t  t o  p a r a l l e l  t r ans fo rma t ion  T:  PCON -+ PCON. Sup- 
Q , N I ’  
pose c and d E FPCON are mutua l ly  e r a s a b l e  wi th  r e s p e c t  t o  r ,  and let Z Z 
= {f (Z) ,  f E F?,. C F), 7~ > 1. 
Define t h e  set PCON 
Q, 
= {xlx: Q, -f A], and cons ider  t h e  fo l lowing  
Q, 
equiva lence  r e l a t i o n  RE on PCON . P a r t i a l  conf igu ra t ions  c € E d  
ever subconf igura t ions  c 
d 
o t h e r  words, c and d are i n  t h e  r e l a t i o n  RE, i n  case each p a r t i a l  
subconf i g u r a t i o n  c 
Qr Q7rwhen- - 
- 
Q7T 
f (Z )  ME f (Z)  Or f (Z)  
df ( Z ) s a t i s f y  c 
f (z )  ’ 
f E FT, where c ( i )  = c ( i ) ,  d f ( z ) ( i )  = d (i), i E f ( Z ) .  In 
f ( Z ) ’  f (Z) Q, Q7T 
Q, Q7T 
is  e i t h e r  mutual ly  e r a s a b l e  o r  i d e n t i c a l  t o  t h e  
f (a 
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Since t i l i n g  (2,F) is 
Since  c 
f (0 
corresponding p a r t i a l  subconf i g u r a t i o n  d 
proper  with r e s p e c t  t o  T ,  i f  cz ME dZ,  t hen  c 
ME dZ, t h e r e  are a t  most a -1 equiva lence  classes of mutual ly  e r a s a b l e  
conf igu ra t ions  d: Z + A, where a = I A I ,  z = 121. 
equivalence classes of RE is  a t  most (aZ - 1) 
z f (Z)  ME f ( Z ) *  
IFJ 
Z 
Thus, t h e  number of 
, s i n c e  ( F  I is the  
7-r 
number of r e g i o n s - f ( 2 )  i n  Q f E FTr* I f  c RE d a IT' 
T ( d  ), by Lemma 2.4. Hence, IT(PCON I < ( a ' ,  - 1) . The number 
of c o n f i g u r a t i o n s  i n  PCON 
Q, 
- 
is a ''('T) I , by d e f i n i t i o n  of T. 
a 
SC (QT) 
Thus, i f  
( a  z -1) IF T 1 < a I.SC(QTr)I 
t h e r e  exists y: SC(QT)  -+ A such t h a t  y @! T(PCON 
IT(PCON ) I < IPCON I Without loss of g e n e r a l i t y ,  l e t  IF,I = T. 
), s i n c e  then  
Q, 
Q7T SC (Q,) 
By Lemma 2.5, t h e  i n e q u a l i t y  is  z 7 T  s a t i s f i e d  when IT > IT where (a -1) 1 - I' - 
a I s c ( Q ~ l )  I , z = l Z l .  
fol lows.  
S ince  t h e  
Necessi ty:  Assume t h e r e  
s i z e  of Z C Q is  unbounded, t h e  r e s u l t  - 
are no mutually e r a s a b l e  p a r t i a l  configu- 
r a t i o n s .  Then every two d i s t i n c t  p a r t i a l  con f igu ra t ions  c d such t h a t  
c y ( i )  = d y ( i ) ,  i E Y-X = BRD(Y), where SC(Q-X) = Q - SC(Y), have d i s t i n c t  
Y' Y 
successors .  Thus, f o r  any c d E PCON, -r(cY) = T(d ) imp l i e s  i f  cy # 5, Y '  Y Y 
o t h e r  words, t h e  number of p a r t i a l  con f igu ra t ions  a Y -+ A which have a 
Y *  
common image b under p a r a l l e l  t ransformat ion  '1: is  no l a r g e r  than 
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For t h e  sake  of  con t r ad ic t ion ,  suppose t h e  e x i s t e n c e  of a f i n i t e  
p a r t i a l  con f igu ra t ion  dZ: Z + A, where (Z,F) i s  a t i l i n g ,  t h a t  i s  a 
t r a n s m i t t e r  i n  gene ra l  t r a n s i t i o n  digraph 5 
M* 
Z Every p a r t i a l  con f igu ra t ion  y Z C Y ,  conta in ing  t r a n s m i t t e r  d 
as a subconf igura t ion ,  is a l s o  a t r a n s m i t t e r .  To prove t h i s ,  suppose 
t h e r e  e x i s t s  x PCON such r ( x  ) = Then t h e r e  e x i s t  ex t ens ions  
Y' - 
X x yY* 
Thus, c2 c17c2:Q -t A of % and y r e s p e c t i v e l y ,  such t h a t  r ( c  ) = Y' 1 
dZ7  s i n c e  c i s . a n  of c1 such t h a t  r ( c  ) = 2 t h e r e  i s  a r e s t r i c t i o n  c C C 
ex tens ion  of d which c o n t r a d i c t s  t h e  l a s t  assumption, Since d is a 
Z '  Z 
Z 
t r a n s m i t t e r ,  I T ( P C O N ~ ) I  = a - I. T i l i n g  (Z,F) is proper  wi th  r e s p e c t  
z 
t o  T; t hus ,  IT(PCON 
PCON 
Hence, a 
a 11NT'Q,2)I, by Lemma 2.5 t h i s  i n e q u a l i t y  i s  con t r ad ic t ed .  
) I = a -1, f o r  a l l  f & F s i n c e  each set 
7T' 
Thus ,  IT(PCON~ ) 1 - < (aZ - 1) IF* I 
f (Z)  
con ta ins  a t r a n s m i t t e r .  . 
f (z )  
< (aZ - 1) IF 7F I . However, f o r  ~ T > T ~ ,  where (aZ-l)'2 = - 
Thus, t h e  
inex i s t ence  of mutual ly  e r a s a b l e  p a r t i a l  conf igura t ions ,  imp l i e s  t h e  
inex i s t ence  of t r a n s m i t t e r s .  
EXAMPLE 2 . 1  -~ &. - 
A 
The " t r i angu la r "  digraph D w i th  group p r e s e n t a t i o n  (NI,R), Q,NI 
a 1, R = {gh = hg, g # h E N I ,  a a a =' e) ,  admits  an  ascending 
N I  = (al,a2, 1 2 3  
sequence of "rhombic" t i l i n g s  (Z,F) wi th  Z = a "a '2 - r7 < (I1, 
F ( i )  = {a, a2 i l 6  f 27l + 1, f o r  i n t e g e r s  11 1 ,  i €0. T i l i n g s  (Z,F) are 
proper ,  s i n c e  F i s  a set of s h i f t  func t ions .  T i l i n g s  (Z,F) are admiss ib le ,  
s i n c e  rhombi (471) = {aln6a n6Z 16 = 2rl + 1, - r - -  < n 2 
( 2 7  + 1)' 8, I S C ( a )  I = II"I'(9r) I = ( ( 2 T  + 1) 6 - 2) ; t hus ,  
1. 
< n , n  > 1, - p2 - 1 2 '  - 
n6 n6 
s a t i s f y  l Q r l  = 
2 
I W Q T )  l / lQTl)= 
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L e t  p a r a l l e l  t ransformat ion  T where A = ( 0 , l )  and 0 :  A3 -+ A be 
0’ 
l ,a2,a3) = 1 except i f  a = a - a3 = 0. Pa r t i a l .  s p e c i f i e d  by a ( a  1 2  
conf igu ra t ion  b s p e c i f i e d  by b ( i )  = 1 a t  e # i E Z ,  bZ(e)  = 0 is then Z Z 
a t r a n s m i t t e r .  P a r t i a l  con f igu ra t ions  c d such t h a t  c z ( i )  = 0 a t  z’ z 
e i & Z ,  cz (e)  = 1; d Z ( i )  = 1 a t  a l l  i E Z ,  q - > 2 ,  are mutual ly  e r a s a b l e  
= d  
BRD(Z) BRD(Z)* wi th  r e spec t  t o  T ,  s i n c e  r ( c  ) = r ( d Z )  and c Z 
.2.2. A Dynamic Charac t e r i za t ion  of RPN’s 
2.2.1. P r e l i m i n a r i e s  
I n  t h i s  s e c t i o n ,  a method f o r  t h e  examination of dynamic ques t ions  
concerning RPN’s is  introduced.  The procedure is  baskd on a p r o p o s i t i o n a l  
language. Th i s  language expresses  t h e  t r a n s i t i o n a l  c o n s t r a i n t s  of a par- 
t i c u l a r  RPN. The method involves  t e s t i n g  t h e  s o l v a b i l i t y  of Boolean 
equa t ions  der ived  from t h e  p r o p o s i t i o n a l  language. 
For s i m p l i c i t y ,  f i r s t  w e  i l l u s t r a t e  t h e  concept of t h e  method 
through a s imple example. Consider whether a one-dimensional, scope-2, 
unrestricted, u n i f o r m  TPN w i t h  A = {O,l], NI = {(-l,O)}, has a f i n i t e  
conf igu ra t ion  c 
‘I: E P I  = ( T ~ ~ O E I }  exist  which s a t i s f y  ~ ( c , )  = c2 ( t h e  terminology was 
given i n  D e f i n i t i o n  1 . 7 ) .  
E FCON such t h a t  no c1 E FCON and p a r a l l e l  t r ans fo rma t ion  2 
Such f i n i t e  conf igu ra t ion  d i s  c a l l e d  Garden- 




c 1 = o x x x  () 2...xm8 
c2 = 0Y1Y*. .Ym0, 
- - 
where 5 denotes  a cont iguous c o l l e c t i o n  of cells  in t h e  one-dimensional 
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E {O,l}, i = O , .  ,m. The goa l  i s  t o  tes t  whether iYyi c e l l u l a r  space and x 
t h e r e  e x i s t s  a conf igu ra t ion  c such t h a t  no c can be found f o r  which 2' 1 
c2 i s  a successor ,  W e  are i n t e r e s t e d  inde te rmin ing  t h e  smallest p o s i t i v e  
i n t e g e r  m c h a r a c t e r i z i n g  t h e  s i z e  of such a conf igu ra t ion  c Note t h a t  2' 
c can be  given t h e  ind ica t ed  form without  loss of g e n e r a l i t y :  if 1 - - 
c; = o x  . . .xo* oxm. 'xm+k 0, j , k  - >I, has c2 as a successor  under the  a p p l i -  
'J 
c a t i o n  of p a r a l l e l  t ransformat ion  T ,  then  also c has  c as a successor  1 2 
under t h e  a p p l i c a t i o n  of L 
yl=ym = 1 i n  conf igu ra t ion  c 2' 
may be  expressed as o(a,b) = abz 
cal  OR, '-' r e p r e s e n t s  complementation, and z 
Without l o s s  of g e n e r a l i t y ,  we may set  
Every b ina ry  func t ion  0 :  {0,1}* -+ {0,1} 
+ agz 1 2 
- + abzg, where '+' denotes  log i -  
a , b  E {O,J.), u=1,2,3. 
U' 
Hence, conf igu ra t ion  c2= y i s  a successor  of conf igu ra t ion  c - x under 1- 
T whenever t h e  fo l lowing  system of e q u a l i t i e s  is  s a t i s f i e d :  
0 





x x z  f x x z  + x x z  0 1 1  0 1 2  0 1 3  
x x z  + x x z  + x x z  1 2 1  1 2 2  1 2 3  
. 
O =  
O =  
The last  e q u a l i t y  
x z  m 2  
z z z  1 2 3  
(5) 
(*) r u l e s  out  t h e  i d e n t i t y  t ransformat ion ,  Note t h a t  
t h e  set of p r o p o s i t i o n a l  v a r i a b l e s  PV used h e r e  is 
where t h e  c e l l u l a r  space Q is t h e  set of i n t e g e r s .  Also no te  t h a t  t h e  
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v a l u a t i o n s  of t h e  implied language are: x =1 whenever c ( i ) = x ( i ) = l ;  i 1 
2 y . = l  whenever c ( j ) = y ( j ) = l ;  z =1 whenever l o c a l  t ransformat ion  z :  A + A  J 2 U 
s a t i s f i e s  z(Tu>=1, where i , j & Q ,  u=1,2,3 and Tu is  t h e  b ina ry  2- tuple  
r ep resen t ing  p o s i t i v e  i n t e g e r  u. 
The above system of e q u a l i t i e s  may be expressed as a s i n g l e  equiva- 
l e n t  e q u a l i t y  of t h e  form g(x ,y ,z )  = 1, where x=(xo, . ,xm) , y=(yl' . . ,y,> , 
z=(zl,  z 2 ,  z 3 )  ; t h e  express ion  g (x, y, z )  i s  c a l l e d  tteptt&XvLtdve of t h e  
~ ~ & 5 ~ a ~ d . c a ~ A h . l h d .  T o  do t h i s ,  recall  t h a t  a system rl=sl, r 2 =s 2 ' * *  
i s  equ iva len t  t o  a s i n g l e  e q u a l i t y  ( Z  G +r s )(; G +r s 1.. . , rv=sv, . I 1  11  2 2  2 2  
(F E +X s )..= 1, for Baolean expres s ions  r s over a lphabet  PV. v v  v v  . .  v,  v 
Consider t h e  Boolean equat ion  g (x ,y , z )  = 1 such t h a t  y is a set 
of independent v a r i a b l e s  and x , z  a set of unknowns. I n  o t h e r  words, our  
goa l  i s  t o  expres s  t h e  x ' s  and z ' s  i n  terms of t h e  y ' s .  This  equat ion ,  
c a l l e d  t h e  r e p r e s e n t a t i v e  equat ion ,  is  by cons t ruc t ion  unsolvable  f o r  some 
i n t e r p r e t a t i o n  of y i f  and only i f  Conf igura t ion  c2=y is t h e  successor  
of no conf igu ra t ion  c = x (o the r  than  i t s e l f ) .  For s i z e  m< 3 the  set 1 
of such values of y i s  empty; f o r  s i z e  m=4 such i n t e r p r e t a t i o n s  of y 
are 511016 and glOll8. The method f o r  d e r i v i n g  t h e  set of v a l u e s  of the 
independent v a r i a b l e s  t h a t  make a Boolean equat ion  unsolvable  i s  explained 
i n  t h e  next  s ec t ion .  
By e x p l o i t i n g  i t s  symmetry, r e p r e s e n t a t i v e  express ion  g may be 
der ived  by a recu r s ion  on i t s  s i z e  m. The above system of e q u a l i t i e s  
has been numbered according t o  t h e  fo l lowing  indexing r u l e :  
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where j is  t h e  index i n  t h e  l e f t  s i d e  of each e q u a l i t y .  L e t  w -1, k=O,. .  k- 
..,m+l denote  e q u a l i t y  number k; w,=l r ep resen t  l a s t  e q u a l i t y  (*); and 
vu = woe . O W k .  . owu. Then, i f  m-0, r e p r e s e n t a t i v e  express ion  g is g iven  
by g = vmO w Since  v mo+l = p o  r e p r e s e n t a t i v e  express ion  m o + l '  U l O + l W * *  
g f o r  m=mo+l  is  obta ined  from r e p r e s e n t a t i v e  express ion  g f o r  m=mo; thus ,  
g may be der ived  by performing a r ecu r s ion  on i t s  l e n g t h  m. 
2.2.2. On Solving Boolean Equat ions 
Given a Boolean equat ion  of t h e  form f ( x , y )  = 0 o r  g(x,y)  = 1, 
where x=(x ,x ) i s  t h e  set of unknowns and y=(y . . ,ys) t h e  set of 1'. ' r 1' 
independent v a r i a b l e s ,  we need t o  determine t h e  set  of va lues  of y f o r  
which t h e  equat ion  i s  unsolvable .  Two opera to r s  used f o r  t h i s  are de- 
f i n e d  next .  
DEFINITION 2.5 
L e t  a func t ion  h(x ,y)  be  represented  by an  a r b i t r a r y  set of impli- 
c a n t s  m 
n 
of h. Denote mu(x,y) = a (x)b ( y ) ,  where aU(x)  ( r e s p e c t i v e l y  bU(y))  is 
a l o g i c a l  product  ("AND") of v a r i a b l e s  x ( r e s p e c t i v e l y  y)  o r  t h e i r  com- 
plements; and nv(x,y) = cv(x) + dv(y) ,  where c,(x) ( r e s p e c t i v e l y  dv(x)) 
i s  a l o g i c a l  sum ("OR") of v a r i a b l e s  x ( r e s p e c t i v e l y  y) o r  t h e i r  
( d i s j u n c t i v e  normal form) o r  by an a r b i t r a r y  set  of imp l i ca t e s  
U 




Operators  TT and 3 are de f ined  by 
54 
f o r  a r b i t r a r y  func t ion  h s o  s p e c i f i e d .  
LEMMA 2.7 (Thayse [52])  
- 
L e t  f ( x , y )  = 0 o r  g(x ,y)  = 1, where f = g,  be a Boolean equat ion.  
The v a l u e s  of  t h e  v a r i a b l e s  y f o r  which t h e  equat ion  is  unsolvable  are 
given by 
EXAMPLE 2.2 
We i l l u s t r a t e  t h e  deduct ion of t h e  r e s u l t  p resented  i n  t h e  las t  
sec t ion .  The terminology is  t h e  same. 
The r e p r e s e n t a t i v e  express ion  g i s  f i r s t  der ived  f o r  m=3. 
4 v = w w w w  = x x x x z z  + x x x x z z z  + x x x x z z z  + 0 1 2 3  0 1 2 3 1 2  0 1 2 3 1 2 3  0 1 2 3 1 2 3  - -  
x x x x z z z  0 1 2 3 1 2 3 ;  
S ince  
3 g = v w w  4 *’ 
- -  - 
g(x ,y ,z )  = (X x x x z z z + x x x 2 z z z + x x x x z z z ) ( y  + 5,); 0 1 2 3 1 2 3  0 1 2 3 1 2 3  0 1 2 3 1 2 3  2 
- 
So g x , z ) g ( x , y , z )  = y2 + y2 = 1; hence, t h e  r e p r e s e n t a t i v e  equat ion ,  i f  
m=3, i s  s o l v a b l e  f o r  every va lue  of t h e  v a r i a b l e s  y. 
S e t t i n g  m=4, we  o b t a i n  a x , z ) g ( x , y , z )  = 7273 + y2y3. T h i s  proves 
t h a t  p a t t e r n s  5 l l O l B  and O l O l l O  have no predecessor  f i n i t e  c o n f i g u r a t i o n  
i n  t h e  given RPN. 
2.2.3. The General Method 
The approach suggested by t h e  example i n  S e c t i o n  2 .2 .1  is  now 
formalized. Although i t  w i l l  be d iscussed  i n  r e l a t i o n  wi th  t h e  dynamic 
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ques t ions  t o  be given i n  Def. 2.2 on ly ,  it may c h a r a c t e r i z e  any prop- 
ert ies which admit a . d e s c r i p t i o n  i n  terms of a p r o p o s i t i o n a l  language. 
D E F I N I T I O N  2 . 6 
A p r o p o s i t i o n a l  language f o r  analyzing dynamic ques t ions  of 
uniform RPN's i s  in t roduced  as fol lows.  The syntax  of t h e  language i s  
determined by t h e  set of p r o p o s i t i o n a l  v a r i a b l e s  PV, def ined  by: 
where a = r1og2q ;  a=IAlis t h e  c a r d i n a l i t y  of s ta te  a lphabet  A; k = I N I I ;  
Iv-1 i s  t h e  smallest i n t e g e r  - > v; (ka)Tu is  t h e  b ina ry  ka- tuple  represent -  
i n g  nonnegative i n t e g e r  u; and Tu = (a)Tu. 
The semantics  of t h e  language i s  given by t h e  fo l lowing  set of 
v a l u a t i o n s  on PV: 
Y(P) ' = Ts whenever i n  p a r t i a l  con f igu ra t ion  y 'i, 1' 'i, V *  'i, a 
= Ts whenever admiss ib le  l o c a l  func t ion  z': Ak+A 
6 e 
u , l "z  u ,v  O m Z  u , a  Z 
1, . , sk> = s ,  where i n  I s a t i s f i e s  z ( s  6 
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(ka)Tu = Ts Ts, O5s1' ,sk - < a-1, . 6 - > 1. 1. 
X(p,e)  -+ A r e p r e s e n t s  the i n i t l a 1  
Y(p) -+ A t h e  f i n a l  po in t  i n  a 
X ( l - 0 )  : 
P a r t i a l  con f igu ra t ion  x 
Y ( u >  : 
p o i n t ,  and p a r t i a l  con f igu ra t ion  y 
sequence z , z 
from x 
e 6-1 
Y ( u )  
,..,zl of admiss ib le  local func t ions  producing y 
X ( P , W  
W X X ( l l ,  e) = This  s ta tement ,  expressed formal ly  by '1: l r  2.. z z  
is  equiva len t  t o  t h e  fo l lowing  system of e q u a l i t i e s :  
yY(P,e> 
and' U as above, where me . (x) is  r e c u r s i v e l y  def ined  by 
U,J 
L = (ka)Tu, oul= E i f  u = 0, w u l =  o other- 
l ' o ' u k a  1 
f o r  b ina ry  exponents u 
wise, and Boolean express ion  0. 
where 
t 
z = { z  
of e q u a l i t i e s ,  i s  c a l l e d  t h e  t r e p t l b 5 e d d ~ c  exp4Ubi0n of t h e  RPN. 





fol lowing l e m m a  provides  a r e c u r s i v e  c h a r a c t e r i z a t i o n  of g L e -  
r e p r e s e n t a t i v e  express ion  g of a RPN is  def ined  recur-  
P , *  
s i v e l y  as  fol lows.  
PROOF. It fo l lows  from D e f i n i t i o n  2.6. A 
DEFINITION 2.7 
A f i n i t e  p a r t i a l  con f igu ra t ion  c E FPCON is G ~ ~ L ~ U Z - O ~ - E ~ Q M  when- C 
ever it  i s  a t r a n s m i t t e r  i n  gene ra l  t r a n s i t i o n  digraph of uniform 
RPN M. 
A uniform RPN M is  B-aZep g e n ~ a e - A k ~ ~ ~ n - c o n n ~ ~ e d ,  0 - > 1, 
e 
i f  f o r  all cc , c with  C = SC (C,),c is reachable  from c M is 
genehae Akamaan-connected i f  i t  i s  & s t e p  genera l - t rans i t ion-connected  
c2 2 1 
f o r  some f i n i t e  p o s i t i v e  i n t e g e r  8. 
A func t ion  a ( n )  i s  s a i d  t o  be of otrd4;tt K(n) ( w r i t t e n  O ( K ( n ) )  i f  
there e x i s t s  a cons tan t  6 such t h a t  a ( n )  - < &(n)  f o r  a l l  b u t  some f i n i t e  
set of nonnegative i n t e g e r  v a l u e s  f o r  n. 
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LEMMA 2.9 
An upper bound on t h e  asymptot ic  worst-case t i m e  complexity of an 
a lgor i thm f o r  eva lua t ing  a d i s j u n c t i v e  normal form of r e p r e s e n t a t i v e  
express ion  g is 6", 
a = r I log2;;1, a = I A I  
1-18 
PROOF. The number of 
k a0 a , where t h e  f i r s t  term c o n s t i t u t e s  t h e  number of x 's ,  t h e  second 
term t h e  number of y ' s  and t h e  t h i r d  term t h e  number of z ' s .  
l e m  of determining t h e  s a t i s f i a b i l i t y  of an a r b i t r a r y  Boolean express ion  of 
n v a r i a b l e s  has  been proved t o  be NP-complete (see Aho, Hopcroft  and Ullman 
[62] ) .  Thus, probably no a lgor i thm which d e r i v e s  a d i s j u n c t i v e  normal form 
f o r  g 
CI,A 
IY(1-l) I ) . 
The prob- 
uses  worst-case t i m e  equa l  t o  a polynomial of n' = a(lx(p,~) I + 
An upper bound f o r  eva lua t ing  g i s  0 (?) (see [ 5 3 ] ) ,  f o r  some Fr,e 
cons tan t  6. A 
THEOREM 2.10 
A uniform unrestricted RPN has no f i n i t e  p a r t i a l  conf igu ra t ion  
lJ c E FPCON t h a t  i s  Garden-of-Eden, where SC (C)  C N I ,  if and only if 




PROOF. By D e f i n i t i o n  2.6, f i n i t e  p a r t i a l  con f igu ra t ion  y 
by a p p l i c a t i o n  of l o c a l  func t ion  z ,  whenever 
k P J )  
successor  of 
(x ,y ,z )  = 1, SCP(Y(p)) = N I ,  SC1-l+l(X(v,l)) = N I .  Thus, i n  case g P , l  
t h e r e  e x i s t s  a va lue  of y such t h a t  t h e r e  are no va lues  of x and z 
w i l l  e x i s t .  By 
y (PI s a t i s f y i n g  g 
(x,y,z)  = 1, no predecessor  f o r  y 
1-191 
1-191 
Lemma 2 .7 ,  t h i s  occurs  i f  and only  i f  (3x,z)g # 1. A 
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A p a r t i a l  a lgor i thm f o r  determining whether a RPN h a s  a Garden- 
of-Eden f i n i t e  p a r t i a l  con f igu ra t ion  is suggested by Theorem 2.10. 
Namely, f i n d  t h e  smallest p such t h a t  (3x,z)g 
n a t u r e  of g 
( 3 x , ~ ) g ~ + ~ , ~ , b a s e d  on t h e  computation of t h e  express ion  f o r  g 
Pa r s ing  a lgor i thms developed f o r  t h e  e f f i c i e n t  eva lua t ion  of d i s -  
# 1. The r e c u r s i v e  
1-1,1 
i l l u s t r a t e d  i n  Lemma 2.8,  a l lows  t h e  computation of v ,1’  
1.1,1. 
j u n c t i v e  normal forms of Boolean express ions  may be app l i ed  t o  reduce 
t h e  time needed t o  compute O x , z ) g  f o r  a given RPN. A d i scuss ion  on 
t h e  expected t i m e  complexity of t h e s e  a lgor i thms is  g iven  by Ah0 and 
p , 1  
Ullman 1531 and Karp [ 5 4 ] .  
THEOREM 2.12 
L e t  M be  a uniform u n r e s t r i c t e d  RPN. For a l l  f i n i t e  p a r t i a l  con- 
0 I-r f i g u r a t i o n s  c , c i n  M, wi th  C = SC (C1}, and SC (C,) CNI, cc i s  
reachable  from e i f  and only  i f  (3 z)gp,  1. 
2 2 
c1 
is t h e  
y (I-r) PROOF. By D e f i n i t i o n  2.6, f i n i t e  p a r t i a l  con f igu ra t ion  y 
successor  of x 
e 6-1 1 
z , z 
by a p p l i c a t i o n  of a sequence of l o c a l  f u n c t i o n s  of 
X(P,  0 )  
,..,z , whenever g (x ,y ,z )  = l,SCp(Y(p)) = N I ,  SC’+e(X(p,O)) = 
P , 0  
NI. Thus, i n  case  t h e r e  ex is t  v a l u e s  of x ,y  such t h a t  t h e r e  are v a l u e s  
X ( P , W  . 
of z s a t i s f y i n g  g 
By Lemma 2.7 ,  t h i s  happens i n  case (3z)g 




A p a r t i a l  a lgor i thm f o r  determining whether a R P N  is gene ra l  
t rans i t ion-connected  is  suggested by t h i s  theorem. That is, f i n d  t h e  
smallest p,0 such t h a t  ( 3 z ) g  = 1. By Lemma 2.8,  t h e  computation of u,  8 
This  computation 
L O *  
can make use  of t h e  express ion  f o r  g (3 z)gp+i ,  e+i 
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may be speeded up f o r  p a r t i c u l a r  R P N ' s  by e x p l o i t i n g  t h e i r  s p e c i f i c  
s t r u c t u r e ,  as  d iscussed  above. I n  some cases  i t  might be s u f f i c i e n t  t o  
determine whether a RPN i s  0-step genera l - t rans i t ion-connected  f o r  
0 ( N I , A ) ,  f o r  a l l  f i n i t e  p a r t i a l  con f igu ra t ions  of bounded s i z e  g iven  by 
O ( N 1 , A ) .  
t rans i t ion-connected  provides  a worst-case lower t i m e  bound on t h e  
opera t  i o n  of M. 
The minimum p o s i t i v e  i n t e g e r  0 such t h a t  RPN M is  general-  
The se-t of p a r t i a l  con f igu ra t ions  may, i n  a d d i t i o n ,  be  s t i p u l a t e d  
t o  p re se rve  a g iven  set of p r o p e r t i e s  IT. The p r o p e r t i e s  are incorpora ted  
t o  t h e  t r a n s i t i o n a l  system of e q u a l i t i e s  by adding e q u a l i t i e s  of the 
form h (x,z)  = 1, y E Il t o  it. P r o p e r t i e s  of i n t e r e s t ,  e s p e c i a l l y  to 
a p p l i c a t i o n s  i n  p a t t e r n  process ing ,  i nc lude  connectedness,  convexi ty ,  
Y 
f i x e d  Euler  number, monotonic convergence t o  a set of goa l  configura-  
t i o n s  ( see  Smith [37]). 
D E F I N I T I O N  2.8 
A Q h h  of a d igraph  is a p o i n t  which i s  reachab le  from every  o t h e r  
po in t .  The set of a l l  sinks S(D) of a digraph  D induces a maximal con- 
nected subgraph of D,  c a l l e d  a comporze& of D,  s i n c e  t h e  a d d i t i o n  of any 
p o i n t s  o r  arcs of D t o  S(D) r e s u l t s  i n  a subgraph which i s  no longer  
connected. L e t  a ptr.apc%@ TI be a s u b s e t  ll of FPCON. Consider the sub- 
graph Dn of 5 induced by subse t  IT ( i . e . ,  t h e  maximal subgraph wi th  point M 
set n) .  
p a r t i a l  con f igu ra t ion  i n  S(D ). 
w a s  mentioned i n  which determining t h e  set of a l l  s i n k s  is  of i n t e r e s t .  
By d e f i n i t i o n ,  t h e r e  are no c y c l e s  i n  gene ra l  t r ans i t i on -d ig raph  
N o  p a r t i a l  con f igu ra t ion  o u t s i d e  set S(D ) is reachable  from a n 
On page 37 of Chapter I, an  a p p l i c a t i o n  IT 
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- . Such a d igraph  i s  c a l l e d  acycfic. A ~UULCC! of a d igraph  is a DM 
po in t  from which every o t h e r  po in t  is  reachable .  
System t h e o r e t i c  p r o p e r t i e s  of a R P N  Mmay be cha rac t e r i zed  by t h e  
formulat ion of graph t h e o r e t i c  p r o p e r t i e s  of i t s  gene ra l  t r a n s i t i o n  d i -  
graph EM, obtained from t h e  r e p r e s e n t a t i v e  express ion  g of M. 
cr,8 
Thus, eva lua t ing  t h e  s h o r t e s t  pa th  between a given p a i r  of p a r t i a l  
con f igu ra t ions  (whenever it e x i s t s ) ;  e s t a b l i s h i n g  whether a p a r t i c u l a r  
p a r t i a l  conf fgura t ion  i s  a source (o r  a s i n k ) ;  f i n d i n g  out  whether a 
given sequence of p a r t i a l  con f igu ra t ions  is  generable ,  axe all proper- 
t i e s  of a subdigraph D of D t h a t  may be der ived  in  a manner analogous TI 
t o  t h e  one app l i ed  i n  Theorems 2.10 and 2.11. 
Giving t iming c o n s t r a i n t s  as  a func t ion  of network topology, 
state set c a r d i n a l i t y  and i n s t r u c t i o n  set s i z e ,  p rovides  a des igne r  
wi th  comparative g u i d e l i n e s  t h a t  might be D f  h e l p  i n  s e l e c t i n g  a system 
o rgan iza t ion  t h a t  will meet h i s  computat ional  requirements.  
A ref inement  i n  t h e  s p e c i f i c a t i o n  of a RPN t h a t  provides  a b e t t e r  
c h a r a c t e r i z a t i o n  of a system a t  a d d i t i o n a l  computat ional  expense, is 
t o  p a r t i t i o n  t h e  set of admiss ib l e  l o c a l  maps I ( i . e . ,  t h e  set of 
i n s t r u c t i o n s )  i n t o  two subse t s ,  one performing s t a t e - t r a n s i t i o n  func- , 
t i o n s  and t h e  o t h e r  e f f e c t i n g  informat ion  r o u t i n g  func t ions .  T h i s  would 
a l low d i s t i n g u i s h i n g  t h e  d a t a  swi tch ing  requirements  from t h e  s t r i c t l y  
computational p rov i s ions  i n  t h e  output  produced by t h e  a lgor i thms of t h i s  
s ec t ion .  
2.3. Pe r iod ic  Conf igura t ions  i n  Uniform RPN's 
I n  t h i s  s e c t i o n ,  t h e  concept of a p e r i o d i c  conf igu ra t ion  is 
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defined.  For convenience, some d e f i n i t i o n s  of Sec t ion  2.1 are dup l i ca t ed ,  
D E F I N I T I O N  2.9 
A rnofion 6unc/tion f :  P ( D )  + P(D) on a d igraph  D i s  an  automorphism 
of D. 
on D which is arc-co lor  preserv ing ,  i .e . ,  f o r  a l l  u ,v  E Q, a E N I ,  g 
i s  b i j e c t i v e  and g(av)  = ag(v) .  
A hki6.t dUMC?%fi g on a quasigroup-graph D is a motion f u n c t i o n  
Q J I  
-. Q,NI 
A set  of motion f u n c t i o n s  on D which 
c o n s t i t u t e s  a group under t h e  ope ra t ion  of composition, is  c a l l e d  a 
rnofiavz g 4 ~ p  on D. T w o  p a r t i a l  con f igu ra t ions  c and d, are c a l l e d  
h.-h&V~ att cophA ( m o d d o  a m a m a  gftoup F) whenever f o r  some f E F, 
2 
Z 2  = f(Z1) and d 
i s  an  equivalence r e l a t i o n .  
( f ( v ) )  = cz (v ) ,  v E 2 Since F is a group, s i m i l a r i t y  1' 
An equiva lence  class of similar p a r t i a l  con- 
z2 1 
f i g u r a t i o n s  is  termed a p u d  ~ & U L M  (modulo F) .  A p a r t i a l  p a t t e r n  
con ta in ing  p a r t i a l  con f igu ra t ion  c i s  denoted [ c  3. 
Z z 
A p h ~ d i c  ~rrugrnenX cs of a conf igu ra t ion  c i s  a p a r t i a l  con- 
S -+ A, f o r  S - C Q, such t h a t  S i s  t h e  maximal union of 
f o r  every two s u b s e t s  ST, S 
f i g u r a t i o n  c 
d i s t i n c t  s u b s e t s  S 
S: 
P '  
S2,.*. s a t i s f y i n g :  
a ( s )  are IT .II p, t h e r e  e x i s t s  a motion func t ion  c1 such t h a t  i f  c and d S 
cop ies  (modulo a), then  T ( C ~ )  and -r(d ) are cop ies  (modulQ a), 'I: E PI, a ( s >  
c d  E PCON. I f  t h e  number of s u b s e t s  S1,Sz,.* composing t h e  set S s' a ( s )  
is minimum, subse t  S1 i s  c a l l e d  a p d ~ d i c  h d Q ~  P I .
P I  i s  a templa te  t h a t  r e p e a t s  i t s e l f , .  and set S i n d i c a t e s  t h e  reg ion  of 
A p e r i o d i c  index 
p e r i o d i c i t y .  A conf igu ra t ion  may have s e v e r a l  p e r i o d i c  fragments.  The 
set of motion func t ions  
t h e  rnofiarz k d e x  M I  of p e r i o d i c  region s; s is denoted (PI,MI). 
a s a t i s f y i n g  t h e  above cond i t ion  i s  c a l l e d  
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The fo l lowing  lemma p r o v i d e s  l i m i t s  t h a t  c h a r a c t e r i z e  t h e  
evo lu t ion  o f  a p e r i o d i c  fragment throughout time. 
LEMMA 2.12 
L e t  M be a uniform RPN with neighborhood index N I .  L e t  c 1 be' a 
conf igu ra t ion  wi th  p e r i o d i c  fragment c such t h a t  s1 = (PI1, MI1), 
s1 
and c any successor  of c with p e r i o d i c  fragment c , where 
2 1 s2 
S2 = (P12,M12). Then MI2 - 3 MI1, and S2 2 SC(Sl). 
PROOF. L e t  W = ( i 1 N I . i  - C Sl} = SC(Sl). If i E W, then  by D e f i n i t i o n  2.9, 
c (N1.i) = c l ( a ( N I * i ) ) ,  f o r  some a E MI1 and t h u s  cl(N(i ,NI))  = 
Cl(a(N(i ,NI))) .  
i E S 
1 
So by d e f i n i t i o n  of a,c 2 ( i )  = c 2 ( a ( i ) ) ,  and t h u s  
A Hence, a E M I 2  and W - C S2. 2' 
The fo l lowing  lemma i l l u s t r a t e s  t h e  r o l e  of t h e  neighborhood index 
i n  t h e  temporal evo lu t ion  of a p e r i o d i c  fragment. 
DEFINITION 2.10 
A partial  conf igu ra t ion  c S i n  a uniform RPN is p d d k - C O ~ ~ -  
6fLW i f  cS(N(il ,NI)) = cS(N(i2,NI))  imp l i e s  i 1 = i2,il,i2 E S C ( S ) .  In- 
formally,  a p a r t i a l  con f igu ra t ion  S i s  pe r iod ic -con t r a in t - f r ee  whenever 
every  two neighborhoods i n  SC(S) are mutua l ly  d i s t i n c t .  
r a t i o n s  wi th  p e r i o d i c  c o n s t r a i n t  have a more r e s t r i c t e d  set of successor  
conf igu ra t ions  than  pe r iod ic -cons t r a in t - f r ee  conf igu ra t ions .  
P a r t i a l  configu- 
LEMMA 2.13 
L e t  M be  a uniform RPN.M wi th  neighborhood index N I .  
L e t  c be a conf igu ra t ion  i n  M wi th  p e r i o d i c  fragment c S'  def ined  by 
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PROOF. 
f o r  some i E Q and a E M I .  
p e r i o d i c  fragment of c wi th  motion index M I .  
s i n c e  by D e f i n i t i o n  2.9, set S is  maximal. 
Assume N(i,NI) 9's f o r  a l l  i E Q. L e t  c (N( i ,NI) )  = c (N(a ( i ) ,NI ) )  
L 
Then, se t  S U N(i,NI) d e f i n e s  a l a r g e r  
This  i s  a c o n t r a d i c t i o n ,  
A s  a consequence, 
c ( N ( i , N I ) )  # c (N(a ( i )  ,NI)) f o r  a l l  i E SC(S).  A 
A lower bound on t h e  t i m e  r equ i r ed  t o  reach  an  a r b i t r a r y  configu- 
r a t i o n  from a given p e r i o d i c  one i s  provided by t h e  fo l lowing  theorem. 
THEOREM 2.1 k 
L e t  M be a uniform RPN wi th  quasigroup graph D L e t  c be a 
Q J I '  
conf igu ra t ion  i n  M wi th  p e r i o d i c  fragment c where S = (P I ,  MI). Assume 
S' 
8 i s  t h e  l a r g e s t  p o s i t i v e  i n t e g e r  such t h a t  N ( i )  C e S, f o r  some c e l l  -
i E Q, -where (1) N 0 ( i )  = i and (2)  Ne+'(i) = N I o ( N  e ( i ) ) ,  S O T  = 
{ s o t i s  E S, t & T I .  Then, t h e r e  e x i s t s  a conf igu ra t ion  -d which is  n o t  
reachable  from c wi th in  0 t r a n s i t i o n s .  
PROOF. Define W = SC(S) and = SC(We), 6 2 1. L e t  c o n f i g u r a t i o n  
C e  w i th  p e r i o d i c  fragment c 
p e r i o d i c  fragment c 
1 
be a successor  of conf igu ra t ion  c 
= c, So = S. By Lemma 2.12 
wi th  0-1 'e 
, 8 > 1, c 0 - %-1 
6 e 
s8 2 w8, e > 1. 
Next, W = SC (S) = {i E Q I N  ( i )  5_ SI. 
t i o n  on 8 i s  e f f e c t e d .  By d e f i n i t i o n ,  W1 = {i E Q l N  ( i )  C SI. 
To show t h i s ,  an induc- 0 
1 L e t  it 
be t r u e  f o r  1 < t < 8. Then, t h e  fo l lowing  s t a t emen t s  are equiva len t :  - -  
e e+i i E We+1; h o i  & W N ( h o i )  - C S, f o r  h E N I ;  N (i) 5 s .  Thus, 0 ;  
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6 
= {i E QINe+'(i) C S ) .  Hence, N ( i  ) C S impl i e s  t h a t  c (i ) = e -  t t  'e+i -
c ( a ( i t ) ) ,  f o r  a E M I ,  it c W t '  1 - < t - < 8, io = i. 
r a t i o n  c such t h a t  :( i t)  # c ( a ( i , ) ) ,  N ( i t )  - C S,  1 - -  < t < 8, is  n o t  
reachable  from c wi th in  6 t r a n s i t i o n s .  . A  
Therefore ,  configu- t 
t 
The theorem i n d i c a t e s  t h e  l a r g e r  t h e  p e r i o d i c  fragment of a c o n f i g u r a t i o n  
is ,  t h e  longer  i t  t a k e s  t o  gene ra t e  some a r b i t r a r y  conf igu ra t ion  from it. 
I f  t h e  s i z e  l Z l  of a p a r t i a l  con f igu ra t ion  c 
c i e n t l y ,  p a r t i a l  con f igu ra t ion  c can not  be periodic-constraint-free. 
Z -F A i n c r e a s e s  s u f f i -  
Z: 
Z 
The fol lowing theorem makes t h i s  p rec i se .  
THEOREM 2.14 
L e t  M = (A,Q,NI,I) be a uniform RPN. A l a r g e s t  pe r iod ic -cons t r a in t -  
k f r e e  p a r t i a l  con f igu ra t ion  c 
a = I A I .  
i n  M is of s i z e  l Z l  = ka , where k = I N I I ,  Z 
PROOF. Consider a c e l l u l a r  reg ion  Z s p e c i f i e d  as fol lows:  
Z = { N I * i l N I * i  n N 1 . i  # 0 = in = i i, i i EQ). L e t  c be a p a r t i a l  
con f igu ra t ion  c 
7-r P P'  7-r' P Z 
Po 
2 * A t h a t  s a t i s f i e s  c ( N P i  ) = c Z ( N I o i  ) * iT = i 
Z: Z Tr P 
Par t ia l  conf igu ra t ion  c is  a union of mutua l ly  d i s j o i n t  and d i s t i n c t  Z 
neighborhoods. Thus, cz i s  periodic-constraint-free. 
k k k I f  ISC(Z) I = a , then  l Z  f = ka . There are a d i s t i n c t  maps from 
N I  onto A. 
con ta in  a t  least two i d e n t i c a l  neighborhoods; t h e r e f o r e  such a c is n o t  
a 
Thus, any p a r t i a l  con f igu ra t ion  c such t h a t  1YI > l Z l  w i l l  Y 
Y 
per iod  ic -cons t ra in t -  f ree . 
DEFINITION 2 .11  , 
A p a r t i a l  con f igu ra t ion  c Z -+ A i s  c a l l e d  p4bd!eged i f  Z: 
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k 
I ( c Z ( N ( i , N I ) ) l i  E Z > l  = a . 
m b W y  i n  case f o r  a l l  f i n i t e  r > 1, i 
A set  of conf igu ra t ions  C i s  &&.dZ&j 
..., i E Q and sl, ..., s c A, - 1' r r 
t h e r e  i s  a conf igu ra t ion  c i n  C t h a t  s a t i s f i e s  c ( i . )  = s 
Pr iv i l eged  conf igu ra t ions  are f i n i t e l y  a r b i t r a r y .  
f o r  1 - -  < j < r.
J j 
Grosky [55 ]  has e s t a b l i s h e d  t h a t  i f  t h e r e  are no f i n i t e l y  
a r b i t r a r y  Garden-of-Eden con€ igura t ions ,  t h e r e  are none a t  a l l .  Thus, 
i n  o rde r  t o  determine whether t h e r e  e x i s t s  a conf igu ra t ion  wi th  no 
predecessors ,  i t  s u f f i c e s  t o  examine t h e  set of p r i v i l e g e d  conf igu ra t ions  
only.  Therefore ,  t h e  a lgo r i thm presented  i n  prev ious  s e c t i o n  f o r  de te r -  
mining Garden-of-Eden Conf igura t ions  may be  speeded up by imposing t h e  
1-1,1. 
c o n s t r a i n t  of p r i v i l e g e  on t h e  r e p r e s e n t a t i v e  equat ion  g 
A lower bound f o r  t h e  s i z e  of a p r i v i l e g e d  p a r t i a l  con f igu ra t ion  
k k is a , s i n c e  I s c ( z ) (  - > a . c Z 
Theorem 2.14 h a s  i l l u s t r a t e d  t h a t  conf igu ra t ions  wi th  a lower 
p e r i o d i c  c o n s t r a i n t  have a r e l a t i v e l y  h igher  gene ra t ing  p o t e n t i a l ,  i n  
t h e  sense t h a t  t hey  are predecessors  of a r e l a t i v e l y  l a r g e r  set  of 
p a t t e r n s .  Also,  conf igu ra t ions  wi th  a l o w  p e r i o d i c  c o n s t r a i n t  are 
generated by a r e l a t i v e l y  smaller set of p a t t e r n s .  
2.4 S t r u c t u r a l  Condi t ions f o r  Generab i l i t y  i n  RPN's 
Given the s p e c i f i c a t i o n  C of a t a sk ,  t o  determine whether soae sys- 
t e m  M i s  s u i t a b l e  for  execut ing  t h i s  t a s k  i s  a problem we shall ca l l  that 
of g e n e r a b i l i t y  of the s p e c i f i c a t i o n  C by the system M, 
of this  d i s s e r t a t i o n ,  the problem may be formulated as t h a t  of f i n d i n g  out 
I n  the con tex t  
whether a g iven  set C of state conf igu ra t ions  sequences can be produced 
by some a p p r o p r i a t e  RPN M. This  l a t t e r  problem i s  t r i v i a l  i f  the RPN M 
ope ra t e s  i n  the MIMD mode, Le. ,  i f  an a r b i t r a r y  l o c a l  f u n c t i o n  may be 
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used at a given time step in each processor of M. 
investigation of the question shall be restricted to uniform RPN's. 
In view of this, the 
A 
condition for the generability of some set of sequences C by sane RPN 
M will be given in Theorem 2.16.  
Given a set of state configuration sequences, it is of value to 
investigate the necessary structural conditions of a uniform RPN M which 
produces these sequences c .  
providing conditions for optimality of M under various criteria of struc- 
tural cost. 
prime neighborhood index. 
This question will be approached by 
A key concept in this characterization will be that of a 
DEFINITION 2 12 
Given S = c1,c2,,.,ctl.., a sequence of configurations in set CON, 
let C : CON +CON be the correspondence specified by C (ct) = ct3.1, t>l. 
Correspondence 5 is said to be u& &xed with sequence S, 
a finite region, and zt: AI 
zt(ct(Poi)) = ct+l(i), for all kQ, 01, 
a~gLvk-x/f;ed 
Let P c  Q .be - 
-+ A be the correspondence specified by 
Correspondence zt is said to be - 
at step t by set P and sequence S.  
A RPN w i t h  neighborhood index N I  produces sequence S only if each 
correspondence zt originated a t  every step t by set N I  and sequence S, 
t>l, constitutes afunction. 
pect to sequence S. 
configuration sequences 
S%, 
Such a set NI is called a~.~ep;tabee with res- - 
A s e t  NI is acceptable with respect to a set of 
if NI is acceptable with respect to each sequence 
More formally, NT is acceptable with respect to sequence S if 
Set N F Q  is said to be p h Q  with respect t o  set of sequences - 
if (1) NI is acceptable with respect to and (2) no set P Z N I  satisfies (1). 
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Theorem 2.16 will provide an analytic condition for the 
generability of a set of sequences C by a RPN with neighborhood index NI, 
such that NI is prime with respect to C, First, the following terminology 
is introduced, 
DEFINITION 2.13 
A correspondence I Z :  Ak -+ A is represented by the set of binary 
variables ('zg'l s a ) ,  such that z s  = 1, Z'Jt = 0, r # s, whenever 
correspondence z satisfies z(s~,~..,s~) = s, s~,...,sk,rrs~A0 
contraction 
The 
(3su)f: Akg2-+ (0,lI of correspondence €: Ak+ { 0,1} is 
c 
specified by (~SU)f(S~,.~~SU,fySU+~y=oy~k) = sU&A L ~ ( S ~ , ~ O ~ S ~ , ~ ~ S ~ ~ S ~ + ~ , ~ ~ ~ ~ ~ ) ~  
Note the equivalence of the contraction operator with the operator 
introduced in Definition 2.5,if f is a binary function. 
THEOREM 2.16 
A set of sequences is generated by a uniform RPN with neighborhood 
index NI, and NI is prime with respect to x, if and only if conditions 
(I) rZsEA L z$ = 0 and 
are satisfied by correspondence zt originated at step t by NI and , t 2 1, 
fo r  all sUz A, k E bIlo 
PROOF. 
indicates whether correspondence zt is a mapping. 
By definition of the binary representation of zt, condition (1) 
Condition (2) is verified 
whenever no component & NI, u = l,Z,,.,,k may be eliminated from NI 
without altering the acceptability of NI with respect to c, stipulated by 
condition (1). To show this, note that N I  - (hu} is acceptable with 
respect to C in case the contraction of zt with respect to component u 
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constitutes a mapping. Thus, conditions (1) and (2) are ful.filled if 
and only if NI is a rdinimal set acceptable with respect to2. A 
The set of all prime neighborhocd indices with respect to a given 
set of sequences C,called SNI, can be determined by a repeated application 
of  Theorem 2,16. First, it is chosen a s e t  NI acceptable with respect to 
2 .  Next, the prime neighborhood indices are obtained by eliminating 
components in NI sequentially, in such a manner that the sets produced by 
such deletions are also acceptable with respect to Z. 
The structural complexity of a RPN may be measured by the size of 
its neighborhood index NI and the cardinality of its set of admissible local 
functions I. 
ber of connection lines, an optimal neighborhood index NI is determined 
by choosing in set SNI an element of minimum cardinality. 
When first priority is given to the minimization of the num- 
If the criterion of structural complexity emphasizes the minimization 
of the cardinality of the set of "instructions" of the RPN, NI in SNI is 
t optimal whenever the set {ztl z (ct(NI*i)) = ct+l, iEQ, t L 1 1 originated 
by N I  and C is of minimum cardinality. By minimizing a cost function of 
the form alN1 I + (I-a) 111, Oza1_, where NI is in SNI and I is originated 
by NI and E ,  trade-offs between NI and 1 can be made explicit. 
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CHAPTER 111 
SOME COMPUTATIONAL PROPERTIES 
OF REGULAR PROCESSOR NETWORKS 
I n  t h i s  chap te r ,  f i r s t  we g ive  an a l t e r n a t i v e  r e p r e s e n t a t i o n  
for t h e  topology of a RPN, comparing i t  t o  t h e  d e f i n i t i o n  of Chapter 1. 
3 .1 .  Homogeneous Neighborhood Maps . 
The concept of a homogeneous neighborhood map i s  in t roduced  
i n  t h i s  s ec t ion .  It is  then  proved t h a t  t h e  class of connected d i -  
graphs def ined  by homogeneous neighborhood maps co inc ides  w i t h  t h e  
class of quasigroup graphs. 
DEFINITION 3.1 
- L e t  D b e  an  a rc- labe led  digraph.  The ~ e k ~ h b o d z a u d  map ND of D 
i s  a mapping N P(D) + C(P(D)) ,  where c ( S )  denotes  t h e  set of in- 
dexed s u b s e t s  of a set S,  such t h a t  N (v) = ( U ~ , U ~ , . . ~ U ~ , . . }  s p e c i f i e s  the 
D 
D' 
set of p o i n t s  ad jacen t  t o  p o i n t  V, and a r c  (u ,v) ,  v > 1, has  l a b e l  
v i n  D. 
- V 
Indexed set N (v) i s  c a l l e d  t h e  n e k ~ h b ~ t h ~ ~ d  of p o i n t  v i n  D. D 
L e t  D be an a rc- labe led  d igraph  wi th  po in t  set P and neighbor- 
hood map N. Map N i s  c a l l e d  hamogeneoM i n  case 
(1) 
(2 )  Maps Bv N ,  v=1,2,..,k are b i j e c t i v e ,  where p r o j e c t i o n  
For a l l  p o i n t s  v E P, IN(v)l = k, f o r  some f i n i t e  i n t e g e r  k. 
k . k  Bv: P +P is def ined  by (nl,n2?..,n ) = n V k V for a l l  (n l ,n2 , .* ,x j )  E P . 
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THEOREM 3.1 
The class of connected l abe led  d igraphs  def ined  by homogeneous 
neighborhood maps i s  i d e n t i c a l  t o  t h e  class of quasigroup graphs.  
PROOF. 
neighborhood map N. 
L e t  D be an  a rc- labe led  connected d igraph  wi th  homogeneous 
Since [N(v)l  = k, then  i d ( v )  = k f o r  a l l  v E P(D). 
Since maps f3 N ,  v=1,2,..,k are b i j e c t i v e ,  a l s o  maps [f3 N ] -1 are 
V 
b i j e c t i v e .  
~ ( [B ,Nl (v ) ,v )  = V, ~ = 1 , 2 , . . , k .  
Thus, D is  d i s t i n c t l y  l a b e l e d  with a rc-co lor ing  X such t h a t  
Since IN(v) I = k and if3 Nl(v) = If3 N ](v)  imp l i e s  v = v t hen  
v1 v2 1 2’ 
Qd(v)  = k f o r  a l l  v E P(D). 
digraph. 
Hence D is an arc-colored quas i r egu la r  
L e t  D be a quasigroup graph. By d e f i n i t i o n ,  N(v) = N1.v is 
Q , N I  
i t s  neighborhood map. 
to-one and onto,  v=1,2, .  . , I N I l .  
S ince Q is c a n c e l l a t i v e ,  eVN: Q -f Q is  one- 
Thus, map N s o  s p e c i f i e d  i s  
homogeneous. A 
Theorem 3.1 provides us with an a l t e r n a t i v e  d e f i n i t i o n  fo r  the 
i n t e rconnec t ion  d igraph  of a RPN. 
A neighborhood map N:P -f C(P) on a set of p o i n t s  P s p e c i f i e s  a 
l abe led  quas i r egu la r  d igraph  only i f  N is  homogeneous. 
homogeneity of N involves  t e s t i n g  t h e  b i j e c t i v i t y  of f3 
v e r i f y i n g  whether ]N(v)l = k f o r  a l l  v i n  Po 
digraph  of a RPN is  h igh ly  r e g u l a r ,  t h e  quasigroup s p e c i f i c a t i o n  u s u a l l y  
c o n s t i t u t e s  a r e l a t i v e l y  more compact way t o  d e f i n e  these  d igraphs .  
d i scuss ion  of t h e  computat ional  complexity of problems def ined  on group- 
Checking t h e  
N, V v > 1, and - 
Whenever t h e  in t e rconnec t ion  
A 
graphs h a s  been provided by Knuth and Bendix [56]. 
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3 . 2 .  Computation wi th  RPN's 
Observat ions on t h e  computat ional  power of some classes of WN's 
are made i n  t h i s  s ec t ion .  
RPN's wi th  r e s p e c t  t o  computations f o r  which no a lgor i thms are known 
whose worst  case  execut ion t i m e  on a Turing machine is bounded by a poly- 
nomial i n  t h e  s i z e  of  t h e  input  da t a .  
S p e c i f i c a l l y ,  we examine t h e  performance of 
F i r s t ,  one-dimensional a r r a y s  are considered and l i m i t a t i o n s  
inherent  t o  t h i s  b a s i c  system are pointed ou t .  
connect ion d igraphs  are trees, are then  inves t iga t ed .  F i n a l l y ,  a class 
of machines t h e  s i z e  of whose neighborhood s t r u c t u r e  grows wi th  
t h e  s i z e  of t h e  inpu t  d a t a  i s  analyzed. 
RPN's whose i n t e r -  
3 . 2 . 1 .  A Class of Combinatorial  Problems 
A way t o  ana lyze  t h e  inhe ren t  complexity of problems is  t o  view 
them as recogn i t ion  problems f o r  formal  languages,  For example, cons ider  
t h e  w e l l  known " t r a v e l i n g  salesperson" problem. A network wi th  n n o d e s  
i s  given, i n  which each arc has  a s p e c i f i e d  " length."  
determine a cycle of minimum length which contains each of the nodes of 
t h e  network. A r ecogn i t ion  problem t h a t  corresponds t o  t h e  t r a v e l i n g  
sa l e spe r son  problem i s  def ined  as fol lows.  Given a s t r i n g  of symbols 
r ep resen t ing  t h e  network and an  i n t e g e r  m, accept  t h i s . s t r i n g  as a sentence  
One is  asked t o  
of t h e  language i f  t h e  network con ta ins  a spanning cyc le  of l e n g t h  n o t  
g r e a t e r  than  m; o therwise  reject t h e  s t r i n g ,  
The r eade r  i s  assumed t o  b e  f a m i l i a r  w i th  t h e  no t ion  of a (deter-  
m i n i s t i c )  Tur ing  machine. This  machine i s  a b l e  t o  modify only  a bounded 
amount of i t s  s t o r a g e  on a s i n g l e  computational s t ep .  RPN's, which have 
an unbounded number of in te rconnec ted  processors ,  are machines capable  of 
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unbounded pa ra l l e l i sm.  Thus, i t  is t o  be  expected t h a t  RPN's should be 
computat ional ly  more powerful than  machines t h a t  can n o t  perform un- 
bounded p a r a l l e l i s m  ( see  Sect ion  1.2) . 
A n a n d & w r & f i c  T d ~ g  r n d z h z c !  is  l i k e  a n  o rd ina ry  (determin- 
i s t i c )  Turing machine, except t h a t  s ta te  t r a n s i t i o n s  are no t  n e c e s s a r i l y  
uniquely determined. That is, given a state and l i s t  of t a p e  symbols, 
t h e  machine has  a f i n i t e  set of cho ices  of state t r a n s i t i o n .  An i npu t  
s t r i n g  s i s  deemed accepted i f  a t  least  one sequence of t r a n s i t i o n s  wi th  
s as input  l e a d s  t o  an accep t ing  state. On a given inpu t  s, one can 
t h i n k  of a nondeterminis t ic  Turing machine M as execut ing  a l l  p o s s i b l e  
sequences of t r a n s i t i o n s  (or  "moves") i n  p a r a l l e l  u n t i l  e i t h e r  an 
accep t ing  state is  reached o r  no more moves are poss ib l e .  It is  conven- 
' i e n t  t o  t h i n k  of M as "guessing" only  a n  accep t ing  sequence. 
L e t  us d e f i n e  P as t h e  family of a l l  languages which can be  accep- 
t ed  by d e t e r m i n i s t i c  Turing machines whose running t i m e  is bounded by a 
polynomial i n  t h e  s i z e  of t h e  inpu t ,  and NP t h e  corresponding fami ly  of 
languages which can be accepted by nonde te rmin i s t i c  Turing machines i n  
polynomial t i m e .  Many important problems which are n o t  known t o  be in 
P are i n  NP. For a d e t a i l e d  d i scuss ion  of t h e s e  problems and a good 
b ib l iography,  see Ah0 et  al. [62]. 
There is  s t r o n g  evidence t h a t  t h e  two classes may not  be  t h e  same. 
It h a s  been shown by Karp and Cook [ 62 ]  t h a t  many problems i n  NP would 
be  i n  P i f  and only  i f  NP and P were i d e n t i c a l .  The equiva lence  class 
of problems i n  NP having t h i s  p rope r ty  is c a l l e d  po~ynarn.hL-campAWe. 
E i t h e r  a l l  of t h e s e  problems admit some a lgor i thm executab le  i n  
polynomial-time by a Turing machine o r  none of them does; no such 
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a lgor i thm is  c u r r e n t l y  known. 
The classes P and NP are i n v a r i a n t  under a wide range  of changes 
of machine model ( see  [62]) .  Polynomial-complete problems inc lude  t h e  
s a t i s f i a b i l i t y  problem of a Boolean express ion  i n  conjunct ive  normal. 
form, t r a v e l i n g  salesman, determining t h e  maximum c l i q u e  o r  minimal 
c o l o r i n g  of a graph, schedul ing,  r e g i s t e r  a l l o c a t i o n ,  0-1 i n t e g e r  
programming. 
An a lgor i thm f o r  a problem i n  NP can be regarded as a procedure 
which, when confronted wi th  a choice between (say)  two a l t e r n a t i v e  
t r a n s i t i o n s ,  can create two “copies” of i t s e l f ,  and follow up t h e  conse- 
, 
quences of both courses  of ac t ion .  Thus, t h e  p o s s i b l e  sequence of tran- 
s i t i o n s  t h a t  t h e  machine can make on an inpu t  i can be arranged i n t o  a 
tree of d e s c r i p t i o n s .  Each pa th  from t h e  r o o t  t o  a l e a f  i n  t h e  tree 
r e p r e s e n t s  a sequence of p o s s i b l e  t r a n s i t i o n s .  I f  s i s  a s h o r t e s t  se- 
quence of t r a n s i t i o n s  t h a t  t e rmina te s  i n  an accep t ing  s ta te ,  then  as soon 
as t h e  machine has made t h i s  t r a n s i t i o n  sequence s, t h e  machine s t o p s  
and accepts the input i. There i s  some constant k such that there are 
no more than  k cho ices  of next  move i n  any s i t u a t i o n .  
t r a n s i t i o n s  l e a d i n g  t o  a h a l t  of t h e  nonde te rmin i s t i c  Turing machine t h a t  
executes  t h e  a lgor i thm i n  NP is  of polynomial length .  Thus, a problem 
i n  NP can be computed on a d e t e r m i n i s t i c  Turing machine by t r a c i n g  o u t  
a tree of depth bounded by a polynomial, t h u s  t ak ing  exponent ia l -  
t i m e  i n  t h e  worst  case. 
Formally, a sequence of up t o  t ( n )  t r a n s i t i o n s  of a non- 
where n is t h e  l eng th  of t h e  inpu t ,  i s  
Each sequence o f  
d e t e r m i n i s t i c  Turing machine M 
represented  by a s t r i n g  over  t h e  a lphabet  AL = {091,.. . , k - l )  of l e n g t h  
1’ 
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up t o  t ( n ) ,  where k i s  as above. A de te rmin i s t i c  machine M s imula tes  2 
M on an input i of s i z e  n as follows. M success ive ly  genera tes  all 
s t r i n g s  v over alphabet AL of length  a t  most t ( n )  i n  lexicographic order. 
There are no more than (k + 1) t(n) such s t r i n g s .  A s  soon as a new s t r i n g  
1 2 
i s  generated, M simulates s the  sequence of moves of M represented 
by v. I f  s causes M t o  h a l t  (generating a s o l u t i o n ) ,  then M2 also 
2 V' 1 
V 1 
h a l t s .  I f  s does not  represent  a v a l i d  sequence of moves by M or  i f  
V 1 
s does not cause M t o  accept i, then M r epea t s  t h e  process with t h e  
next s t r i n g  over AL. 
V 1 2 
Machine M2 can simulate sequence s i n  time up t o  t ( n ) .  It t akes  
V 
a t  most t i m e  t ( n )  t o  generate each s t r i n g  v. Therefore t h e  e n t i r e  simu- 
l a t i o n  of M by M can t a k e  t i m e  up t o  2 t (n)  (k+l) (n). However, t h e r e  1 2 
e x i s t s  no proof t h a t  a l l  methods f o r  converting a nondeterministic algo- 
ri thm t o  a de t e rmin i s t i c  one must r equ i r e  an exponential  l o s s  of t i m e .  
The idea  of simulating the  opera t ion  of a nondeterministic Turing 
machine with a RPN w i l l  be explored i n  t h e  following sec t ions .  
follows f a i r l y  immediately from t h e  d e f i n i t i o n , a s  t h e  reader observed 
This idea  
i n  t h e  above discussion. 
in p a r a l l e l  has  been used as a conceptual a i d  (see Ah0 e t  a l .  [62 ] )  f o r  
understanding nondeterministic machines, From a d e t a i l e d  examination . 
of t h e  pecu l i a r  na ture  of RPN's, i t  w i l l  be poss ib l e  t o  de r ive  some n o t  
obvious t rade-of fs  between t i m e  and hardware complexity. 
The idea  of performing a l l  poss ib le  t r a n s i t i o n s  
In  t h e  above simulation of a nondeterministic Turing machine, a l l  
poss ib l e  sequences of t r a n s i t i o n s  on a given input i were arranged i n t o  
a tree of states. Al l accep t ing  s t a t e s  i n  t h e  tree w e r e  considered equa l ly  
des i rab le .  This r ep resen t s  an exhaustive search which examines a number 
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of states exponen t i a l  i n  t h e  s i z e  of input  i, 
i n  class NP, one can . formula te  a sea rch  guided by t h e  use of h e u r i s t i c  
m e r i t  f unc t ions  which w i l l  reduce t h e  number of p o i n t s  i n  t h e  tree t h a t  
must be examined. 
However, f o r  many problems 
I n  some a lgor i thms,  p o i n t s  i n  t h e  tree are generated i n  some o rde r ,  
which may depend on information t h a t  w a s  found a t  p o i n t s  p rev ious ly  tra- 
versed ,  and a tes t  i s  performed a t  each p o i n t  t o  determine whether i t  con- 
s t i t u t e s  a s o l u t i o n  ( L e , ,  an accep t ing  s t a t e ) .  I n  another  v a r i a n t ,  solu- 
t i o n s  may themselves be ordered by m e r i t  and t h e  g o a l  set of f i n d i n g  t h e  
b e s t  so lu t ion .  
~/t-rt~k?e d o ~ ~ ~ % v t  and a sea rch  f o r  a 6 u Z  b a l u L b n .  
f i r s t  type  of s o l u t i o n  i s  requ i r ed  w i l l  be  c a l l e d  a - a k - n ~ n e ;  a problem 
involv ing  t h e  l a t t e r  type of s o l u t i o n  w i l l  be termed ap&k&ovz p h o b h ~ .  
Thus, t h e r e  is  a d i s t i n c t i o n  between a sea rch  f o r  an &- 
A problem where t h e  
I n  a h e u r i s t i c  search ,  one provides  a merit f u n c t i o n  f o r  p o i n t s  
i n  t h e  tree t h a t  w i l l  recommend t h e  most promising po in t  from which t o  
sea rch  next .  Roughly, t h e  idea  i s  t o  examine the tree p o i n t s  t o  de t e r -  
mine their l ike l ihood of y i e ld ing  a (best) solution, and to avoid traver- 
s i n g  unpromising po in t s .  
[ 5 4 ]  and o t h e r s  t o  d e r i v e  some polynomial-time Turing a lgor i thms f o r  
Th i s  h e u r i s t i c  approach h a s  been used by Karp 
op t imiza t ion  problems i n  class NP, These a lgor i thms provide approximately 
b e s t  s o l u t i o n s  f o r  a l l  i n p u t s ,  o r  b e s t  s o l u t i o n s  f o r  a l l  except  a f i n i t e  
number of  i npu t s ,  o r  approximately b e s t  s o l u t i o n s  f o r  a l l  except  a f i n i t e  
number of i npu t s .  Algorithms wi th  t h e s e  p r o p e r t i e s  will be c a l l e d  
appkoxima-tion d g o u h m a  , 
3.2 .2 .  Some Observat ions on Computational Complexity 
The hardware complexity of RPN's t h a t  execute  problems i n  class NP 
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within polynomial-time w i l l  be explored i n  t h i s  sec t ion .  It w i l l  be shown 
t h a t  a d i s t i n c t i o n  between all-or-none and optimization problems must be 
made. Also, i t  w i l l  be shown t h a t  cons idera t ion  must be given t o  t h e  
mechanism by which a so lu t ion  i s  outputted from t h e  machine. 
DEFINITION 3 . 2  
A RPNMwith c e l l u l a r  space Q is  s a i d  t o  be ~~&puX-coUX&.&hd i n  
case t h e r e  e x i s t s  a s p e c i a l  c e l l  v i n  Q such t h a t  M assumes an accepting 
state conf igura t ion  c whenever c(v) i s  an  accepting state. 
is  c a l l e d  an ~ & p f d  cm of RPN M. I f  no such r e s t r i c t i o n  e x i s t s ,  a RPN 
is c a l l e d  o u / t l p & - u ~ ~ u ~ h ~ & d *  
s ( n ) - b ~ ~ ~ d ~ d - ~ p a ~ ~  i f  t h e  number of processors t h a t  in te rvene  i n  t h e  com- 
pu ta t ion  i s  not g r e a t e r  than s (n ) .  
Such a c e l l v  
A RPN is  sa id  t o  accept a language on 
THEOREM 3 . 2  
An all-or-none problem i n  c l a s s  NP can be executed by an  output- 
unconstrained RPN on exponentially-bounded-space wi th in  polynomial time. 
PROOF. A p a r a l l e l  simulation of t h e  nondeterministic Turing machine w i l l  
be performed. Each processor i n  t h e  RPN w i l l  execute a sequence o r  tran- 
s i t i o n s  s (defined i n  previous sec t ion )  of t h e  nondeterminis t ic  Turing 
V 
machine on t h e  given input i. I n  t h i s  manner, t h e  RPN w i l l  t r a c e  o u t  t h e  
tree of a l l  poss ib le  sequences of t r a n s i t i o n s  on i, simulating i ts  
operation. I f  s is a s h o r t e s t  sequence of t r a n s i t i o n s  t h a t  t e rmina tes  i n  
an accept ing  s t a t e  of t h e  nondeterministic Turing machine, then t h e  time 
used i n  processing input i w i l l  be t h e  length  of s. Note t h a t  t o  compute 
an optimization problem as above would take  exponential  t i m e ,  s i n c e  an 
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exponent ia l  number of s t e p s  i s  needed t o  determine a so lu t ion  of b e s t  merit. 
Whenever one may formula te  h e u r i s t i c  merit f u n c t i o n s  f o r  a problem, 
t h e  search  tree w i l l  be "pruned" as t h e  computation proceeds. Each pro- 
ces so r  w i l l  compare i t s  information wi th  t h a t  of processors  polynomially 
d i s t a n t  from it. 
be e l imina ted  from t h e  computational p rocess  and f o r  some problems, t h e  
I n  t h a t  manner, c e l l s  pursuing unpromising sea rches  can 
average number of i n t e rven ing  p rocesso r s  s i g n i f i c a n t l y  reduced (see Karp 
d 
DEFINITION 3 .3  
An a lgor i thm A is  s a i d  t o  be pa&jfio&-hpttce-&gfied wi th  r e s p e c t  
t o  an output-constrained RPN M whose output  ce l l  i s  v, i n  case  a l l  solu- 
t i o n s  generated by A on each input  i, are produced i n  cells  whose d i s t a n c e  
t o  ce l l  v i s  bounded by a polynomial i n  t h e  s i z e  of t h e  problem. 
COROLLARY 3 , 3 
A problem i n  class NP which admits  an a lgor i thm t h a t  i s  polynomial- 
space-aligned w i t h  respect t o  an output-constrained R P N  M can be computed 
by M on exponent ially-bounded-space wi th in  polynomial time. 
PROOF. I f  all cel ls  t h a t  gene ra t e  s o l u t i o n s  ( i .e, ,  e n t e r  accept ing  states) 
are polynomially d i s t a n t  t o  output  c e l l  v ,  then  a b e s t  s o l u t i o n  may be 
s e l e c t e d  wi th in  polynomial t i m e  a f t e r  a process  of comparison of i n t e r -  
vening s o l u t i o n  m e r i t  values .  
can be performed while t h e  s o l u t i o n s  propagate ,  by i n h i b i t i n g  t h e  propa- 
A 
This  s e l e c t i o n  of a maximum m e r i t  v a l u e  
g a t i o n  of s o l u t i o n s  whose v a l u e s  are not  opt imal ,  
L e t  a RPN M be modified,  so t h a t  a ce l l  v is  incorpora ted  t o  the 
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network which has  every o t h e r  c e l l  as a neighbor,  Suppose t h i s  modified 
M is  output-constrained wi th  c e l l  v as a n  output  cell .  Then t h e  requi re -  
ment of polynomial-space-alignment i n  Coro l l a ry  3 .3  may be l i f t e d ,  s i n c e  
it is s a t i s f i e d  au tomat ica l ly ,  For example, cons ider  a one-dimensional 
l i nea r -a r r ay  wi th  an o r i g i n  ce l l  d i r e c t l y  connected t o  every o t h e r  cell.  
Such a machine would r e q u i r e  a c i r c u i t  capable  of s o r t i n g  t h e  s o l u t i o n  
m e r i t  v a l u e s  i n  polynomial-time, 
s ea rch  ( see  Ah0 e t  al .  [62]). 
T h i s  may be  done by performing a b ina ry  
An a lgor i thm which r e q u i r e s  a r e source  t h a t  must grow exponen t i a l ly  
can n o t  b e  considered p r a c t i c a l  f o r  l a r g e  inpu t  s i z e s .  Hartmanis and 
Simon [63]  have proved t h a t  random access machines (RAM'S) capable  of 
computing the product of two operands i n  u n i t  t i m e ,  may so lve  problems 
i n  class NP w i t h i n  polynomial-time a t  t h e  expense of an  exponen t i a l  amount 
of s torage .  Therefore  i t  seems t h a t  t h e  computation of problems i n  class 
NP can be speeded up a sympto t i ca l ly  only  a t  a p r o h i b i t i v e  expense i n  t e r m s  
of hardware complexity. However, s i n c e  many of t h e  problems i n  NP need 
t o  be solved ( f o r  example, t h e  t r a v e l i n g  sa l e spe r son  problem), i t  is s t i l l  
of i n t e r e s t  t o  a t tempt  t h e  gene ra t ion  of f a s t e r  s o l u t i o n s  i n  t h e  inpu t  
size range d i c t a t e d  by t h e  a p p l i c a t i o n s .  
L e t  u s  examine t h e  speedup ach ievab le  wi th  RPN's i n  t h e  genera t ion  
of approximate s o l u t i o n s  t o  problems i n  class NP. An approximate Turing 
a lgor i thm which t r a v e r s e s  a polynomial number p(n)  of p a t h s  i n  t h e  search  
tree, t a k e s  t i m e  up t o  p ( n ) t ( n )  t o  so lve  a problem i n  NP, where t ( n )  is 
t h e  l eng th  of a longes t  sequence of t r a n s i t i o n s ,  and n t h e  input  s i z e ,  
A p a r a l l e l  s imu la t ion  of t h i s  a lgor i thm c a r r i e d  out  on a RPN w i l l  t a k e  
t i m e  up t o  t ( n )  on p(n)-bounded-space, r e s u l t i n g  i n  a speedup by a f a c t o r  
P ( d  
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A RPN such t h a t  t h e  pa th  d i s t a n c e  between every  two p o i n t s  of i ts 
underlying digraph i s  bounded by a logar i thm i n  t h e  number of p o i n t s  w i l l  
be  examined i n  t h e  next  s ec t ion .  
3 . 3  Balanced-Tree RPN's 
DEFINITION 3 . 4  
A t4ee i s  a connected d igraph  wi th  no c y c l e s  which has  a unique 
pa th  from one p o i n t ,  c a l l e d  t h e  t o o t ,  t o  every o t h e r  p o i n t  i n  t h e  digraph.  
The depth, of a p o i n t  u i n  t h e  tree i s  t h e  l eng th  of t h e  p a t h  from t h e  
r o o t  t o  u. 
of t h e  same degree k + 1, k > 2. 
A tree i s  k-bahnced, i f  a l l  p o i n t s  o t h e r  than  t h e  r o o t  are 
- 
The number of p o i n t s  t o  depth  d of a k-balanced tree, k - > 2 ,  i s  
(kd+'- l ) / ( k  - I ) ,  which approaches k Thus, 
t h e  pa th  dis t 'ance between every two p o i n t s  i n  a balanced tree is bounded 
by a logar i thm of t h e  number of p o i n t s  i n  t h e  tree. 
d 
from above as k i nc reases .  
THEOREM 3 . 4  
L e t  a problem be  solved within polynomial-time by a nondeterminis- 
t i c  Turing machine M. 
cons t ra ined  balanced-tree-RPN on exponentially-bounded-space w i t h i n  poly- 
nomial t i m e .  
Then t h e  problem is  so lvab le  by an output- 
PROOF. The i d e a  of  t h e  proof is aga in  t o  s imula te  t h e  ope ra t ion  of M. 
Each sequence of t r a n s i t i o n  s of M, is  executed by some ce l l  i n  t h e  
balanced-tree-RPN. Since t h e  pa th  d i s t a n c e  is bounded by a polynomial 
of t h e  i n p u t  s i z e ,  every p a i r  of processors  may in te rchange  informat ion  
and a b e s t  s o l u t i o n  be d isp layed  a t  t h e  r o o t  w i th in  polynomial t i m e .  The 
number of i n t e rven ing  processors  may be  reduced by t h e  use  of h e u r i s t i c  
func t ions .  
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A 
It i s  no t  f e a s i b l e  t o  f a b r i c a t e  an a r b i t r a r y  tree s t r u c t u r e  i n  
phys ica l  space,  so  t h a t  t h e  phys ica l  d i s t a n c e  between ad jacen t  p o i n t s  be 
t h e  same throughout t h e  tree. 
i n  a tree grows exponen t i a l ly  wi th  pa th  d i s t a n c e ,  whereas t h e  number of 
p o i n t s  i n  a phys ica l  r e a l i z a t i o n  can on ly  grow polynomially wi th  phys ica l  
d i s t ance .  Three-dimensional r e a l i z a t i o n s  of 7 ,  25 and 50- balanced trees 
T o  see t h i s ,  no te  t h a t  t h e  number of p o i n t s  
have been proposed by Lipovsky [57]. H e  has  a l s o  provided upper bounds 
on t h e  propagat ion de lay  through such phys ica l  r e a l i z a t i o n s .  Since an  
unbounded loss of phys ica l  proximity t a k e s  p l ace  between p o i n t s  i n  a 
r e a l i z a t i o n  of a t ree ,  Theorem 3 . 4  i s  no t  a p p l i c a b l e  f o r  l a r g e  v a l u e s  of 
problem s i z e  (such t h a t  propagat ion de lays  are no longer  n e g l i g i b l e  as 
compared t o  computation t i m e ) .  
3 . 4 .  F l e x i b l e  In te rconnec t ion  S t r u c t u r e s  
I n  t h i s  s e c t i o n ,  we  cons ider  d-dimensional t e s s e l l a t i o n  processor  
networks (TPN's) whose dimension d i s  allowed t o  grow wi th  t h e  s i z e  of 
an i n p u t  problem. 
are wi th in  mutual polynomial pa th  d i s t ance .  
when t h e  number of connect ions can grow wi th  inpu t  s i z e  w i l l  be  examined 
I n  a common TPN, only  a polynomial number of p o i n t s  
How t h e  s i t u a t i o n  changes 
next  . 
THEOREM 3.5 
An output-constrained d-dimensional TPN such t h a t  d = n / log  p ( n ) ,  
where p(n)  i s  a polynomial i n  problem s i z e  n, can be used t o  solve prob- 
l e m s  i n  class NP on exponentially-bounded-tape wi th in  polynomial t i m e .  
n 
PROOF. I f  t h e  number of computing cel ls  i s  b , f o r  some cons t an t  b , then  
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each edge of t h e  d-dimensional cube t h a t  con ta ins  t h e s e  cel ls  must be of 
l eng th  bnld.  The computational p rocess  performed by t h e  TPN is a p a r a l l e l  
s imula t ion  of t h e  nondeterminis t ic  Turing a lgor i thm f o r  t h e  given problem, 
as i n  prev ious  sec t ions .  Every two ce l l s  i n  t h e  cube of edge bn’d are 
wi th in  pa th  d i s t a n c e  d 1/2bn/d. Therefore ,  i f  d = n/logbp(n)  , then  t h e  
maximum pa th  d i s t a n c e  becomes (n/logbp(n)) 1 / 2  p(n)  . A 
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CHAPTER IV 
DECENTRALIZED INTERPROCESSOR MESSAGE-ROUTING 
MECHANISMS FOR RPN's 
4.1.  In t roduc t ion  
The implementation of p a r a l l e l  p rocess ing  systems p r e s e n t s  a 
number of cha l lenges  not  found i n  s i n g l e  processor  systems. 
t h a t  becomeecrucial are hardware r e source  sha r ing ,  sof tware  r e source  
shar ing  and, i n  t h e  case of multiple-computer systems, load  sha r ing ;  
f o r  a survey,  see Enslow [58]  and Wulf [59].  Hardware r e source  
shar ing  t a k e s  p l ace ,  f o r  example, when a t a s k  execut ing on a p a r t i c u l a r  
processor  uses  a device  loca ted  a t  a d i f f e r e n t  processor .  
Objec t ives  
Software 
resource  sha r ing  inc ludes  t h e  a b i l i t y  f o r  a processor  t o  o b t a i n  programs 
and d a t a  r e s i d i n g  on another  processor .  I n  load  sha r ing ,  t h e  goa l  is t o  
t r a n s f e r  jobs from one processor  t o  another  i n  order  t o  achieve  a n  e f f i c i e n t  
ope ra t ion  of t h e  system. ,The l e v e l s  a t  which i n t e r a c t i o n  between pro- 
cessors must occur certainly vary from s y s t e m  to s y s t e m ,  but the success 
of most des igns  w i l l  depend t o  a g r e a t  e x t e n t  on t h e  adequacy wi th  which 
in t e rp rocesso r  communication can t a k e  p lace .  
The concern of t h i s  chapter  i s  t o  c h a r a c t e r i z e  d e c e n t r a l i z e d  
in t e rp rocesso r  message-routing schemes f o r  RPN's, t h a t  do not  r e q u i r e  
knowledge of processor  sites, o r  t h e  i d e n t i t y  of senders  and receivers. 
Such systems have t h e  important advantage over t h o s e  which do r e q u i r e  
processor  s i t e  knowledge, t h a t  overhead due t o  e s t a b l i s h i n g ,  moving and 
e l imina t ing  connect ions does no t  e x i s t .  S ince  t h e s e  r o u t i n g  schemes are 
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decen t r a l i zed ,  t h e  necessary  c o n t r o l  l o g i c  i n  an implementation can be 
d i s t r i b u t e d  throughout t h e  network, a d e s i r a b l e  modular f e a t u r e .  Enslow 
[58]  has  ind ica t ed  some p o t e n t i a l  b e n e f i t s  i nhe ren t  t o  a mul t iprocessor  
ope ra t ing  system wi th  a decen t r a l i zed  o rgan iza t ion  t h a t  t reats  p rocesso r s  
as  a n  anonymous pool  of resources .  W e  quote:  
Such symmetric ope ra t ion  provides  g r a c e f u l  degrada t ion;  it 
can provide  b e t t e r  a v a i l a b i l i t y  of a reduced capac i ty  system; 
i t  provides  t r u e  redundancy; and i t  makes t h e  most e f f i c i e n t  
u s e  of r e sources  a v a i l a b l e .  
A multiple-computer system which has  incorpora ted  t h e  concept  of 
anonymous t rea tment  of processors  is  t h e  D i s t r i b u t e d  Computer System [l5 1, 
DCS, b u i l t  a t  t h e  Un ive r s i ty  of C a l i f o r n i a ,  Irvine. The in t e rconnec t ion  
graph of DCS is a r i n g  suppor t ing  ' t ransmission i n  one d i r e c t i o n  only. 
Processors  are connected t o  t h e  t ransmiss ion  l i n e s  through a p i e c e  of 
hardware c a l l e d  t h e  " r i n g  i n t e r f a c e , "  which recognizes  sof tware-def ined  
p rocess  names. More s p e c i f i c a l l y ,  messages c i r c u l a t i n g  i n  t h e  r i n g ,  con- 
s i s t i n g  of bo th  c o n t r o l  in format ion  and d a t a ,  are addressed t o  l o g i c a l  
p rocesses ,  r a t h e r  than phys ica l  p rocessors .  Since each message i s  expl i -  
c i t l y  addressed t o  a process ,  each p rocess  must have a unique name; 
t h e r e f o r e ,  a mechanism i s  provided f o r  prevent ing  name dup l i ca t ion .  Load 
sha r ing  i n  t h e  DCS des ign  is achieved by a "bidding" scheme. 
i n i t i a t i n g  a t a s k ,  f o r  example a compilat ion,  a " reques t  f o r  bid" is 
broadcas t  t o  a l l  processors .  
a v a i l a b l e  c a p a c i t y  t o  execute  t h e  t a s k  respond. 
t o  t h e  excess  c a p a c i t y  on t h e  processor  which responds.  
s igned wi th  t h e  lowest b idde r ,  and t h e  t a s k  is  executed on t h e  winning 
processor .  
P r i o r  t o  
Those p rocesso r s  w i th  bo th  the a b i l i t y  and 
The b id  is p r o p o r t i o n a l  
A "cont rac t"  is 
Since  t h e  in t e rconnec t ion  d ig raph  of DCS is  a r i n g ,  i t s  c o n t r o l  
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mechanism does  n o t  need t o  be concerned wi th  message rou t ing ,  I n  a gene- 
r a l  network wi th  a l a r g e  number of processors ,  however, f a c t o r s  such as 
d i s t a n c e ,  communication c o s t s  and bandwidth are l i k e l y  t o  become de te r -  
minant. It i s  then  necessary  t o  formula te  some mechanisms, hope fu l ly  de- 
c e n t r a l i z e d ,  by which messages can be  routed  between sender  and receiver 
as d i r e c t l y  as poss ib l e .  
When t h e r e  i s  a l a c k  of knowledge about a t a s k  o r  environment, many 
t i m e s  a n  organized h e u r i s t i c  s ea rch  i s  t h e  only way t o  s o l v e  a problem, 
By a h e u r i s t i c ,  we mean any dev ice  t h a t  a i d s  sea rch  e f f e c t i v e n e s s  by 
e i t h e r < r e s t r i c t i n g  t h e  reg ion  searched o r  a p p r o p r i a t e l y  o rde r ing  t h e  
search.  I n  those  d i f f i c u l t  cases, a decen t r a l i zed  c o n t r o l  scheme tha t  
inco rpora t e s  t h e  "bidding" concept seen  i n  t h e  DCS des ign ,  may become 
use fu l .  
o r  s t r a t e g y  and re la te  t o  t h e  o t h e r  processors  t h e  v a l i d i t y  of i ts 
approach. 
processor  t h a t  had progressed t h e  most i n  i t s  exp lo ra t ion  (Le.$ was 
t h e  c l o s e s t  t o  t h e  g o a l ) ,  o r  which had t h e  most va luab le  information. 
The processor  i n  command could then d i r e c t  a coopera t ive  e f f o r t  i n  meet- 
i n g  t h e  computat ional  demands. More s p e c i f i c a l l y ,  it would monitor the 
progress  made by t h e  o t h e r  processors ,  i n t e r r o g a t e  them, d i sca rd ing  those  
h e u r i s t i c s  t h a t  seemed of l i t t l e  va lue ,  and formula te  new h e u r i s t i c s  t o  
r e p l a c e  t h e  d iscarded  ones, 
Le t  each processor  i n  a network exp lo re  a p a r t i c u l a r  hypothes is  
The c o n t r o l  mechanism of t h e  system would pass  command t o  t h e  
The "bidding" concept may be  u t i l i z e d ,  f o r  example, when e x t r a c t -  
i n g  f e a t u r e s  i n  p i c t o r i a l  p a t t e r n s .  The computat ional  goa l  then is to 
d i scove r  a set of f e a t u r e s  of subpa t t e rns  of t he  p i c t u r e  t h a t  are mutual ly  
compatible,  and which w i l l  a l l ow t h e  i n f e r e n c e  of a g l o b a l  s ta tement  about  
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t h e  p i c t u r e .  
of t h e  f i g u r e ,  and then  compare t h e  f e a t u r e  wi th  t h e  ones hypothesized by 
Each processor  would hypothes ize  a f e a t u r e  on a s u b p a t t e r n  
t h e  o t h e r  processors .  
mation in te rchange ,  us ing  t h e  "bidding" no t ion  descr ibed  above. The 
d e t a i l e d  c h a r a c t e r i s t i c s  of t h e  p rocess  w i l l  depend of course  on t h e  
p a r t i c u l a r  h e u r i s t i c  procedure t h a t  is appl ied .  
The goa l  can be  achieved a f t e r  a p rocess  of in for -  
Fu r the r  examples of systems which would b e n e f i t  from d e c e n t r a l i z e d  
r o u t i n g  schemes t h a t  o p e r a t e  i n  t h e  absence of processor  s i te  knowledge, 
d i scussed  by Farber  [ 151, inc lude  d i s t r i b u t e d  d a t a  management and real- 
time command systems, 
I n  systems t h a t  are message-oriented, l i k e  t h e  ones d iscussed  
above, i n t e r p r o c e s s o r  communication w i l l  c o n s i s t  e s s e n t i a l l y  of the  broad- 
cast of i n t e r r o g a t i n g  messages, followed by t h e  subsequent r o u t i n g  of 
response messages t o  t h e  broadcas t  senders .  
response r o u t i n g  i n  t h e  absence of knowledge of where a broadcas t  sender  
o r  i t s  responding processors  are loca ted  i n  t h e  network, some informat ion  
on how t h e  broadcas t  message propagates  through t h e  network has t o  be 
e x t r a c t e d  and exp lo i t ed .  
t h i s  chap te r  are those  which are achieved by applying a t  each processor  
i n  t h e  response r o u t e ,  a l o c a l  r o u t i n g  r u l e  t h a t  i s  a func t ion  of the 
set of i n p u t  l i n e s  upon which t h e  broadcas t  message f i r s t  arrives t o  that  
processor  and poss ib ly  t h e  inpu t  l i n e  on which t h e  response message 
r eaches  that processor ;  thus ,  t he  swi tch ing  d e c i s i o n  a t  each processor  
i s  based on s t r i c t l y  l o c a l  information.  
t a k e s  f o r  a message t o  go from a processor  t o  an ad jacen t  one i s  t h e  same 
a t  a l l  processors ,  and we  d e f i n e  t h i s  i n t e r v a l  as ~ M / i t  f i e .  
To gene ra t e  d e c e n t r a l i z e d  
The response  r o u t i n g  schemes i n v e s t i g a t e d  in  
It is  assumed t h a t  t h e  t ime it 
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Four examples of n o n t r i v i a l  networks which can suppor t  message 
r o u t i n g  schemes n o t  r e q u i r i n g  informat ion  of processor  sites, are due t o  
Sahin [ 601 . The examples g iven  (which may be  viewed as RPN's) are two 
square" and two "hexagonal" networks. No a t tempt  t o  show t h e  v a l i d i t y  11 
of t h e  schemes o r  t o  i n d i c a t e  how a switching d e c i s i o n  r u l e  may be  de- 
r ived  w a s  made. 
senders  and receivers have been proposed. 
To our  knowledge, no o t h e r  schemes ignor ing  i d e n t i t y  of 
Severa l  fundamental ques t ions  concerning i n t e r p r o c e s s o r  site- 
knowledge-free message-routing schemes ( c a l l e d  ISKF schemes) are reso lved  
i n  t h i s  chapter .  F i r s t ,  t h e  class of RPN's which admit ISKF schemes wi th  
monotonic response-message convergence i s  cha rac t e r i zed .  
t h a t  class, t h e  gene ra t ing  l o c a l  r o u t i n g  r u l e  is given. 
s a r y  cond i t ion  f o r  t h e  e x i s t e n c e  of an  a rc - l abe l ing  i n  a given d igraph ,  
so t h a t  i t  l e n d s  i t s e l f  t o  t h e  d e f i n i t i o n  of an  ISKF scheme, is then  
e s t a b l i s h e d .  A c h a r a c t e r i z a t i o n  of a l o c a l  r o u t i n g  r u l e  p e r t a i n i n g  t o  
a symmetric d igraph  i s  given. 
For a RPN i n  
A simple neces- 
Next, more g e n e r a l  p r o p e r t i e s ,  pseudomonotonic and strong message- 
r o u t i n g  convergence, are introduced.  
d ig raphs  t h a t  support  t h e s e  p r o p e r t i e s  are proved. F i n a l l y ,  w e  g i v e  some 
measures of q u a l i t y ,  u s e f u l  i n  a comparative s tudy  of network topologies .  
Seve ra l  cond i t ions  s a t i s f i e d  by 
4.2. In t e rp rocesso r  Message-Routing Schemes 
F i r s t  of a l l ,  t h e  fo l lowing  graph- theore t ic  d e f i n i t i o n s  are i n  
order .  For convenience, per t inent  concepts  introduced i n  Ikf.  1.1 w i l l  be  repeated.  
DEFINITION 4 .1  
The adjacency rna/tttix AD of a d igraph  D = (P(D), A(D)) has  an  e n t r y  
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AD = a whenever t h e  p a i r  of p o i n t s  (u,v) i s  an arc i n  A(D), and 
AD = 0 otherwise.  The din&nce d(u ,v)  from p o i n t  u t o  p o i n t  v is  the 
l e n g t h  of a s h o r t e s t  walk (o r  pa th)  from u t o  v. 
uv uv 
uv 
The pdh ,  r d x  PA(m) 
of a connected d igraph  i s  t h e  mat r ix  whose e n t r y  PA (m) ,  i f  uv 
m 1. d(u ,v )  = d,  equa l s  t h e  set of s h o r t e s t  pa ths  from u t o  v, w r i t t e n  as 
. .a +. . .+ 
; otherwise, PA (m)=O. The 6h%?kb/t  path  m m x  SH 
X 
a sum of words on symbols a = AD of t h e  form a a 
a a  
ux x x 1 1 2 (d- l )v  uv uv 
uv z 2 * - a  uzl 1 2 z(d-1)v 
of a connected d igraph  is  def ined  t o  be SH = l i m  PA(m). 
m+ 00 
LEMMA 4.1 
The pa th  matrix PA(m),m - > 1, is  obtained from t h e  adjacency matrix 
AD as fo l lows  ( see  Ah0 e t .  a l .  [ 6 2 ]  f o r  an  a l t e r n a t i v e  approach):  
PA(1) = AD , 
1 PAUe(m)*ADeV i f  PA 
e 
(m) = 0, uv 
PA (m), otherwise.  i uv PAuv(m+l) = 
PROOF. The product ADueADev w i l l  be  nonzero whenever t h e r e  e x i s t s  a walk 
a a 
from u t o  v. 
2 from u t o  v. Thus, ADuv r e p r e s e n t s  t h e  set of walks of l e n g t h  2 ue  ev 
It fo l lows  t h a t  PAuV(m) = 0 whenever m < d(u ,v ) ;  o therwise ,  
PA (m) as cons t ruc ted  above s p e c i f i e s  t h e  s h o r t e s t  p a t h s  from u t o  v. h 
uv 
DEFINITION 4.2 
A digraph  D i s  k - a 4 c - c d ~ k ~ b . k  i f  t h e r e  exists a n  assignment of k 
c o l o r s  t o  i ts  arcs, so  r h a t  no two arcs wi th  a common i n i t i a l  o r  terminal 
p o i n t  have t h e  same co lo r .  A 1-&&0/r of D i s  a spanning subgraph of D 
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which i s  quas i r egu la r  of degree  1. A quas i r egu la r  d igraph  D of degree  k 
is k-colorable  whenever D i s  t h e  a r c - d i s j o i n t  union of k 1 - f ac to r s ,  since 
t h e  set  of arcs i n  each 1 - fac to r  may be assigned a d i s t i n c t  c o l o r ,  and 
conversely.  Thus, t h e  concepts  of a r c -co lo ra t ion  and 1 - f a c t o r i z a t i o n  be- 
come equ iva len t  when appl ied  t o  t h e  d ig raph  of a RPN. The r eade r  is re- 
(the quasigroup graph of quasi-  Q , N I  minded of t h e  f a c t  t h a t  i f  D = D 
group Q),the arcs belonging to a common 1 - fac to r  a r e  ass igned  a com- 
is t h e  
Q , N I  
mon c o l o r  hcNI. 
mapping A: 
S ince  by d e f i n i t i o n  of a quasigroup, X is  a n  a rc-co lor ing  of D 
AD i s  t h e  adjacency matrix of D 
p l i e s  v 1 - v23 f o r  u,v1,v2 
The attc-hbefing )\ of quasigroup-graph D 
A(DQyNI) -+ N I  such t h a t  x(u,v)  = h, h&NI, whenever u = hv. 
i f  
Q,NIy 
then  )\(ADuv ) = A(ADuv2) # 0 flu- 
QJI' 1 
Q = P(DQ,NI). 
Theorem 1.4 proved t h a t  every quas i r egu la r  d igraph  D can be repre-  
of some quasigroup Q, such t h a t  sented as a quasigroup-graph D 
Q = P(D). A p r e s e n t a t i o n  (N1,R) f o r  Q is obtained from D by f i r s t  
Q , N I  
express ing  D as t h e  a r c - d i s j o i n t  union of 1 - f ac to r s ;  c o l o r i n g  t h e  1- 
f a c t o r s  wi th  t h e  symbols of N I ;  and f i n a l l y  d e r i v i n g  a set  of d e f i n i n g  
r e l a t i o n s  R over  N I  as fol lows.  
r ,s w i l l  hold whenever r and s are s p e l l e d  by two d i s t i n c t  walks w' 
J' between p o i n t s  u and v ,  r e s p e c t i v e l y .  
An e q u a l i t y  r = s of p o s i t i v e  formulas  
and uv 
uv 
A p o s i t i v e  formula x over  a lphabet  N I  i s  s a i d  t o  be cauza&k&, i f  
t h e r e  e x i s t s  no o t h e r  p o s i t i v e  formula w equ iva len t  t o  x under p r e s e n t a t i o n  
(N1,R) t h a t  i s  of smaller l eng th ;  t h i s  i s  w r i t t e n  x = can(w). The l e f t -  
most symbol of a formula w i s  denoted lm(w) ;  t h e  rightmost symbol is 
denoted rm(w)  . 
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LEMMA 4.2 
Q,NI L e t  SH be  t h e . s h o r t e s t  p a t h  ma t r ix  of a quasigroup-graph D 
PROOF. A p o s i t i v e  formula w E W r e p r e s e n t s  a walk from u = w1 ( *  <wdv> uv 
to V* Thus, 1 can(w) equa l s  t h e  sum of p o s i t i v e  formulas  s p e l l e d  by 
wEwllV 
s h o r t e s t  p a t h s  from u t o  v, i.e., X(SH ). A 
uv 
DEFINITION 4 . 3  
The 6 h X  b u d  m a x  FA of a connected d igraph  D is  de f ined  t o  
1 ,  where (y ,v)  is an arc included 
The exi/t m d x  EX of D has  e n t r i e s  Exuv 
have e n t r i e s  FA e q u a l l i n g  th'e set  {a 
uv Yv 
i n  a s h o r t e s t  p a t h  from u t o  v. 
e q u a l l i n g  t h e  set {a 1,  where (u,y)  i s  a n  a r c  included i n  a s h o r t e s t  
p a t h  from u t o  v. 
UY 
LEMMA 4 . 3  
L e t  SH, FA and EX be t h e  s h o r t e s t  pa th ,  f i r s t  arr ival  and exi t  
matrices of D,  r e spec t ive ly .  
where rm(w +. .+w ) = {rm(w,>, . , r m ( w  ) 1 ,  lm(wl+. .hd) = {lm(w,), . . , lm(wd)  1 ,  
wl+..+wd & SH 
Then FAuv = {rm(SHUv))' EX = {lm(SHUv)3, uv 
1 d d 
UV. 
denotes  t h e  set of last  arcs and EX t h e  set of f i r s t  arcs PROOF. FAuv uv 
i n  s h o r t e s t  p a t h s  from u t o  v. The i d e n t i t i e s  fo l low from t h e  d e f i n i t i o n  
l i m  PA(m) = SH. 
woo 
A 
From Lemmas 4.1 through 4 - 3  i t  is  seen t h a t  t h e  ma t r i ces  X(FA) and 
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may be computed e i t h e r  from t h e  adjacency matrix Q , N I  X(EX) of a d igraph  D 
o r  from a p r e s e n t a t i o n  (N1,R) of quasigroup Q. The f i r s t  
QJI’ 
AD of D 
approach is  more mechanical. 
of Q i s  small, t h e  second approach may r e q u i r e  cons iderably  less e f f o r t .  
However, i f  t h e  set R of d e f i n i n g  r e l a t i o n s  
The l a t t e r  approach w i l l  be i l l u s t r a t e d  i n  Examples 4 . 1  and 4.2. 
The fol lowing d e f i n i t i o n s  formal ize  t h e  no t ion  of an ISKF scheme. 
DEFINITION 4,4 
h elknevLtahy l u c d  ttoufkng r t d e  t) on d igraph  D Q,NT with  arc- 
l a b e l i n g  A ,  is  a mapping @: ZN1 -+ ZN1. 
i s  a mapping NI X zN1 -+ 2N*. 
An ex;tmded 1e0ca.l k o ~ n g  &&e @ 
A b C d  & d e  i s  e i t h e r  an  elementary o r  an 
extended l o c a l  rou t ing  r u l e .  A l o c a l  r u l e  is d & W m i ~ & f i ~  i f  each of 
i t s  v a l u e s  i s  a set of c a r d i n a l i t y  equa l  t o  one. A l o c a l  r u l e  4 i s  
nondeXe&nh/tic CtA: X i n  i t s  domain, i f  IQ(X)l - > 1. 
with  a rc - l abe l ing  h and an  a r b i t r a r y  p o i n t  s 
i n  it,’ t h e  A k n h X a n  @ncLhn T: Q + 2Q induced by &h?e&atty h c i d  &Lo&- 
0 ,NI 
Given a d igraph  D 
k g  lrtde $ with  broadcas t  sender s, i s  t h e  mapping s p e c i f i e d  by A(v,T(v))= 
@(X(FAsV))#$, f o r  S#VEQ, T ( s )  = (s). The Omnh&hn &i.ncLhvz induced by 
ex/tended l o c d  & a d n g  &&e @ with  broadcas t  sender  s and respondent r ,  
i f  t h e  mapping T: Q -+ 2? s p e c i f i e d  by A(r,T(r))=@(h,A(FAs,))# 4, f o r  a rb i -  
t r a r y  hcNI, r#s; X(v,T(v))= @(h(y ,v)  ,A(FAsV)), where v#s,  VET (r) ,  
ycTn-’(r), n > l ,  - (y,v) i s  an  a r c  of D Q,NI; and T ( s )  = (s). 
n 
is /tupome-me4aage 
Q , N I  
A l o c a l  r o u t i n g  r u l e  @ on a given d igraph  D 
i f  t h e  t r a n s i t i o n  f u n c t i o n  T induced by @ s a t i s f i e s  
Q,NI 
conuageM/t on D 
Tn(r)  = { s , . . , s } ,  f o r  a l l  p o i n t s  s,r of D 
n - > 1. 
and some f i n i t e  i n t e g e r  
I f  a l o c a l  r o u t i n g  r u l e  4 is  response-message convergent on D 
Q , N I  
QJ I ’  
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we say  t h a t  @ geaetru&A rn ~ e 4 p 4 a c e n a o 4  A a e - h n a w k f g e -  &e' menhage- 
m d g  Acheme (ISKF Acheme) on D 
whenever homing of response messages t o  
Q , N I  
gene ra t e s  an ISKF scheme on D 
a broadcas t  sender r e s u l t s  from r o u t i n g  at  each p o i n t  as p resc r ibed  by @. 
More informal ly ,  a l o c a l  r u l e  @ 
Q , N I '  
I f  $I is  an elementary l o c a l  r o u t i n g  r u l e ,  i t s  va lue  i s  a f u n c t i o n  of the 
se t  of input  l i n e s  upon which t h e  broadcas t  message f i r s t  arrives (by 
D e f i n i t i o n  4 . 3 ) .  I f  @ i s  an extended l o c a l  r o u t i n g  r u l e ,  i t s  va lue  de- 
pends on t h e  input  l i n e  upon which t h e  response message a r r i v e s ,  in 
a d d i t i o n  t o  t h e  f i r s t  a r r i v a l  p a t t e r n  of t h e  broadcas t  message. 
I f  a l o c a l  r u l e  i s  nonde te rmin i s t i c  on a l a r g e  subse t  of i t s  do- 
main, then  a t  many p o i n t s  i n  t h e  d igraph ,  t h e r e  e x i s t s  a cho ice  as t o  
which l i n e  t o  swi tch  t h e  response message to .  Thus, t h e  r o u t i n g  d e c i s i o n  . 
a t  those  p rocesso r s  may inc lude  o t h e r  cons ide ra t ions ,  such as congest ion,  
r e l i a b i l i t y ,  etc. ,  without  a l t e r i n g  t h e  convergence of t h e  ISKF scheme. 
The ISKF schemes t h a t  p re sen t  t h e  f a s t e s t  response convergence are 
those  which achieve  r o u t i n g  of response messages r t o  a broadcas t  senders  
a long  s h o r t e s t  pa ths .  These are  c a l l e d  monafocc ISKF hche.t?U, s i n c e  i n  
n them t h e  t r a j e c t o r i e s  T (r), n 1. 1, of a response message r s a t i s f y  
d(Tn+l(r) . ,s)  < d(T ( r ) ,  s) # 0, i .e . ,  t h e i r  convergence is  monotonic. n 
C lea r ly ,  monotonic ISKF schemes deserve  a s p e c i a l  i n t e r e s t .  The 
fo l lowing  theorem c h a r a c t e r i z e s  them. 
THEOREM 4.4 
L e t  FA and EX be t h e  f i r s t  a r r i v a l  and e x i t  matrices of a d igraph  
wi th  a rc - l abe l ing  1. There e x i s t s  an elementary l o c a l  r o u t i n g  r u l e  
Q,NI 
D 
$J t h a t  gene ra t e s  a monotonic ISKF scheme on D 
- 
i f  and only  i f  . Q ,NI: 
94 
A(FAsV ) = X(FA ) impl ies  A(EX ) n h(EXV s )  # @ f o r  a l l  s,v v & Q. 1' 2 2 v s  1 sv2 1 
I f  i t  e x i s t s ,  $ s a t i s f i e s  $(X(FAsv)) _C A(EXVs), f o r  a l l  s, v E Q. 
PROOF. Local r u l e  I) e x i s t s  whenever t h e  t r a n s i t i o n  func t ion  T,  wi th  broad- 
cast sender  s, induced by $ s a t i s f i e s  A(v,T(v)) - CA(EXVs), f o r  all s # v  & Q, 
s i n c e  r o u t i n g  should proceed along s h o r t e s t  pa ths .  By d e f i n i t i o n  of T,  
A(v,T(v)) = $(A(FAsV)), v # s E Q. 
A(EXVs) i s  s a t i s f i e d  f o r  a l l v  # s E: Q. 
Thus, $ exists whenever $(A(FA ) )C  
Since $ is a func t ion ,  and since 
sv 
A CB1, A C B imply A C B1 f l  B2, A(FA 
$(A(FASV ) )  C A(EXV s )  n A(EX 
) = X(FA 
), f o r  a l l  v1,v2 # s E Q. 
) imp l i e s  $J(A(FAsv ) )  = 
Since @ is  n o t  
1 sy2 1 sv 




i n  t h e  range of $ , t h e  proof i s  complete. A 
The theorem and t h e  d e f i n i t i o n s  are i l l u s t r a t e d '  i n  t h e  fol lowing 
examples. 
EXAMPLE 4.1 
wi th  group p r e s e n t a t i o n  (NI,R), NI = {al,. . , 
Q,NI 
The d igraph  D 
- 1- -1 
ad,al , .. ,a 
generated by an elementary local routing rule, The topology of D is 
c a l l e d  von Neumann i n  t h e  l i t e r a t u r e  (see D e f i n i t i o n  1 .7 . )  
1 ,  d - > 1, R = (gh = hg, h # g E NI), admits  a n  ISKF scheme d 
Q,NI 
PROOF. The adjacency matrix AD is  s p e c i f i e d  by 
a i f  u = hv, h d I ,  U,V E: Q, 
&) = ( U V  
uv 0 otherwise.  
S ince  t h e  group ope ra t ion  i s  commutative, A(SHuv) = sum of formulas  t h a t  
permute t h e  symbols of can(w), u = w; X(FAuv) = A(EX uv ) = ( h l h  i s  a 
symbol i n  can(w), u = wv}; "EXVu) = [h(EXUv)]-'= {h-llh~A(EXuv)*). 'Thus, 
-1 
elementary l o c a l  r o u t i n g  r u l e  $, +(X) = X , 0 # X L N I ,  g e n e r a t e s  a 
A 
Q,NI* 
monotonic ISKF scheme on D 
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EXAMPLE 4.2 
The d ig raph  D '  wi th  group p r e s e n t a t i o n  (NI,R), NI = {al,a2,a3), 
Q,NI 
R = {gh = hg, g # h E NI, a a a 
a n  elementary l o c a l  r o u t i n g  r u l e .  
= e} admits  an  ISKF scheme generated by 1 2 3  
PROOF. 
Every canon ica l  p o s i t i v e  formula can(w) i s  of t h e  form can(w) = g h , f o r  
By commutativity,  X(SHUV) = sum of permutat ions of can(w), u = wv. 
s q r  
g 
equ iva len t  t o  a n  express ion  of t h e  form f g h , f o r  i n t e g e r s  x < y t  z 
x y-x 2-x - and f ,g ,h  E NI. Then fXgYh2 = ( fgh)  g h - gy-xh2-x, f o r  mutual ly  
d i s t i n c t  f , g , h  E NI, which is  i n  t h e  above form. 
h E NI and 0 < q < r > 0. To see t h i s ,  observe t h a t  every word w i s  - -  
X Y Z  
Without loss of g e n e r a l i t y ,  cons ider  now t h e  case u = w v ,  where 
w = a2a3, Q o - < q - < r > 0. 
. .  
Thus, 
€a1,a21 if q f r ,  
{a,} i f  q=r. 
A(EXw) = 
(al} 5 A(EXVu) , 
1' a 2 1 = X(mn), 
Hence, f o r  a l l  u, v E Q, X(FAuV) = 
s i n c e  q # r when q = 0. 
Therefore ,  t h e  elementary l o c a l  r o u t i n g  r u l e  $, where $({f}) = 
(g ,h) ,  $({g,h)) = I f} ,  f o r  mutua l ly  d i s t i n c t  f , g , h  E NI, g e n e r a t e s  a 
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Q,NI* 
monotonic ISKF scheme on D 
The l o g i c  of t h e  proof may be used t o  prove t h e  fo l lowing  more gene- 
r a l  r e s u l t .  If Q = (NI,R), where NI = {al, .., ak3, R = {gh = hg, g # h E 
= e) ,  k > 2,  then elementary l o c a l  r o u t i n g  r u l e  I), s u c h . t h a t  
$(X) = NI - X, iP # X - C NI, gene ra t e s  a monotonic ISKF scheme on D 
N I ,  ala2..ak L 
Q,NI* * 
Consider now t h e  fo l lowing  ques t ion .  Given a quas i r egu la r  d ig raph  
D,  is  t h e r e  an a rc-co lor ing  A of D such that  t h e r e  e x i s t s  a n  elementary 
l o c a l  r o u t i n g  r u l e  which gene ra t e s  a monotonic ISKF scheme on D ,  w i th  
a rc-co lor ing  A ?  
d igraph  D t o  lend i t s e l f  t o  t h e  d e f i n i t i o n  of such a r o u t i n g  scheme. 
The fol lowing theorem g ives  a necessary  cond i t ion  f o r  a 
THEOREM 4 .5  
L e t  FA and EX be  t h e  f i r s t  a r r i v a l  and e x i t  ma t r i ces  of a d ig raph  
D. There ex is t s  
$ t h a t  gene ra t e s  
an  a rc-co lor ing  X of D and elementary l o c a l  r o u t i n g  r u l e  
a monotonic ISKF scheme on D, w i th  a rc-co lor ing  A, only 
# @, where V = ~ ( s , v ) ~ I F A s v ~  = INII). 
PROOF. P a i r s  ( s ,v )  E V s a t i s f y  A(FAsV) = N I ,  f o r  all arc-co lor ings  A. 
By Theorem 4.4 ,  (s,vl), ( s ,v2)  E: V imply n A(EX @; t h e  
v2s 
theorem follows. A 
The cond i t ions  of e i t h e r  Theorem 4.4 o r  4 .5 ,  t oge the r  wi th  t h e  
) # O imp l i e s  v = v2, A(mU v) = X(mU v) 
1 2 1 
prope r ty  X(AD 
# 0 impl i e s  u = u of a n  a rc-co lor ing  A ,  can be used t o  prove t h e  
uvl 
1 2  
e x i s t e n c e  o r  i n e x i s t e n c e  of a monotonic ISKF scheme on a g iven  d ig raph  D. 
I nex i s t ence  is  e s t a b l i s h e d  whenever t h e  r e s u l t i n g  system of e q u a l i t i e s  
becomes i n c o n s i s t e n t .  The i m p o s s i b i l i t y  of such a scheme on t h e  "square- 
X" and "square-Y" d igraphs  s tud ied  by Sahin [60]  w a s  shown by t h e  au tho r  
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i n  t h i s  fash ion .  The d e t a i l s  are s t r a igh t fo rward ,  and w i l l  be  omit ted.  
Because of t h e  s p e c i a l  r e g u l a r i t y  of t h e i r  topology, t hose  d ig raphs  
t h a t  admit adjacency-preserving automorphisms, such t h a t  each auto- 
Q , N I  
D 
morphism corresponds t o  a permutat ion of t h e  l a b e l s  of t h e  arcs of 
w i l l  de se rve  p a r t i c u l a r  cons idera t ion .  These d ig raphs  w i l l  be Q , N I ’  D 
c a l l e d  symmetric. C lea r ly ,  t h e  1 - f a c t o r s  of a symmetric d igraph  are 
mutual ly  isomorphic. A more formal  d e f i n i t i o n  is given next. 
DEFINITION 4.5 
i s  hflmetrtic, whenever f o r  every permutat ion 
Q , N I  
A digraph  D 
n:NI -+ NI, t h e r e  e x i s t s  a b i j e c t i v e  mapping n*:Q -+ Q such t h a t  T*(hv) = 
n*(h)n*(v),m*(h) = n(h ) ,  for a l l  h E N I ,  v E Q. An equ iva len t  cond i t ion  
) = n(A(AJlv)) # 0, u ,v  E Q, where A i s  t h e  arc- is A (?T* (u)n* (v) 
by d e f i n i t i o n  of adjacency m a t r i x  AD. 
Q J I ’  
l a b e l i n g  of D 
The fo l lowing  theorem t e l l s  u s  how t o  test  t h e  symmetry of a 
given a p r e s e n t a t i o n  of quasigroup Q. 
Q J I ’  
digraph  D 
THEOREX 4 . 6  
wi th  p r e s e n t a t i o n  Q = (N1,R)  is symmetric if 
Q , N I ’  
A d igraph  D 
and only  i f  Q = (NI,n*(R)), f o r  a l l  permutat ions n:NI -+ N I ,  where n*(R) = 
PROOF. Suff ic iency:  Suppose Q = (N1,R) = (NI,n(R)),  f o r  some permuta- 
t i o n  n, and cons ider  mapping n*:Q -f Q, def ined  as above. Then, s i n c e  
Q = (N1,R) = (NI,n*(R), a n  e q u a l i t y  of p o s i t i v e  formulas  v = v2 is 
d e r i v a b l e  from R whenever e q u a l i t y  n*(v ) = n*(v2) is d e r i v a b l e  from R. 





is b i j e c t i v e .  F i n a l l y ,  s i n c e  n*(hv) = F(h)  n*(v),  h E N I ,  v E. Q, ?T* i s  
a n  automorphism. 
wi th  Q = (NI,R), be symmetric. By d e f i n i t i o n ,  f o r  
Q , N I '  
Necessi ty:  L e t  D 
a l l  permutat ions n and corresponding automorphisms n*, e q u a l i t y  of posi-  
t i v e  formulas  v - v2 hold whenever e q u a l i t y  n*(v ) = n*(v ) does. Thus, 1- 1 2 
sets of r e l a t i o n s  R and n*(R) are equ iva len t .  A 
An elementary l o c a l  r o u t i n g  r u l e  @ t h a t  gene ra t e s  a monotonic 
is  cha rac t e r i zed  i n  t h e  fo l lowing  
Q , N I  
ISKF scheme on a symmetric d igraph  D 
theorem. 
THEOREM 4.7 
L e t  t h e r e  be an elementary l o c a l  rou t ing  r u l e  $ t h a t  gene ra t e s  a 
monotonic ISKF scheme on a symmetric d igraph  D 
n($(X)), f o r  each permutat ion n:NI -+ N I  and @ # X - C N I .  
Then $(n(X)) = 
. Q , N I *  
PROOF. By Theorem 4.4,  $(X) = n X(EX ), where V = {(s,v)lh(FASv) = X I ,  
@ # X C N I .  S ince  by las t  theorem, e q u a l i t y  of p o s i t i v e  formulas w = w2 
holds  whenever e q u a l i t y  F*(W ) = n*(w ) does,  n*(A(SH 
f o r  a l l  u ,v  E Q, by Lemma 4.2.  
s ,v€vx+@vs X 
1 -
))= X(SHn(u),TI(v)), 1 2 uv 
Hence, s i n c e  n(A(FAUv)) = X(FA$(u),T*(V))9 
1 = m ( E X  )>,  v-J(n(x)) = h* (u) ,n* (VI uv Thus, s i n c e  A(EX 7-f (x) n(v,) = v 
s,=Vx#@ 
n n(X(EXVs)). Because n is  a permutat ion over  NI,T(A)~T(B) = 
n(A,nB),  f o r  a r b i t r a r y  sets A, B LNI. Thus, $('rr(X)) = n($(X)). A 
whose d e f i n i n g  quasi-  
Q,NI' 
An example of a symmetric d igraph  D 
group Q i s  n o t  a group, i s  given i n  F igure  1.1 of Chapter I. 
Next, t h e  no t ion  of a phCLudomun~~o~& ISKF h c h ~ e  i s  introduced.  
Routing of response messages t o  t h e  broadcas t  sender s, i n  such a scheme, 
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is achieved so t h a t  t he  d i s t a n c e  of t he  message t o  s decreases  a t  every 
poin t  i n  t h e  route ,  with the  poss ib l e  exception of one poin t .  
dchme is  d.ttLang, 
An ISKF 
i f  t he  d i s t ance  of t he  message t o  s goes through a se- 
quence of monotonically decreasing minima. 
t hese  not ions  is given next. 
A more formal d e f i n i t i o n  of 
D E F I N I T I O N  4 . 6  
A l o c a l  rou t ing  r u l e  @ is  crvt~makbu a t  p a i r  s, x E Q, i f  d(T(x),  s )  
- > d ( x , s ) ,  
induced by @. 
where T is  the  t r a n s i t i o n  func t ion  with broadcast  sender s 
Local r u l e  @ genera tes  a p A e u d a r n ~ n ~ $ u ~ c  ISKF dcherne on a 
i f  when @ is  anomalous a t  p a i r  s , z ,  then @ i s  not anomalous 
Q , N I ’  
digraph D 
n 
a t  p a i r  s , T  ( z ) ,  n - > 1. 
n 
s i n c e  t h e  d i s t a n c e  d(T ( r )  , s) of a message r t o  t h e  sender s w i l l  de- 
Clearly,  such a $ is  response message convergent, 
c rease  monotonically with time n,  wi th  the  poss ib l e  exception of one 
i n s t a n t  n, when @ i s  anomalous a t  s , T  ( r ) .  
n A l o c a l  r u l e  4 genera tes  a 
A&t~ng I S K F  dchme on a digraph D 
n(n) = d(Tn( r ) , s ) ,  n - > 1 is such t h a t  i f  q(nl + 1) - > q(n,-), q(n2 + 1 )  
- > q(n2),  nl < n2, then q(n2) < q(n,), r # s E Q. Such a @ is  response 
message convergent, s ince  q has a sequence of monotonically decreasing 
whenever the in t ege r  func t ion  
. Q s N I  
minima . 
THEOREM 4.8 
A necessary and s u f f i c i e n t  condi t ion  f o r  t h e  ex is tence  of an ele- 
mentary l o c a l  rou t ing  r u l e  @ generating a pseudomonotonic I S K F  scheme on 
3 
is  the  ex i s t ence  of a set 0 # NAN & Q L ,  such that:, 
Q , N I ’  
a d ig raph  D 
(1) X ( F A ~ ~  ) = X(FA n X ( E X  v 2  s # @, f o r  (s,vl) ,  
( s ,v2)  E NAN; and ( 2 )  (s,T*(z)) E NAN i f  ( s , z )  6 NAN, n - > 1, where T 
) implies  EX^ 
1 sv2 1 
100 
i s  t h e  t r a n s i t i o n  f u n c t i o n  wi th  sender  s induced by +, $(X) = A(EXVs), 
S#V&VX#B 
= ~ ( s , v )  E N A N I X ( F A ~ ~ )  = XI ,  cp + x 5 NI. vX 
PROOF. By d e f i n i t i o n  of t h e  scheme, a gene ra t ing  r u l e  J, e x i s t s  whenever i f  
n 9 i s  anomalous a t  ( s , z ) ,  then I) i s  no t  anomalous a t  ( s , T  ( z ) ) ,  n - > 1. A 
r u l e  @ is  n o t  anomalous a t  p a i r  (s,v) whenever @(A(FA )) c A ( E X  ); sv  vs 
denote  a set of such p a i r s  by NAN. By Theorem 4.4, NAN must s a t i s f y  p a r t  
(1) of t h e  cond i t ion  of t h e  theorem. Consider t h e  l o c a l  r u l e  + given 
by $(X) = n X(EXVs), Vx = { ( s , v )  E NANIA(FAsv) = X I ,  @ # X ZNI. 
S#VEV,,#@ A 
This  r u l e  e x i s t s  i f  and only  i f  NAN f 0. 
( s , z )  $ NAN, n - > 1, means t h a t  i f  $ is anomalous a t  ( s , z ) ,  then i t  is 
n o t  anomalous a t  (s ,T ( z ) ) ,  and t h e  proof i s  complete. 
Thus, ( s ,Tn(z) )  E NAN i f  
A n 
The fo l lowing  example is  i l l u s t r a t i v e .  
EXAMPLE 4 . 3  
with  group p r e s e n t a t i o n  (NI,R), where N I  = {a,b), 
Q , N I  
The d ig raph  D 
2 -1 2 R = E (ab) = (a b) = e), admits  a s t r o n g  ISKF scheme generated by ele- 
mentary l o c a l  r o u t i n g  r u l e  + given by +({a)) = {b),  $({b)) = {a), 
PROOF. 
$ is anomalous only a t ( s , w s ) ,  w & W, where W i s  t h e  set of words of the form 
2n bZn o r  b a, n - > 1. 
The d ig raph  is  symmetric, s i n c e  (ba)* = (b-1a)2 = e. Local rule 
This  is  proved by showing t h a t  q(X(FAsV)), 5h(EXVs) ,  when-’ 
ever  v E (Q-W)s .  The d e t a i l s  are  analogous t o  those  i n  Example 4.2, and 
2(n-1) or b 2(n-1)a, respec- are omitted.  I f  w = b o r  b a, T (ws) = b 2n 2n 6 
0 t i v e l y ,  where b = e. Thus, r u l e  J, does  not  gene ra t e  a pseudomonotonic 
s i n c e  $ is  anomalous a t  p a i r s  (s,wz) and 
Q , N I ’  
ISKF scheme on D 
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6 2n 2n 6 ( s , T  (wz)). Since d ( b  s , s )=2n  and d (b  as , s )=2n+l ,  d(T ( w s ) , ~ )  < 
d(ws,s),wEW; hence, I) gene ra t e s  a s t r o n g  scheme. A 
A s u f f i c i e n t  cond i t ion  f o r  t h e  ex i s t ence  of pseudomonotonic ISKF 
schemes generated by extended l o c a l  r o u t i n g  r u l e s  is provided by t h e  fo l -  
lowing theorem. 
THEOREM 4 . 9  
a s u f f i c i e n t  
Q , N I  ' Given a RPN wi th  a rc-co lor ing  X and d igraph  D 
cond i t ion  f o r  t h e  ex i s t ence  of a pseudomonotonic ISKF scheme genera ted  by 
an  extended l o c a l  r o u t i n g  r u l e  $, i s  (1) A(FAsV ) = X(FA ), and 
1 sv2 
# @ X(EXv s )  (I X(EX ) # @, where 
2 1 v2 svl Hsv 
PROOF. L e t  t h e  cond i t ion  be t r u e .  Then by (I) t h e r e  exists a n  extended 
local r o u t i n g  r u l e  @ s p e c i f i e d  by $(h,X) = n A(EXvs),  where V = 
&,dlA(FA 
S,V&V #@ h, x 
) = X, h E Hs,}, @ # X - C NI. h'X I f  d ( T ( r ) , s )  < d ( r , s ) ,  
sv 
where r is  t h e  responding ce l l ,  t h e  func t ion  T induced by t h i s  r u l e  $ pro- 
duces response r o u t i n g s  such t h a t  d(Tn+'(r),s) < d ( T n ( r ) , s ) ,  n 
i n  t h i s  case A( r ,T ( r ) )  E H t h i s ,  i n  t u r n ,  imp l i e s  . s , T ( r )  ; 
1, since 
) , n > 1, by d e f i n i t i o n  of + and - ( r ) ,  s @(Hs,Tn(r) 9 X(FAs,Tn(r))) & 
Theorem 4.4. Thus, r o u t i n g s  proceed then  along s h o r t e s t  paths .  
Otherwise, when f o r  some h E N I  $(h,A(FA ) )  A(EXrs), by (2) a sr - 
t r a n s i t i o n  (u,T(u))  from po in t  u = T ( r )  w i l l  s a t i s f y  d (T(u ) , s )  d ( u , s ) ;  
s ,T(u) '  
t h e r e f o r e  s i n c e  X(u,T(u)) E h(EXus) t hen  A(u, T(u))  E H 
Thus whether o r  no t  t h e  i n i t i a l  t r a n s i t i o n  ( r , T ( r ) )  b r i n g s  a 
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response message closer to the broadcast sender, all subsequent transitions 
will. a 
Some observations on the computational complexity of the conditions 
introduced in this chapter are in order. 
4.1 requires O(n ) scalar operations to determine the shortest path matrix 
SH of a digraph D of n points. No presently known method f o r  the all-pairs 
shortest path problem takes less than kn3 time, f o r  some constant k 1621, 
The algorithm provided in Lemma 
3 
Also, O(n3) operations are needed to check the condition of Theorem 4.4 
in matrices FA and EX obtained from SH. Thus, O(n3) time is required to 
determine whether a given labeled digraph admits a monotonic ISKF scheme 
if the adjacency matrix representation of the graph is used. 
Alternatively, if the digraph representation in terms of generators 
and defining relations is utilized, the formula h(SHuv) = 
of Lema 4.2 is applied. 
can(w> 
WENuv 
The time required to cozTlpute this  formula w i l l  
depend on the complexity of determining whether two formulas are 
equivalent under quasigroup Q. 
among others by Knuth and Bendix [56] . 
regular structure, the condition of Theorem 4.4 can be checked in less 
than O(n3)<tbe, as was illustrated by Examples 4,1 and 4.2, 
This complexity has been investigated 
Whenever a digraph has a highly 
In order to evaluate the routing performance of the schemes 
introduced in this chapter, it is of interest to define some measures of 
quality. 
DEFINITION 4.7 
The delay index d p  with respect to region PCQ of an ISKF scheme 
whose transition function i s  T, is given by dp = (d(s,v) + rsv), where 
S,V&P 
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rsv rsv is the smallest integer such that T (v) = Is,. o , s ) o  The first 
swnmation bp = C d(s,v) will be called the broadcast index; the second 
s ,VEP 
summation rp = C rsv will be termed the response index. Thus, dp = bp+rp. 
S ,Vu! 
Delay index dp measures the average time needed by an arbitrary pair of 
processors to complete an information exchange. 




index wbp and worst-case response index wrp are defined as expected. 
worst-case delay index wdp provides a more simplified measure of the 
quality of a scheme. 
wd = C (d(s,v) + rsv), where P = {vld(s,v)~ t). 
V&P 
The folloxing example compares a number of networks. 
EXAMPLE 4.4 
We shall evaluate the worst-case delay index wdp, with P = NImt, 
(1) d-dimensional Moore digraph (see for the following digraphs D Q , ~ :  
Def. 1.7) f (2) d-dimensional von Neumann digraph (see Example 4.1) ; 
. 
R= &h=hg, gZhrN1, ala2a3=e); 
Let IPI=ne Basic geometric relations will be used to compute n(t). 
(I) n = td; wbp = nild= wrp; wdp =: 2n I /d . 
(2) n = dtd; 
(3) n = 0(2t2); 
(4 )  n = 0(1.5t2); wbp = (2/3)1/2n1/2; wrp = k(l+2)wbp = 1.5wbp; 
wbp = (n/d)l/d= wrp; wdp = 2(n/d)lId. 
wbp = (n/2)1/2 = wrp; wdp = (2n)I/2 
wdp = 2.5wbp = 2e5(2/3)1/2n1/2. 
It appears that (3) is the most efficient network; although its 
complexity is the lowest (two input lines per processor), its routing 
performance is not lower than that of another network of the same dimension. 
Other criteria for evaluating the topology of a network, in parti- 
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cular  with respect t o  t r a f f i c  capacity and r e l i a b i l i t y  (the a b i l i t y  t o  
function a f t e r  a f a i lu re ) ,  a r e  presented i n  the book by Davies and 




The s tudy  of p a r a l l e l  p rocess ing  systems in te rconnec ted  i n  a 
r e g u l a r  manner i s  motivated both by cons ide ra t ions  of p r a c t i c a l  adequacy 
and of a n a l y t i c  t r a c t a b i l i t y ,  as explained i n  t h e  In t roduc t ion .  
With t h e  a v a i l a b i l i t y  of t h e  microprocessor ,  i t  i s  now economically 
a t t r a c t i v e  t o  undertake t h e  cons t ruc t ion  of l a rge - sca l e  p a r a l l e l  p rocess ing  
systems composed of small and inexpensive processors .  Wulf [ 5 9 ]  has  
s t a t e d :  "I f i n d  t h e  economic arguments i n  favor  of aggregated small 
computers so  compelling t h a t  I b e l i e v e  f i rmly  t h a t  most f u t u r e  systems 
w i l l  be  cons t ruc ted  i n  t h i s  way.'' 
The main goa l  of t h i s  work has  been t o  a t tempt  t o  c h a r a c t e r i z e  
t h e  in f luence  of t h e  topologic  s t r u c t u r e  of a r e g u l a r l y  in te rconnec ted  
p a r a l l e l  p rocess ing  system on some of i t s  b a s i c  computational p r o p e r t i e s .  
A s i m p l i f i e d  mathematical  s e t t i n g ,  c a l l e d  RPN,  w a s  chosen f o r  t h i s  purpose. 
P r o p e r t i e s  of the s ta te  t r a n s i t i o n  d igraphs  of EWN's and a l s o  d e c e n t r a l i z e d  
mechanisms by which processors  can in te rchange  information were s tud ied .  
The RPN model i s  meant t o  r ep resen t  bo th  " t i g h t l y  coupled" systems, 
such as a r r a y  processors ,  and " loose ly  coupled" systems, such as computer 
networks. A s i n g l e  ope ra t ing  system could c o n t r o l  t h e  e n t i r e  network, o r  
each of s e v e r a l  in te rconnec ted  s e p a r a t e  computers may have i t s  own l a r g e l y  
autonomous ope ra t ing  system. 
sha r ing  t a k e  place i n  t h e  network is immaterial to the model. 
Also, t h e  l e v e l  a t  which load  and r e source  
The topology of a EWN i s  s p e c i f i e d  by a f i n i t e l y  connected quas i re -  
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gu la r  d i r e c t e d  graph. If t h e  number of connect ion l i n e s  in,  t h e  network 
i s  s i g n i f i c a n t l y  smaller than t h e  number of processors ,  as u s u a l l y  occurs  
i n  p r a c t i c e ,  i t  becomes i n e f f i c i e n t  t o  use a graph r e p r e s e n t a t i o n  based 
on i t s  adjacency matrix. A b e t t e r  r e p r e s e n t a t i o n  f o r  a d i r e c t e d  graph, 
d i scussed  i n  Chapter 111, is  then by means of i t s  neighborhood l is t .  I f ,  
i n  a d d i t i o n ,  t h e  digraph is of a h igh ly  r e g u l a r  s t r u c t u r e ,  it can sometimes 
be conc i se ly  represented  by means of a quasigroup p r e s e n t a t i o n  i n  terms 
of gene ra to r s  and de f in ing  r e l a t i o n s ;  f o r  an i l l u s t r a t i o n ,  t h e  r eade r  can 
see Examples 4 . 1  and 4.2.  I n  Chapter I, p e r t i n e n t  p r o p e r t i e s  of t h e  
quasigroup-graph formulat ion were given. S ince  some r e s u l t s  e x i s t e d  i n  
t h e  l i t e r a t u r e  f o r  t h e  case of f i n i t e  d igraphs  only ,  p roofs  were provided 
f o r  t h e  i n f i n i t e  case. 
S p e c i f i c a l l y ,  it w a s  proved t h a t  a f i n i t e l y  connected quas i r egu la r  
s p e c i f i e d  by some quasi-  Q," d igraph  is  isomorphic t o  a quasigroup-graph D 
group Q and some f i n i t e  subse t  H of Q. It w a s  shown a l s o  t h a t  a s p e c i a l  
kind of quas i r egu la r  d igraph ,  c a l l e d  r e g u l a r ,  is isomorphic t o  a group-graph 
s p e c i f i e d  by s o m e  group G and s o m e  f i n i t e  subse t  of H of G. As a DG,H) 
r e s u l t ,  t h e  in te rconnec t ion  s t r u c t u r e  of a R P N  (A,Q,NI,I) i s  d e s c r i b a b l e  
by t h e  set of gene ra to r s  NI of quasigroup Q. More p r e c i s e l y ,  set N 1 . i  
s p e c i f i e s  t h e  cel ls  ad jacen t  t o  ce l l  i. Thus, neighborhood index N I  is 
cons tan t  throughout t h e  c e l l u l a r  space.  
The c h a r a c t e r i z a t i o n  of t h e  s ta te  t r a n s i t i o n  graph of a uniform RPN 
w a s  undertaken i n  Chapter 11. F i r s t ,  a necessary and s u f f i c i e n t  cond i t ion  
f o r  t h e  ex i s t ence  of t r a n s m i t t e r s  i n  a gene ra l  s ta te  t r a n s i t i o n  d igraph  was 
provided. Fundamental t o  t h e  proof of t h e  cond i t ion  are t h e  no t ions  of 
I 1  properness" and "admiss ib i l i t y"  of a t i l i n g  of t h e  c e l l u l a r  space.  A 
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gene ra l  method f o r  t h e  examination of b a s i c  p r o p e r t i e s  of t h e  s ta te  
t r a n s i t i o n  d igraph  w a s  developed next .  Questions such as connectedness,  
ex i s t ence  of unreachable  s t a t e s  and maximum d i s t a n c e  between given classes 
of f i n i t e  states can be resolved wi th  t h e  technique. Seve ra l  k inds  of 
c o n s t r a i n t s  on t h e  s t r u c t u r e  o r  ope ra t ion  of a 
method. The method is  based on a p r o p o s i t i o n a l  language which expresses  
RPN may be added t o  t h e  
t h e  t r a n s i t i o n a l  c o n s t r a i n t s  of a p a r t i c u l a r  RPN,  and involves  t e s t i n g  t h e  
s o l v a b i l i t y . o f  a Boolean equat ion.  
equat ion  w a s  provided. 
A r e c u r s i v e  c h a r a c t e r i z a t i o n  of t h i s  
A lower bound &I t h e  t i m e  r equ i r ed  t o  reach from a given s ta te  
conf igu ra t ion  c another  a r b i t r a r y  s ta te  conf igu ra t ion  c w a s  proved 1' 2' 
i n  Sec t ion  2 . 3 .  It w a s  demonstrated t h a t  t h i s  lower bound relates t o  t h e  
s i z e  of t h e  l a r g e s t  p e r i o d i c  fragment i n  s ta te  cl. Thus, i t  was e s t a b l i s h e d  
t h a t  t h e  s i z e  of a p e r i o d i c  fragment i n  a s ta te  conf igu ra t ion  provides  a 
measure f o r  t h e  genera t ing  p o t e n t i a l  of t h a t  state. 
A method f o r  ob ta in ing  lower bounds on t h e  s t r u c t u r a l  complexity of 
uniform R P N ' s  which genera te  a given set  of state conf igu ra t ion  sequences was 
presented  a t  t h e  end of Chapter 11. The condi t ion  of Theorem 2.16 w a s  used 
i n  t h e  method t o  determine opt imal  neighborhood i n d i c e s  and i n s t r u c t i o n  sets. 
Severa l  t r ade -o f f s  between s t r u c t u r a l  complexity and t i m e  of compu- 
t a t i o n  i n  RPN's were d iscussed  i n  Chapter 111. These t r ade -o f f s  were 
analyzed i n  r e l a t i o n  t o  t h e  class of problems so lvab le  w i t h i n  polynomial 
t i m e  by nondeterminis t ic  Turing machines. It w a s  shown t h a t  a d i s t i n c t i o n  
must be made between problems which r e q u i r e  some s o l u t i o n  and those  t h a t  
r e q u i r e  an opt imal  so lu t ion .  I n  p a r t i c u l a r ,  R P N ' s  of l i n e a r ,  balanced-tree 
and f l e x i b l e  in t e rconnec t ion  topologies  were inves t iga t ed .  It w a s  demons- 
t r a t e d  t h a t  t h e  information input  and output  mechanisms p l ay  a r o l e  i n  a 
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RPN's computational c a p a b i l i t i e s  . 
S p e c i f i c a l l y ,  i t  w a s  observed t h a t  a l l -or -none  and polynomial 
space a l igned  problems i n  t h e  above mentioned c l a s s  can be executed 
w i t h i n  polynomial t i m e  by output-unconstrained and output -cons t ra ined  
RPN'S, r e spec t ive ly .  
S t r u c t u r a l  condi t ions  under which an RPN admits t h e  formula t ion  
o f  decen t r a l i zed  information rou t ing  schemes t h a t  do n o t  r e q u i r e  know- 
ledge of processor  s i tes  were der ived  i n  Chapter IV. The cond i t ions  
a r e  based on t h e  quasigroup-graph formulat ion of t he  in t e rconnec t ion  
topology of a network. Seve ra l  c a t e g o r i e s  of  r o u t i n g  behavior ,  namely 
monotonic, pseudomonotonic and s t r o n g  convergence were s t u d i e d .  Some 
examples which i l l u s t r a t e  t h e  a p p l i c a t i o n  o f  the  above techniques w e r e  
provided . 
I n  p a r t i c u l a r ,  a c h a r a c t e r i z a t i o n  of  elementary and extended rules 
assoc ia t ed  wi th  the above r o u t i n g  schemes was provided. 
e lementary l o c a l  r u l e s  p e r t a i n i n g  t o  symmetric digraphs w a s  e s t a b l i s h e d .  
F i n a l l y ,  some measures of r o u t i n g  performance w e r e  given which should 
A prope r ty  of 
be o f  va lue  i n  a comparative s tudy  o f  network topologies .  
t r a l i z e d  information r o u t i n g  schemes may a l low s e v e r a l  information i n t e r -  
changes among processors  t o  take  p l ace  s imultaneously.  
These decen- 
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The work c a r r i e d  ou t  i n  t h i s  d i s s e r t a t i o n  has  uncovered a number 
of va luab le  a l l i e d  problems. 
w i l l  fo l low d i r e c t l y  from t h e  above r e s u l t s ;  o t h e r  recommendations w i l l  n o t  
be so  c l e a r l y  connected t o  our  i n v e s t i g a t i o n .  
Some of our  sugges t ions  f o r  f u t u r e  r e sea rch  
A method f o r  examining p r o p e r t i e s  of t h e  t r a n s i t i o n  d igraph  of 
a RPN w a s  in t roduced  i n  Chapter IT. 
c a t e g o r i e s  of RPN's admi t t ing  lower bounds on t h e  s i z e  of t h e i r  hypothet-  
i ca l  unreachable  p a r t i a l  s t a t e  conf igu ra t ions  would be of v a l u e  i n  improv- 
i n g  t h i s  method. The de termina t ion  of a d d i t i o n a l  lower bounds on t h e  
d i s t a n c e  between an a r b i t r a r y  p a i r  of s ta te  conf igu ra t ions  i n  a connected 
t r a n s i t i o n  digraph would be u s e f u l  as w e l l  i n  reducing t h e  execut ion  t i m e  
The i d e n t i f i c a t i o n  of p a r t i c u l a r  
of t h i s  procedure.  
combina tor ia l  arguments similar t o  t h a t  given i n  Sec t ion  2 . 1  f o r  charac te r -  
i z i n g  t h e  e x i s t e n c e  of  t r a n s m i t t e r  s ta te  conf igu ra t ions .  
The proofs  of such r e s u l t s  would probably be  based i n  
The mode of ope ra t ion  of a p a r a l l e l  p rocess ing  system can be  e i t h e r  
SIMD (uniform) o r  MIMD (non-uniform), depending on whether o r  n o t  t h e  same 
" ins t ruc t ion"  i s  executed a t  a given t i m e  on every processor  of t h e  system. 
Array processors  such a s  ILLIAC I V  are of t h e  f i r s t  type.  It w a s  demon- 
s t r a t e d  i n  Chapter I1 t h a t  un i formi ty  i n  a RPN r e s t r i c t s  computat ional  
speed. On t h e  o t h e r  hand, t h e  i n t r o d u c t i o n  of non-uniformity genera tes  
a h ighe r  system complexity. 
environments f o r  which t h e  MIMD mode should be p r e f e r a b l e  over  t h e  SIMD 
By developing a c a t e g o r i z a t i o n  of process ing  
mode, o r  v i c e  ve r sa ,  an a i d  i n  system des ign  would be provided. 
110 
It seems natural to investigate the validity of the properties 
derived in this dissertation for mathematical models which are extensions 
of a RPN. In particular, asynchronic and probablistic models should be 
studied. Two choices come to mind when specifying asynchrcnous computa- 
tions. The clocked option which allows a processor, at a discrete moment 
in time, not to perform a transition; and the speed independent option in 
which the transition instants are known to be within some bounds. The 
importance of incorporating adequate external input and output structures 
into a parallel processing device was pointed out by the results of Chapter 
111. 
Another extension of the RPN model that seems of value, mentioned 
in Chapter 11, is the partitioning of the set of admissible local maps 
into two disjoint subsets. One subset would include maps that process 
strictly local cell information. The other subset would be  composed of 
maps that simply transfer information from one processor to another. T h i s  
refinement of the model would allow to distinguish processing constraints 
from routing requirements in the structure of a W N .  
The notion of an admissible tiling 
introduced in Section 2.1. A closer structural characterization of 
in an infinite digraph was 
- -. .
the class of digraphs which admit admissible tilings would simplify 
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