From now on we split the calculation between the two polarizations, azimuthal and radial: Equation S3 can be written explicitly with the notations form Eq.S1: (S4) With the following polarization options from Eq.S2: The , , terms of Eqs. S6,S7 are exactly what we have in the bra-ket expressions (e.g. Eq.2 in the main text), except for an additional factor of √2 √ 2 in the denominator (accounting for the spinors' normalization). Moreover, the phase terms that depends on the azimuthal angles in momentum space ( , , ℎ ) change the order of the Bessel functions in the bra-ket expressions.
For example, Eq.2 in the main text is derived using ℎ ,↑↓ , which brings a phase term ℎ , changing the order of the Bessel function describing the photon to be of order ℎ − 1 ( ℎ −1 ( )). For comparison, without the spinor contribution the Bessel order would be ℎ ( ℎ ( )).
In a similar way, the other , , terms also change the orders of the other Bessel functions ( ±1 ( )), and even create combinations of them (see section II Eqs.S12-S14). There is a clear physical meaning to these Bessel order changes: it shows how the spin angular momentum of the polarization and the polarization of the photon affects the conservation of angular momentum, by mixing with the orbital angular momentum of the state.
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Notice that due the inherent cylindrical symmetry of ČR we find it convenient to use Eqs.S6,S7 in sections IV,V even when using a plane-wave basis and not a cylindrical basis for the final states.
II. The amplitudes of the transition between the cylindrical states → +
In this section we derive the matrix elements for all the possible spin-polarization transitions. The conservation laws of energy and momentum (both linear and angular) appear naturally as delta functions.
The matrix element is found by performing a 4D (space-time) integration on the bra-ket expression:
The space integral range is a cylinder of height and radius , while the time integral is taken over a finite time . All these sizes will be taken to infinity at the end of the calculation. Regarding the volume normalization, we should note that the cylindrical states are normalized by integrals on Bessel functions along the cylinder radius ∫ … 0 and that similar mathematics is used for the normalization of vortex electron beams (e.g., see discussions in [45,46, S2,S3,S4] 
The last term is a triple-Bessel integral which we denote by , , ℎ −1 . The solution of this integral is presented in Eq.3 in the main text, and is discussed in more details in section III.
Substituting this notation we get the matrix element of the transition ( ℎ , ↑↓):
Radial polarization and spin-flip ( , ↑↓)
Moving on to the cases of radial polarization, we calculate the case of ,↑↓ in Eq.S7 ( , ↑↓): 
Notice that different choices of spins and polarizations give different discrete sets of delta functions, or combinations thereof, forcing different relations between the angular momenta of the particles and the photon. The reason is that the particles' spin and the photon's polarization also carry inherent (spin) angular momentum, and these influence the exchange of orbital angular momenta in the process. (See the different combinations in Eqs.S10,S12,S13,S14).
An important remark about the effect of dispersion: the term in the denominator appearing in S9-S14 and in Eq. 2 in the main text represents the energy normalization of the photon and depends on the function ( ) and its derivative ′( ). It is explicitly given by = |1 + |, thus giving a modification factor of |1 + | inside the square root √ħ , in addition to the regular vacuum normalization of the electromagnetic field operator in vacuum (see ).
Crucially, this factor cancels out later on in the derivation (see the next step in Eq.S19 and the discussion there), so that the final results we derive in this work do not have any ′( ) term, and depend on the dispersion only through the direct substitution of = ( ). Therefore our results are also expected to occur in the (realistic) presence of dispersion and are by no means restricted to ideal, dispersion-free, media.
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III. The triple-Bessel integral
This section discusses the , , ℎ (triple-Bessel integral), which is the core mathematical challenge in the calculation in cylindrical coordinates. We show how this integral is related to the physical conservation law of transverse momentum, coupling it with the orbital angular momenta , , ℎ .
First, we note that an exact analytic solution for , , ℎ was found in [47] . This analytic expression is used to gain a physical understanding about the → + transition process, as shown in Eq.3 and Fig.2 in the main text.
To gain some intuition about the behavior of the , we note that in [S5] the integral is approximated as a sum of ̃-functions. In the general case: 
where is the Heaviside function, "choosing" one of the bottom two lines in Eq.S15, depending on a momenta inequality ≷ . From symmetry consideration, the integral can be expressed with any permutation of , , .
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To simplify Eq.S16 we observe that in all cases (Eq.S10-S14) our integrals satisfy = + .
Therefore for the case of , , ℎ : 
Importantly, the ̃-functions are not the well-known Dirac -functions in the formal sense since they behave differently under integrals. When taking modulo square on the matrix elements the ̃-functions are squared. Then with proper summation over angular momentum states one gets a good approximation of Dirac's , hence the same physical intuition is used to understand them.
The physical meaning of Eq.S16 is that the photon emission is mostly confined to two cones. The reason is that for any choice of incoming particle parameters we get exactly two ̃-functions, each restricting the emission spread angle to a single value.
Let us emphasize the physical meaning of Eq.S16 further: the fact that Eq.S16 is the sum of ̃-functions implies that several solutions for the conservation of transverse momentum occur at the same time in the transition process. Due to the Heaviside function we get that exactly two ̃s are in effect for each incoming particle parameters, meaning that there is a pair of final states created through the transition process. The two final states exactly corresponds to the inner and outer cones. This two-cone phenomenon has important physical consequences, since it predicts that the emitted photon and the outgoing charge will always be entangled in their momenta.
Notice that cases where either the photon or one of the particles has zero transverse momentum must be solved separately. This issue, as well as complications arising from the necessity to perform a separate calculation for each term in Eq.S16, led us to take another approach in the derivation of the total photon emission rates in sections IV,V.
IV. The rate of emission: integrating over all final states
In this section, we calculate the total rate of transition for the entire Čerenkov Effect by performing the integrals over all the possible final states. As always happens with such calculations (as well as with any kind of Fermi Golden Rule approach) the phase information is immediately lost due to the summation of modulo squares of the matrix elements. This means that the specific choice of final state basis (cylindrical Bessel states or just plane-wave states) does not affect the calculation of the rates, which is why we choose the simplest plane-wave approach here. Such a calculation is sufficient as long as one only measures the spectrum of the emitted photon. If one would instead measure other properties of the outgoing photon and electrons, such as angular momentum, polarization, and spin, then the phase of the matrix elements would be crucial for a correct physical description. Altogether, keeping these limitations in mind, we begin the calculation procedure and split it in the following way: The current section lays the mathematical framework and treats the needed integrals, deriving the rate of photon emission per unit frequency ( ) without dealing with specific spin-polarization terms. Then section V solves each spinpolarization separately getting the final results. Finally, section VI sums over the emission rates of all spin-polarization cases and summarizes the calculation.
We begin by writing the matrix element (as in Eq.S9, but with a plane-waves basis and not the cylindrical one, since in any case we sum over all states and lose the phase information):
Summing over the final states of the outgoing electron and photon:
sum over plane-wave basis sum over plane-wave basis
dk dk dk dp dp dp
While integrating this modulo square we match the , -functions with the volume and time normalizations, so all these normalization constants cancel out. Importantly, the summation over final states causes the integral, which appeared in Eq.S17 as a superposition of incoming electron states, to become an integration over modulo squares of matrix elements. This means that the integration only adds up positive values, incoherently combining up the contribution to the radiation emission from the incoming electron constituents. Therefore, the calculation is correct for Cerenkov radiation either from quantum wavepackets, or from classical shaped electron beams, as long as these two have the same spatial profile. Such a correspondence of the quantum and classical pictures can be intuitively understood by examining contributions from different constituents of the incoming particle to the same final photon state: Each of these multiple contributions will be entangled to a different final electron state, even when adding up into the same outgoing photon state. Then, since the outgoing electron is not measured, Eq.S18
incoherently sums over the final electron states and the phase information is lost, giving a simple incoherent integration over for the photon emission. Altogether, the complex description of the outgoing state, with its entangled electron-photon, will be completely lost in this type of calculation, unless properties of the emission process (e.g., the outgoing electron) will be measured and not integrated.
Notice that a notation ' ' for the probability is only formal -the actual physical result is expressed as the total rate of the transition, which is also the rate of photon emission. Better still, we will derive the rate of photon emission per unit frequency ( ), which is a dimensionless quantity and can be directly compared to the conventional Čerenkov radiation rate (Eq.1b, main text). 
dk dk dk dp dp dp 
Notice that the last step contributed a dispersion correction term = |1 + | , which comes from the Jacobian. It appears since the refractive index is always frequency dependent ( = ( )). We continue by applying the following definition of ∆:
We get:
Conveniently, the delta function is satisfied exactly when ∆= cos( ČR ), with the Čerenkov angle defined in the main text (Eq.4). Using this notation of ČR , we make the following substitution:
Resulting in (notice that from now on ČR hides in it dependences on ω, , ): 
To continue from here we need to consider each spinor-polarization case separately, because [ ] depends on the angles. Fortunately, the only dependence of [ ] on azimuthal angles is through the angle difference − ℎ (as shown in section V), hence we can perform one more step: 
The integrand here is the rate of photon emission per unit frequency per unit spread angle. Giving a picture similar to Fig.2 from the main text, with a limited regime of allowed emission with diverging rate at its boundaries. This regime of allowed transition is exactly given by the existence range of the square root in the denominator. The parameters for which the denominator vanishes (thus causing the integrand to diverge) exactly satisfy a simple angle relation ℎ = | ČR ± |.
As we discuss in the main text, the ± options give the two ČR cones, and the parameters satisfying the angle relation form curves that describe the boundaries of the allowed regime of transition, as in Figs.2a,b in the main text.
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Before we turn to section V and continue with the calculation of Eq.S24, there are several useful integrals worth noting, which will be used extensively in calculations of the emission rates below. 
V. The rate of emission: four spinor-polarization cases
This section calculates the rates of ČR emission for the four cases of polarizations and spins.
Azimuthal polarization and spin-flip ( ℎ , ↑↓)
Starting from the term in Eq.S6: 
The integrand here is the rate of photon emission per unit frequency per unit spread angle. When also summing over the emission angle we get the rate of photon emission per unit frequency.
Substituting the integrals from Eq.S25 we get the following analytic expression: Studying this result near the cutoff (~) we can substitute ČR = 0 and get that the second term vanishes but the first remains. The second term shows a quadratic dependence on frequency right before the cutoff ( ∝ 2 ). This quadratic dependence describes a peak of emission right at the cutoff (as shown in Fig.3b ), in cases of upper frequency cutoffs, as the one resulting from the quantum electron recoil (Eq.5 in the main text). In contrast, when the cutoff is due to material dispersion it would usually be a lower frequency cutoff, since most regular transparent materials at the optical regime have their index growing with increasing frequency. Then, the emission rate decays (still quadratically) right before the discontinuity of the cutoff, showing no peak at the cutoff (e.g., silica, Fig.3a) .
Radial polarization and no spin-flip ( , ↑↑)
The emission of radially polarized photons without spin-flip is the only possibility in the conventional theory of ČR, thus it is expected to be dominant. Starting from the term in Eq.S7: 
Substituting into Eq.S24 we get: 
The integrand here gives the rate of photon emission per unit frequency per unit spread angle.
When also summing over the emission angle we get the rate of photon emission per unit frequency.
Substituting the integrals from Eq.S25 we get the following analytic expression: 
For light in UV, visible, or below, we have ħ ≪ , thus Eq.S33 approaches the conventional result (Eq.1b in the main text).
Another important special case of Eq.S32 is near the cutoff (~), where we find that all three terms in Eq.S32 vanish. It points to a general conclusion: the dominant emission term vanishes at any spectral cutoff, just as expected from the emission rate of the conventional result. This is clearly seen in Figs.3c,d in the main text, where the rates go to zero at the cutoff. However, all the other spin-polarization cases have discontinuities at the spectral cutoffs. These include for example the spin-flip case in the subsection above, and the results shown in Fig.3a ,b in the main text.
Notice that the "min" function in Eq.S32 explains the kink seen in Fig.3c,d in the main text. It causes the emission curve to be non-differentiable as a function of frequency or angle (as shown in the figures' insets). The point of the kink is exactly at CR = .
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Radial polarization and no spin-flip ( , ↑↓)
Starting from the term in Eq.S7: 
The integrand of Eq.S36 gives the rate of photon emission per unit frequency and per unit emission spread angle. Integrating over the emission angle using Eq.S25 we get an expression with no integrals:
As in the other spin-flip cases above, we can see that the emission rate remains finite on any kind of spectral cutoff ( ČR = 0), no matter if the cutoff is due to material dispersion or due to the quantum electron recoil. Substituting ČR = 0 still leaves the left term finite, which explains the discontinuities in Fig.3a ,b in the main test.
Azimuthal polarization and no spin-flip ( ℎ , ↑↑)
Starting from the term in Eq.S6: Substituting Eq.S38 into Eq.S24 we get: 
The integrand is the rate of photon emission per unit frequency and per unit spread angle.
Integrating over the emission angle we use Eq.S25 to get the rate of photon emission per unit frequency: 
Unlike the other case of no spin-flip in Eq.S32, here the emission rate does not vanish at the cutoff since the substitution of CR = 0 still leaves the first term non-zero. This means that like the two cases of spin-flip, this transition also contributes to the discontinuities at the spectral cutoffs.
On the other hand, like the other spin-flip case in Eq.32, we find a similar "min" function creating the kink seen in Figs.3c,d in the main text. Just as in the above, it causes the emission curve to be non-differentiable when CR crosses .
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VI. The rate of emission: total rate
This section summarizes the calculation of the rate of photon emission in the quantum Čerenkov Effect. Collecting the rates found in Eqs.S28,S32,S37,S40: The total rate has a leading term (αβ sin 2 ( ČR )) that exactly matches the conventional Čerenkov Effect given by Eq.1b (in the main text), plus a small quantum correction (order of (ħω/ ) 2 ).
The major contribution to this result is coming from the case of radial polarization and no spinflip (Eq.S32). This makes physical sense because there is no spin in the classical electromagnetic theory of the Čerenkov Effect, thus spin-flip transitions are naturally expected to be negligible.
Moreover, one also expects the azimuthal polarization cases , ℎ ,↑↓ , , ℎ ,↑↑ to be negligible in the optical regime for an additional reason: the coupling of a charged particle to a photon with an azimuthal polarization vanishes because the oscillating electric field of the photon is always perpendicular to the direction of movement of the particle. Altogether, these reasons seem to imply that for the case of low energy photons (which is usually where the Čerenkov Effect is found), the quantum calculation reproduces the conventional result, since the terms involving a spin change or an azimuthal polarization are negligible. But, near the spectral cutoff, this reasoning fails. There, the (usually) leading term , ,↑↑ goes to zero, while the other terms ( , ℎ ,↑↓ , , ℎ ,↑↑ , , ,↑↓ ) remain finite.
Note that Eq.S42 is independent of , as expected, because the calculation of the rate is the incoherent summation of contributions from the individual plane-wave constituents. The direction of an incoming electron does not change the total rate of emission, and therefore the combination of different electrons with different directions of motion cannot change the total rate of emission.
This stays true as long as only the spectrum is measured, ignoring other parameters like polarization and angle of emission, and also not measuring the outgoing state of the electron.
Since the total rate is independent of we can directly compare it to previous works that indeed found the exact same coefficient (e.g., [42] equation 6.36), even though they only solved for an incoming particle of a single momentum state (plane-wave). The calculations we performed here allow treating electron beams of any shape, quantum or classical, since we solved for a general cylindrically symmetric incoming charge/beam. But most importantly, our work predicts new features of photon emission, which appear when measuring the spatial profile, spin, or angular momentum of the photon and electron and not just the total rate of emission.
VII. On-axis photon emission
This section shows that the Čerenkov Effect can be sensitive to the spin of the particle and to the shape of the particle wavepacket (coherent or incoherent, i.e., sensitive to the classical distribution of the particles beam). In particular, we show that radiation emission along the axis ( ℎ = 0) -parallel to the particle velocity -depends strongly on the particle spin and on the spread angle .
The first place where the on-axis photon emission appears is in Figs 
