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Every ring R with identity satisfies the following property: the factor ideals of R 
(i.e., those ideals I such that I+ J= R and In J= (0) for some ideal J) form 
a Boolean sublattice of the lattice of all ideals of R. The universal algebraic 
abstraction of this property is known as Boolean factor congruences (BFC) or as 
the strict refinement property; more examples of algebras having BFC are lattices, 
semilattices, and centerless groups. We take up the study of varieties all of whose 
members have BFC, and show that all known examples of such varieties have a 
first-order definable 4-ary relation witnessing BFC. We also show that if every 
member of a variety is centerless then the variety has BFC. but not vice versa; and 
that, for a certain class of varieties, BFC is equivalent to the absence of abelian 
algebras. 6 1990 Academic Press. Inc. 
INTRODUCTION 
A congruence of an algebra A is the kernel { (a, b) E A2 :f(a) =f(b)} of 
a homomorphism f with domain A; it is a $rctor congruence of A if f is a 
projection onto a direct factor of A; and A has Boolean factor congruences 
(BFC) if the set of factor congruences of A forms a Boolean sublattice of 
the lattice of all congruences of A. Probably the best-known examples of 
algebras having BFC are rings with identity. 
The property BFC grew out of the work of A. Tarski and others on 
the direct product decompositions of groupoids with identity [13, 19, 81. 
B. Jonsson and Tarski proved that any groupoid with identity whose center 
subgroup (i.e., the largest abehan subgroup whose elements commute and 
associate with all elements of the groupoid) is finite has the so-called refine- 
ment property and hence has at most one representation as a direct product 
of directly indecomposable groupoids. They also noticed that a stronger 
property, called the strict refinement property (SRP), holds if the center is 
trivial, and they proved [19] that SRP is equivalent to the “factor sub- 
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groupoids” forming a Boolean poset with respect to inclusion. Several years 
later C. C. Chang, Jonsson, and Tarski [S] generalized the definitions of 
SRP and BFC to the setting of arbitrary algebras (and even relational 
structures), proved that SRP and BFC are equivalent, and gave several 
broad classes of structures which have SRP. This line of research 
culminated in a paper of R. McKenzie [15], in which it was proved 
(among many other things) that a structure having a binary relation R has 
the SRP if R is thin (see Definition 5.1 below) and both R o R” and R” o R 
are connected. 
In the same year in which McKenzie’s paper appeared, S. Comer 
published an article [6] showing that the Pierce sheaf construction for 
rings with identity extends to any algeba having BFC. This construction 
proved to be especially important for monadic algebras [7] and, more 
generally, algebras belonging to any finitely generated discriminator variety 
[ 14, 21,4]. However, the construction for arbitrary algebras having BFC 
was largely ignored (though see, e.g., [ 181). 
Very recently, D. Bigelow and S. Burris [2] began the study of varieties 
(i.e., equationally definable classes of algebras) all of whose members have 
BFC. They used the Pierce sheaf construction to show that the charac- 
terization of the finite B-separating groups by A. B. Apps [ 1 ] extends to 
any such variety (even though the variety of groups does not have BFC). 
Bigelow and Burris also showed that BFC is a Mal’cev property for 
varieties, but they are unable to find a corresponding Mal’cev condition. 
Though not used in this paper, the notion of a Mal’ceo condition as 
defined by G. Gratzer [ll], W. Taylor [20], and W. D. Neumann [ 171 
is central to our study. Let 9 be a property attributable to varieties. 
A finite presentation (for varieties) is a pair consisting of a finite 
;“t { fi, . . . . fr} of primitive operation symbols and a finite set 
CT1 z 71) . ..) ok z rk} of equational laws in variables and these symbols. A 
strong Mal’cev condition for 9’ is a finite presentation r (as above) such 
that an arbitrary variety V satisfies 9 iff there are terms ti, . . . . t, in the 
language of V which, when substituted for fi, . . . . fr, make the equations in 
r true in every member of V. 9 is also said to be defined by lY A Mal’cev 
condition for 9 is a countably infinite sequence r,, ri, . . . of finite presen- 
tations defining properties .9?0, pi, . . . . respectively, such that (i) z implies 
g+ i for each i 2 0, and (ii) 9 is equivalent to the disjunction of the 8s. 
Finally, 9 is a Mal’cev property if there exists a Mal’cev condition for 8. 
This paper grew out of our attempt to find a Mal’cev condition for BFC. 
Though we have not yet succeeded, we have found a simple definability 
property (*) which (i) implies BFC, and (ii) is true of every variety known 
to us which has BFC. In this paper we state the property (*) and prove 
that (*) implies BFC while each of the following properties of a variety V 
implies (*): 
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(1) V has the Fraser-Horn-Hu property (see Section 2-this 
includes all varieties of lattices and rings with identity). 
(2) More generally, for every A, BE V and all congruences 8,8’ of 
A x B, 
(3) V has a positive-Horn-definable binary relation R which is thin 
and is such that both R 0 R” and R” 0 R are connected in every member 
of v. 
We also show that (*) is equivalent to BFC for those varieties V such 
that either: 
(4) V is congruence modular (i.e., the congruence lattice of each 
member of V satisfies Dedekind’s modular law-this includes all varieties 
of groups, rings, lattices, and quasigroups); or 
(5) V is a variety of Jonsson-Tarski algebras (see Section &this 
includes all varieties of groupoids with identity). 
Moreover, for the varieties of type (4) or (5), BFC is equivalent to the 
absence of “abelian” algebras. A weaker (but general) result proved with 
the aid of (*) is that an arbitrary variety V has BFC if (6) every member 
of V is “centerless.” 
The property (2) has a natural Mal’cev condition, and we wondered’ if 
(2) were equivalent to BFC. An appendix to this paper contains an exam- 
ple of a variety which satisfies (*) but neither (2) nor (6), hence settling the 
question negatively. The problem of whether (*) is equivalent to BFC 
remains open. 
0. BASIC NOTIONS 
Our terminology and notation follow that of Burris and Sankappanavar 
[3]. In particular, a factor congruence of an algebra A is a congruence 
0 E Con A for which there exists a 8’ E Con A satisfying 80 8’ = V, and 
0 n 0’ = A,. If 8’ is such a solution, then the pair 8, 8’ is called a pair offac- 
tor congruences. There is a well-known correspondence between pairs of 
factor congruences of A and decompositions of A as a direct product of 
two algebras. A has Boolean factor congruences if its factor congruences 
form a Boolean sublattice of Con A, and a class K of algebras has BFC if 
every member of K has BFC. 
’ Professor S. Burris posed this question at the Asilomar Conference on Algebras, Lattices, 
and Logic (July 1987). 
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DEFINITION 0.1. Suppose R,, R,, S are binary relations on the sets 
A,, AZ, and A, xAZ, respectively. Then rcr(S), rc2(S), and R, x R, are the 
binary relations on A r, A z, and A r x A 2, respectively defined by 
n;(S) = {(a;, bi) : <( a,, %I, (h, &I) ES} 
RI xR,= (((a,, a,), (b,, h)): <a,, bi)~Ri, i= L2). 
LEMMA 0.2. For an algebra A, the,following are equivalent: 
(1) A has BFC. 
(2) If I$, 4’ and 6, 8’ are pairs of factor congruences of A, then 
~$~ti=eo~ and (&qd)nqYsO. 
(3) If #,I$’ and 6, 8’ are pairs of factor congruences of A, then 
(f$0Oo$)nfj’~e. 
(4) If A= B x C and 6’ is a factor congruence of B x C, then 
n,(e)xd,a. 
Proof The equivalence of (l)-(3) was proved (for relational structures) 
by Chang, Jonsson, and Tarski in [S, Theorem 4.51, while (4) is just a 
restatement of (3). 1 
1. THE PROPERTY (*) 
DEFINITION 1.1. Let 9 be a first-order language and K a class of 
Y-structures. The set of K-factorable formulas is the smallest set r of 
Y-formulas which contains the atomic formulas and is closed under &, 3, 
V, and the following rule: 
Suppose c((x’), fi(x’, y’), y(x’, $)~f. If K k tlx’3#(x’,y’) then 
Vy[fl(x’, y’) + y(x’, y’)] E lY More generally, if K + Vxt[a(x’) + 
3pb(Z, y’)], then a(Z) & Vy’[p($ y’) + ~(2, y’)] E f. 
LEMMA 1.2. K-factorable formulas are evaluated coordinatewise in direct 
products of members of K. That is, if 4(x,, . . . . x,) is K-factorable, Aie K 
(iE1) undf,, . . . . f,Eni,,Ai, then 
2 Ai I= 4Lf1~ . . ..fn) iff Ai /= 4(fi(i), . . . . f,,(i)) for all in I. 
Proof For each K-factorable formula &x1, . . . . x,) let R, be a new n-ary 
relation symbol and let 9 + be 9 together with all such new symbols R,. 
Let K+ be the class of expansions of the members of K to 9 + defined 
by the rule R,(Z) t--f 4(x’). To prove the lemma we must show 
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P(K+ ) + R,(2) c-) 4(x’) for each K-factorable formula 4; and to do this it 
suffices to show that there is a Horn sentence 0, of type L?+ such that: 
(i) K+ + 0, 
(ii) /== 0, -+ Vx’[R,(x’) t, d(i)]. 
We define appropriate sentences 0, by recursion on I$. 
If 4 is atomic, then 0, is V’J[&(J) tf d(i)]. 
Qdsrti is 0, & 0, & V.?[R qu&) ++ C&Ax’) & R&311. 
Q3.,m and Q,,, are defined analogously. 
Finally, suppose 4 is x(X’) & Vp[p(.?,y’) -+ ~(2, y’)]; then 0, is the 
conjunction of O,, O,, O,, and the sentences 
V.<( R, + R,) 
V?jT( [R, & Rp] -+ R,) 
vx’ 3y’( CR, + &I & C(& & Ry) -+ &,,I 1. 
The claim then follows by induction on 4, the only nontrivial step being 
the verification that 
K+ I= ViWCR, + &I 8~ [(R, 8~ R,,) -+ Rdl) 
when 4 is c( & Vi(p + y). If A E K and x1, x2, ,.. E A, argue by the following 
three cases for x’- A k la(i), A 1 @(X’) & 14(x’), and A k b(i)-using 
the fact that K k Vx’(a -+ 39/I) for the last case. m 
COROLLARY 1.3. Suppose B, C, D, EE K, c(: Bx C rD x E and 
4(x,, . . . . x,) is K-factorable. Let 71,. . D x E + D be the first projection. lf 
B k d(b,, . . . . 6,) and C k q5(c,, . . . . c,), then 
DEFINITION 1.4. A class K is said to satisfy property (*) if there is a 
K-factorable formula n(x, y, z, w) such that: 
0) K I= 4x, Y, x, Y) 
(ii) K k z(x, x, z, w) 
(iii) K + x(x, y, z, z) + x z y. 
Such a formula witnesses (*) for K. 
THEOREM 1.5. Suppose A is an algebra, A/B E K for every factor con- 
gruence 9, and K satisfies (*). Then A has BFC. 
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Proof: Let rc(x, y, z, W) witness (*) for K. To show that A has BFC, 
it suffices by Lemma 0.2 (4) to show that if A 2 B x C, (0,19’) is a pair 
of factor congruences of B x C, ((a, c), (b, d)) E 8 and Ed C, then 
((a, e), (b, e)) ~0. Put D = (Bx C)/0 and E= (BxC)/@, and let 
~1: B x C 2 D x E be the canonical isomorphism (u, u) H ((u, u)/0, (u, o)/e’). 
Note that B, C, D, E E I(K). 
Since rc witnesses (*) for I(K), we have B l= TC(U, h, a, b) and 
C l= n(e, e, c, d) by conditions (i) and (ii) of Definition 1.4. Hence D + 
~((a, e)/e, (6, e)/e, (a, c)/& (b, d)/e) by Corollary 1.3. But (a, c)/e = (b, d)/B 
by hypothesis, so (a, e)/6) = (b, e)/e by condition (iii) of Definition 1.3. 1 
COROLLARY 1.6. I” V is a variety and satisfies (*), then V has BFC. 
Theorem 1.5 remains true if A is an arbitrary first-order structure, 
provided that we replace “factor congruence” by “factor relation” as this is 
defined in [16, p. 3071. However, we are interested only in the algebraic 
case. 
The next lemma provides a useful tool for proving that a given class K 
satisfies (*). 
LEMMA 1.7. For a class K of structures, the following are equivalent: 
(1) K satisfies (*). 
(2) There is a K-factorable formula z(x, y, z, w) such that: 
(i) Kl= ~x,Y,x,Y) 
(ii) K b 3x[n(x, x, z, w) & 71(x, x: z’, w’)] 
(iii) K b 7c(x, y, z, z) + x zy. 
(3) There is a K-factorable formula 4(x, y, zi) such that: 
(i) K t= Wx, Y, 4 
(ii) K b Vz$(x, y, u’) ++ x z y. 
(4) There is a K-factorable formula tI(x, u’) such that: 
(i) K b X[B(x, u’) & fI( y, ti)] 
(ii) K b Vti[B(x, ti) c-* 8(y, u’)] + x z y. 
ProoJ ( 1) * (2). Obvious. 
(2) Z- (4). Let 0(x, u,, z+, r+) be n(u,, u2, x, Us). Clearly 8 is K-factorable, 
and 2(ii) implies 4(i). Suppose Vu’[B(x, ti) ++ 0( y, zi)]. Since X(X, y, x, y) by 
2(i), it follows from the assumption that X(X, y, y, y) and so x = y by 2(iii). 
(4) = (3). Let 4(x, Y, ul, 4 be 
va[[etx, 6) & e(u,, v‘)] + ety, u’)] & va[[e(y, 6) & e(u,, q-j + etx, v’)]. 
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4 is K-factorable by 4(i). 3(i) is clearly true since we can choose U, =y and 
u2 =x, and VU, uzq%(x, x, ui, z+) is also clear. Suppose Vu,u,&x, y, u,, u,); 
then in particular qS(x, y, x, y) and so x = y by 4(ii). 
(3)* (1). Let n(x,y, z, W) be Vu’[d(z, W, u’) -+d(x,y, ti)]. rr is K-fac- 
torable by 3(i). Clearly condition (i) of Definition 1.4 is true, while (ii) and 
(iii) follow from 3(ii). 1 
2. THE FRASER-H• RN-HU PROPERTY AND A GENERALIZATION 
In this section we show that each of the conditions (1) (2) stated at the 
beginning of this paper implies (*). 
DEFINITION 2.1. A variety V has the Fraser-Horn-Hu property if for all 
A,,A,~Vand8~ConA,xA,thereexistO,~ConA,suchthate=8,~8,. 
For example, every congruence distributive variety satisfies this property, 
as does the variety of rings with identity. It is immediate from Lemma 
0.2(4) that every variety having the Fraser-Horn-Hu property also has 
BFC. 
THEOREM 2.2. If a variety V has the Fraser-Horn-Hu property, then V 
satisfies (*). 
Proof: The usual Mal’cev condition for the Fraser-Horn-Hu property 
(see [9] ) yields a principal congruence formula 7$x, y, z, w) which satisfies 
conditions (i) and (ii) of Definition 1.4. Any principal congruence formula 
is V-factorable (as it is 3 & atomic) and satisfies condition (iii) of Definition 
1.4. Hence n witnesses (*) for V. 1 
DEFINITION 2.3. (i) A variety V satisfies property (I) if for all A, BE V 
and 8,8’ECon AxB, 
where “trans” denotes the transitive closure. 
(ii) V satisfies property (II) if for all A, BE V and 8, 0’ E Con A x B, 
(~,(e)xd.)n(eoe’)~(e’oe)~trans[eu71,(e’)Xd.]. 
Clearly (I) implies (II). It is also easy to see (by Lemma 0.2(4)) that (I) 
implies BFC. Every variety with the Fraser-Horn-Hu property satisfies (I), 
as does the variety of semilattices. 
THEOREM 2.4. !fa variety V satisfies (II), then V satisfies (*). 
BOOLEAN FACTOR CONGRUENCES 137 
Proof Let A = F,(x, y, z, w) and B = F.(a, b, c, d, e) be the V-free 
algebras on 4 and 5 generators, respectively. Let 
a,=QAxB ((~2 ah (v, 6)) 
a2=QAxtJ ((4 e), (Z> c)) 
a3 = 0 Ax d(J4 eh (W> 4) 
fly = OA x d(X, e), (W> 4) 
/I*=0 Ax B((x e)3 tz? c)) 
6=oI, v ct2 v cc3 
8’ = /I1 v p2. 
Then ((x, e), (v, e))E(n,(O)xd,)n(B~O’)n (O’oO), so by (II), 
((x, e), (Y, e)>EtransC8~~,(8’)xd.l. 
Thus there exist n > 1, ri E A, and si, ti E B (0 < i < 2n + 1) such that: 
(-7 e) = (ro, so), he)=(r2n+I,hn+l) 
( (r2i, S2ih (r*i+ I, S2i+ I 1) E 0 (06idn) 
((rzi- I T  t2,- I 1, (r2i, l2i) > E 0’ (1 <i<n) 
S2i- 1 =S2j (1 <i<n). 
It follows from the definitions of 8 and 8’ that there are “3-generator 
congruence formulas” rc, (x, y, u , , vi, u2, v2, u3, v,), O<i<n, and “2-gener- 
ator congruence formulas” zj(x, y, ui, vi, u2, v,), 1 < i < IZ, which witness 
the above claims of membership in 8 and 8’; that is, each rri and rr: is of 
the form 3 & atomic and: 
I= ni(x, Y, 4 4 u, v7 w, w, + xz.Y (Odi<n) (1) 
k 7rl(x, y, u, u, v, u) + xzy (1 <i<n) (2) 
A x B k ni((rx, ~2,)~ (r2i+ 1 T  ~2i+ 1 2 1 (x3 a), (Y, bh (x, e), (z, cl, (u, e), (w, 4) 
(O<i<n) (3) 
A XB I= 6((r,i-,, t,i-l)y (r2i, hi), (x, e), (w, d), (y, e), (z, c)) (1 d idn). 
(4) 
Since each rci and rc: is evaluated coordinatewise in A x B, and using the 
fact that A and B are V-free, it follows from (3) and (4) that: 
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I/ + vxyzw 3v,. . . vzn + , 
L 
x~vo&Y~v*n+l &,~071,b2i, U*r+,r x, y, x, 2, y, w) 
& iL 7((v2; ,, v*,, x, w,y, z) 
I 
(5) 
1-l 
e = u. A’L e =: uzn+, & tk nj(u2i, 02,+, , a, b, e, c, e, 4 
i=O 
(6) 
Now let 4(x, y, ur, u2, uj, u4) be the formula 
3VO..‘V2n+l 
L 
XzVO&ykV2n+1& iL 71i(V2j,V2i+1,ul,u*,x,u3,Y,u~) 
i=O 
& ~ V2, 1 ~ V2i 
,=l 1 
Clearly 4 is V-factorable (as it is 3 & atomic). We claim that q4 satisfies the 
conditions of Lemma 1.7(3). First, suppose A E V and x, y E A. By (5) there 
exist uo, . . . . vZn+ , E A such that x = uo, y = ua, + , , and 
The second conjunct together with (2) implies u2iP1 = uzi (1 < i 6 n). Hence 
A k 3+$(x, y, u’), namely, U, = u4 =x and u2 = ug =y. 
Secondly, V k V$(x, x, u’) by virtue of (6). Finally, suppose A E V, x, 
YE A, and A k V&#(x, y, u’). Then in particular A + 4(x, y, x, x, X, y), so 
there exist vo, . . . . v2,,+ I EA such that x=v~,~=v~~+,, v2iP1=v2i for 
1 <i6n, and 
A I= i ni(vzi, 02,+1> x, x, 4 4 y, y 1. 
i=O 
This last fact together with (1) implies v2i = u2, + 1 for 0 ,< i < n. Hence 
x=y. 1 
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3. CENTERLESS VARIETIES 
In this section we show that if every algebra in a variety V is centerless, 
then V satisfies (*). The first task is to describe a Mal’cev-like condition for 
the former property. For this purpose, fix an infinite sequence {xi);20 of 
variables. 
DEFINITION 3.1. Let 9 be a language for algebras and A # 0. Then 
X(2, A) is the set of all tuples 
<Go, . . . . x,,), a, b, c; d>, 
where n > 1, t is an P-term in the variables {x0, . . . . xn}, a, b E A, and c‘, 
do A”. 
DEFINITION 3.2 (following [16]). Let A be an algebra and 
t3,~+5,6 E Con A. 
(i) 6’ centralizes q5 modulo 6 if for all (t(x,, . . . . x,), a, b, C; d) in 
TC(Y, A) such that (a,b)EB and (ci,di)E4 (1 di<n), 
( tA(a, c’), tA(a, cl)) E 6 implies ( tA(b, c’), tA(b, a)) E 6. 
(ii) The center of A, denoted Z,, is the greatest 8 E Con A such that 
6 centralizes V, modulo A,. A is centerless if Z, = A,. 
(iii) The (one-sided TC) commutator of 8 and 4, denoted [O, 41, is 
the least 6 E Con A such that 8 centralizes 4 modulo 6. 
For groups, the above notions of center and commutator coincide with the 
usual ones (modulo the correspondence between congruences and normal 
subgroups). 
There is a well-known explicit description of Z, (see [16, Section 4.133 
or [3, Section 11.13]). The next definition and lemma show that [& 4-j also 
has an explicit description. 
DEFINITION 3.3. Let 5!? be a language for algebras and A # 0. 
(i) Let %(A)= {c o: a E A} be a set of constant symbols indexed 
by A. 
(ii) Let R&5?, A) = {fr : r E TC( 2, A)} be a set of unary operation 
symbols indexed by TC(2’, A). 
(iii) Let C&T, A) be the set of variable-free terms in the language 
%?(A) u P&.(P’, A) u { 0 >, where 0 is a binary operation symbol. 
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(iv) Let A be an algebra of type 2. Then the maps 1, 
r: C&2’, A) -+ A are given recursively by 
LEMMA 3.4. Let A be an algebra of type 9, 0, tt5 E Con A, and x, y E A. 
Then (x, y) E [f9, 41 iff there is a o E C,(9, A) such that: 
(1) If t = (t(x,, . ..) x,), a, b, 6, d) E TC(Y, A) and f,(d) occurs as a 
subterm of o, then 
0) (a,b)EQ 
(ii) (c,, di),Ed for i= 1, . . . . n 
(iii) t*(a, c’) = 1,. and t*(a, d) = r,,. 
(2) va, c oz occurs as a subterm of o, then r,, = I,,. 
(3) 1,=x and ra=y. 
Proof: Let S be the set of all (x, y) E A2 for which there exists a 
o EC&Y, A) satisfying (l)-(3) above. It suffkes to show that S is 
reflexive, symmetric, transitive, and is preserved by all unary polynomials 
of A; that 8 centralizes 4 modulo S; and that if 8 centralizes 4 modulo 6, 
then S c 6. We leave this tedious but doable exercise to the reader. 1 
Remark. It follows that the congruences [V,, V,], [0*(x, y), V,], 
[V,, 0,(x, y)] etc. can be described by certain 3 & atomic formulas in the 
same way that 0,(x, y) can be described by principal congruence formulas. 
We do not formalize this notion here. 
LEMMA 3.5. For an algebra A, the following are equivalent: 
( 1) Every B E H(A) is centerless. 
(2) [O, V,] = 8 for all 8 E Con A. 
(3) (X,Y)ECOA(-x,y),VAlfor allx,yEA. 
Proof Routine, (For help, see [ 16, Lemma 4.149 and the second half 
of Exercise 4.156, No. 111.) 1 
COROLLARY 3.6. Let V be a variety of type 9, T,(x, y) the term 
algebra for 9 in the variables {x, y }, and F = F,(x, y) the V-free algebra 
on {x, y 1. Then the following are equivalent: 
( 1) Every A E V is centerless. 
BOOLEAN FACTOR CONGRUENCES 141 
(21 (.x, Y> E [I@&, Y), VFI. 
(3) There is a r~ E C,,(Y, Tz(x, y)) such that: 
(a) I! z = (th, . . . . 4, ~(-7 y), 4(x, Y), J(x, Y), ilx, Y)> E 
TC(2, Tp(x, y)) andf,(a’) occurs us a subterm of 0, then 
0) V k p(x, x)=4(x, xl 
(ii) V 1 t(p(x, Y), 44 Y)) = b(x, y) & t(p(x, Y), 4x, Y)) = rnk Y). 
(b) Zf CJ, 0 a2 occurs us a subterm of a, then V k rO1(x, y) z la,(x, y). 
(cl V b W, Y) z x 8~ r,Ax, Y) =Y. 
Proof: (1) =- (2) and (2) * (3) follow from Lemmas 3.5 and 3.4, respec- 
tively, while (3) =s. (1) can be verified directly. 1 
Remark. Corollary 3.6(3) can be used to produce a Mal’cev condition 
for centerless varieties. In a similar manner one can use the results of Sec- 
tion 4 to obtain a Mal’cev condition for varieties containing no nontrivial 
abelian algebras ([V, V] = V); likewise one can obtain Mal’cev conditions 
for: (1) varieties containing no contrivial abelian congruences ([O, O] = 6), 
and (2) varieities satisfying [V, O] = 8. But that is not our goal here. 
We now begin the proof that every centerless variety satisfies (*). 
LEMMA 3.1. Let K be a class of structures. Suppose there exist K-fac- 
torable formulas 19,(x, zi’), . . . . 0,(x, u”) such that: 
(i) K k 3u”[O,( x, u”)& 8, ( y, u”)] for each i = 1, . . . . IZ. 
(ii) K b C&y=, Vu”(8,(x, #)-B,(y, u’i))] -+xzy. 
Then K satisfies (* ). 
Proof Assume without loss of generality that the variables U: are 
pairwise distinct and let 0(x, ti’, . . . . tin) be the formula 
i eitx, 2). 
i=l 
Then 8 is K-factorable and satisfies the conditions of Lemma 1.7(4). i 
THEOREM 3.8. If V is a variety such that every A E V is centerless, then 
V satisfies (*). 
ProoJ Let 9’ be the language of V and let a E C&Y, T,(x, y)) be as 
in Corollary 3.6(3). Let 
TC, = {T E TC(Y, T,(x, y)): f, occurs in a>. 
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For each r = (t(xo, . . . . x,), p, q, V; s’) E TC,, let 0,. 0(x, uO, . . . . uZn) and 
8,. ,(x, z+,, . . . . u,,) be the formulas 
f(P(X, uo), Ul> . ..> 4) = t(p(x, U”), u,+ I, . . . . %J 
and 
respectively. 
We claim that the collection { 8, i: r E TC,, i= 0, 1) satisfies the 
hypotheses of Lemma 3.7 (with K= V). Clearly /= O,, j(x, ZQ,, u,, . . . . u,,, 
U, , . . . . u,) so condition (i) is easily met. Now suppose A E V, a, b E A, and 
To show a = b it suffices (by Corollary 3.6(3c)) to show 
I$(u, b) = ~:.(a, 6) for every subterm CJ’ of 0. This is done by induction on 
0’9 the only nontrivial step being the case when G’ =f,(a,). Writing 
z=(t,p,q,f,s’), one has 
tA(pA(a, b), fAta, b)) = f:,b, b) (Corollary 3.6( 3aii)) 
= r:,(u, b) (inductive hypothesis) 
= tA(pA(a, b), s^(u, 6)) (3,6(3aii)). 
Since A i= Vti[tI, o(u, ti) tf t7,, o(b, ti)] it follows that 
tA(pA(b, b), P(u, b)) = tA(pA(b, b), s^(u, b)). 
By Corollary 3.6(3ai), pA(b, 6) = qA(b, b) and so 
tA(qA(b, b), P(u, b)) = tA(qA(b, b), iA(u, 6)). 
Since A + Vti[0,, ,(a, u’) c-) 8,. ,(b, ti)] it follows that 
fA(qA(a, b), r^(a, b)) = fA(qA(a, b), s^(a, b)), 
i.e., $(u, b) = ~$(a, b) as required. 1 
4. CONGRUENCE MODULAR VARIETIES AND J~NSSON-TARSKI VARIETIES 
In congruence modular varieties and varieties of Jonsson-Tarski 
algebras, BFC is equivalent to (*), and also to the absence of abelian 
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algebras. The consequence of BFC we use to establish the latter two condi- 
tions is contained in Corollary 4.4. 
LEMMA 4.1. If M is a nontrivial module over some ring, then M2 does not 
have BFC. 
Proof Let A,=Mx{O}, A,={O}xM, and A3=d,. Each Ai is a 
submodule of M2, while i#j implies A,+ Aj= M2 and A,n Aj= { (0, 0)). 
It follows (by the correspondence between submodules and congruences) 
that M2 does not have BFC. i 
DEFINITION 4.2. Let A, B be algebras, not necessarily of the same type. 
A is a polynomial reduct of B if A = B and every fundamental operation of 
A is a polynomial of B. A and B are polynomially equivalent if each is a 
polynomial reduct of the other. 
LEMMA 4.3. If A has BFC and A is a polynomial reduct of B, then B 
has BFC. 
Proof Every factor congruence of B is also a factor congruence of A. 
The claim then follows from Lemma 0.2(3). 1 
COROLLARY 4.4. If a variety V has BFC, then V contains no polynomial 
reducts of nontrivial modules. 
Proof By Lemmas 4.1 and 4.3, and the fact that if A is a polynomial 
reduct of B, then A2 is a polynomial reduct of B2. 1 
DEFINITION 4.5. An algebra A is abelian if 2, = V,. 
For example, a group is abelian iff it is commutative; a ring is abelian 
iff it is a zero ring; every module is abelian; no nontrivial lattice is abelian. 
THEOREM 4.6. Suppose V is a congruence modular variety. Then the 
following are equivalent: 
(1) V has BFC. 
(2) V satisfies (*). 
(3) V has the Fraser-Horn-Hu property. 
(4) V contains no nontrivial abelian algebras. 
Proof (3) =s- (2) by Theorem 2.2. 
(2) == ( 1) by Corollary 1.6. 
(4)o (3) may be found in [lo, Theorem 8.51. 
481!132fl-IO 
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(l)* (4) follows from Corollary 4.4 and the well-known theorem of 
C. Herrmann [ 121 that every abelian algebra in a congruence modular 
variety is polynomially equivalent to a module. 1 
DEFINITION 4.7. A Jdnsson-Tarski algebra (or algebra with zero) is an 
algebra A whose type includes a binary operation symbol + and a constant 
symbol 0 and which satisfies: 
(i) A+x+O !zx&o+x~x. 
(ii) (0) is a subuniverse of A. 
LEMMA 4.8. Suppose A is a nontrivial abelian Jbnsson-Tarski algebra. 
Then there is a nontrivial BE H(A’) such that B is a polynomial reduct of a 
module. 
ProoJ: It can be shown (see e.g. [16, p. 2981) that the hypothesis 
implies that + * is commutative, associative, cancellative, and commutes 
with every fundamental operation of A. Now let 
e={((a,b),(c,d)):a+d=b+c}. 
It follows from the above that 0 E ConA, and clearly 8 # V,Z. Let B = A2/0. 
Then + B likewise is commutative, associative, and commutes with every 
fundamental operation of B. Moreover, + B has inverses, namely, 
- (a, b)/8 = (b, a)/O. 
Let R be the endomorphism ring of the abelian group G = (B, + B, -, 
0”). It is an easy matter to show that B is a polynomial reduct of the 
canonical R-module on G. 1 
The next lemma gives a Mal’cev-like condition for varieties which contain 
no nontrivial abelian algebras. The proof is like the proofs of Lemma 3.4 
and Corollary 3.6. 
LEMMA 4.9: Let V be a variety of type .Y, T,(x, y) the term algebra for 
2 in the variables {x, y }, and F = Fv(x, y) the V-free algebra on {x, y}. 
Then the following are equivalent: 
(1) V contains no nontrivial abelian algebras. 
(2) [V,, V,] =V, .for every A E V. 
(3) (X>Y)ECVf+V,l. 
(4) - There is a cr~C~,-(2, T&x, y)) satisfying all of the conditions qf 
Corollary 3.6(3) except (ai). 1 
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THEOREM 4.10. Suppose V is a variety of Jbnsson-Tarski algebras. Then 
the following are equivalent: 
(1) V has BFC. 
(2) V satisfies (*). 
(3) V contains no nontrivial abelian algebras. 
Proof: (2) * ( 1) by Corollary 1.6. 
(1) =S (3) by Corollary 4.4 and Lemma 4.8. 
(3) =+- (2). We want to prove that V satisfies (*). 
CLAIM 1. It suffices to find a V-factorable formula p(x, y) such that 
0) V k P(X, 4 
(ii) V t= ~(0, xl 
(iii) V k p(x, 0) +x z 0. 
Proof Let rc(x, y, z, w) be 
vu,u,[z + 241% u2 + w -+ 3243u‘Jx + u3 = u4 +y & p(u,, u1) & p(u4, uz))]. 
Then 71 is V-factorable and witnesses (*) for V. 
Claim 2. It suffices to find a V-factorable formula B(x, ti) such that 
(i) V /= 3$(x, ti) 
(ii) V + Vz;P(x, u’)++xzO. 
Proof. Let p(x, y) be Vti[p( y, ti) + /?(x, zi)]. Then p satisfies the condi- 
tions of Claim 1. 
CLAIM 3. It suffices to find V-factorable formulas bI(x, u”), . . . . B,,(x, 9) 
such that 
(i) V + WB,(x, z?) (16i6n) 
(ii) V /= [SLY=, VIu”pi(x, z?)j t, x z 0. 
Proof: Assume the variables ~1 are distinct and let j?(x, ti’, . . . . 9) be 
& Bi(X, 2). 
r=l 
Then b satisfies the conditions of Claim 2. 
CLAIM 4. For each (n + 1)-ary Y-term t(x, 9) there are V-factorable 
formulas yj(x, x’, 9, y”, u’) (1~ i < 6) such that 
(i) VI= &Pzl xy;(x, x’, j-, y, ti) 
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(ii) V k &p=, Vliy:(O, 0, 6, 6, ti) 
(iii) V + [&p= 1 V’t;y:(x, x’, Y; y”, 22) & t(x, y’) z t(x, y”)] -+ t(x’, y’) 22 
t(x’, y”). 
Proof: Let ri, . . . . 7; be the following formulas respectively: 
t(u,, a, + t(x’, v’) z t(u* +x’, y’) 
$6 y’) + t(u,, 0) 22 t(x + %, 9) 
t(x,y”)+t(U,,o)~:(X+u,,y”) 
t(u,, a, + t(x’, y”) z t(u, + x’, y”) 
3u[u + t(x, a, z UJ 
ug + [t(x, a, + 2471 z [ug + t(x, a,] + 247. 
Condition (i) is true by virtue of the choice ui= 0 for i# 5, ug = t(x, a), 
and (ii) is true since V k t(0, a) E 0. Now suppose A E V, a, a’ E A, and 
b’, t?’ E A” are such that ~*(a, b’, = t*(a, b;) and 
A /= i Vtiy ;(a, a’, b’, bt’, zi). 
,=l 
Since A k y;(a, a’, 6, b;, 0) & V’u,u,&(a, a’, b’, bt’, u6, u,), the element 
t*(a, 6) has a left inverse (with respect to + “) and associates with every 
pair of elements of A. Thus to prove [*(a’, b’, = t*(a’, 6’) it suffkes to show 
?(a, a, + tA(a’, 6) = tya, a, + tA(a’, 6-y, 
and this follows easily from t*(a, b’, = t*(a, g) and A k &f= r Vuiyf(a, a’, 
b’, I$‘, ui) via the choice u1 = uq = a, u2 = ug = a’. 
Now to finish the proof of the theorem, assume V contains no nontrivial 
abelian algebras. Let G E z&Y, T&x, y)) be as in Lemma 4.9, and let 
TC, be as in the proof of Theorem 3.8. For each 7 = (t, p, q, f, s’) E TC, 
and i= 1, . . . . 6 let flr,i(x, ti) be the formula 
YfMX, 0),4(x, O), 4% O), 3x, O), u’). 
Then the collection { fl,, ;( x, ~2): 7 E TC,, 1 d i d 6) satisfies the conditions of 
Claim 3. 1 
5. THIN BINARY RELATIONS 
DEFINITION 5.1. Let R be a binary relation on a set A. 
(1) R is connected if for all a, b E A there exist n B 0 and co, . . . . c, E A 
such that co = a, c, = b, and either ciRci+ , or ci+ , Rci for each i < n. 
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(2) R is thin if {A, R) satisfies the axiom 
Vu[(uRx++uRy) & (xRu+-+yRu)] +xzy. 
(For example, every partial ordering of A is thin.) 
(3) R”= {(b,a): (a,b)~R}. 
R. McKenzie proved that if R is a thin binary relation of A such that 
both R 0 R” and R” 0 R are connected, then (A, R) has Boolean factor 
relations ([15, Theorem 4.11; the proof of a slightly weaker claim may also 
be found in [ 16, first corollary to Theorem 5.181). It follows that if A is 
an algebra, p(x, y) is an H(A)-factorable formula, P* is thin, and both 
P* 0 (p”)” and (p”)” 0 P* are connected, then A has BFC. In this section 
we show that if an entire variety has such a formula then the variety 
satisfies ( * ). 
Until further notice, R is a binary relation symbol, 9 is the class of all 
{ R}-structures, and KG 9% The idea is to find an &?-factorable formula 
$(x, y, z) which approximates the predicate Vu[(uRx & uRy) + uRz]. 
DEFINITION 5.2. For each {R}-formula 0, the dual of 4, denoted qP, is 
the formula obtained from 4 by replacing each occurrence of a subformula 
of the form uRv by oRu. 
LEMMA 5.3. Suppose R* is thin for every A E K, and there exist 
g’-factorable formulas $(x, y, z), $*(x, y, z) such that 
(i) Ki= ~~CGY,X) & ~~(x~Y,Y) 
(ii) K k $(x, y, z) + Vu[(uRx & uRy) + uRz] 
(iii) K k +*(x7 Y, xl & $*(x, Y, Y) 
(iv) K k $*(x, y, z) + Vu[(xRu & yRu) + zRu]. 
Then K satisfies (*). 
Proof: Let 4(x, y, ui, u2) be the g-factorable (and hence K-factorable) 
formula 
Iclt-5 Ul f Y) & It/*(x, Ul, Y) & Il/(Y, uz, XI & ICI*tr, u2, XI. 
Clearly K k 3$(x, y, ti) & Vzkj(x, x, u’) by hypotheses (i) and (iii). Now 
suppose A E K, x, YE A, and A + Vz@(x, y, 6). Then in particular 
A t= 4(x, y, x, y), so by hypotheses (ii) and (iv). 
A + Vu[uRx ~1 uRy] & Vu[xRu +-+ yRu]. 
By thinness, x = y. This shows that 4 satisfies the conditions of Lemma 
1.7(3); hence K satisfies (*). 1 
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DEFINITION 5.4. 
(1) For each n B 1, Cn(xO, x, , . . . . xZn) is the formula 
n-l 
& CXZi+l RxT2i&x2i+IRx2i+21. 
i=O 
(2) +,(x, y, z) is the formula 
3uC,(x, u, y) & Vu[C,(x, u, y) + URZ]. 
For n > 1 $Jx, y, z) is recursively defined to be 
3u, “‘lb-1 c&G Cy) & vUI...U2n-lCcn(X, CY) 
+3x’y’[u,Rx’&u,,-, Ry’&Il/,-,(x’,y’,z)ll 
LEMMA 5.5. 
(i) Each $,, is 9?-factorable. 
(ii) k 3tiC,(x, 6~) -, [$,Ax,Y, x)& IC/n(~,~r~)l for each n. 
(iii) k [uRx & uRy & $Jx, y, z)] -+ uRz for each n. 
Proof. (i) is clear. 
(ii) This is certainly true for n = 1. Assume n > 1 and the claim is true 
for n - 1. If A ~9, x, y, ui, . . . . a2nP i E A and A k CJx, ~2, y), then in 
particular u, Rx, u2,, _ 1 Ru2n _ 2, and A k 3EP,(x, 6, u,,~,); hence 
A k tin- ,(x, uzn- 2, x) by the inductive hypothesis. This shows that 
/= Vu’[C,(x, ~2, y) + 3x’y’[u, Rx’ & u2n- 1 Ry’ & II/,- I(x’, y’, x)]] 
and so + XC,(x, ti, y) + $,Jx, y, x). A similar argument shows 
I= ~clb, c 4’) --+ II/,(x, Y> Y). 
(iii) This is trivial if n = 1. Assume n > 1 and the claim is true for II - 1. 
If A ~9, x, y, z, u E A and A l= uRx & uRy & $,(x, y, z), define uai= x 
(l<i<n)and~,~+i= u (0 6 i < n). Then A k C,,(x, i& y), so by hypothesis 
there exist x’, y’ E A such that 
A + uiRx’ & u2n- I Ry’ & II/,- 1(x’, y’, z). 
But u, = uZn- i = u, so uRz by the inductive hypothesis. 1 
COROLLARY 5.6. Suppose RA is thin for every A E K, and 
K k Vxy[NC,(x, ti, y) & 3GC;p(x, v’, y)] 
for some m, n 2 1. Then K satisfies (*). 
Prooj: Let m, n be as above; then Lemma 5.5 and its dual imply that 
II/,(x, y, z) and $zP(x, y, z) satisfy the requirements of Lemma 5.3. 1 
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COROLLARY 5.7. Suppose K is closed under arbitrary direct products and, 
for every (A, R > E K, R is thin and both R 0 R” and R” 0 R are connected. 
Then K satisfies (* ). 
Proof Let C,(x, y) be the formula x z:y. Then the connectedness 
hypotheses are equivalent to 
w 3=,(x, CY) 
m>O 
It can be easily shown that if K’ is any class of structures closed under 
direct products and (e,(Z)),, , is an indexed set of R-factorable formulas 
such that 
K’ k vx’w e,(i) 
iel 
then K’ l= V20i(X-) for some iE I. Hence there exist m, n 2 0 such that 
K t= Vxy3~X;~(x, 6, y) & VxyXC,(x, 6, y). 
If either m = 0 or n = 0, then K contains only trivial structures and the for- 
mula x z x witnesses (*) for K. Otherwise the hypotheses of Corollary 5.6 
are met. 1 
Of course, this last result can be applied to more general classes of 
structures. 
COROLLARY 5.8. Suppose K is a class of L&‘-structures closed under 
arbitrary direct products and p(x, y) is a K-factorable formula such that, for 
every AE K, p* is thin and both p*o (p”)” and (p”)” op* are connected. 
Then K satisfies (*). 
Proof: The preceding arguments work just as well with p replacing R 
and K replacing 2. 1 
APPENDIX 
Let V be the variety of type { ., 0} defined by the axioms 
X(YZ) = (XY) z 
xx=: 
xyx z yx 
OX%0 
xyz z yxz. 
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Define x<y by xyzx. The first four axioms guarantee that d is a partial 
order with least element 0 in every member of V. So V satisfies (*) by the 
results of Section 5. (Alternatively, the atomic formula ux z u satisfies the 
conditions of Lemma 1.7(4).) We shall show that V does not satisfy 
property (IT) defined in Section 2, and contains algebras with nontrivial 
center. 
DEFINITION 1. For each finite set U, let F(U) be the algebra whose 
universe is 
{(~,,u):u,~~,u~CP\U,}u{O}, 
where 0 has the obvious interpretation and multiplication is given by 
(U,> U,)(U,> 4) = ((U, u h)” U,)\(U,l> u*>, 
o(u,,u)=(u,,u)o=oo=o. 
LEMMA 2. For each finite set U, F(U) is the V-free algebra on U via the 
identification of each u E U with (@, u) E F(U). For each A E V and choice 
of elements a,, E A (u E U) the unique homomorphism F(U) -+ A extending 
u H a,, is given by 
({u,,...,u,},u>Ha,,...a,~a, 
OHO. 
Proof: It is easy to check that F(U) is in V and is generated by U. To 
complete the proof it suffices to show that for each A E V and a, E A (u E U) 
the map F(U) --, A given above is well-defined and is a homomorphism. To 
this end it suffices to show 
(1) v I= X,(I)“‘~,(,)Z~~l .. . xkz for every surjection 0: { 1, . . . . n} + 
{ 1, . . . . k}. 
(2) V + xizO+x, ...x,~zO for each i= 1, . . . . n. 
The first claim is routine, and the second will be as soon as it is seen that 
V k x0 z 0. Indeed, x0 z 0x0 z 0 by the third and fourth axioms, respec- 
tively. 1 
DEFINITION 3. Given A E V and a E A, define f,, g,: A + A by 
fu(x)=xa, g,(x) = ax. 
LEMMA 4. Let A, BE V. 
(1) Every nonconstant unary polynomial of A is of the form f, or g, 
for some aE A\(O). 
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(2) Every nonconstant unary polynomial of A x B is of one of the 
following forms: 
for some aEA\{O},bEB\{O}. 
Proof: Suppose t(x,, . . . . x,) is an (n + 1)-ary term which depends on all 
of its variables in A (or in A x B). Then t(x’) corresponds in the canonical 
way to some 
T, = ( {xc,, . .. . X,)\{Xi>~ Xl> EF(Xo, ..., -4 
If i = 0, then for every C E Y and ci, . . . . c, E C the polynomial tC(x, Z) is 
identical to gd(x) where d = c, . . . c,, while if i # 0 then tC(x, c’) = f,(x) for 
e=dc,. The lemma follows from these facts. 1 
DEFINITION 5. For each finite set CT such that 04 U, define 
o:F(U)47u{O} by 
o(0) = 0, d(U,, u>)=u. 
LEMMA 6. Let U, U’ be finite sets such that 0 $ U u U’; let A = F(U) and 
B = F( U’), and assume x, y E U and a, b E U’. 
(1) For all (p,q)~O~(x,y), either o(p)=o(q) or {o(p),a(q)}= 
bY3. 
(2) For all ((P, r), (9, s)) E 0, x d(x, a), (Y, b)), either: 
(i) (4p), dr)) = (dq), 4~))~ or 
(ii) {(o(p), a(r)), (a(q), o(s))} is equal to one of the following sets: 
{(x3 a), (Y, b)), ((4 019 (Y? OH, ((0, a), (0, b)}. 
Proof of (2). Let S be the set of all ((p, q), (r, s)) E (A xB)* which 
satisfy either of the two conditions above. It is easy to check that S is an 
equivalence relation on A x B which contains ((x, a), (y, b)). Thus it suf- 
fices to show that S is compatible with all nonconstant unary polynomials 
of A x B. This will follow from Lemma 4 and the fact that a(pq) = a(q) for 
anyp, q in A\(O) (or in B\(O)). 1 
Now let A, B, al, a2, a3, B,, j?*, 0, 9’ be as in the proof of Theorem 2.4, 
and let 
z = ((-7 e), (4 e), k ch (Y, cl>. 
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LEMMA 7. rf (p, r), (q, s) E A x B satisfy 
6) (4~1, a(r)) E C, and 
Proof This is immediate from Lemma 6. 1 
COROLLARY 8. ((x, e), (y, e)) $ trans[8 u ni(0’) x A,]; hence V does 
not satisfy property (II). 
ProoJ This follows from Lemma 7 and the fact that rci(Q’) G 
@,(x, w) v @,(Y, z). I 
To show that V contains algebras with nontrivial center, pick a set A 
and an element 0 E A, and define 
0 ifx=O 
xy= 
Y otherwise. 
LEMMA 9. 6 E Con A. 
Proof. It suffices, by Lemma 4, to show that 8 is preserved by f, and 
g, for every a E A\{ O}. This is obvious. 1 
LEMMA 10. Z, = 8. 
Proof. It suffices to show that 8 centralizes V, modulo A,, but 
Z, #V, . To prove the former claim, let t(2) be an (n + 1 )-ary term which 
depends on all of its variables in A, and let (a, 6) E 8 and c’, de A” be such 
that t*(u, c) = t*(u, a). As in the proof of Lemma 4, pick in (0, . . . . n} such 
that t(f) corresponds to T,= ({x0, . . . . xn}\{xi}, xi) in F(x,, . . . . x,). If i= 0 
then there exist U, u E A such that t*(x, c’) = ux and t*(x, 2) = ux; one can 
show t*(b, c’) = t*(b, d) by breaking the argument into two cases according 
to whether or not (u, v) E 8. If i# 0 then there exist u, u E A such that 
t*(x, c’) =XU and t*(x, 2) =xv; in this case t*(b, c’) = t*(b, 2) follows by 
considering whether or not a = 0. Hence 13 centralizes V, modulo d A. 
If C is an abelian algebra in I’, then for any CE C, 00 = Oc implies 
Co = cc, i.e., 01 c. Hence V contains no nontrivial abelian algebras, which 
proves Z, + V,. So Z, = 8. 1 
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