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Abstract: We have constructed a class of perturbative dynamical black hole so-
lutions in presence of cosmological constant. We have done our calculation in large
number of dimensions. The inverse power of dimension has been used as the pertur-
bation parameter and our calculation is valid upto the first subleading order. The
solutions are in one to one correspondence with a dynamical membrane and a velocity
field embedded in the asymptotic geometry. Our method is manifestly covariant with
respect to the asymptotic geometry. One single calculation and the same universal
result works for both dS and AdS geometry or in case of AdS for both global AdS
and Poincare patch. We have checked our final answer with various known exact
solutions and the known spectrum of Quasi Normal modes in AdS/dS.
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1 Introduction
Recently it has been shown ([1]) that at infinite dimension limit, a finite number
of quasinormal modes around any black hole solution are effectively confined in the
near horizon region and are decoupled from the rest of the infinite tower of QNMs
that extend upto asymptotic infinity. The spectrum also develops an infinite gap. In
such cases it is natural that the decouple modes will have a closed dynamics among
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themselves even at nonlinear levels. The non-linear dynamics of these decoupled
QNMs can be constructed in a power series expansion around infinite dimension (i.e.,
a series in
(
1
D
)
). This gives an algorithm to construct a new class of approximate
solutions to Einstein equations with a dynamical event horizon. It turns out that
there is a one-to-one correspondence between these nonlinear gravity solutions and
a codimension one membrane, embedded in the asymptotic flat space, and whose
dynamics is governed by a very particular equation, also determined in a power
series in
(
1
D
)
[2–4], see also [5].
See papers [6–12] for initial development of the subject of gravity at large D and
inverse dimensional expansion.
There have been many papers recently, that use the technique of 1
D
expansion,
see [13–26].
In all the above cases, since the dynamics is confined in the near horizon region,
it does not care much about the asymptotic geometry. This, in effect, implies that
this whole ‘large D’ technique of solving gravity equations could be easily extended
to situation where the asymptotic geometry is not exactly flat. We expect that the
membrane-gravity correspondence will still hold for such cases, but now the mem-
brane will be embedded in whatever non-flat asymptotic geometry (which we shall
refer to here as ‘background’) we are interested in. In particular, similar construction
should be possible in presence of cosmological constant, [16].
In [3] and [4], though the analysis is strictly applicable to asymptotically flat space,
the final answer has been presented in this ‘background-covariant’ form. In [4], such
covariance has been implemented even in the complicated intermediate steps for the
derivation of the final metric upto the second subleading order.
In this paper, we have extended the formalism of [2, 3], in a way so that this
covariant dependence on the ‘background’ is manifest in every step. In addition we
have also included cosmological constant, which could have any sign.
One of the key motivation to include the cosmological constant is the following.
We know that in presence of negative cosmological constant, there exists another
class of approximate solutions with dynamical event horizons which are dual to con-
formal fluids, living in a space with dimension one less than that of the bulk [27].
This duality holds in any dimension and therefore in large D as well. We would
eventually like to see how the large D limit of these fluid modes map to the large D
decoupled modes in presence of cosmological constant (see [16]). This paper is the
first step towards this goal.
The organization of this paper is as follows.
In section (2) we have described the initial set-up of the problem, the main equa-
tion that we would like to solve for and the scheme of our perturbation technique.
In section (3) we described how in our scheme, different quantities scale with the
dimension D, the perturbation parameter. In section (4) we have described how we
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could guess the leading ansatz. Next in a small section (5) we described how our
approach becomes manifestly covariant with respect to the embedding geometry of
the membrane. In section (6) we briefly explained the algorithm we used to solve for
the first subleading correction. In section (7) and section (8) we have derived and
presented the first subleading correction to the metric and the equation governing the
dual membrane and the velocity field. Then in section (9) we have performed several
checks on our ansatz. We have matched our solution with Schwarzschild AdS/dS
black hole/brane and then with rotating black hole solution upto the required order
in an expansion in
(
1
D
)
. We have linearized our membrane equation and reproduced
the known spectrum of quasi-normal modes . In an appropriate scaling limit of our
equation (and after some linear field redefinition) we reproduced the effective hydro-
dynamic equation of [16]. Finally in section (10) we concluded.
We have several appendices with the details of all computation.
2 Set-up
In this section we shall describe the basic set-up of our problem and the final goal
in terms of equations. We shall also present the schematic form of the solution that
we will eventually determine.
We are working with the following two derivative action of gravity.
S =
∫ √−G [R− Λ] (2.1)
where for Λ we have assumed the following scaling with dimension D. 1.
Λ = [(D − 1)(D − 2)]λ, λ ∼ O(1) (2.2)
Varying (2.1) with respect to the metric, we get the equation of motion.
EAB ≡ RAB −
(
R− Λ
2
)
GAB = 0 (2.3)
As mentioned before, our goal is to find new ‘black-hole type’ solutions (i.e. metric
with an event horizon) of equation (2.3) in a power series expansion around D →∞.
Schematically the solution will have the form
GAB = gAB +
∞∑
k=0
(
1
D
)k
G
(k)
AB (2.4)
1See section (6) for the motivation of this choice
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2 Here gAB is a smooth metric that also solves the same equation eq.(2.3). It is
the metric that we have referred to as the ‘background’ in the previous section. On
the other hand, the G
(k)
AB’s are not smooth and their forms are such that the full
metric GAB would necessarily possess an event horizon, and might have singularities
behind it. G
(k)
AB’s together will capture the nonlinear dynamics of the ‘decoupled
quasi-normal modes’. Since the decoupled modes are confined within a thin region
around the horizon, the G
(k)
AB’s should vanish fast as we go away from the horizon,
implying that the gAB is the asymptotic form of the metric.
As explained in [2–4], our final solution forG
(k)
AB’s will be parametrized by a codimension-
one time-like membrane, embedded in the background space-time with metric gAB,
with a velocity field along it. However the curvature of this membrane and the veloc-
ity field are not completely independent data. We can solve for G
(k)
AB’s consistently
provided the extrinsic curvature of the membrane as embedded in gAB and the ve-
locity field on it together satisfy some integrability condition which follows from the
constraint equations of gravity. We would be viewing this integrability condition
as a dynamical equation on the coupled system of the membrane and the velocity.
This leads to a ‘membrane-gravity’ duality in the sense that for every solution of this
membrane equation we shall be able to find a metric solution for equation (2.3) in
an expansion in
(
1
D
)
.
Following [3, 4] we shall determine G
(k)
AB’s in a way so that if we view the same
membrane as a hypersurface embedded in the full space-time with metric GAB, it
becomes the event horizon and the velocity field on it reduces to its null generators.
3 Scaling with D
Roughly speaking, gravity equation (2.3) in D dimensions is a collection of D(D+1)
2
equations that are used to determine the D(D+1)
2
components of the metric (modulo
the coordinate redefinition freedom). So a naive large D limit, simply means that
both the number of equations and the number of variables we would like to solve for,
are blowing up along with our perturbation parameter.
To get rid of this complication, we shall implicitly assume that a large part of the
geometry is fixed by some symmetry and the metric is dynamical only along some
finite number of directions. In other words, the metric will be of the form [2]
dS2 = GAB dX
AdXB = G˜ab({xa}) dxadxb + f({xa})dΩ2 (3.1)
2For our analysis in the later sections we shall often use a notation G
[k]
AB to denote the metric
corrected upto order O ( 1
Dk
)
G
[k]
AB = gAB +
m=k∑
m=0
1
Dm
G
(m)
AB
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where G˜ab({xa}), {a, b} = {0, 1, · · · , p} is a dynamical finite (p + 1) dimensional
metric and dΩ2 is the line element on the infinite (D−p−1) dimensional symmetric
space. f({xa}) is an arbitrary function of {xa} which is not constant.
Since the metric is dual to a membrane embedded in the background gAB with a
velocity field along it, the symmetry of the metric must be there in the membrane,
the velocity field and the background as well. This will imply that the dual membrane
is dynamical only along the xa directions and simply wrap the symmetric space (with
metric ΩAB). Similarly the dual velocity field must have components only along the
xa directions and also the nonzero components should not depend on the coordinates
along the Ω-space. As a consequence, the same feature (i.e., no components along the
symmetry directions and all nonzero components are functions of xa’s only) would
be true of any vector constructed out of the membrane data. Similarly for tensor
structures the components, where all indices are along the isometry directions, must
be proportional to the metric in the symmetric space, Ωab.
In such cases we could easily see that for any generic vector or one form, the
order of its divergence will always be D times larger than the order of the form itself
[2–4].
In fact such a rule will apply to tensors with any number of indices. If TA1A2···An is
a generic tensor of order O ( 1
D
)k
maintaining the symmetry of equation (3.1), then
its divergence is of order O ( 1
D
)k−1
.
TA1A2···An ∼ O
(
1
D
)k
⇒ gApAq∇ApTA1,A2,···Aq ··· ∼ O
(
1
D
)k−1
(3.2)
In the same way we could see that if the background metric gAB admits a decompo-
sition of the form (3.1), then the Riemann tensor evaluated on gAB will be of order
O(1) and Ricci tensor and Ricci scalar will be order O(D) and O(D2) respectively.
RABCD|on gAB ∼ O(1), RAB|on gAB ∼ O(D), R|on gAB ∼ O(D2) (3.3)
It follows that the Einstein tensor evaluated on gAB would be of O(D2)3 and since
we want gAB to satisfy equation (2.3), it justifies our choice of D scaling for the
cosmological constant as given in equation (2.2).
However as explained in [4], for our calculation we do not need any details of the
decomposition as given in equation (3.1) or the symmetry itself. The only aspect of
it that will be used is the scaling law (3.2) and the D dependence of the curvatures,
evaluated on gAB.
3Such scaling is true for a generic case. It is always possible to have special background where
equation (3.3) is not true. A different choice for the D dependence of Λ would have led to such
‘non-generic’ background.
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4 Leading Ansatz
In our calculation G
(0)
AB is the starting ansatz that captures the nonlinear dynamics
of the decoupled modes at the very leading order. Any perturbation theory works
provided we have a clear guess for what should be the leading answer. In this sense,
we can carry on with our program only if we know the appropriate form of G
(0)
AB that
solves the equation (2.3) at leading order in
(
1
D
)
expansion. So we shall first describe
how we could guess the form of this leading ansatz.
4.1 The form of the leading ansatz
As mentioned before, the two parameters that will characterize our solution are a
codimension-one hypersurface, embedded in the background space-time with metric
gAB, and a unit normalized velocity field uµ defined along the membrane
4 .
We shall first construct a smooth function ψ of the background coordinates {XA}
such that (ψ = 1) gives the equation for the membrane. Next we shall construct a
smooth one-form field (O = OA dX
A), defined everywhere in the background space-
time, such that the projection of (−OA) along the membrane reduces to the velocity
vector field uµ. We shall determine our final solution in terms of this bulk function
ψ and bulk one-form field O. Note, at this stage there is a huge ambiguity in the
construction of ψ and O. The condition, they have to reduce to something specific
on ψ = 1, is certainly not enough to fix them completely. We shall fix this ambiguity
with certain convenient choice (see subsection (6.2) for a more detailed discussion on
this point).
At this stage the simplest structure that we could imagine for G
(0)
AB (that does not
involve any derivative of the two basic fields ψ and O) is the following
G
(0)
AB = F OAOB ⇒ GAB = gAB + F OAOB +O
(
1
D
)
(4.1)
where F is any arbitrary scalar function of ψ and (O · O) 5.
From equation (4.1) it follows
GAB = gAB −
(
F
1 + F (O · O)
)
OAOB +O
(
1
D
)
(4.2)
4Throughout this paper, we shall use Greek indices to denote indices along the world volume
of the membrane as embedded in gAB, whereas capital Latin indices will denote full space-time
indices.
The velocity field uµ is unit normalized with respect to the induced metric along the membrane
(denoted as hµν) .
uµuνh
µν = −1
5Throughout this paper ‘·’ denotes contraction with respect to the metric gAB
– 6 –
Here all raising/lowering and contractions are with respect to the background metric
gAB.
Now firstly we want ψ = 1 surface to be the horizon when embedded in the metric
GAB. This implies that (∂Aψ)(∂Bψ)G
AB = 0 on ψ = 1. Now we shall impose this
condition order by order in
(
1
D
)
expansion. At leading order it implies[
dψ · dψ −
(
F
1 + F (O · O)
)
(O · dψ)2
]
ψ=1
= O
(
1
D
)
[
F
1 + F (O · O)
]
ψ=1
=
[
1
O · n
]2
ψ=1
+O
(
1
D
)
where nA =
∂Aψ√
dψ · dψ
(4.3)
Secondly we want the velocity vector field to be the null generator of the horizon,
which is given by
tA = GABnA|ψ=1
Also by definition, the projection of (−OA) along the membrane will give the velocity
field. This in turn implies[
ΠABO
B +GABnB
]
ψ=1
= 0, where ΠAB = projector = δ
A
B − nAnB
⇒
[
OA − (O · n)nA + nA − OA
(
F
1 + F (O · O)
)
(O · n)
]
ψ=1
= O
(
1
D
)
⇒
[(
1− 1
O · n
)(
OA − (O · n)nA)]
ψ=1
= O
(
1
D
) (4.4)
In equation (4.4) to go from second to the third line we have used equation (4.3).
From equation (4.4) it follows that
(O · n)|ψ=1 = 1 +O
(
1
D
)
(4.5)
On the other hand using the fact that velocity vector field on the membrane (viewed
as a hypersurface embedded in the background gAB) is normalized to minus one, we
see
ΠABOAOB = −1 (4.6)
From equations (4.5) and (4.6) it follows that at leading order in
(
1
D
)
expansion, O
is a null one-form with respect to the background metric gAB.
gABOAOB = O
(
1
D
)
(4.7)
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We shall often express OA as
OA = nA − uA
where uA ≡ −ΠBAOB, ΠAB = projector = δAB − nAnB
(4.8)
By construction uA is always along the membrane and it will be the velocity field uµ
, if expressed in terms of the intrinsic coordinate of the membrane. So far from our
analysis we could see that the simplest form of G
(0)
AB is the following.
G
(0)
AB = F OAOB = F (nA − uA)(nB − uB)
Since (O · O) is zero at leading order, F could only be a function of ψ, if we do not
want any derivative at zeroth order. We also want F to be vanishing outside a thin
region of thickness of order O ( 1
D
)
around ψ = 1. This would be ensured provided
F (ψ) ∝ ψ−D.
Now in equation (4.3) if we substitute the fact O is null at leading order, we find
F |ψ=1 = 1 +O
(
1
D
)
This fixes the proportionality constant in F to be one.
So finally we are lead to the following expression for our leading ansatz6
G
(0)
AB = ψ
−DOAOB (4.9)
It turns out that this form will solve equation (2.3) at leading order provided
the following conditions are satisfied (see [2, 3] for a more detailed discussion)
G
(0)
AB = ψ
−DOAOB such that
K ≡ Trace of extrinsic curvature of the membrane = O(D)√
gAB(∂Aψ)(∂Bψ)|ψ=1 = K
D
+O
(
1
D
)
gAB∇AOB = K +O(1)
(4.10)
As before, the membrane ψ = 1 is viewed as a hypersurface embedded in the back-
ground space-time with metric gAB and ∇A denotes covariant derivative with respect
to gAB.
6We would like to emphasize that what we have presented here is not a derivation for the leading
ansatz. In the end this is a ‘guess’ and our perturbation program is developed around this starting
point. This guess could also be motivated from the fact that our final solution, in a very small
patch of size of the order of O ( 1
D
)
, looks like a D dimensional Schwarzschild black hole with a local
radius and boost velocity. See [3],[4] for a more detailed discussion on this
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4.2 When ansatz solves the leading equation
Now we shall demonstrate that given the D scaling law (3.2) and (3.3), how G
(0)
AB as
given in equation (4.10) indeed satisfies the equation (2.3) at leading order.
We shall simply evaluate the gravity equations on the metric G
(0)
AB plus the back-
ground gAB and we shall see that leading order (which will turn out to be of order
O(D2)) piece vanishes provided the conditions as mentioned in equation (4.10) are
satisfied.
Before getting into any details, we shall first simplify the equation (2.3) a bit,
by subtracting the trace part of the equation.
RAB −
(
R
2
)
GAB = −
[
(D − 2)(D − 1)λ
2
]
GAB
⇒ R = D(D − 1)λ
⇒ EAB ≡ RAB − (D − 1)λ GAB = 0
(4.11)
Now we shall evaluate RAB on the metricG
[0]
AB = gAB+G
(0)
AB. Details of the calculation
are presented in appendix (B). Here we are simply quoting the final result.
RAB|G[0]
AB
= ψ−D
(
DN
2
){
[DN − (∇ · O)] (nAOB + nBOA) + (K −DN)OAOB
}
+
(
ψ−2D
2
){
DN [DN − (∇ · O)]OAOB
}
+ R˜AB +O (D)
(4.12)
where
• R˜AB is the Ricci tensor evaluated on the background gAB
• ∇A denotes the covariant derivative with respect to background metric gAB
• K is the extrinsic curvature of the membrane as embedded in the background: K ≡
∇A nA
• N is the norm of the one form dψ: N ≡
√
(∂Aψ)(∂Bψ)gAB
Now from equation (3.3) it follows that R˜AB ∼ O(D). Therefore the leading
equation reduces to[
ψ−D(K −DN) + ψ−2D(DN −∇ ·O)]OAOB
+ ψ−D(DN −∇ · O)(nAOB + nBOA) = O(1)
(4.13)
Since OA and nA are two independent vector directions in the background spacetime,
equation (4.13) finally implies
(∇ · O −DN)ψ=1 = O(1)
(K −DN)ψ=1 = O(1)
(4.14)
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Equation (4.13) is simply the conditions mentioned in equation (4.10). Note also that
at leading order the RHS of equation (2.3), which captures the effect of cosmological
constant, does not contribute.
Also note that the two equations in (4.13) together imply that
(∇ · u)ψ=1 = O(1) (4.15)
Here u is defined in equation (4.8)7
5 Covariance w.r.t. ‘background’ metric
In this section we shall discuss how we could recast all subsequent calculation in a
manifestly covariant form with respect to the background gAB.
In fact this feature has already appeared in the previous section (see equation (4.12)).
As we know, the computation of RAB, to begin with, involves partial derivatives of
the metric components G
[0]
AB. However, the expressions appearing in (4.12) have only
covariant derivatives with respect to the background gAB. In [4] this point has been
argued from a physical point of view and has been used extensively.
Here we shall see how it follows algebraically. This is a consequence of the fact
that though Christoffel symbols are not covariant tensors, their differences are and
therefore the Christoffel symbols on the full metric GAB could always be written as
the Christoffel symbols evaluated on the background gAB plus a correction which will
have a form of a covariant tensor with respect to the background. Then this feature
could easily be extended to the construction of the Riemann tensor and the Ricci
tensor for the full background.
The general form of our metric
GAB = gAB + χAB
Let us denote the Christoffel symbols corresponding to GAB as Γ
A
BC , whereas Γˆ
A
BC
denotes the Christoffel symbols corresponding to the background gAB.
ΓABC =
1
2
GAC
′
(
∂C GC′B + ∂B GC′C − ∂C′ GBC
)
= ΓˆABC +
1
2
GAC
′
(
∇C χC′B +∇B χC′C −∇C′ χBC
) (5.1)
where ∇A denotes the covariant derivative with respect to gAB. In deriving equation
(5.1) we have used the fact that Christoffel symbols are symmetric in its lower two
indices.
7(∇ · u) should have been of O(D) if we naively use the rules for counting the order in ( 1
D
)
expansion as explained in section(3)
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Now in our convention, Ricci Tensor, RAB, of the full metric is given by the following
expression.
RAB = ∂kΓ
k
AB − ∂BΓkAk + ΓkkmΓmAB − ΓkBmΓmAk
Using equation (5.1) we could easily rewrite it in a covariant form.
RAB = R¯AB +∇k
[
δΓkAB
]−∇B [δΓkAk]+ [δΓkkm] [δΓmAB]− [δΓkBm] [δΓmAk] (5.2)
where R¯AB is the Ricci Tensor evaluated on the background and
[
δΓABC
]
is the co-
variant tensor appearing in the second term of equation (5.1)
[
δΓABC
]
=
1
2
GAC
′
(
∇C χC′B +∇B χC′C −∇C′ χBC
)
(5.3)
Equations(5.1) and (5.2) are the key equations that we shall use to determine the
subleading corrections to the metric in a manifestly covariant fashion.
6 General strategy for the first subleading correction
Once the leading ansatz G
(0)
AB, the function ψ and the one-form O are well-defined
everywhere in the background with metric gAB, we can describe the strategy to
determine the subleading corrections to the metric i.e., the G
(k)
AB s for k > 0. In
this paper our goal is to determine G
(1)
AB. Our method is essentially same as the
one described in [4]. The purpose of this section is to mainly set up the notation
and convention. We shall omit any detailed justification or ‘all order proof’, for the
statements. Interested reader should refer to [4] for a thorough discussion.
6.1 Summary of the algorithm
We already know that if we evaluate Ricci tensor on G
[0]
AB = gAB +G
(0)
AB, the leading
piece is of order O(D2). This leading piece vanishes provided OA and ψ satisfy
equations (4.14). Clearly after imposing equation (4.14), the leading non-vanishing
piece in RAB would be of order O(D). To cancel this piece upto corrections of order
O(1) we add the new terms in the metric - ( 1
D
)
G
(1)
AB . Therefore to begin with(
1
D
)
G
(1)
AB will have the most general form that could contribute to the equation of
motion (4.11) at order O(D). Also any term in equation of motion that involves
product of two components of G
(1)
AB (i.e., non-linear in G
(1)
AB) will contribute at most
at order O(1). Since in this paper we are interested only at order O(D), we have
to treat G
(1)
AB simply as a linear perturbation on G
[0]
AB. Then at order O (D), the
equation of motion (4.11) will have two pieces. One piece will take the form of a
linear differential operator acting on different (and so far unknown) components G
(1)
AB
and the second piece will involve the O(D) piece coming from G[0]AB. The first piece
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will have an universal structure at all orders and we shall call it as ‘homogeneous
piece’ or HAB. The second part will be termed as ‘source’ (SAB) . Schematically
EAB ∼ HAB + SAB
Our solution procedure will essentially be an ‘inversion’ of the universal differential
operator in HAB.
We shall determine G
(1)
AB completely in terms of the function ψ and the one-form
O, that are directly related to the basic data of our construction - the membrane and
the velocity field. One advantage of our formalism is that we never need to choose
any specific coordinate system on the membrane or for the background gAB.
6.2 Subsidiary condition
Note that so far all the conditions on ψ and O are imposed only along the membrane.
We want ψ to be one on the membrane hypersurface and the projection of O onto the
membrane to reduce to the velocity field uµ. The gravity equation (2.3) at leading
order (see equation (4.14)) imposes some more constraints on ψ and O, but still they
needed to be satisfied only at (ψ = 1). Therefore there is a large ambiguity in the
construction of the function ψ and the one-form O. In this subsection we shall fix
this ambiguity with a certain convenient choice, which, following [2],[3],[4], we shall
refer to as ‘subsidiary conditions’.8.
Subsidiary condition on ψ is chosen as follows.
∇2ψ−D = 0 everywhere (6.1)
It could be shown that equation (6.1) is enough to determine ψ in an expansion
in
(
1
D
)
around the membrane (ψ = 1)[28]. Also we could easily see that (6.1) is
consistent with the second equation (4.14)(See appendix (G)).
Now we shall describe how we fixed the ambiguity in the definition of OA. Unlike ψ,
since OA is a vector in the background with D components, we need D equations to
fix it completely. From the construction of G
(0)
AB we know that on the membrane, O
A
is a null vector and O ·n = 1, where nA in the unit normal to the membrane. Firstly
note that once we have imposed equation (6.1), (ψ = constant) surfaces and therefore
the unit normal to them are well-defined everywhere. Therefore we could easily lift
these two conditions on O, which are initially imposed only on the membrane, to
everywhere in the background. In terms of equation what we mean is the following
O · O = 0 and O · n = 1 everywhere (6.2)
8The subsidiary conditions we have chosen in this paper are different from what has been used
in [2],[3] or [4]. We found this choice most convenient because the metric correction at the first
subleading order takes the simplest form. As we shall see, with this subsidiary condition, it simply
vanishes and the first non-trivial correction appears only at the second subleading order.
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Equation (6.2) gives two scalar conditions on O. We still need (D − 2) equations
through which we would be able to determine the remaining (D − 2) components
OA, everywhere in the background . To fix them we use the following differential
equation.
PBA (O · ∇)OA = 0 everywhere
where PBA ≡ δBA − nAOB − OAnB +OAOB,
(6.3)
Since PAB is the projector to the subspace orthogonal to both n and O, equation (6.3)
is effectively a collection of (D−2) equations as required9. Equations (6.2) and (6.3)
together fix the ambiguities in all components O, everywhere in the background.
It is possible to rewrite the subsidiary condition on O in a more geometric form.
Equation (6.2) and (6.3) it follows that
(O · ∇)OA = [nB(O · ∇)OB]OA everywhere (6.4)
Equation (6.4) simply implies that throughout the background geometry, OAs are
the tangent vectors to the null geodesics passing through the membrane.
In course of analysis we shall often define a uA field everywhere in the back-
ground10.
uA ≡ −ΠBAOB where ΠAB ≡ Projector on constant ψ slices = δAB − nAnB (6.5)
Note that as a consequence of equation (6.2), uA turns out to be a unit normalized
time-like vector, which is orthogonal to nA by construction.
gABuAuB = −1, gABuAnB = 0
From equation (6.2) it follows that O · n = O · u = 1 or OA = nA − uA everywhere.
Also the projector PAB of equation (6.3) is actually a projector orthogonal to both
nA and uA and therefore could equivalently be expressed as
PAB = gAB − nAnB + uAuB
6.3 Choice of gauge
We shall choose a gauge such that
OAG
(1)
AB = 0 (6.6)
9 Because of equation (6.2) OA(O · ∇)OA and nA(O · ∇)OA are already determined.
OA(O · ∇)OA = 0, nA(O · ∇)OA = −OA(O · ∇)nA
10Equation (6.5) apparently looks very similar to equation (4.8). However the main difference is
that equation (6.5) is true for any constant ψ slices whereas equation (4.8) was specifically applied
to the membrane i.e., (ψ = 1).
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Note that our leading ansatz also satisfies this same gauge.
After imposing equation (6.6) the most general structure for G
(1)
AB is the following
G
(1)
AB = S1OAOB +
(
1
D
)
S2PAB + [OAVB +OBVA] + TAB
where
uAVA = nAVA = 0; uATAB = nATAB = 0; gABT (1)AB = 0
(6.7)
Here the unknown scalar, vector and the tensors, [Si, i = {1, 2}], VA, TAB are all of
order O(1) and have explicit dependence on ψ as well as the derivatives of ψ and O.
Note the extra factor of
(
1
D
)
in the term proportional to PAB. This is because, by
definition, G
(1)
AB is the collection of those terms in the metric that contribute to the
gravity equation at order O(D). As we shall see below, the term proportional to
PAB will contribute one extra factor of D in some terms of the gravity equation (the
ones that involve a trace of the metric tensor). In other words, unless we suppress
this term by an extra factor of
(
1
D
)
, it will contribute and mess-up the matching and
solving of the equations at order O(D2).
6.4 The form of explicit ψ dependence
We know that within the region where the metric correction is nontrivial, (ψ−1) is of
order O ( 1
D
)
. Therefore we would define a new order O(1) variable R ≡ D(ψ− 1) to
parametrize the explicit ψ dependence of the unknown scalar, vector and the tensor
functions in equation (6.7). In terms of equation we mean the following.
S1 =
∑
n
fn(R) sn, S2 =
∑
n
hn(R) sn
VA =
∑
n
vn(R) [vn]A TAB =
∑
n
tn(R) [tn]AB
R ≡ D(ψ − 1)
(6.8)
Here fn(R), vn(R), tn(R) and hn(R) are functions that do not involve any explicit
factors of D. The other expressions, sn, [vn]A, [tn]AB are the different scalar, vector
and the tensor structures of order O(1), involving the derivatives of nA and OA that
could appear at order O(1). The upper limit for the sum over n will generically be
different in scalar, vector and tensor sector. These structures, by construction will
not have any explicit dependence on ψ, since all such explicit dependence at this
order will be captured by the function fn, vn, tn and hn. However these structures
will depend on ψ implicitly through the derivatives of nA and OA. But note that this
will be a ‘slow’ dependence in
(
1
D
)
expansion. More precisely if we compute of the
variations of sn, vn or tn in the direction of ∂Aψ it will always be of O(1), whereas
the variations of fn(R), hn(R), vn(R) and tn(R), will be of order O(D). This is the
reason, we could treat these structures, sn, [vn]A and [tn]AB effectively as constants
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when we are doing the leading order computation with G
(1)
AB. See the next subsection
for details.
6.5 Structure of ‘Homogeneous piece’
In this subsection we shall list the detailed form of the homogeneous piece. As
mentioned before, the homogeneous piece could be computed by simply linearizing
the gravity equations (4.11) around as G
[0]
AB, where the gauge-fixed form of the linear
perturbation is given by G
(1)
AB. (See appendix A for the details of the computation)
For convenience, we shall decompose the homogeneous piece into three parts.
HAB = H
scalar
AB +H
vector
AB +H
tensor
AB +H
trace
AB (6.9)
where
HscalarAB =
(
DN2
2
)∑
n
sn (f
′′
n + f
′
n)
[
nBOA + nAOB −
(
1− ψ−D)OBOA] (6.10)
HvectorAB =
(
N
2
)∑
n
(∇ · vn)
[
v′n (nAOB + nBOA)− ψ−DvnOBOA
]
+
(
DN2
2
)∑
n
(v′′n + v
′
n)
{(
uB [vn]A + uA [vn]B
)
+ ψ−D
(
OB [vn]A +OA [vn]B
)} (6.11)
H tensorAB = −
(
DN2
2
)∑
n
[
t′′n(1− ψ−D) + t′n
]
[tn]AB
+
(
N
2
)∑
n
t′n
(
nB (∇C [tn]CA) + A↔ B
) (6.12)
H traceAB = −
(
DN2
4
)∑
n
sn
{
2h′′n nAnB + h
′
n
[
ψ−D(nAnB − uAuB) + ψ−2DOBOA
]}
(6.13)
Here X ′ for any function X(R) denotes dX
dR
.
From the explicit expressions of HAB it follows that(
1
D
)
ΠABHAB = O(1) (6.14)
where ΠAB is the projector perpendicular to (ψ = 1) hypersurface as embedded in
the background.
– 15 –
It turns out that we could easily decouple these homogeneous parts of the EAB
by taking the following linear combination of the components.
PACHABP
B
C′ −
PCC′
D
(
PABHAB
)
=−
(
DN2
2
)∑
[tn]CC′
[
t′′n
(
1− ψ−D)+ t′n] (6.15)
uAHABP
B
C = −
(
DN2
2
)∑
n
(1− ψ−D)(v′n + v′′n)[vn]C (6.16)
uAHABu
B = −
(
DN2
2
)
(1− ψ−D)
∑
n
sn
[
f ′′n + f
′
n −
(
ψ−D
2
)
h′n
]
−
(
N
2
)
ψ−D
∑
n
vn(∇ · vn)
(6.17)
OAOBHAB = −DN
2
2
∑
n
h′′nsn (6.18)
Note that given equation (6.14), equations (6.15), (6.16) and (6.17) are simply
the different components of
(
ΠA
′
A Π
B′
B HA′B′
)
at leading non-trivial order in (1/D)
expansion.
6.6 Structure of ‘Source’
In general the source SAB will depend on all the coordinates, through some explicit
dependence on ψ and also through different derivatives of OA and nA. As before,
we can classify the ψ dependence of SAB as ‘slow’ and ‘fast’. The ‘fast’ pieces are
those whose derivatives in the directions of increasing will have a factor of D, (i.e.,
the dependence on ψ is through R ≡ D(ψ − 1)). These are the parts which have
been treated exactly at a given order. All other variations of the source terms, both
along and away from the membrane hypersurface, are ‘slow’ (i.e., the derivatives are
suppressed by a factor of
(
1
D
)
compared to the ‘fast’ dependence) and therefore could
effectively be treated as constants while solving for the next correction to the metric
i.e, G
(1)
AB. This is why we simply invert the homogeneous piece HAB assuming it to
be an ordinary differential operator in the ‘fast’ variable R. See [2] and [3] for a more
detailed explanation.
As we have seen in the previous subsection, the projected components of the ho-
mogeneous piece (ΠA
′
A Π
B′
B HA′B′) could be viewed as ordinary second order differential
– 16 –
operator in the ‘fast’ variable R, acting on the unknown functions appearing in the
metric correction. It follows that to determine the unknown functions f(R), v(R)
and t(R), it is enough to solve the projected components the gravity equations (4.11)
or
ΠA
′
A Π
B′
B EA′B′ = 0
The traceless piece of the projected EAB leads to the following set of second or-
der inhomogeneous differential equations for three sets of the unknown functions,
fn(R), vn(R) and tn(R).
∑
n
d
dR
[(
eR − 1) t′n] [tn]AB =
(
2 eR
DN2
)[
PCA P
C′
B − PAB
(
PCC
′
D
)]
SCC′
(1− e−R)
∑
n
d
dR
[
eRv′n
]
[vn]A =
(
2 eR
DN2
)[
uBSBCP
C
A
]
(1− e−R)
∑
n
d
dR
[
eRf ′n −
hn
2
]
sn =
(
2 eR
DN2
)(
uASABu
B
)−∑
n
vn
(∇ · vn
DN
)
(6.19)
In equation (6.19) we have also used the fact that
[
ψ−D = e−R +O ( 1
D
)]
.
The equation for h(R) is given by the EAB with both indices projected in the direction
of O.
OAOBEAB = 0⇒
∑
n
h′′nsn =
(
2
DN2
)[
OA SAB O
B
]
(6.20)
Note that the last two equations in (6.19) will admit regular solutions at ψ = 1
only if [
uBSBCP
C
A
]
R=0
= 0[(
2
DN2
)(
uASABu
B
)−∑
n
vn
(∇ · vn
DN
)]
R=0
= 0
(6.21)
We shall see that both of these conditions will be true as a consequence of our
membrane equation. In fact in [2] this is the regularity condition that has been used
to determine the membrane equation.
6.7 Boundary condition
Since our differential operator (in R) is second order, we need two sets of boundary
conditions to fix the integration constants.
One of these is the ‘normalizability’ . In our construction it must be true that
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the metric is non-trivial only in a thin region of thickness O ( 1
D
)
around the mem-
brane ψ = 1. This defines the normalizability conditions on the metric functions
fn(R), vn(R), tn(R) and hn(R); in R coordinates they must vanish exponentially
as R → ∞ (recall R = D (ψ − 1)), so that outside the ‘membrane region’ the met-
ric is that of the background. This ‘normalizability’ fixes one integration constant
in each of the three differential equations in (6.19). It turns out that for equation
(6.20) both the zero modes are non-normalizable or in other words in this case the
‘normalizability’ condition is enough to fix hn(R).
The other integration constant is fixed by the condition on the horizon.
For fn and vn it is fixed by our definition of the horizon itself. We want ψ = 1 to be
the exact equation for the horizon of this geometry and uA to be the null generator
of the horizon. This implies that the following ‘all order’ equation on the horizon
uAGAB|ψ=1 = nB (6.22)
Note that by construction at any order the metric will take the form
GAB = gAB + f OAOB + (VA OB + VB OA) + h PAB + tAB
where OA = nA − uA, V · O = V · n = 0, OAtAB = nAtAB = 0, PABtAB = 0
Contracting this metric with uA we find
uAGAB = uB + f OB + VB
Now (6.22) fixes the values of f and VA on ψ = 1 or equivalently R = 0.
f |ψ=1 = 1 ⇒ fn(R = 0) = 0,
VA |ψ=1 = 0 ⇒ vn(R = 0) = 0
(6.23)
For the tensor sector i.e., the function tn(R), the other integration constant could be
fixed by demanding the solution is regular at the horizon.
6.8 Solution in the form of integral
Once the boundary conditions are fixed, we can explicitly invert the differential
operators and could write the solutions for fn(R), vn(R), tn(R), and hn(R) in terms
of some definite integrals of the source. In this subsection we shall present these
formulas explicitly.
As mentioned before in subsection (6.6) we could always rewrite source SAB at any
given order as some functions of ‘fast’ variable R multiplied by the ‘slowly’ varying
scalar, vector or tensor structures relevant for that order. In other words the RHS
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of the three equations in (6.19) could be expressed as
RHS of 1st eqn =
(
2eR
N2
)∑
n
[tn]AB S
tensor
n (R)
RHS of 2nd eqn =
(
2eR
N2
)∑
n
[vn]A S
vector
n (R)
RHS of 3rd eqn =
(
2eR
N2
)∑
n
[sn]S
scalar
n (R)−
(
1
DN
)∑
n
vn(R) (∇ · vn)
(6.24)
Similarly RHS of (6.20) could be written as
RHS =
(
2
N2
)∑
n
Stracen (R) sn (6.25)
Now we can explicitly write the solution for G
(1)
AB in terms of definite integral of the
source.
G
(1)
AB = S1OAOB +
(
1
D
)
S2PAB + [OAVB +OBVA] + TAB
where
uAVA = nAVA = 0; uATAB = nATAB = 0; gABTAB = 0
(6.26)
where
TAB =−
(
2
N2
)∑
n
[tn]AB
∫ ∞
R
(
dy
ey − 1
)(∫ y
0
dx
[
ex Stensorn (x)
] )
VA =−
(
2
N2
)∑
n
[vn]A
∫ ∞
R
dy e−y
[ ∫ y
0
dx
(
e2x
ex − 1
)
Svectorn (x)
]
+ e−RKvectorA
S2 =
(
2
N2
)∑
n
sn
∫ ∞
R
dy
[∫ ∞
y
dx Stracen (x)
]
S1 =−
(
2
N2
)∑
n
sn
∫ ∞
R
dy e−y
[ ∫ y
0
dx
(
e2x
ex − 1
)
Sscalarn (x)
]
+
(
1
2
)∫ ∞
R
dz e−z
[
− S2 + 2
∫ z
0
(
dx
1− e−x
)(∇ · V
DN
)]
+ e−RKscalar
(6.27)
Here Ks and Kv are two constants added so that S1|R=0 = VA|R=0 = 0
Kscalar =
(
2
N2
)∑
n
sn
∫ ∞
0
dy e−y
[ ∫ y
0
dx
(
e2x
ex − 1
)
Sscalarn (x)
]
−
(
1
2
)∫ ∞
0
dz e−z
[
− S2 + 2
∫ z
0
(
dx
1− e−x
)(∇ · V
DN
)]
KvectorA =
(
2
N2
)∑
n
[vn]A
∫ ∞
0
dy e−y
[ ∫ y
0
dx
(
e2x
ex − 1
)
Svectorn (x)
] (6.28)
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6.9 Constraint and membrane equation
Consider the following combinations of different components of HAB.
1. (nB − ψ−DOB) HBC PCA = N2 (1− e−R)
∑
n∇B(tn)BA t′n
2. (nB − ψ−DOB) HBC uC =
(
DN
2
)∑
n
(∇·vn
D
) [
v′n(1− e−R)− vne−R
]
Note that the above combinations have at most one R derivative of the unknown
functions. Clearly the same feature would be true if we take the above combinations
on the components of EAB, since the source SAB does not involve any of the unknown
functions. Hence these combinations could be viewed as equations that restrict the
‘initial conditions’ (defined on any constant R slice) for the second order differential
equations (see (6.19)) controlling the ‘R-evolution’ of the unknown functions. It
follows that the ‘constraint’ equations in our case has the following form
C ≡ (nB − ψ−DOB) EBC uC
CA ≡ (nB − ψ−DOB) EBC PCA
(6.29)
In terms of source SAB and the unknown metric functions, the above two constraints
will take the following structure 11
C = (nB − e−ROB) SBC uC +
(
DN
2
)∑
n
(∇ · vn
D
)[
v′n(1− e−R)− vne−R
]
CA = (n
B − e−ROB) SBC PCA +
N
2
(1− e−R)
∑
n
∇B(tn)BA t′n (6.30)
Now it is known that if the constraint is satisfied along one slice and the dynami-
cal equations are satisfied everywhere, then the constraint is automatically satisfied
along all hypersurfaces[29]. In [4], this theorem has been explicitly verified for the
constraint equations listed above in equations (6.30). Because of this theorem, we
are allowed to impose the constraints (6.30) only on ψ = 1 hypersurface and do not
11We know that given the foliation of the space-time with ψ = const hypersurfaces, the equations
of gravity could be decomposed into dynamical and constraint equations [29]. The constraint
equations are the ones where one of the indices of the Einstein equation is projected along the
normal to the foliating hypersurfaces. In [4], this theory has been used and explained in detail the
context of our large D expansion. Along with the two combinations we mentioned in equations
(6.29) one more constraint equation appears in [4], whose abstract form is the following
A ≡ (1− ψ−D) OAOB EAB − PAB EAB
However, we shall not analyze this combination here since it will not be required to obtain the final
gravity solution and the membrane equations
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worry about how these equations are solved away from the membrane. So at order
O(D), the final form of the membrane equations
C|R=0 = uB SBC uC |R=0
CA|R=0 = uB SBC PCA |R=0
(6.31)
In deriving equation (6.31) we have used the fact that OA = nA − uA and vn(R =
0) = 0 because of our boundary condition. We also used the fact that T (1)AB is regular
at R = 0 due to choice of integration limits (see equation (6.27)) and thus the term
involving unknown tensor metric correction in CA vanishes at R = 0.
Equations (6.31) are the genuine membrane equations that do not involve any of the
unknown functions and therefore only constrain our membrane data. Also note that
these are the combinations that appear in the RHS of the first two equations in (6.19)
and the regularity of the solutions also demand the vanishing of these constraints on
R = 0.
The fact that given a solution to these constraint equations along the membrane,
we can always solve the other dynamical equations (i.e. the other components of the
EAB), by inverting the linear differential operator appearing in HAB, establishes the
‘membrane-gravity duality’ that we have mentioned in the introduction.
7 The first subleading correction: G
(1)
AB
In this section we shall describe how we calculate the first subleading correction to
the metric along with the coupled equations of motion for the membrane and the
velocity field along it. As described in the previous section, at this order the source
SAB will be simply be determined by evaluating the Ricci Tensor RAB on the metric
G
[0]
AB = gAB + G
(0)
AB = gAB + ψ
−DOAOB. The details of the computation of the
Ricci Tensor are presented in the appendix (B). Here we simply take the appropriate
combinations of the different components equation of motion. For convenience we
quote the final answer for the source at first subleading order.
SAB = e
−R
(
K
2
)[
e−R
((
∇˜ · u
)
R=0
− R
K
(
∇˜ · E
)
R=0
)
OBOA
+ (nAOB + nBOA)
((
∇˜ · u
)
R=0
− R
K
(
∇˜ ·E
))
R=0
+ (OBP
C
A +OAP
C
B )
(
∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
)
R=0
] (7.1)
Where, ∇˜ is defined as follows, for any general tensor with n indices WA1A2···An
∇˜AWA1A2···An = ΠCA ΠC1A1ΠC2A2 · · ·ΠCnAn (∇CWC1C2···Cn) (7.2)
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7.1 Constraint equation
In the previous section we have described how we could determine the constraint
equations on the membrane by taking appropriate combination of the components
of the source terms evaluated at ψ = 1. In this subsection, we shall first evaluate
those combinations on SAB and determine the constraints on the membrane data
at the first subleading order. Note that at leading order there was only one scalar
constraint on the membrane data
∇ · u ∼ O(1)
It turns out that at first subleading order we shall have one scalar and one vector
equation. This matches with the number of free data we have on the membrane: the
shape of the membrane (scalar function) and the unit normalized velocity field on it
(the vector function).
7.1.1 Constraint in the vector sector
First we shall describe the constraint equation in the direction perpendicular to uA.
We shall refer to this as ‘Vector constraint’.
uBSBCP
C
A = O(1)
⇒ K
2
PCA
[
∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
]
= O(1)
⇒ PCA
[
∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
]
= O
(
1
D
) (7.3)
Note that in equation (7.3), all derivatives and the all the indices (both contracted
and free) are projected along the hypersurface (ψ = 1). Now it is easy to rewrite the
constraint equation as an equation intrinsic to the membrane.
Pνµ
[
∇ˆ2uν
K −
∇ˆνK
K + u
αKαν − (u · ∇ˆ)uν
]
= O
(
1
D
)
(7.4)
Here ∇ˆ denotes the covariant derivative with respect to the intrinsic metric of the
membrane. Kµν is the extrinsic curvature of the membrane, viewed as a tensor
intrinsic to the hypersurface and K is the trace of Kµν .
7.1.2 Constraint in the scalar sector
Now we shall describe the constraint equation in the scalar sector, i.e.,the constraint
in the direction of uA.
0 = uBSBC u
C =
K
2
[
∇˜ · u
]
(7.5)
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As before, this equation also could be written purely in terms of the intrinsic data
of the membrane. [
∇˜ · u
]
ψ=1
= ∇ˆ · u (7.6)
where ∇ˆ denotes the covariant derivative with respect to the intrinsic metric of the
hypersurface (ψ = 1) viewed as a membrane embedded in the background.
We finally find
∇˜ · u ∼ O
(
1
D
)
(7.7)
7.2 Dynamical equation
In this section we shall give details of the dynamical equations. It turns out that
given our subsidiary condition and after imposing the scalar and vector constraint
equations, the sources for all dynamical equation simply vanish leading to the van-
ishing of G
(1)
AB.
7.2.1 Tensor sector
From the first equation of (6.19) we get the relevant differential equation for the
‘tensor-type’ correction at the first subleading order.
D
∑
n
[(
1− e−R) t′′n + t′n] [tn]AB =
(
2
N2
)[
PCA P
C′
B − PAB
(
PCC
′
D
)]
SCC′ (7.8)
But from equation (7.1) we could simply see that
PCA P
C′
B SCC′ = 0
In the language of equation(6.24) it implies that Stensorn (R) vanishes for all (n).
Substituting this in the first equation of (6.27) we find T (1)AB is zero.
7.2.2 Vector sector
From the second equation of (6.19) we get the relevant differential equation for the
‘vector-type’ correction at the first subleading order.
De−R(1− e−R)
∑
n
d
dR
[
eRv′n
]
[vn]A =
(
2
N2
)[
uBSBCP
C
A
]
(7.9)
Note that the RHS of equation (7.9) implicitly depends on ψ. However the depen-
dence is ‘slow’, in the sense as one goes away from (ψ = 1) hypersurface, the variation
of the RHS is suppressed by a factor of
(
1
D
)
. Thus, at this order, we need to evaluate
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the RHS only at (ψ = 1) hypersurface.
Now from equations (7.3) and (7.4) it follows that[
uBSBCP
C
A
]
ψ=1
= 0
In the language of equation(6.24) it implies that Svectorn (R) vanishes for all (n). Sub-
stituting this in the second equation of (6.27) we find V(1)A is zero.
7.2.3 Scalar sector
In the scalar sector there are two unknown functions h(R) and f(R) and therefore
we need two equations. Clearly equation (6.20) and the last equation of (6.19) are
the relevant equations here.
OAOBEAB = 0⇒
∑
n
h′′nsn =
(
2
DN2
)[
OA SAB O
B
]
and
De−R(1− e−R)
∑
n
d
dR
[
eRf ′n −
hn
2
]
sn
=
(
2
N2
)(
uASABu
B
)− e−R∑
n
vn
(∇ · vn
N
)
(7.10)
Now since PABSAB vanishes, the boundary conditions (see section (6.7) ensure
that hn(R) is zero for every n. Given that hn(R) is zero and there is no correction in
the vector sector (implying v
(1)
n (R) is zero for every n) the second equation of (7.10)
reduces to
De−R(1− e−R)
∑
n
d
dR
[
eRf ′n
]
sn =
(
2
N2
)(
uASABu
B
)
(7.11)
Now, following the same logic as we have used in ‘Vector sector’ , the RHS of equation
(7.11) is simply the scalar constraint equation and therefore vanishes. Now the
boundary conditions ensures that fn(R) = 0 for every n.
8 Final metric and membrane equation
In this section we shall simply summarize our final result i.e., the metric and the
membrane equation of motion upto the first subleading order. As we have seen in
the previous section, given our subsidiary condition, the next to leading correction
to the metric vanishes.
GAB = gAB + ψ
−DOAOB +O
(
1
D
)2
(8.1)
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where the scalar function ψ and OA are defined everywhere in the background (with
metric gAB) through the following equations
OC∂Cψ =
√
∂ψ · ∂ψ, O · O = 0
∇2ψ−D = 0
(O · ∇)OA =
[(
∂Cψ√
∂ψ · ∂ψ
)
(O · ∇)OC
]
OA
(8.2)
Clearly the asymptotic form of the full space-time is given by the metric gAB, which
we have referred to as ‘background’. ∇ is the covariant derivative with respect to
gAB.
The equations (8.2) are enough to fix ψ and O everywhere provided the shape of the
(ψ = 1) hypersurface and the one form field OA on (ψ = 1) hypersurface are given.
We have referred to these two pieces of information as ‘membrane data’ . It turns out
that (8.1) is a solution of the gravity equation provided the membrane data satisfy
the following equation of motion
Pνµ
{
∇ˆ2uν − ∇ˆνK +K
[
uαKαν − (uα∇ˆα)uν
]}
= O (1)
∇ˆαuα = O
(
1
D
) (8.3)
Equation (8.3) is an equation intrinsic to the membrane, in the sense that all raising
and lowering of indices and the covariant derivatives are defined with respect to the
induced metric on the membrane - a hypersurface embedded in the background gAB.
All the indices now can take (D − 1) values. Kµν is the extrinsic curvature tensor ,
viewed as a tensor structure defined on the membrane only. K is the trace of Kµν .
The velocity field uµ is the projection of the one form OA along the hypersurface. And
Pνµ is the projector perpendicular to the velocity field uµ. Like the extrinsic curvature
tensor, this projector is also defined only along the membrane worldvolume.
Equations (8.1), (8.2) and (8.3) together are the final result of this paper.
9 Checks
In this section we shall perform several checks on our solution for the metric and the
equation of motion for the membrane.
9.1 Matching with known exact solution
We know of few exact static and stationary black hole / brane solutions of the equa-
tion (2.3) in arbitrary dimension. Now our effective membrane equation (8.3) and
the metric (8.1) are valid as long as the number of dimensions is very large. Clearly
static and stationary exact solutions are special cases which must solve our equation
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and must match with our metric in the appropriate limit. In this subsection we shall
show this matching explicitly for three different exact solutions in Asymptotically
AdS space.
9.1.1 Schwarzschild Black-Brane in AdS
In Kerr-Schild form AdS-black brane is given by
dS2 = dS2Poincare + r
−(D−3)
(
dt+
dr
r2
)2
(9.1)
where dS2Poincare is the line element in Poincare patch AdS space.
dS2Poincare =
dr2
r2
− r2dt2 + r2d~x2D−2 (9.2)
For the black-brane geometry (9.1), the hypersurface r = 1 is the horizon and the
null generator of the horizon is given by
lA∂A = ∂t
It follows that the dual membrane is given by the same surface r = 1, however viewed
as a hypersurface embedded in the AdS space with metric dS2Poincare and the velocity
field along the horizon is simply u = −dt. The induced metric on the membrane
dS2induced = − dt2 + d~x2D−2
We can easily see that this velocity field u is divergence free along the membrane.
It is very easy to compute the extrinsic curvature tensor for this configuration. The
non-zero components of extrinsic curvature and trace of extrinsic curvature are given
by
Kij = δij, Ktt = −1, K = D − 1 Where {i = 1, ..., D − 2} (9.3)
All the components of the derivatives of the velocity field on the membrane vanishes
∇ˆµuν = 0, {µ = t, i} (9.4)
Substituting equations (9.3) and (9.4) in the membrane equation (8.3) and using the
fact that P tt = P
t
i = 0, we see that it is satisfied upto the required order.
Next we shall match the form of the metric. For this we need to read off ψ and
uA in such a way that
1. ψ = 1 surface is same as the r = 1 surface. In other words if we consider ψ as
a function of r, then ψ(r = 1) = 1.
2. uA|r=1 = lA
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3. Both ψ and the uA satisfy the subsidiary conditions (6.1) and (6.4).
The normalized form of u is easy to guess.
uA dx
A = −r dt (9.5)
Translation symmetry in t and all i directions guarantees that ψ must be a function
of r alone and it follows that the subsidiary condition on u is trivially satisfied (since
any vector in the space perpendicular to n ∼ dr and u ∼ dt must vanish because of
the symmetry). Now we shall solve for ψ in an expansion in
(
1
D
)
. Let us start by
expanding ψ around the horizon r = 1.
ψ(r) = 1 +
(
a10 +
a11
D
)
(r − 1) + a20(r − 1)2 +O
(
1
D
)3
(9.6)
Here a10, a11, a20 are constants (to be determined by solving the subsidiary condition
(6.1)) and we have also used the fact that within the ‘membrane region’ (r − 1) ∼
O ( 1
D
)
. Substituting (9.6) in (6.1)) and solving order by order we find
ψ(r) = 1 +
(
1− 1
D
)
(r − 1) +O
(
1
D
)3
= r −
(
r − 1
D
)
+O
(
1
D
)3 (9.7)
Note that equations (9.7) and (9.5) imply that in the ‘membrane region’
dr
r
− r dt = OAdxA
r−(D−3)
r2
= ψ−D +
(
1
D
)2 (9.8)
From equations (9.8) it follows that the metric of AdS Schwarzschild black-brane is
same as the one we determined in equation (8.1) upto correction of order O ( 1
D
)2
.
9.1.2 Schwarzschild Black-Hole in Global AdS
In Kerr-Schild form of global AdS black holes are given as
dS2 = dS2Global +
(
r−(D−3)
1 + r2
)(√
1 + r2 dt+
dr√
1 + r2
)2
(9.9)
where dS2Global is given by
dS2Global =
dr2
1 + r2
− (1 + r2)dt2 + r2dΩ2D−2 (9.10)
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Horizon of this black hole space time ((9.9)) is located at the zero of the function
f(r) = 1 + r2 − r−(D−3),
Horizon is at r = r0 ⇒ f(r0) = 0, r0 6= 1
The null generator of the horizon is given by
lA∂A =
1√
1 + r20
∂t
It follows that our membrane is given by the hypersurface r = r0 embedded
in the AdS space with metric as given by dS2Global and the velocity field along the
horizon is simply u = −
√
1 + r20 dt. The induced metric on the membrane
ds2induced = −(1 + r20)dt2 + r20dΩ2D−2
We can easily see that this velocity field u is divergence free along the membrane.
It is very easy to compute the extrinsic curvature tensor for this configuration. The
non-zero component of the extrinsic curvature and the trace of extrinsic curvature
are given by
Ktt = −
√
2, Kab =
√
2 Ωab, K = 1√
2
+ (D − 2)
√
2
Where Ωab is the metric on (D − 2) dimensional unit sphere
(9.11)
All the components of the derivatives of the velocity field on the membrane vanishes
∇ˆµuν = 0, {µ = t, a} (9.12)
Substituting equations (9.3) and (9.4) in the membrane equation (8.3) and using the
fact that P tt = P
t
a = 0, we see that it is satisfied upto the required order.
Next we shall match the form of the metric. As in previous subsubsection we
have to read off appropriate ψ and uA defined everywhere in Global AdS space.
• Since the space-time is static and also maintains spherical symmetry, ψ must
be a function of r only. This implies nAdx
A ∝ dr.
After normalization nAdx
A = dr√
1+r2
.
• It follows that the normalized u has the form
uA dx
A = −
√
1 + r2 dt or OA dx
A =
(√
1 + r2 dt+
dr√
1 + r2
)
(9.13)
It is easy to see that this u will satisfy all the subsidiary condition as a conse-
quence of the symmetry.
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• Now ψ has to satisfy the subsidiary condition,
∇2ψ−D = 0 (9.14)
To solve the equation (9.14) we have to repeat the same procedure as we have done
in the previous subsubsection. Now the only difference is that the background is not
AdS-Poincare but global AdS and the covariant derivatives are also modified accord-
ingly. This calculation is a bit complicated and the details are given in appendix
(C)
ψ(r) = 1 +
log 2
D
+
(
1
D
)2 [
(log 2)2
2
]
+
(
1 +
log 2 - 2
D
)
(r − 1) +O
(
1
D
)3
= r
(
1 +
log 2
D
)
− (r − 1) 2
D
+
(
1
D
)2
(log 2)2
2
+O
(
1
D
)3 (9.15)
Here also (9.15) imply that in the ‘membrane region’
r−(D−3)
1 + r2
= ψ−D +O
(
1
D
)2
(9.16)
As in the previous subsection from equations (9.8) and (9.13) it follows that the
metric of AdS Schwarzschild black-hole is same as the one we determined in equation
(8.1) upto correction of order O ( 1
D
)2
.
9.1.3 Rotating Black Hole in AdS
The explicit form of Kerr de-Sitter metric in D = 2n + 1 dimensions([30], [31]) in
Kerr-Schild form is given by
dS2 = dS¯2AdS +
2M
U
(kAdx
A)2
gABdx
AdxB = g¯ABdx
AdxB +
2M
U
kAkBdx
AdxB
(9.17)
where
dS¯2 = −W (1 + r2)dt2 + Fdr2 +
n∑
i=1
r2 + a2i
1− a2i
(dµ2i + µ
2
idφ
2
i )
− 1
W (1 + r2)
( n∑
i=1
(r2 + a2i )µidµi
1− a2i
)2 (9.18)
W =
n∑
i=1
µ2i
1− a2i
; F =
r2
1 + r2
n∑
i=1
µ2i
r2 + a2i
; U =
n∑
i=1
µ2i
r2 + a2i
n∏
j=1
(r2 + a2j ) (9.19)
kµdx
µ =Wdt+ Fdr −
n∑
i=1
aiµ
2
i
1− a2i
dφi (9.20)
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g¯µν is actually the metric of global AdS, but written in some rotating coordinate.
The coordinate transformation that will bring it back to standard form (the one pre-
sented in equation (9.9)) is given in [30]. However we shall continue to work in the
coordinates as given in equation (9.18). One of the advantage of using these coordi-
nates is that the horizon of the black hole space time in these rotating coordinates
is given by constant r slices, where the value of the constant is determined from the
zero of the following function.
U
F
− 2M = 0 (9.21)
For convenience of computation we shall scale the parameter M in the following way
M =
n∏
i=1
(1 + a2i )
so that the horizon lies at r = 1, which would be the equation of our membrane.
The induced metric on the membrane
dS2induced = −2 W dt2 +
n∑
i=1
1 + a2i
1− a2i
(dµ2i + µ
2
idφ
2
i )−
1
2 W
( n∑
i=1
(1 + a2i )µidµi
1− a2i
)2
(9.22)
It turns out that kµ is null with respect to both the metric gµν and g¯µν . The null
generator of the horizon is given by
lA∂A =
1√
2
(
n∑
j=1
µ2j
1 + a2j
)− 1
2
(
∂t + 2
n∑
i=1
ai
1 + a2i
∂φi
)
(9.23)
From here it follows that the velocity field along the horizon is given by
uAdx
A = −
√
2
(
n∑
j=1
µ2j
1 + a2j
)− 1
2
(
n∑
i=1
µ2i
1− a2i
(dt− ai dφi)
)
(9.24)
Once we have the explicit form of the membrane equation and the velocity field, each
term of (6.31) are computable.
Now as we have explained before, our
(
1
D
)
expansion is valid provided the space-
time satisfies some large symmetry and is dynamical or non-trivial only in a finite
number of dimensions. The metric in (9.17) will belong to this class, if only a finite
number rotation parameters ai’s are non-zero. But if we turn on arbitrary (though
finite) number of ai’ s, it turns out that explicit computation is very tedious for
this complicated metric. So we have used Mathematica (version 9.0) here and to
be explicit we have used two non-zero rotation parameters. We have first checked
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that this velocity field and the extrinsic curvature of the membrane do satisfy our
membrane equation (8.3) upto the required order.
The next job is to check whether the space-time metric (9.17) matches with
equation (8.1) upto correction of order O ( 1
D
)2
. Now we know that kA is exactly null
with respect to g¯AB. Clearly kA is the most natural candidate for the null vector OA
we have in our metric.
Suppose
kA = A OA
where A is some unknown function of r at the moment. Now note that the metric
(9.17) will be precisely of the form (8.1) provided we identify
A2
(
2M
U
)
→
[
ψ−D +O
(
1
D
)2 ]
The above equation along with the fact that A is a function of r , will imply that ψ
also depends only on r. The unit normal to ψ = constant slices is then given by
nAdx
A =
√
F dr
Now OA n
A = 1 implies kAn
A = A. Therefore once we know the explicit expression
of nA, we can fix A. It turns out
A =
√
F
However just identifying
[
A2 (2M
U
) ]
with ψ−D is not enough for the matching of the
two metrics. We also have to see whether these ψ and OA satisfy our subsidiary
conditions. The above identification will be consistent with our subsidiary condition
(6.1) provided
∇2
[
A2
(
2M
U
)]
= O(1)
(k · ∇)kA ∝
[
kA +O
(
1
D
)]
, nAkA = 1
(9.25)
12 Here ∇ is defined with respect to the background metric g¯AB and all raising and
lowering of indices have been done using g¯AB. In Mathematica we have explicitly
verified this condition for two nonzero rotation parameters.
9.2 Quasinormal Modes for Schwarzschild black hole in background AdS/dS
spacetime
In this subsection, using our membrane equations we shall compute the spectrum
of light quasi normal modes for Schwarzschild Black hole with horizon topology
12We already know that kAk
A = 0. Now as along as nAk
A = 1, we could always express kA as
kA = nA − uA such that u · u = −1 and n · u = 0 everywhere
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SD−2×R in background AdS/dS spacetimes. We will find that the QNM frequencies
that we get match exactly with the earlier obtained result from purely gravitational
analysis done in [32].
We do this calculation in Global AdS/dS coordinates. The background AdS/dS
in global coordinates can be written as
ds2(bgd) = gABdX
AdXB = −
(
1− σ r
2
L2
)
dt2 +
dr2(
1− σ r2
L2
) + r2dΩ2D−2. (9.26)
Where
Λ =
σ
L2
(D − 1)(D − 2)
L = AdS/dS radius
σ = 0 for Flat
= 1 for dS
= −1 for AdS
(9.27)
The black hole solution in this coordinate system has the following form
ds2(BH) = −
(
1− σ r
2
L2
−
(r0
r
)D−3)
dt2 +
dr2(
1− σ r2
L2
− (r0
r
)D−3) + r2dΩ2D−2. (9.28)
In equation (9.28) r0 is an arbitrary constant. From now on we choose r0 = 1 for
convenience. After we find the answers for QNM frequencies we can reinstate these
factors easily from dimensional analysis.
As we have seen in the previous subsection, a static black hole corresponds to
a spherical membrane with a velocity field purely in the time direction. Here we
introduce a small fluctuation around this spherical membrane along with a small
fluctuation in the velocity field. The amplitude of the fluctuation will be denoted by
ǫ - the linearization parameter for our analysis.
r = 1 + ǫ δr(t, a)
u = u0 dt+ ǫ δuµ(t, a)dx
µ
(9.29)
Here a indices denote the angle coordinates along the (D − 2) dimensional sphere
and the coordinates along the membrane (i.e., time t and angles a) are denoted by
µ indices. The induced metric on the membrane worldvolume upto linear order in ǫ
is given by (with the components denoted by g
(ind)
µν )
ds2(ind) = g
(ind)
µν dy
µdyν = −
(
1− σ1 + 2ǫδr
L2
)
dt2 + (1 + 2ǫδr)dΩ2D−2 (9.30)
Normalization of the velocity field (uµg
µν
(ind)uν = −1) implies
u0 = −
(
1− σ
L2
) 1
2
and δut(t, a) =
(
1− σ
L2
)− 1
2
( σ
L2
)
δr(t, a) (9.31)
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The membrane equations have the following form
∇ˆ · u = 0, Pνµ
{
∇ˆ2uν
K −
∇ˆνK
K + u
αKαν − (u · ∇ˆ)uν
}
= 0 (9.32)
Here ∇ˆ denotes the covariant derivative with respect to the metric (9.30). Kµν is the
extrinsic curvature viewed as a symmetric tensor along the membrane world volume.
K is the trace of Kµν and the projector (again as a tensor along the membrane world
volume) perpendicular to uµ is denoted as
Pµν ≡ g(ind)µν + uµuν
Different components of this projector are given by
P tt = 0, Pat = −
(
1− σ
L2
) 1
2
(ǫδua), P ta =
(
1− σ
L2
)− 1
2
(ǫδua), Pab = δab (9.33)
Now, for convenience we rewrite the vector membrane equation (second equation in
(9.32)) as
Etotµ ≡ PνµEν
where,
Eµ ≡ ∇ˆ
2uµ
K −
∇ˆµK
K + u
νKνµ − uν∇ˆνuµ
Hence we have
Etott = EtP tt + EbPbt
Etota = EtP ta + EbPba
(9.34)
Note that because of the spherical symmetry of the background Ea(remember ‘a’ de-
notes the angle coordinates along the sphere) will be nonzero only if fluctuations are
present or in other words Ea ∼ O(ǫ). Also P tt = 0 and Pat ∼ O(ǫ). It follows that the
time component Etott identically vanishes at the linear order. Now since P ta = O(ǫ),
we see that only O(ǫ0) pieces of Et matter in the computation of Etota . We keep these
facts in mind and evaluate only those terms in Eµ that will be important for our
linearized analysis.
First note that Kµν is generically not equal to the (µν) component of KAB, the
extrinsic curvature viewed as a tensor in the full background space-time. Kµν is given
by the pullback of the extrinsic curvature on the membrane surface as
Kµν =
(
∂XM
∂yµ
)(
∂XN
∂yν
)
KMN |r=1+ǫδr (9.35)
where we have denoted the set (r, t, θa) by XM and the set (t, θa) by yµ. The space-
time form of extrinsic curvature KAB is given by
KAB = Π
C
A∇CnB, where ΠAC = gAC − nAnC (9.36)
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Now if we apply equation (9.35) for our case, we find
Kµν = ǫ(∂µδr)Krν + ǫ(∂νδr)Krµ +Kµν +O(ǫ2) (9.37)
From explicit computation we know (see appendix D.1) that KrN = O(ǫ). It follows
that for this linearized analysis Kµν is just the ‘truncation’ of the KMN evaluated on
the membrane surface and is given by (see appendix D.1 for details).
Ktt =
(
1− σ
L2
)− 1
2
(−ǫ∂2t δr) +
(
1− σ
L2
) 1
2
( σ
L2
)(
1 + ǫδr − σǫδr
L2 − σ
)
Kta =
(
1− σ
L2
)− 1
2
(−ǫ∂t∇¯aδr)
Kab =
(
1− σ
L2
)− 1
2
(−ǫ∇¯a∇¯bδr) +
(
1− σ
L2
) 1
2
(
1 + ǫδr − σǫδr
L2 − σ
)
gˆab
(9.38)
Here ∇¯a denotes the covariant derivative with respect to the metric on a (D − 2)
dimensional unit sphere.
The trace of the Extrinsic curvature is given by
K =
(
1− σ
L2
)− 3
2
(ǫ∂2t δr)−
(
1− σ
L2
)− 1
2
( σ
L2
)(
1 +
ǫL2δr
L2 − σ
)
+
(
1− σ
L2
)− 1
2
(−ǫ∇¯2δr) +
(
1− σ
L2
) 1
2
(
1− ǫL
2δr
L2 − σ
)
(D − 2)
(9.39)
Thus the components that would be relevant for the linearized membrane equation
are given by
uνKνt = σ
L2
+O(ǫ)
uνKνa =
(
1− σ
L2
)−1
(−ǫ∂t∇¯aδr) +
(
1− σ
L2
) 1
2
(ǫδua)
uν∇ˆνut = 0
uν∇ˆνua =
(
1− σ
L2
)− 1
2
(ǫ∂tδua)−
(
1− σ
L2
)−1 σ
L2
(ǫ∇¯aδr)
∇ˆtK = O(ǫ)
∇ˆaK =
(
1− σ
L2
)− 3
2
(ǫ∂2t ∇¯aδr)−
(
1− σ
L2
)− 3
2 σ
L2
(ǫ∇¯aδr)
+
(
1− σ
L2
)− 1
2
(−ǫ∇¯a∇¯2δr)− (D − 2)
(
1− σ
L2
)− 1
2
(ǫ∇¯aδr)
∇ˆ2ut = O(ǫ)
∇ˆ2ua = −
(
1− σ
L2
)−1
(ǫ∂2t δua) +
(
1− σ
L2
)− 3
2 σ
L2
(ǫ∂t∇¯aδr)
+ ǫ∇¯2δua +
(
1− σ
L2
)− 1
2
(ǫ∂t∇¯aδr)
(9.40)
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As before in equations (9.40) ∇ˆ denotes the covariant derivative with respect to the
the induced metric as given in equation (9.30) and ∇¯ denotes the covariant derivative
with respect to the metric on a (D − 2) dimensional unit sphere.
Using equations (9.40) the linearized vector membrane equation in the angular
directions evaluates to
Etota ≡
( σ
L2
)(
1− σ
L2
)− 1
2
(ǫδua) +
(
1− σ
L2
)− 1
2
ǫ
∇¯2δua
D − 2 +
(
1− σ
L2
)−1
ǫ
∇¯a∇¯2δr
D − 2
+
(
1− σ
L2
)−1
(ǫ∇¯aδr) +
(
1− σ
L2
)−1
(−ǫ∂t∇¯aδr) +
(
1− σ
L2
) 1
2
(ǫδua)
−
(
1− σ
L2
)− 1
2
(ǫ∂tδua) +
(
1− σ
L2
)−1 ( σ
L2
)
(ǫ∇¯aδr)
(9.41)
In writing (9.41) we have also neglected the terms which are subleading in 1/D.
We also need to process the first equation of (9.32). We have to evaluate the diver-
gence of the velocity field. It comes out to be
∇ˆ.u = 0 = ǫ∇¯aδua + ǫ
(
1− σ
L2
)− 1
2
(∂tδr)(D − 2) (9.42)
Now, similar to calculation done in Section (5) of [3] we divide the fluctuation δua
in two parts
δua = δva + ∇¯aΦ , with ∇¯aδva = 0 (9.43)
Substituting (9.43) into (9.42) we get
∇¯2Φ = −
(
1− σ
L2
)− 1
2
(∂tδr)(D − 2) (9.44)
Now consider ∇¯aEtota . Using the identity ∇¯a∇¯2Va = ((D − 2) + ∇¯2)∇¯aVa and sim-
plifying we get
−2(D − 2)∂tδr − 2∂t∇¯2δr + ∇¯
2∇¯2δr
D − 2 + ∇¯
2δr + (D − 2)∂2t δr +
σ
L2
∇¯2δr = 0 (9.45)
Note that compared to the flat case (refer to Eq. (5.16) in [3]), it is easy to see that
the only term extra in equation (9.45) is the last term which is crucial.
We expand the fluctuation as
δr =
∑
l,m
almYlme
−iωs
l
t (9.46)
where the scalar spherical harmonics Ylm on S
D−2 obey
∇¯2Ylm = −l(D + l − 3)Ylm. (9.47)
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After substituting (9.46) in (9.45) and solving we get the scalar QNM frequencies
ωs = ±
√
l
(
1− σ
L2
)
− 1− i(l − 1) (9.48)
Reinstating the factors of r0 we get
ωsr0 = ±
√
l
(
1− σr
2
0
L2
)
− 1− i(l − 1) (9.49)
Upto the required order, this answer agrees with the corresponding answer given in
expressions (D.3),(D.4) of [32].
Now we find the vector QNM frequencies. Since we have solved (9.45) the δr
and Φ terms in (9.41) drop out and the equation reduces to
∇¯2δva
D − 2 + δva − ∂tδva = 0 (9.50)
We expand the fluctuation as
δva =
∑
l,m
blmY
lm
a e
−iωv
l
t (9.51)
where the vector spherical harmonics Y lma on S
D−2 obey
∇¯2Y lma = −[(D + l − 3)l − 1]Y lma (9.52)
Substituting (9.51) in (9.50) and solving we get the vector QNM frequency as
ωv = −i(l − 1) (9.53)
Reinstating the factors of r0 we have
ωvr0 = −i(l − 1) (9.54)
Upto the required order, this answer agrees with the corresponding answer given in
expression (D.2) of [32].
9.3 Nonlinear effective equations for AdS Black brane dynamics from
scaled membrane equations
In a parallel development, the authors of [16] have developed an effective theory
for black brane dynamics in background AdS spacetime. They focus on the length
scales of order 1√
D
and derive a pair of nonlinear effective differential equations that
govern the dynamics of fluctuations which are suppressed for large D by appropriate
inverse powers of D given in [16]. In this section we show that by doing appropriate
scalings in our membrane equations, we are able to reduce our membrane equations
– 36 –
to the form that matches the effective equations given in [16] under appropriate field
redefinition. This analysis is very similar to the one done for the case of black p-
brane in flat spacetime in [33]. In this section, we first do the linearized analysis of
fluctuations without any scalings and get idea about how the various quantities need
to be rescaled. Then we do the nonlinear analysis by applying the scalings and show
the correspondence to effective equations of [16].
9.3.1 Linearized fluctuation analysis and hints for scalings
Now we do the linearized fluctuation analysis for a planar membrane in AdS. This
membrane corresponds to a Schwarzschild black brane in AdS with horizon topology
RD−2 × R in Poincare patch metric. We will consider the fluctuations in shape and
velocity field in time plus all the D − 2 brane directions.
The background metric in Poincare patch (with AdS radius L = 1) is given by
ds2 = −rˆ2dtˆ2 + drˆ
2
rˆ2
+ rˆ2dxˆadxˆa (9.55)
Where the indices a, b take D − 2 number of values.
Let rˆ = r0 be the position of static unperturbed membrane in Poincare patch coor-
dinates. We choose to scale the coordinates with r0 in the following way
rˆ = r0r, tˆ =
t
r0
, xˆa =
xa
r0
(9.56)
In these scaled coordinates the background metric takes the following form
ds2(bgd) = gABdX
AdXB = −r2dt2 + dr
2
r2
+ r2dxadxa (9.57)
And also the position of the membrane is now at r = 1.
When we introduce the fluctuations on this membrane we will consider the time
dependence as
e−iωˆtˆ = e−iωt, with ωˆ = r0ω
We work with this choice from now on. Note that with this choice all the new
(non-hatted) coordinates are dimensionless.
As mentioned before, in this section we shall consider small fluctuations around
a static membrane solution. The fluctuations will be of the form
r = 1 + ǫδr(t, a)
u = u0dt+ ǫδut(t, a)dt+ ǫδub(t, a)dx
b
(9.58)
ǫ is the linearization parameter.
To the leading order in ǫ, the induced metric on the membrane worldvolume is
ds2 = g(ind)µν dy
µdyν = −(1 + 2ǫδr)dt2 + (1 + 2ǫδr)dxadxa (9.59)
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As before, we use the notation ∇ˆ for denoting the covariant derivative con-
structed from the induced metric (9.59) and ∇ for denoting the covariant derivative
constructed from the background metric (9.57). In this notation the membrane equa-
tion will have the same form in as in equation (9.32), where Pµν , Kµν and K are the
projector, extrinsic curvature and its trace exactly as in previous section.
Kµν is given by the pullback of the space-time extrinsic curvature KMN on the mem-
brane. Here also using the same reasoning as in the previous subsection one could
show that Kµν is just the ‘truncation’ of theKMN evaluated on the membrane surface.
The nonzero components of Kµν are given by
Ktt = −ǫ∂2t δr−(1+2ǫδr), Kta = −ǫ∂t∂aδr, Kab = −ǫ∂a∂bδr+(1+2ǫδr)δab (9.60)
Thus the trace of Extrinsic curvature becomes
K = (D − 1) + ǫ∂2t δr − ǫ∂a∂aδr (9.61)
where the index a in (9.61) is raised with δab.
Normalization of the velocity field fixes u0 and δut, defined in (9.58), in terms of
the radial fluctuation
ut = u0 + ǫδut = −(1 + ǫδr) (9.62)
Given the velocity field, different components of the projectors Pµν = δµν + uµuν are
given by
Pab = δab , P tt = 0, P ta = ǫδua, Pat = −ǫδua (9.63)
Now, following the same trick as in the previous subsection we denote the vector
membrane equation (the 2nd equation in (9.32)) as
Etotµ ≡ PνµEν
where,
Eµ ≡ ∇ˆ
2uµ
K −
∇ˆµK
K + u
νKνµ − uν∇ˆνuµ
Then we have
Etott = EtP tt + EbPbt
Etota = EtP ta + EbPba
(9.64)
The background has a translational symmetry along the xa directions that is
broken by the fluctuations. Hence Eb ∼ O(ǫ). Now using the facts that P tt = 0,
Pat ∼ O(ǫ) and Eb ∼ O(ǫ) we can see that the time component Etott vanishes at the
linear order. Similarly for Etota , since P ta ∼ O(ǫ), we see that only O(ǫ0) pieces of
Et contributes. We keep these facts in mind and calculate only those terms that are
important.
∇ˆtK
K = O(ǫ),
∇ˆ2ut
K = O(ǫ), u
µKµt = −1, (u · ∇ˆ)ut = O(ǫ) (9.65)
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and (with the notation ∂2 = ∂a∂
a)
∇ˆaK
K =
ǫ∂a∂
2
t δr
D
− ǫ∂a∂
b∂bδr
D
,
∇ˆ2ua
K =
−ǫ∂2t δua
D
− ǫ∂a∂tδr
D
+
ǫ∂b∂bδua
D
+
ǫ∂a∂tδr
D
,
uµKµa = −ǫ∂t∂aδr + ǫδua, (u · ∇ˆ)ua = ǫ∂tδua + ǫ∂aδr
(9.66)
Using equation (9.64) the expression for linearized Etota is given by
−∂aδr−∂t∂aδr−∂tδua+ 1
D
(−∂a∂2t δr − ∂2t δua)+ 1D (∂b∂bδua+∂b∂b∂aδr) = 0 (9.67)
The ∇ˆ.u = 0 equation becomes
∇ˆ.u = 0 = ǫ∂aδua + ǫ(D − 2)∂tδr (9.68)
Note that if we assume all spatial and temporal frequencies are of order O(1), then
in equation (9.67) the last two terms in parenthesis are suppressed compared to the
first three terms by a factor of
(
1
D
)
. However, it turns out, that the temporal and
the spatial frequencies are related by a factor of
(
1√
D
)
even if we ignore the last
two terms in equation (9.67), mentioned above. This happens because in the scalar
sector the divergence of the velocity fluctuation couples to the shape fluctuation (i.e.,
δr) and the coupling is through equation (9.68) which involves a relative factor of D.
This simply says that it is inconsistent to assume both the temporal and spatial
frequencies to be of order O(1). Now we shall demand that the temporal frequency
is of order O(1), but we shall not restrict the spatial frequencies. In that case the
terms in the first parenthesis in equation (9.67) are certainly suppressed compared
to the first three terms, but the terms in the last parenthesis need not be. Thus for
our purpose Etota is given by
− ∂aδr − ∂t∂aδr − ∂tδua + 1
D
(∂b∂bδua + ∂
b∂b∂aδr) = 0 (9.69)
One might wonder that since we are considering the fluctuations with k ∼ O(√D),
there might be instances where the subleading correction terms in the membrane
equations of motion will contribute at the same order as the terms present in (9.69)
and (9.68). But one can carefully think that this will not happen. The only type of
potentially dangerous terms are where we have (∇ˆ2)n (with n > 0) in the numerator.
But since action of each ∇ˆ2 raises the order of the term by D, there would be a
corresponding factor ofDn in the denominator, and thus the order of this term will be
still subleading compared to terms present in (9.69) and (9.68), even if k ∼ O(√D).
Now we find the scalar and vector QNMs of the membrane. Finding ∂aEtota and
substituting (9.68) we get
− ∂b∂bδr − ∂t∂b∂bδr +D∂2t δr − ∂t∂b∂bδr +
1
D
∂a∂a∂
b∂bδr = 0 (9.70)
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We can compare (9.70) with the analogous equation that can be derived for black
p-brane in flat space as was done in [33] and we note that the equation remains the
same as in [33] except that now the first term has negative sign. As we will see this
sign difference implies that there is no instability in shape fluctuations unlike in the
case of black p-brane in flat space.
Now we consider the plane wave expansion of the fluctuations as
δr = δr0e−iωteikax
a
(9.71)
Thus substituting (9.71) into (9.70) and solving we get the scalar QNM frequencies
ωs = ± k√
D
− ik
2
D
, where k2 = kak
a and k =
√
k2 (9.72)
Thus the most general solution to (9.70) is given by
δr = δr01e
−iω1teikax
a
+ δr02e
−iω2teikax
a
(9.73)
where,
ω1 =
k√
D
− ik
2
D
, ω2 = − k√
D
− ik
2
D
(9.74)
Now we can take the form of the most general solution of δua which solves (9.68)
and (9.69) as (Note there is only one vector QNM frequency as (9.69) has at max
one time derivative acting on δua)
δua = δr
0
1V
1
a e
−iω1teikax
a
+ δr02V
2
a e
−iω2teikax
a
+ vae
−iωvteikax
a
(9.75)
where V 1a and V
2
a are vectors in the direction of ka and va is any vector such that
vak
a = 0.
Putting (9.75) into (9.68) and (9.69) we get
ωv = −ik
2
D
, V 1a =
(
−i+
√
D
k
)
ka, V
2
a =
(
−i−
√
D
k
)
ka (9.76)
Thus we see that there is no instability in AdS case. We write again the most general
solution to the equations (9.69) and (9.68)
δr = δr01e
−iω1teikax
a
+ δr02e
−iω2teikax
a
δua = δr
0
1V
1
a e
−iω1teikax
a
+ δr02V
2
a e
−iω2teikax
a
+ vae
−iω3teikax
a (9.77)
where,
ω1 =
k√
D
− ik
2
D
, ω2 = − k√
D
− ik
2
D
, ω3 = −ik
2
D
, vak
a = 0
V 1a =
(
−i+
√
D
k
)
ka, V
2
a =
(
−i−
√
D
k
)
ka
(9.78)
From (9.77) and (9.78) we see that the interesting length scale along the xa
directions is 1√
D
, rather than the scale of order unity we take. Next we work in the
scaled limit adapted to capture the physics at length scale 1√
D
.
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9.3.2 Scaled nonlinear analysis and derivation of effective equations
Now, similar to previous subsection, here we will consider a membrane configuration
which has fluctuations about a uniform planar membrane in AdS. Taking hints from
the linear analysis of the previous subsection, we consider a particular scaling limit
of our membrane equations, like [16]. Like [16], we will consider fluctuations that
depend only on time and p number of brane directions (with p ∼ O(1)), in the sense
that the shape and velocity fluctuations will be function of time and some p spacial
coordinates. And also the velocity fluctuations will be only along time and the same
p directions. By considering this setup, we then reduce our membrane equations to
a pair of nonlinear effective equations, which we then match with those of [16].
We rewrite the background metric (9.57) in the following form
ds2(bgd) = gABdX
AdXB = −r2dt2 + dr
2
r2
+ r2(dxadxa + dx
idxi) (9.79)
Where the indices a, b now take p number of values. We will only consider fluctuations
in these directions as mentioned above. The indices i, j take D − p − 2 number of
values.
From the analysis in the previous subsection we could see that if we want the
frequency along the time direction to be of order O(1), then the spatial frequency
k has to be very high, of the order of O
(√
D
)
. To zoom into this regime, in this
subsection we work with the scaled spatial coordinates xa → ya = √D xa. The
spatial frequencies in the new coordinate will scale as k˜a =
ka√
D
. Therefore in the
regime of interest the frequency along the new space coordinates will be of order one
k˜a ∼ O(1). So, the AdS Poincare patch metric (9.79) takes the form
ds2 = −r2dt2 + dr
2
r2
+ r2(
dyadya
D
+ dxidxi) (9.80)
Now suppose we repeat the linearized analysis of the previous subsection in these
new coordinates. We shall normalize the fluctuations such that the components of
the velocity vector field in the directions of ∂ya are of order O(1). It follows that
[u · dya] ∼ O ( 1
D
)
. In old xa coordinate we already know the solution of [u · dxa] (see
equation (9.75) and the second equation of (9.77)). Solution in new coordinates will
simply be the coordinate transform of the old solution. In other words if we expand
the velocity field as
u = u0 dt+
(
1
D
)
u1(t, y
b) dt+
(
1
D
)
Ua(t, y
b) dya
then it follows that(
1
D
)
Ua =
1√
D
(
δr01 V
1
a e
−iω1teik˜ay
a
+ δr02 V
2
a e
−iω2teik˜ay
a
+ vae
−iωvteik˜ay
a
)
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In the RHS of the previous equation the extra factor of
(
1√
D
)
comes as a consequence
of coordinate transformation. From equation (9.78) we could see V 1a and V
2
a are of
order O
(√
D
)
. It follows that in these coordinates if we normalize our fluctuations
such that u · ∂ya is of order O(1), then for consistency we must have δr01 and δr02 and
therefore δr to be of order O ( 1
D
)
. This further implies that u1 ∼ O(1) (see equation
(9.62)).
Now we shall scale the radial coordinate so that in the new coordinate the amplitude
of the radial perturbation is of order O(1).
r = 1 +
ρ
D
(9.81)
With this coordinate redefinition the metric (9.80) becomes
ds2(bgd) = gABdX
AdXB = −
(
1 +
ρ
D
)2
dt2+
dρ2
D2
(
1 + ρ
D
)2+(1 + ρD
)2
(
dyadya
D
+dxidxi)
(9.82)
In this scaled coordinate system the fluctuations are of the form
ρ = Y (t, yb), u = u0dt+
1
D
u1(t, y
b)dt+
1
D
Ua(t, y
b)dya (9.83)
where Y , u1 and Ua are all of order O(1) in terms of (1/D) expansion. Now we
shall substitute these fluctuations in our ‘membrane equation’ and evaluate it at
very leading order in (1/D) expansion. However now we shall not consider any
linearization with respect to the amplitude of the fluctuations.
The procedure for evaluating the equation of motion is very similar as in the previous
two subsections. So we shall be very brief here.
The metric induced on the membrane worldvolume is given by
ds2(ind) = g
(ind)
µν dz
µdzν
= −
(
1 +
Y
D
)2
dt2 +
(
1 +
Y
D
)2
(
dyadya
D
+ dxidxi)
where zµ ≡ Coordinates along the membrane ≡ {t, ya, xi}
(9.84)
We use the notation ∇˜ for covariant derivative with respect metric (9.84) and ∇¯ for
covariant derivative constructed from metric (9.82). In this notation the membrane
equation is given by
Pνµ
{
∇˜2uν
K −
∇˜νK
K + u
αKαν − (u · ∇˜)uν
}
= 0 and ∇˜ · u = 0
where Pµν = g(ind)µν + uµuν
(9.85)
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As before Kµν is given by the pullback of the extrinsic curvature tensor KMN ex-
pressed as a tensor in the full background metric.
Kµν =
(
∂XM
∂zµ
)(
∂XN
∂zν
)
KMN
where KAB = ΠAC∇¯CnB
where ΠAC = gAC − nAnC
(9.86)
Here we have denoted the set (ρ, t, a, i) by XM and the set (t, a, i) by zµ. Now from
explicit calculation we see that KρN ∼ O(D−2) (see appendix D.2.2). Hence here
also Kµν is just the ‘truncation’ of the KMN evaluated on the membrane surface and
the nonzero components are given by
Ktt = −∂
2
t Y
D
−
(
1 +
2Y
D
− ∂aY ∂
aY
2D
)
, Kta = −∂t∂aY
D
Kab = −∂a∂bY
D
+
δab
D
, Kij = δij
(
1 +
2Y
D
− ∂aY ∂
aY
2D
)
K = −∂b∂bY + (D − 1)− ∂aY ∂
aY
2
(9.87)
where the rest of the components are zero.
Normalization fixes the time component of the velocity field in terms of its space-
component.
ut = u0 +
u1
D
= −
(
1 +
Y
D
+
UaUa
2D
)
(9.88)
The answer for the membrane projector Pµν = δµν + uµuν is given by
P tt = −
UaUa
D
, P ta =
Ua
D
, Pat = −Ua
(
1 +
Y
D
)−1
− U
aU bUb
2D
,
Pab = δab −
UaUb
D
, P ij = δij , P it = P ti = O(D−2), P ia = Pai = O(D−2)
(9.89)
Now, we denote the vector membrane equation (the 1st equation in (9.85)) as
Etotµ ≡ PνµEν
where Eµ ≡ ∇˜
2uµ
K −
∇˜µK
K + u
νKνµ − uν∇˜νuµ
Note that Ei and E
tot
i won’t contribute in the leading order analysis as both the
background and the fluctuations satisfy translational symmetry along xi directions.
Also we know from explicit computation that the leading terms in Ea are of order
O ( 1
D
)
. Thus it is easy to see that we only need to evaluate the quantities Et to order
O(1).
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At leading order it is easy to see that Etott = −UaEtota . Thus the only independent
components of the membrane equation are along ya directions. The relevant terms
are given by (keeping terms of leading order in 1/D)
∇˜tK
K = O(D
−1),
∇˜2ut
K = O(D
−1), (u · K)t = −1, u.∇˜ut = O(D−1) (9.90)
∇˜aK
K = −
∂a∂
b∂bY
D
− ∂
bY ∂a∂bY
D
,
∇˜2ua
K =
∂b∂bUa
D
+
∂bY ∂bUa
D
,
(u · K)a = −∂t∂aY
D
− U
b∂b∂aY
D
+
Ua
D
, u.∇˜ua = ∂tUa
D
+
∂aY
D
+
U b∂bUa
D
(9.91)
Thus we now can evaluate Etota and is given by
Eva ≡ ∂b∂bUa − ∂aY − U b∂bUa + ∂bY ∂bUa − U b∂b∂aY + ∂bY ∂a∂bY
+ ∂a∂
b∂bY − ∂tUa − ∂t∂aY = 0
(9.92)
Also the equation ∇˜.u evaluates to
Es ≡ ∂bU b + ∂tY + Ub∂bY = 0 (9.93)
Equations (9.92) and (9.93) are the two effective equations for the membrane vari-
ables (membrane’s shape and the velocity field on it) at leading order. Now we shall
perform a variable redefinition which will recast these equation exactly as given in
[16]. Consider the change of variables of the form
Y (t, a) = logm(t, a)
Ua(t, a) =
pa(t, a)− ∂am(t, a)
m(t, a)
(9.94)
After performing this change in the effective equations (9.92) and (9.93), it can be
shown that the linear combinations
Et ≡ m(t, a)Es Ea ≡ pa(t, a)Es −m(t, a)Eva (9.95)
of the equations (9.92) and (9.93) are just the effective equations derived in [16]
which are (in the notations used in this paper)
∂tm− ∂b∂bm+ ∂apa = 0
∂tpa − ∂b∂bpa + ∂am+ ∂b
(papb
m
)
= 0
(9.96)
Thus we see from this procedure that the effective equations derived in [16] are
just a particular scaling limit of our membrane equations. Note that our leading
order membrane equations were derived in systematic expansion in 1/D. But in
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this section we have rescaled our membrane equation to consider the length scales of
order 1√
D
. Strictly speaking, this is beyond the regime of validity of our membrane
equations. But it can be argued that this scaling is a consistent thing to do, in
particular, the most general terms that can be written as subleading corrections to
our membrane equations do not get so much enhanced so as they become comparable
to the leading order terms in the membrane equations. The argument goes just like
given in the Discussion of [33] for black p-brane in flat spacetime and we won’t rewrite
here.
10 Conclusion and Future Directions
In this paper, we have used ‘large D’ techniques to find new dynamical ‘black hole’
solution to pure Einstein equations in presence of cosmological constant. The solu-
tions are determined in an expansion in
(
1
D
)
and are in ‘one-to-one’ correspondence
with a dynamical membrane (characterized by its shape and a velocity field on it)
embedded in the asymptotic geometry (which could be AdS or dS).
The method we have used is manifestly covariant with respect to this asymptotic
geometry (which we have referred to as ‘background’). We do not need to choose
any coordinate system for the background geometry at any point of our derivation.
The same calculation works for both global AdS and Poincare patch. The form of
the final answer also remains invariant. However, they are different solutions with
different asymptotic geometries and horizon topologies and this fact is encoded in
the various covariant derivatives that appear in the final solution. These covariant
derivatives are always defined with respect to the background.
We have applied this method to calculate the metric and the governing equation
for the dual dynamical membrane upto the first subleading correction. Then we
have performed several checks for our universal coordinate independent answer, by
specializing to different coordinate systems.
• We matched them against the known exact and static solutions - Schwarzschild
black hole/brane and Myers-Perry black holes for both asymptotically AdS and
dS spaces.
• We have linearized our membrane equations and matched them against the
known spectrum of black hole/brane QNMs in AdS space and black hole QNMs
in dS space.
• We have taken a special scaling limit of our equations and recovered the dual
effective hydrodynamic equations that was determined in [16] for the AdS black-
branes in large number of dimensions.
One immediate future direction would be to extend this calculation to the second
subleading order. As described in [28], this is the order where we expect the leading
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entropy production for dynamical black holes. Also it would be easy (though tedious)
to generalize this analysis to Einstein-Maxwell system in presence of cosmological
constant. It would be interesting to calculate the stress tensor and the entropy
current for this system following the method developed in [28].
For AdS space we know there exists another perturbative technique to construct
new gravity solution that are dual to fluid dynamics in one lower dimension [27].
This duality works in any dimension [34] and therefore in particular large number
dimensions where we can also apply
(
1
D
)
expansion. It would be very interesting to
explore how these two perturbative techniques could be patched together.
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A Calculation of the homogeneous part - HAB
In this section we shall give details of the computation for (6.10), (6.11), (6.12),
(6.13) and their decoupled form as described in equations (6.15), (6.16), (6.17) and
(6.18). As mentioned before, we can determine the metric upto O ( 1
D
)
by solving
the gravity equation (4.11) upto order O (D). At this order G(1)AB contributes simply
as a linear fluctuation over the zeroth order metric G
[0]
AB = gAB + G
(0)
AB. So here we
shall first compute the form of the gravity equation (4.11), linearized about G
[0]
AB.
Let us denote the perturbed metric as
gAB = G
[0]
AB +
1
D
G
(1)
AB = gAB + ψ
−DOAOB +
1
D
G
(1)
AB
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Also, as it is clear from our discussion, in this linearized calculation we need to
compute only the leading D piece.
The linearized variation of the Christoffel symbols and the Ricci Tensor take the
form
δΓABC =
1
D
(
gAM − ψ−DOAOM
2
)(
DB G
(1)
MC +DC G
(1)
MB −DM G(1)BC
)
δRAB =
(
DC δΓ
C
AB −DB δΓCAC
) (A.1)
In equation (A.1), DA denotes the covariant derivative w.r.t G
[0]
AB. Now we can
easily convert DA to ∇A (i.e. the covariant derivative w.r.t gAB) by introducing some
new terms to account for the correction to Christoffel symbols generated from the
extra piece (ψ−DOAOB) .
δRAB = ∇C δΓCAB︸ ︷︷ ︸
Term1
−∇B δΓCAC︸ ︷︷ ︸
Term2
−
(
Γ˜MCAδΓ
C
MB + Γ˜
M
CBδΓ
C
MA
)
︸ ︷︷ ︸
Term3
+ Γ˜MABδΓ
C
MC︸ ︷︷ ︸
Term4
where
δΓABC =
1
D
(
gAM − ψ−DOAOM
2
)(
∇B G(1)MC +∇C G(1)MB
−∇M G(1)BC − 2Γ˜M
′
BC G
(1)
MM ′
)
Γ˜ABC = −ψ−D
(
DN
2ψ
)[
OA (nBOC + nCOB)− nAOBOC + ψ−DOAOBOC
]
(A.2)
A.1 Scalar sector
In this subsection we shall compute HscalarAB . The relevant part of δGAB has the
following form.
G
(1)
AB|scalar = OAOB
∑
n
fn(R) sn
R = D(ψ − 1)
(A.3)
To compute HscalarAB we have to substitute equation (A.2) in (A.3) and compute only
the leading D piece.
δΓCAB =
(
N
2
)∑
n
[ (
OCnAOB +O
CnBOA − nCOAOB
)
f ′n
+ (ψ−DOCOAOB) (f ′n − fn)
]
sn + Subleading terms
δΓCAC = 0
(A.4)
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Now we shall substitute equation (A.4) in each of the four terms in equation (A.2).
Term1 = ∇C δΓCAB
=
(
DN2
2
)∑
n
sn
[
(f ′′n + f
′
n) (nBOA + nAOB − OBOA)
+ ψ−D (f ′′n − f ′n)OBOA
]
+ Subleading terms
Term2 = ∇B δΓCAC = 0
Term3 =
(
Γ˜MCAδΓ
C
MB + Γ˜
M
CBδΓ
C
MA
)
= − (DN2)ψ−D∑
n
[
f ′n OBOA
]
sn + Subleading terms
Term4 = Γ˜MABδΓ
C
MC = 0
(A.5)
So finally
HscalarAB = Term1− Term3
=
(
DN2
2
)∑
n
sn (f
′′
n + f
′
n)
[
nBOA + nAOB −
(
1− ψ−D)OBOA] (A.6)
A.2 Vector sector
In this subsection we shall compute HvectorAB . The relevant part of δGAB has the
following form.
G
(1)
AB|vector =
∑
n
vn(R)
(
[vn]AOB + [vn]BOA
)
, R ≡ D(ψ − 1) (A.7)
Now we shall substitute equation (A.8) in each of the four terms in equation (A.2).
δΓABC =
(
N
2
)∑
n
{
OA (nB[vn]C + nC [vn]B) v
′
n
− (nA − ψ−DOA) (OB[vn]C +OC [vn]B) v′n
+
[
v′n(nBOC + nCOB)− vn
(
ψ−DOBOC
)]
[vn]
A
}
+ Subleading terms
δΓCAC = 0
(A.8)
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Term1 = ∇C δΓCAB
=
(
DN2
2
)∑
n
(
uB [vn]A + uA [vn]B
)
(v′′n + v
′
n)
+
(
DN2
2
)∑
n
ψ−D
(
OB [vn]A +OA [vn]B
)
v′′n
+
(
N
2
)∑
n
(∇ · vn)
[
v′n (nAOB + nBOA)− ψ−DvnOBOA
]
+ Subleading terms
Term2 = ∇B δΓCAC = 0
Term3 =
(
Γ˜MCAδΓ
C
MB + Γ˜
M
CBδΓ
C
MA
)
= −
(
DN2
2
)
ψ−D
∑
n
v′n
(
OB [vn]A +OA [vn]B
)
+ Subleading terms
Term4 = Γ˜MABδΓ
C
MC = 0
(A.9)
So finally
HvectorAB = Term1− Term3
=
(
N
2
)∑
n
(∇ · vn)
[
v′n (nAOB + nBOA)− ψ−DvnOBOA
]
+
(
DN2
2
)∑
n
(v′′n + v
′
n)
{(
uB [vn]A + uA [vn]B
)
+ ψ−D
(
OB [vn]A +OA [vn]B
)}
(A.10)
A.3 Tensor sector
In this subsection we shall compute H tensorAB . The relevant part of δGAB has the
following form.
G
(1)
AB|tensor =
∑
n
tn(R) [tn]AB, R ≡ D(ψ − 1) (A.11)
δΓABC =
(
N
2
)∑
n
t′n
{
[tn]
A
C nB + [tn]
A
B nC −
(
nA − ψ−DOA) [tn]BC
}
+ Subleading terms
δΓCAC = 0
(A.12)
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Now we shall substitute equation (A.12) in each of the four terms in equation (A.2).
Term1 = ∇C δΓCAB
= −
(
DN2
2
)∑
n
[
t′′n(1− ψ−D) + t′n
]
[tn]AB
+
(
N
2
)∑
n
t′n
(
nB (∇C [tn]CA) + nA (∇C [tn]CB)
)
+ Subleading terms
Term2 = ∇B δΓCAC = 0
Term3 =
(
Γ˜MCAδΓ
C
MB + Γ˜
M
CBδΓ
C
MA
)
= Subleading terms
Term4 = Γ˜MABδΓ
C
MC = 0
(A.13)
So finally
H tensorAB = Term1
= −
(
DN2
2
)∑
n
[
t′′n(1− ψ−D) + t′n
]
[tn]AB
+
(
N
2
)∑
n
t′n
(
nB (∇C [tn]CA) + nA (∇C [tn]CB)
) (A.14)
A.4 Trace sector
In this subsection we shall compute H traceAB . The relevant part of δGAB has the
following form.
G
(1)
AB|trace =
(
1
D
)
PAB
∑
n
hn(R)sn, R ≡ D(ψ − 1) (A.15)
As explained in section (6), we have an extra factor of
(
1
D
)
compared to the expres-
sions of δGAB in tensor, vector and the scalar sector.
δΓCAB =
(
N
2D
)∑
n
h′n
[ (
nAP
C
B + nBP
C
A − nCPAB
)
+
(
ψ−DOCPAB
) ]
sn
+ Subleading terms
δΓCAC =
(
N
2
)
nA
∑
n
h′n sn + Subleading terms
(A.16)
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Now we shall substitute equation (A.16) in each of the four terms in equation (A.2).
Term1 = ∇C δΓCAB
= −
(
N2
2
)∑
n
sn
{[(
1− ψ−D)h′′n + h′n]PAB + 2h′n nAnB
}
+ Subleading terms
Term2 = ∇B δΓCAC
=
(
DN2
2
)∑
n
sn
[
h′′n nAnB
]
+ Subleading terms
Term3 =
(
Γ˜MCAδΓ
C
MB + Γ˜
M
CBδΓ
C
MA
)
= Subleading terms
Term4 = Γ˜MABδΓ
C
MC
=−
(
DN2
4
)
ψ−D
∑
n
snh
′
n
[
nBOA + nAOB −
(
1− ψ−D)OBOA]
+ Subleading terms
(A.17)
So finally
H traceAB = Term1− Term2 + Term4
= −
(
DN2
4
)∑
n
sn
{
2h′′n nAnB + h
′
n
[
nBOA + nAOB −
(
1− ψ−D)OBOA]ψ−D}
−
(
N2
2
)∑
n
sn
{
2h′n nAnB +
[
h′n +
(
1− ψ−D)h′′n]PAB
}
+O
(
1
D
)
(A.18)
Note that in the above equation, the second line is of order O(1). Since in our
calculation we are only interested upto order O(D), we could ignore the second line.
For our purpose
H traceAB = Term1− Term2 + Term4
= −
(
DN2
4
)∑
n
sn
{
2h′′n nAnB + h
′
n
[
nBOA + nAOB −
(
1− ψ−D)OBOA]ψ−D}
(A.19)
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B Calculation of the sources - SAB
In this section we shall give details of calculation of SAB. As mentioned in subsection
(6.6) we have to evaluate EAB on G[0]AB.
EAB = RAB|G[0]
AB
− (D − 1)λG[0]AB
= R¯AB + δRAB − (D − 1)λG[0]AB
= (D − 1)λgAB + δRAB − (D − 1)λ
(
gAB +G
(0)
AB
)
= δRAB −Dλ G(0)AB + Subleading Terms
(B.1)
Where R¯AB is the Ricci tensor evaluated on the background metric gAB and δRAB
is simply the difference between the Ricci tensor evaluated on G
[0]
AB and Ricci tensor
evaluated on gAB.
Using this notation
SAB = δRAB −Dλ G(0)AB (B.2)
Now for our case,
G
[0]
AB = gAB + ψ
−DOAOB, G
(0)
AB = ψ
−DOAOB (B.3)
As the one form field ‘O’ is null, the inverse of the above metric (B.3) becomes very
simple.
G[0]AB = gAB − ψ−DOAOB (B.4)
Substituting lead ansatz in equation (5.3) we find
δΓABC =
[
gAM − ψ−DOAOM
2
] [
∇B
(
ψ−DOCOM
)
+∇C
(
ψ−DOBOM
)
−∇M
(
ψ−DOCOB
) ] (B.5)
Here ∇ is covariant derivative with respect to the background metric gAB.
For the convenience of computation we shall decompose δΓABC in two parts
δΓABC = δΓ
A
BC |lin. + δΓABC |non-lin. (B.6)
where
δΓABC |lin. =
1
2
{∇B(ψ−DOCOA) +∇C(ψ−DOBOA)−∇A(ψ−DOBOC)}
δΓABC |non-linear =
1
2
ψ−DOA(O · ∇)(ψ−DOBOC)
(B.7)
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From (5.2) we know that Ricci tensor can be written as
RAB = R¯AB +∇C
[
δΓCAB
]−∇B [δΓCCA]+ [δΓCCE] [δΓEAB]− [δΓCBE] [δΓEAC]︸ ︷︷ ︸
δRAB
(B.8)
From equation (B.5) it follows
δΓCCA =
1
2
{∇C(ψ−DOAOC) +∇A(ψ−DOCOC)−∇C(ψ−DOCOA)}
+
1
2
ψ−DOC(O · ∇)(ψ−DOCOA)
= 0
(B.9)
The expression for δRAB simplifies once we substitute equation (B.5)
δRAB = ∇C
[
δΓCAB
]− [δΓCBE] [δΓEAC]
= ∇C
[
δΓCAB|linear
]︸ ︷︷ ︸
δRAB |linear
+∇C
[
δΓCAB|non-linear
]︸ ︷︷ ︸
δR
(1)
AB
|non-linear
− [δΓCBE] [δΓEAC]︸ ︷︷ ︸
δR
(2)
AB
|non-linear
(B.10)
At first we present the calculation of δR
(2)
AB|non-linear
δR
(2)
AB|non-lin. = −
[
δΓCBE |lin.
] [
δΓEAC |lin.
]︸ ︷︷ ︸
Term-1
− [δΓCBE |lin.] [δΓEAC |non-lin.]︸ ︷︷ ︸
Term-2
− [δΓCBE |non-lin.] [δΓEAC|lin.]︸ ︷︷ ︸
Term-3
− [δΓCBE |non-lin.] [δΓEAC |non-lin.]︸ ︷︷ ︸
Term-4
(B.11)
Term-4 ≡ − [δΓCBE |non-lin.] [δΓEAC |non-lin.]
= −
{
1
2
ψ−DOC(O · ∇)(ψ−DOBOE)
}{
1
2
ψ−DOE(O · ∇)(ψ−DOCOA)
}
= 0
(B.12)
Term-3 ≡ − [δΓCBE |non-lin.] [δΓEAC |lin.]
= −
{
1
2
ψ−DOC(O · ∇)(ψ−DOBOE)
}
1
2
{
∇C(ψ−DOAOE) +∇A(ψ−DOCOE)−∇E(ψ−DOCOA)
}
= −1
4
ψ−D
{
(O · ∇)(ψ−DOBOE)
}{
(O · ∇)(ψ−DOAOE)
}
= −1
4
ψ−3D{(O · ∇)OE}{(O · ∇)OE}OBOA
= 0
(B.13)
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In the last step we have used (6.4).
Similarly,
Term-2 = 0 (B.14)
Now we shall compute Term-1, which is non-zero and a bit complicated.
δR
(2)
AB|non-lin. =−
[
δΓCBE |lin.
] [
δΓEAC|lin.
]
=− 1
2
{
∇B(ψ−DOEOC) +∇E(ψ−DOBOC)−∇C(ψ−DOBOE)
}
1
2
{
∇C(ψ−DOAOE) +∇A(ψ−DOCOE)−∇E(ψ−DOCOA)
}
=− 1
4
{
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
ψ−2D(∇BOE)(∇COE)OCOA −
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭✭
ψ−2DOE(∇BOC)OA(∇EOC)
+∇E(ψ−DOBOC)∇C(ψ−DOAOE) +
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
ψ−2DOB(∇EOC)OE(∇AOC)
− ψ−2DOB(∇EOC)(∇EOC)OA − ψ−2DOB(∇COE)OA(∇COE)
−
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤❤
ψ−2DOB(∇COE)OC(∇AOE) +∇C(ψ−DOBOE)∇E(ψ−DOCOA)
}
=
1
2
ψ−2D(∇EOC)(∇EOC)OBOA − 1
2
∇E(ψ−DOBOC)∇C(ψ−DOAOE)
=− 1
2
[
(O · ∇) (ψ−DOB)] [(O · ∇) (ψ−DOA)]
+ ψ−2D
(
DN
2ψ
)
2
[
nE(O · ∇)OE
]
OBOA
+
(
ψ−2D
2
)[
(∇EOC)
(∇EOC −∇COE)]OBOA +O(1)
(B.15)
Now using the fact that
(∇EOC)
(∇EOC) = (∇EOC) (∇COE) = K2
D
+O(1)
we finally find
δR
(2)
AB|non-lin.
=− 1
2
(O · ∇) [ψ−DOB] (O · ∇) [ψ−DOA]+ ψ−2D (DN
ψ
)[
nE(O · ∇)OE
]
OBOA
=− 1
2
(O · ∇) [ψ−DOB] (O · ∇) [ψ−DOA]+ ψ−2DK [uC(O · ∇)nC]OBOA +O(1)
(B.16)
In the last line we have used the fact that(
DN
ψ
)
= K +O(1)
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Now we proceed to the calculation of δR
(1)
AB|non-lin.
δR
(1)
AB|non-lin. = ∇C
[
δΓCAB|non-linear
]
= ∇C
{
1
2
ψ−DOC(O · ∇)(ψ−DOBOA)
}
=
(
ψ−D
2
)[
(∇ · O) (O · ∇) (ψ−DOBOA)+OA(O · ∇) [(O · ∇)(ψ−DOB)] ]
+
1
2
[
(O · ∇) (ψ−DOA)] [(O · ∇) (ψ−DOB)]+ 1
2
(O · ∇) [ψ−2DOB(O · ∇)OA]
=
(
ψ−2D
2
)(
DN
ψ
−∇ · O
)[(
DN
ψ
)
OBOA − (O · ∇)(OBOA)
]
+
1
2
[
(O · ∇) (ψ−DOA)] [(O · ∇) (ψ−DOB)]
−
(
ψ−2D
2
)
(O · ∇)
[
DN
ψ
OAOB
]
+O(1)
(B.17)
We can use identity(G.1) to simplify (B.17)
δR
(1)
AB|non-lin.
=
(
ψ−2D
2
)
[(n · ∇)K +K(∇ · u)]OBOA −
(
ψ−2D
2
)
(O · ∇) [K OAOB]
+
1
2
[
(O · ∇) (ψ−DOA)] [(O · ∇) (ψ−DOB)]+O(1)
=
(
ψ−2D
2
)
[(u · ∇)K +K(∇ · u)]OBOA − ψ−2D K
[
uC(O · ∇)nC
]
OAOB
+
1
2
[
(O · ∇) (ψ−DOA)] [(O · ∇) (ψ−DOB)]+O(1)
(B.18)
In the last step we have used the subsidiary condition on OA.
(O · ∇)OA =
[
uC(O · ∇)nC
]
OA (B.19)
Adding (B.16) and (B.18) we get the desired expression for δRAB|non-lin.
δRAB|non-lin. =
(
ψ−2D
2
)
[(u · ∇)K +K(∇ · u)]OBOA +O(1) (B.20)
Finally, δRAB|non-lin. becomes
δRAB|non-lin.
=
(
ψ−2D
2
)[
DN
ψ
(∇ · u) + (u · ∇)
(
DN
ψ
)]
OAOB
=
(
ψ−2D
2
)(
DN
ψ
(∇˜ · u)
)
OAOB
(B.21)
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Where, ∇˜ is defined as follows, for any general tensor with n indices WA1A2···An
∇˜AWA1A2···An = ΠCA ΠC1A1ΠC2A2 · · ·ΠCnAn (∇CWC1C2···Cn) (B.22)
Now, we shall calculate the linear terms in Ricci tensor
δRAB|lin. = ∇C
[
δΓCBA|lin.
]
=
1
2
∇C
{∇B (ψ−DOAOC)}︸ ︷︷ ︸
T1
+
1
2
∇C
{∇A (ψ−DOBOC)}︸ ︷︷ ︸
T2
−1
2
∇C
{∇C (ψ−DOAOB)}︸ ︷︷ ︸
T3
(B.23)
T1 =
1
2
∇C
{∇B (ψ−DOAOC)}
=
1
2
[∇C ,∇B]
(
ψ−DOAOC
)
+
1
2
∇B∇C
(
ψ−DOAOC
)
=
(
ψ−D
2
)
R¯EBO
EOA − 1
2
∇B
[
ψ−D
{(
DN
ψ
−∇ · O
)
OA − (O · ∇)OA
}]
+O(1)
=
(
Dλ
2
)
ψ−DOAOB +
(
DN
2ψ
)
ψ−D
[
DN
ψ
−∇ ·O − uC(O · ∇)nC
]
nBOA
− ψ
−D
2
OA∇B
(
∇˜ · u
)
+O(1)
(B.24)
In the last step we have used subsidiary condition on O and also the fact that(
DN
ψ
−∇ · O
)
=
(
DN
ψ
−K
)
+O(1) ∼ O(1)
Similarly,
T2 =
(
Dλ
2
)
ψ−DOAOB +
(
DN
2ψ
)
ψ−D
[
DN
ψ
−∇ · O − uC(O · ∇)nC
]
nAOB
− ψ
−D
2
OB∇A
(
∇˜ · u
)
+O(1)
(B.25)
T3 = −1
2
∇C∇C(ψ−DOBOA)
= −1
2
(∇2ψD)OAOB − (∇Cψ−D) (∇COAOB)− ψ−D
2
∇2(OAOB)
= ψ−D
[(
DN
ψ
)
(n · ∇) (OAOB)− 1
2
∇2(OAOB)
] (B.26)
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Adding (B.24),(B.25),(B.26) we get the expression for [RL]AB
δRAB|lin.
= ψ−D
[(
DN
ψ
)
(n · ∇) (OAOB) +Dλ OAOB − 1
2
(OA∇B +OB∇A)
(
∇˜ · u
)
− 1
2
∇2(OAOB) +
(
DN
2ψ
)(
DN
ψ
−∇ · O − uC(O · ∇)nC
)
(nBOA + nAOB)
]
+O(1)
= ψ−D
[
K (n · ∇) (OAOB)− 1
2
∇2(OAOB) +Dλ OAOB − 1
2
(OA∇B +OB∇A)
(
∇˜ · u
)
+
K
2
(
(n · ∇)K
K
+∇ · u− uC(O · ∇)nC
)
(nBOA + nAOB)
]
+O(1)
(B.27)
Using, the following identities
(n · ∇)(OAOB) = 2[uC(n · ∇)nC ]OAOB +
(
OAP
C
B +OBP
C
A
)
[(u · ∇)OC] (B.28)
OB∇2OA +OA∇2OB = 2
[
K[uD(n · ∇)nD] + (u · ∇)K
]
OAOB + (OBP
C
A +OAP
C
B )∇2OC
− [(∇COD) (∇COD)][nAOB + nBOA]
(B.29)
We have used the identity (G.2) for the derivation of the above equation.
(OA∇B +OB∇A)
(
∇˜ · u
)
=
(
PEAOB + P
E
BOA
) ∇˜E (∇˜ · u)+ 2 OAOB(u · ∇)(∇˜ · u)
+ (nAOB + nBOA)(O · ∇)(∇˜ · u)
= (nAOB + nBOA)(n · ∇)(∇˜ · u) +O(1)
(B.30)
The expression of δRAB|lin. becomes
δRAB|lin.
= ψ−D
[
D λ (OAOB) +
(
OBP
C
A +OAP
C
B
)(
K(u · ∇)OC − 1
2
∇2OC
)
+ (nAOB +NBOA)
{
K
2
(
(n · ∇)K
K
+∇ · u− uC(O · ∇)nC
)
+
1
2
KCDK
CD − 1
2
(n · ∇)
(
∇˜ · u
)}]
(B.31)
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Substituting (B.31) and (B.21) in (B.2) we get the source term S
(−1)
AB
SAB = δRAB −DλG(0)AB = δRAB|lin. + δRAB|non-lin. −Dλ ψ−DOAOB
= ψ−D
[
ψ−D
(
K
2
)(
∇˜ · u
)
OBOA +
(
OBP
C
A +OAP
C
B
)(
K(u · ∇)OC − 1
2
∇2OC
)
+ (nAOB +NBOA)
{
K
2
(
(n · ∇)K
K
+∇ · u− uC(O · ∇)nC
)
+
1
2
KCDK
CD − 1
2
(n · ∇)(∇˜ · u)
}]
= ψ−D
(
K
2
){
ψ−D
(
∇˜ · u
)
OBOA +
(
OBP
C
A +OAP
C
B
) [∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
]
+ (nAOB + nBOA)
[
1
K
KCDK
CD − 1
K
(n · ∇)(∇˜ · u) + (n · ∇)K
K
+ ∇˜ · u− 2 (u · ∇)K
K
+ u ·K · u
]}
(B.32)
In the last line we have used the following identity (see appendix G for derivation)
PCB∇2OC = PCB
[
∇CK − ∇˜2uC +K
(
uDKDC − (u · ∇)uC
) ]
+O(1) (B.33)
Now,
SAB = ψ
−D
(
K
2
){
ψ−D(∇˜ · u)OBOA +
(
OBP
C
A +OAP
C
B
) [∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
]
+ (nAOB + nBOA)
[
1
K
KCDK
CD − ∇˜
2K
K2
+ 2
u · ∇K
K
− u ·K · u− 1
K
uDR¯DEu
E +
(n · ∇)K
K
+ ∇˜ · u− 2 (u · ∇)K
K
+ (u ·K · u)
]}
(B.34)
In the last line we have used the following identity
(n · ∇)
(
∇˜ · u
)
=
(
∇˜2K
K
− 2 (u · ∇)K +K (u ·K · u) + uDR¯DEuE
)
(B.35)
Where
(
∇˜ · u
)
is given in appendix E.
Using the identity (F.9) and (F.8) we get SAB
SAB = ψ
−D
(
K
2
)[
ψ−D
(
∇˜ · u
)
OBOA + (nAOB + nBOA)
(
∇˜ · u
)
+ (OBP
C
A +OAP
C
B )
(
∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
)] (B.36)
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Let us note the presence of ‘K(∇˜·u)’ term in SAB. From the leading order calculation
it follows that it is of order O(D) on ψ = 1 hypersurface(see eq (4.15)). This is sort
of ‘anomalous’, since naive order counting suggests that this term should be of order
O(D2) and this may not be the case once we are away from the membrane.
Now for any generic term, which is of order O(1) when evaluated on (ψ = 1)
hypersurface, will have corrections of order O ( 1
D
)
(or further suppressed) as one
goes away from ψ = 1. But, for ‘anomalous’ term like K(∇˜ · u) that is not the
case. Below, we shall examine this term in more detail. We can expand (∇˜ · u) in[
ψ − 1 = R
D
]
as follows
∇˜ · u =
(
∇˜ · u
)
ψ=1
+
ψ − 1
N
(n · ∇)
(
∇˜ · u
)
ψ=1
=
(
∇˜ · u
)
R=0
+
(
R
K
)(∇˜2K
K
− 2 (u · ∇)K +K (u ·K · u) + uDR¯DEuE
)
R=0
=
(
∇˜ · u
)
R=0
− R
K
(
∇˜ · E
)
R=0
(B.37)
We don’t need to expand any other term since ∇˜ · u is the only ‘anomalous’ term in
this order. Substituting (B.37) in (B.36) we get the final expression for SAB
SAB = e
−R
(
K
2
)[
e−R
((
∇˜ · u
)
R=0
− R
K
(
∇˜ · E
)
R=0
)
OBOA
+ (nAOB + nBOA)
((
∇˜ · u
)
R=0
− R
K
(
∇˜ · E
))
R=0
+ (OBP
C
A +OAP
C
B )
(
∇˜2uC
K
− ∇CK
K
+ uDKDC − (u · ∇)uC
)
R=0
] (B.38)
C Intermediate steps for matching with AdS Black Hole
Since we know that the horizon is not at r = 1, this implies ψ(r = 1) 6= 1.
We shall assume the following expansion of ψ around r = 1.
ψ(r) = 1 +
X1
D
+
X2
D2
+
(
a10 +
a11
D
)
(r − 1) + a20(r − 1)2 +O
(
1
D
)3
where X1, X2, a10, a11, a20 are constants and (r − 1) ∼ O
(
1
D
) (C.1)
Substituting equation (C.1) in equation (9.14) and solving it order by order in(
1
D
)
we find the following solutions for the coefficients.
a10 = 1, a11 = X1 − 2, a20 = 0 (C.2)
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To fix X1 and X2 we have to use the fact that ψ = 1 correspond to horizon. We
can determine the horizon of Schwarzschild-AdS black hole r0 order by order in
(
1
D
)
.
r0 = 1− log 2
D
+
(
1
D
)2 [
−2 log 2 + (log 2)
2
2
]
+O
(
1
D
)3
(C.3)
Noe setting ψ(r0) = 1 we find
X1 = log 2, X2 =
(log 2)2
2
So finally we found
ψ(r) = 1 +
log 2
D
+
(
1
D
)2 [
(log 2)2
2
]
+
[
1 +
(
log 2− 2
D
)]
(r − 1) +O
(
1
D
)3 (C.4)
D Linearized analysis: Details of the calculation
D.1 QNM for AdS/dS Schwarzschild Black hole
The Christoffel symbols (here we report only nonzero components) calculated for the
metric (9.26) are given by (with g¯ab and Γ¯
a
bc as metric and Christoffel symbol on unit
sphere )
Γrab = −r
(
1− σr
2
L2
)
g¯ab, Γ
a
rb =
1
r
δab , Γ
r
tt = −r
(
1− σr
2
L2
)
σ
L2
Γtrt = −r
(
1− σr
2
L2
)−1
σ
L2
, Γrrr = r
(
1− σr
2
L2
)−1
σ
L2
, Γabc = Γ¯
a
bc
(D.1)
The normal vector to membrane surface is given by
nr =
(
1− σr
2
L2
)− 1
2
, nt =
(
1− σr
2
L2
)− 1
2
(−ǫ∂tδr), na =
(
1− σr
2
L2
)− 1
2
(−ǫ∇¯aδr)
(D.2)
– 60 –
The answer for ∇AnB is given by
∇rnr = 0, ∇rnt =
(
1− σr
2
L2
)− 3
2 2σr
L2
(−ǫ∂tδr)
∇tnr =
(
1− σr
2
L2
)− 3
2 σr
L2
(−ǫ∂tδr), ∇ant = (−ǫ∂t∇¯aδr)
(
1− σr
2
L2
)− 1
2
∇tnt =
(
1− σr
2
L2
)− 1
2
(−ǫ∂2t δr) +
(
1− σr
2
L2
) 1
2 σr
L2
∇rna = (−ǫ∇¯aδr)
[
σr
L2
(
1− σr
2
L2
)− 3
2
− 1
r
(
1− σr
2
L2
)− 1
2
]
∇anr = (ǫ∇¯aδr)1
r
(
1− σr
2
L2
)− 1
2
, ∇tna = (−ǫ∂t∇¯aδr)
(
1− σr
2
L2
)− 1
2
∇anb =
(
1− σr
2
L2
)− 1
2
(−ǫ∇¯a∇¯bδr) + r
(
1− σr
2
L2
) 1
2
g¯ab
(D.3)
The answer for ‘spacetime’ projector PAB = δ
A
B − nAnB is
P rr = 0, P
t
t = 1, P
a
b = δ
a
b , P
t
a = 0, P
a
t = 0,
P rt = ǫ∂tδr, P
t
r =
(
1− σr
2
L2
)−2
(−ǫ∂tδr),
P ra = ǫ∇¯aδr, P ar =
1
r2
(
1− σr
2
L2
)−1
(ǫ∇¯aδr)
(D.4)
The answer for the spacetime form of the Extrinsic curvature KMN is
Krr = 0, Krt =
(
1− σr
2
L2
)− 3
2 σr
L2
(−ǫ∂tδr), Kra = 1
r
(
1− σr
2
L2
)− 1
2
(ǫ∇¯aδr)
Kta =
(
1− σr
2
L2
)− 1
2
(−ǫ∂t∇¯aδr), Ktt =
(
1− σr
2
L2
)− 1
2
(−ǫ∂2t δr) +
(
1− σr
2
L2
) 1
2 σr
L2
Kab =
(
1− σr
2
L2
)− 1
2
(−ǫ∇¯a∇¯bδr) + r
(
1− σr
2
L2
) 1
2
g¯ab
(D.5)
Nonzero Christoffel symbol components for the metric (9.30) is given by
Γttt = −
(
1− σ
L2
)−1 σ
L2
(ǫ∂tδr), Γ
a
tt = −
σ
L2
(ǫ∇¯aδr)
Γtat = −
(
1− σ
L2
)−1 σ
L2
(ǫ∇¯aδr), Γtab =
(
1− σ
L2
)−1
(ǫ∂tδr)g¯ab
Γatb = (ǫ∂tδr)δ
a
b , Γ
a
bc = Γ¯
a
bc + ǫ(∇¯bδrδac + ∇¯cδrδab − ∇¯aδrg¯bc)
(D.6)
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The answer for ∇ˆµuν is given by
∇ˆtut = 0, ∇ˆtua = ǫ∂tδua −
(
1− σ
L2
)− 1
2
( σ
L2
)
(ǫ∇¯aδr)
∇ˆaut = 0, ∇ˆaub = ǫ∇¯aδub +
(
1− σ
L2
)− 1
2
(ǫ∂tδr)g¯ab
(D.7)
D.2 Effective equations for AdS black brane from scaled membrane equa-
tions
D.2.1 Linearized fluctuation analysis
The nonzero Christoffel symbols for the metric (9.57) are
Γrrr =
−1
r
, Γrab = −r3δab, Γarb =
1
r
δab , Γ
r
tt = r
3, Γtrt =
1
r
(D.8)
The normal to membrane surface is
nr =
1
r
, na =
−ǫ∂aδr
r
, nt =
−ǫ∂tδr
r
(D.9)
The answer for ∇MnN is given by
∇rnr = 0, ∇rnt = 2ǫ∂tδr
r2
, ∇tnr = ǫ∂tδr
r2
, ∇tnt = −ǫ∂
2
t δr
r
− r2,
∇rna = 2ǫ∂aδr
r2
, ∇anr = ǫ∂aδr
r2
, ∇tna = −ǫ∂t∂aδr
r
,
∇ant = −ǫ∂t∂aδr
r
, ∇anb = −ǫ∂a∂bδr
r
+ r2δab
(D.10)
where the rest of the components are zero.
The answer for the projector PBA = δ
B
A − nAnB is given by
P rr = 0, P
t
t = 1, P
a
b = δ
a
b , P
a
t = 0, P
t
a = 0,
P rt = ǫ∂tδr, P
t
r =
−ǫ∂tδr
r4
, P ra = ǫ∂aδr, P
a
r =
ǫ∂aδr
r4
(D.11)
The spacetime Extrinsic curvature KMN is given by
Krr = 0, Krt =
ǫ∂tδr
r2
, Kra =
ǫ∂aδr
r2
Ktt =
−ǫ∂2t δr
r
− r2, Kta = −ǫ∂t∂aδr
r
, Kab =
−ǫ∂a∂bδr
r
+ r2δab
(D.12)
where the rest of the components are zero.
The nonzero Christoffel symbols for the metric (9.59) are
Γttt = ǫ∂tδr, Γ
a
tt = ǫ∂
aδr, Γtat = ǫ∂aδr, Γ
t
ab = ǫ∂tδrδab
Γatb = ǫ∂tδrδ
a
b , Γ
a
bc = ǫ(∂bδrδ
a
c + ∂cδrδ
a
b − ∂aδrδbc)
(D.13)
The answer for ∇ˆµuν is given by
∇ˆtut = 0, ∇ˆtua = ǫ∂tδua + ǫ∂aδr, ∇ˆaut = 0, ∇ˆaub = ǫ∂aδub + ǫ∂tδrδab (D.14)
where the rest of the components are zero.
– 62 –
D.2.2 Scaled nonlinear analysis
The nonzero Christoffel symbols for the metric (9.82) are
Γρρρ = −
1
D
(
1 +
ρ
D
)−1
, Γρab = −
(
1 +
ρ
D
)3
δab, Γ
ρ
ij = −D
(
1 +
ρ
D
)3
δij ,
Γaρb =
1
D
(
1 +
ρ
D
)−1
δab , Γ
i
ρj =
1
D
(
1 +
ρ
D
)−1
δij ,
Γρtt = D
(
1 +
ρ
D
)3
, Γtρt =
1
D
(
1 +
ρ
D
)−1 (D.15)
The normal to the membrane surface is given by
nρ =
1
D
(
1− ρ
D
− ∂
aY ∂aY
2D
)
nt = −∂tY
D
(
1− ρ
D
− ∂
aY ∂aY
2D
)
na = −∂aY
D
(
1− ρ
D
− ∂
aY ∂aY
2D
) (D.16)
The projector PMN = δ
M
N − nMnN is given by
P ρρ =
∂aY ∂aY
D
, P tt = 1, P
i
j = δ
i
j , P
a
b = δ
a
b , P
t
a = O(n−2), P at = −
∂aY ∂tY
D
,
P ρt = ∂tY, P
t
ρ = O(n−2), P ρa = ∂aY, P aρ =
∂aY
D
(D.17)
where the rest of the components are zero.
The answer for ∇¯MnN is given by
∇¯ρnρ = O(D−2), ∇¯ρnt = O(D−2), ∇¯tnρ = O(D−2),
∇¯tnt = −∂
2
t Y
D
−
(
1 +
2ρ
D
− ∂aY ∂
aY
2D
)
, ∇¯anρ = O(D−2), ∇¯ρna = O(D−2),
∇¯tna = −∂t∂aY
D
, ∇¯ant = −∂t∂aY
D
, ∇¯anb = −∂a∂bY
D
+
δab
D
,
∇¯inj = δij
(
1 +
2ρ
D
− ∂aY ∂
aY
2D
)
,
(D.18)
where the rest of the components are zero.
The answer for spacetime form of the Extrinsic curvature KMN is
Kρρ = O(D−2), Kρt = O(D−2), Kρa = O(D−2), Kρi = O(D−2),
Ktt = −∂
2
t Y
D
−
(
1 +
2ρ
D
− ∂aY ∂
aY
2D
)
, Kta = −∂a∂tY
D
, Kti = O(D−2),
Kab = −∂a∂bY
D
+
δab
D
, Kij = δij
(
1 +
2ρ
D
− ∂aY ∂
aY
2D
) (D.19)
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where the rest of the components are zero.
Nonzero Christoffel symbols components for the induced metric (9.84) are given by
Γttt =
∂tY
D
, Γatt = ∂
aY, Γtat =
∂aY
D
, Γtab =
∂tY
D2
δab, Γ
t
ij =
∂tY
D2
δij,
Γatb =
∂tY
D
δab , Γ
i
tj =
∂tY
D
δij , Γ
a
bc =
1
D
(∂bY δ
a
c + ∂cY δ
a
b − ∂aY δbc),
Γajk = −∂aY δjk, Γija =
∂aY
D
δij
(D.20)
The answer for ∇ˆµuν is given by
∇˜tut = −∂t(UaU
a)
2D
, ∇˜tua = ∂tUa
D
+
∂aY
D
, ∇˜aut = −∂a(UbU
b)
2D
,
∇˜aub = ∂aUb
D
, ∇˜iuj = ∂tY
D
δij +
Ua∂aY
D
δij
(D.21)
where the rest of the components are zero.
E The derivation of (∇ · u)
Note that to compute the full space-time divergence of uA we also need to know the
normal derivative of uA away from the membrane.
∇ · u = PAB∇AuB + nB(n · ∇)uB
= PAB∇AuB − uB(n · ∇)nB
= PAB∇AuB − (u · ∇)K
K
(E.1)
In the last line we have used the identity
[
(n · ∇)nA = Π
C
A∇CK
K
]
.
We know that the first term in equation (E.1) is of order O(1) on the membrane. It
follows from the equation of motion at zeroth order. However, to determine the source
term we need to know this expression even away from the (ψ = 1) hypersurface.
Below we shall determine this term in an expansion in (ψ− 1) and we shall see that
the coefficient of the linear term is also of order O(1).
Consider the expansion of uA from (ψ = 1) hypersurface.
uA = uA|ψ=1 + ψ − 1
N
[(n · ∇)uA]|ψ=1 + · · · (E.2)
Substituting this expansion in first term of the equation (E.1) we find
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(PAB∇AuB)
= PAB∇A
(
uB|ψ=1 + ψ − 1
N
[(n · ∇)uB]|ψ=1 + · · ·
)
= PAB∇AuB|ψ=1 + PAB∇A
(
ψ − 1
N
[(n · ∇)uB]|ψ=1 + · · ·
)
= PAB∇AuB|ψ=1 +
(
ψ − 1
N
)
PAB∇A[(n · ∇)uB]|ψ=1 − PAB
(
ψ − 1
N2
)
(∇AN)[(n · ∇)uB]|ψ=1
= PAB∇AuB|ψ=1 +
(
ψ − 1
N
)
PAB∇A[(n · ∇)uB]|ψ=1 +O
(
1
D
)
(E.3)
Now we shall process the coefficient of (ψ − 1).
PAB∇A[(n · ∇)uB] = PAB∇A
[
−nB (u · ∇)K
K
+ PDB [(n · ∇)nD − (u · ∇)OD]
]
= −(u · ∇)K +K[nD(u · ∇)OD] + PAD∇A[(n · ∇)nD − (u · ∇)OD]
= −uDR¯DEnE +K (u ·K · u)− 2 (u · ∇)K + ∇˜
2K
K
+ uDR¯DEu
E
=
∇˜2K
K
− 2 (u · ∇)K +K (u ·K · u) + uDR¯DEuE
(E.4)
Note that (ψ − 1) is also of order O ( 1
D
)
. Therefore combining equations (E.3) and
(E.4) we find
∇·u =
(
∇˜ · u
) ∣∣∣∣
ψ=1
−(u · ∇)K
K
+
ψ − 1
N
[
∇˜2K
K
− 2 (u · ∇)K +K (u ·K · u) + uDR¯DEuE
]
+O
(
1
D
)
F The divergence of the vector constraint equation at 1st
order
The membrane equation at 1st order is given in equation (7.3). For convenience we
are quoting the equation here again.
PAB
[
∇˜2uA
K
− ∇AK
K
+ uCK
C
A − (u · ∇)uA
]
= O
(
1
D
)
(F.1)
We could compute the divergence of each of the term separately.
Divergence ≡ ∇B
(
PAB
∇˜2uA
K
)
︸ ︷︷ ︸
Term−1
−∇B
(
PAB
∇AK
K
)
︸ ︷︷ ︸
Term−2
+∇B (PAB uCKCA)︸ ︷︷ ︸
Term−3
−∇B (PAB (u · ∇)uA)︸ ︷︷ ︸
Term−4
(F.2)
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Term-1 ≡ ∇B
(
PAB
∇˜2uA
K
)
= −nA[∇2uA −K(n · ∇)uA] + 1
K
PAB∇B
[∇2uA −K(n · ∇)uA]
= (u · ∇)K + 1
K
PAB
[−R¯BD(∇DuA) + R¯BEAD(∇EuD) +∇E(R¯BEAD uD) +∇2(∇BuA)]
− PAB∇B[(n · ∇)uA]
= (u · ∇)K + 1
K
∇2(∇ · u)− PAB∇B[(n · ∇)uA]
= (u · ∇)K
(F.3)
In the last line we have used (E.3) for the expression of (∇ · u)
Term-2 ≡ ∇B
(
PAB
∇AK
K
)
=
∇2K
K
− (n · ∇)K
=
∇˜2K
K
(F.4)
Term-3 ≡ ∇B (PAB uCKCA)
= PAB u
C∇B(ΠDA∇DnC)
= −KuC(n · ∇)nC + uC∇2nC
= (u · ∇)K
(F.5)
Term-4 ≡ ∇B (PAB (u · ∇)uA)
= −K nA(u · ∇)uA + PAB(∇BuE)(∇EuA) + PABuE(∇B∇EuA)
= K (u ·K · u) + PABuER¯BEADuD
= K (u ·K · u) + uER¯EDuD
(F.6)
Adding equations (F.3), (F.4), (F.5) and (F.6) we get the divergence of the vector
constraint equation as
Divergence = −uCR¯DCuD − ∇˜
2K
K
+ 2(u · ∇)K −K(uAKABuB) ≈ 0 (F.7)
But this is still not in the form of equation (??) and we need to do few more ma-
nipulations. Note that because R¯DC (Ricci tensor evaluated on the background) is
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proportional to the background metric g¯DC and both u and n are normalized time-like
and space-like vectors respectively,
uCR¯DC u
D = −nCR¯DC nD (F.8)
Now we could use the following identity
(n · ∇K) = −nAR¯AD nD + ∇˜
2K
K
−KABKAB
Proof :
(n · ∇)K = (nA∇A)(∇BnB)
= nA
[∇A,∇B]nB + nA∇B(∇AnB)
= −nAR¯ BABD nD +∇B
[
(n · ∇)nB]−KABKAB
= −nAR¯ADnD +∇B
[
ΠBA∇AK
K
]
−KABKAB
= −nAR¯AD nD + ∇˜
2K
K
−KABKAB
(F.9)
After substituting equation (F.9) in the expression of the divergence we get the
following equation
(n · ∇)K +KABKAB − 2 (u · ∇)K +K (u ·K · u) = O(1) (F.10)
G Identities
In this appendix we shall prove some identities that we have used for our computation.
G.1 Proof of (4.14) from (6.1)
∇2(ψ−D) = 0
⇒ DN
ψ
−K = (n · ∇)N
N
− N
ψ
=
(n · ∇)(ψ K)
ψ K
− N
ψ
+O
(
1
D
)
=
(n · ∇)K
K
+O
(
1
D
)
(G.1)
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G.2 Proof of equations (B.29)
We have used the following identity for derivation of (B.29)
uA∇2nA = uA∇C
[
nC(n · ∇)nA +KCA
]
= K
[
uA(n · ∇)nA
]
+ uA∇CKCA +O(1)
= K
[
uA(n · ∇)nA
]
+ uA∇CKCA +O(1)
= K
[
uA(n · ∇)nA
]
+ (u · ∇)K +O(1)
= 2(u · ∇)K +O(1)
(G.2)
In deriving equation (G.2) we have used the following identity
(n · ∇)nA = ΠCA
[∇CK
K
]
+O
(
1
D
)
(G.3)
Proof of (G.3)
∇AN2 = ∇A[(∇Bψ)(∇Bψ)]
⇒ 2N∇AN = 2(∇Bψ)(∇A∇Bψ)
⇒ N∇AN = (∇Bψ)(∇B∇Aψ)
⇒ N∇AN = NnB∇B(NnA)
⇒ ∇AN = (n · ∇)(NnA)
⇒ (n · ∇)nA = ΠCA
(∇CN
N
)
= ΠCA
[∇CK
K
]
+O
(
1
D
)
(G.4)
G.3 Proof of (B.33)
PCB∇2OC = PCB (∇2nC −∇2uC) (G.5)
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PCB∇2nC = PCB ∇D∇DnC
= PCB ∇D∇D
(∇Cψ
N
)
= PCB ∇D
(∇D∇Cψ
N
− 1
N2
(∇DN)(∇Cψ)
)
= PCB
(∇D∇C∇Dψ
N
− 2
N2
(∇DN)(∇D∇Cψ)
)
=
1
N
PCB
(
[∇D,∇C ]∇Dψ +∇C∇D∇Dψ
)
+O(1)
=
1
N
PCB
(
R¯ DDCE ∇Eψ +∇C∇D(NnD)
)
+O(1)
=
1
N
PCB∇C
(
nD∇DN +N∇DnD
)
+O(1)
= PCB
(
N∇C∇DnD
N
+
(∇CN)(∇DnD)
N
)
+O(1)
= PCB
(
∇CK + ∇CK
K
K
)
+O(1)
= 2PCB∇CK +O(1)
(G.6)
PCB (∇2uC) = PCB ∇D∇DuC
= PCB∇D
(
ΠEC ∇DuE + nCnE∇DuE
)
= PCB∇D
(
ΠEC ∇DuE
)
+O(1)
= PCB∇D
(
ΠEC Π
F
D ∇FuE +ΠEC nD(n · ∇)uE
)
+O(1)
= PCB∇D
(
ΠEC Π
F
D ∇FuE
)
+ PCBK(n · ∇)uC +O(1)
= PCBΠ
D
N∇N
(
ΠEC Π
F
D ∇FuE
)
+ PCB n
D(n · ∇)
(
ΠEC Π
F
D ∇FuE
)
+ PCBK(n · ∇)uC +O(1)
= PCBΠ
D
N∇N
(
ΠEC Π
F
D ∇FuE
)
+ PCBK(n · ∇)uC +O(1)
(G.7)
Adding(G.6) and (G.7) we get the expression for PCB∇2OC
PCB∇2OC = PCB [2∇CK −ΠDN∇N
(
ΠEC Π
F
D ∇FuE
)
−K(n · ∇)uC ] +O(1) (G.8)
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Now from our subsidiary condition,
PCB (O · ∇)OC = 0
⇒PCB (n · ∇)uC = PCB [(n · ∇)nC − (u · ∇)nC + (u · ∇)uC ]
(G.9)
Substituting (G.9) in (G.8) we get,
PCB∇2OC = PCB
{
2∇CK − ΠDN∇N
(
ΠEC Π
F
D ∇FuE
)
−K [(n · ∇)nC − (u · ∇)nC + (u · ∇)uC ]
}
+O(1)
= PCB
{
∇CK −ΠDN∇N
(
ΠEC Π
F
D ∇FuE
)
+K
[
uDKDC − (u · ∇)uC
]}
+O(1)
= PCB
{
∇CK − ∇˜2uC +K
[
uDKDC − (u · ∇)uC
]}
+O(1)
(G.10)
Where ∇˜ is defined in eq (B.22).
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