Introduction
Many researchers have studied modeling shapes of real world objects by scanning them using three dimensional digitizers such as laser range finders [5, 11, 3] and structured-light range finders [22] . For example, a major subject of research is the modeling of cultural heritage objects [12, 9] because they are seen to be candidates having the worthiest shapes and appearances for modeling.
3D modeling of the shape of an object is accomplished by following three steps:
1. Acquiring the range images (scanning).
Aligning the acquired range images from different
viewpoints (aligning).
Reconstructing a unified 3D mesh model (merging).
In the first step, a target object is observed from various viewpoints. In the second step, multiple range images are aligned into a common coordinate system using registration algorithms that establish point correspondences and minimize the total distance between those points; using, for example, feature-based [24, 10] , or Iterative Closest Point (ICP)-based [1, 29, 2, 14, 17, 18] methods. The third step is to merge multiple pre-aligned range images. Several approaches have been proposed; for example, mesh-based [25, 23] and volume-based [8, 4, 26, 19] methods. When aligning and merging multiple range images it is necessary to find corresponding points between them. There is some variation among the methods used. WithICPbased methods, the corresponding points are defined by the closest Euclidean distance [1, 29] , and the projection of the source point onto the destination mesh [2, 14, 17, 15] . If an Euclidean distance is used, it is equivalent to assuming that the error distribution of a range image is isotropic. However, the error distribution of an actual range finder does not seem isotropic. If the distance is computed by projecting the source point onto the destination mesh, the error is distributed on the line of projection. It seems plausible because the error distribution of a range finder is along the line of sight, especially for a laser range finder. However, as these methods find one-to-one correspondences, it is difficult to find a correct correspondence when the measurement error of a range finder is large, even if the initial position of range images is a sufficiently good guess.
The methods for merging range images also find corresponding points by using the closest Euclidean distance [25, 8, 26, 19] , and projecting a point onto a mesh [4] . For the same reason as in the case of aligning range images, it is difficult to find a correct correspondence when the measurement error of a range finder is large, and the assumption of the error distribution is far from the actual distribution. Some approaches that model the error distribution of the range measurement have been proposed. Okatani and Deguchi [16] proposed a method to align range images with an error model of range images and modeled it as a normal distribution along the line of sight. However, they deterministically computed the one-to-one corresponding points. Williams and Bennamoun [28] proposed a proba-bilistic method to align range images. Though they modeled the error distribution by a covariance matrix, they also used deterministic correspondences. Sagawa et al. [20] proposed a method to remove the noise in range images along the line of sight, but they did not simultaneously consider the error distribution of multiple range images.
If we assume that the error distribution of a range finder is along the line of sight, the noise of each pixel can be reduced by simple temporal averaging by obtaining multiple range images from the same viewpoint. However, it is not applicable in the case that the sensor or object moves when acquiring those range images. Our proposed method can be applied even if the sensor is moving, and only one range image is obtained for each view direction.
In this paper, we propose probabilistic methods to align and merge range images. We regard aligning range images as problems of finding optimal parameters of maximum likelihood. Our merging method finds a surface of maximum likelihood during the conversion from range images to a volumetric representation. Because we analyze the error distribution of a laser range finder, we simplify the model for the measurement error and using an anisotropic error model we propose algorithms for aligning and merging range images. In Section 2, we formulate the problems as maximum likelihood estimates. Then, we analyze the error distribution and propose practical algorithms in Section 3. We evaluate our method in Section 4 and finally summarize this paper in Section 5.
Probabilistic Method for Aligning and Merging Range Images
This section describes a method to align and merge range images based on a probabilistic framework. First, we define a probabilistic model of the error distribution of a range image that is obtained by a range finder. Next, we define the problems with the model of error distribution as follows:
• Aligning range images has the problem that estimates the parameters that have maximum likelihood.
• Merging range images has the problem that finds a surface that has a maximum likelihood.
Probabilistic Model of Error Distribution in Range Measurement
A range image is a set of 3D points acquired by a range finder and which are connected if their positions are close to each other [25] . Therefore, a range image is represented as a mesh model, consisting of vertices and patches. Because of the noise in range measurement, a 3D point in a range image has an error. Figure 1 shows an example where there are a true surface S and a observed range image A. x is a point of A. If x is a measurement of a point s of S, the probability is represented as a posterior probability P (x|s). If B is observed, the probability of S becomes P (S|B) = s P (s|B), and the probability that A is observed is P (A|S) =
be caused by all parts of S. Thus, we denote the posterior probability as P (x|S) and the probability of a whole range image A becomes
2.2. Aligning Range Images by Maximum Likelihood Estimation Figure 2 shows a situation where there are two range images A, B and a true surface S. Now, we consider the alignment of the range image A to B by changing the parameters of rotation R and by translation t of the range image A. In a probabilistic framework, the parameter is computed by maximizing the probability P (A|B; θ), where θ is a vector that represents the parameters R and t. P (A|B; θ) is computed as follows:
where Ω represents the scope of the shape of the true surface S.
Using the Expectation Maximization (EM) approach, the parameter θ that maximizes P (A|B; θ) is computed by estimating the following conditional expectation If S consists of n points s 1 
where L(s i |B) is the log likelihood log P (s i |S). Because
Since an actual range finder has a characteristic error distribution, we propose an algorithm to compute and maximize (5) based on the error distribution in Section 3.2.
Merging Range Images by Finding Surface of Maximum Likelihood
To merge range images, we compute a signed distance field (SDF) as an intermediate representation. Since it is an implicit representation, the merged surface becomes a set of points x that satisfies f (x) = 0, where f (x) is a signed distance at x. The implicit surface represented by a SDF is converted to a mesh model by the Marching Cubes algorithm [13] . In this section, we propose a method to merge range images by computing a signed distance f (x) of maximum likelihood from multiple range images. Figure 3 shows an example where there are two range images A, B, a true surface S and a point x. D i (x) is the distance from x to a point s i of S. The probability function for
where θ is the parameter of alignment. Thus, P (D(x) = d) is computed by taking average of all neighbor points as follows:
where N is the number of neighbor points.
Since the magnitude of a signed distance f (x) is computed as the distance from x to the nearest neighbor point of the surface [19] , then if s i is the nearest neighbor point, the other points, for example s k in Figure 3 , are farther than s i from x. Since the probability
the probability density function for |f (
By finding the maximum likelihood of P (|f (x)| = d), we determine the magnitude of the signed distance. Di(x) is the distance from x to a point si of a true surface S.
The remaining issue is to determine the sign of f (x). In [19] , the sign is determined by considering the angle between p − x and the normal vector n at p, if the nearest point is p. Namely, the sign of f (x) becomes positive if (p − x) · n < 0, and negative otherwise.
In our method, if the magnitude of f (x) is d, we determine the sign by computing a weighted sum of the probability:
where p is a point of the range images and sgn(a) is 1 if a < 0 and negative otherwise. Therefore, the sign of f (x) becomes sgn(W (x, d) ).
In this section, we explain our method for merging just two range images; however, it can easily be extended to cases of three or more range images.
Algorithm with Anisotropic Error Model
This section describes a practical algorithm to align and merge range images. Since it is difficult to compute the probabilities described in Section 2 for general probabilistic models, we first analyze the error distribution of an actual laser range finder and simplify the model of error distribution. Next, we propose algorithms based on the model.
Simplified Model of Anisotropic Error Distribution
Here, we used a Canesta DP200 [3] as the laser range finder to analyze the error distribution. As a preliminary experiment, we evaluated the error distribution of the sensor by observing a small object. Since it has a light source and a camera, it obtains a 2D range image by observing the reflected light. The position and size of the small object is adjusted so that it is projected within a pixel of the image. Figure 4 shows the results of the measurements. it can be assumed that a pixel is not affected by other pixels, which is reasonable if an object is in focus. It is equally reasonable to assume that the error exists only along the view direction. Figure 4(b) is the histogram of the number of measurements for a pixel along the line of sight. Since the distribution is similar to a normal distribution, we assume that it is a normal distribution N (d, σ
2 ), where d is the distance to the true surface and σ is the standard deviation. Since [21] analyzed for the standard deviation of the error, we use the result. Consequently, since we assume that the error only exists along the view direction, the model of error distribution is simplified to a 1D normal distribution. Though this error model is validated only for the Canesta DP200, it can be applied to other range finders, especially laser range finders. Figure 5 shows a situation where there are two range images A, B to be aligned and an assumed true surface S. If we assume the model of error distribution described in Section 3.1, a vertex x i of the range image A is a measurement of s i of the surface S, which is on the same line of sight of the range image A. The probability of x i becomes
Aligning Range Images
Meanwhile, the measurement of s i in the range image B is y i , which is on the same line of sight of B. The probability of y i is similar to (11) . Since 
In the maximization step of the EM algorithm, the estimated parameterθ becomes by Bayes's rulê
where we drop P (s i ), P (x i ) and P (y i ) because they are constant with respect to the parameters if we assume that there is no constraint on the shape of S.
To resolve (13), we compute the weighted sum of several samples of s i instead of computing the integral of s i as shown in Figure 6 . Since the error distribution is a normal distribution, it becomeŝ θ = arg θ min
where s i,j is a sample of s i and y i,j is the corresponding point of s i,j . The distribution of s i,j is given by user.
where
2 dt, and s j = x + t j v (v is the unit vector along the line of sight). Therefore, the EM algorithm iteratively minimizes the distance of the corresponding points. This is similar to the ICP-based methods, especially [14, 15] , which find corresponding points along the view direction. However, since they do not consider the error distribution, they use only the correspondence between x i and y i3 in the case of Figure 6 . Thus, our algorithm is the same as [15] for minimizing an energy function, but it uses a different energy function (14) . 
Merging Range Images
The next step is to merge range images. To find the maximum of the probability of P (|f (x)| = d), we create a histogram instead of computing the limit of the probability expressed in (9) . Our algorithm to compute the signed distance f (x) is as follows:
1. Find several neighbor points of range images whose distances from x are smaller than d min + 3σ, where d min is the distance to the nearest neighbor point and σ is the standard deviation of measurement. 3. Compute the sum and product of the probability function for all neighbor points:
Compute P (D
4. Find the bin b k that has the maximum value of
5. Interpolate the distance |f (x)| of the maximum probability by fitting a quadratic function to
6. The sign is determined by computing (10) for the bin b k .
To find the neighbor points, we use a k-d tree [7] to reduce the cost with a small modification to find points whose distances are within d min +3σ. Since other points of the range images farther than d min +3σ do not contribute to the probability P (D(x) = d k ), we omit them from the computation. The width of a bin is defined by the user because it is a trade-off between cost and accuracy. Since our algorithm is based on [19] , the position of x is determined by an octree; for details, please refer to [19] . Figure 7 shows an example 
of the probabilities
The remaining issue is how to compute P (
As shown in Figure 8 , we find the nearest point p for each patch of range images from x. A patch is usually a triangle that connects adjacent vertices. Though the point s of the true surface exists along the line of sight, since the nearest point p is interpolated inside of the patch, the distribution of the nearest point becomes smaller. In this paper, we simplify the computation of p by approximating the standard deviation of
where p = (1 + t)(p − x).
Experiments
We evaluate our method using synthetic data and real range images. First, we compare our aligning and merging methods with previous methods by using synthetic range images, to which noises are added along the line of sight. Second, we show that our method successfully creates a model of an object from noisy range images. 
Comparison by using Synthetic Range Images
We created one hundred synthetic range images by adding noise of normal distribution to a mesh model from ten different viewpoints. Figure 9 shows an original mesh model and three examples of slices of synthetic range images in the xz-plane. The original model consists of two planes, which are perpendicular to the xz-plane. In this case, the standard deviation of noise is 0.05 while the width of a original mesh model is 1.0 and the interval between the vertices is 0.025. The maximum difference between viewing angles is 90 degrees.
Aligning Range Images
We estimate the robustness of the alignment with respect to the initial parameters by comparing our method with one of the previous methods [15] , which finds corresponding points along the align of sight of one of range images. Since the original mesh model consists of two planes, it has ambiguity if we align the models. Thus, we estimate the error of the alignment results by comparing the difference of translation along the x-and z-axes and the view direction from the ground truth. We align two range images starting with various initial positions. The offsets from the ground truth are uniformly distributed within [−0.25, 0.25] along each axis. Table 1 shows the robustness of the estimated parameters. X-std. and Z-std. are the standard deviations of translation along the x-and z-axes. RMS is the root-mean-square distance from the ground truth. Dir. is the difference of the viewing directions from the ground truth in degrees. Since our method has smaller standard deviation and errors than [15] , our method can estimate the parameters robustly with respect to the variation of the initial parameters.
Merging Range Images
To test the proposed merging algorithm, we merge two range images that are acquired from different viewpoints. The positions of the input range images are at the ground truth. Figure 10 shows two examples of the results of merging by the proposed method (red line) and a previous The red line indicates the results of the proposed method and the blue line indicates the results of the previous method [19] .
method [19] (blue line), which uses the average Euclidean distance to the nearest points. To estimate the error of the merged mesh model, we compute the offset from the original model along the z-axis of the vertices. The RMS error of the input range images is 0.0402. We test ten times for each algorithm; the RMS error of the result of our method becomes 0.0268, while that of the previous method is 0.0293. Our method obtains a better result than the previous method and reduced the noise to 66% of the input range images.
Aligning and Merging Real Range Images
Next, we align and merge real range images captured by the Canesta DP200, which obtains range images at 30 frames/sec, but is less accurate than other slower laser range finders. The standard deviation is 8mm along the line of sight if an object is at about 1m from the sensor. We sequentially captured 72 range images of an object shown in Figure  11 from various directions by rotating it on a turntable. Figure 12 shows one of the range images. From the top view, we can see that the range image contains large noise compared to the object size, which is about 420mm wide.
We sequentially aligned the range images by pairwise registration. The images are aligned automatically by setting the initial parameter of rotation and translation to be the same as the aligned result of the previous frame. Figure 13 shows the estimated sensor position and viewing direction. Because the result of our method (red line) becomes an accurate circle, our method successfully aligned the range images while the result of the previous method [15] (blue line) collapsed during registration. Though the shape of the object can be recognized from them, it is represented as a cloud of points or meshes. By applying our merging method to the range images, we construct a SDF. In Figure 14 (b) the red lines are a slice of the mesh model extracted from the SDF. By comparing the merged model by the previous method [19] (blue lines), our method reduces the noise in the merged model. Figure 15(b) is the result of merging range images. Since our method does not assume any prior model of the object, the mesh model is not smooth. After smoothing the SDF by a mean filter, a smooth mesh model is extracted as shown in Figure  15 (c).
Conclusion
This paper proposed a probabilistic method of aligning and merging range images. We formulated the issues involved as maximum likelihood estimates. By examining the error distribution of a range finder, we modeled it as a normal distribution along the line of sight. For aligning range images our method estimates the parameters based on the EM approach. By assuming an error model, the algorithm is implemented as an extension of an ICP-based method. For merging range images, our method computes the signed distances by finding the distances of maximum likelihood, and successfully reduced the sensor noise. Since our proposed method uses multiple correspondences for each vertex of range images, the errors after aligning and merging range images are less than those of earlier methods that use one-to-one correspondences. In this paper, we do not assume any prior model of the shape of a true surface. Thus, the resulting surface of merging may not be smooth, as was shown in the results. Earlier models have also been introduced during the reconstruction of 3D models [27, 6] . In future work we intend to incorporate a prior model of the surface into our framework to generate a smooth surface. 
