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Abstract 
Stahl, S., Region distributions of some small diameter graphs, Discrete Mathematics 89 (1991) 
281-299. 
Let G be a graph with a vertex u such that V(G) - {u} induces either a forest or a cycle. It is 
shown that the region distribution of G is approximately proportional to the Stirling numbers 
of the first kind. 
1. Introduction 
There is currently a considerable amount of interest in the genus distribution of 
individual graphs. This distribution gc(k) describes the number of embeddings of 
a given graph G on the closed orientable surface of genus k. For reasons that will 
become clear later the author prefers to work in terms of the region distribution 
r,(k) of the graph G which counts the number of orientable embeddings of the 
graph G that have k regions. It is clear that the genus and region distributions are 
closely related. In fact, it follows from the Euler-Poincare formula that if G is a 
connected graph with p vertices and q edges then 
gc(k) = ~~(2 - 2k -p + q). 
Generating functions for the genus and region distributions of several infinite 
families are now known. These families fall into two classes that can be informally 
described in terms of the lengths of the diameters of their members. The reader is 
referred to [15] for a summary of the known results about several families of 
‘long’ graphs. This article, on the other hand, is concerned with some families of 
graphs of ‘small’ diameter. The first results along these lines were obtained by 
Gross, Robbins, and Tucker [4] who observed that certain generating functions 
derived by Jackson [8] for the purpose of enumerating some classes of 
permutations also described the genus distribution of the bouquets of circles, i.e., 
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graphs that have a single vertex. They also used results of [S] to show that these 
genus distributions are in fact unimodal. In fact, Gross, Robbins, and Tucker 
conjecture that every graph has a unimodal genus distributions. The author [12] 
then proved that the region distribution of the bouquet is approximately 
proportional to the (absolute values) of the Stirling numbers of the first kind and 
that its mean and variance are approximately equal to ln2q. The author 
conjectures that the same is true for almost all graphs. Rieper [lo] has shown that 
the region distribution of the dipole (two vertices connected by q edges) is exactly 
proportional to the above Stirling numbers. He has also informed the author that 
his result can be extended to larger families of graphs wherein one external vertex 
is joined by multiedges to an empty graph. All of these results concerning small 
diameter graphs make very strong use of the characters of the symmetric group, 
and the reader may find [6, pp. l-2141 and [9, pp. l-641 helpful in this context. 
The techniques employed in the investigation of the aforementioned long graphs 
are completely different. 
This article is essentially a continuation of [12] in which were obtained some 
asymptotic estimates on the region distribution of the bouquet consisting of n 
loops and one vertex. The tools developed there are combined here with the 
concept of a permutation-partition pair [13-141 to greatly extend their ap- 
plicability. The author’s conjectures regarding the Stirling-like nature of the 
region distribution and the logarithmic nature of its average and variance are here 
verified for wheels and graphs obtained by joining some of the vertices of a forest 
to an exterior vertex with an arbitrary number of (multi) edges. In the process of 
these investigations the author was able to simplify some of the proofs of [12] and 
to eliminate their dependence on the sophisticated counting techniques of [S] and 
on the unimodality theorem of [4]. The dependence on the characters of the 
symmetric group has not yet been eliminated. 
The remainder of this section is devoted to the statements of some facts 
regarding Stirling numbers that are either well known or else their proof appears 
in [12]. Section 2 is of a purely algebraic nature and is concerned with the 
estimation of some sums of products of class multiplication coefficients. These 
estimates are applied in Section 3 to the derivation of the main results of this 
paper. 
The composition of permutations in this article is to be read from left to right 
and the number of orbits (cyclic factors) of a permutation 1~, is denoted by 11~11. 
By Stirling numbers we shall mean the absolute values of the Stirling numbers of 
the first kind, which satisfy the following recursion: 
s(n, k) = s(n - 1, k - 1) + (n - l)s(n - 1, k) 
s(n, 0) = ~(0, k) = 0, except ~(0, 0) = 1. 
We now list a number of facts about these Stirling numbers. 
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Lemma 1.1. The number of permutations of n objects that have exactly k orbits is 
s(n, k). 
Proof. See [3]. 0 
Lemma 1.2. The following inequalities hold for the Stirling numbers: 
(4 
s(n, k) 
s(n, k - 1) 
a2(n-k+1) forn>k>2 
n(k-1) _- _ ’ 
(b) (T)s(n - 2k2 2,k-2)<gs(n,k) forna4,3ckcn+1. 
2 
(c) (i)s(n-2,k-l)sys(n,k) forna4,2Sk<i+l. 
Proof. See [12, Lemmas 3.2-41. 0 
Set 
I&=1+;+.. .+1 
n’ 
1(2)=1+$+$+.. .+A, 
n 
5(2)=1+$+$+.... 
The number H,, is clearly a harmonic number whereas the notations c(2), cn((2) 
were borrowed from the classical zeta function. 
Lemma 1.3. For j = 1, 2, let 
ap=- f, z: (2kYs(n, 2k) 
b:’ = -$ ‘2’ (2k - l)‘s(n, 2k - 1). 
. k=l 
Then : 
(1) lim,,, [a?’ - H,J = 0 (j = 1, 2), 
(2) lim,,, [by’ -H, - Hz + C(2)] = 0 (j = 1, 2). 
Proof. See [12, Lemma 3.61. cl 
Lemma 1.4. For each integer i 2 0 and each real number E > 0 there is an integer 
ni(e) such that 
-$ k$I k’s(n, k) c (1 + &)ln’n for n 2 ni(E). 
Proof. See [12, Lemma 3.71. 17 
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Lemma 1.5. For each integer j 2 0, 
lim 14i s(n, {n’}) = 0. 
,-+mn! 
Proof. See [12, Lemma 3.81. 0 
2. Sums of class multiplication coefficients 
Let (qlJl~lf!J2~. * *s r,!~~) be a partition of n. We denote by C,,, its correspond- 
ing conjugacy class in the symmetric group S,,. In particular, C,,, consists of all 
the cyclic permutations of S,,. The symbol fr denotes the number of all 
permutations with k orbits (cyclic factors) that can be expressed as the 
composition of some fixed permutation z E C, with a cyclic permutation of 
(lJ2,. . *, n}. In other words, letting ]]u]] denote the number of orbits of o, for 
any 7r l C, 
f,$‘= I{ac S, 1 u E noC(,,) and Ilo]] = k}l. 
It is well known that f 2 is independent of the choice of it. These numbers are of 
course proportional to the e$ defined in [8]. Theorem 4.5 of this latter reference 
actually displays a generating function for the ef, and hence ft may be 
considered as known. Nevertheless, the asymptotics of fr are of interest to 
topological graph theorists and are nontrivial. This section is devoted to the 
derivation of these asymptotic estimates. Their calculation employs various 
characters of the Symmetric Group. Unless otherwise stated the reader may 
assume that the given values can be derived in a straightforward manner by the 
employment of Young’s tableaux [6, 91. 
If we let cclyl denote the class multiplication coefficients [6, 91 defined by 
then 
L,et the partition (1, 1, . . . , 1, n - i) be abbreviated to 
xl ) = (-l)i if t = (li, n -i), i =O, 1, 2, . . . 
n I 0 otherwise 
(li, n - i). Since 
,n-I, 
and 
n-l x{$-i) = i ( > 
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we now have 
ff = $ & ng; (-l),(n ; l)-‘x$‘.-i’xp.‘-i’ ]C,]. (2.1) 
J.tn 
Lemma 2.1. For every class A= (il,cA,~ * *. <A,) of S,,, and i = 
0, 1, 2, . , . ) II - 1. 
Proof. See [12, Theorem 2.21. Cl 
Lemma2.2. Zf qY=(qls&S.. * C q,) is a partition of n such that ?$I > 2, then 
Ix$‘~~+I C ( ‘n;lT2y ‘> (i = 0, 1, . . . , 12 - 1). 
Proof. When r = 1, x$‘+-‘) is 0 or f 1 and the lemma is easily verified. It may 
therefore be assumed now that r > 1. It follows from the Murnaghan-Nakayama 
recursion [12, Theorem 2.21 that 
xv 
(l’,n-0 _ (l’,n-VI-i) _ -1 VI 
- XV{,) 
( ) X$l;T,n-i) (2.2) 
when X(l’,n--x) is understood to vanish if either x < 0 or x 3 n and qtl) = (& 6 
ly,S.’ - 6 &). This enables us to proceed by induction on n. 
If n = 1, the lemma is obvious. Assuming it to hold for all m <It, recursion 
(2.2) yields 
]X$‘9n--i)l 6 Ix$l+;-Vl-91 + Ix$;;Fvls~-Ol 
{(n-W/2) -1 W-N/2) -1 
[i/2] [(i - W/21 > 
-(‘“~t~2,‘)+(~~~~~~~l). 
However, for i 6 {n/2} - 1 it is easily verified that 
and hence 
Consequently, by (2.3) and (2.4) 
(2.3) 
(2.4) 
lXp-i)l s ( [i,2l {“‘2’_2)+(~~~~~~)=(‘“r,:‘,,‘). 
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On the other hand, for i 3 {n/2} we have n -i - 1 <it - {n/2} - 1 c {n/2} - 1. 
Hence, by the conjugacy relation [6] and the preceding argument, 
IX’W’ ‘,n-01 = lx 
{n/2) - 1 
$"-+l)l s ([(n _ i _ 1),21 > 
( {n/2) - 1 = {n/2} - 1 - [(n - i - 1)/2] )+‘“i,:i;l) 
with the last inequality following from the observation that in this range 
[ 1 if)-l +]<{;}+[“-f-‘]. 0 
The following two lemmas contain bounds for two portions of 
sum (2.1). 
Lemma 2.3. Zf T/J, A t n with n 2 8, q = (I@~ s I+!J~ s . . . s qr), 
(l”‘, 2Q, . . .), and 11A11 sni, then: 
the character 
r/522, A= 
(b) c C 
Illll=k i=1.2.n-2.n-3 
sn 
Proof. It follows from the conjugacy relation for the characters of the symmetric 
group that 
z: (” - ‘1 
-1 
i IX’W’ 
A,n-i)Xil’.n-i)l = 2 ““~~ (” i ‘)’ jx$‘.~-Ox~‘.fi-i)l + e 
where 
if n is even, 
Set /3 = [nil. By Lemmas 2.1 and 2.2, for 3 c i =S p/2, 
Since in this range $i+2/@i c 1 it follows that 
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- - 
~ P”(B l)(P 2) 4 [ (n - 2,‘(n - 3) + (n - 2;(n - 4) 1 
G n(2n 7) - 1 
4(n - 2)(n - 3)(n - 4) <i. 
For p/2 < i S [(n - 2)/2], 
n-l -l ( > i 1X$ ‘,n-i)Xll’,n-i) < I. (” ; ‘)_‘( ‘n;ly2, ysp. 
Since in this range pj+J@ G 1 it follows that 
where y is the largest even integer not exceeding p/2. Setting S = y/2 we then 
conclude by an application of Stirling’s Formula, that 
An application of Lemmas 2.1, 2 allows us to conclude directly that for odd n 
E = ( (nn_-l;,2)-1 Ix* 
(l~“-‘~~,(n+l)12)X~~“-‘~“,(n+l)~)~ <z ) 
and so (a) is now verified. Turning to (b) we note that 
x~l.“-l) = 
aI - 1 and X~1z~n-2) = - cu,. 
Since ql 2 2, we also have 
IX~~“+)l G 1 for i = 1, 2, 12 - 2, Iz - 3. 
Hence 
IlA(l=k i=l,2,n-2,n-3 
(” ; I)-’ Ix$‘.“-i’xy’“-“I . IC,l 
Akn 
+ a2 + 1 ) IC,l efA. 
Ah 
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A < W, k) .- 
n-l 
If k>2, then 
c 
11J.11 =k
(“;> ICAl = ,,A;k(9’) 1”‘. a,! $2. cu,! . . . 
atn 
(n - 2)! = 
= 0 ; c ICPI llcll=k-2 
where C, varies over the classes of S,_,. Consequently, by 
,,& (“2’) IcAl G (‘I) 
s(n-2, k-2)+(n, k). 
Irn 
[12, Lemma 1.2b], 
A similar argument allows us to conclude that if C, again varies over the classes 
of S,,_2, then 
c eIGl= ; 
IlU =k 0 
,,p,~k_l ICPI = (;)e - 27 r - 1) 
Ah ptn-1 
k+3 
s4s(n, k). 
Since 
,,zEk I * IcAi = Sh k) 
Atn 
we now conclude that for k > 2, 
2 2k2 k+3 
As- 
n-1 9+ 
4+ 1 s(n, k), 
I 
and hence, for all k = 1,2, . . . , [n’] 
,,zk k=l ,z, n_-3 (” ; ‘)-’ k?i’n-i)X?“-i)l  IcAl 
,I * 
AtI4 
+$(n, k). Cl 
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Theorem 2.4. Whenever q!~ F n, I,!J~ 3 2, n 3 8 and 1 s k s ni 
,,=[-[I+$] ifnfk+llWll(mod2), 
lo ifn=k+ lltpll (mod2). 
Proof. We introduce the abbreviations a = b for a = b (mod 2) and 
and note that it follows from the conjugacy relation that ff = 0 whenever 
n =k + III,!JII. We now assume that n $ k + ~~?+!J~~. Thus (2.1) becomes 
Since 
,,& i=~_lAh 6 VT A) = 2 c 1. IGI = Wn, k), 
IIU =k 
AtI4 Ah 
it follows from Lemma 2.3 that 
f {b(n, k) +$s(n, k) +%s(n, k)) 
Lffrf[a(n, k)-$s(n, k)-zs(n, k)), 
or 
fp=2y(l+9p). q 
While this approximation only holds for k 6 nf, the quantities f r for k > nl are 
so (relatively) small that is now possible to obtain a good estimate of the average 
value off f. For any partition I/I of n, set 
-!-- i: kff, ” = (n - l)! kzl o$= 
Theorem 2.5. The following limits hold: 
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Proof. For any I/J tn, and j = 1, 2, set 
Then pV = A4$jn and c? = M’,2) - & Setting /I = [nil, and stipulating that in the 
sums below k f n + 11 qyi, we get from Theorem 2.4 
+ i & W2)k24n, k)+ kz$+l k’ff}. 
But, by Lemma 1.3, 
and by Lemma 1.5, 
lim 2 i kjs(n, k) = 0, 
n-m n! k++~ 
and 
0 G i k$I O(k*)s(n, k) s F $I k4s(n, k) + 0. 
Finally, note that fr counts all permutations with k orbits that can be factored in 
a certain way, whereas s(n, k) counts all the permutations with k orbits. Hence, 
clearly f r s s(n, k), and so, 
The theorem now follows immediately. 0 
The following fact was noted and proved in [lo]. It will prove useful in Section 
3. 
Lemma 2.6. 
2s(n+l, k) . 
fp = n(n + 1) 
lfnEk(mod2) 
0 otherwise. 
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By a graph we mean what is commonly known as a pseudograph, i.e., loops 
and multiple edges are permitted. The reader is referred to [5, 7, 161 for the 
definition of common terms. We define an orientable embedding of a discon- 
nected graph as the disjoint union of embeddings of its components. Thus if a 
forest has c components then any planar embedding of it consists of planar 
embeddings of its c components, each of which is embedded in its own plane. 
To each graph G we assign a pair (PC, II,) where PC is a fixed point free 
involution and & a partition, both having the same underlying set S,. This is 
done in the following manner. Replace each edge e of G with two oppositely 
oriented arcs (directed edges), labelled a, and b,, so that G is converted into a 
symmetric digraph DG. Then 
SG = etUG, {a,, be), PC = n (a,, 0, rr, = {n, (u E V(G)), 
eeE(G) 
where each member & of n, consists of all the arcs emanating from U. We shall 
in general relabel the set of arcs of DC; so that 
PC = (12)(3 4) . . . (2q - 12q) 
where q is the number of edges of G. Fig. 1 contains an illustration whose 
underlying graph G is K,. 
It will be convenient to extend the notion of a graph to that of a singular graph, 
the singular edges having only one end vertex. These have proven very useful in 
the Ringel-Youngs resolution of the Heawood Conjecture [ll] and elsewhere. 
When the above transformation is applied to a singular graph G, singular edges 
are represented by singleton orbits in PC, so that the latter is still an involution, 
but it is no longer necessarily free of fixed points. Fig. 2 contains an illustration in 
which the underlying singular graph G consists of a copy of K3 to some of whose 
vertices one or two singular edges have been added. 
A permutation-partition pair (P, II) consists of an arbitrary permutation P of 
an underlying set S, and a partition 17 of the same set S. These were introduced 
in [13-141 and again in a geometrical form in [l-2] and have proved very useful. 
1 2 
8 9 12 
IZI 
3 
11 10 
7 4 
6 5 
Fig. 1. P = (12)(3 4)(5 6)(7 8)(9 lO)(ll 12), I7 = ((1, 8, 9}, {6, 11, 7}, (4, 10, S}, (2, 12, 3)). 
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Fig. 2. P=(12)(34)(56)(7)(8)(9)(10)(11) IZ= {{1,6, S}, {2,3,7}, (4, 5,9, 10, ll}}. 
While familiarity with them is not required for an understanding of the 
subsequent considerations, they do indeed underlie them. 
If II = {a} is one of the above partitions, we shall say that the permutation 9 
of the same underlying set S conforms with 17if each 17, E IIis an orbit of 9. This 
will be denoted by 9 E S(m. Each oriented 2-cell embedding of the graph G 
determines a corresponding 9 ES(&) wherein the cyclic factor of 3 that 
corresponds to 17, is defined by the counterclockwise sense at the vertex v on the 
ambient surface of the embedding. Two embeddings of G are considered to be 
the same if they define the same permutation S? ES(&). Figs 3 and 4 contain 
illustrations. Note that the embeddings of a singular graph G can be described as 
follows. Let H be the graph obtained from G by deleting all of the latter’s 
singular edges. Then from each embedding of H we obtain an embedding of G by 
simply drawing each singular edge of G in some region of H. 
For any graph G, let U be a set of vertices and let aU denote the set of arcs of 
DG that are directed from U to G - U, i.e., 
dU = {[u, v] 1 u E U, v E V(G) - U}. 
We denote by GU the singular graph that consists of the subgraph of G induced 
Fig. 3. A toroidal embedding of K4. P = (12)(3 4)(5 6)(7 8)(9 lO)(ll 12), 
9 = (18 9)(2 12 3)(4 5 10)(6 7 11). 
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11 
6 
Fig. 4. A plane embedding of a singular graph. P = (12)(3 4)(5 6)(7)(8)(9)(10)(11), 
S = (16 8)(2 7 3)(5 10 119 4). 
by U together with the singular arcs that constitute dU. Every orientable 
embedding of G induces an orientable embedding of GU such that if u is any 
vertex in U, then the cyclic orderings of the arcs of DGu induced by the 
embeddings of G and of Go are consistent. An illustration of this appears in Fig. 
.5a and 5b. It is clear that if (P,, Z&), with SG E S(T&), is the pair of 
permutations that describes the given embedding of G, then the pair (P,,, L&J 
that describes the induced embedding of GU is obtained from the former by 
deleting the arcs not in GU from the disjoint cycle factorizations of both PC and 
2 G. 
Every embedding of such a singular graph GU in its turn induces a permutation 
of dU. If we abbreviate this embedding (PC,, %?&) as R, then the induced 
permutation of dU is denoted by Int(R, U) and is defined as follows. For each arc 
a e dU set 
a0 = as2, ) ai = af-lPGu~Gu for i = 1, 2, . . . , 
m = min{i 1 i > 0, aj e au}, a Int(R, U) = a,. 
In other words, the permutation Int(R, U) is obtained by reversing the arcs of &!J 
and then finding the next arc of dU that lies on the boundary of the same region. 
a b 
F--f 
Fig. Sa. Plane embedding of G. Fig. Sb. Induced embedding of 
{a, b, c). 
G, with lJ = 
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Note that the portion of the boundary of the region in question from a to 
a Int(R, U) lies in Gu, hence the terminology ‘Int’ which is short for interior. 
Dually we define 
Ext(R, U) = PoInt(R, V(G) - U)oP 
and observe that Ext(R, II) is also a permutation of au, except that the portion 
of the boundary of the region between a and a Ext(R, U) lies in V(G) - U, hence 
‘Ext’ which is short for exterior. Fig. 6 contains an appropriate example and [13] 
contains a formal proof of the fact that both Int(R, U) and Ext(R, U) are indeed 
permutations of dU. We restate Theorem 17 of the same reference. 
Theorem 3.1. If R = (P, 9) is the pair of permutations describing some orientuble 
embedding of a graph G, and U 5 V(G), then the number of regions of this 
embedding that contain arcs in dU is 
IIExt(R, U)oInt(R, U)ll. 
In both the subsequent applications of this theorem, the set U consists of a 
singleton {u}. In that case Int(R, {u}), regardless of the embedding R, is a cyclic 
permutation. In the applications given in [13-141, wherein U = {ul, u2, . . . , uk} 
was an independent set of vertices, Int(R, U) consisted of a permutation 
~=~l~~~Q*. o Sk wherein each Si is a cyclic permutation of the arcs of a17 that 
emanate from Ui. 
For any graph G and every positive integer k we denote by r,(k) the number 
of orientable 2-cell embeddings of G that have exactly k regions. The function r, 
is called the region distribution of G. The average pG and the variance o$ of the 
region distribution are 
PG = [r& 6% v - lo!]-’ il kr&h 
0% = [ IFIr, (deg v- 1~~’ zl (k - ,k)‘rG(k). , 
Fig. 6. U = {a, b, c), iW = {l, 2, 3,4}, Int(R, CJ) = (12 3 4), Ext(R, u) = (I 4 3 2). 
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In this section estimates are obtained for r,(k) for two infinite families of graphs 
and relatively small values of k. It is then shown that these estimates are close 
enough to obtain the limiting values of the corresponding pG and a$. 
A graph G is said to be a vertex-forest multijoin if there is a vertex u of G such 
that G has no loops at U, and G - {v} is a forest F. If the components of F are 
the trees {T}f=i, we may assume that they are Labelled so that G has Ai 
multiedges from u to 7; for each i = 1, 2, . . . , t, and that 
2~&<&~-..6& and 0~J.s+l,As+2,...,At~1 forsomel<ssr. 
We shall say that the above vertex-forest multijoin has type (A,, AZ, . . . , A,) and 
strength n where 
n = A* + j12 +. * * + A,. 
An example appears in Fig. 7. 
Theorem 3.2. Let +?,, denote the family of all vertex-forest multijoins of strength n. 
Then 
lim sup (pG - H,) = 0, 
n-m GEYZ~ 
lim sup (a& - H, - H2, + c(2)) = 0. 
n-m GE%,, 
Proof. Suppose u and F are a vertex and a forest whose multijoin forms a graph 
G E 9&. 
Both U = {u} and F are acyclic and so neither can contain the complete 
boundary of any region of any embedding R of G. Hence, by Theorem 3.1 
IlExt(R, u) o Int(R, u)ll 
accounts for all the orbits of R. Consequently 
r,(k) = J{R = (P, 2) ) JJExt(R, U)oInt(R, U)ll = k}J. 
Now, for each embedding R = (P, 22) of G, Int(R, U) is a cyclic permutation 
and Ext(R, U) is a permutation that belongs to some fixed conjugacy class C, of 
Fig. 7. A vertex-forest multijoin of type (2,2,3) and strength 7. 
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the symmetric group S,. If we let a denote the number of embeddings of the 
singular graph GF, then 
r,(k) = afi. 
The statements regarding pG and C& follow immediately from Theorem 2.4. Cl 
Rieper [lo] showed that the region distribution of a dipole (the multijoin of a 
vertex with another vertex) is proportional to the Stirling numbers. From the 
proof of Theorem 3.2 it follows that r,(k) =fp) for the n-edge dipole G and 
hence these numbers are given by Lemma 2.6. In a private communication 
Rieper also asserted that the same holds for a larger class of vertex-forest 
multijoins. 
The n-wheel W,, consists of the graph formed by joining each vertex of the 
n-cycle ul, u2, . . . , u,, 4, to an external vertex u by means of one edge. We 
shall refer to the defining cycle as the rim of the wheel and to u as its center. 
Theorem 3.3. Let W,, be the n-wheel. Then, for 1 <k s ni, 
r,“(k) = n 
{ 
C[I+~] ifnfk(mod2) 
0 ifn=k(mod2), 
lim (pwn - H,) = 0, 
n--r- 
and 
lim (c&” - ZYZ, - Hi + g(2)) = 0. 
?I-- 
Proof. Let u denote the center of the wheel W, and set U = {u}. If R = (P, 22) is 
an orientable embedding of W, in which the rim of W, is in fact the boundary of a 
region F, then in the vicinity of the rim the embedding must agree with one of the 
two illustrations in Fig. 8. In either case Ext(R, U) is necessarily a cyclic 
permutation of dU. Since U consists of a single vertex, Int(R, U) is also 
necessarily a cyclic permutation of dU. Hence the contribution that embeddings 
Fig. 8. 
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Fig. 9. 
of this type make to r,“(k) is 2f$!!r. The subscript of k - 1 is necessitated by the 
fact that the aforementioned F also constitutes a region of the embedding; the 
only one, in fact, that contains no arcs in 317. 
On the other hand, if an embedding R = (P, 2) of W, is such that its rim 
bounds no region, then Ext(R, 17) has two cyclic factors, each of which 
corresponds to one of the (local) sides of the rim. For example, in the toroidal 
embedding of W, drawn in Fig. 9, the Ext(R, U) = (5 4 3 1)(2 6). Note that each 
cyclic factor of Ext(R, U) must be consistent with the cyclic order (12 - . . n) and 
so for distinct embeddings R and R’, Ext(R, U) = Ext(R’, U) if and only the 
bipartitions they induce on the (1, 2, . . . , n} are the same. Hence embeddings of 
this type make a contribution of 
to r,“(k); in other words, 
r,“(k) = 2f p!l + ngl ( ” )f im,n-m? 
m=l m 
The value of fpJknll is given by Lemma 2.6 and the second summand will be 
estimated by means similar to those used in proving Theorem 2.4. By 2.1, 
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We now examine various portions of the above double sum. In the range 
3<iCn-4, x$$Tc)= 0 for m = 1, n - 1 and so 
,,gk z: (” T ‘)-‘(-l)‘xi’.:,“‘,xj.l’,~.” IC,( = 0 form = 1, IZ - 1 
?.rn 
For m # 1, 12 - 1, Lemma 2.3a is applicable and so 
Turning to the range i = 1,2,n - 3, II - 2 the double sum again vanishes for 
m = 1, n - 1 for the same reason as above. For m # 1, n - 1, Lemma 2.3b yields: 
Finally, for i = 0, n - 1 
,,& ,_z_, (” ; l)-‘(-l)ixl~~“‘,xp.~~-i) ICAI = 2s(n, k). 
Summarizing the above we have 
We know, by Lemma 2.6 that 
fp!, = 
2s(n + 1, k - 1) 
n(n + 1) 
and so 
r,“(k) = 
4s(n + 1, k - 1) 
n(n + 1) 
+ ‘!gl (n) 2”‘; k) (1 I “‘,“‘) 
m=~ m 
= 2”+% k) 1 + 
n t 
However, it follows from Lemma 1.2 that 
s(n + 1, k - 1) = s(n, k - 2) + ns(n, k - 1) 
s(n, k) 0, k) 
n(k - 2) n(k - 1) n(k - 1) < 2n-1 
c2(n-k+2)‘2(n-k+1)fn2(n-k+1) ’ 
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and so 
The evaluations of pw, and g”w, are accomplished in the same manner as was done 
in the proof of Theorem 2.5 and the details are omitted. 0 
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