Metaheurísticas aplicadas a la resolución del problema de ensamblado de fragmentos de ADN by Minetti, Gabriela F. et al.
Metaheur´ısticas aplicadas a la resolucio´n del problema de
ensamblado de fragmentos de ADN
Gabriela Minetti
Laboratorio de Investigacio´n en Sistemas Inteligentes




Universidad Nacional de San Luis
Argentina
legui@unsl.edu.ar
Enrique Alba - Gabriel Luque





En las u´ltimas de´cadas, importantes avances en la biolog´ıa molecular y en la tecnolog´ıa
gene´tica subyacente, han provocado un crecimiento inconmensurable en el volumen y variedad
de informacio´n generada por una vasta comunidad cient´ıfica. Por ejemplo, el secuenciamiento
gene´tico (genome and proteome sequences, en Ingle´s), la identificacio´n de genes (gene identifica-
tion), la identificacio´n del perfil de la expresio´n gene´tica (gene expression profiling) entre otras
a´reas gene´ticas, marcaron y marcan la necesidad de involucrar el conocimento de expertos per-
tenecientes a otras ciencias tales como las matema´ticas, las ciencias de la computacio´n, la f´ısica
y la biolog´ıa, a los efectos obtener mejores resultados y en menos tiempo. La bioinforma´tica
es, entonces, un campo interdisciplinar dedicado a desarrollar te´cnicas que permitan: analizar
secuencias gene´ticas, identificar y predecir estructuras moleculares, extraer caracter´ısitcas de
microarrays de datos, etc.
El conjunto de te´cnicas en bioinforma´tica utilizadas en las distintas a´reas de la biolog´ıa es
extenso y de componentes heteroge´neos. Podemos distinguir dos grandes grupos de te´cnicas
algor´ıtmicas. Uno de ellos esta´ conformado por algoritmos especialmente disen˜ados para un uso
bioinforma´tico espec´ıfico. Por otro lado, el segundo subconjunto esta´ formado por metaheur´ısti-
cas y te´cnicas modernas; las cuales pueden aplicarse en diferentes campos.
En el primer caso los algoritmos han sido disen˜ados y modelados espec´ıficamente para ma-
nejar informacio´n biolo´gica. Es el caso de herramientas como: CAP3 [1], CLUSTALW-pairwise
y CLUSTAL-MSA [2], FASTA [3, 4], BLAST y sus variantes [5, 6], Vector de momentos de
composicio´n [7], Modelado de la dina´mica molecular [8], IRAP [9], entre otras.
En el segundo caso, las te´cnicas algor´ıtmicas pertenecientes a la inteligencia computacional,
han sido intensamente usadas en difirentes campos y se han adaptado a muchos usos bioin-
forma´ticos. La razo´n es que pueden resolver problemas de muy alta dimensio´n con fuertes res-
tricciones de manera eficiente. Ejemplos de esto son: las redes neuronales artificiales (Artificial
Neural Networks, ANNs) [10, 11, 12, 13, 14], los algoritmos evolutivos (Evolutionary Algorithms,
EAs) [15, 16, 17, 18, 19, 20], los me´todos de Montecarlo guiado (MC ) [21, 22, 23, 24], los Op-
timizacio´n Basada en el Comportamiento de Colonias de Hormigas (Ant Colony Optimization,
ACO) [25]. Todas ellas son metaheur´ısticas (resolutores con estructura interna y bu´squeda no
exhaustiva guiada) que se usan en diferentes campos tales como: sistemas industriales, disen˜o
en ingenier´ıa, log´ıstica, comunicaciones, etc. Aunque este tipo de algoritmos tiene un uso ma´s
generalizado, resultan eficaces y eficientes cuando la complejidad del problema y su respecti-
vo espacio de soluciones son extensos o crecen continuamente. Esta es una caracter´ıstica muy
importante y extremadamente necesaria a la hora de manipular enormes cantidades de informa-
cio´n biolo´gica. Adema´s, dichas te´cnicas no necesitan contar con datos precisos y completos para
obtener ma´s informacio´n (o soluciones) y de muy buena calidad. Por otro lado, estas te´cnicas
inteligentes no son exhaustivas ni determin´ısticas. Estas caracter´ısticas reducen considerable-
mente el esfuerzo computacional empleado y pueden producir resultados mu´ltiples para una
misma situacio´n. Adema´s estas metaheur´ısticas presentan otra ventaja significativa en el area
de la bioinforma´tica ya que resultan sumamente eficientes en la resolucio´n de problemas de op-
timizacio´n combinatoria como por ejemplo el problema de alineamiento de secuencias (Sequence
Alignment Problem), el problema de ensamblado de fragmentos (Fragment Assembly Problem,
FAP), el problema de ana´lisis prote´ico (Protein Folding Problem), etc. Tales caracter´ısticas y
ventajas son dif´ıciles de encontrar o de incorporar en las te´cnicas del primer grupo.
Particularmente nuestra l´ınea de trabajo abarca el desarrollo de metaheur´ısticas para resol-
ver el problema de ensamblado de fragmentos. Para enunciar este problema, es necesario definir
previamente el proceso de secuenciamiento [26]: 1◦) El ADN is dividido aleatoriamente en mi-
llones de fragmentos, 2◦) dichos fragmentos son le´ıdos por una ma´quina de secuenciamiento de
ADN y 3◦) un ensamblador une los fragmentos le´ıdos que se superponen, reconstruyendo la
secuencia original. E´sta, es una te´cnica general denominada shotgun sequencing e introducida
por Sanger et al. [27]. El ensamblado de fragmentos de ADN se divide en tres fases diferentes:
fase de superposicio´n (encuentra los fragmentos superpuestos), fase de distribucio´n (encuentra
el orden de los fragmentos basado en el puntaje de similitud computado) y por u´ltimo, la fase
de consenso (deriva la secuencia de ADN a partir de la distribucio´n anterior).
El objetivo de este art´ıculo es presentar los desarrollos realizados hasta el momento para
resolver el FAP y los trabajos futuros.
2. Desarrollos realizados
Hemos desarrollado diferentes versiones de 2 algoritmos metaheur´ısticos: Variable Neighbor-
hood Search (VNS) y GAs. VNS es una metaheur´ıstica presenteda por Hansen et al. en [28],
que no sigue una trayectoria sino que explora diferentes vecindarios predefinidos de la solucio´n
actual usando un me´todo de bu´squeda local. Los GAs [29], son una clase especial de Algo-
ritmos Evolutivos. Un algoritmo gene´tico mantiene una poblacio´n, de soluciones candidatas
(individuo), que evoluciona generacio´n tras generacio´n; siendo la seleccio´n, la recombinacio´n
y la mutacio´n los principales operadores usados para modificar las caracter´ısticas de dichas
soluciones.
En ambos casos, hemos usado una representacio´n por permutacio´n para codificar las solucio-
nes y dos funciones de optimizacio´n, una de ellas mide la calidad de la solucio´n (maximizacio´n)
[15] y la otra mide el nu´mero de contigs (minimizacio´n) [30]. En tanto que el me´todo de bu´sque-
da local utilizado en VNS ha sido el algoritmo 2-opt [31]. Mientras que en las versiones de los
algoritmos gene´ticos [32] hemos implementado diferentes operadores de recombinacio´n: Edge
Recombination, Cycle Crossover, Order Crossover y Partial Mapped Crossover. Todos ellos
son operadores disen˜ados para utilizar soluciones reprsentadas por permutacio´n. Adema´s las
poblaciones iniciales han sido generadas utilizando tres diferentes estrategias de inicializacio´n:
aleatoria, por medio del algoritmo 2-opt y a trave´s de una heu´ristica que hemos desarrollado
especialmente para este problema.
En general estas te´cnicas metaheur´ısticas han resuelto de forma o´ptima instancias de poca
y mediana complejidad.
3. Trabajo Futuros
Una de las l´ıneas a seguir es la hibridacio´n de los GAs con los me´todos cla´sicos de resolucio´n
del FAP. Por otro lado se estudiara´ la incorporacio´n de la heur´ıstica, por nosotros desarrollada,
en un algoritmo de optimizacio´n basado en el comportamiento de una colonia de hormigas
(ACO) y as´ı resolver el problema antes mencionado.
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