Introduction
The research in future 5G networks has the stringent requirements of highly flexible, ultralow latency and ultra-high bandwidth virtualized infrastructure in order to deliver end-to-end services. These requirements can be met by efficiently integrating all network segments (radio access, aggregation and core) with heterogeneous wireless and optical technologies (5G, mmWave, LTE/LTE-A, Wi-Fi, Ethernet, MPLS-TP, DWDM, etc.), and massive computing and storage services, delivered by means of Cloud/Fog computing (offered in edge/core data centers, and even, distributed in network nodes) 1 .
It is in this context, where SDN orchestration has been proposed as a feasible solution to handle the heterogeneity of network domains, technologies and vendors. It focusses on network control and abstraction through several control domains, whilst using standard protocols and modules. A network domain is understood as a set of Network Elements (NE) under a logically centralized SDN Controller. A multidomain SDN Orchestration has been analyzed in several contexts, such as pure OpenFlow (OF)-enabled networks, and heterogeneouslycontrolled networks (GMPLS/PCE and OF). Several initiatives in standardization bodies such as ONF or IETF advocate for the necessity of SDN orchestration.
As example, OIF-ONF presented last year the results of their Global Transport SDN Prototype Demonstration 2 , where several SDN controllers and hierarchy levels where analyzed. The Abstraction and Control of Transport Networks (ACTN) framework, proposed as draft at IETF 3 , is expected to provide seamless hierarchical service coordination across multi-tenants, the control of virtual and physical network domains, as well as a horizontal E2E service coordination across multi-domain networks.
The proposed SDN architecture by ONF 4 allows the introduction of different levels of hierarchy, allowing the network resource abstraction and control. A level is understood as a stratum of hierarchical SDN abstraction. The need of hierarchical SDN orchestration has been previously justified 4 with two purposes: a) Scaling and modularity: each successively higher level has the potential for greater abstraction and broader scope (e.g., in this paper we propose RAN, transport and Data Center (DC) network abstraction), b) Security: each level may exist in a different trust domain. The level interface might be used as a standard reference point for inter-domain security enforcement. The benefits of hierarchical SDN orchestration become clear in the scope of the described future 5G networks with technology heterogeneousness.
The Applications-Based Network Operations (ABNO) framework has been standardized by the IETF 5 , based on standard protocols and components to efficiently provide a solution to the network orchestration of different control plane technologies. An ABNO-based network orchestrator has been validated for end-to-end multi-layer (OPS and Flexi-grid OCS) and multidomain provisioning across heterogeneous control domains (SDN/OpenFlow and GMPLS/Stateful PCE) employing dynamic domain abstraction based on virtual node aggregation 6 .
This paper proposes an architecture with parent/child ABNO to fulfil the requirements for a hierarchical SDN orchestrator. The previously presented ABNO implementation is extended in order to support hierarchy. The concept is validated in the SDN Control Plane Platform of the ADRENALINE testbed.
Proposed Architecture
Fig.1.a shows the proposed hierarchical architecture for a future 5G network. It takes into account the different network segments and network technologies which are expected to be present. In the Radio Access Network (RAN) segment, we observe several SDN-enabled controllers for wireless networks, which tackle their complexities. In a transport network, the Within the hierarchy, an SDN orchestrator may consider itself as the direct control entity of an information model instance that represents a suitably abstracted underlying network. It follows that, with the exception of network domain SDN controllers (which are directly related to NE), a given SDN orchestrator might provide an abstracted network view and be present at any hierarchy level and act as parent or child SDN orchestrator. At any level of the recursive hierarchy, a resource is understood to be subject to only one controlling entity 4 .
In the proposed architecture, several child ABNOs (cABNO) are proposed. Each cABNO is responsible for a single network segment. The different allocation of the several levels of hierarchy is out of the scope of this paper. A recursive hierarchy could be based on technological, SDN controller type, geographical/administrative domains or network segment basis. We introduce a parent ABNO (pABNO), responsible for the provisioning of End-to-End (E2E) connections through different network segments.
For both the pABNO and the cABNO, the internal system architecture is similar, based on a set of components that are described next (Fig.1b) . The Network Orchestration Controller is the component responsible for handling the workflow of all the processes involved (e.g., the provisioning of end-to-end connectivity services). It also exposes a NBI to offer its services to applications. For the cABNO, we have extended the NBI of the Network Orchestrator Controller to offer a REST based interface for connection provisioning.
The Topology Server is the component responsible for gathering the abstracted network topology from each control domain or underlying SDN orchestrators, and it builds the whole abstracted network topology which is stored in the Traffic Engineering Database (TED).
The ABNO dedicated PCE is the responsible computes the routes across the domains, using the information stored in the TED.
The Virtual Network Topology Manager (VNTM) is the responsible for the multi-layer management. In the proposed architecture, the VNTM arranges the establishment of lower switching layer connection, which is then offered it as a logical higher switching layer link to satisfy an incoming connectivity demand.
The Provisioning Manager implements the provisioning interface to command the forwarding rules and the establishment of connectivity segments into the data plane. The Flow server stores the connections established in the network into a Flow DataBase (FlowDB). The pABNO includes a single provisioning plugin, which is able to interact with the REST based interface offered by the Network Orchestration Controller of the cABNO. The cABNO implements different southbound interface plugins.
The Abstraction Manager (AM) is the component of a cABNO responsible for the abstraction of the underlying network resources. The proposed AM might be able to provide several types of hierarchical level abstraction. We have validated the architecture with node abstraction for network domains and segments. Node abstraction offers to the higher level of hierarchy the underlying domains/segments as an abstract node, with the input/output ports of the underlying domains/segments as ports of each abstracted node. Fig.1 .c provides the different topological views at different hierarchical levels. The provided topological views correspond with the proposed experimental validation, where a pABNO and cABNO-T and cABNO-DC are deployed. The cABNO-T is responsible for SDN orchestration of two SDN aggregation domains and an SDN core network domain. The cABNO-DC is responsible for two intra-DC network domains. Fig.2 .a shows the proposed workflow between a pABNO and cABNO-T/cABNO-DC. It can be observed that an E2E connection is requested to the pABNO. The pABNO computes the involved cABNOs and requests the underlying connection to them. We can observe how the workflow follows inside a cABNO. For example, the cABNO-T is responsible for SDN orchestration, such it has been demonstrated 7 .
Experimental Validation
The experimental validation of the hierarchical ABNO architecture has taken place at the SDN Control Plane platform of the ADRENALINE testbed. Five SDN controllers have been offered (ODL, RYU, AS-PCE, for transport segment, and ODL and RYU for DC segment) with emulated network elements. Three different hierarchical ABNO have been run (cABNO-T, cABNO, and pABNO) on top of COTS servers with Intel Core 2 Duo E8200 2.66GHz processors.
The implementation of the ABNO has been previously reported and uses Python for most of the components and C++ for PCE component. Several internal REST interfaces are offered between the different components. In this paper we have used the ODL REST interface to interact between pABNO and cABNO-T/cABNO-DC. For the implementation of the AM, we have used components of the previously presented Virtual Network Controller 8 . Fig.2 .b shows the captured PCEP and HTTP messages captured from the pABNO perspective. Once a connection is requested, the pABNO requests to its internal PCE the path between the underlying cABNO. The Topology Manager triggers a topology discovery, through the different underlying cABNOs. Once the cABNO path has been computed, the requested connections are provisioned through a REST interface. An E2E connection has been provisioned in our setup with an average time of 1.22s.
Conclusions
This paper has proposed the hierarchical SDN Orchestration in order to handle SDN network orchestration scalability and security. The hierarchical ABNO architecture has been proposed and experimentally validated.
