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Résumé et mots clés
Cet article présente nos travaux sur le suivi d'objets dans un plan séquence.
Un état de l'art sur les techniques de segmentation spatio-temporelle nous permet d'introduire notre propre
méthode de suivi temporel d'objets. Elle est constituée de trois phases distinctes : une prédiction d'étiquettes
par projection de partition, une segmentation locale associée à une propagation d'étiquettes, et une 
classification par rétro-projection. L'association de ces trois étapes cumule les avantages de chaque approche
pour un suivi rigoureux d'objets et réduit le temps de traitement de chaque image.
La qualité visuelle des résultats obtenus par cette méthode est illustrée en fin d'article. Pour cela nous avons
considéré le suivi d'objets ayant des caractéristiques différentes au niveau de leur composition et de leur
déplacement.
Segmentation locale, pyramide irrégulière, propagation d'étiquettes, projection de partition, suivi temporel,
objets vidéo.
Abstract and key words
This paper presents an approach dedicated to the tracking of one or several semantic objects in a video shot.
A state of the art on spatio-temporal segmentation techniques allows us to introduce our own approach. It combines
three different steps: label prediction based on partition projection, local segmentation associated with a label 
propagation, and classification by backward projection.
Experimental results highlight the visual quality obtained with this method. Different kinds of objects can be accurately
tracked in different kinds of video sequences.
Local segmentation, irregular pyramid, label propagation, partition projection, tracking, video objects.
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1. Introduction
Dans le domaine cinématographique, un plan séquence est par
définition une suite d'images enregistrées au cours d'une même
prise de vues (figure 1). Il existe donc une continuité spatio-
temporelle dans le contenu des images d'un plan séquence. De
manière intuitive, ce contenu est souvent perçu comme étant
composé d'un ou plusieurs objet(s) évoluant sur un arrière-plan
donné. La distinction entre la notion d'objet et d'arrière-plan est
très subjective, l'arrière-plan pouvant être lui-même composé
d'objets. 
La segmentation d'un plan séquence suivant son contenu en
objets est une opération délicate et difficile à automatiser. Elle
nécessite tout d'abord de définir quels sont les objets d'intérêt
par rapport à l'arrière-plan. Nous allons considérer dans cet
article que cette information est déjà disponible pour la premiè-
re image I (t = 0) (figure 1.a). Plus précisément, ceci pré-sup-
pose que nous possédons une partition P(0) (figure 2), dans
laquelle une étiquette est attribuée à chaque pixel de I (0) en
fonction de l'objet auquel il appartient.
De manière à simplifier la discussion, nous nous limiterons au
suivi d'un seul objet. L'extension de la méthode proposée au suivi
de plusieurs objets est immédiate (cf. figure 15). De plus aucune
contrainte particulière sur la forme, la texture, ou le mouvement
des objets considérés n'est imposée. Ceci offre un système géné-
rique utilisable dans une gamme variée d'applications.
L'association de l'image I (0) et de la partition P(0) permet de
savoir quels sont les éléments de l'image qui constituent l'objet
(figure 3). L'objectif est alors de segmenter automatiquement
l'objet dans les images suivantes. 
Les changements temporels entre deux images successives étant
de faible amplitude, une solution largement adoptée est de
construire la partition P(t + 1) en fonction du résultat précé-
dent P(t) . Cette opération est effectuée en utilisant à la fois des
informations spatiales (couleurs) et temporelles (mouvement)
mesurées sur I (t) et I (t + 1) ; on parle alors de segmentation
spatio-temporelle. Les deux principales difficultés rencontrées
lors de la segmentation de l'objet dans chaque nouvelle image (à
partir de t = 1) sont :
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- La segmentation des zones faiblement contrastées au niveau
du contour de l'objet,
- La gestion automatique des nouveaux éléments apparaissant
dans l'image. 
La première de ces difficultés peut être résolue en appliquant
volontairement une sur-segmentation spatiale. Pour répondre à
la seconde difficulté, nous faisons l'hypothèse selon laquelle les
caractéristiques colorimétriques des éléments découverts sont
en accord avec celles de l'objet auquel ils appartiennent.
À la suite d'un état de l'art sur les techniques de segmentation
spatio-temporelle, orientées vers le suivi temporel d'objets
vidéo, nous introduisons notre propre approche. Les parties sui-
vantes présentent en détails les formalismes retenus en justifiant
leur choix. La dernière partie décrit et commente les résultats de
suivi d'objets obtenus.
Figure 1. Images originales successives issues d'un même plan séquence (Foreman).
Figure 2. Exemple d'une partition en objets P(0)
associée à l'image I(0) : les deux étiquettes (couleurs) 
différencient les pixels de l'objet et ceux de l'arrière-plan.
Figure 3. Représentation de l'objet à t = 0.
2. Introduction de la
méthode
Grand nombre de méthodes ont été proposées pour déduire la
partition courante d'une image à partir d'une autre partition. Le
cas le plus couramment considéré est celui de deux images suc-
cessives I (t) et I (t + 1), supposant P(t) connue. Deux caté-
gories de méthodes peuvent être distinguées :
1. Les méthodes caractérisées par une projection en avant de la
partition : P(t) est compensée en mouvement, puis appliquée
directement sur l'image I (t + 1). Un ajustement de cette
partition suivant le contenu de I (t + 1) permet d'obtenir
P(t + 1) [Gu 98b, Park 00, Marq 97]. Cet ajustement est réa-
lisé localement par un algorithme de segmentation spatiale. 
L'inconvénient de ces méthodes est de privilégier, lors de
l'ajustement, le contour le plus contrasté dans les zones
remises en cause. Même si ce contour correspond très sou-
vent au contour réel de l'objet, il peut s'avérer néfaste de ne
pas considérer les autres possibilités de segmentation dans
ces zones. Une légère délocalisation du contour dans
I (t + 1) peut entraîner des dégénérescences importantes
dans les partitions suivantes.
2. Les méthodes, plus récentes, qui proposent d'appliquer une
segmentation spatiale sur l'ensemble de I (t + 1) : la seg-
mentation de l'objet est effectuée en étiquetant les régions
segmentées suivant deux classes (objet et arrière-plan)
[Alat98, Marq 98, Gu 98a, Gati 99, Pate 00]. Cette classifi-
cation est réalisée en fonction de la représentation précéden-
te de l'objet. L'inconvénient ici est le coût de calcul nécessai-
re au traitement de chaque image. En effet la segmentation de
la totalité de l'image, ainsi que la classification de chaque
région obtenue alourdissent le traitement. 
Afin de pallier les inconvénients cités précédemment nous
avons étudié l'association de ces deux types d'approches. Nous
avons abouti à une technique originale utilisant des outils éprou-
vés, conçue en trois étapes séquentielles :
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- Une projection en avant de P(t) ,
- Une segmentation spatiale appliquée localement dans I (t + 1),
- Une classification des segments locaux obtenus. 
Le schéma de la figure 4 présente l'enchaînement de ces trois
étapes (modules) permettant de construire la partition P(t + 1)
à partir de P(t) et des deux images originales I (t) et I (t + 1).
Le fonctionnement de chacun de ces modules est détaillé dans
les parties suivantes en insistant sur leur intérêt respectif.
3. Projection de partition
3.1. État de l'art
L'objectif est de projeter la partition P(t) sur l'image I (t + 1)
en fonction des similarités mesurées entre I (t) et I (t + 1). Cette
démarche permet de réduire le temps nécessaire au traitement de
I (t + 1) et implique une cohérence entre P(t) et P(t + 1) favo-
rable à la stabilité du suivi temporel d'un objet vidéo.
Sa réalisation dépend de la manière dont est modélisée la parti-
tion P(t) . Lorsque cette dernière est représentée par une
approximation polygonale de ses contours [Wu 95, Bonn 98,
Mahb 02], la projection est appliquée sur les sommets des poly-
gones en fonction du mouvement estimé sur les régions poly-
gonales associées. On déplace ainsi les contours de la partition.
Plus couramment P(t) représente la segmentation de I (t) en
attribuant à chaque pixel l'étiquette d'une région ou d'un objet.
Dans ce cas, la projection en avant de P(t) consiste à prédire la
répartition des étiquettes dans I (t + 1). Elle peut être effectuée
en déplaçant les régions [Wan 98] ou l'objet [Gu 98b, Park 00,
Jeha 01] suivant un vecteur mouvement estimé. Une autre solu-
tion est de compenser en mouvement P(t) en considérant non
pas des régions mais des blocs de pixels [Pard 94b, Marq 97].
L'estimation de mouvement est alors réalisée par mise en cor-
respondance de blocs (block-matching).
Utilisant par la suite un algorithme de segmentation orienté
régions (cf. section 4), nous avons choisi une représentation par



















étiquettes de la partition. La compensation en mouvement des
régions ou des objets après avoir estimé leur déplacement entre
I (t) et I (t + 1) est une approche intuitive. Son inconvénient
majeur est le temps de calcul nécessaire à l'estimation de mou-
vement de chaque région.
Il faut noter que l'objectif n'est pas de construire une partition
définitive de I (t + 1), mais une prédiction de cette partition.
L'utilisation de l'algorithme de block-matching permet d'opti-
miser ce traitement, tout en conservant une qualité très satisfai-
sante [Marq 98b].
Nous abordons dans les paragraphes suivants la projection de
partition à l'aide de l'algorithme du block-matching. Très large-
ment utilisé en codage vidéo, cet algorithme effectue l'estima-
tion de mouvement entre deux images par un découpage en
blocs réguliers de l'une d'elles.
3.2. Mise en correspondance par block-matching
Soient I1 et I2 deux images d'un même plan séquence, le vec-
teur de mouvement d'un bloc de l'image I1 est obtenu en recher-
chant dans I2 le bloc le plus similaire dans une zone limitée de
l'image (fenêtre de recherche). Le critère de mise en correspon-
dance de deux blocs est généralement la somme en valeur abso-
lue des différences en niveaux de gris ou en couleurs (SAD :
Sum of Absolute Difference). La S AD de deux blocs X et Y
(X ∈ I1 , Y ∈ I2) de N × N pixels est définie par :





|X (i, j) − Y (i, j)| (1)
Pour un bloc source X donné, le bloc Y le plus similaire est celui
qui minimise la S AD . Il est également possible de retenir
comme critère la somme des différences au carré (SSD : Sum of
Squared Difference).
Dans la littérature scientifique, de nombreux algorithmes de
block-matching existent. Un état de l'art récent et synthétique
peut être trouvé dans [Chen 01]. La méthode de référence (Full
Search Algorithm (FSA)) consiste à calculer de manière exhaus-
tive l'erreur S AD pour tous les déplacements possibles dans un
voisinage donné. Elle offre la meilleure estimation de mouve-
ment que nous pouvons obtenir avec un block-matching, mais
elle est très coûteuse en temps de calcul.
Il est apparu préférable d'utiliser la méthode intitulée Block Sum
Pyramid Algorithm (BSPA) [Lee97] [Lin98], qui limite le temps
de calcul grâce à un algorithme d'éliminations successives
(Successive Elimination Algorithm (SEA)), et dont l'estimation
est d'aussi bonne qualité que la méthode FSA. L'algorithme SEA
fait appel à une représentation pyramidale de chaque bloc de
l'image pour éliminer rapidement les blocs non similaires.
Nous rappelons qu'un algorithme de block-matching est carac-
térisé par deux paramètres :
- La taille des blocs manipulés (taille bloc). Ce paramètre
dépend de la résolution de l'image et par conséquent du format
de la vidéo. Pour une séquence CIF 352 × 288 pixels (respec-
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tivement QCIF 176 × 144 pixels), nous utilisons des blocs de
16 × 16 pixels (respectivement 8 × 8 pixels).
- Le vecteur de déplacement maximum autorisé en pixels
(Vmax B M). Ce paramètre fixe la taille de la fenêtre de recherche.
En général, Vmax B M = (8,8) ou (16,16) .
Lors de l'estimation de mouvement par block-matching, c'est le
niveau de gris des pixels qui est utilisé dans le calcul de la SAD.
3.3. Fiabilité des mises en correspondance
Deux blocs sont mis en correspondance suivant la répartition
des niveaux de gris de leurs pixels. L'hypothèse selon laquelle
tous les pixels d'un bloc effectuent le même mouvement de
translation constitue à la fois la force et le point faible du block-
matching. Cette hypothèse peut en effet s'avérer restrictive,
notamment lorsqu'une rotation intervient dans l'image. Elle peut
également ne pas être vérifiée lorsqu'un bloc contient des mor-
ceaux de plusieurs régions, et que ces dernières ont des mouve-
ments différents. Cependant, dans les vidéos traitées, ces limites
sont peu contraignantes compte tenu de la faible amplitude du
mouvement. 
La mise en correspondance de deux blocs est réalisée en mini-
misant la valeur de la SAD. La valeur SAD minimum obtenue
peut être utilisée pour évaluer la fiabilité d'une mise en corres-
pondance. Elle peut, par conséquent, servir à éviter une erreur
d'estimation de mouvement.
Lorsque cette valeur est faible, le vecteur de déplacement déduit
est donc fiable (en particulier dans le cas de blocs hétérogènes).
En revanche, lorsque la valeur minimum de la SAD est supé-
rieure à un seuil de fiabilité (TS AD), il est préférable de ne pas
tenir compte de cette mise en correspondance. Le bloc en ques-
tion ne pourra pas être utilisé pour l'étape de prédiction.
3.4. Application à la prédiction de partition
Afin de limiter les erreurs de prédiction, le seuil de fiabilité doit
être assez strict (ex : TS AD = 5 pour des blocs de 8 × 8 pixels).
Comme le montre le paragraphe suivant, ce seuil peut varier en
fonction du contenu et du niveau de bruit dans la scène traitée. 
L'estimation de mouvement entre I (t) et I (t + 1) peut être
effectuée dans les deux sens temporels t → t + 1 (en mode
avant) ou t + 1 → t (en mode inverse). En mode avant, la divi-
sion en blocs réguliers est appliquée sur l'image I (t). Un vec-
teur de mouvement est estimé pour chaque bloc. Le même
découpage par blocs est appliqué sur la partition P(t) . Chaque
bloc source de P(t) est alors projeté suivant son vecteur mou-
vement, afin de prédire la partition de I (t + 1) (figure 5.a). Le
résultat obtenu contient des zones non recouvertes, dues soit à
la superposition des blocs lors de leur projection, soit au seuil
de fiabilité. Aucune prédiction n'est retenue lorsqu'un pixel est
associé à plusieurs objets.
À cette prédiction de partition, il est préférable d'utiliser celle
obtenue avec l'algorithme de block-matching en mode inverse
(division en blocs réguliers appliquée sur I (t + 1)), car les
zones non recouvertes sont ainsi limitées à l'ensemble des blocs
sans correspondant. Une prédiction de la partition de I (t + 1)
est alors obtenue en remplaçant chaque bloc source par le bloc
correspondant dans P(t) , s'il existe (figure 5.b). 
3.5. Analyse et synthèse de la projection
L'objectif principal de cette étape de projection est de simplifier
le traitement des étapes suivantes sans introduire d'erreur. C'est
pourquoi par défaut TS AD = 5 qui est une valeur relativement
stricte. Pour certaines séquences, ce seuil peut être augmenté.
Par exemple, dans la séquence Coastguard, la présence d'eau
dans la scène rend difficile la mise en correspondance entre
blocs. Cette difficulté est accentuée en considérant deux images
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éloignées de la séquence. La figure 6 illustre qu'un seuil plus
élevé permet une prédiction plus riche dans ce cas. Cette pré-
diction facilitera la segmentation dans la nouvelle image. En
contrepartie les risques d'erreurs de prédiction sont plus élevés.
Dans la figure 5.b, les blocs représentés en noir sont les blocs
qui n'ont pu être prédits ; leurs pixels ne possèdent pas d'éti-
quette. De manière générale, ces zones non prédites peuvent
résulter de l'apparition d'un nouvel objet, du découvrement de
l'arrière-plan par les objets suivis, ou bien encore de change-
ments importants du contenu de l'image (déformation de l'ob-
jet). Citons comme exemple l'oeil gauche du personnage qui se
découvre progressivement. Ces zones nécessitent une re-seg-
mentation dans la nouvelle image.
En outre la prédiction des étiquettes dans I (t + 1) fournit une
approximation du contour de l'objet suivi. Quelques irrégulari-
tés sont observables compte tenu de la juxtaposition indépen-
dante des blocs. Les pixels proches de ce contour doivent être
resegmentés pour assurer la qualité de segmentation. C'est pour-
quoi les étiquettes prédites au niveau du contour sur une largeur
de 8 à 10 pixels sont supprimées (figure 7).
Figure 5. Illustration des résultats obtenus lors de
la projection par block-matching de la partition P(t = 0)
(fig. 2) sur l'image I(1) (fig. 1. b)
Figure 6. Projection, à partir des images d'origine I(t) et I(t + 5), de la partition P(t) sur l'image I(t + 5) pour deux
valeurs de TS AD.
Figure 7. Prédiction finale des étiquettes 
dans I(1).
3.6. Conclusion
Nous venons de présenter une méthode adaptée à la projection
temporelle de partition. Elle s'appuie sur l'algorithme relative-
ment simple du block-matching. Cette méthode se révèle être
efficace concernant les deux objectifs suivants :
- Prédire une étiquette pour un maximum de pixels dans
I (t + 1), avec un taux de confiance élevé 
- Détecter les zones temporellement instables entre I (t) et
I (t + 1). 
La robustesse de cette méthode de projection par rapport aux
mouvements de plus forte amplitude sera mise en évidence par
des résultats de suivi présentés à la section 6. Nous présentons
dans la partie suivante la manière dont sont traitées les zones
sans prédiction, l'objectif étant de segmenter en totalité l'objet
d'intérêt. Notons que les zones sans prédiction seront appelées
par la suite zones d'incertitude [Pard 94].
4. Segmentation spatiale
4.1. État de l'art
Afin d'extraire avec précision le contour de l'objet suivi, une
segmentation spatiale est nécessaire dans chaque nouvelle
image. Suivant l'approche adoptée, cette segmentation est soit
initialisée par la projection de la partition précédente (segmen-
tation locale) soit appliquée de manière indépendante sur l'en-
semble de l'image (segmentation globale).
Concernant la segmentation locale, un grand nombre de travaux
ont retenu l'algorithme de la ligne de partage des eaux [Vinc
91]. Cet algorithme est fondé sur un principe d'agrégation de
pixels autour d'attracteurs. Il est en effet bien adapté au problè-
me d'ajustement de la partition projetée : les zones d'incertitude
sont segmentées en définissant des attracteurs dans les zones
étiquetées de l'image [Marq 97, Wang 98, Gu 98b, Park 00].
Soulignons ici que la théorie des contours actifs apporte égale-
ment une solution pour ajuster le contour de l'objet projeté dans
I (t + 1) [Jeha 01]. Cependant cette approche ne permet pas de
gérer les zones temporellement instables autres que celles liées
aux déformations du contour lui-même. 
Lorsque la segmentation spatiale est appliquée sur l'ensemble
de l'image I (t + 1), les algorithmes utilisés sont plus variés :
ligne de partage des eaux [Marq 98, Gati 01a], approche sto-
chastique [Pate 00], segmentation par croissance de régions
[Alat 98, Gu 98a]. L'objectif est une sur-segmentation de l'ima-
ge traitée, de manière à extraire l'ensemble des contours. Les
régions segmentées sont attribuées ou non à l'objet suivant le
résultat d'une projection temporelle. Le contour de l'objet seg-
menté dépend alors de la classification de ces régions.
Au cours de la section précédente, nous avons montré qu'il est
possible de prédire de manière fiable et rapide une étiquette
pour un grand nombre de pixels de I (t + 1). La segmentation
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de la totalité de cette image est donc inutile et serait une perte
de temps. De plus le résultat de la prédiction fournit des infor-
mations pertinentes pour guider la segmentation spatiale dans
I (t + 1). Mais, contrairement aux méthodes existantes fondées
sur un ajustement, nous préférerons réaliser une segmentation
en régions homogènes des zones d'incertitude. Le contour de
l'objet est ainsi localisé en considérant l'ensemble des hétérogé-
néités présentes dans ces zones. Pour cela nous effectuons une
segmentation spatiale fondée sur le principe de la pyramide
irrégulière [Mont 91].
4.2. Segmentation par pyramide irrégulière
Issue du domaine de la théorie des graphes, la pyramide irrégu-
lière est une technique de croissance de régions en parallèle.
L'utilisation de cette structure pour la segmentation en régions
homogènes d'une image se réalise de manière hiérarchique.
Considérant l'ensemble des pixels de l'image comme étant un
ensemble de régions, cette technique initialise un graphe d'adja-
cence qui modélise la 4 ou 8 connexité avec un sommet par
pixel. Ce graphe symbolise le premier niveau de la pyramide ;
les niveaux suivants sont obtenus en simplifiant localement le
graphe d'adjacence en respectant certaines règles, ce qui pro-
voque le regroupement progressif de régions. 
Le regroupement de deux régions adjacentes est autorisé tant
que la distance en couleur calculée entre ces deux régions est
inférieure à un seuil fixé Tseg (seuil global de similarité). Dans
notre cas, cette distance est définie sur les composantes de lumi-
nance (y) et de chrominances (u, v) de la manière suivante :
d(R1,R2) =
√
(y1 − y2)2 + γ 2.[(u1 − u2)2 + (v1 − v2)2] (2)
où (yi ,ui ,vi) représentent les composantes couleurs moyennes
YU V de la région Ri. γ est un coefficient normalisateur utilisé
pour compenser la différence d'échelle entre la composante de
luminance et les deux chrominances. Il est calculé automatique-










Une fois construite, la pyramide est un empilement de partitions
dont la résolution décroît de la base vers le sommet [Bert 95].
Chacune de ces partitions représente l'image par un ensemble de
régions, homogènes en couleur (figure 8). La forme des régions
extraites n'est contrainte par aucun critère géométrique, ce qui
constitue une particularité de cette approche pyramidale.
Notons la possibilité d'utiliser un paramètre supplémentaire
TminRegion fixant la taille minimale d'une région dans la partition
du dernier niveau de la pyramide.
Par la suite, seul le dernier niveau de la pyramide est considéré
comme résultat de la segmentation.
4.3. Influence du seuil global de similarité
Le seuil global de similarité Tseg ne varie pas au cours de la
construction de la pyramide. Il est fixé par l'utilisateur avant
d'exécuter une segmentation. Il correspond à une limite de sécu-
rité au delà de laquelle deux sommets adjacents sont considérés
non similaires. Un seuil élevé favorise les fusions entre régions
peu similaires. Une étude de l'influence de ce seuil est dispo-
nible dans [Bert 95].
Suivant la valeur de Tseg choisie, la segmentation par pyramide
irrégulière fournit différentes « résolutions» de segmentation
(figure 9). L'utilisation d'un seuil trop élevé peut entraîner des
imperfections telle que la perte de certains contours (cf. figure
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9.d). Pour une segmentation précise, un seuil relativement strict
est recommandé (Tseg < 10 pour des séquences test MPEG:
Foreman, Mother&Daugther...). La sur-segmentation de l'image
peut être limitée grâce au paramètre TminRegion.
4.4. Segmentation locale et propagation d'étiquettes
La modélisation par graphe fournit un cadre algorithmique bien
formalisé et une grande souplesse d'utilisation. Ainsi l'algorith-
me de la pyramide irrégulière peut être appliqué sur des
ensembles de pixels de formes arbitraires dans une image, tout
en conservant les relations d'adjacence entre les résultats locaux
de segmentation et le reste de l'image.
De plus, de par sa structure, la pyramide permet d'introduire
facilement pour chaque sommet des informations supplémen-
taires telles que des étiquettes. Il est donc possible de réaliser
une propagation d'étiquettes entre sommets au cours des fusions
entre régions adjacentes.
Ces deux caractéristiques font de la pyramide irrégulière un
outil adapté à la segmentation locale dans une image à partir
d'une partition pré-existante, telle que celle obtenue après une
projection de partition (figure 7). L'algorithme de segmentation
est alors appliqué sur les pixels sans étiquette et les pixels de
leur voisinage proche, déjà étiquetés, afin d'effectuer une pro-
pagation d'étiquettes des pixels étiquetés vers les pixels non-éti-
quetés, lors des fusions [Fore 03b]. Ainsi une majorité des
régions segmentées sont rattachées au reste de la partition.
Certaines régions peuvent également émerger sans étiquette.
Nous ne détaillerons pas plus ici le fonctionnement de cette seg-
mentation locale par pyramide irrégulière. Une illustration de
son utilisation est fournie au paragraphe suivant.
4.5. Application au suivi temporel d'objets
La deuxième étape de notre méthode de suivi temporel d'objets
vidéo consiste donc à segmenter localement I (t + 1) (figure
Figure 8. Résultat de segmentation par pyramide irrégulière (extrait de [Bert 95]).
Figure 9. Résultats de segmentation (sommets de
la pyramide) obtenus pour différentes valeurs du seuil global
de similarité en couleur Tseg (avec TminRegion = 7 pixels).
1.b) de manière à traiter les zones d'incertitude résultantes de la
projection (figure 7).
Pour ce faire, une segmentation locale par pyramide irrégulière
est réalisée sur les zones d'incertitude, en considérant aussi les
pixels voisins déjà étiquetés sur une largeur de 2 à 3 pixels. La
propagation des étiquettes permet ainsi de segmenter les zones
d'incertitude en utilisant la cohérence (continuité) spatiale des
objets (figure 10). Les régions non similaires à l'arrière-plan et
à l'objet restent sans étiquette. Par la suite, la classification de
ces régions (troisième étape) permettra la localisation complète
du contour de l'objet.
Une sur-segmentation (Tseg = 7) est préférable afin d'éviter
tout risque de fusions abusives dans les zones faiblement
contrastées. 
4.6. Importance de la sur-segmentation
L'inconvénient éventuel d'une sur-segmentation est d'obtenir en
grand nombre des régions de petite taille. Ceci augmente le
temps de traitement nécessaire à la classification. Cependant la
segmentation n'étant pas appliquée sur la totalité de l'image,
nous pouvons nous permettre de conserver la plupart de ces
régions. Seules les plus petites sont éliminées au cours de la
segmentation locale par pyramide irrégulière en fonction du
paramètre TminRegion.
Le choix de ce paramètre est important. La taille minimale des
régions manipulées conditionne la précision de la localisation
des contours. Expérimentalement, des valeurs TminRegion supé-
rieures à 10 pixels entraînent localement des imprécisions, dues
à une propagation forcée d'étiquettes. Ces imprécisions sont
souvent accentuées au cours du suivi temporel et rendent inuti-
lisables les résultats.
Des valeurs relativement faibles pour TminRegion (ex: 5 pixels)
sont recommandées. Il faut noter de plus que les erreurs de clas-
sification concernant les régions de petites taille peuvent être
facilement corrigées par le post-traitement morphologique. Ce
dernier lisse localement la partition finale et limite les éven-
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tuelles imperfections dues à une mauvaise classification.
TminRegion ne doit cependant pas être trop faible sinon la mise
en correspondance devient aléatoire car trop sensible au bruit.
4.7. Conclusion
En conclusion cette deuxième étape présente deux utilités :
- l'ajustement du contour de l'objet en segmentant en régions la
fine couche de pixels remise en cause au voisinage du contour
prédit,
- le traitement des zones temporellement instables en les seg-
mentant également en régions homogènes. 
La segmentation est effectuée en prenant en compte les éti-
quettes prédites afin de rattacher au mieux les morceaux seg-
mentés au reste de la partition. Certaines régions restent cepen-
dant sans étiquette. Leur classification à l'intérieur de l'objet ou
de l'arrière-plan est présentée dans la partie suivante. 
5. Classification par
rétro-projection
5.1. État de l'art
L'objectif de cette troisième et dernière étape est d'attribuer une
étiquette à chaque région non étiquetée. Ces régions sont clas-
sées suivant la partition précédente de manière à favoriser la
cohérence temporelle dans la description de l'objet suivi.
Les approches présentées dans [Marq 98b, Alat 98] effectuent la
classification de régions segmentées dans I (t + 1) en fonction de
la projection en avant de P(t) . Dans notre approche, le résultat
de cette projection est utilisé pour guider la segmentation. Il ne
peut donc pas servir à la classification des régions sans étiquette.
Une classification par projection en arrière (rétro-projection) des
régions sans étiquette est réalisée: le mouvement de chaque
région est estimé et chacune est projetée sur la partition précé-
dente afin de déterminer si elle appartient ou non à l'objet suivi
[Gu 98a, Gati 99, Pate 00]. Afin d'être plus robuste aux change-
ments d'aspect de l'objet suivi, plusieurs partitions, correspondant
à différents instants de la vidéo, pourraient être utilisées [Gati
01b]. Cette solution particulière n'a pas été retenue. La réinitiali-
sation de la partition par un utilisateur semble préférable et moins
complexe lors d'un changement trop important de l'objet.
La précision obtenue par ces méthodes nous a incités à faire
appel au principe de la projection en arrière pour classer les
régions sans étiquette. 
C'est d'ailleurs le choix retenu dans l'approche de [Mahb 02] pour
classer les zones découvertes, tandis que les déformations d'objet
et les mises en mouvement sont gérées par une analyse plus pous-
sée du mouvement estimé lors de la projection des régions.
Figure 10. Exemple de résultat de la propagation
d'étiquettes dans la partition présentée à la figure 7.
L'algorithme de la pyramide a été appliqué avec 
les paramètres : Tseg = 7 et TminRegion = 10 pixels. 
Les régions segmentées sans étiquette sont représentées 
en noir.
5.2. Estimation du mouvement des régions
La projection des régions sans étiquette requiert l'estimation de
leur vecteur de mouvement de I (t + 1) vers I (t). À l'instar de
[Gu 98a], un modèle de mouvement translationnel permet d'es-
timer le mouvement d'une région. Chaque région sans étiquette,
dans I (t + 1), est alors mise en correspondance (region-mat-
ching) dans I (t). 
Contrairement au block-matching utilisé lors de la première
étape, l'information couleur (y,u,v) de chaque pixel p est prise
en compte pour renforcer l'exactitude de la classification. Soit R
une région de I (t + 1), son vecteur de mouvement V est obte-
nu en minimisant la Somme en valeur Absolue, pour tous les





[|(y(t + 1,p) − y(t,p + V )| + γ. (4)
(|u(t + 1,p) − u(t,p + V )| + |v(t + 1,p) − v(t,p + V )|)]
L'estimation du vecteur V est effectuée en considérant un 
vecteur de déplacement maximal en pixels Vmax Region qui 
fixe les dimensions de la fenêtre de recherche (ex :
Vmax Region = (16,16) ).
Soulignons ici que nous nous intéressons principalement à la
mise en correspondance, et non pas à la qualité de l'estimation
de mouvement obtenue. 
5.3. Classification des régions sans étiquette
Lors de leur projection en arrière sur P(t) (figure 11.a) chaque
région se voit attribuer l'étiquette qu'elle recouvre majoritaire-
ment. À l'issue de ce traitement, une partition totale de I (t + 1)
est obtenue (figure 11.b). 
Un traitement morphologique simple (une fermeture, puis une
ouverture sur le masque de l'objet) est appliqué à la partition
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finale de manière à lisser les contours et améliorer la qualité
visuelle (figure 11.c).
5.4. Bilan sur la classification par rétro-projection
Une région sans étiquette correspond dans I (t + 1) à une enti-
té ayant ses propres caractéristiques en couleurs. 
Dans la plupart des cas, cette entité est présente dans I (t). Le
fait qu'elle n'ait pas d'étiquette est dû soit à sa petite taille soit à
une légère déformation. Au cours de la rétro-projection, ces
entités sont mises en correspondance avec leur propre représen-
tation dans l'image précédente et peuvent ainsi récupérer la
bonne étiquette. Ceci facilite la stabilité temporelle dans la loca-
lisation du contour de l'objet.
Lorsqu'une entité n'est pas présente dans I (t). Elle est projetée
par défaut sur une partie qui lui est similaire en couleur. Nous
faisons alors l'hypothèse que cette similarité en couleur est suf-
fisante pour lui attribuer une étiquette. Il est à noter que face aux
problèmes dus aux découvrements, la classification par rétro-
projection est plus pertinente que la propagation d'étiquettes. En
effet, l'étiquetage forcé d'une région au cours de l'étape de seg-
mentation spatiale l'attribue par défaut à la région la plus simi-
laire de son voisinage. La classification par rétro-projection per-
met de ne pas se limiter uniquement au voisinage proche pour
classer une région. 
L'utilisation des trois composantes couleur lors de la mise en cor-
respondance des régions renforce l'exactitude de la classification.
Faute de cartes de vérité terrain pour les vidéos étudiées, une
quantification de l'apport de l'information couleur n'est actuelle-
ment pas possible. Néanmoins, la qualité visuelle de la segmen-
tation est bien améliorée comme le montre le test présenté à la
figure 12. La classification des régions segmentées dans I (t + 1)
(fig. 12.d) échoue à plusieurs reprises lorsque la rétro-projection
n'utilise que l'information de luminance (fig. 12.e), contrairement
au cas où l'information couleur est utilisée (fig. 12.f).
Figure 11. Classification des régions sans étiquette par rétro-projection.
6. Résultats
Nous présentons dans cette dernière partie des résultats de suivi
temporel obtenus avec des séquences test du standard MPEG au
format QCIF (176 × 144) : Foreman, Coastguard,
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Mother&Daughter et Carphone. Pour chacune de ces
séquences, la partition initiale en objets P(0) (ex. : fig. 13.a, fig.
14.a et fig. 15.a) a été obtenue à l'aide d'une interface graphique
interactive [Fore 03].
Après avoir mis en évidence la qualité du suivi sur des
séquences originales, nous nous intéresserons au comportement
de la méthode sur des séquences modifiées obtenues par sous-
échantillonnage temporel. Nous illustrerons enfin par un
exemple une limite d'utilisation de la méthode.
6.1. Suivi dans les séquences originales
Les résultats portent ici sur trois suivis, effectués sur une cin-
quantaine d'images successives, avec le même jeu de para-
mètres :
1. Projection de partition par block-matching :
- taille des blocs utilisés : taille bloc = 8 pixels 
- vecteur de déplacement maximum autorisé en pixels :
Vmax B M = (8,8)
- seuil de fiabilité de mise en correspondance : TS AD = 5
2. Segmentation locale par pyramide irrégulière :
- seuil global de similarité : Tseg = 7
- taille minimale autorisée d'une région : TminRegion = 5
pixels 
3. Classification par projection en arrière :
- vecteur de déplacement maximum autorisé en pixels pour
une région : Vmax Region = (16,16)
La figure 13 montre un suivi de très bonne qualité visuelle pour
un objet non rigide. Les déformations de l'objet, ainsi que le
mouvement de la caméra, entraînent l'apparition de nouveaux
éléments au cours du traitement (exemple : la partie gauche du
visage). Ces éléments découverts sont ici attribués correctement
à l'objet ou à l'arrière-plan. Leurs caractéristiques spatiales
(couleur) ont permis leur mise en correspondance avec les par-
ties déjà visibles de l'objet auquel ils appartiennent.
De manière générale la gestion automatique des éléments
découverts est délicate et source d'erreur. C'est pourquoi l'inter-
ruption du suivi temporel doit être proposée à l'utilisateur, afin
de lui permettre de réinitialiser la partition P à un instant parti-
culier. Le manque d'information sémantique sur les zones
découvertes conduit inévitablement à ce constat. On peut noter
toutefois que le suivi proposé peut être réalisé sans interruption
sur plus d'une cinquantaine d'images, avec des variations d'as-
pect non négligeables de l'objet suivi.
La figure 14 fournit le résultat du suivi d'un objet composé de
nombreuses régions homogènes de petite taille. Ce résultat
illustre la robustesse de la méthode à suivre des contours faible-
ment contrastés entre l'objet et l'arrière-plan (cf. les contours
entre les extrémités du bateau et l'eau).
L'approche présentée dans cet article peut également s'étendre
au suivi de plusieurs objets (figure 15). Il suffit de fournir une
partition initiale P(0) adéquate. Dans ce cas, la représentation
par graphe de la pyramide irrégulière est un atout pour modéli-
Figure 12. Résultat d'un test illustrant l'apport de
l'information couleur par rapport à l'information de luminance
seule lors de la mise en correspondance de régions. 
La classification des régions segmentées dans I(t+1) (d)
échoue à plusieurs reprises lorsque la rétro-projection n'utilise
que l'information de luminance (e), contrairement au cas 
où l'information couleur est utilisée (f).
ser l'interaction entre les objets qui évoluent dans le plan
séquence observé.
Sur un PC Pentium III à 1 GHz, des cadences de traitement de
1 à 3 images par seconde sont obtenues, en fonction de la com-
plexité des objets suivis et de leur nombre.
6.2. Suivi dans des séquences sous-échantillonnées 
temporellement
Afin de valoriser la robustesse de l'algorithme par rapport aux
mouvements de forte amplitude et aux déformations brutales,
deux nouvelles séquences test ont été construites. La première,
nommée ForemanBis, correspond à un sous-échantillonnage
temporel avec un pas de 5 de la séquence Foreman précédente.
La seconde, CarphoneBis, est un sous échantillonnage avec un
pas de 10 de la séquence Carphone.
Les figures 16 et 17 fournissent les résultats de suivi obtenus sur
ces deux séquences (les paramètres sont inchangés, excepté
Vmax B M = (16,16)). Nous pouvons y observer l'efficacité de
l'étape de projection de partition (deuxième colonne des figures
16 et 17), qui permet de localiser le contour de l'objet dans
chaque nouvelle image et de détecter les zones temporellement
instables.
Il faut noter que dans ces séquences sous-chantillonnées, le
déplacement de l'objet découvre de manière plus importante
l'arrière-plan. De plus la composition de l'objet varie plus forte-
ment. La gestion des éléments découverts est alors la principale
difficulté. Pour ces deux séquences, la méthode proposée par-
vient à traiter correctement ces zones d'incertitude. 
6.3. Limite d'utilisation de la méthode
La véritable limite de la méthode se situe au niveau de la ges-
tion automatique des éléments découverts dans l'arrière-plan.
Certaines séquences (telle que Paris, figure 18), possèdent un
arrière-plan complexe très détaillé. Lors de la segmentation
locale, un grand nombre d'éléments de l'arrière-plan sont seg-
mentés sans étiquette. Des difficultés apparaissent au niveau de
l'étape de classification. En effet la diversité de ces éléments
affaiblit l'hypothèse qu'une entité découverte appartient à l'objet
avec lequel elle est mise en correspondance dans l'image précé-
dente.
La figure 18 illustre cette remarque à l'aide de la séquence Paris
(au format CIF (352 × 288)). Dans cette séquence, l'arrière-
plan est constitué de nombreux objets de petite taille. Des
erreurs de segmentation ont lieu lors du déplacement des per-
sonnages. Certaines entités découvertes dans l'arrière-plan sont
en effet plus similaires au contenu de l'un des deux personnages
qu'à l'arrière-plan lui-même. Citons, comme exemple, les livres
découverts à l'arrière de la tête de la femme dans l'image I(30).
Ces erreurs entraînent des modifications du contour des objets.
Face à ce problème, aucune solution efficace n'a pu être appor-
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tée à notre méthode, par manque d'informations pertinentes lors
de l'étape de classification où seule la couleur est actuellement
utilisée. Suivant l'hypothèse selon laquelle une zone découverte
est due au déplacement d'un objet, l'exactitude de la classifica-
tion d'une entité pourrait être renforcée en tenant compte de son
mouvement. Ceci sous-entend de retarder la classification de
chaque entité de manière à estimer son déplacement. La seg-
mentation d'une image serait alors dépendante à la fois des
images précédentes et suivantes. La stabilité d'un tel traitement
reste encore à démontrer.
7. Conclusion
L'originalité de notre approche réside dans la combinaison de
trois étapes usuelles en segmentation spatio-temporelle : projec-
tion/segmentation spatiale/classification. Cette association est
encore peu étudiée. Elle cumule pourtant les avantages de
chaque opération pour un suivi rigoureux d'objets vidéo, et
entraîne une réduction du temps de traitement de chaque image.
Au cours de notre étude, l'algorithme du block-matching s'est
avéré être un outil simple et efficace pour réaliser la projection
de partition entre deux images. 
La pyramide irrégulière, quant à elle, répond parfaitement aux
besoins d'une segmentation locale. Elle ajuste les contours pré-
dits des objets, et segmente les zones temporellement instables
à l'aide d'une propagation d'étiquettes. La conservation de
régions sans étiquette à la fin de la segmentation permet de dis-
tinguer certaines entités au voisinage des contours des objets.
Le principe de la classification de régions par projection en
arrière a été mis en valeur récemment dans de nombreux tra-
vaux. Les résultats que nous avons obtenus permettent de
confirmer la pertinence d'une telle classification pour finaliser la
segmentation des objets suivis.
L'état actuel de la méthode permet d'envisager des applications
qui nécessitent des masques d'objets précis. Certaines améliora-
tions restent toutefois à apporter telle que la détection des dégé-
nérescences de la localisation du contour des objets. De plus
une étude approfondie des possibilités pour renforcer la robus-
tesse de la classification des nouvelles entités extraites (petites
et grandes), nous paraît d'un intérêt majeur. À titre d'exemple,
une meilleure prise en compte de l'information mouvement
serait un plus pour cette étape. Soulignons toutefois que les
solutions adoptées devront être fondées sur des formalismes
simples afin de garantir un comportement stable de l'algorithme. 
L'une des applications visées concerne la représentation de l'in-
formation contenue dans une vidéo. À l'heure actuelle, l'indexa-
tion du contenu des images et la construction de résumés par
détection de rupture de plans et assemblage d'images clé per-
mettent de répondre partiellement à ce défi technologique. Mais
le contenu d'une image clé est souvent lui même trop riche, et
les objets d'intérêt sont souvent « minoritaires» dans une image
(par rapport à l'arrière-plan par exemple). Une perspective à
plus long terme de notre travail serait donc d'extraire dans une
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Figure 13. Suivi d'un objet non rigide dans la
séquence Foreman (La première colonne présente les images
de la séquence à 4 instants différents, la seconde colonne
représente l'objet segmenté).
Figure 14. Suivi d'un objet hétérogène dans la
séquence Coastguard (La première colonne présente les
images de la séquence à 4 instants différents, la seconde
colonne représente l'objet segmenté).
vidéo des objets clé et de construire un dictionnaire interro-
geable du contenu de la vidéo.
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Figure 15. Suivi de plusieurs objets dans la séquence Mother&Daughter (La deuxième ligne représente les images ori-
ginales à 4 instants différents, les lignes suivantes fournissent les objets segmentés).
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Figure 16. Suivi d'un objet non rigide dans la séquence sous-échantillonnée ForemanBis (La première colonne repré-
sente les images successives de la séquence, la seconde fournit le résultat de la projection de partition, la troisième présente la 
partition en objets obtenue, la dernière donne l'objet vidéo segmenté).
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Figure 17. Suivi d'un objet non rigide dans la séquence fortement sous-échantillonnée CarphoneBis (La première
colonne représente les images successives de la séquence, la seconde fournit le résultat de la projection de partition, la troisième
présente la partition en objets obtenue, la dernière donne l'objet vidéo segmenté)
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