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Die Si(001)-Oberfla¨che eignet sich aufgrund einer starken Jahn-Teller-artigen Kopplung
zwischen elektronischer und geometrischer Struktur als Modellsystem zum Studium ato-
marer Oberfla¨chenschwingungen, die als direkte Folge einer elektronischen Laser-Anregung
entstehen. Die Oberfla¨chenbandstruktur der Si(001)-Oberfla¨che zeichnet sich durch voll-
sta¨ndig besetzte und unbesetzte Orbitale an den gebrochenen Bindungen der Si-Oberfla¨chen-
dimere aus, die mit einer Neigung der Dimere von 19◦ gegen die Oberfla¨che verbunden sind.
Eine elektronische Anregung zwischen diesen Orbitalen, die durch Einstrahlung von ultra-
kurzen Laserpulsen mit einer Dauer weniger Femtosekunden erreicht werden kann, fu¨hrt zu
einer Dynamik der Besetzungszahlen und infolgedessen zu einer Dynamik der Dimeratome.
In der vorliegenden Arbeit wird sowohl die elektronische Anregung, die durch den Laserpuls
induziert wird, als auch die folgende Dynamik der Dimere mit unterschiedlichen auf die
jeweilige Zeitskala angepassten Methoden detailliert untersucht. Die nicht-adiabatische Dy-
namik der Elektronen wird mit ab-initio Molekulardynamik im Rahmen der zeitabha¨ngi-
gen Dichtefunktionaltheorie (TDDFT) beschrieben, wa¨hrend die Ionen gleichzeitig einer
Ehrenfest-Dynamik folgen. Es zeigt sich, dass eine weitgehend an der Oberfla¨che lokalisier-
te elektronische Anregung mit einem Femtosekunden-Laserpuls der Photonenenergie von
1,7 eV (in adiabatischer Na¨herung fu¨r Austausch und Korrelation) erreicht werden kann.
Laserintensita¨ten von etwa 20 TW/cm2 bei einer Dauer von 12 fs (Halbwertsbreite) fu¨hren
zu Anregungen in den Oberfla¨chenzusta¨nden von etwa einem halben Elektron pro Di-
mer. Durch die elektronische Anregung wird die energetische Bevorzugung der Jahn-Teller-
verzerrten Oberfla¨che verringert. Dies fuehrt zu einer Dynamik, die am ausgepra¨gtesten
im Verkippungswinkel zu beobachten ist. Die Zeitskala, auf der die Dimerwinkeldynamik
abla¨uft, liegt im Bereich typischer Phononenperioden der Si(001)-Oberfla¨che. Aufgrund des
großen experimentellen Interesses an der Dynamik der Si(001)-Oberfla¨che werden aus den
Simulationen abgeleitete Beitra¨ge zu Messgro¨ßen pra¨sentiert, wie beispielsweise Anfangs-
zustandseffekte von Surface-Core-Level-Shifts.Zur Beschreibung des Abklingverhaltens der
Dimerschwingung auf der Pikosekundenskala wird eine neue Methode pra¨sentiert, die eine
Born-Oppenheimer-Molekulardynamik im Rahmen der Dichtefunktionaltheorie mit einer
Molekulardynamik kombiniert, die auf einem parametrisierten Potential basiert (QM/MM-
Verfahren). Das Potential wird mit ab-initio berechneten interatomaren Kraftkonstan-
ten parametrisiert. Mit solch einem kombinierten Verfahren ist es mo¨glich, die Si(001)-
Oberfla¨che im Rahmen der Quantenmechanik zu beschreiben und gleichzeitig durch sehr
viele Volumenatome, die parametrisiert beschrieben werden, nahezu eine Halbraumgeome-
trie fu¨r die atomare Struktur des Festko¨rpers mit Oberfla¨che zu erzeugen. Dies ist not-
wendig, um das Abklingverhalten der Dimerwinkelschwingung in das Volumen richtig zu
beschreiben. Es zeigt sich, dass die zuna¨chst durch die elektronische Oberfla¨chenanregung
an der Oberfla¨che lokalisierte Dimerwinkelschwingung mit einer Zeitkonstanten von 2,6 ps
abklingt. Ursache hierfu¨r ist eine Dephasierung der aus Oberfla¨chenresonanzen zusammen-
gesetzten anfa¨nglichen Lokalisierung der Schwingung.
Abstract
Due to the strong Jahn-Teller coupling between the geometric and the electronic structure
on the Si(001) surface, this surface represents a model system for studying surface atomic
motion in response to electronic excitation. The surface band-structure of the Si(001) sur-
face is characterised by fully occupied and fully unoccupied dangling-bond orbitals located
at the Si-dimer, which is buckled by 19◦ with respect to the surface. The population and
depopulation of these orbitals after a femtosecond laser excitation leads to pronounced dy-
namics of the surface dimer. This work presents results from ab-initio molecular dynamics
simulations of the non-adiabatic motion of the electrons, which are treated within time-
dependent density-functional theory (TDDFT), and ions, which follow classical Ehrenfest
dynamics. A femtosecond laserpulse with a photon energy of 1.7 eV (within ALDA) leads
to an electronic excitation which is mainly located at the surface. Laser intensities of 20
TW/cm2 at a duration of 12 fs (FWHM) result in an excitation of approximately half an
electron per dimer in the surface states. Due to the electronic excitation, the Jahn-Teller
coupling is reduced. This initiates a strong motion of the dimer buckling angle on the time
scale of typical silicon phonons. Initial-state contributions of surface core-level shifts have
been deduced from the simulation in order to roughly approximate experimental data of
surface core-level shifts. The decay of the dimer angle oscillation on a picosecond time scale
can be described within a new method for combined density-functional molecular-dynamics
on the Born-Oppenheimer surface and classical molecular dynamic using a parameterised
potential (QM/MM). The potential used in the classical part of the simulation is param-
eterised by ab-initio inter-atomic force-constants. This allows a quantum mechanical
description of the electronic structure of the silicon surface which is needed to describe the
electronic effects at the dimer. Within the same simulation a huge number of bulk atoms
can be inserted below the surface to model the solid. The bulk atoms simulated with the
parameterised potential are essential to describe the decay of the oscillation into the solid.
As a result of this method, a decay constant of 2.6 ps for the dimer angle oscillation can
be deduced from the simulation. Initially the oscillation is localised at the surface. The
decay results from the dephasing of the composition of surface resonances.
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Seit dem Beginn der Erforschung von Festko¨rpern und deren Oberfla¨chen ist der geo-
metrische und elektronische Aufbau von grundlegendem Interesse. Mit der Kenntnis der
atomaren Struktur im Grundzustand ist der Ausgangspunkt fu¨r ein weiteres interessan-
tes Forschungsgebiet gelegt: Der Dynamik von Festko¨rpern und deren Oberfla¨chen. Das
Studium dynamischer Effekte stellt hohe Anforderungen sowohl an die experimentelle als
auch an die theoretische Physik. Die Beobachtungen der elektronischen und atomaren Be-
wegungen erfordern von experimenteller Seite eine Zeitauflo¨sung auf der Piko- und Fem-
tosekundenzeitskala. Die Anregung der Elektronen in den chemischen Bindungen kann zu
einem Energietransfer in die ionischen Freiheitsgrade fuehren.
Von theoretischer Seite liegt die Herausforderung in der quantenmechanischen Beschrei-
bung vieler elektronischer Freiheitsgrade, wie sie beispielsweise zur Beschreibung großer
Oberfla¨chenelementarzellen beno¨tigt werden, und fu¨r die daru¨ber hinaus zur Beschreibung
nicht-adiabatischer Effekte die volle quantenmechanische Zeitentwicklung bis in den Piko-
sekundenbereich simuliert werden muss.
Die vorliegende Arbeit konzentriert sich auf die Analyse eines grundlegenden Beispiels fu¨r
gekoppelte elektronische und ionische Dynamik aus der Oberfla¨chenphysik. Es wird die
Schwingung der Si(001)-Oberfla¨chendimere infolge einer elektronischen Dynamik nach An-
regung an der Oberfla¨che analysiert und es wird sich zeigen, dass diese auf einer Zeit- und
La¨ngenskala stattfindet, die sowohl der Theorie als auch dem Experiment zugaenglich ist.
Um die Bedeutung der Femtosekunden-Chemie und -Physik zu verdeutlichen, wird
zuna¨chst jeweils ein herausragendes Beispiel aus den beiden intensiver erforschten Berei-
chen pra¨sentiert, der Moleku¨lphysik und der Festko¨rperphysik.
1.1 Reaktionen in der Femtosekunden-Chemie
Eine zeitaufgelo¨ste lasergesteuerte Messmethode brachte 1987 einen großen Durchbruch in
der experimentellen Untersuchung chemischer Reaktionen. Der Titel einer aufsehenerregen-
den Vero¨ffentlichung [1] im Jahr 1987 von Ahmed H. Zewail lautete
”
Real-time femtosecond
probing of transition states in chemical reactions“, in der auf der Zeitskala von 200 fs das
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Abbildung 1.1: Links ist die Anrege-Abfrage-Technik (engl.: pump-probe experiment) mit zwei
Laserpulsen in einem Aufbau der Femtochemie schematisch dargestellt. Fu¨r die so gewonnenen
bahnbrechenden Ergebnisse u¨ber die Natur chemischer Reaktionen auf der fs-Skala erhielt Ah-
med H. Zewail 1999 den Nobelpreis fu¨r Chemie. Die Abbildung rechts zeigt ein Beispiel aus der
Photoisomerisation, dem lasergesteuerten Schalten eines Moleku¨ls zwischen zwei Konfigurationen.
Femtosekunden-Laserpulse ermo¨glichen die Beeinflussung und Beobachtung chemischer Vorga¨nge
auf der Zeitskala, auf der sie ablaufen [2–4]. (Abbildung aus [3])
Brechen der chemischen Bindung des ICN-Moleku¨ls in seine Bestandteile Iod und Cyanid
beobachtet wurde. Mit zwei ultrakurzen Laserpulsen von etwa 10-100 fs Dauer, die etwa
um die gleiche Dauer zeitlich versetzt werden ko¨nnen, wird die chemische Reaktion in Gang
gesetzt und als Funktion der Zeit untersucht (Abbildung 1.1 links). Der erste Laserpuls
dient als Auslo¨ser der Reaktion bzw. zum Anregen des Moleku¨ls und der zweite Laserpuls
misst zeitversetzt Spektren, die auf den Zustand der Reaktion oder des Moleku¨ls schließen
lassen. Fu¨r diese Anwendung in der so von ihm gegru¨ndeten Femtosekunden-Chemie und
den daraus resultierenden Einblick in die Chemie auf der Zeitskala ihrer elementaren Pro-
zesse hat Ahmed H. Zewail 1999 den Nobelpreis fu¨r Chemie erhalten.
In einer weiteren Serie von Experimenten untersuchte Zewail das lasergesteuerte Schalten
von Moleku¨len zwischen unterschiedlichen Konfigurationen. Das Moleku¨l Stilben la¨sst sich
wie in Abbildung 1.1 rechts dargestellt zwischen der cis- und trans-Konfiguration umschal-
ten. Durch den Laserpuls wird die zentrale Doppelbindung geschwa¨cht und eine Rotation
des Moleku¨ls angeregt, die das Moleku¨l in die trans-Stellung transformiert [5]. Das Schal-
ten von Moleku¨len hat heute eine große Bedeutung im Forschungsgebiet der molekularen
Maschinen, das schon Motoren [6], Rotoren [7–9] und andere Elemente [10] hervorgebracht
hat. Ein besonders komplexes Beispiel ist die Entwicklung eines molekularen Wagens auf
einer Festko¨rperoberfla¨che, der mittels eines Lasers zur Bewegung auf der Oberfla¨che ge-
trieben wird [11]. Gerade fu¨r solche Entwicklungen kann ein umfassendes Versta¨ndnis der
Festko¨rper- und Oberfla¨chenphysik auf atomarer Skala und deren elektronischer Dynamik
von grundlegender Bedeutung sein.
1.2 Phononanregung in der Festko¨rperphysik
Die Pump-Probe-Technik hat in der Festko¨rperphysik gleichfalls zu richtungsweisenden
Ergebnissen gefu¨hrt. Als Beispiel sei hier die fs-aufgelo¨ste Beobachtung eines einzelnen
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Abbildung 1.2: Skizze von Potentialkurven als
Funktion des Abstands der beiden Wismutatome
in der primitiven Elementarzelle. Die untere Kur-
ve skizziert den Verlauf im Grundzustand und
die obere den Verlauf im elektronisch angereg-
ten Zustand. Bei elektronischer Anregung ergibt
sich fu¨r den Abstand der beiden Wismutatome
eine neue Gleichgewichtslage [12–14]. (Abbildung
aus [14])
atomaren Schwingungsmodes im Festko¨rper von Wismut von Sokolowski-Tinten et. al.
genannt [12–14].
Wismut kistallisiert in einer Struktur mit zwei Atomen in der primitiven Elementarzel-
le. Durch die elektronische Anregung ergibt sich fu¨r den Abstand der beiden Atome pro
Elementarzelle eine neue Gleichgewichtslage, wodurch das System in Schwingung gera¨t. In
Abbildung 1.2 sind die Potentialkurven skizziert. Eine elektronische Anregung befo¨rdert
das System auf die obere Potentialkurve und die Atome befinden sich in einem ausgelenkten
Zustand. Die neue Elektronenverteilung, die durch die elektronische Anregung entstanden
ist, fu¨hrt zu den treibenden Kra¨ften zum Minimum der angeregten Potentialkurve hin und
erzeugt so das Phonon im elektronisch angeregten System.
Die experimentelle Methode zur Aufnahme atomarer Festko¨rperstrukturen ist lange be-
kannt. Die Arbeiten von Max von Laue, der dafu¨r 1914 den Nobelpreis fu¨r Physik er-
hielt [15], haben gezeigt, dass Ro¨ntgenstrahlen an Kristallen gebeugt werden. Diesen Ef-
fekt nutzten William Henry Bragg und sein Sohn William Lawrence Bragg, um Kristall-
strukturen aufzukla¨ren. Aus den auftretenden Beugungsmustern lassen sich geometrische
Informationen der Elementarzelle ableiten. Hierfu¨r erhielten Vater und Sohn zusammen
nur ein Jahr spa¨ter ebenfalls den Nobelpreis fu¨r Physik [16].
Wenn ein Ro¨ntgenpuls mit einem Laserpuls synchronisiert wird, ko¨nnen koha¨rente atomare
Gitterschwingungen im Festko¨rper zeitaufgelo¨st aufgenommen. Mit einem Femtosekunden-
Laserpuls, der die elektronische Anregung erzeugt und einem ebenso kurzen zeitversetzten
Ro¨ntgenpuls, der eine zeitabha¨ngige Aufnahme spezieller Ro¨ntgenreflexe erlaubt, ist so die
atomare Schwingung in der Intensita¨t der Ro¨ntgenreflexe zu beobachten. Die Intensita¨t
der Ro¨ntgenreflexe ist proportional zum Absolutquadrat des geometrischen Strukturfak-
tors, in den die geometrische Anordnung der Wismutatome eingeht. Das faszinierende Er-
gebnis dieses Experimentes, mit dem Atome beim Schwingen beobachtet werden ko¨nnen,
ist in Abbildung 1.3 zu sehen. Auf der linken Seite ist der Verlauf zweier spezieller Ro¨nt-
genreflexe als Funktion des Abstands der beiden Wismutatome aufgetragen. Der in gru¨n
eingezeichnete (222)-Reflex nimmt an Intensita¨t zu, wenn das System von der ungesto¨rten
Gleichgewichtslage zur vera¨nderten Gleichgewichtslage wechselt. Entsprechend schla¨gt die
rechts dargestellte Messkurve dieses Reflexes nach oben aus und spiegelt dann in den Os-
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Abbildung 1.3: Durch Ro¨ntgenbeugung beobachteter Verlauf zweier Strukturfaktoren infolge
einer elektronischen Anregung und der damit verbundenen Schwingung der Wismutatome um
ihren neuen Gleichgewichtsabstand [12–14,17]. (Abbildungen aus [17])
zillationen die Schwingung der Atome wieder. Die gleiche Schwingung ist im (111)-Reflex
zu beobachten, nur dass hier die vera¨nderte Gleichgewichtslage einer geringeren Intensita¨t
entspricht.
1.3 Si-Dimerschwingung in der Oberfla¨chenphysik
Diese Arbeit wird von theoretischer Seite an einem Beispiel aufzeigen, dass es in der Ober-
fla¨chenphysik ebenfalls mo¨glich ist, mit einem Laserpuls eine koha¨rente atomare Schwin-
gung anzuregen. Ein besonders geeignetes Testsystem stellt die wohl am intensivsten un-
tersuchte Halbleiteroberfla¨che u¨berhaupt dar, die Si(001)-Oberfla¨che. Sie eignet sich in be-
sonderer Weise durch ihre außergewo¨hnliche Oberfla¨chenrekonstruktion, die seit den ersten
Vorschla¨gen in den Siebzigern bis in die letzten Jahre kontrovers diskutiert wurde. So kann
auch die folgende Literaturliste nur einen sehr kleinen Auszug aus allen Vero¨ffentlichungen
zu diesem Thema darstellen: [18–27]. Die heute von theoretischer und experimenteller Sei-
te allgemein akzeptierte Grundzustandsrekonstruktion ist in Abbildung 1.4 zu sehen. Im
Vordergrund sind zwei Oberfla¨chenatome mit den Ziffern 1 und 2 markiert. Diese beiden
Atome stellen den wesentlichen Teil der markanten Rekonstruktion der Oberfla¨che. In der
Volumenstruktur wa¨ren diese Atome nicht na¨chste Nachbarn und ha¨tten keine kovalente
Bindung zueinander, an der Oberfla¨che jedoch sind sie aufeinander zu geru¨ckt und bil-
den eine kovalente Bindung aus, die in dieser Abbildung durch einen braunen Zylinder
dargestellt ist. Diese beiden Atome werden als Oberfla¨chendimer der Si(001)-Oberfla¨che
bezeichnet. Es fa¨llt auf, dass dieses nicht eben liegt, sondern gegen die Oberfla¨che ver-
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Abbildung 1.4: Atomare Ansicht der Si(001)-
Oberfla¨che. Im Vordergrund sind zwei Ober-
fla¨chenatome mit den Ziffern 1 und 2 markiert.
Diese beiden Atome bilden ein Si(001)-Dimer,
wobei das Atom 1 aus der Oberfla¨che heraus
und das Atom 2 in die Oberfla¨che hinein rela-
xiert ist. Die Dimerreihen laufen in der Abbil-
dung von vorne nach hinten. Die Dimere einer
Reihe sind alternierend verkippt. Die hellgraue
Konturfla¨che visualisiert den besetzten Zustand
am jeweils oberen Atom und ist mit zwei Elek-
tronen (e−) besetzt.
kippt ist. Diese Besonderheit kommt aufgrund der elektronischen Konfiguration an der
Oberfla¨che zustande. Ursache fu¨r die Verkippung ist ein energetisch gu¨nstiger Elektronen-
transfer vom unteren mit der Ziffer 2 bezeichneten Dimeratom zum oberen mit der Ziffer
1 bezeichneten Dimeratom. Der Zustand1, der deshalb zwei Elektronen entha¨lt, ist durch
die hellgraue Konturfla¨che visualisiert.
Diese enge Verknu¨pfung zwischen dem Elektronentransfer und der Dimerverkippung la¨sst
sich nun ausnutzen, um mit einer Laserpulsanregung das Dimer zum Schwingen zu brin-
gen. Die Idee ist die Folgende: Ein Laserpuls geeigneter Frequenz und Intensita¨t regt die
Oberfla¨che an, indem er eine Dynamik der Elektronen vom oberen Dimeratom zum unteren
Dimeratom anfacht und somit einen Teil des Elektronentransfers ru¨ckga¨ngig macht und die
Elektronendichte an den beiden Dimeratomen teilweise wieder ausgleicht. Dies fu¨hrt dazu,
dass sich der Gleichgewichtsverkippungswinkel bei gegebener elektronischer Anregung ver-
ringert und das Dimer in Schwingung gera¨t, a¨hnlich dem zuvor beschriebenen Wismutatom
in seiner Festko¨rperelementarzelle nach elektronischer Anregung.
Anhand der Potentialfla¨chen ist dieser Effekt in Abbildung 1.5 skizziert. Im Grundzustand
befindet sich die Si(001)-Oberfla¨che im Minimum der unteren Potentialkurve, entsprechend
einem Dimerverkippungswinkel von 19◦. Die elektronische Anregung hebt das System auf
die obere Potentialfla¨che bei gleichem Winkel, sofern der Anregungsprozess schneller als
die Reaktionszeit der Kerne hier innerhalb weniger Femtosekunden abla¨uft. Eine solche
ist beispielsweise durch einen Femtosekundenlaserpuls denkbar. Auf der oberen Potenti-
alfla¨che strebt das System dann wieder gegen das Minimum unter Beru¨cksichtigung der
elektronischen Anregung und durchla¨uft eine ionische und elektronische Dynamik.
Von experimenteller Seite sind Anrege-Abfrage-Experimente fu¨r die Beobachtung eines sol-
chen Effektes die erste Wahl. Als Beispiel sind zwei experimentelle Aufbauten angefu¨hrt,
1Genau genommen sind es zwei Zusta¨nde, die jedoch bezu¨glich des Spins entartet sind.
5









Abbildung 1.5: Skizze von Poten-
tialkurven der Si(001)-Oberfla¨che
als Funktion des Winkels der
Oberfla¨chendimere gegen die Ober-
fla¨chenebene. In schwarz ist die
Potentialkurve fu¨r den elektroni-
schen Grundzustand und in rot fu¨r
den an der Oberfla¨che elektronisch
angeregten Zustand eingezeichnet.
Nach elektronischer Anregung er-
gibt sich ein neuer Gleichgewichts-
winkel, um den das Dimer, ausge-
hend von seiner alten Position vor
der Anregung, schwingt.
mit denen Untersuchungen an der Si(001)-Oberfla¨che geplant sind und zum Teil auch schon
durchgefu¨hrt wurden.
Zum einen gibt es in der Arbeitsgruppe von Horn-von Hoegen das Pikosekunden-RHEED
(Reflection High-Energy Electron Diffraction) mit einer Zeitauflo¨sung von sechs Pikose-
kunden [28]. Mit dieser Apparatur ist es mo¨glich, zuna¨chst mit einem Laserpuls die Ober-
fla¨che anzuregen und nach einem gewissen ps-Zeitabstand mit einem Elektronenpuls den
Zustand der Oberfla¨che abzufragen. Der Elektronenpuls fa¨llt in einer RHEED-Geometrie
unter streifendem Einfall von etwa 5◦ gegen die Oberfla¨chenebene auf die Oberfla¨che und
wird dort reflektiert und gebeugt. Auf einem Detektor kann das Beugungsbild aufgenom-
men und analysiert werden [29,30]. Aus dem Beugungsbild la¨sst sich die Oberfla¨chenrekon-
struktion bestimmen. Zusa¨tzlich ist auch eine Reflexprofilanalyse mo¨glich, mit der sich der
Debeye-Waller-Faktor analysieren la¨sst. Dieser la¨sst Ru¨ckschlu¨sse auf die Auslenkungen
der Atome an der Oberfla¨che zu und erlaubt damit Aussagen u¨ber die zeitabha¨ngigen ato-
maren Bewegungen an der Oberfla¨che. Es ließe sich also auf der ps-Zeitskala ein Abklingen
der durch den Laserpuls u¨ber das elektronische System indirekt angeregten Dimerschwin-
gung beobachten.
Ein anderer Aufbau, der schon zu eindrucksvollen zeitaufgelo¨sten Ergebnissen an der
Si(001)-Oberfla¨che gefu¨hrt hat [31], existiert in der Arbeitsgruppe von Weinelt. Mit ei-
nem Zweiphotonen-Photoemissionsexperiment (2PPE) wird zuna¨chst die Oberfla¨che mit
einem Femtosekundenlaserpuls angeregt und danach mit einem zweiten Laserpuls Elek-
tronen aus der Oberfla¨che in das Vakuum angeregt. Die Elektronen im Vakuum werden
detektiert und erlauben Ru¨ckschlu¨sse auf die elektronische Anregung zu dem Zeitpunkt,
zu dem sie emittiert wurden.
Alternativ lassen sich mit einem hochenergetischen zweiten Laserpuls Kernzustandsver-
schiebungen von Oberfla¨chenatomen und Atomen tieferer Lagen (SCLS aus dem engli-
schen Surface-Core-Level-Shift) analysieren. Diese energetischen Verschiebungen in den
kernnahen Zusta¨nden sind sensitiv auf die chemische Umgebung, in der sich die Atome
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befinden. Eine Verschiebung deutet auf eine A¨nderung der elektronischen Struktur oder
eine A¨nderung der geometrischen Struktur an der Oberfla¨che hin. Eine Verbreiterung des
Intensita¨tsprofils eines solchen Kernzustands kann als erho¨hte Bewegungsamplitude des
Atoms gedeutet werden. Damit ist ebenfalls eine zeitabha¨ngige Untersuchung von Ober-
fla¨chenschwingungen mo¨glich [32]. Jedoch stehen geeignete Laserpulse zur Analyse der
Kernzusta¨nde derzeit nur an Beschleunigerringen wie dem BESSY in Berlin zur Verfu¨gung
und die Zeitauflo¨sung ist auf 30 ps begrenzt [33].
Die experimentelle Beobachtung einer koha¨renten atomaren Schwingungsmode an der Ober-
fla¨che, analog zu derjenigen der Wismutatome im Festko¨rper, ist also in der Zukunft zu
erwarten. In dieser Arbeit wird eine Molekulardynamik-Simulation von Elektronen und
Atomen von theoretischer Seite durchgefu¨hrt, um die Si(001)-Oberfla¨che als Modellsystem
fu¨r eine beobachtbare und anregbare Oberfla¨chenschwingung zu validieren. Die elektro-
nische Anregung wird durch die Simulation eines kurzen Laserpulses von wenigen Fem-
tosekunden erzeugt. Eine systematische Analyse unterschiedlicher Laserparameter erlaubt
Aussagen daru¨ber, wie diese zu wa¨hlen sind, um eine effektive elektronische Anregung an
der Oberfla¨che zu erreichen. Eine folgende kombinierte elektronische und ionische Mole-
kulardynamik erlaubt Aussagen daru¨ber, auf welcher Zeitskala und in welchem Maße die
Oberfla¨chendimere auf die elektronische Anregung reagieren und Simulationen bis in die
Pikosekundenzeitskala erlauben Aussagen u¨ber das Abklingverhalten einer solchen Schwin-
gung. Gleichzeitig lassen sich zu jedem Zeitpunkt aus den Simulationsdaten weitere Gro¨ßen
wie beispielsweise Surface-Core-Level-Shifts ableiten, um experimentelle Ergebnisse zu in-
terpretieren.
Die Theorie, mit der diese Simulationen durchgefu¨hrt werden ko¨nnen, ist die Dichtefunktio-
naltheorie [34] und die zeitabha¨ngige Dichtefunktionaltheorie [35]. Fu¨r Erstere erhielten der
Physiker Walter Kohn und der Mathematiker John A. Pople 1998 den Nobelpreis fu¨r Che-
mie. Mit der Dichtefunktionaltheorie lassen sich Moleku¨le, Festko¨rper und Oberfla¨chen auf
der Born-Oppenheimer-Fla¨che beschreiben. Fu¨r eine echte Dynamik der Elektronen kann
die von Runge und Gross entwickelte zeitabha¨ngige Dichtefunktionaltheorie verwendet wer-
den. Beide Theorien zusammen erlauben die in dieser Arbeit durchgefu¨hrte Erforschung
der
”
Ultraschnellen Dynamik der Si(001)-Oberfla¨che“, die zum grundlegenden Versta¨ndnis
der elektronischen Anregung von Oberfla¨chen und deren Folgen auf der Femtosekunden




Im folgenden Kapitel werden die auf Dichtefunktionaltheorie (DFT) beruhenden theoreti-
schen Grundlagen zur ab-initio Berechnung von Oberfla¨chen und der Dynamik von Ober-
fla¨chen zusammenfassend vorgestellt.
Der Zusatz ab-initio betont hier den Verzicht auf Parameter, die an experimentelle Mes-
sungen angepasst werden und beschreibt damit eine Methode, die alleine auf theoretischen
U¨berlegungen beruht. Der Vorteil einer solchen Methode besteht in einem vorurteilsfreien
Vergleich mit experimentellen Ergebnissen.
Ausgangspunkt der Beschreibung von Festko¨rpern und deren Oberfla¨chen auf einer ato-
maren Skala ist die Schro¨dingergleichung aller involvierten Teilchen. Sie erlaubt die Be-
rechnung des Systems von Wellenfunktionen Ψν fu¨r die positiv geladenen Ionen mit den
Koordinaten RI und fu¨r die negativ geladenen Elektronen mit den Koordinaten ri, die sich
in den gemeinsamen Vielteilchenzusta¨nden Ψν befinden ko¨nnen.
Fu¨r N zu beschreibende Kerne und einer Summe von n Elektronen lautet die zeitun-
abha¨ngige Schro¨dingergleichung zur Berechnung des Grundzustands fu¨r ν = 0 und der
angeregten Eigenzusta¨nde fu¨r ν > 0:
HˆΨν({RI}I=1..3N , {ri}i=1..3n) = EνΨν({RI}I=1..3N , {ri}i=1..3n) . (2.1)
Der Hamiltonoperator ist gegeben durch
Hˆ = TˆIon + TˆEl + VˆIon−Ion + VˆIon−El + VˆEl−El . (2.2)
Tˆ steht fu¨r den Operator der kinetischen Energie. VˆEl−El, VˆIon−Ion und VˆIon−El sind die
Wechselwirkungsoperatoren zwischen Elektronen, zwischen Ionen und zwischen Elektronen
und Ionen.




Ψ({RI}I=1..3N , {ri}i=1..3n, t) = HˆΨ({RI}I=1..3N , {ri}i=1..3n, t) . (2.3)
1Formeln werden in der gesamten Arbeit, sofern nicht anders angegeben, in atomaren Einheiten notiert:
~ = me = |e| = 1. Die Einheit fu¨r die Energie ist das Hartree: 1 H = 27, 2116 eV und die Einheit fu¨r die
La¨nge der Bohrsche Radius: 1 Bohr = 0, 529177 A˚.
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Jede Vorhersage zum Verhalten des Festko¨rpers und seiner Oberfla¨che la¨sst sich damit im
Prinzip durch Lo¨sen der Vielteilchen-Schro¨dingergleichung beantworten. Praktisch ist dies
nicht direkt mo¨glich, da die Anzahl der Teilchen, die alle u¨ber die langreichweitige Cou-
lombkraft miteinander wechselwirken, fu¨r realistische Systeme zu groß wird.
Es sind Na¨herungen no¨tig, um mit der Schro¨dingergleichung Festko¨rper- und Oberfla¨chen-
physik betreiben zu ko¨nnen. In dieser Arbeit werden Grundzusta¨nde und die elektronische
und ionische Dynamik einer Festko¨rperoberfla¨che untersucht. Eine etablierte Methode zur
Berechnung des Grundzustands der zeitunabha¨ngigen Schro¨dingergleichung ist die im fol-
genden vorgestellte Dichtefunktionaltheorie.
Im Mittelpunkt dieser Arbeit steht die ultraschnelle Dynamik der Si(001)-Oberfla¨che in-
folge elektronischer Anregung, die in der Dichtefunktionaltheorie nicht beschrieben werden
kann. Die dafu¨r beno¨tigte Lo¨sung der zeitabha¨ngigen Schro¨dingergleichung mithilfe der
zeitabha¨ngigen Dichtefunktionaltheorie wird weiter unten skizziert.
2.1 Elektronische Struktur des Grundzustands
Zuna¨chst wird die Theorie des Grundzustands beschrieben, da die Kenntnis und das
Versta¨ndnis des Grundzustands der Ausgangspunkt fu¨r jegliche dynamische Beschreibung
und Analyse des zugeho¨rigen Systems ist.
2.1.1 Born-Oppenheimer Na¨herung
Aufgrund des großen Massenunterschieds zwischen Ionen und Elektronen la¨uft die grundle-
gende Dynamik der beiden Teilchensorten im Allgemeinen auf unterschiedlichen Zeitskalen
ab. Fu¨r das spa¨ter behandelte Silizium beispielsweise la¨uft die Elektronendynamik auf der
Sub-Femtosekundenskala ab, wa¨hrend die Dynamik der Ionen deutlich langsamer im Sub-
Pikosekundenbereich abla¨uft. Diese Tatsache wirkt sich sehr deutlich auf die Integrations-
schrittweiten zur Simulation der beiden Systeme aus. Die spa¨ter benutzte Schrittweite fu¨r
die nicht-adiabatische Elektronendynamik liegt bei 3,6 Attosekunden (Kapitel 4), wa¨hrend
die Simulation der Kerndynamik in adiabatischer Na¨herung mit einer Schrittweite von 5
Femtosekunden auskommt (Kapitel 5).
Die Elektronen ko¨nnen folglich aufgrund ihrer sehr viel schnelleren Dynamik der Bewe-
gung der Ionen nahezu instantan folgen. Diese Tatsache motiviert die wohlbekannte Born-
Oppenheimer (BO) oder adiabatische Na¨herung, die die eigentliche Dynamik des Systems
auf die Ionen beschra¨nkt, wa¨hrend das elektronische System seinen Zustand zu gegebenen
Ionenpositionen beibeha¨lt.
Ausgehend von der oben beschriebenen Wellenfunktion aller Koordinaten Ψ(R, r, t) 2 folgt
die Born-Oppenheimer-Na¨herung, indem zuna¨chst nach einem vollsta¨ndigen System der
Wellenfunktionen ψν,R(r) des elektronischen Teilproblems
HˆElψν,R(r) = Uν(R)ψν,R(r) (2.4)
2R sei die Abku¨rzung fu¨r {RI}I=1..3N und r fu¨r {ri}i=1..3n.
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mit dem Hamiltonoperator
HˆEl = TˆEl + VIon−Ion + VˆIon−El + VˆEl−El (2.5)
und den Eigenwerten Uν(R) entwickelt wird:




Einsetzt in die zeitabha¨ngige Schro¨dingergleichung 2.3 ergibt sich die Dynamik der Ionen













2∇RIψν,R(r) · ∇RIχν(R, t) +
(∇2RIψν,R(r))χν(R, t)} d3nr. (2.7)
Fu¨r den zweiten Summand in dem Integral la¨sst sich zeigen, dass er im Allgemeinen von der
Gro¨ßenordnung TElmEl/MI und damit vernachla¨ssigbar klein ist. Der erste Summand liefert
nur Beitra¨ge fu¨r ν 6= µ. Diese ko¨nnen U¨berga¨nge zwischen unterschiedlichen elektronischen
Zusta¨nden induzieren und werden in adiabatischer Na¨herung vernachla¨ssigt.





= (TˆIon + U0(R))χ0(R, t), (2.8)
wa¨hrend das elektronische System bei gegebenen Kernkoordinaten in seinem Zustand ver-
bleibt
(TˆEl. + VIon−Ion + VˆIon−El. + VˆEl.−El.)ψ0,R(r) = U0(R)ψ0,R(r). (2.9)
Die beiden letzten Gleichungen sind hier fu¨r die Grundzustandsfla¨che U0(R) notiert.
Mit dieser Na¨herung lassen sich viele Effekte sehr gut beschreiben. In der Festko¨rper-
physik ist die Berechnung von Phononen ein gutes Beispiel. Dies wird im Kapitel 5 zur
Beschreibung des Abklingverhaltens der oberfla¨chenlokalisierten Ionenschwingung auf der
Si(001)-Oberfla¨che benutzt.
Außerhalb der Gu¨ltigkeit der Born-Oppenheimer-Na¨herung liegen beispielsweise die Che-
miesorption einfacher Adsorbate auf Metalloberfla¨chen und die damit verbundene Elektron-
Loch-Anregung, [36–39] die experimentell im sogenannten Chemostrom [40] beobachtet
wird. Im Mittelpunkt dieser Arbeit steht ebenfalls ein nicht-adiabatisches System. In Ka-
pitel 4 wird die Elektron-Loch-Angeregung der Si(001)-Oberfla¨che durch einen starken
Laserpuls beschrieben. Auf diese nicht-adiabatische Anregung folgt eine starke ionische
Dynamik, die durch eine enge Kopplung der elektronischen und ionischen Struktur auf der
Si(001)-Oberfla¨che entsteht.
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2.1.2 Molekulardynamik auf der Born-Oppenheimer-Fla¨che
In adiabatischer Na¨herung la¨sst sich mit relativ geringem numerischen Aufwand eine semi-
klassische Molekulardynamik betreiben. Das elektronische System wird quantenmechanisch
beschrieben und beha¨lt seinen zu Anfang eingenommenen Zustand bei, der im Allgemeinen











klassisch beschrieben werden, indem nur der Beitrag des Erwartungswerts der Ionenkoor-
dinaten zur Kraft beitra¨gt:
〈F (R)〉 ≈ F (〈R〉). (2.11)
Das bedeutet, dass eine vollsta¨ndige Berechnung der Potentialenergiefla¨che U0(R) fu¨r alle
R entfa¨llt und lediglich die zeitunabha¨ngige Schro¨dingergleichung des elektronischen Sys-
tems fu¨r den Erwartungswert von R gelo¨st werden muss. Die Kraft auf die Ionen ist dann
gegeben durch
F (〈R〉)I = −〈ψ0|∇RIHˆEl |ψ0〉 . (2.12)
Diese Art der Molekulardynamik wird im Kapitel 5 zur na¨herungsweisen Beschreibung
der ionischen Dynamik auf der ps-Zeitskala als derzeit einzig mo¨gliche Fortsetzung einer
elektronischen fs-Dynamik verwendet. Die nicht-adiabatische Beschreibung des elektroni-
schen Systems ist fu¨r Festko¨rper mit Oberfla¨chen numerisch zu aufwendig, um sie auf die
ps-Zeitskala auszudehnen.
2.1.3 Dichtefunktionaltheorie
Nachdem das elektronische und ionische Teilproblem weitgehend entkoppelt ist, besteht
noch das Problem der vielen Freiheitsgrade der Vielteilchen-Schro¨dingergleichung. Die
zuna¨chst exakte Dichtefunktionaltheorie erlaubt den U¨bergang von der Vielteilchenwellen-
funktion ψ(r1, r2 . . . , r3n) zur Gesamtdichte n(r)
3 und damit eine enorme Reduktion der
Freiheitsgrade.
Fu¨r zeitunabha¨ngige Systeme ist dieser Durchbruch 1964 den Physikern Hohenberg und
Kohn [34] zu verdanken. Spa¨ter erhielt Walter Kohn dafu¨r zusammen mit John A. Pople
1998 den Nobelpreis fu¨r Chemie. Hohenberg und Kohn haben gezeigt, dass die Grundzu-
standsenergie ein Funktional der Elektronendichte alleine ist und eine Minimierung eines
Gesamtenergiefunktionals bezu¨glich der Energie den exakten Grundzustand liefert. Um zu
beweisen, dass die Gesamtenergie ein Funktional der Elektronendichte ist, wird gezeigt,
dass jeder Grundzustandselektronendichte n(r) ein erzeugendes externes Potential v(r) zu-
geordnet werden kann und diese Zuordnung bis auf eine additive Konstante eindeutig ist.
Da der Hamiltonoperator durch das externe Potential eindeutig festgelegt ist, folgt fu¨r die
3r steht nur noch fu¨r den Ortsvektor der drei Raumdimensionen.
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Grundzustandsenergie E0, dass sie ein Funktional der Elektronendichte E0[n] ist. Diese
Feststellung ist das erste Theorem von Hohenberg und Kohn.




la¨sst sich zeigen, dass auch der Erwartungswert der Summe der kinetischen und Coulomb-
Wechselwirkungsenergie ein Funktional der Elektronendichte ist
FHK[n] = 〈ψ| Tˆ + Vˆext + Wˆ |ψ〉 − 〈ψ| Vˆext |ψ〉
= 〈ψ| Tˆ + Wˆ |ψ〉 , (2.14)
wobei |ψ〉 ein zu n(r) geho¨render Grundzustand ist.
Um diesen Formalismus sinnvoll einsetzen zu ko¨nnen, wird das Funktional
Ev[n] := FHK[n] +
∫
n(r)v(r)d3r (2.15)
definiert, in welchem das externe Potential kein Funktional der Elektronendichte mehr ist,
sondern vorgegeben werden kann. Das zweite Theorem von Hohenberg und Kohn besagt,
dass dieses Funktional bei vorgegebenem externen Potential bei der zugeho¨rigen Grundzu-
standsdichte ein Minimum annimmt und die Grundzustandsenergie liefert:
E0[n0] = Ev0 [n0] ≤ Ev0 [n]. (2.16)
Zur Bestimmung des Grundzustands eines Vielteilchensystems genu¨gt es damit im Prin-
zip, das Energiefunktional bezu¨glich der Teilchendichte zu minimieren. Diese Aufgabe ist
zuna¨chst weniger komplex als den Erwartungswert der Energie bezu¨glich der Vielteilchen-
wellenfunktion zu minimieren.
Die Minimierung der Energie bezu¨glich der Dichte erfolgt nach dem Verfahren von Kohn
und Sham [41]. Das wechselwirkende elektronische System la¨sst sich durch ein System nicht
wechselwirkender Spin-1/2-Fermionen mit den Einteilchenwellenfunktionen φ in einem ef-
fektiven Potential ersetzen. Der Grundzustand des wechselwirkenden Systems entspricht
dann der selbstkonsistenten Lo¨sung von Einteilchen-Schro¨dingergleichungen der Form:
−1
2








fi(k) |φi(k, r)|2 d3k;
(2.17)
hier fu¨r translationsinvariante Systeme mit demWellenvektor k aus der ersten Brillouinzone
und dem Bandindex i notiert. Die fi(k) geben die Besetzung der Kohn-Sham-Orbitale
wieder und sind zuna¨chst entweder leer oder vollsta¨ndig besetzt. Aus technischen Gru¨nden
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werden die Besetzungszahlen ha¨ufig an der Fermienergie
”
aufgeweicht“, also beispielsweise
gema¨ß einer Elektronentemperatur nach der Fermifunktion verteilt4.
Das effektive Potential setzt sich aus drei Beitra¨gen zusammen:
veff(r) = v(r) + vH(r) + vXC(r) (2.18)
Neben dem externen Potential v(r), das u¨blicherweise durch die Ionenpositionen gegeben
ist, wird die Wechselwirkung mit der Gesamtelektronendichte in das Hartree-Potential







Fu¨r das Austausch-Korrelationspotential la¨sst sich kein exakt berechenbarer Term angeben.





wobei die Austauch-Korrelationsenergie durch
EXC [n] = FHK [n]− TS[n]− EHartree[n]
= (〈ψ|T |ψ〉 − TS[n]) + (〈ψ|W |ψ〉 − EHartree[n])
(2.21)
definiert ist und alle Korrelationsbeitra¨ge inklusive der Austausch-Korrelation und Selbst-
energiekorrektur gegenu¨ber der Hartree-Energie entha¨lt. Ferner entha¨lt die hier definierte
Austausch-Korrelationsenergie die Differenz der kinetischen Energien zwischen dem System
wechselwirkender Elektronen 〈ψ|T |ψ〉 und dem Ersatzsystem nicht wechselwirkender Spin-









Bis hier ist das elektronische Teilproblem exakt behandelt und durch die Hohenberg-Kohn-
Theoreme und die Kohn-Sham-Gleichungen ist das Vielteilchenproblem numerisch bere-
chenbar geworden. Die Austausch-Korrelations-Energie ist jedoch derzeit eine weder ex-
akt anzugebene noch systematisch na¨herbare Gro¨ße in diesem Verfahren. Die beiden am
ha¨ufigsten eingesetzten und bis jetzt erfolgreichsten Na¨herungen sind die Lokale-Dichte-
Na¨herung und die Generalisierte-Gradienten-Na¨herung.
4Aus der Grundzustandsenergie und den Kra¨ften [42] muss diese fiktive Temperatur wieder herausge-
rechnet werden.
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2.1.4 Na¨herung fu¨r Austausch und Korrelation
In der Lokalen-Dichte-Na¨herung (LDA) wird die Austausch-Korrelationsenergie aus der
Austausch-Korrelationsenergie pro Teilchen des homogenen Elektronengases εhomXC mit der





Bildlich entspricht dies einer beliebig dichten Aneinanderreihung homogener Elektronenga-
se mit unterschiedlichen Dichten gema¨ß der Dichteverteilung im elektronischen System. Fu¨r
langsamer als die ku¨rzeste Wellenla¨nge 2pi/kF des homogenen Elektronengases variierende
Dichten, ist dies eine sehr gute Na¨herung. Fu¨r Dichten von normalen Festko¨rpern liegt
2pi/kF im Bereich atomarer Absta¨nde, sodass im Grunde genommen nicht von langsam
variierenden Dichten ausgegangen werden kann. Obwohl diese Na¨herung fu¨r Festko¨rper
drastisch ist, hat sie sich im Nachhinein fu¨r viele Fa¨lle als hinreichend genau erwiesen.
Ursache hierfu¨r sind einige Eigenschaften des Austausch-Korrelationsfunktionals, die in
LDA exakt erfu¨llt werden, wie die Summenregel des Austausch-Korrelationslochs. Eine
weitere Ursache sind fehlerweghebende Effekte, die beispielsweise durch die Mittelung der
Ladungsdichte des Austausch-Korrelationslochs u¨ber den Raumwinkel entstehen.
In LDA werden Gitterkonstanten, strukturelle und elektronische Eigenschaften verla¨sslich
beschrieben, aber es gibt auch Probleme, wie beispielsweise zu niedrige Reaktionsbarrieren
oder U¨berscha¨tzung von Koha¨sionsenergien. Letztere lassen sich mit einer etwas weiterge-
henden Na¨herung, der Generalisierte-Gradienten-Na¨herung (GGA) beheben, die zusa¨tzlich
zur Teilchendichte auch den Gradienten der Teilchendichte beru¨cksichtigt:
EGGAXC [n] =
∫
fGGAXC (n(r), |∇n(r)|)d3r. (2.24)
Die Funktion fGGAXC wird allein durch ab-initio U¨berlegungen festgelegt. Es ergibt sich aus
der Sto¨rungstheorie des homogenen Elektronengases fu¨r kleine, langsam vera¨nderliche Teil-
chendichteinhomogenita¨ten und erfu¨llt zusa¨tzlich einige weitere exakte Eigenschaften, die
fu¨r das Austausch-Korrelationsfunktional gelten.
Damit wird beispielsweise die Reaktionsbarriere der dissoziativen Adsorbtion von H2 auf
Si(001) qualitativ besser beschreiben als in LDA, die einen barrierefreien Reaktionspfad
vorhersagt [43,44]. Eine deutliche Verbesserung bringt die GGA auch bei der Beschreibung
vom U¨bergang der Diamantphase in die β-Zinn-Phase von Silizium oder Germanium [45].
Die Koha¨sionsenergie von Silizium kommt in GGA richtig heraus, wa¨hrend in LDA eine
Abweichung von 15% auftritt. Eine allgemeine Verbesserung bringt die GGA jedoch nicht
und viele Volumeneigenschaften werden durch die GGA gegenu¨ber der LDA u¨berkorrigiert.
Die Gitterkonstante von Silizium wird beispielsweise in LDA um 1% unterscha¨tzt und in
GGA um 0,5% u¨berscha¨tzt [46,47].
Diesen beiden relativ einfachen Na¨herungen des XC-Funktionals haben ein weiteres gemein-
sames Problem: Sie heben nicht exakt die Selbstenergie des Hartreeterms auf. Dies fu¨hrt zu
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einem falschen asymptotischen Verhalten des XC-Potentials in das Vakuum endlicher Sys-
teme. Das LDA/GGA-Potential verschwindet exponentiell, anstatt wie −1/(4|z−z0|). Dies
verursacht Ungenauigkeiten bei physikalischen Eigenschaften, die damit zusammenha¨ngen.
So haben beispielsweise Ionisationspotentiale von Moleku¨len große Fehler und Elektronen-
affinita¨ten lassen sich nicht richtig bestimmen [48]. Bessere Austauschkorrelationsfunktio-
nale sind Gegenstand aktueller Forschung. Um die Probleme der Selbstenergie zu lo¨sen,
wird versucht, eine Selbstenergiekorrektur in die LDA einzufu¨hren (SIC-LDA) oder direkt
mit exaktem Austausch (EXX) zu rechnen.
2.2 Elektronisch nicht-adiabatische Molekulardynamik
Die Dichtefunktionaltheorie und die Dynamik auf der Born-Oppenheimer-Fla¨che genu¨gt
zur Beschreibung von Grundzusta¨nden und der Dynamik von Systemen, die das elektroni-
sche System im Grundzustand belassen. Der Hauptteil dieser Arbeit bescha¨ftigt sich aller-
dings mit der elektronischen Anregung und Dynamik infolge eines fs-Laserpulses. Solche
Systeme lassen sich nicht in Born-Oppenheimer-Na¨herung beschreiben, sondern erfordern
eine
”
echte“ Dynamik des elektronischen Systems, die beispielsweise eine Erzeugung von
Elektronen und Lo¨chern in der Bandstruktur und folgende Relaxationseffekte erlaubt.
2.2.1 Nicht-adiabatische Dynamik in Ehrenfest-Na¨herung
Zur Beschreibung elektronisch nicht-adiabatischer Prozesse muss die Born-Oppenheimer-





ψ(r, t) = HˆEl(R)ψ(r, t), (2.25)
wobei der Hamiltonoperator des elektronischen Systems parametrisch von den Ionenposi-
tionen abha¨ngt. Die Dynamik der Kerne wird weiterhin in Ehrenfest-Na¨herung beschrieben:
MIR¨I = −〈ψ(r, t)|∇RIHˆEl(R) |ψ(r, t)〉 . (2.26)
Diese Na¨herung ist gut, solange eine mittlere klassische Trajektorie sinnvoll anzugeben
ist. Effekte, die daru¨ber hinaus gehen, ko¨nnen beispielsweise mit dem surface-hopping-
Algorithmus von Tully [49] beschrieben werden.
2.2.2 Zeitabha¨ngige Dichtefunktionaltheorie
Fu¨r zeitabha¨ngige Systeme funktioniert der U¨bergang von der Vielteilchenwellenfunktion
auf die Elektronendichte ebenfalls. Diese neue Theorie mit der
”
alten“ Idee ist von Runge
und Gross 1984 eingefu¨hrt worden [35]. Im Gegensatz zur Dichtefunktionaltheorie, die den
Grundzustand aus einer Energieminimierung nach dem Ritzschen Prinzip erha¨lt, folgt die
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− HˆEl(t) |ϕ(t)〉 dt. (2.27)
An dem stationa¨ren Punkt entspricht die Wellenfunktion der Vielteilchenwellenfunktion
ψ(r, t), die die zeitabha¨ngige Schro¨dingergleichung lo¨st. Dieses grundsa¨tzlich andere Prin-
zip macht die zeitabha¨ngige Dichtefunktionaltheorie zu mehr als einer einfachen Erweite-
rung der statischen Dichtefunktionaltheorie.
Das Runge-Gross-Theorem besagt zuna¨chst, dass analog zum ersten Hohenberg-Kohn-
Theorem eine eineindeutige Abbildung zwischen der zeitabha¨ngigen Dichte n(r, t) und
dem zeitabha¨ngigen externen Potential v(r, t) besteht:
Zwei Dichten n(r, t) und n′(r, t), die sich nach einem gegebenen
Anfangszustand und den Potentialen v(r, t) und v′(r, t) entwickeln,
sind unterschiedlich, sofern sich die Potentiale um mehr als eine nur
zeitabha¨ngige Konstante c(t) unterscheiden [35].






− HˆEl(t) |ϕ[n](t)〉 dt (2.28)





Analog zur Dichtefunktionaltheorie la¨sst sich ein nicht wechselwirkendes Ersatzsystem mit
effektivem Potential finden, dessen die Wellenfunktionen eine zeitabha¨ngige Dichte erzeu-
gen, die exakt die Dichte des vollsta¨ndig wechselwirkenden Systems aller Teilchen wie-
dergibt. Die Theorie gilt zuna¨chst nur fu¨r endliche Systeme, wird aber im Folgenden ap-
proximativ fu¨r ausgedehnte Festko¨rper mit Oberfla¨che benutzt. Die zeitabha¨ngigen Kohn-




φj(k, r, t) = (−1
2
∇2 + veff([n], r, t))φj(k, r, t) (2.30)
mit dem zeitabha¨ngigen effektiven Potential




3r′ + vXC([n] , r, t) (2.31)








|φj(k, r, t)|2 d3k. (2.32)
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Die Summation zur Berechnung der Dichte erstreckt sich u¨ber alle zur Zeit t = 0 besetzten
Wellenfunktionen. Die Definition des Austausch-Korrelationswirkungsfunktionals erfolgt
analog zur Definition der Austausch-Korrelationsenergie




wobei AS[n] das Wirkungsfunktional des nicht wechselwirkenden Systems ist, kann das
Austausch-Korrelationspotential formal angegeben werden:




Ein Problem verbleibt mit der hier angegebenen Definition von AXC[n] bzw. A[n]. Die-
se fu¨hren zu zeit- und raumsymmetrischen Antwortfunktionen f(r, t; r′, t′) = f(r′, t′; r, t),
obwohl die Kausalita¨t ein Verschwinden solcher Funktionen fu¨r t′ > t fordert. Diesen Wi-
derspruch hat van Leeuwen aufgelo¨st und die Wirkungsfunktionale mit der Keldyshkontur
neu definiert [50].
2.2.3 Adiabatische Na¨herung fu¨r Austausch und Korrelation
Die Komplikationen der Vielteilchenwechselwirkung verstecken sich hier wieder hinter dem
Austausch-Korrelationspotential vXC([n] , r, t). Im zeitabha¨ngigen Fall ist das XC-Potential
prinzipiell um einiges komplexer als das zeitunabha¨ngige XC-Potential, da es zusa¨tzlich
Geda¨chtniseffekte und Abha¨ngigkeit vom Anfangszustand beinhaltet. Die einfachste und
bisher meist verwendete Na¨herung ist die adiabatische Na¨herung. Ausgehend von einer
Na¨herung fu¨r das XC-Potential des Grundzustands wird dieses zur Zeit t mit der Dichte
n(r, t) verwendet






In dieser Na¨herung fehlen wichtige Eigenschaften, die das exakte XC-Potential beschreibt,
wie beispielsweise Geda¨chtniseffekte oder die Abha¨ngigkeit vom Anfangszustand. Gute Er-
gebnisse sind folglich zuna¨chst nur fu¨r Systeme zu erwarten, die nahe am Grundzustand
sind und zeitlich schwach variieren. Fu¨r Systeme, die stark angeregt sind, wie die im Kapi-
tel 4 beschriebene Anregung durch einen starken Laserpuls ist die adiabatische Na¨herung
sicherlich drastisch.
Trotzdem ist dies eine ha¨ufig verwendete Na¨herung, die entweder mit der GGA oder der
LDA kombiniert wird. Am ha¨ufigsten wird sie mit der LDA kombiniert und dann adiaba-
tische LDA (ALDA) genannt:
vALDAXC (r, t) = v
LDA
XC (n(r, t)). (2.36)
Zusa¨tzlich zur adiabatischen Na¨herung bleiben in der ALDA auch die weiter oben erwa¨hn-
ten Probleme der LDA bestehen, wie beispielsweise der falsche Abfall des Potentials in das
Vakuum endlicher Systeme.
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Abbildung 2.1: Brechungsindex (oben)
und optisches Absorptionsspektrum (un-
ten) von Silizium: gru¨ne Punkte vom Ex-
periment, strichgepunktete Linie in oran-
ge aus TDDFT-ALDA, gestrichelte blaue
Linie aus Bethe-Salpeter-Gleichung und
schwarz durchgezogene Linie aus TDDFT
mit langreichweitigem Kern [52].
Eine ausfu¨hrliche U¨bersicht und Analyse der TDDFT mit unterschiedlichen XC-Na¨herun-
gen im Vergleich mit Vielteilchen-Greensfunktionsmethoden findet sich beispielsweise in
einem Artikel von Onida, Reining und Rubio [51]. Als ein Beispiel ist das dort pra¨sentier-
te optische Spektrum von Silizium hier als Abbildung 2.1 zitiert. Der Vergleich mit dem
Experiment zeigt, dass aufwendigere Theorien wie Bethe-Salpeter der TDDFT in ALDA-
Na¨herung u¨berlegen sind. Ursache hierfu¨r ist, dass die ALDA exzitonische Effekte nicht
beschreibt. Die durchgezogene schwarze Linie zeigt, dass ein einfacher XC-Kern der stati-
sche, langreichweitige Beitra¨ge entha¨lt, exzitonische Effekte reproduzieren kann und damit
das experimentelle Spektrum quantitativ gut beschreibt [52]. Letzterer XC-Kern wird nur
in TDDFT-Sto¨rungstheorie eingesetzt.
Trotz aller Na¨herungen und einiger Probleme liefert die ALDA in der zeitabha¨ngigen Dich-
tefunktionaltheorie a¨hnlich wie die LDA in der Dichtefunktionaltheorie oft quantitativ oder
zumindest qualitativ gute Ergebnisse.
2.2.4 Unita¨re Zeitentwicklung
Die methodische Lo¨sung der TDDFT-Molekulardynamik unterscheidet sich grundsa¨tzlich
gegenu¨ber den DFT-Grundzustandsrechnungen. Statt einer selbstkonsistenten Energiemi-
nimierung im Kohn-Sham-Schema ist eine (zumindest na¨herungsweise) unita¨re Zeitent-
wicklung der anfa¨nglich gegebenen Kohn-Sham-Wellenfunktionen φj(r, t0) no¨tig. Formal




φj(r, t) = HˆKS(t)φj(r, t) (2.37)
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mit dem unita¨ren Zeitentwicklungsoperator Uˆ(t, t0) gelo¨st
φj(r, t) = Uˆ(t, t0)φj(r, t0). (2.38)
Fu¨r den Zeitentwicklungsoperator gilt ebenfalls die Schro¨dingergleichung oder umformu-
liert die Integralgleichung



















HˆKS(t1)HˆKS(t2) · · · HˆKS(tn)
]
dt1dt2 · · · dtn (2.40)
oder in kurzer symbolischer Notation angeben:
Uˆ(t, t0) = T [e
−i R tt0 HˆKS(τ)dτ ]. (2.41)
Hierbei ist der Zeitordnungsoperator T wichtig, da der Kohn-Sham-Hamiltonoperator we-
gen des Hartree- und Austausch-Korrelationspotentials explizit zeitabha¨ngig ist. Deswegen
la¨sst sich der Zeitentwicklungsoperator fu¨r beliebige Zeiten t spa¨ter als t0 nicht ohne wei-
teres berechnen. Allerdings erlaubt der Zeitentwicklungsoperator eine schrittweise Berech-
nung des vollen Zeitintervalls
Uˆ(t, t0) = Uˆ(t, t0 + (N − 1)∆t) · · · Uˆ(t0 + 2∆t, t0 +∆t)Uˆ(t0 +∆t, t0), (2.42)
so dass eine Berechnung des Zeitentwicklungsoperators fu¨r ein beliebig kurzes Zeitintervall
∆t genu¨gt. Fu¨r den Kurzzeitoperator







la¨sst es sich durch entsprechend kleine Wahl von ∆t erreichen, dass die gema¨ß dem Zeitord-
nungsoperator entstehenden Kommutatoren vernachla¨ssigt werden ko¨nnen [53]. An dieser
Stelle setzen einige Verfahren an, um den Exponentialterm unita¨r zu na¨hern. Als vielleicht
eleganteste Methode fu¨r TDDFT sei hier die Split-Operator-Methode [54–56] genannt.
Einfacher in den DFT-Programmcode fhi96md zu implementieren ist ein Prediktor-Kor-
rektor-Schema, welches eine unvera¨nderte U¨bernahme der meisten Programmteile erlaubt.
Das Pra¨diktor-Korrektor-Schema wird auf die Integralgleichung der KS-Wellenfunktionen
angewendet:




Dabei wird das u¨bliche Pra¨diktor-Korrektor Verfahren unter Verwendung von q Zeitpunk-
ten aus der Vergangenheit und einem Pra¨diktor-Extrapolationsschritt mit nachfolgendem
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Abbildung 2.2: Schematische Darstellung des zusa¨tzlichen zweiten und den Zeitpunkt t0 ab-
schließenden Korrektorschritts unter Verwendung eines Stu¨tzpunktes aus der Zukunft t1 der auf
Pra¨diktor-Niveau evaluiert ist.
impliziten Korrektorschritt schnell instabil und erha¨lt die Gesamtenergie des physikalischen
Systems nicht. Ursache hierfu¨r ist die der Pra¨diktor-Korrektor-Na¨herung fehlende Zeitum-
kehrsymmetrie, da nur zeitlich zuru¨ckliegende Stu¨tzstellen t0, t−1, t−2, ... benutzt werden,
um das Integral von t0 = t nach t1 = t+∆t zu na¨hern.





tp−k − tp−j (2.45)
zur Interpolation durch q + 1 Stu¨tzstellen lautet die Pra¨diktorformel:

















Eine fu¨r alle bisher betrachteten Probleme ausreichende Stabilita¨t liefert eine leichte Mo-
difikation des u¨blichen Pra¨diktor-Korrektor-Schemas [57]. Ein zusa¨tzlicher zeitumkehr-
invarianter Korrektorschritt zum Zeitpunkt t0 vor dem eigentlichen Korrektorschritt zum
Zeitpunkt t1 erreicht die zusa¨tzlich beno¨tigte Stabilita¨t (notiert fu¨r q+1 = 4 Stu¨tzstellen):
φC
′








Die Integration von t−1 nach t0 verwendet in diesem Schritt zusa¨tzlich die Stu¨tzpunkte t−2
direkt vor dem Intervall und t1 direkt nach dem Intervall. U¨bertragen auf den Zeitentwick-
lungsoperator ist dieser na¨herungsweise zeitumkehr-invariant. Eine bildliche Veranschauli-
chung dieses Schrittes ist in Abbildung 2.2 dargestellt.
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2.3 Konzepte der DFT fu¨r die Oberfla¨chenphysik
2.3.1 Superzellengeometrie
In translationsinvarianten Strukturen, wie sie in Festko¨rpern und an deren Oberfla¨chen auf-
tauchen, lassen sich die Berechnungen auf eine Einheitszelle oder je nach Problemstellung
auf eine gro¨ßere Superzelle beschra¨nken. Damit reduziert sich die Anzahl der explizit zu
berechnenden Atome auf diejenigen einer Superzelle. Die elektronischen Wellenfunktionen
lassen sich nach dem Blochtheorem fu¨r spinunpolarisierte Systeme mit dem Bandindex j
und dem Punkt k der 1. Brillouinzone durchnummerieren: φj,k. Eine kontrollierbare Na¨he-
rung bei der Beschreibung der Bandstruktur kommt durch die Wahl spezieller, fu¨r die
Brillouinzone repra¨sentativer, k-Punkte [58, 59] zustande. Details hierzu sind im Angang
B na¨her beschrieben.
In der Superzellengeometrie sind auch die Wellenfunktionen bis auf einen Blochfaktor pe-
riodisch. Nach ebenen Wellen entwickelt, haben diese fu¨r jeden k-Punkt aus der ersten






Die Wellenfunktionen sind dann durch den Satz der Entwicklungskoeffizienten cj(k +G)
gegeben. Zur numerischen Behandlung muss die Entwicklung begrenzt werden. Hier bietet
es sich an, die ebenen Wellen bis zu einer bestimmten Grenzwellenla¨nge bzw. Grenzenergie
Ecut zu beru¨cksichtigen, sodass gilt:
1
2
|k+G|2 ≤ Ecut. (2.50)
Damit die Anzahl der ebenen Wellen eine praktikable Gro¨ßenordnung erreicht, ist es wich-
tig
”
weiche“ Potentiale zu benutzen. Pseudopotentiale, die nur Valenzelektronen explizit
beru¨cksichtigen, sind solche weichen Potentiale. Sie variieren auf den typischen atoma-
ren La¨ngenskalen langsamer als Allelektronenpotentiale und fu¨hren damit auch zu langsa-
mer variierenden Wellenfunktionen, die enstprechend weniger hochfrequente Anteile ebener
Wellen besitzen.
Es gibt eine ganze Reihe von Programmen, die auf diesem Grundkonzept implementiert
sind. Das in dieser Arbeit benutzte Programm stammt vom Fritz-Haber-Institut in Ber-
lin und heißt fhi96md [60]. Urspru¨nglich fu¨r DFT-Rechnungen konzipiert, ist es in der
Arbeitsgruppe weiter entwickelt worden, um TDDFT-Molekulardynamik durchzufu¨hren.
Im Rahmen dieser Arbeit ist das Programm um einige Fa¨higkeiten erweitert worden. Neu
ist die Mo¨glichkeit, Laserpulse zu simulieren, die in nicht quantisierter Beschreibung und
Dipol-Na¨herung durch ein zusa¨tzliches skalares Potential im Hamiltonoperator beschrie-
ben werden. Details hierzu sind im Unterkapitel 4.2 beschrieben. Des Weiteren ist das
Wellenfunktionsextrapolationsverfahren von Arias, Payne und Joannopoulos [61] fu¨r ei-
ne stabilere Molekulardynamik auf der Born-Oppenheimer-Fla¨che implementiert worden
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(Unterkapitel 5.3.1). Die in Kapitel 5 beschriebene Molekulardynamik mit einem aus in-
teratomaren Kraftkonstanten parametrisierten Potential ist vollsta¨ndig neu implementiert
und mit der DFT-Molekulardynamik kombiniert worden, um große Systeme teilweise quan-
tenmechanisch und teilweise mit parametrisiertem Potential beschreiben zu ko¨nnen.
2.3.2 Pseudopotentiale
Als externes Potential der Kerne wird im Allgemeinen nicht das Allelektronenpotential
verwendet, sondern ein Pseudopotential, welches die Eigenzusta¨nde der kernnahen Elek-
tronen nicht mehr explizit entha¨lt. Das Herausprojizieren der Kernzusta¨nde ist in guter
Na¨herung mo¨glich, weil die chemischen Eigenschaften eines Atoms hauptsa¨chlich durch die
Valenzelektronen bestimmt werden. Fu¨r Gesamtenergierechnungen ergeben sich aus der
Benutzung der Pseudopotentiale einige Vorteile.
Neben technischen Vorteilen, wie der reduzierten Anzahl an elektronischen Freiheitsgraden
und einer ho¨heren numerischen Genauigkeit bei der Berechnung von Gesamtenergiedifferen-
zen, wirkt sich das Pseudopotential vor allem vorteilhaft fu¨r die Ebene-Wellen-Entwicklung
der Wellenfunktionen aus; Pseudopotentiale sind weicher. Dies fu¨hrt zu Pseudowellenfunk-
tionen, die ebenfalls weniger stark variieren. Eine atomare Pseudo-Valenzeigenfunktion
muss nicht auf den Kernwellenfunktionen orthogonalisieren, da diese nicht mehr vorhan-
den sind. Fu¨r die Entwicklung nach ebenen Wellen bedeutet dies, dass die Wellenfunktionen
schon mit wenigen Wellen großer Wellenla¨nge, beziehungsweise kleiner Energie, beschrieben
werden ko¨nnen. Die Volumengitterkonstante von Silizium beispielsweise wird mit ebenen
Wellen bis zu einer Energie von 8 Rydberg gegenu¨ber dem konvergierten Wert schon auf
0, 5% genau beschrieben. Bei einer Grenzenergie von 15 Rydberg kann die Volumengitter-
konstante von Silizium als konvergiert betrachtet werden.
Damit ein atomares Pseudopotential die physikalischen Effekte richtig beschreibt, muss
es gewisse Anforderungen erfu¨llen. Selbstversta¨ndlich sollen die Valenzeigenenergien des
Allelektronen-Atoms εaei mit denen des Pseudoatoms ε
ps
i u¨bereinstimmen. Um dies zu er-
reichen, muss bei einem Radius Rc und im Energiebereich der Valenzzusta¨nde das Pseu-
dopotential V ps, dass von Null bis zu dem Radius Rc das effektive Potential ersetzt, und












Das Pseudopotential soll außerdem unterhalb der Valenzeigenenergien keine niedriger lie-
genden Zusta¨nde besitzen. Dies fu¨hrt nach dem Knotensatz zu knotenfreien und damit
weichen Pseudowellenfunktionen.
Ebenso wichtig ist die Forderung nach dem sogenannten Normerhalt, der garantiert, dass
außerhalb des Kernbereichs fu¨r (r > Rc) die richtige Elektronendichte zur Beschreibung
chemischer Bindungen vorhanden ist. Der Normerhalt ist erfu¨llt, wenn fu¨r r > Rc die
normierten Allelektronenwellenfunktionen ψae und die normierten Pseudowellenfunktionen
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ψps identisch sind. Dies ist gleich bedeutend damit, dass innerhalb der Kugel mit dem







Eine Folgerung aus dem Normerhalt ist die Gleichheit der ersten Ableitungen der logarith-
mischen Ableitungen der Allelektronenwellenfunktion und der Pseudowellenfunktion bei















Abweichungen der logarithmischen Ableitungen in einer Umgebung der Eigenenergie sind
also von zweiter Ordnung. Dies wirkt sich positiv auf die Transferierbarkeit des Pseu-
dopotentials aus. Die Transferierbarkeit gewa¨hrleistet, dass das Pseudopotential auch in
Umgebungen mit modifizierter elektronischer Struktur, wie zum Beispiel im Festko¨rper
oder an Oberfla¨chen, physikalisch sinnvolle Ergebnisse liefert.
Bei der Erzeugung von Pseudopotentialen sind einige Na¨herungen notwendig. Zuerst wer-
den die kernnahen Elektronen als eingefroren betrachtet. In jeder Umgebung, in die das
Pseudopotential gebracht wird, wird also fu¨r die Kernelektronen die Konfiguration des
freien Atoms benutzt. Obwohl sich die einzelnen Beitra¨ge der Kernzusta¨nde zur Energie
in einer anderen chemischen Umgebung stark a¨ndern ko¨nnen, ist der Fehler in der Ge-
samtenergie durch die eingefrorenen Kernwellenfunktionen im Allgemeinen klein [62]. Von
gleicher Gro¨ßenordnung ist der Fehler durch die Pseudoisierung des Atoms, also durch das
Herausprojizieren der kernnahen Zusta¨nde.
Der Transfer des Pseudopotentials in anderen Situationen, als der des Atoms im Grund-
zustand, stellt ebenfalls eine Na¨herung dar. Deswegen ist im Einzelnen die Transferier-
barkeit des Pseudopotentials zu pru¨fen. Fu¨r das in dieser Arbeit generierte Silizium-
Pseudopotential wurde die Transferierbarkeit u¨berpru¨ft.
Fu¨r diese Arbeit wurde ein Pseudopotential nach der Konstruktionsvorschrift von Bache-
let, Hamann und Schlu¨ter (BHS) [63] in vollsta¨ndig nicht-lokaler Form nach Kleinman
und Bylander [64] mit dem am Fritz-Haber-Institut entwickelten Programm fhi98PP [65]
erstellt. Das BHS-Pseudopotential ist ein semilokales Pseudopotential der Form:
vˆps = vpslokal(r) +
∑
l,m
∆vpsl (r) |lm〉 〈lm| . (2.54)
Diese Form des Pseudopotentials ist jedoch nicht gut geeignet fu¨r Gesamtenergierechnun-
gen, da fu¨r jede Drehimpulsquantenzahl l in der Summe nkpt ·npw · (npw+1)/2 Integrale
berechnet werden mu¨ssen, wobei nkpt die Anzahl der k-Punkte im irreduziblen Teil der
Brillouinzone und npw die Anzahl der ebenen Wellen ist.
Kleinman und Bylander [64] haben eine Mo¨glichkeit gefunden, semilokale Pseudopotentiale
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in vollsta¨ndig nicht-lokale Pseudopotentiale umzuschreiben
∆vˆps,nll =
|∆vpsl upsl 〉 〈∆vpsl upsl |
〈upsl |∆vpsl |upsl 〉
. (2.55)
Damit wird die Anzahl der zu berechnenden Integrale auf nkpt · npw deutlich reduziert.
upsl bezeichnen hierbei die BHS-Pseudoradialwellenfunktionen.
Der Nachteil des nicht lokalen Pseudopotentials besteht darin, dass der Knotensatz nicht
anwendbar ist. Deswegen ko¨nnten sogenannte “Geisterzusta¨nde” unterhalb der Valenz-
zusta¨nde existieren, die das Pseudopotential unbrauchbar machen. Eine Analyse auf Geis-
terzusta¨nde [66] ist im Programm fhi98PP implementiert.
Fu¨r Silizium werden die zehn 1s- bis 2p-Elektronen als Kernelektronen herausprojiziert
und die verbleibenden vier 3s- und 3p-Elektronen als Valenzelektronen betrachtet. Fu¨r
den in dieser Arbeit als Oberfla¨chenterminierung auftauchenden Wasserstoff wurde kein




Die (001)-Oberfla¨che des Siliziums ist sowohl in der Technologie als auch in der Wissen-
schaft von außergewo¨hnlicher Bedeutung. In der Halbleitertechnologie bilden Siliziumschei-
ben mit (001)-Oberfla¨che die Grundlage fu¨r den Aufbau komplexer integrierter Schaltkrei-
se [67]. Fu¨r die Wissenschaft hat die Si(001)-Oberfla¨che die Rolle des wohl wichtigsten
Modellsystems fu¨r Halbleiteroberfla¨chen eingenommen, obwohl sie alles andere als ein ein-
faches Modellsystem ist. Im Gegenteil, selbst eine so grundlegende Eigenschaft wie die
geometrische Struktur wurde lange kontrovers diskutiert und ist bis heute Gegenstand
intensiver Forschung [18–27,68–73]. Daru¨ber hinaus finden sich immer wieder neue grund-
legende und interessante Vorga¨nge auf der Si(001)-Oberfla¨che wie die gezielte Mobilisierung
des Oberfla¨chenphasons [74].
In diesem Kapitel werden die Grundlagen der Silizium-Oberfla¨che erla¨utert, die zum Ver-
sta¨ndnis der Dynamik der Oberfla¨che von Bedeutung sind.
3.1 Geometrische Struktur
Unter Normaldruck kristallisiert Silizium in der Diamantstruktur, die sehr einfach durch
Ineinanderstellen zweier kubischer fcc-Gitter mit einer Verschiebung von einem Viertel
der Kantenla¨nge der kubischen Zelle la¨ngs der Raumdiagonalen zu erhalten ist. Auf den
Gitterpunkten der beiden Gitter sitzt je ein Siliziumatom. Unter hohen hydrostatischen
Dru¨cken existieren andere Phasen von Silizium wie die β-Zinn-Phase [45]. Im Folgenden
wird jedoch nur die Diamantstruktur von Silizium und deren Oberfla¨che betrachtet.
Jedes Siliziumatom hat in der Volumenstruktur vier na¨chste Nachbarn in den Tetraeder-
richtungen, zu denen eine kovalente Bindung besteht. Die elektronische Natur dieser Bin-
dung wird im Tight-Binding-Bild anschaulich. Das Silizium besitzt vier Valenzelektronen
in dem 3s-Orbital und den 3p-Orbitalen. Ein Basiswechsel von den s- und p-Orbitalen auf
sp3-Hybridorbitale ergeben die vier kovalenten Bindungsorbitale mit den Tetraederwinkeln
von 109,5 Grad zwischen je zwei Orbitalen. Die Bindung in der Diamantstruktur kommt
durch U¨berlappung zweier solcher sp3-Hybridorbitale von zwei na¨chsten Nachbarn zustan-
de. Das so entstandene Bindungsorbital ist mit zwei Elektronen besetzt.
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Abbildung 3.1: Geometrische Struktur der volumenterminierten p(1x1)-, der s(2x1)-Oberfla¨che
mit symmetrischen Dimeren, der b(2x1)-Oberfla¨che mit verkippten Dimeren und der p(2x2)-
Oberfla¨che mit alternierend verkippten Dimeren. Die gezeigten Strukturen sind nach links, rechts
und unten periodisch fortgesetzt.
Die experimentelle fcc-Gitterkonstante betra¨gt 5,43 A˚ [75], dem entspricht eine Bindungs-
la¨nge von 2,35 A˚ . Die theoretischen Werte aus DFT-Rechnungen fu¨r die Gleichgewichts-
gitterkonstante liegen je nach XC-Funktional um bis zu einem Prozent daru¨ber (GGA)
oder darunter (LDA).
Wird der Kristall senkrecht zur [001]-Kristallrichtung gespalten 1, ergibt sich die (001)-
Oberfla¨che. Auf dieser Oberfla¨che finden sich Siliziumatome mit je zwei gebrochenen und
ungesa¨ttigten Bindungen, insofern keine Relaxation und Rekonstruktion zugelassen wird.
Diese Oberfla¨che wird als volumenterminiert bezeichnet (Abbildung 3.1) und hat eine
p(1x1)-Oberfla¨cheneinheitszelle mit einem Oberfla¨chenatom.
Verschiedene grundlegende Mechanismen an Oberfla¨chen fu¨hren ausgehend von der volu-
menterminierten Struktur zur Absenkung der Oberfla¨chenenergie. Auf der Silizium-Ober-
fla¨che sind u¨ber einfache Relaxation hinausgehende Rekonstruktionen Ursache fu¨r eine
deutliche Energieabsenkung. Die deutlichste Absenkung wird durch Reduktion der gebro-
chenen Bindungen beim U¨bergang von der p(1x1)-Struktur zur p(2x1)-Struktur erreicht.
Die beiden Oberfla¨chenatome der p(2x1)-Oberfla¨cheneinheitszelle, die in der Volumen-
struktur keine na¨chsten Nachbarn sind, verringern ihren Abstand und bilden eine neue
kovalente Bindung. Diese gebundenen Oberfla¨chenatome werden als Dimere der Si(001)-
Oberfla¨che bezeichnet. Falls die beiden Dimeratome durch einen Spiegel zwischen den bei-
den Atomen, senkrecht zur Oberfla¨che, ineinander u¨bergehen, wird von symmetrischen
Dimeren gesprochen. Die so entstehende Oberfla¨cheneinheitszelle ist eine p(2x1)-Zelle mit
einem symmetrischen Dimer, die in dieser Arbeit mit s(2x1) abgeku¨rzt wird (Abbildung
3.1). Die Energieabsenkung betra¨gt 1, 8 eV [76] pro Dimer.
1Die [001], [010] und [100] Richtungen sind a¨quivalent.
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Abbildung 3.2: Schematische Zeichnung der Oberfla¨cheneinheitszellen im Aufblick auf die Ober-
fla¨che. In gelb sind die Dimeratome eingezeichnet. Das einwa¨rts relaxierte untere Dimeratom ist
etwas kleiner gezeichnet als das auswa¨rts relaxiert obere Dimeratom. Die Atome der zweiten Lage
sind (nicht relaxiert) in hellem braun gezeichnet und die Atome der dritten Lage klein in dunklem
braun. Die unterschiedlich rekonstruierten Bereiche, die im Idealfall unendlich ausgedehnt sind,
sind hier durch eine blaue, gestrichelte Linie getrennt.
Die s(2x1)-Struktur ist instabil2, und eine Verkippung der Dimere um 19 Grad gegen
die Oberfla¨che ergibt eine weitere Energieabsenkung um etwa 120 meV [76]. Diese (2x1)-
Rekonstruktion wird im Folgenden mit b(2x1) abgeku¨rzt (Abbildung 3.1). Vergro¨ßerungen
der Oberfla¨cheneinheitszelle fu¨hren zu weiteren Energieabsenkungen. Die p(2x2)-Rekon-
struktion liegt energetisch 48 meV [76] unter der b(2x1)-Rekonstruktion und unterscheidet
sich dadurch, dass die Dimere entlang einer Dimerreihe alternierend verkippt sind. Die
Energieabsenkung wird durch den Abbau von Verspannung in der zweiten Lage erreicht.
Die Atome der zweiten Lage, die zum unteren Dimeratom gebunden sind, weichen diesem
senkrecht zur Dimerbindung aus und relaxieren damit gleichzeitig in Richtung des oberen
Dimeratoms vom benachbarten, entgegengesetzt verkippten Dimer.
Die c(4x2)-Rekonstruktion ergibt sich aus der p(2x2)-Rekonstruktion durch eine Verschie-
bung jeder zweiten Dimerreihe um ein Dimer la¨ngs der Reihe. Eine schematische Zeichnung
der Oberfla¨cheneinheitszellen befindet sich in Abbildung 3.2. Die Energieabsenkung der
c(4x2)- gegenu¨ber der p(2x2)-Zelle betra¨gt nur wenige Millielektronenvolt und ist sehr emp-
findlich auf Sto¨rungen. Diese ko¨nnen durch externe Felder und Ladungsa¨nderungen entste-
hen [79,80] oder von STM-Spitzen erzeugt werden [72,81–83]. Die hier angegebenen Ener-
gieabsenkungen aus DFT-Rechnungen inklusive ausfu¨hrlicher Konvergenzuntersuchungen
sind bei Ramstadt, Brocks und Kelly [76] nachzulesen. Die DFT-Ergebnisse beinhalten
jedoch noch Unsicherheiten durch die Na¨herung des Austausch-Korrelationspotentials.
Aufwendigere Verfahren wie die Quanten-Monte-Carlo-Methode besta¨tigen weitgehend die
DFT-Ergebnisse mit einer Tendenz zu etwas kleineren Energiedifferenzen [26].
2Oberhalb von 900 Kelvin gibt es mo¨glicherweise eine Phase mit symmetrischen Dimeren [77,78].
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Abbildung 3.3: Links: Elektronische Volumenbandstruktur von Rohlfing et. al. [84]. Die durch-
gezogene Linie entspricht der Quasiteilchenbandstruktur in GW-Na¨herung und die gestrichelte
Linie der Kohn-Sham-Bandstrukur in LDA-Na¨herung. Rechts: Erste Brillouinzone des fcc-Gitters
und Definition der hochsymmetrischen Punkte und Wege.
3.2 Elektronische Struktur
Silizium in der Diamantstruktur za¨hlt zu den halbleitenden Materialien und besitzt bei
Raumtemperatur eine indirekte Bandlu¨cke von 1, 12 eV [84] zwischen dem Valenzbandma-
ximum am Γ-Punkt und dem Leitungsbandminimum auf der Γ-X-Linie nahe dem X-Punkt.
Die Kohn-Sham-Bandstrukur unterscha¨tzt in bekannter Weise diese Lu¨cke etwa um einen
Faktor von zwei und liegt bei 0, 6 eV (Abbildung 3.3).
Die elektronische Struktur der Si(001)-Oberfla¨che ha¨ngt sehr eng mit der speziellen Re-
konstruktion zusammen. Wa¨hrend die hypothetische s(2x1)-Rekonstruktion eine metalli-
sche Oberfla¨chenbandstruktur zeigt, sind die b(2x1),p(2x2) und c(4x2)-Strukturen halblei-
tend [76,85,86]. Die Ursache fu¨r den U¨bergang zur halbleitenden Oberfla¨chenbandstruktur
liegt in der Dimerverkippung. Zu den Zusta¨nden in den Oberfla¨chenba¨ndern der s(2x1)-
Rekonstruktion mit symmetrischen Dimeren geho¨ren die in Abbildung 3.4 links visualisier-
ten Wellenfunktionen, die durch eine Konturfla¨che ihres Betragsquadrats dargestellt sind.
Aus den beiden verbliebenen gebrochenen Bindungen der beiden Dimeratome bildet sich
ein zusa¨tzliches pi-bindendes und ein pi?-antibindendes Orbital, die Energieba¨nder verlau-
fen durch die Fermienergie und die Oberfla¨che ist somit metallisch.
Eine Verkippung der Dimere um etwa 19 Grad fu¨hrt zu einer neuen elektronischen Si-
tuation an den Dimeratomen. Das einwa¨rts relaxierte Atom befindet sich nahezu in einer
Ebene mit seinen beiden Bindungspartnern der zweiten Lage und dem auswa¨rts relaxier-
ten zweiten Dimeratom. Die kovalente Bindung zu diesen drei Nachbarn la¨sst sich durch










Abbildung 3.4: Elektronische Struktur der ge-
brochenen Bindungen links fu¨r das symmetri-
sche Dimer und rechts fu¨r das verkippte Dimer.
Oben ist jeweils eine Dichtekontur der Wellen-
funktion zum unbesetzten Band skizziert und
unten zum besetzten Band. Fu¨r die metallische
Struktur der symmetrischen Dimere sind die
Besetzungen als u¨berwiegende Besetzungen zu
verstehen.
Zu diesem p-artigen Orbital geho¨rt wegen der fehlenden Beimischung des s-Orbitals ein
energetisch angehobenes Band, das in den b(2x1)-, p(2x2)- und c(4x2)- Rekonstruktionen
vollsta¨ndig oberhalb der Fermienergie liegt (Abbildung 3.4 rechts). Das verbleibende nicht
direkt in eine Bindung involvierte Elektron dieses Dimeratoms befindet sich folglich nicht
in dem nun leeren p-Orbital, sondern kann in das dem auswa¨rts relaxierten Atom zuzuord-
nenden Band wechseln. Hier a¨ndert sich die elektronische Bindungskonfiguration so, dass
die drei Bindungen dieses Atoms eine pyramidale Anordnung annehmen und damit das
verbleibende Orbital eine erho¨hte Beimischung des s-Orbitals erha¨lt. Das zugeho¨rige Band
in der Oberfla¨chenbandstruktur sinkt vollsta¨ndig unter die Fermienergie und ist dadurch
mit zwei Elektronen besetzt.
Die Verkippung des Dimers wird in der Literatur ha¨ufig als Jahn-Teller-artiger Effekt be-
zeichnet. Der nach den Physikern Jahn und Teller benannte Mechanismus, urspru¨nglich der
Moleku¨lphysik entstammend, beschreibt die Energieabsenkung eines Moleku¨ls mit symme-
trieentartetem Grundzustand durch Brechen der zugeho¨rigen Symmetrie des Moleku¨ls. Die
beiden Zusta¨nde der symmetrischen Dimere sind nicht symmetrieentartet, jedoch bewirkt
der Symmetriebruch durch Verkippung der Dimere eine Energieabsenkung der gebrochenen
Bindung des oberen Atoms. In diesem Sinne ist von einem Jahn-Teller-Effekt die Rede.
Die p(2x2)-Bandstruktur verkippter Dimere la¨ngs hochsymmetrischen Wegen ist in Ab-
bildung 3.5 zu sehen. Zu den Ba¨ndern in der Volumenbandlu¨cke geho¨ren die oben er-
kla¨rten hybridisierten Wellenfunktionen am oberen und unteren Dimeratom. Da die p(2x2)-
Rekonstruktion zwei Dimere beinhaltet, gibt es zwei entsprechende Ba¨nder oberhalb und
unterhalb der Fermienergie.
3.3 Dynamik der Oberfla¨che
Bisher ist die Si(001)-Oberfla¨che anhand ihrer elektronischen und geometrischen Struktur
charakterisiert worden. Dieses Wissen bildet die Grundlage zum Versta¨ndnis der Dynamik
der Oberfla¨che. Im Mittelpunkt dieser Arbeit steht die Kopplung zwischen der durch einen
Laserpuls erzeugten elektronischen Anregung und der darauf folgenden und gleichzeitig






















Rohlfing, Kruger, Pollmann, PRB 52, 1905 (1995)
p(2x2)−DFT−PBE
PRB 42, 1305 (1990)Johansson et. al.
Northrup, PRB 47, 10032 (1993)
c(4x2)
Abbildung 3.5: Oben: Si(001)-p(2x2) Kohn-Sham-Bandstruktur: Die Kreuze markieren gerech-
nete Eigenwerte einer 16-Lagen Schicht mit a¨quivalenten Oberfla¨chen auf beiden Seiten. Die helle
Fla¨che stellt die getrennt berechnete, projizierte Volumenbandstruktur dar. Der Einsatz schemati-
siert den irrduziblen Teil der Brillouinzone und definiert die Bezeichungen der hochsymmetrischen
Punkte in der Oberfla¨chenbrillouinzone und die relative Lage der Dimere. Unten links: Vergleich
der DFT-Kohn-Sham-Oberfla¨chenbandstruktur mit der Quasiteilchenbandstruktur von Rohlfing,
Kru¨ger und Pollmann [85,86]. Unten rechts: Quasiteilchenbandstruktur von Northrup [87]
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Abbildung 3.6: Theoretische ab-initio Volumen-Phononenbandstruktur (Linie) [88] und experi-
mentelle Datenpunkte [89,90].
Bedeutung sind, werden im Folgenden kurz zusammengefasst.
Die experimentell [89–91] und theoretisch [88] bestimmten Phononenbandstrukturen des
Volumens stimmen perfekt u¨berein (siehe Abb. 3.6). Im Γ-Punkt reicht das Phononenspek-
trum von null bis 15, 5 THz entsprechend einer Energie von 64 meV. Bevor eine ab-initio
Berechnung der Phononenbandstruktur mo¨glich war, wurde von theoretischer Seite ver-
sucht die Phononenbandstruktur mit mo¨glichst wenigen Parametern anzupassen und zu
verstehen. Dabei wurden vielfach interatomare Kraftkonstanten, die Wechselwirkungen
durch Auslenkungen benachbarter Atome eines gegebenen Grades3 beschreiben, als Para-
meter benutzt. Mit Beschra¨nkung auf wenige Kraftkonstanten nahe benachbarter Atome
konnten große Teile der Phononenbandstruktur gut angepasst werden. Einzelne Bereiche
entzogen sich Anpassungsmo¨glichkeiten wie beispielsweise der sehr flache Verlauf des akus-
tischen Zweiges nahe des X-Punktes in Richtung des Γ-Punktes. U¨ber die Ursache hierfu¨r
wurde spekuliert und eine Reihe von physikalischen Ansa¨tzen probiert, um auch diesen
Bereich anzupassen.
Erst die ab-initio Berechnung der interatomaren Kraftkonstanten und der Bandstruktur
beschreibt dieses Abflachen zuverla¨ssig und la¨sst zweifelsfrei auf die Ursache schließen. Es
zeigt sich, dass Kraftkonstanten, die Wechselwirkungen zu Nachbarn auf der achten Scha-
le beschreiben, notwendig sind, fu¨r eine Bandstruktur, die den experimentellen Befund
vollsta¨ndig wiedergibt [92] 4. Ursache fu¨r den flachen Verlauf des akustischen Zweiges nahe
des X-Punktes ist die Wechselwirkung mit den Atomen, die sich la¨ngs einer ebenen
”
zick-
zack“ Bindungskette befinden. Die Wechselwirkung mit Atomen auf dieser Bindungskette
ist verglichen mit anderen ra¨umlich na¨herliegenden Atomen groß. Nacheinander befinden
sich die Nachbarn des ersten, zweiten, fu¨nften und achten Grades auf dieser Bindungs-
3Ein Nachbar vom Grad n entspricht einem Atom auf einer Schale mit dem n-la¨ngsten Abstand vom
Referenzatom. Jede Schale entha¨lt eines oder mehrere Atome.
4Auch als Ergebnis dieser Arbeit in Abbildung 5.3.
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Abbildung 3.7: Oberfla¨chenphononenbandstruktur der Si(001)-
p(2x2). Die Dimerwinkelschwingungen sind Volumenresonanzen
im mit r markierten Bereich zwischen 21 und 25 meV (5, 1 – 6, 1
THz). Dimerla¨ngenschwingungen sind mit ds bezeichnet. Weitere
Bezeichnungen sind in der Vero¨ffentlichung von Stigler, Pavone
und Fritsch [102] nachzulesen, aus der diese Abbildung entnom-
men ist.
kette. Die Kraftkonstanten aus den Wechselwirkungen mit den Nachbarn achten Grades
beschreiben schließlich das Abflachen des akustischen Zweiges (siehe auch die Abbildung in
Tabelle 5.3). In der in dieser Arbeit vorgestellten QM/MM-Methode (Kapitel 5) wird fu¨r
den nicht quantenmechanischen Teil ein Potential benutzt, das durch ab-initio berechnete
Kraftkonstanten parametrisiert ist.
An der Si(001)-Oberfla¨che sind wegen der Dimerbildung neue, von Volumenphononen deut-
lich zu unterscheidende Schwingungen zu erwarten. Diese sind in der Vergangenheit expe-
rimentell [93, 94] und theoretisch [95–104] untersucht worden. Die Abbildung 3.7 zeigt die
Oberfla¨chenphononenbandstruktur fu¨r die p(2x2)-Rekonstruktion mit projizierter Volu-
menphononenbandstruktur von Stigler, Pavone und Fritsch [102]. Die Dimerwinkelschwin-
gung liegt in der u¨brigen Literatur im Bereich 4, 8 – 6, 3 THz in U¨bereinstimmung mit dem
von Stigler, Pavone und Fritsch angegebenen Resonanzbereich der Dimerwinkelschwin-
gung von 5, 1 – 6, 1 THz. In dieser Arbeit werden die Γ-Punktschwingungen der p(2x2)-
Brillouinzone betrachtet. Die auf die p(2x2)-Brillouinzone projizierte Volumenbandstruktur
fu¨llt den Bereich der Oberfla¨chenschwingungen von null bis 15, 5 THz komplett aus, sodass
zuna¨chst zu erwarten ist, dass die Oberfla¨chenschwingungen am Γ-Punkt Volumenresonan-
zen sind. Dies wird im Kapitel 5 zum Abklingverhalten einer zuna¨chst oberfla¨chenlokali-
sierten Dimerwinkelschwingung na¨her untersucht.
Ein viel diskutierter, dynamischer Aspekt der Si(001)-Oberfla¨che ist das thermische Sprin-
gen der Dimere zwischen den verkippten Positionen +19◦ und −19◦. Aufgrund der kleinen
energetischen Barriere zwischen diesen beiden Positionen von etwa 0, 12 eV5 ist dieses
Schwingen bei Raumtemperatur zu beobachten. Dies erkla¨rt die u¨ber dem Dimer symme-
5Dies entspricht gerade dem Unterschied zwischen verkippten und symmetrischen Dimeren
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Abbildung 3.8: Gemessene [31, 106] und be-
rechnete [107] Quasiteilchenbandstruktur der
Si(001)-Oberfla¨che. Ddown (Dup) bezeichnet un-
besetzte (besetzte) Oberfla¨chenba¨nder, deren
Wellenfunktionen am unteren (oberen) Dime-
ratom lokalisiert sind. Die bei −0, 1 A˚−1 mit
hν bezeichnete vertikale Linie symbolisiert die
Laseranregung. Danach relaxieren die angereg-
ten Teilchen unter Phononenemission zur unte-
ren Bandkante im Γ-Punkt (1). Danach wird
ein Zustand X etwa 130 meV unterhalb des
Oberfla¨chenbandes besetzt (2). Dieser Zustand
ist als Oberfla¨chenexciton identifiziert worden
[31, 108, 109]. Die Abbildung ist der Vero¨ffent-
lichung von Weinelt et. al. [31] entnommen.
trischen STM-Abbildungen, die im Laufe der Messzeit u¨ber die beiden Positionen +19◦
und −19◦ mitteln. Unter Annahme einer Messzeit von 10 ms fu¨r die STM-Aufnahme und
einer Versuchsfrequenz von 5, 4 THz entsprechend der Dimerwinkelschwingungsfrequenz,
so ergibt sich bei einer Barriere von 0, 12 eV bei Raumtemperatur ein etwa 109-maliges
Hin- und Herschwingen wa¨hrend der Messung [105].
STM-Messungen unter 120 K zeigen verkippte Dimere und deuten darauf hin, dass die
Dimere in ihren Winkelpositionen eingefroren sind. Es sind Bereiche mit p(2x2)- und
c(4x2)-Rekonstruktionen zu beobachten. Die thermisch aktivierten U¨berga¨nge zwischen
c(4x2), p(2x2) und (2x1)-rekonstruierten Bereichen werden in der Literatur als Ordnungs-
Unordnungs-Phasenu¨berga¨nge der Si(001) bezeichnet und sind Gegenstand intensiver For-
schung [74,79,81,82,110–112].
In dieser Arbeit wird die nicht-thermische Dynamik der Si(001)-Oberfla¨che auf der fs-
Zeitskala studiert. Ein fu¨r dieses Forschungsgebiet zentrales Experiment stammt von Wei-
nelt et. al. [31, 108, 109], dessen Hauptaussage in Abbildung 3.8 zusammengefasst ist. In
diesem zeitaufgelo¨sten 2PPE-Experiment wird die Oberfla¨che zuna¨chst mit einem kurzen
(≤ 150 fs, hν = 1, 69 eV) Laserpuls elektronisch angeregt. Danach relaxieren die ange-
regten Teilchen in der bei (1) gezeichneten Weise zur unteren Oberfla¨chenbandkante im
Γ-Punkt. Diese Intrabandu¨berga¨nge sind unter Phononenemission mo¨glich und laufen auf
einer Zeitskala von 1, 5 ps ab. Fru¨here Experimente von Voelkmann et. al. [113] zeigen eine
Zeitskala fu¨r solch einen Streuprozess von etwa 50 – 250 fs. Unter der Annahme, dass viele
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Phononen emittiert werden bis zur Relaxation zum Bandminimum — die Anfangsanre-
gung u¨ber dem Bandminimum betra¨gt 0, 35 eV — ist dies konsistent mit der Gesamtzeit
von 1, 5 ps [109]. Vom Bandminimum aus wird in 5 ps ein Zustand etwa 130 meV un-
terhalb des Oberfla¨chenbandes besetzt (Punkt (2)). Dieser Zustand ist von Weinelt et.
al. als Oberfla¨chenexciton identifiziert worden [31, 108, 109]. Nach GW-Rechnungen von
Rohlfing [108] ist das Oberfla¨chenexciton an den Dimeratomen lokalisiert und hat eine
Ausdehnung u¨ber etwa 5 benachbarte Dimere. Die Bildung des Exzitons nach etwa 5 ps ist
nicht mehr Gegenstand dieser Untersuchung und liegt auch derzeit jenseits der Mo¨glich-
keiten von TDDFT-ALDA-Simulationen in einer Superzellengeometrie.
Der dritte in Abbildung 3.8 identifizierte Prozess auf einer Zeitskala von 220 ps wird einer
Streuung der Teilchen von Volumenzusta¨nden in das Oberfla¨chenband zugeordnet. Die Si-
mulation dieses Streuvorgangs liegt ebenfalls jenseits der Mo¨glichkeiten dieser Arbeit.
Der Schwerpunkt dieser Arbeit liegt in der Untersuchung der elektronischen Anregung
durch den Laser auf der unteren Femtosekundenskala und der dadurch induzierten Dyna-
mik der Ionen an der Oberfla¨che. Diese Anregung und Dynamik wird mit der zeitabha¨ngi-





Obwohl die Si(001)-Oberfla¨che schon lange Gegenstand intensiver Forschung ist, ist zur
nicht-adiabatischen Oberfla¨chendynamik nach elektronischer Anregung auf der Femtose-
kundenskala wenig bekannt.
Es gibt verschiedene Methoden, Energie in das elektronische System einzubringen, wie die
Chemisorption von Adsorbaten, der Beschuss mit Elektronen oder die hier untersuchte An-
regung mit einem Laserpuls. Auf mittleren Zeitskalen (ps-ns) sind bereits viele interessante
Effekte aufgetreten, wie die Bildung von Excitonen infolge einer starken Laseranregung an
der Oberfla¨che [31, 108, 109]. Wenig bekannt dagegen ist das ultraschnelle Verhalten der
Oberfla¨che im Femtosekundenbereich direkt nach einem entsprechend kurzen Laserpuls.
Besonders interessant sind die Zeitskalen und Kana¨le, auf denen die anfa¨nglich induzierte
Energie dissipiert wird.
In diesem Kapitel werden grundlegende, neue Ergebnisse pra¨sentiert. Es wird gezeigt, wie
der Laser das elektronische System anregt und auf welcher Zeitskala die Reaktion der
Oberfla¨chendimere folgt. Der Einfluss der Laserfrequenz und -intensita¨t wird untersucht
und gezeigt, dass die Reaktion der Oberfla¨che empfindlich davon abha¨ngt.
4.1 Oberfla¨chenlokalisierte Modellanregung
Bevor eine Anregung mit einem Laserpuls untersucht wird, soll eine Modellanregung be-
trachtet werden. Eine weitgehend an der Oberfla¨che lokalisierte elektronische Anregung
kann erzeugt werden, indem eine gewisse Anzahl an Elektronen
”
von Hand“ vom ho¨chsten
besetzten Oberfla¨chenzustand (HOMO)1 genommen wird und diese im niedrigsten unbe-
setzten Oberfla¨chenzustand (LUMO) deponiert wird (Abbildung 4.1). Der methodische
Vorteil dieser Anregung besteht darin, dass instantan eine gut definierte und fu¨r nicht zu
dicke Schichten vollsta¨ndig an der Oberfla¨che lokalisierte Anregung vorhanden ist, an der
1Bei konvergierter Schichtdicke gibt es nur eine besetzte Oberfla¨chenresonanz [114].
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Abbildung 4.1: HOMO und LUMO der Si(001)-p(2x2)-Oberfla¨che. Bei
einer Anregung von Hand werden Elektronen selektiv vom HOMO zum
LUMO verschoben.
sich einige grundsa¨tzliche Fragestellungen untersuchen lassen. Der technische Vorteil be-
steht in einer verku¨rzten Rechenzeit, da man gegenu¨ber den bei Laseranregung beno¨tigten
9 k-Punkten (IBZ) mit weniger speziellen k-Punkten (IBZ) in der Brillouinzone auskommt.
Ausgangspunkt einer Zeitentwicklung des Systems ist der um die Besetzungszahlen mo-
difizierte Grundzustand. Die Besetzungszahlen sind ausschließlich so vera¨ndert, dass nur
”
reine“ Zusta¨nde entstehen, also nur vollsta¨ndige Umbesetzungen von Zusta¨nden vorge-
nommen werden. Dies beschra¨nkt die mo¨glichen Anregungssta¨rken auf ganzzahlige Vielfa-
che von zwei Elektronen pro Superzelle.
Die Siliziumschicht in der Superzelle besteht aus acht Lagen Silizium mit einer p(2x2)-
Oberfla¨chenrekonstruktion auf Ober- und Unterseite der Schicht. Beide Oberfla¨chen ge-
hen zu jedem Zeitpunkt der Simulation durch Inversionssymmetrie ineinander u¨ber. Die
Integration der k-Punkte wird durch einen speziellen k-Punkte im irreduziblen Teil der
Brillouinzone entsprechend 4 speziellen k-Punkten in der vollen Brillouinzone gena¨hert.
Die obere Grenzenergie der Entwicklung nach ebenen Wellen betra¨gt 8 Rydberg. Das
Austausch-Korrelationspotential wird durch die Adiabatische-Lokale-Dichte-Na¨herung (AL-
DA) beschrieben. Die Schrittweitensteuerung des modifizierten Pra¨diktor-Korrektors [57]
stellt im Allgemeinen Schrittweiten bei 4 Attosekunden ein. Die Gesamtenergie ist dann bis
auf etwa 10 meV nach einer Pikosekunde erhalten. Verglichen mit der Anregungsenergie
von u¨ber 2 eV pro Superzelle ist dieser Fehler im Energieerhalt hinreichend klein.
4.1.1 Kopplung der Dimerwinkelschwingung an die elektronische
Anregung
Zuna¨chst wird eine Anregung untersucht, in der genau ein spinentarteter Zustand vollsta¨ndig
geleert wird und dafu¨r ein unbesetzter Zustand vollsta¨ndig gefu¨llt wird. So werden genau
zwei Elektronen vom besetzten, an allen vier Dimeren (zwei auf der Oberseite, zwei auf der
Unterseite) der Superzelle lokalisierten Zustand in den entsprechenden unbesetzten Dimer-
zustand angeregt. Dies entspricht einer Anregung von einem halben Elektron pro Dimer.
Die zugeho¨rige Anregungsdichte
δn(r, t) = n(r, t)− nBOR (r) (4.1)
fu¨r t = 0 ist im Konturplot 4.1 visualisiert. Es ist eine Konturfla¨che zu negativem Vorzei-
chen in rot und eine zu positivem Vorzeichen in blau dargestellt. Fu¨r die hier betrachtete
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Abbildung 4.2: Verlauf der Dimerverkippungswinkel der beiden Dimere der p(2x2) Rekonstruk-
tion nach einer Anregung von zwei Elektronen in der Oberfla¨che in einer Zelle mit je zwei Dimeren
auf zwei Oberfla¨chen (0.5e/Dimer).
spezielle Anregung ist das Bild identisch mit der farblichen Darstellung der Konturfla¨che
des HOMO in rot und des LUMO in blau. Die Elektronen sind also ra¨umlich von rot nach
blau angeregt.
Diese Anregung wurde am speziellen k-Punkt 2pi/a(1/4, 1/4, 0)2 der IBZ durchgefu¨hrt. Da
nur dieser eine k-Punkt zur Repra¨sentation der Oberfla¨chenbrillouinzone gewa¨hlt wurde,
ist die Anregung gleichma¨ßig u¨ber die ganze Brillouinzone der Oberfla¨che verteilt.3
Die so erzeugte Anregungsdichte hebt die Energie des elektronischen Systems um 2, 35 eV
an. Durch die modifizierte Dichte sind die KS-Grundzustandsobitale keine Eigenfunktionen
des dichteabha¨ngigen KS-Hamiltonoperators mehr und das elektronische System hat eine
nicht triviale Dynamik. Die Kra¨fte auf das ionische System sind infolge der modifizierten
nun zeitlich variierenden Dichte im Allgemeinen von null verschieden und treiben die Dy-
namik des ionischen Systems an.
Die Gesamtdauer der im folgenden pra¨sentierten Simulation betra¨gt 1, 1 ps. Einige Ef-
fekte, die auf dieser Zeitskala im Grunde genommen schon eine Rolle spielen, sind wegen
technischer Einschra¨nkungen hier allerdings nicht zu beobachten. Eine Einschra¨nkung ist
die geringe Anzahl frei beweglicher Lagen, je drei an Ober- und Unterseite, die einen
Transport von Energie in das Volumen durch ionische Schwingungen nicht beschreibt und
durch Reflexion an der ersten festgehaltenen Lage eine unerwu¨nschte Ru¨ckkopplung an
der Oberfla¨che erzeugt. Der Schwerpunkt der Untersuchung liegt in diesem Kapitel auf
der anfa¨nglichen Dynamik der Siliziumatome an der Oberfla¨che, etwa wa¨hrend der ersten
2Mit der Gitterkonstante a der p(2x2)-Rekonstuktion.
3Eine vollsta¨ndige Anregung der Brillouinzone la¨sst sich mit einem Laserpuls nicht ohne weiteres er-
zeugen, wie im folgenden Unterkapitel zur Laseranregung gezeigt wird.
37



















Abbildung 4.3: Verlauf der Dimerbindungsla¨ngen in einer p(2x2)-Oberfla¨cheneinheitszelle als
Funktion der Zeit nach einer Anregung von einem halben Elektron pro Dimer.
200 fs, die sto¨rungsfrei wiedergeben wird. Auf la¨ngerer Zeitskala sollten qualitative Effekte
der elektronischen Dynamik richtig wiedergegeben werden, weil sie vermutlich nicht vom
detaillierten Verlauf der ionischen Trajektorien abha¨ngen.
Wegen seiner ausgepra¨gten Dynamik wird zuerst der Verlauf des Dimerverkippungswinkels
studiert. Dieser ist in Abbildung 4.2 aufgetragen. Die Dimere bewegen sich zuna¨chst we-
gen des verringerten Jahn-Teller-artigen Effekts in Richtung kleinerer Winkel. Fu¨r die hier
modellierte Anregungsdichte von einem halben Elektron pro Dimer, ist die Dimerreaktion
so stark, dass beide Dimere ihren Verkippungswinkel einmal auf das entgegengesetzte Vor-
zeichen wechseln und dann unter Beibehaltung des Vorzeichens weiterschwingen. Die hier
sichtbare Asymmetrie der beiden Dimertrajektorien der p(2x2)-Oberfla¨che ist eine Folge
der begrenzten Schichtdicke. Bei acht Lagen ist die Wechselwirkung zwar relativ klein,
fu¨hrt aber durch die Dynamik nach relativ kurzer Zeit zu auseinanderlaufenden Trajek-
torien. Dies soll bei der Analyse aber nicht weiter sto¨ren, und kann in der Realita¨t bei
endlicher Temperatur sicher a¨hnlich auftreten.
Die relevante Zeitskala fu¨r die Kerndynamik nach der elektronischen Anregung ist der Fem-
tosekundenbereich, wie an dem Verlauf des Verkippungswinkels zu sehen ist. Der Dimer-
umklapp findet nach 180 Femtosekunden statt. Infolge der starken Anregung, der Reflexion
an den fixierten Lagen und der kurzen Simulationszeit ist eine Aussage u¨ber die Phono-
nenfrequenz der Dimerschwingung in dem elektronisch angeregten System nicht mo¨glich.
Eine Untersuchung zu den Dimerschwingungsfrequenzen bei elektronischer Anregung mit-
tels einer Quasi-Fermi-Methode findet sich im Unterkapitel 5.5.2.
Der zweite mit der elektronischen Anregungsdichte eng verknu¨pfte Freiheitsgrad des Di-
mers ist die Dimerbindungsla¨nge. Der zeitliche Verlauf ist der Abbildung 4.3 zu entnehmen.
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Abbildung 4.4: Kinetische Gesamtenergie, kinetische Energie der Dimere und kinetische Ener-
gie in den Freiheitgraden Dimerwinkelschwingung und Dimerla¨ngenschwingung. Alle Energien
verstehen sich pro p(2x2)-Oberfla¨cheeinheitszelle und beinhalten somit zwei Dimere.
Die Amplitude der Auslenkung betra¨gt etwa 0,1 A˚ und eine Fouriertransformation liefert
Schwingungsfrequenzen u¨ber den Bereich von 0 – 16 THz. Dies entspricht genau der Band-
breite der Volumenphononen (siehe Abbildung 3.6). Fu¨r eine detailliertere Analyse der
Schwingungsfrequenzen genu¨gt die La¨nge der Zeitentwicklung hier nicht. Im folgenden Ka-
pitel zur QM/MM-Dynamik auf der BO-Fla¨che werden die Dimerwinkel- und Dimerla¨ngen-
schwingungen na¨her untersucht.
Neben der Gesamtenergie, die zur U¨berpru¨fung des Zeitintegrators wa¨hrend der Simulation
u¨berwacht wird, sind weitere Energien leicht zuga¨nglich und zu analysieren. Es stehen zu
jedem Zeitschritt alle Geschwindigkeiten und damit kinetischen Energien der beweglichen
Atome zur Verfu¨gung.
In Abbildung 4.4 ist der zeitliche Verlauf der gesamten kinetischen Energie aufgetragen,
sowie die Teilenergien der ersten Lage, der Dimerla¨ngenschwingung und der Dimerwinkel-
schwingung. Es ist zu beobachten, dass die Energie, die in das ionische System transferiert
wird, direkt und hauptsa¨chlich in die Dimerbewegung geht. Die Freiheitsgrade der Di-
merbewegung sind der Dimerschwerpunkt, die Bindungsla¨nge und der Verkippungswinkel
gegen die Oberfla¨che. Wegen der Kopplung der Oberfla¨chenzusta¨nde mit der geometrischen
Struktur wird wie erwartet, die Winkelschwingung am sta¨rksten angeregt.
Die Gesamtenergie des Systems la¨sst sich durch eine zusa¨tzliche Klasse an Simulationen
weiter in Teilenergien zerlegen. Es la¨sst sich zusa¨tzlich zu jedem Zeitpunkt die Energie der
mit den Ionenpositionen R parametrisierten Born-Oppenheimer-Fla¨che berechnen. Hierzu
wird das elektronische System, bei den aus der Dynamik zurzeit t vorgegebenen Ionenko-
ordinaten, in den Grundzustand relaxiert. Wird die kinetische der Ionen und die Energie
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Energie in elektronischer Anregung
Energie der BO-Fläche
kinetische Energie der Ionen
Abbildung 4.5: Der Verlauf der im Prinzip erhaltenen Gesamtenergie spiegelt die Gu¨te des
Zeitintegrationsverfahrens wieder. Die gezeigte kinetische Energie aller frei beweglichen Ionen ist
auf je drei Oberfla¨chenlagen beschra¨nkt. Die Energie der BO-Fla¨che bezeichnet die elektronische
Grundzustandsenergie bei den durch die Dynamik vorgegebenen Atompositionen. Die Subtraktion
der beiden zuletzt genannten Energien von der Gesamtenergie liefert als u¨brig bleibende Energie
die Energie, die als elektronische Anregung oberhalb der BO-Fla¨che im System enthalten ist. Alle
Energien verstehen sich pro Superzelle und beinhalten somit vier Dimere.
der Born-Oppenheimer-Fla¨che von der Gesamtenergie abgezogen, so ergibt sich die Ener-
gie, die als elektronische Anregung im System enthalten ist. Der zeitliche Verlauf dieser
Energien ist der Abbildung 4.5 zu entnehmen. Der Energienullpunkt entspricht dem elek-
tronischen Grundzustand mit den Atomkernen in Gleichgewichtsposition. Bei 2, 35 eV liegt
die elektronisch eingebrachte Anregung zum Beginn der Simulation. Der flache Verlauf der
Gesamtenergie weist auf die sehr gute Qualita¨t der Zeitintegration hin.
Zu Beginn treibt die elektronische Anregung die Dynamik der Kerne an, wie in Abbildung
4.4 bereits detailliert gezeigt und in Abbildung 4.5 der kinetischen Energie aller Kerne
nochmals zu entnehmen ist. Mit zunehmender Entfernung der Kerne von den Gleichge-
wichtspositionen steigt die Energie auf der Born-Oppenheimer-Fla¨che an und damit sinkt
zeitgleich die Energie in der elektronischen Anregung. Auffa¨llig sind im Zeitraum bis 500
fs drei starke lokale Maxima in der Energie auf der Born-Oppenheimer-Fla¨che. Diese sind
direkt korreliert mit markanten, energetisch besonders ungu¨nstigen Dimerwinkelstellun-
gen (Abbildung 4.2). Das erste energetische Maximum auf der Born-Oppenheimer-Fla¨che
liegt bei 100 fs. Zu diesem Zeitpunkt sind beide Dimere nahezu symmetrisch, was be-
kanntermaßen energetisch deutlich ungu¨nstiger ist als eine verkippte Konfiguration (siehe
auch Kapitel 3). Bei 210 fs befindet sich das zweite Maximum. Die Verkippungswinkel bei-
der Dimere sind zu diesem Zeitpunkt gleich, insbesondere auch mit gleichem Vorzeichen.
Diese der b(2x1)-rekonstruierten Oberfla¨che a¨hnliche Konfiguration ist ebenfalls deutlich
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ungu¨nstiger als eine alternierende Verkippung. Nach 400 fs kreuzen sich beide Verla¨ufe
der Verkippungswinkel wieder nahe null Grad und die Energie auf der Born-Oppenheimer-
Fla¨che zeigt das dritte angesprochene Maximum. Danach fa¨llt die Energie auf der Born-
Oppenheimer-Fla¨che deutlich ab und zeigt einen weniger stark ausgepra¨gten Verlauf bei
0,5 eV, konsistent mit einem Verlauf der beiden Dimerverkippungen bei entgegengesetzten
Vorzeichen.
Der Verlauf der elektronischen Anregung als Anregung u¨ber der Born-Oppenheimer-Fla¨che
ist direkt mit der Energie auf der Born-Oppenheimer-Fla¨che gekoppelt. Im Verlauf ist zu
beobachten, dass zuna¨chst elektronische Anregung in die geometrische Konfiguration trans-
feriert wird. Zu Beginn der Simulation wird die Dynamik der Kerne so stark angetrieben,
dass auch sehr ungu¨nstige Atompositionen eingenommen werden. Spa¨ter schwingt sich das
System, bis zu einem gewissen Grad ein, soweit es bei den wenigen beweglichen Lagen
mo¨glich ist. Speziell die Dimerwinkel bewegen sich wieder na¨her ihrer Gleichgewichtsposi-
tion, womit die Energie in die elektronische Anregung zuru¨ck transferiert wird.
Im folgenden Abschnitt wird die elektronische Anregung und ihre Relaxation na¨her unter-
sucht. Eine detailliertere Analyse der elektronischen Anregung ist unter Zuhilfenahme der
zeitabha¨ngigen Wellenfunktionen und der Wellenfunktionen und KS-Eigenwerte auf der
Born-Oppenheimer-Fla¨che mo¨glich. Man erha¨lt die zeitabha¨ngigen Besetzungswahrschein-
lichkeiten der KS-Einteilchenenergien ε
R(t)
i,k als Projektion der besetzten zeitentwickelten
Wellenfunktionen φj,k(t) auf die Wellenfunktionen φ
R(t)
i,k der Born-Oppenheimer-Fla¨che mit
einem zusa¨tzlichen Faktor zwei zur Beru¨cksichtigung der Spinentartung
A
R(t)
i,k (t) = 2
besetzt∑
j
∣∣∣〈φj,k(t) ∣∣∣φR(t)i,k 〉∣∣∣2 . (4.2)
Das Ergebnis dieser Analyse ist in Abbildung 4.6 gezeigt. Unten links beginnend finden sich
die Besetzungswahrscheinlichkeiten zum Beginn der Simulation nach der Modellanregung.
Die Besetzungswahrscheinlichkeiten zu folgenden Zeiten sind jeweils nach oben rechts ver-
schoben und enden bei 750 fs. Auf dieser Zeitskala ist eine Relaxation des elektronischen
Systems zu beobachten. Besonders starke A¨nderungen der Besetzungswahrscheinlichkeiten
sind zu den Zeitintervallen metallischer Oberfla¨chenstrukturen zu beobachten. Diese tre-
ten insbesondere im Bereich kleiner Verkippungswinkel auf, die im Laufe dieser Simulation
etwa zwischen 60 und 440 Femtosekunden zu finden sind. Eine Thermalisierung im Sinne
einer Fermiverteilung der Besetzungswahrscheinlichkeiten stellt sich auf dieser Zeitskala
allerdings nicht ein.
4.1.2 Delokalisierung einer Anregung an einem Dimer
Im Rahmen der Modellanregung wird im Folgenden eine Elektronen-Loch-Anregung un-
tersucht, die an der Oberfla¨che und an einem einzelnen Dimer lokalisiert ist. Experimentell
ist eine a¨hnliche Anregung mithilfe einer STM-Spitze denkbar, die entweder angeregte
































Abbildung 4.6: Besetzungswahrscheinlichkeiten der KS-Einteilchenzusta¨nde nach Formel 4.2.
Wegen Spinentartung kann jeder Zustand mit zwischen null und zwei Elektronen besetzt sein.
Die KS-Eigenwerte εR(t)i sind mit Kreisen gekennzeichnet. Verbindende Linien dienen nur der
besseren Lesbarkeit. Es sind die Besetzungswahrscheinlichkeiten zu 16 verschiedenen Zeitpunk-
ten in 50 fs Absta¨nden bei Null beginnend gezeigt. Die spa¨teren Zeiten sind jeweils systematisch
nach oben rechts verschoben. Der erste Verlauf unten links zum Zeitanfang zeigt die Modellanre-
gung anhand der Besetzung der Zusta¨nde zum Energieeigenwert εR(t)i . Dort ist die Fermienegie
des Grundzustands mit einem X markiert und der Dimer-Zustand links davon ist vollsta¨ndig
entvo¨lkert wa¨hrend der Zustand u¨ber der Fermienergie rechts vom X vollsta¨ndig besetzt ist.
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Abbildung 4.7: Anfangsanregung dargestellt als Kontur-
fla¨chen zur Dichtedifferenz nach Formel 4.1. Elektronen
sind von negativer Konturfla¨che (rot) zu positiver Kontur-
fla¨che angeregt (blau).
Spitzeneffekte und wu¨rde eher einer Situation entsprechen, in der die Spitze nach Erzeu-
gung der Anregung instantan von der Oberfla¨che entfernt wird.
Besonderes Augenmerk wird dabei auf die Frage gelegt, ob solch eine Anregung an einem
Dimer lokalisiert bleibt, oder falls nicht, wie schnell sie delokalisiert. Diese Anregung wird
in einer vergro¨ßerten Superzelle mit 4 Dimeren nebeneinander in einer p(2x2)-Struktur er-
zeugt. Die Schichtdicke betra¨gt 8 Atomlagen mit je vier Dimeren an Ober- und Unterseite,
die durch Inversion ineinander u¨berfu¨hrbar sind.
Im Grundzustand sind alle Oberfla¨chenzusta¨nde u¨ber alle Dimere delokalisiert. Deshalb
muss zuna¨chst ein an einem Dimer lokalisierter Oberfla¨chenzustand erzeugt werden. Dies
ist modellhaft mo¨glich, indem die acht Dimer-Oberfla¨cheneigenzusta¨nde (zu unterschiedli-
chen Eigenenergien) der Superzelle linear kombiniert werden. Die Phasenfaktoren werden
so gewa¨hlt, dass die Amplitude der Wellenfunktion an einem Dimer maximiert wird.
Auf den so entstandenen an einem Dimer lokalisierten Oberfla¨chenzustand werden sie-
ben der acht beteiligten Zusta¨nde nach Graham-Schmidt orthogonalisiert. Damit ergeben
sich nun acht neue Dimer-Oberfla¨chenzusta¨nde, unter denen einer an einem Dimer pro
Oberfla¨chenzelle lokalisiert ist. Diese Prozedur wird fu¨r die besetzten und unbesetzten
Dimer-Oberfla¨chenzusta¨nde mit Lokalisierung am gleichen Dimer durchgefu¨hrt. Damit ist
die Ausgangssituation geschaffen, um mit einem Austausch der Besetzungszahlen zwischen
einem besetzten und unbesetzten Dimer-Oberfla¨chenzustand eine an einem Dimer lokali-
sierte Anregung zu erzeugen. So ergibt sich eine an einem Dimer lokalisierte Anregung von
je einem Elektron pro (4x2)-Oberfla¨chenelementarzelle, die in Abbildung 4.7 visualisiert
ist. Mit dieser Anfangsanregung sind zwei Simulationen durchgefu¨hrt worden. In der zu-
erst pra¨sentierten Simulation sind wa¨hrend der Zeitentwicklung die Atome der ersten drei
Lagen frei beweglich.
Der auf die lokalisierte Anregung folgende Verlauf der Dimerverkippungsschwingung ist
in Abbildung 4.8 gezeigt. Der Dimerverkippungswinkel zum Dimer mit der lokalisierten
Anregung ist dort in orange eingezeichnet. Trotz lokalisierter Anfangsanregung folgen alle
Dimere nahezu gleichermaßen einer Dimerverkippungsschwingung mit einer Amplitude von
etwa fu¨nf Grad. Das durch die Lokalisierung der Anfangsanregung ausgezeichnete Dimer
folgt zuna¨chst einer etwas sta¨rkeren Dynamik, die aber bei weitem nicht dem Unterschied
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Abbildung 4.8: Verlauf der Dimerverkippungswinkel in einer (4x2)-Superzelle nach einer An-
regung von einem Elektron an einem Dimer. Der orangene Verlauf geho¨rt zum Dimer an dem
zum Beginn der Simulation die Anregung lokalisiert ist. Die beiden identischen negativen Verkip-
pungswinkel sind durch einen expliziten Spiegel (σx) gleich.
entspricht, der bei dem Grad der Lokalisierung der Anregung zu erwarten ist. Dies legt die
Vermutung nahe, dass die anfa¨ngliche Lokalisierung der Anregung auf den ersten Femto-
sekunden weitgehend verloren geht.
Die Zeitskala der Delokalisierung soll mithilfe einer zweiten Simulation untersucht werden,
in der alle Atome von Beginn an festgehalten werden. So ist es mo¨glich die elektronischen
Effekte getrennt von der Ionendynamik zu analysieren. In Abbildung 4.9 sind die Kon-
turfla¨chen der angeregten Dichte δn(r, t) zu einigen Zeitpunkten und zum jeweils gleichen
Konturwert abgebildet. Es ist deutlich die schnelle Delokalisierung zu sehen, die nach 2,5
fs quasi vollsta¨ndig abgeschlossen ist. Damit sind Effekte der elektronischen Anregung auf
einzelnen Dimeren nicht ohne weiteres zu erwarten. Eine anhaltende lokalisierte Anregung
braucht vermutlich zusa¨tzliche a¨ußere
”
Sto¨rungen“, wie eine STM-Spitze oder lokale Fel-
der. Auf la¨ngeren Zeitskalen sind durch Exzitonen Anregungen mo¨glich, die zu einem festen
Zeitpunkt u¨ber wenige Dimere ausgedehnt sind [108].
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Abbildung 4.9: Konturfla¨chen der angeregten Dichte δn(r, t) zu unterschiedlichen Zeiten nach
einer an einem Dimer lokalisierten Anregung. Die Konturfla¨chen zu verschiedenen Zeiten haben
den gleichen Wert. 45













al zur Modellierung ei-
ner Laseranregung.
Die bisher benutzte modellierte Anregung soll im Folgenden in
einer dem Experiment entsprechenden Methode eingebracht wer-
den. Neben Adsorption von Atomen oder Moleku¨len, Beschuss mit
Elektronen oder Ionen und Manipulation mit STM-Spitzen sind
kurze Laserpulse eine geeignete und vielfach verwendete Methode
das elektronische System anzuregen. Diese werden ha¨ufig in Kom-
bination mit einem zweiten Laserpuls zur Analyse des Zustands
der Oberfla¨che benutzt. Da sich die Zeitverzo¨gerung des zweiten
Laserpulses experimentell sehr genau steuern la¨sst, ist mit diesem
Verfahren eine sehr gute Zeitauflo¨sung mo¨glich.
Die Anregung nach einem Laserpuls unterscheidet sich in einigen
wesentlichen Punkten von der bisher modellierten Anregung. Der
Laserpuls regt im System energetische U¨berga¨nge passend zu sei-
ner Frequenz an. Dabei ist die Energieunscha¨rfe des zeitlich kur-
zen Laserpulses zu bedenken. Im Gegensatz zur modellierten An-
regung, die in der ganzen Brillouinzone genau von Oberfla¨chen-
zustand zu Oberfla¨chenzustand ohne Betrachtung der Dispersion
der Ba¨nder angeregt hat, kann der Laser nur dort in der Bril-
louinzone U¨berga¨nge anregen, wo energetische Absta¨nde zu seinem
Spektrum passen. Dabei werden auch nicht notwendigerweise nur
Oberfla¨chenzusta¨nde selektiert. Die Laseranregung der Si(001)-
Oberfla¨che ist also wesentlich komplexer als die modellierte Anregung und lohnt einer
systematischen Betrachtung.
Der Laserpuls wird als rein elektrisches Feld unter Vernachla¨ssigung des magnetischen
Feldes modelliert. Diese Na¨herung, die durch ein zusa¨tzliches skalares, zeitabha¨ngiges Po-
tential im Hamiltonoperator umgesetzt wird, ist wesentlich einfacher zu implementieren als
das volle Vektorpotential des elektromagnetischen Feldes. Insgesamt wird damit ein klas-
sisches Laserfeld in Dipolna¨herung betrachtet. Der neue KS-Hamiltonoperator mit dem
zusa¨tzlichen skalaren Laserpotential vext lautet:
Hˆ = −1
2
∇2 + veff([n]; r, t) + vext(z, t). (4.3)
Das, den Laserpuls modellierende, externe Potential lautet
vext(z, t) = E0 · z · fForm(t) · sin(ωt), (4.4)
wobei ω die Frequenz und E0 die Sta¨rke des Lasers simuliert und mit fForm(t) die Form
und La¨nge des Laserpulses gewa¨hlt werden kann. Die Richtung des Laserstrahls ist auf
streifenden Einfall beschra¨nkt, da das Potential durch die Superzellenperiodizita¨t notwen-
digerweise einen Sprung haben muss, der nur im Vakuumbereich liegen darf. Das Potential
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variiert also senkrecht zur Oberfla¨che in z-Richtung und das E-Feld steht senkrecht auf der
Oberfla¨che.
Die folgenden Simulationen sind bei einer Abschneideenergie von 10 Rydberg und 36 k-
Punkten in der vollen Brillouinzone durchgefu¨hrt worden. Die k-Punktkonvergenz bedarf
bei Laseranregung einer genauen Untersuchung und ha¨ngt direkt von der La¨nge bezie-
hungsweise spektralen Breite des Laserpulses ab. Na¨heres hierzu findet sich im Anhang B.
Die Siliziumschicht besteht aus sechs atomaren Lagen mit einer Wasserstoff-Monohydrid-
terminierung an der Unterseite und der Si(001)-p(2x2)-Rekonstruktion an der Oberseite.
Die obersten drei atomaren Lagen sind ionisch frei beweglich.
4.2.1 Wahl der Laserfrequenz: Absorptionsquerschnitt der Si(001)
Bei der Laseranregung stellt sich die Frage, welche Frequenz eine optimale Oberfla¨chen-
anregung ermo¨glicht. Eine quantitative Analyse, ohne Unterscheidung von Volumen und
Oberfla¨chenanregungen, der im System mo¨glichen Anregungen, ergibt sich aus dem Ab-
sorptionsquerschnitt oder der Oszillatorsta¨rkefunktion S(ω)4
S(ω) = − 2ω
piE0 Im
∫
z δn(r, ω) d3r. (4.5)
Dafu¨r wird die Fouriertransformierte der zeitabha¨ngigen Dichte n(r, t) nach einer schwa-
chen deltapulsfo¨rmigen Anregung beno¨tigt:
vext = E0 z δ(t). (4.6)
Die Oszillatorsta¨rkefunktion ist in Abbildung 4.11 aufgetragen. Ein deutliches Maximum
findet sich bei 1,7 eV. Zuna¨chst ist aber noch unklar, was fu¨r U¨berga¨nge bei dieser Energie








|〈ϕi,k| z |ϕj,k〉|2 δ(ε− εj,k + εi,k) (4.7)
ein Anregungsspektrum berechnen. Die eingehenden Wellenfunktionen ko¨nnen analysiert
und entweder der Oberfla¨che oder dem Volumen zugeordnet werden; entsprechend lassen
sich die Summen in Formel 4.7 einschra¨nken. Damit la¨sst sich auswerten, wie sich das Ma-
ximum bei 1,7 eV aus Abbildung 4.11 zusammensetzt. Dies ist in Abbildung 4.12 gezeigt.
Das Maximum befindet sich hier um etwa 0,1 eV zu kleinerer Energie verschoben 5. Die
Aufschlu¨sselung nach U¨berga¨ngen zwischen Volumenzusta¨nden und Oberfla¨chenzusta¨nden
4Fu¨r den Zusammenhang zwischen Oszillatorsta¨rke, Absorptionsquerschnitt und dynamischer Polari-
sierbarkeit siehe Formel A.4 im Anhang A zum Silanmoleku¨l.
5In ALDA-Na¨herung ist also nur eine kleine Korrektur der Anregungsenergien gegenu¨ber den KS-
Eigenwerten vorhanden.
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Abbildung 4.11: Oszillatorsta¨rkefunktion der Si(001)-Schicht. Als Laserfrequenz zur Anregung
der Oberfla¨che bietet sich das erste deutliche Maximum bei 1,7 eV an.

















Abbildung 4.12: U¨bergangswahrscheinlichkeiten aus KS-Eigenwerten undWellenfunktionen nach






























Abbildung 4.13: Oben: Elektrisches Feld zur Modellierung eines fs-Laserpulses von 90 mJ/cm2
bei λ = 747 nm. Dies entspricht einer Laserintesita¨t von 19 TW/cm2 in der Spitze. Das Laserfeld
wirkt wa¨hrend der ersten 27,5 fs und hat eine Halbwertsbreite von 11, 8 fs. Die spektrale Breite des
Laserpulses betra¨gt 0, 35 eV. Unten: Verlauf der durch das Laserfeld in der Superzelle deponierten
Energie.
am Dimer zeigt, dass bei der ersten starken Anregungsenergie etwa zu gleichen Teilen
U¨berga¨nge zwischen Oberfla¨chenzusta¨nden und von Volumen- zu Oberfla¨chenzusta¨nden
beteiligt sind. Damit eignet sich dieses Maximum als Anregungsenergie, um effizient elek-
tronisch an der Oberfla¨che anzuregen. A¨hnlich der modellierten Anregung ist fu¨r einen
Laserpuls mit ~ω = 1, 7 eV eine starke Dynamik der Siliziumdimere zu erwarten.
Wird die elektronische Bandstruktur betrachtet, ist eventuell noch ein deutlicheres Maxi-
mum unterhalb von 1, 7 eV zu erwarten, da die Ba¨nder des ho¨chsten besetzten Oberfla¨chen-
zustands und des niedrigsten unbesetzten Oberfla¨chenzustands zwischen einem energeti-
schen Abstand von etwa 0,5 und 1,2 eV dispergieren. Eine Analyse der einzelnen U¨ber-
gangsmatrixelemente zeigt, dass diese U¨bergangswahrscheinlichkeiten deutlich kleiner sind
als bei U¨berga¨ngen zwischen den energetisch weiter entfernten Oberfla¨chenzusta¨nden.
4.2.2 Oberfla¨chendynamik nach intensivem Laserpuls
In diesem Abschnitt wird die Reaktion der Si(001)-Oberfla¨che auf einen speziellen Laserpuls
genauer untersucht. Der zuna¨chst gezeigte Laserpuls, der nach Formel 4.4 geformt ist,
benutzt als einhu¨llende Funktion fForm(t) eine Gaußfunktion mit einer Halbwertsbreite
von 11, 8 fs. Das Feld oszilliert mit einer Kreisfrequenz von ω = 2, 522 PHz (λ = 747 nm)
entsprechend einer Anregungsenergie von 1, 66 eV, bei der die Oszillatorsta¨rkefunktion
(Abbildung 4.11) eine deutliche Anregung des elektronischen Systems an den Dimeren
erwarten la¨sst. Die wa¨hrend des geformten Pulses auftretende maximale Amplitude des
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Abbildung 4.14: Anregung nach Laserpuls dargestellt als Kontur-
fla¨chen zur Dichtedifferenz nach Formel 4.1. Elektronen sind von ne-
gativer Konturfla¨che (rot) zu positiver Konturfla¨che angeregt (blau).




ε0cE2 in SI-Einheiten (4.8)
einer Laserintensita¨t von 19 TW/cm2 im Maximum des Pulses. Der gesamte Einzelpuls
liefert eine Energie pro Fla¨che, definiert als das Integral u¨ber die zeitabha¨ngige Intensita¨t,
von 90 mJ/cm2. Der gesamte Verlauf des bis 27, 5 fs zugeschalteten elektrischen Laser-
feldes ist in Abbildung 4.13 zusammen mit der durch den Laser im System deponierten
Energie gezeigt. Insgesamt hat das System 16 eV pro p(2x2)-Superzelle aufgenommen. Die
zugeho¨rige angeregte Dichte δn nach dem Laserpuls ist in Abbildung 4.14 zu betrachten.
Ein Großteil der Anregung befindet sich an der Oberfla¨che und entspricht a¨hnlich der mo-
dellierten Anregung einem Transfer von Elektronen vom oberen zum unteren Dimeratom.
Die daraus folgende Dynamik der Dimerverkippung und Dimerbindungsla¨nge ist in Ab-
bildung 4.15 abgebildet. Die Anregung fu¨hrt zu einer Dynamik, in deren Verlauf sich der
Verkippungswinkel bis auf vier Grad verringert. Aus Potentialkurven als Funktion des Ver-
kippungswinkels erha¨lt man die Information, dass diese Auslenkung jenseits der Gu¨ltigkeit
der harmonischen Na¨herung liegt. Es ist bei der kurzen Simulationsdauer, die nicht einmal
eine volle Schwingung entha¨lt, nicht mo¨glich exakte Aussagen u¨ber die Schwingungsfre-
quenz oder die Gleichgewichtslage zu machen. Unter diesem Vorbehalt la¨sst sich an dem
vorhandenen Teil der Dynamik eine Sinusfunktion mit hoher Korrelation anpassen, der
eine Schwingungsfrequenz von ν = 3, 7 THz, eine Gleichgewichtslage von 12◦ und eine
Auslenkung von 4, 8◦ abzulesen ist. Verglichen mit der Schwingungsfrequenz des Dimer-
winkels im Grundzustand bei 5 – 6 THz (Unterkapitel 3.3) ist die Schwingungsfrequenz
bei elektronischer Anregung in den Dimerzusta¨nden vermindert.
Die Dynamik der Dimerla¨nge liegt in einem Bereich von 0, 1 A˚ oberhalb der Gleichge-
wichtslage des Grundzustands von 2, 37 A˚ und ist eher schwach angeregt. Tendenziell
wird die Dimerbindung durch diese Anregung eher leicht geschwa¨cht.
Wie sich die Energie, die in den kinetischen Anteil der Dynamik transferiert wird, auf
die atomaren Freiheitsgrade aufteilt, ist der Abbildung 4.16 zu entnehmen. Die Dimera-
tome werden als direkte Folge auf den Laserpuls und innerhalb der simulierten 250 fs am
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Abbildung 4.15: Dynamik der Dimerverkippung und Dimerbindungsla¨nge nach einem fs-
Laserpuls von 90 mJ/cm2 bei λ = 747 nm.























Abbildung 4.16: Aufteilung der kinetischen Energie pro Superzelle auf verschiedene Freiheits-
grade nach dem fs-Laserpuls von 90 mJ/cm2 bei λ = 747 nm.
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sta¨rksten in Bewegung versetzt. Die Ursache hierfu¨r ist die stark an der Oberfla¨che lokali-
sierte Anregung. Unter den Dimerfreiheitsgraden Verkippungswinkel, Bindungsla¨nge und
Schwerpunkt wird die Dimerverkippungsschwingung am sta¨rksten angeregt. Diese ist in
der Abbildung 4.16 in Orange eingezeichnet. In der in gru¨n eingezeichneten Dimerla¨ngen-
schwingung steckt nur eine geringe kinetische Energie.
Im Fall der Modellanregung kam es zu einer so starken Reaktion des Dimers auf die An-
regung, dass ein Vorzeichenwechsel der beiden p(2x2)-Dimerwinkel wa¨hrend der Dynamik
stattfand (Abb. 4.2). Dieser Effekt wird hier nicht beobachtet und ist auch mit a¨hnlichen
Laserpulsen nicht zu erreichen6. Im Unterschied zu der modellierten Anregung ist fu¨r die
Anregung durch das Laserfeld die Dispersion der Ba¨nder in der Brillouinzone von großer
Bedeutung.
Der Abstand der Oberfla¨chenba¨nder variiert innerhalb der Brillouinzone, sodass immer nur
ein energetisch zur Laserfrequenz passender Bereich der Brillouinzone resonant zwischen
den Oberfla¨chenzusta¨nden angeregt werden kann. Um eine Analyse vorzunehmen, wie sich
die Anregung auf die Brillouinzone verteilt, wird zu einem Zeitpunkt direkt nach dem La-
serpuls bei eingefrorenen Atompositionen das System in den elektronischen Grundzustand
auf die BO-Fla¨che relaxiert. Die Projektion der zeitabha¨ngigen Wellenfunktionen auf die
Wellenfunktionen der BO-Fla¨che nach Formel 4.2 liefert die Verteilung der Anregung in der
Brillouinzone wie in Abbildung 4.17 dargestellt. Die volle Brillouinzone (BZ) geht durch
einfache Symmetrietransformationen7 aus der irreduziblen Brillouinzone (IBZ) hervor. Die
folgenden Positionen (links, mitte, rechts) und Erla¨uterungen sind relativ zur irreduziblen
Brillouinzone angegeben.
Zuna¨chst einmal fa¨llt auf, dass die Anregungsmuster an unterschiedlichen k-Punkten la¨ngs
einer ky Richtung große A¨hnlichkeiten aufweisen, wa¨hrend die Muster la¨ngs einer kx-Linie
deutlich variieren. Die Ursache hierfu¨r wird schnell anhand der Bandstruktur und der geo-
metrischen Struktur der Oberfla¨che klar. Die Dimerreihen liegen la¨ngs der x-Koordinate.
Da zwischen den Dimeren einer Reihe eine deutliche Wechselwirkung vorhanden ist, ist
die Dispersion der Ba¨nder la¨ngs der kx-Richtung groß. Damit kann sich der energetische
Abstand der Ba¨nder stark a¨ndern und Grad und Art der Anregung sind fu¨r eine feste
Laserfrequenz stark unterschiedlich.
Genau anders herum verha¨lt es sich in y-Richtung. Die Dimerreihen sind ra¨umlich deutli-
cher voneinander getrennt als die Dimere einer Reihe. Es zeigt sich in der Bandstruktur,
dass die Wechselwirkung zwischen den Dimerreihen geringer ist, also die Dispersion der
Ba¨nder la¨ngs ky-Richtung deutlich schwa¨cher als in der kx-Richtung ist. Damit variiert die
Anregung bei einer festen Laserfrequenz la¨ngs ky-Richtung relativ schwach.
Bezu¨glich der kx-Richtung la¨sst sich die IBZ in drei Zonen aufteilen. Links nahe der Γ−J-
Linie ist eine starke Anregung zu beobachten, die sowohl Volumenzusta¨nde als auch Ober-
fla¨chenzusta¨nde betrifft. In diesem Bereich sind fu¨r die Anregungsenergie bei 1, 66 eV
6Eine systematische Untersuchung des Zusammenhangs zwischen Laserparametern und Reaktion der
Oberfla¨che wird im Unterkapitel 4.3 pra¨sentiert.
7E,σx,i und iσx auf der Born-Oppenheimer-Fla¨che, das zeitabha¨ngige System hat keine Inversion.
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Abbildung 4.17: Besetzungswahrscheinlichkeit der BO-Eigenzusta¨nde nach Ende des Laserpulses
(t=26 fs) fu¨r verschiedene k-Punkte der Brillouinzone. Die Besetzungswahrscheinlichkeiten erge-
ben sich nach Formel 4.2. Die verbindenden Linien zwischen den Zusta¨nden dienen der besseren
Lesbarkeit.
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U¨berga¨nge von Volumen- zu Oberfla¨chenzusta¨nden und von Oberfla¨chen- zu Volumen-
zusta¨nden zu beobachten.
In der mittleren kx-Zone ist ebenfalls eine deutliche Anregung zu erkennen. Eine genaue-
re Betrachtung der zu den angeregten Eigenenergien geho¨renden Wellenfunktionen zeigt,
dass in diesem Bereich auch direkte U¨berga¨nge zwischen den Oberfla¨chenzusta¨nden an den
Dimeratomen angeregt werden. Diese Anregung ist nicht direkt vom ho¨chsten besetzten
Oberfla¨chenzustand (HOMO) zum niedrigsten unbesetzten Oberfla¨chenzustand (LUMO,
sondern vom energetisch niedriger liegenden zweiten besetzten Oberfla¨chenzustand zum
ho¨her liegenden zweiten unbesetzten Oberfla¨chenzustand der p(2x2)-Rekonstruktion. Eine
Analyse der U¨bergangsmatrixelemente nach Fermis-Goldener-Regel zeigt, dass der direkte
U¨bergang vom HOMO zum LUMO unwahrscheinlicher ist.
Rechts in der IBZ nahe der J ′−K-Linie ist die Anregung eher gering. Die Oberfla¨chenba¨nder
haben la¨ngs der J ′ − K-Linie einen Abstand von etwa 1, 2 bis 1, 3 eV und liegen damit
unterhalb der Laserenergie.
Eine gleichma¨ßig starke Anregung u¨ber die ganze Brillouinzone ist mit Laserpulsen, a¨hnlich
den hier benutzten, aufgrund der Dispersion der Ba¨nder nicht mo¨glich. Damit ist auch eine
vollsta¨ndige Umbesetzung der Oberfla¨chenzusta¨nde vom oberen Dimeratom zum unteren
Dimeratom nicht auf diese Art zu realisieren.
4.2.3 Berechnung von experimentell zuga¨nglichen Messgro¨ßen
Die bisher gezeigten Werte dienten der Charakterisierung und dem Versta¨ndnis der Anre-
gung und der Dynamik nach dem Laserpuls. Die im vorangegangenen Unterkapitel gezeig-
ten Gro¨ßen sind den Simulationen gut zu entnehmen, aber dem Experiment nicht direkt
zuga¨nglich. Aus diesem Grund werden in diesem Unterkapitel noch einige Gro¨ßen aus der
Simulation abgeleitet, die experimentellen Messmethoden besser zuga¨nglich sind. Diese
Gro¨ßen sind der Beitrag des Anfangszustands zur Verschiebung der kernnahen Niveaus der
Dimeratome (engl.: Surface Core-Level Shift kurz SCLS) und die direkte KS-Oberfla¨chen-
bandlu¨cke am Γ-Punkt.
Die folgenden Auswertungen beziehen sich auf eine Simulation mit einem etwas schwa¨che-
ren Laserpuls als im vorangehenden Unterkapitel. Die maximale Auslenkung des E-Feldes
betra¨gt 1, 0 V/A˚ entsprechend einer Laserintensita¨t von 13, 3 TW/cm2 in der Spitze und
einer Laserenergie pro Puls von 58 mJ/cm2. Die Dynamik an der Oberfla¨che ist in Abbil-
dung 4.18 zusammengefasst.
Zur weiteren Auswertung sind zu einzelnen Zeiten Energien, Elektronendichten, Potentiale
und Bandstrukturdaten auf der BO-Fla¨che berechnet, die mit der TDDFT-Simulation ver-
glichen werden. Zuna¨chst wird die Sta¨rke der Anregung charakterisiert indem die Anzahl
der gegenu¨ber der BO-Fla¨che angeregten Elektronen bzw. Lo¨cher als Funktion der Zeit be-
stimmt wird. Dazu werden die Anregungswahrscheinlichkeiten nach Formel 4.2 bestimmt
und alle Lo¨cher (Differenzen zur vollen Besetzung des Zustands) bis zur Fermienergie auf-
addiert.
































































































































































































































































































































OF-Löcher pro 2 Dimere





Abbildung 4.19: Zeitlicher Verlauf der Anzahl angeregter Elektronen und Lo¨cher in der Super-
zelle und in der p(2x2)-Oberfla¨che.
Lo¨cher zu entnehmen. Nach dem Laserpuls ergibt sich so eine Anregung von gut zwei
Elektronen in der Superzelle. Identifiziert man mithilfe der Wellenfunktionen die Ober-
fla¨chenzusta¨nde, ko¨nnen zusa¨tzlich die angeregten Elektronen und Lo¨cher in den Ober-
fla¨chenzusta¨nden angeben werden. Diese liegen nach dem Laserpuls jeweils bei knapp ei-
nem Elektron und Loch verteilt auf die beiden Dimere der p(2x2)-Oberfla¨che.
Bemerkenswert ist ein schneller Abfall der angeregten Elektronen innerhalb der ersten 40
fs nach dem Laserpuls, der vollsta¨ndig an den Dimerzusta¨nden stattfindet. Zeitlich passiert
dieser Abfall auf genau derselben Zeitskala wie der erste Anstieg bis zum Maximum der
kinetischen Energie der Dimerbewegung. Der Energietransfer vom elektronischen System
in die Dynamik der Kerne macht sich in einem schnellen Abfall eines Teils der angeregten
Elektronen bemerkbar. Die Zeitskala, auf der dies geschieht, ist mit dem experimentellen
Befund von 50 bis 250 fs von Voelkmann et. al. [113] konsistent.
Durch die Dynamik der Kerne variiert die direkte Oberfla¨chenbandlu¨cke auf der BO-Fla¨che
im Verlauf der Simulation und la¨sst sich aus einer DFT-Bandstrukturrechnung bei vorge-
gebenen Kernpositionen und elektronischer Dichte auf der BO-Fla¨che leicht extrahieren.
Die durch die elektronischen Anregung modifizierte Oberfla¨chenbandlu¨cke am Γ-Punkt
kann ebenfalls durch eine zusa¨tzliche Bandstrukturrechnung, die statt mit der elektro-
nischen Dichte auf der BO-Fla¨che mit der nicht-adiabatischen Elektronendichte durch-
gefu¨hrt wird, berechnet werden. So erha¨lt man einen ersten Einblick in die modifizierte
KS-Bandstruktur.
Die Verla¨ufe der Bandlu¨cken zwischen Oberfla¨chenzusta¨nden am Γ-Punkt auf der BO-
Fla¨che und unter Beru¨cksichtigung der nicht-adiabatischen Dichte sind in Abbildung 4.20
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Abbildung 4.20: Bandlu¨cke zwischen Oberfla¨chenzusta¨nden am Γ-Punkt auf der BO-Fla¨che und
infolge der elektronischen Anregung nach dem Laserpuls.
zu finden. 8 Der Verlauf der Oberfla¨chenbandlu¨cke auf der BO-Fla¨che korreliert mit dem
Dimerverkippungswinkel. Besonders zu Beginn der Dynamik bis zu 200 fs ist der grobe
Verlauf gleich. Mit abnehmendem Dimerwinkel verringert sich auch die Bandlu¨cke, wie es
zu erwarten ist. Die Oberfla¨chenbandlu¨cke spreizt sich aufgrund der Rehybridisierung der
Orbitale der gebrochenen Bindungen an den Dimeratomen; die Rehybridisierung wieder-
um ist direkt an den Verkippungswinkel gekoppelt. Im Grenzfall symmetrischer Dimere,
entsprechend einem Verkippungswinkel von null Grad, ist die Oberfla¨che metallisch und
die Lu¨cke verschwindet vollsta¨ndig. Soweit kommt es hier jedoch nicht, da der Dimerver-
kippungswinkel nicht unter 10 Grad sinkt.
Der Verlauf der nicht-adiabatischen Oberfla¨chenbandlu¨cke liegt im Mittel um etwa 70 meV
oberhalb des Wertes auf der BO-Fla¨che. Wobei das Mittel der Differenz zur BO-Fla¨che auch
hier innerhalb der ersten 40 fs nach dem Laserpuls einen versta¨rkten Abfall zeigt, der zum
Verlauf der Anzahl der angeregten Elektronen korreliert ist. Insgesamt bleibt durch die
elektronische Anregung die Oberfla¨chenbandlu¨cke vergro¨ßert. Die schnelle Oszillation auf
der nicht-adiabatischen Kurve stammt von der schnellen Oszillation der nicht-adiabatischen
Elektronendichte, die die Dynamik der elektronischen Anregung wiedergibt.
Die Vergro¨ßerung der Oberfla¨chenbandlu¨cke wird versta¨ndlich, wenn man die, durch die an-
geregte Dichte ∆n, induzierte A¨nderung des effektiven Potentials betrachtet. In Abbildung
4.21 ist die A¨nderung des effektiven und elektrostatischen Potentials als Konturfla¨chenbild
eines Schnittes durch das Dimer gezeigt. Am oberen Dimeratom wird das Potential durch
die dort aufgrund der Anregung verringerte Elektronendichte negativer. Am unteren Di-
8In einer bezu¨glich der Schichtdicke konvergierten Oberfla¨chenbandstruktur (Abb. 3.5) verschwindet am
Γ-Punkt die Bandlu¨cke in DFT nahezu, da sich besetzte projizierte Volumenba¨nder oberhalb des ho¨chsten
besetzten Oberfla¨chenbandes befinden.
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Abbildung 4.21: Differenz v−vBO
der effektiven Potentiale (links)
und der elektrostatischen Po-
tentiale (rechts) zwischen
der zeitabha¨ngigen TDDFT-
Simulation und der BO-Fla¨che
nach dem Laserpuls bei 30 fs.
Atome in der Ebene sind durch
Kreise angedeutet, eine Atomlage
vor oder hinter der Ebene durch
Rechtecke und gedrehte Rechtecke.
Die beiden obersten Kreise geben
die Dimeratompositionen an.
meratom wird das Potential durch die hinzukommende Elektronendichte positiver. Die
Ursache fu¨r diese A¨nderung im elektrostatischen Potential liegt in der Abschirmung der
Kernladungen, die durch die verminderte Elektronendichte ebenfalls verringert wird und
umgekehrt sta¨rker wird, an den Stellen die durch die Anregung mehr Elektronendichte auf-
weisen. Es zeigt sich das diese induzierte A¨nderung qualitativ fu¨r das effektive Potential
erhalten bleibt, trotz zusa¨tzlicher Austausch-Korrelationseffekte.
Unter dem Vorbehalt, dass die A¨nderung des Potentials aufgrund der starken Anregung
nicht gerade klein ist, kann man in erster Ordnung Sto¨rungstheorie argumentieren, um die
Vergro¨ßerung der Oberfla¨chenbandlu¨cke zu verstehen. Auf das Potential in der Na¨he des
oberen Dimeratoms kommt von der BO-Fla¨che aus gesehen ein negatives Sto¨rpotential hin-
zu. Dies fu¨hrt zu einer Absenkung des Eigenwertes des Oberfla¨chenzustands unterhalb der
Fermienergie, da die Wellenfunktion dieses Zustands gerade dort am oberen Dimeratom
lokalisiert ist. Genau umgekehrt verha¨lt es sich am unteren Dimeratom, wo der Eigenwert
in erster Ordnung Sto¨rungstheorie durch das positive Sto¨rpotential nach oben korrigiert
wu¨rde. Damit vergro¨ßert sich die Oberfla¨chenbandlu¨cke, wie es in der Simulation beobach-
tet wird.
Eine vielfach verwendete Methode zur Oberfla¨chenanalyse ist die Messung der Verschie-
bung von Rumpfniveaus an der Oberfla¨che (SCLS) [115–120]. Die SCLS berechnet man als
Differenz der Energie der Photoelektronen aus Rumpfniveaus zwischen einem Atom an der
Oberfla¨che und einem Atom aus dem Festko¨rper weit von der Oberfla¨che entfernt. Die kern-
nahen Niveaus oder Rumpfniveaus sind empfindlich gegenu¨ber A¨nderungen der elektroni-
schen Umgebung, wie sie an der Oberfla¨che vorkommen. So haben die SCLS-Experimente
zur Si(001)-Oberfla¨che schon zur Kla¨rung der Frage beigetragen, ob die Dimere verkippt
oder symmetrisch sind [21]. Das Si-2p-Rumpfniveau zeigt unterschiedliche Verschiebungen
an den Dimeratomen, die auf ein verkipptes Dimer schließen lassen [119,121].
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Abbildung 4.22: SCLS zwischen oberem und unterem Dimeratom ohne Abschirmeffekte.
Die DFT-Theorie bietet unterschiedliche Na¨herungen zur Berechnung der SCLS entspre-
chend der Fragestellung, welche Prozesse bei Photoemission zur Energie der Photoelek-
tronen beitragen. Bei der Photoemission entsteht zuna¨chst ein Loch an der Stelle, an der
zuvor das Photoelektron war. Dieses wird durch die umgebenden Elektronen dynamisch
abgeschirmt. Je nachdem wie schnell dies geschieht, wird zusa¨tzliche Energie auf das Pho-
toelektron u¨bertragen. Sind die Abschirmeffekte schnell und tragen somit zur gemessenen
Energie des Photoelektrons bei, mu¨ssen diese sogenannten Endzustandseffekte beru¨cksich-
tigt werden, wa¨hrend bei langsamer Abschirmung dieser Energiebeitrag vernachla¨ssigt wer-
den kann und man nur die Anfangszustandseffekte beru¨cksichtigt.
Zur Berechnung von Endzustandseffekten ko¨nnen Pseudopotentiale mit Rumpfloch gene-
riert werden, die die Abschirmeffekte des Lochs beschreiben, welche im Fall der Si(001)-
Oberfla¨che auch zur Energie der Photoelektronen beitragen [119]. Einfacher in der Berech-
nung sind die SCLS unter Beru¨cksichtigung von Anfangszustandseffekten, wie es Dabrow-
ski et. al. [121] fu¨r die Dimeratome im elektronischen Grundzustand durchgefu¨hrt haben.
Hierzu wird das effektive Potential in Kugeln um die betreffenden Atome gemittelt. Die
Differenzen dieser gemittelten Potentiale von zwei unterschiedlichen Atomen, im Allgemei-
nen einem Oberfla¨chen- und einem Volumenatom, ko¨nnen als Anfangszustandseffekt zum
SCLS interpretiert werden.
In Abbildung 4.22 ist die Differenz zwischen dem oberen und dem unteren Dimeratom zu
sehen, einmal fu¨r das Potential auf der Born-Oppenheimer-Fla¨che und einmal fu¨r den nicht-
adiabatischen Verlauf des Potentials. Auf der Born-Oppenheimer-Fla¨che ist die zeitliche
A¨nderung der Differenz der Kernniveaus zwischen den beiden Atomen schwach. Einzig das
Minimum im Dimerverkippungswinkel macht sich durch eine Verringerung dieser Differenz
bemerkbar. Dies ist fu¨r kleinere Verkippungswinkel zu erwarten, da beide Siliziumatome
a¨hnlichere Positionen einnehmen.
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Abbildung 4.23: Durch den Laserpuls in die Superzelle eingebrachte Energie bei variierender
Laserfrequenz.
Der Verlauf der Differenz der SCLS unter Beru¨cksichtigung der elektronischen Anregung
und des damit modifizierten Potentials liegt unterhalb des Verlaufs der BO-Fla¨che und
zeigt neben der schnellen Oszillation, die von der Dynamik der elektronischen Anregung
herru¨hrt, ebenfalls eine geringe A¨nderung mit der Zeit. Die Verringerung der Differenz ge-
genu¨ber dem Verlauf auf der BO-Fla¨che ist durch die Elektronenanregung vom oberen zum
unteren Dimeratom zu erkla¨ren, die den urspru¨nglichen Elektronentransfer vom unteren
zum oberen Dimeratom durch Dimerverkippung teilweise ru¨ckga¨ngig macht.
4.3 Reaktion auf unterschiedliche Laserparameter
Nach der detaillierten Analyse der Dynamik der Oberfla¨chenatome auf zwei ausgewa¨hlte
Laserpulse, werden im folgenden Teil die Laserfrequenz und Laserintensita¨t variiert und
die Reaktion der Siliziumschicht und der Oberfla¨chendimere gezeigt. Dabei ist die Dauer
des Laserpulses zuna¨chst fest bei 27,5 fs.
In Abbildung 4.23 ist die von der Superzelle aufgenommene Energie als Funktion der La-
serfrequenz aufgetragen fu¨r den Bereich von 1,3 bis 2,3 eV. Die Energie steigt im Rahmen
der gerechneten Punkte monoton an, mit einer U¨berho¨hung bei 1,7 eV. Der kontinuierli-
che Anstieg in diesem Bereich ist mit den bei steigender Laserfrequenz hinzukommenden
mo¨glichen U¨berga¨ngen zu erkla¨ren. Direkte KS-U¨berga¨nge des Volumens sind am Γ-Punkt
schon ab 0,6 eV mo¨glich. Danach kommen mit steigender Frequenz U¨berga¨nge aus anderen
Bereichen der Brillouinzone hinzu (Abb. 3.5). Die U¨berho¨hung bei 1,7 eV ist an die Ober-
fla¨chenu¨berga¨nge gekoppelt. Bei dieser Frequenz kann effektiv an den Dimeren elektronisch
angeregt werden.
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Abbildung 4.24: Kinetische Energie der Dimerverkippungsschwingung nach 38 fs (davon 27,5 fs
Laserpuls ) fu¨r verschiedene Laserfrequenzen und zwei verschiedene Laserintensita¨ten.
Wie stark die Dynamik der Dimerverkippungswinkel durch die elektronische Anregung
angetrieben wird, la¨sst sich aus der Amplitude der Dimerwinkelschwingung ablesen. Um
die Amplitude einigermaßen genau zu bestimmen, wird mindestens eine Simulationsdauer
von 150 fs entsprechend der ungefa¨hren Lage des ersten Minimums beno¨tigt. Bei etwa drei
Stunden CPU-Zeit pro simulierter Femtosekunde lohnt es sich nach einer anderen Gro¨ße zu
suchen, um festzustellen, wie stark die Dynamik angetrieben wird. Hierfu¨r eignet sich die
kinetische Energie, die sich nach einer bestimmten Zeit in der Dimerverkippungsschwin-
gung befindet. Je sta¨rker die elektronische Anregung desto sta¨rker wird die Dimerbewegung
angetrieben und um so ho¨her ist die kinetische Energie zu nahezu jedem Zeitpunkt bis zum
ersten Maximum. Das erste Maximum der kinetischen Energie wird fru¨hestens bei etwa 45
fs erreicht (Phonon ohne Laserpuls und elektronische Anregung). In Abbildung 4.24 ist die
kinetische Energie des Dimerverkippungsfreiheitsgrades nach 38 fs abgebildet fu¨r verschie-
dene Laserfrequenzen. Wa¨hrend die Energieskala des Verlaufs speziell von der Wahl des
Zeitpunktes abha¨ngt, zu dem die kinetische Energie betrachtet wird, sollte der qualitative
Verlauf nicht von der speziellen Wahl der 38 fs abha¨ngen. Deshalb wird im Folgenden die ki-
netische Energie in der Dimerschwingung als Maß dafu¨r benutzt, wie stark die Oberfla¨che
bei unterschiedlichen Laserparametern angeregt wird. Die Abbildung zeigt, dass bei 1,7
eV die Reaktion der Oberfla¨chendimere und damit auch die elektronische Anregung zwi-
schen den beiden Dimeratomen maximal ist. Dies ist konsistent mit den vorangegangenen
Schlussfolgerungen aus der Oszillatorsta¨rkefunktion, die ebenfalls bei 1,7 eV ein Maximum
zeigt (Abb. 4.11).
Nachdem die optimale Laserfrequenz zur Anregung der Oberfla¨che bei 1,7 eV gefunden ist,
stellt sich die Frage nach der Lasersta¨rke. La¨sst sich die Oberfla¨che beliebig stark anregen
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Abbildung 4.25: Durch den Laserpuls in die Superzelle eingebrachte Energie in Abha¨ngigkeit
von der Laserintensita¨t bei fester Laserfrequenz von 1,66 eV.
sofern nur die Laserintensita¨t erho¨ht wird? Ab einer gewissen Lasersta¨rke, die wieder-
um von der Frequenz abha¨ngt, ist auf jeden Fall mit Zersto¨rungen an der Oberfla¨che zu
rechnen. In der Literatur sind Si-Dimer-Fehlstellen infolge einer oder mehreren Laserpulse
untersucht worden [122–125]. Ein direkter Vergleich mit den hier benutzten Laserpulsen
ist jedoch schwierig, weil die Pulsla¨nge in der Literatur sehr viel la¨nger ist und die Energie-
korrekturen von TDDFT zu Quasiteilchenanregungen nicht exakt bekannt sind. Der zweite
Punkt macht einen exakten Vergleich der Laserfrequenzen unmo¨glich.
Kanasaki et. al. [124] haben die entstehenden Fehlstellen fu¨r Laserintensita¨ten imMW/cm2-
Bereich und bei Pulsla¨ngen von 3 ns gemessen, womit die Laserenergien im Bereich einiger
10 mJ/cm2 liegen und damit von gleicher Gro¨ßenordnung, wie die in dieser Arbeit un-
tersuchten Laserpulse sind. Die in dieser Arbeit benutzten Laserpulse liegen also im ex-
perimentell zuga¨nglichen Bereich und sind auf der Si(001) von experimentellem Interesse,
wenn beispielsweise die elektronische Anregung als Ursache fu¨r vereinzelte Dimerfehlstel-
len auf der Oberfla¨che diskutiert wird [124]. Der Fokus dieser Arbeit liegt jedoch nicht auf
der Ablation von Dimeren, sondern auf dem Ultrakurzzeitverhalten der Dynamik infolge
elektronischer Anregung. Das Erzeugen von Dimerfehlstellen oder gro¨ßeren Zersto¨rungen
auf der Oberfla¨che wird erst auf la¨ngeren Zeitskalen nach dem Laserpuls interessant.
Die Abbildung 4.25 zeigt den Anstieg der pro Superzelle aufgenommenen Energie, bei an-
steigender Laserintensita¨t. Der Anstieg ist monoton und nicht-linear, was auf Multiphotonen-
Prozesse schließen la¨sst.
Interessanter ist die Reaktion der Oberfla¨che auf die unterschiedlichen Laserleistungen. In
Abbildung 4.26 ist, analog zur weiter oben untersuchten Frequenzabha¨ngigkeit, die kine-
tische Energie der Dimerverkippungsbewegung nach 38 fs aufgetragen. Hier zeigt sich ein
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Abbildung 4.26: Kinetische Energie der Dimerverkippungsschwingung nach 38 fs (davon Laser-
puls 27,5 fs) fu¨r verschiedene Laserintensita¨ten.
Maximum, bei einem E-Feld von 1,3 V/A˚ im Maximum des gaussfo¨rmigen Laserpulses,
entsprechend etwa 22 TW/cm2. Bei ho¨herer Intensita¨t ist die Dimerbewegung nicht sta¨rker
anzutreiben. Eine na¨here Analyse dieses Effekts fu¨r die Oberfla¨chenzusta¨nde der Si(001)-
Oberfla¨che ergibt sich aus einer Simulation mit einem andauernden Laserpuls geringerer
Intensita¨t. Bei fixierten Atomen werden die zeitabha¨ngigen Wellenfunktionen nach den
Wellenfunktionen des Grundzustands entwickelt und die Besetzungszahlen bestimmt.
Fu¨r den k-Punkt aus der Mitte der IBZ sind die Besetzungszahlen der vier Oberfla¨chen-
zusta¨nde in Abbildung 4.27 aufgetragen. Die Anregung vom besetzten Niveau am oberen
Dimeratom zum unbesetzten Niveau am unteren Dimeratom steigt im Laserfeld bis zu ei-
nem bestimmten Punkt an. In Konkurrenz dazu findet auch der umgekehrte Vorgang statt:
U¨berga¨nge vom energetisch oberen Zustand zuru¨ck zum unteren Zustand werden durch das
Laserfeld induziert und die Anregung nimmt wieder ab. Insgesamt stellt sich so ein oszilla-
torisches Verhalten der Besetzungszahlen der beiden beteiligten Niveaus ein. Damit la¨sst
sich die Anregung der Si(001)-Oberfla¨che nicht beliebig durch la¨ngere oder sta¨rkere Laser-
pulse steigern. A¨hnliche Beobachtungen sind von Zwei-Niveau-Systemen [126] und Rabi-
Oszillationen bekannt, welche zeigen, dass auch eine Abnahme der Anregung im Laserfeld
mo¨glich ist.
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Abbildung 4.27: Besetzungszahlen der vier Oberfla¨chenzusta¨nde fu¨r den k-Punkt aus der Mitte
der IBZ der p(2x2)-Rekonstruktion; insgesamt liegen 9 k-Punkte in der IBZ der BO-Fla¨che. Der





Die bisher gezeigten Resultate auf der Femtosekunden-Zeitskala werden in diesem Kapi-
tel auf die Pikosekunden-Zeitskala erweitert. Dieser Zeitbereich nach der Anregung ist fu¨r
viele Experimente der Oberfla¨chenphysik derzeit als beste Zeitauflo¨sung zuga¨nglich, auch
wenn fu¨r die Zukunft sicher ho¨here Zeitauflo¨sungen zu erwarten sind.
Fu¨r die Simulationen auf der ps-Zeitskala werden zwei gut bekannte und bewa¨hrte Metho-
den miteinander verknu¨pft, die DFT-Molekulardynamik und die Molekulardynamik mit
parametrisierten Potentialen. Das so entstehende Verfahren ist dort, wo es no¨tig ist, in der
Lage lokal die elektronische Struktur quantenmechanisch zu beschreiben, und sonst mit
den parametrisierten Potentialen große Strukturen zu beschreiben [127–133].
Die detaillierte Untersuchung von phononischen Effekten erfordert eine sehr gute Anpas-
sung der beiden Methoden an der Schnittstelle zwischen dem exakten quantenmechanischen
Teil und dem durch das parametrisierte Potential gena¨herten Teil. Um dies zu gewa¨hrleis-
ten, wird in diesem Kapitel ein neues Verfahren pra¨sentiert, das gerade an der Schnittstelle
ein u¨bereinstimmendes Schwingungsverhalten der Siliziumatome in beiden Methoden er-
zeugt. Somit wird die Gesamtsimulation frei von Reflexionen der Phononen an der Schnitt-
stelle der Methoden.
Zur Simulation der Dynamik der Siliziumoberfla¨che wird die elektronische Struktur der
Oberfla¨che quantenmechanisch mit Dichtefunktionaltheorie beschrieben und das sich dar-
unter anschließende große Siliziumvolumen mit einem geeigneten parametrisierten Potenti-
al, sodass beispielsweise oberfla¨chenlokalisierte Anfangsschwingungen korrekt in ein großes
Volumen abklingen ko¨nnen.
Eine volle TDDFT-Behandlung der Si(001)-Oberfla¨che nach Laseranregung bis in den ps-
Bereich ist numerisch sehr aufwendig und noch nicht praktikabel. Es ist jedoch mo¨glich,
eine Dynamik auf der Born-Oppenheimer-Fla¨che zu berechnen, in der das elektronische
System im Grundzustand adiabatisch den Kernen folgt, fu¨r eine Schichtdicke von etwa 8
Lagen auf einer Zeitskala von wenigen zehn Pikosekunden. Mit dieser Methode soll die
Zeitkonstante des Abklingens der Dimerschwingung und gegebenenfalls die Ursache dafu¨r
untersucht werden. Als Ursache kommen hier insbesondere zwei Mechanismen in Frage:
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das Zerfallen eines Oberfla¨chenphonons durch nicht-lineare Effekte in Volumenphononen
einerseits sowie der Zerfall der Oberfla¨chenschwingung durch Koha¨renzverlust der betei-
ligten Oberfla¨chenphononenresonanzen andererseits.
Es stellt sich schnell heraus, dass fu¨r eine solche Simulation eine sehr viel ho¨here An-
zahl an Lagen beno¨tigt wird, als in einer reinen DFT-Simulation mo¨glich ist. Eine a priori
Abscha¨tzung ist mittels der Schallgeschwindigkeit in Silizium mo¨glich. Die Schallgeschwin-
digkeit von Silizium in [001]-Richtung betra¨gt rund 10 km/s bzw. 10 nm/ps. Das ergibt fu¨r
eine Simulationsdauer von 30 ps eine erforderliche Lagenzahl von 1100 atomaren Lagen, um
Wechselwirkungen mit der Unterseite der Schicht zu vermeiden. Dies ist weit jenseits des-
sen, was mit DFT-Molekulardynamik zuga¨nglich ist. Abhilfe verschafft hier die kombinierte
Methode aus DFT-Molekulardynamik und einer Molekulardynamik mit parametrisiertem
Silizium-Potential. Das Potential ist so konstruiert, dass es fu¨r harmonische Auslenkungen
im Festko¨rper eine DFT-Molekulardynamik exakt reproduziert, also die Phononen richtig
wiedergibt. Die Parameter des Potentials sind die interatomaren Kraftkonstanten (IFC),
die ab-initio bestimmt werden, sodass das gesamte Verfahren seinen ab-initio Charakter
beha¨lt.
5.1 Kombination quantenmechanischer und klassischer
Molekulardynamik
Die beiden Verfahren, die hier zur Beschreibung der ionischen Dynamik der Si(001)-Ober-
fla¨che in einer na¨herungsweisen Halbraumgeometrie verwendet werden, sind jedes fu¨r sich
in der Literatur lange bekannt. Zur Beschreibung der Energien und Kra¨fte an der Ober-
fla¨che wird die DFT-Moleklardynamik auf der BO-Fla¨che, wie sie im Programmpaket
fhi96md implementiert ist, verwendet. Die Dichtefunktionaltheorie beschreibt die elek-
tronische Struktur der Si(001)-Oberfla¨che ada¨quat und gibt damit auch die korrekte geo-
metrische Struktur der Oberfla¨che wieder. Dies ist mit klassischen an das Si-Volumen
angepassten Potentialen nicht ohne weiteres mo¨glich. Solche Potentiale erlauben es jedoch,
Molekulardynamik mit sehr vielen Siliziumvolumenatomen effizient durchzufu¨hren. Ein
Beispiel fu¨r ein solches Potential ist das im Folgenden zur Beschreibung der Energien und
Kra¨fte im Volumenteil der Si-Schicht benutzte Potential, das mit interatomaren Kraftkon-
stanten (IFC) parametrisiert ist:
Seien x(l, k) die Vektoren der unausgelenkten Siliziumatome im Diamantgitter mit dem
Index l der die 2-Atom-Elementarzellen und dem Index k der die beiden Siliziumatome
in jeder dieser Zellen indiziert. Die kartesischen Komponenten dieses Vektors werden im
Folgenden durch xα(l, k) mit (α = 1, 2, 3) bezeichnet. Analog seien die Vektoren der Auslen-
kungen u aus den Gleichgewichtspositionen und die Vektoren der Atompositionen r = x+u
durchnummeriert.
Die potentielle Energie la¨sst sich nach den kartesischen Koordinaten der Auslenkungen
der Atome aus ihren Gleichgewichtspositionen entwickeln. Beru¨cksichtigt man, nachdem
die Terme erster Ordnung im Gleichgewicht verschwinden, die Terme bis zur zweiten Ord-
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′, k, k′)uα(l, k)uβ(l′, k′), (5.1)
mit den zweiten Ableitungen des Potentials
φαβ(l, l






im Gleichgewicht. Die Matrizen−φ(l, l′, k, k′) werden als Matrizen der interatomaren Kraft-
konstanten (IFCM) bezeichnet. Sie ha¨ngen nur von der Entfernung der Elementarzellen
R(l)−R(l′) ab. Diese sind im Folgenden kurz notiert als Differenz (l− l′) und erfu¨llen die
Bedingung
φαβ(l − l′, k, k′) = φβα(l′ − l, k′, k). (5.3)
Aus der Invarianz der potentiellen Energie gegen Translation des gesamten Kristalls folgt,
dass die Summe der interatomaren Kraftmatrizen von einem beliebigen Atom u¨ber die
IFC-Matrizen aller Nachbaratome verschwindet∑
l′k′
−φ(l − l′, k, k′) = 0 fu¨r alle l, k . (5.4)
Aus der IFC-Matrix
−φ(0, k, k) =
l′ 6=l∧k′ 6=k∑
l′,k′
φ(l − l′, k, k′) (5.5)
folgt die ru¨cktreibende Kraft auf ein Atom aufgrund seiner Auslenkung vom Gitterplatz.
Fu¨r die numerische Behandlung tauchen bei dieser Formulierung zwei Probleme auf. Zum
einen ko¨nnen Konfigurationen mit großen Auslenkungen aus den Gitterpla¨tzen, aber klei-
nen Auslenkungen der Atome gegenu¨ber den benachbarten Atomen auftreten. Beispiele
hierfu¨r wa¨ren eine komplette Verschiebung des Kristalls oder langwellige akustische Wellen
durch den Festko¨rper. In diesen Fa¨llen treten sehr große Summanden in den Beitra¨gen zur
Gesamtkraft auf ein Atom auf, die sich in der Summe weitgehend wegheben und zu einem
kleinen residualen Beitrag fu¨hren. Bei der numerischen Berechnung mit Fließpunktarith-
metik wird in einem solchen Fall leicht Genauigkeit verloren, da die Stellen der Mantissen
fu¨r die im Grunde irrelevanten großen Einzelbeitra¨ge benutzt werden mu¨ssen und viel von
den wichtigen hinteren Stellen abgeschnitten wird. Im einfachsten Fall der Verschiebung
des Kristalls als ganzes, in der alle Atome gema¨ß der Verschiebung ausgelenkt sind und
damit alle IFC-Matrizen eines Atoms Beitra¨ge liefern, mu¨ssen sich diese exakt zu null weg-
heben. Ein etwas weniger konstruiertes Beispiel ergibt sich bei einem Kristall, der in einem
Bereich auf großer La¨nge gedehnt wird. Auch hier ergeben sich sehr große Auslenkungen
aus den Gleichgewichtspositionen, die um Gro¨ßenordnungen ho¨her sein ko¨nnen als die re-
lativen Auslenkungen gegenu¨ber der Umgebung. In diesem Fall ergibt sich die gesuchte
kleine Kraft auf ein Atom infolge der Dehnung aus der Summe großer Kraftbeitra¨ge infol-
ge der artifiziellen Kraft durch die Auslenkung aus dem Gitterplatz.
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Das zweite Problem, das deutlich dringender einer Lo¨sung bedarf, geht einher mit der
Notwendigkeit sich auf endlich viele IFC-Matrizen beschra¨nken zu mu¨ssen. Typischerwei-
se werden nur die Nachbaratome bis zu einer gewissen Schale mitgenommen. Bei dieser
Na¨herung gilt allerdings die Formel 5.4 nur noch Na¨herungsweise und die Invarianz der
potentiellen Energie und Kra¨fte gegen Translationen des gesamten Kristalls geht verloren.











(uα(l, k)− uβ(l′, k′))φαβ(l, l′, k, k′)(uβ(l′, k′)− uα(l, k)). (5.6)
In dieser Formulierung gehen nur noch Differenzen von Auslenkungen ein, sodass große arti-
fizielle Auslenkungen aus der Gleichgewichtsposition durch die Differenzbildung (uβ(l
′, k′)−
uα(l, k)) nicht mehr mit den IFC-Matrizen multipliziert und anschließend summiert wer-
den. Die Beschra¨nkung auf Nachbarn bis zu einem gegebenen Grad la¨sst die potentielle
Energie invariant unter Verschiebungen des gesamten Kristalls, sofern Gleichung 5.6 ver-
wendet wird. Damit sind die beiden oben angesprochenen Probleme bei der U¨bertragung
der in der Literatur angegebenen Gleichung 5.1 auf das hier in einer Molekulardynamik
verwendete Potential behoben.
Im na¨chsten Schritt werden die DFT-Molekulardynamik und die Molekulardynamik mit
dem IFC-Potential kombiniert. Die oberen Lagen einer sehr dicken Schicht sollen mit
DFT auf der BO-Fla¨che beschrieben werden und die vielen Lagen darunter mit dem IFC-
Potential. Um eine physikalisch sinnvolle Dynamik zu beschreiben soll die Gesamtenergie
der kombinierten Dynamik erhalten bleiben.
Die im Folgenden pra¨sentierte Methode berechnet die Kra¨fte und Energie einer sehr di-
cken Siliziumschicht, beno¨tigt aber fu¨r die Berechnungen im DFT-Teil noch eine wa¨hrend
der Simulation synchron mitgefu¨hrte kleine Schicht. Die kleine Schicht entsteht aus dem
oberen, die Oberfla¨che beinhaltenden Teil der großen Schicht und der Terminierung an
der Unterseite, indem die Terminierung um den Vektor H nach oben verschoben wird.
Bedingung fu¨r die Verschiebung ist, dass die oberen Siliziumatome der Terminierung mit
Volumenatomen unterhalb der Oberfla¨che bestmo¨glich u¨bereinstimmen:
H(Rbint,R
c





∣∣∣Rbν(t)−Rcν − H˜∣∣∣2 (5.8)
Diese Vorgehensweise und die Bezeichnungen der Koordinaten sind in Abbildung 5.1 dar-
gestellt. Fu¨r eine p(2x2)-rekonstruierte Oberfla¨che ergeben sich vier Atome an der Schnitt-
stelle, die durch den Vektor H bestmo¨glich in Deckung gebracht werden sollen.
Fu¨r die vollsta¨ndige große Schicht ko¨nnen mit dem IFC-Potential die Kra¨fte auf alle Sili-
ziumatome 1 und die IFC-Gesamtenergie berechnet werden. Die Kra¨fte und Energien der








































Zur Berechnung der großen
Schicht wird das IFC-
Potential verwendet, die
daraus durch Entfernen der
gru¨nen Atome hervorgehende
kleine Schicht wird sowohl
in DFT als auch in IFC
berechnet.
Atome der reduzierten Schicht werden sowohl quantenmechanisch in Dichtefunktionaltheo-
rie als auch mit dem IFC-Potential berechnet. Durch Kombination der Beitra¨ge der großen




a −H(Rbint,Rcint),Rc) + EDFTsmall(Ra −H(Rbint,Rcint),Rc,RH).
(5.9)
Der Energieausdruck ist so konstruiert, dass sich fu¨r die große Schicht die Beitra¨ge der
IFC-Energien oben an der Schicht na¨herungsweise aufheben und der DFT-Teil die Energie
beschreibt und darunter die IFC-Simulation der großen Schicht den Energiebeitrag liefert.
So ist die große Schicht das System, das eigentlich simuliert wird und die kleine Schicht nur
ein Hilfssystem, das no¨tig ist fu¨r die quantenmechanische Beschreibung der Oberfla¨che der
großen Schicht. Die Zuordnung der Koordinaten ist in Abbildung 5.1 dargestellt. Aus den
Ableitungen des Potentials nach den Koordinaten ergeben sich die Kra¨fte auf die Atome
in der kombinierten QM/MM-Dynamik:
~F ai = ~F
a,DFT
i (5.10)
~F bi = ~F
b,IFC
i,large (5.11)
fu¨r Atome, die genu¨gend weit von der Schnittstelle entfernt liegen und




~F a,IFCi,large − ~F a,IFCi,small
)
(5.12)












fu¨r die Atome in Umgebung der Schnittstelle. Die Atome an der Unterseite der Schicht
sind fixiert:
~F ci := 0 (5.14)
~FHi := 0. (5.15)
Bei diesem kombinierten Verfahren sind zwei Lagenzahl-Konvergenzparameter zu beach-
ten. Zum einen die Anzahl an DFT-Lagen und zum anderen die Gesamtdicke der Schicht.
Die beno¨tigte Gesamtdicke la¨sst sich leicht aus der Schallgeschwindigkeit im Siliziumvo-
lumen abscha¨tzen. Fu¨r die [001]-Richtung betra¨gt sie rund 10 nm/ps. Die im Folgenden
verwendete rund 200 nm dicke Schicht la¨sst also nach einer Anregung an der Oberfla¨che 40
ps Simulationszeit u¨brig, bevor mit sto¨renden Reflexionen von der Unterseite zu rechnen
ist.
Schwieriger ist die Frage nach der Schichtdicke der DFT-Schicht. Sie muss mindestens so
dick sein, dass die Schnittstellenatome u¨ber Wechselwirkung na¨chster Nachbarn nicht mehr
mit den stark rekonstruierten Oberfla¨chenatomen verbunden sind. U¨ber diese qualitative
U¨berlegung hinaus ist die Konvergenz numerisch zu pru¨fen. In Unterkapitel 5.3.2 werden
Simulationen mit 8 und 12 Lagen an DFT-Atomen verglichen.
Des Weiteren ist die Konvergenz bezu¨glich der Reichweite des IFC-Potentials zu pru¨fen.
Im Folgenden wird der Einfluss der Anzahl an wechselwirkenden Nachbarn auf die Pho-







φαβ(l − l′, k, k′)uβ(l′, k′) = 0 (5.16)
werden mit dem Ansatz




















′) exp(−iq ·R(l)). (5.20)
Fu¨r die drei kartesischen Raumrichtungen α, β = 1, 2, 3 und die beiden Siliziumatome
k, k′ = 1, 2 ergibt sich die 6 × 6 dynamische Matrix D(q), deren Eigenwerte λ die Pho-
nonenfrequenzen ω = 2piν =
√
λ/m als Funktion des Wellenvektors q liefert. Aus der
Kristallstruktur und den Kraftkonstanten la¨sst sich D(q) numerisch aufstellen, diagonali-
sieren und damit die Phononenbandstruktur ausrechnen.
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5.2 Berechnung der interatomaren Kraftkonstanten
Zur Beschreibung eines Hybridverfahrens aus einer DFT-Elektronenstrukturmolekular-
dynamik und einer Molekulardynamik mit parametrisiertem Potential ist die Schnittstelle
zwischen den unterschiedlich beschriebenen Teilen von essenzieller Bedeutung. Eine gute,
reflexionsfreie Schnittstelle ergibt sich, wenn beide Verfahren fu¨r die Atome an der Schnitt-
stelle fu¨r alle Auslenkungen die gleichen Kra¨fte liefern.
In harmonischer Na¨herung ist das gleich bedeutend mit der Forderung, dass beide Verfah-
ren die gleiche Volumenphononenbandstruktur besitzen. Beno¨tigt wird also ein Potential,
das die gleiche Phononenbandstruktur liefert, wie die DFT-Phononenbandstruktur, die
auch die experimentelle Phononenbandstruktur perfekt wiedergibt [88].
Aus der Zeit, als es noch nicht mo¨glich war die Phononenbandstruktur ab-initio zu berech-
nen, existieren zahlreiche Ansa¨tze empirische Potentiale zu generieren und mit mo¨glichst
wenigen Konstanten die experimentelle Phononenbandstruktur anzupassen [134–144]. Da-
bei hat sich immer wieder gezeigt, dass fu¨r eine optimale Anpassung wenige Parameter
oder die alleinige Beru¨cksichtigung naher Nachbarn fu¨r Silizium nicht genu¨gt. Als Beispiel
sei hier das Stillinger-Weber-Potential [145] erwa¨hnt, dass die Phononenbandstruktur nur
qualitativ wiedergibt [146]. Fu¨r viele Anwendungen, die weit u¨ber lineare Auslenkungen
hinaus gehen, hat sich das Stillinger-Weber-Potential hervorragend bewa¨hrt und wird der-
zeit durchaus fu¨r Hybridverfahren verwendet [130–133]. Der große Vorteil dieses Potentials
ist, dass es sich sehr effizient berechnen la¨sst, nur Wechselwirkungen bis zu Nachbarn zwei-
ten Grades entha¨lt und seine Qualita¨t auch u¨ber harmonische Auslenkungen bis hin zum
Schmelzen des Kristalls beha¨lt. Das hier beschriebene Hybridverfahren la¨sst sich technisch
mit dem vollen Stillinger-Weber-Potential genauso betreiben, wie mit dem IFC-Potential.
Da das Stillinger-Weber-Potential nicht auf harmonische Auslenkungen beschra¨nkt ist,
kommt es leicht als erste Wahl in Betracht. Fu¨r harmonische Auslenkungen la¨sst sich das
Stillinger-Weber-Potential durch das IFC-Potential darstellen, indem die Kraftkonstanten
aus dem Stillinger-Weber-Potential abgeleitet werden. Zuna¨chst wird daher das Stillinger-
Weber-Potential als Kandidat fu¨r das Hybridverfahren untersucht.
5.2.1 Stillinger-Weber-Potential
Das Stillinger-Weber-Potential (SW) besteht aus zwei Potentialbeitra¨gen, dem Zweiko¨rper-
potential, das die Bindungsla¨nge beeinflusst und dem Dreiko¨rperpotential, das die Bin-
dungswinkel beeinflusst:
vSW = v2 + v3 (5.21)
Die dort vorkommenden freien Parameter werden in der Originalarbeit [145] an die Gitter-
konstante, die Koha¨sionsenergie, die Diamantstruktur als energetisch gu¨nstigste Struktur
bei niedrigen Dru¨cken, den Schmelzpunkt und die Flu¨ssigphase angepasst.
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Das Zweiko¨rperpotential ist durch
v2(rij) = εf2(rij/σ) (5.22)
f2(r) =
{
A(Br−p − r−q) exp ( 1
r−a
)
, r < a
0 , r ≥ a (5.23)
gegeben mit den freien Parametern ε, σ, A, B, p, q und a. Die Parameter ε und σ werden an
die Koha¨sionsenergie und Gitterkonstante angepasst und geben die Energieeinheit und die
La¨ngeneinheit fu¨r das SW-Potential. Die Parameter B und p beschreiben den repulsiven
Term Br−p, der fu¨r Absta¨nde kleiner als die Bindungsla¨nge dominiert. Der Parameter q
beschreibt den fu¨r Absta¨nde gro¨ßer als die Bindungsla¨nge attraktiven Beitrag −r−q. Beide
Terme werden, wenn die Bindungsla¨nge r gegen a geht durch den Exponentialterm stetig
abgeschaltet.
Das Dreiko¨rperpotential ist fu¨r r < a durch
v3(ri, rj, rk) = εf3(ri/σ, rj/σ, rk/σ) (5.24)
f3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) + h(rki, rkj, θikj) (5.25)
h(rij, rik, θjik) = λ exp
(
γ









gegeben mit den zusa¨tzlichen freien Parametern λ und γ. Fu¨r r ≥ a sei das Potential
ebenfalls identisch null. Dieses Dreiko¨rperpotential ist minimal und gleich null fu¨r die
Tetraederwinkel der Diamantstruktur, da cos θt = −1/3 ist.
Dieses Potential liefert nur Beitra¨ge zu den Kraftkonstanten der IFC-Matrizen zu Nachbarn


















vollsta¨ndig gegeben sind [146]. Damit ist fu¨r harmonische Auslenkungen das SW-Potential
auf das IFC-Potential abgebildet und liefert in harmonischer Na¨herung ein Potential mit
zwei Parametern. Die sich daraus ergebende Phononenbandstruktur im Vergleich zur DFT-
Phononenbandstruktur ist in Abbildung 5.2 links gezeigt. Anhand dieser Abbildung wird
schnell klar, dass das Stillinger-Weber-Potential mit Originalparametern keine gute Wahl
fu¨r ein Hybridverfahren zur Beschreibung von harmonischen Schwingungen ist, weil die
einzelnen Ba¨nder zwar hauptsa¨chlich durch einen Skalenfaktor, aber eben deutlich vonein-
ander abweichen.
Werden die Parameter F und G aus Gleichung 5.28 so angepasst, dass sie exakt die bei-
den ab-initio Kraftkonstanten zu na¨chsten Nachbarn wiedergeben und werden die daraus
resultierenden Kraftkonstanten zu Nachbarn zweiten Grades berechnet, so ergibt sich eine
verbesserte Phononenbandstruktur. Diese ist in Abbildung 5.2 rechts gezeigt. Mit dieser
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Abbildung 5.2: Phononenbandstruktur von Silizium berechnet mit dem SW-Potential und Ori-
ginalparametern, aber angepasster Gitterkonstante (links) und mit an DFT-Kraftkonstanten von
na¨chsten Nachbarn (ersten Grades) exakt angepassten Parametern (rechts). In den Grenzen des
Stillinger-Weber-Potentials besteht im zweiten Fall fu¨r die Nachbarn vom zweiten Grad keine
weitere Anpassungsfreiheit. Die Frequenz der Dimerverkippungsschwingung ist mit einem hori-
zontalen Balken hinterlegt. Die hochsymmetrischen Punkte der Brillouinzone sind in Abbildung
3.3 rechts definiert.
Anpassung wird eine breitere qualitative U¨bereinstimmung mit der DFT-Phononenband-
struktur erhalten. Einzelne Details der Bandstruktur haben sich jedoch auch verschlechtert,
wie die Schallgeschwindigkeiten, die nun deutliche Abweichungen zeigen. Auch in anderen
Bereichen bleiben quantitativen Abweichungen, die je nach Fragestellung, die mit dem Hy-
bridverfahren untersucht werden soll, Probleme bereiten (Na¨heres hierzu in Unterkapitel
5.3.3 und Abbildung 5.9).
Die Dimerwinkelschwingung der Si(001)-Oberfla¨che, deren Abklingen nach lokaler Anre-
gung untersucht werden soll, liegt auf der BO-Fla¨che bei etwa 5, 45 THz. Diese Frequenz
ist in der Abbildung 5.2 als horizontaler Balken eingetragen und kann in der p(2x2)-
Oberfla¨chenelementarzelle mit den dort auf die Ebene projizierten Ba¨ndern von Γ-X, X-W
und X/2-L wechselwirken. Fu¨r diese Fragestellung werden große qualitative Unterschiede
deutlich. So liegt die Frequenz fu¨r das SW-Potential mit angepassten Parametern außerhalb
des X/2-L Bandes im Gegensatz zum entsprechenden DFT-Band. Fu¨r den X-W-Weg sind
die Bandbreiten und Steigungen des Bandes bei den 5, 45 THz vo¨llig unterschiedlich, sodass
gro¨ßere quantitative Abweichungen fu¨r Wechselwirkungen in diesem Bereich zu erwarten
sind. Das Stillinger-Weber-Potential ist demnach nicht geeignet die Phononenbandstruktur
in der fu¨r diese Arbeit beno¨tigten Qualita¨t wiederzugeben und eignet sich damit nicht fu¨r
das hier vorgeschlagene Hybridverfahren.
5.2.2 Ab-initio Kraftkonstanten
Eine sehr gute Alternative bieten ab-initio berechnete Kraftkonstanten. Diese lassen sich
mit dem von Gonze und Lee angegeben Verfahren aus der Dichtefunktionaltheorie berech-
nen [147]; implementiert ist dies in dem DFT-Packet abinit [148,149]. Um eine optimale
Anpassung an den DFT-Teil des Hybridverfahrens zu erhalten, werden die Kraftkonstan-
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ten mit dem gleichen Pseudopotential, der gleichen oberen Grenzenergie der Entwicklung
nach ebenen Wellen und der gleichen Gitterkonstante wie in der DFT-Schicht des Ver-
fahrens berechnet. Zuna¨chst wird die Konvergenz der Phononenbandstruktur bezu¨glich
der Anzahl an Nachbarschalen betrachtet. Mit jeder Nachbarschale wird ein zusa¨tzlicher
Satz von Kraftkonstanten dem Potential hinzugefu¨gt. In Abbildung 5.3 sind die Phononen-
bandstrukturen gezeigt, die sich durch sukzessives Hinzufu¨gen der Kraftkonstanten nach-
folgender Nachbarschalen ergeben. Nach Beru¨cksichtigung der achten Nachbarschale ist
die Bandstruktur gegen das DFT-Resultat konvergiert. Es fa¨llt auf, dass sich die U¨ber-
einstimmung bei Erho¨hung der Anzahl der beru¨cksichtigten Schalen nicht kontinuierlich
verbessert. Die Bandstruktur bei Betrachtung der Nachbarn bis einschließlich zur zweiten
Schale ist qualitativ schon recht gut, zeigt aber noch große Abweichungen bei den Schallge-
schwindigkeiten. Werden die Kraftkonstanten der dritten und vierten Schale hinzugefu¨gt,
so wird die Bandstruktur wieder schlechter, um dann mit den Kraftkonstanten bis zur fu¨nf-
ten Schale deutlich besser als mit den Kraftkonstanten bis zur zweiten Schale zu werden.
Werden alle Kraftkonstanten bis zur fu¨nften Schale beru¨cksichtigt, stimmen die Schallge-
schwindigkeiten qualitativ mit dem DFT-Ergebnis u¨berein. A¨hnliches wiederholt sich bis
zur achten Schale; das Hinzufu¨gen der Kraftkonstanten der sechsten und siebten Schale
fu¨hrt zu einer geringeren Verschlechterung der Bandstruktur und das weitere Hinzufu¨gen
der Kraftkonstanten der achten Schale bringt eine sehr gute U¨bereinstimmung mit der
DFT-Bandstruktur.
Dieses Verhalten ist leicht zu verstehen, wenn die einzelnen Eintra¨ge der IFC-Matrizen zu
den unterschiedlichen Schalen betrachtet werden. Die betragsma¨ßige Gro¨ße der Kraftkon-
stanten in den Matrizen nimmt nicht monoton mit der Ordnung der Schale ab. Es befin-
den sich gerade auf den Schalen, mit denen sich die Bandstruktur wieder stark verbessert,
Eintra¨ge die um eine Gro¨ßenordnung gro¨ßer sind als in den beiden Schalen zuvor. Eine
sich kontinuierlich verbessernde Konvergenz wu¨rde vermutlich resultieren, wenn die einzel-
nen Eintra¨ge der betragsma¨ßigen Gro¨ße nach sortiert werden und dann sukzessive hinzu-
gefu¨gt werden. Diese Betrachtungsweise der Konvergenz liefert allerdings keine zusa¨tzlichen
Aspekte. In der Literatur wurde weitgehend u¨ber den Einfluss der verschiedenen Schalen
diskutiert und nicht einzelner Kraftkonstanten und wegen der besseren Anschaulichkeit
der Schalenabha¨ngigkeit, wird im Folgenden diese Betrachtungsweise beibehalten. Es sei
jedoch noch darauf hingewiesen, das gerade die Wechselwirkung von zwei Atomen auf der
ebenen Zickzack-Bindungslinie fu¨r relativ große Kraftkonstanten sorgen, was beispielsweise
fu¨r Atome der zweiten, fu¨nften und achten Schale der Fall ist. Eine detaillierte Auflistung
der Kraftkonstanten fu¨r die einzelnen Schalen und eine bildliche Darstellung der Atome auf
den einzelnen Schalen ist in den Tabellen 5.1, 5.2 und 5.3 gegeben. Der bildlichen Darstel-
lung kann eine wichtige Konvergenzbedingung bezu¨glich der Lagenanzahl des DFT-Teils
entnommen werden. Die Simulation wird schlecht, wenn die Auslenkungen von Nachba-
ratomen jenseits der harmonischen Na¨herung liegen2. Es ist also zu vermeiden, dass die
Atome unmittelbar unter der Schnittstelle mit den Dimeratomen wechselwirken, da diese
2Ausgenommen solche Beitra¨ge heben sich gerade durch die Differenzbildung der Gesamtenergie der
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Abbildung 5.3: Ab-initio Phononenbandstrukur von Silizium unter Beru¨cksichtigung unter-
schiedlich vieler na¨chsten Nachbarn (nN). Die DFT-Phononenbandstruktur ist jeweils grau hin-
terlegt. Die in den Simulationen dieser Arbeit verwendeten 5. Nachbar- und 8. Nachbarpotentiale
sind dunkelblau markiert.
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Grad Kraftkonstanten Atompos. Abbildung
in Hartree/Bohr in a
0 −
0, 13738 0, 00000 0, 000000, 00000 0, 13738 0, 00000





−0, 03319 −0, 02329 −0, 02329−0, 02329 −0, 03319 −0, 02329
−0, 02329 −0, 02329 −0, 03319




−0, 00216 −0, 00208 0, 00106−0, 00208 −0, 00216 0, 00106
−0, 00106 −0, 00106 0, 00439
 0, 50, 5
0

Tabelle 5.1: Tabelle der Kraftkonstanten fu¨r Nachbarn der Ordnung null bis zwei. Dritt- bis
achtna¨chste Nachbarn befinden sich in den beiden folgenden Tabellen (5.2,5.3). Es ist jeweils eine
representative Matrix der Kraftkonstanten angegeben mit dem zugeho¨rigen Atom. Alle anderen
Atome und zugeho¨rigen Krafkonstanten mit dem gleichen Nachbarschaftsgrad bzw. der gleichen
Entfernung folgen aus einfachen Symmetrietransformationen. In der Abbildung sind jeweils das
Bezugsatom im Zentrum und die zu betrachtenden Nachbarn gru¨n gefa¨rbt.
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Grad Kraftkonstanten Atompos. Abbildung
in Hartree/Bohr in a
3 −
 0, 00053 −0, 00037 0, 00034−0, 00037 0, 00053 0, 00034
0, 00034 0, 00034 0, 00014




−0, 00022 0, 00000 0, 000000, 00000 −0, 00022 0, 00000





−0, 00024 −0, 00026 0, 00029−0, 00026 −0, 00024 0, 00029
0, 00029 0, 00029 −0, 00202
 0, 750, 75
0, 25

Tabelle 5.2: Fortsetzung von Tabelle 5.1
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Grad Kraftkonstanten Atompos. Abbildung
in Hartree/Bohr in a
6 −
−0, 00018 0, 00030 0, 000050, 00030 −0, 00018 0, 00005






 0, 00018 −0, 00025 0, 00025−0, 00025 0, 00018 0, 00025
0, 00025 0, 00025 0, 00018

−
0, 00000 0, 00000 0, 000000, 00000 0, 00000 0, 00000
0, 00000 0, 00000 0, 00000








0, 00000 0, 00000 0, 000000, 00000 0, 00000 0, 00000




Tabelle 5.3: Fortsetzung von Tabelle 5.2. Die Nachbarn auf Schale sieben sind nicht alle sym-
metriea¨quivalent. Die gru¨n gefa¨rbten Nachbarn geho¨ren zur oberen und die blau gefa¨rbten zur
unteren Sorte von Matrizen. Die Kraftkonstanten die mit den blauen Atomen verbunden sind,
tragen im Rahmen der Genauigkeit der berechneten Kraftkonstanten nicht zum Potential bei.
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durch Rekonstruktion weit ausgelenkt sind. In geringerem Maß trifft dies auch noch fu¨r die
Atome der zweiten Lage zu. Werden alle Nachbarn bis zur fu¨nften Schale beru¨cksichtigt,
so befindet sich das am weitesten in [001]-Richtung entfernte Atom in der vierten Scha-
le in der vierten (001)-Lage. Eine Simulation mit mindestens 6 DFT-Lagen oberhalb der
Schnittstelle ist in diesem Fall no¨tig, um eine Ru¨ckkopplung der Dimere und der zweiten
Lage auf die ersten Atome unter der Schnittstellenebene zu vermeiden.
Eine Simulation mit beru¨cksichtigten Nachbarn auf der siebten Schale entha¨lt Atome, die
mit der fu¨nften (001)-Lage wechselwirken, gemessen von der Lage des Bezugsatoms. In
diesem Fall ist es ratsam, mehr als sechs DFT-Lagen zu verwenden.
Fu¨r die folgende Analyse des Abklingverhaltens einer oberfla¨chenlokalisierten Schwingung
des Si(001)-Dimers werden im Wesentlichen Rechnungen mit 8 DFT-Lagen (6 Oberhalb
der Schnittstelle) und Nachbarn bis zur fu¨nften Schale im IFC-Teil, sowie 12 DFT-Lagen
(10 oberhalb der Schnittstelle) mit Nachbarn entweder bis zur fu¨nften oder bis zur achten
Lage untersucht.
5.3 Konvergenz und Qualita¨t des Hybridverfahrens
fu¨r die Si(001)-Oberfla¨che
Im folgenden Abschnitt wird die Qualita¨t des Hybridverfahrens untersucht. Der grundle-
gende Indikator fu¨r den richtigen Aufbau des Verfahrens und die korrekte Implementation
ist der Energieerhalt im Gesamthybridsystem wa¨hrend der Simulation. Die richtige ana-
lytische Berechnung der Kra¨fte im IFC-Teil und die Konvergenz der Kra¨fte im DFT-Teil
lassen sich ebenfalls anhand des Energieerhalts feststellen.
Hinzu kommt die Konvergenz des Systems bezu¨glich der Lagenzahl im DFT-Teil und An-
zahl an Nachbarschalen im IFC-Teil. Die Konvergenz der Lagenzahl wird durch den Ver-
gleich zweier Simulationen mit unterschiedlicher Dicke der DFT-Teilschicht untersucht. Die
Anzahl an beno¨tigten Nachbarwechselwirkungen kann schon aus dem vorangehenden Un-
terkapitel abgescha¨tzt werden; es werden Kraftkonstanten no¨tig sein die zu Nachbarn bis
zum fu¨nften oder achten Grad geho¨ren.
5.3.1 Energieerhalt als zentrales Qualita¨tskriterium
Das hier vorgeschlagene Hybridverfahren ist so formuliert, dass die Gesamtenergie der
Superzelle wa¨hrend der Simulation erhalten bleibt. Durch die numerischen Na¨herungen
zur Berechnung der Zeitintegration der Bewegungsgleichungen und die durch Laufzeit be-
schra¨nkte Konvergenz der Kra¨fte in der DFT-Grundzustandsiteration bleibt der Energieer-
halt nur na¨herungsweise gu¨ltig. Die Schrittweite des Integrationsverfahrens ist ein Parame-
ter, von dem der Energieerhalt und damit die Qualita¨t des Verfahrens abha¨ngt. Eine obere
Abscha¨tzung der beno¨tigten Schrittweite ergibt sich aus der Phononenbandstruktur. Die
schnellste atomare Siliziumschwingung liegt am Γ-Punkt bei rund 15 THz, entsprechend
einer vollen Schwingung auf 66 fs. Die optimale Schrittweite wird deutlich darunter liegen
und ha¨ngt vom Integrationsverfahren ab.
79



















Abbildung 5.4: Gesamtenergie relativ zur deponierten Energie fu¨r 6400 Siliziumvolumenatome
die alle mit dem IFC-Potential beschrieben werden. Gezeigt sind Gesamtenergieverla¨ufe zu ver-
schieden Schrittweiten eines Geschwindigkeitsverlet-Algorithmus.
In Abbildung 5.4 ist der Energieerhalt einer Simulation mit 6400 Siliziumatomen in Dia-
mantstruktur unter Verwendung von unterschiedlichen Schrittweiten gezeigt. Alle Silizi-
umatome werden durch das IFC-Potential beschrieben und ein Geschwindigkeits-Verlet-
Algorithmus [150, 151] zur Integration benutzt. Der Verlauf der Gesamtenergie ist relativ
zur im System deponierten Energie zu betrachten. Die Anfangsgeschwindigkeiten wurden
der Raumtemperatur entsprechend gewa¨hlt, die Anfangsauslenkungen auf null gesetzt3.
Wie zu erwarten la¨sst sich der Energieerhalt durch Herabsetzen der Schrittweite syste-
matisch verbessern. Damit verifizieren diese Simulationen weitgehend die Implementation
des parametrisierten Potentials und die Berechnung der Kra¨fte. Unter Verwendung einer
Schrittweite von 5 fs, wie fu¨r die folgenden Simulationen benutzt, sinkt der Fehler im
IFC-Teil unter ein halbes Prozent. Ein langsamer systematischer Fehler tritt in der Ge-
samtenergie fu¨r eine Schicht, die nur aus Atomen mit IFC-Potential besteht, nicht auf.
Fu¨r eine spezielle Frequenz ist in Abbildung 5.5 der Einfluss der Schrittweite auf die Fre-
quenz verdeutlicht. Der Fehler in den Atompositionen, der durch den Verlet-Algorithmus
verursacht wird, ist zwar lokal von vierter, aber global von zweiter Ordnung [152]. Fu¨r die
Frequenz ist der globale Fehler ausschlaggebend. Mit einer Polynominterpolation vierter
Ordnung la¨sst sich die Frequenz sinnvoll zur Schrittweite null extrapolieren und ein Fehler
abscha¨tzen. Fu¨r eine Schrittweite von 5 fs liegt der Fehler zum extrapolierten Wert bei
einem viertel Prozent.
Die Genauigkeit der berechneten Kra¨fte hat einen großen Einfluss auf den Energieerhalt.
3Damit entspricht die Simulation etwa halber Raumtemperatur.
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Abbildung 5.5: Fehler in der Frequenz der Dimerverkippungsschwingung durch die Schrittweite
∆t der Verlet-Integration. Die Simulationen sind mit der Hybridmethode durchgefu¨hrt, bei 6(+2)
Lagen DFT-Atomen und 1600 Lagen IFC-Atomen mit Wechselwirkungen bis zu Nachbarn der
achten Schale. Der Verlet-Algorithmus hat einen globalen Fehler der O(∆t2) ist und hier fu¨r die
geringen Abweichungen in der Frequenz verantwortlich ist.
Fu¨r die IFC-Kra¨fte sind keine Probleme zu erwarten, da sie sich direkt analytisch aus dem
Potential angeben lassen. Fu¨r den DFT-Teil gilt dies nicht. Die Kra¨fte konvergieren mit
der elektronischen Iteration und konvergieren deutlich langsamer als die Gesamtenergie,
die im Gegensatz zu den Kra¨ften von quadratischer Ordnung um das Minimum ist. Damit
sind deutlich mehr elektronische Iterationen im DFT-Teil no¨tig, als es fu¨r die Berechnung
von Energien notwendig wa¨re.
Als besonders problematisch fu¨r die folgende Klasse von Simulationen erweist sich die Tat-
sache, dass als Ausgangspunkt fu¨r die erste elektronische Iteration nach einem Verschieben
der Atome die letzten Wellenfunktionen der vorherigen Atompositionen benutzt werden.
Im Prinzip ist das ein guter Ausgangspunkt, weil bei nicht zu großer Schrittweite diese
elektronische Konfiguration nahe des neu zu suchenden Minimums liegt. Praktisch hat
sich gezeigt, dass hierdurch ein systematischer Fehler in den Kra¨ften entsteht. Wird die
elektronische Iteration abgebrochen, bevor die Kra¨fte vollsta¨ndig konvergiert sind, sind
auch die Elektronen noch nicht vollsta¨ndig von ihrer alten Position zur neuen Konfigu-
ration relaxiert; sie laufen den Atomen quasi hinterher. Dies fu¨hrt zu einem Kraftanteil,
der systematisch der Bewegung der Atome entgegengesetzt ist und damit artifiziell reibend
wirkt. Um das Abklingverhalten einer Schwingung zu untersuchen, muss dieser Effekt ver-
mieden werden, da er einen artifiziellen Beitrag zum Abklingen verursachen kann. Dieser
Effekt ist in Abbildung 5.6 dargestellt. Gezeigt sind die Simulationen zu zwei unterschied-
lichen Konvergenzkriterien der DFT-Kra¨fte. Fu¨r den Fall weniger elektronischer Iteratio-



































































































































































































































































IFC-Atom (6 Lagen DFT)
DFT-Atom (10 Lagen DFT)
y-Koordinate in 8. Lage









Abbildung 5.7: Relative Variation zweier Koordinaten in der 8 Lage. Es wurden zwei Simula-
tionen durchgefu¨hrt: Eine beginnend mit 6 Lagen DFT-Atomen (schwarz) und die andere mit
10 Lagen DFT-Atomen (orange). In der achten Lage werden die Atome folglich einmal mit IFC
beschrieben und das andere mal mit DFT.
Schwingung der Kerne fa¨llt deutlich ab. Bei einer deutlichen Erho¨hung der elektronischen
Iterationsschritte verschwindet diese artifizielle Da¨mpfung.
Neben der rechenzeitintensiven Mo¨glichkeit genu¨gend viele elektronische Iterationsschritte
zu machen, bietet sich die Mo¨glichkeit die Wellenfunktionen von einer ionischen Konfigu-
ration auf die na¨chste zu extrapolieren. Ein spezielles Extrapolationsverfahren fu¨r Wel-
lenfunktionen wurde von Arias et. al. angegeben [61]. Damit sollte der systematische
Fehler weitgehend in einen statistischen Fehler u¨bergehen, der sich bei der Untersuchung
des Abklingverhaltens als weniger deutlich sto¨rend erweist. Fu¨r einen Teil der folgenden
Rechnungen ist das Verfahren in das fhi96md-Programm implementiert worden, um zu
realisierbaren Rechenzeiten zu gelangen.
5.3.2 Konvergenz: Anzahl der quantenmechanischen Atomlagen
Zur Untersuchung der Konvergenz bezu¨glich der DFT-Lagenzahl werden zwei Simulatio-
nen miteinander verglichen. Eine mit 6 DFT-Lagen und eine mit 10 DFT-Lagen oberhalb
der Schnittstelle. Dies entspricht 8 und 12 Atomlagen in der kleinen Schicht. In beiden
Fa¨llen hat die Hybridschicht 1608 Lagen. Das IFC-Potential ist nach Wechselwirkungen
bis zu Atomen der fu¨nften Schale entwickelt. Fu¨r beide Simulationen sind die Schichten
in den elektronischen und ionischen Grundzustand relaxiert und starten mit den gleichen
Anfangsgeschwindigkeiten der Dimeratome.
In einer vollsta¨ndig konvergierten Situation wu¨rden sich die Atome in beiden Simulatio-
nen gleich bewegen. In Abbildung 5.7 sind die y- und z-Koordinate eines Atoms aus der
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Abbildung 5.8: Vergleich der Geschwindigkeitsspektren aller Atome aus der 6. bis 10. Lage zwei-
er Simulationen mit einmal 6 Lagen DFT-Atomen und das andere mal 10 Lagen DFT-Atomen.
Die Kreise entsprechen der Fouriertransformation der Daten bis 3,5 ps. Die gestrichelten Lini-
en entprechen einer Fourierinterpolation durch Erga¨nzung des Signals mit Nullen im Zeitsignal.
Zusa¨tzlich wurde noch ein Welch-Fenster angewendet um Artefakte in der Interpolation zu un-
terdru¨cken.
achten Lage gezeigt. Diese Lage ist besonders interessant, weil sie in der Simulation mit
6 DFT-Lagen nur durch das IFC-Potential beschrieben wird und in der Simulation mit
10 DFT-Lagen hingegen noch voll quantenmechanisch beschrieben wird. Der Abbildung
ist eine gute U¨bereinstimmung der Trajektorien zu entnehmen. Daraus ergeben sich zwei
wichtige Ergebnisse: Zum einen der gute Grad der Konvergenz bezu¨glich der Anzahl der
DFT-Lagen und zum anderen der Nachweis, dass die Schnittstelle nur sehr schwache Aus-
wirkungen auf die Dynamik hat.
Die verbleibenden kleinen quantitativen Abweichungen der Trajektorien ko¨nnen unter-
schiedliche Ursachen haben. Nahe liegt natu¨rlich eine verbleibende nicht vollsta¨ndige Kon-
vergenz der DFT-Lagenzahl, oder, gleich bedeutend damit, ein verbleibender Einfluss der
Oberfla¨che auf die achte Lage. Als weitere Ursache kommen die sicherlich leicht unter-
schiedlichen Anfangsbedingungen durch die jeweilige Relaxation in den Grundzustand in
Frage. Hiermit eng verknu¨pft ist dann ein zunehmendes Auseinanderlaufen der Trajektori-
en fu¨r la¨ngere Zeiten zu erwarten. Residuelle Reflexionen an der Schnittstelle ko¨nnen eine
weitere Ursache sein. Hierzu lohnt es sich einen genaueren Blick auf die Trajektorien in der
sechsten bis zehnten Lage zu werfen.
Die Abbildung 5.8 zeigt das Gesamtgeschwindigkeitsspektrum dieser Lagen fu¨r die beiden
Simulationen. Neben der allgemein guten U¨bereinstimmung ist eine deutliche Abweichung
bei 10,8 THz zu erkennen. Dieser Mode ist im DFT-Bereich sta¨rker angeregt als im ver-
gleichbaren IFC-Bereich. Mo¨glicherweise gibt es bei dieser Frequenz leichte Reflexionen an
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der Schnittstelle, die sich auf diese Weise bemerkbar machen. Konsistent zu dieser U¨berle-
gung ist das Auftreten geringer, aber qualitativer Abweichungen am L- und am W-Punkt
beim Vergleich der DFT-Phononenbandstruktur mit der Bandstruktur aus Nachbarwech-
selwirkungen bis zum fu¨nften Grad (Abbildung 5.10).
Im fu¨r die Dimerverkippungsschwingung wichtigen Bereich zwischen drei und sechs Tera-
hertz ist jedoch eine ausgezeichnete U¨bereinstimmung im Geschwindigkeitsspektrum zu
finden und damit eine konvergierte Beschreibung des Dimerwinkelverhaltens zu erwarten.
5.3.3 Qualita¨t unterschiedlicher Sa¨tze von Kraftkonstanten
Die zentrale Bedeutung der richtigen Beschreibung der Phononenbandstruktur im
”
klas-
sischen“ Teil des Hybridverfahrens soll in diesem Unterkapitel nochmals durch den Ver-
gleich unterschiedlicher Sa¨tze von Kraftkonstanten hervorgehoben werden. Dabei liegt das
Hauptaugenmerk auf dem Bereich um fu¨nf Terahertz, entsprechend der Frequenz der Di-
merwinkelschwingung im quantenmechanischen Teil des Hybridverfahrens.
Die Abbildung 5.9 zeigt Dimerverkippungsschwingungen fu¨r unterschiedliche Parametri-
sierungen des Siliziumpotentials. Zum Vergleich stehen das Stillinger-Weber-Potential mit
original Parametern und mit angepassten Parametern wie in Unterkapitel 5.2.1 beschrie-
ben, sowie das IFC-Potential mit Entwicklungen bis zu Nachbarn der dritten, fu¨nften und
achten Schale bereit. Links ist der Verlauf der Dimerwinkelschwingung gezeigt und rechts
die Volumenphononenbandstruktur im Frequenzbereich dieser Schwingung. Blau hinterlegt
sind die Bereiche, die zur projizierten Volumenbandstruktur der Oberfla¨che beitragen: Am
Γ-Punkt der p(2x2)-Oberfla¨chenbrillouinzone finden sich neben dem Γ-Punkt der Volu-
menbrillouinzone die ru¨ckgefalteten Punkte X und der hier mit X/2 bezeichnete Punkt,
der sich auf halbem Weg entlang Σ von Γ (u¨ber K) nach X befindet (Abbildung 3.3).
Durch die Projektion auf die Oberfla¨chenbrillouinzone befinden sich die Ba¨nder Γ-X, X-W
und X/2-L am Γ-Punkt der p(2x2)-Oberfla¨chenbrillouinzone und ko¨nnen mit Oberfla¨chen-
schwingungen am Γ-Punkt wechselwirken.
Es fa¨llt auf, dass das Abklingverhalten der Dimerschwingung korreliert ist mit der Lage
des (projizierten) X-W-Bandes. Liegt die Dimerfrequenz innerhalb, ist eine Wechselwirkung
mit den Volumenphononen mo¨glich und die Oberfla¨chenschwingung ist eine Oberfla¨chenre-
sonanz. Damit wird die Energie ins Volumen getragen und die Schwingung klingt ab. Liegt
das Band abseits der Dimerfrequenz vera¨ndert sich das Abklingverhalten deutlich zu gro¨ße-
ren Zeiten hin und das Abklingverhalten wird durch die Wechselwirkungen mit anderen
(projizierten) Ba¨ndern gegeben. Hier kann es aber große Abweichung im Abklingverhalten
geben, da beispielsweise das auf die p(2x2)-projizierte Γ-X-Band in diesem Bereich eine
viel geringere Zustandsdichte erzeugt als etwa das X-W-Band. In der Dimerschwingung
macht sich das durch ein stark verringertes Abklingen bemerkbar. Daru¨ber hinaus sind
bei Abweichungen in der Bandstruktur Reflexionen an der Schnittstelle zu erwarten, die
zu Interferenzerscheinungen fu¨hren, wie sie bei der Entwicklung des IFC-Potentials bis zu
Nachbarn des dritten Grades auftauchen.
Wegen der Mo¨glichkeit der systematischen Verbesserung wird das Potential am besten
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Beru¨cksichtigung der Nachbarn bis zur fu¨nften Schale no¨tig ist. Deswegen sind in Abbil-
dung 5.10 nochmal die Phononenbandstruktur fu¨r Parameter bis zur fu¨nften und achten
Schale untereinander und mit vollsta¨ndiger DFT direkt verglichen. Im Rahmen der Dar-
stellung stimmt die Phononendispersion bei Beru¨cksichtigung der Nachbarn bis zur achten
Schale mit der DFT-Dispersion u¨berein. Die Dispersion, die sich bei Beschra¨nkung bis
zur fu¨nften Schale ergibt, ist ebenfalls sehr gut. Bemerkenswert ist jedoch, das das in der
Literatur viel diskutierte Abflachen auf den Wegen Γ-X und Γ-K noch nicht vollsta¨ndig
wiedergegeben wird und erst durch Beru¨cksichtigung aller Nachbarn bis zur achten Schale
richtig beschrieben wird. Fu¨r das zeitliche Verhalten der Dimerschwingung hat aber die
Abbildung 5.9 gezeigt, dass Kraftkonstanten der Nachbarn bis zur fu¨nften Schale fu¨r eine
quantitativ richtige Beschreibung genu¨gen. Im Bereich von fu¨nf Terahertz ist die Phono-
nenbandstruktur im Bereich der oben angegebenen relevanten Ba¨nder mit Kraftkonstanten
bis zur fu¨nften Nachbarschale vergleichbar gut wie die DFT-Phononenbandstruktur.
5.4 Abklingen der Dimerwinkelschwingung
Mit dem bisher charakterisierten neuen ab-initio Hybridverfahren aus Dichtefunktio-
naltheorie zur vollsta¨ndigen elektronischen Beschreibung der Oberfla¨che und dem mit in-
teratomaren Kraftkonstanten parametrisierten Potential fu¨r Siliziumatome im Volumen
wird nun die Dynamik einer anfa¨nglich oberfla¨chenlokalisierten Schwingung untersucht.
Im Fokus der Analyse liegt das Abklingverhalten der Dimerverkippungsschwingung. Diese
sollte experimentell am besten zuga¨nglich sein, weil sie die gro¨ßten Auslenkungen liefert.
In der Vergangenheit, wa¨hrend der langen Diskussion um den Grundzustand der Si(001)-
Oberfla¨che, wurde die Verkippung sehr ausfu¨hrlich sowohl experimentell als auch theo-
retisch untersucht. Somit sind viele, wenn auch zuna¨chst nicht zeitaufgelo¨ste, Methoden
entwickelt worden, um Informationen u¨ber die Verkippung zu erhalten.
Die folgenden Simulationen sind mit einem Energieabschneideradius von 10 Rydberg und
4 speziellen k-Punkten durchgefu¨hrt. Austausch und Korrelation sind durch die LDA
gena¨hert. Die kleine Schicht besteht aus 8 Lagen, die oben eine p(2x2)-Rekonstruktion zeigt
und unten mit Wasserstoffatomen abgesa¨ttigt ist. Die ersten 6 Lagen der kleinen Schicht
bilden die Oberseite der Hybridschicht. Die darunter folgenden Atome werden durch das
IFC-Potential beschrieben, welches alle Wechselwirkungen bis zu Atomen auf der fu¨nften
Schale entha¨lt.
Erhalten die Dimeratome eine Anfangsauslenkung oder, wie hier geschehen, eine An-
fangsgeschwindigkeit, so la¨sst sich die nachfolgende Dynamik in vielerlei Hinsicht analy-
sieren. Die Anfangsgeschwindigkeiten sind in etwa der Bewegung der folgenden Dimerver-
kippungsschwingung angepasst und deponieren 0,2 eV im System. Sie sind fu¨r eines der
beiden Dimer in Abbildung 5.13 dargestellt. Das zweite Dimer der p(2x2)-Zelle hat unter
Beru¨cksichtigung der umgekehrten Verkippung dieselben Anfangsgeschwindigkeiten. Die
folgenden Amplituden der Dimerwinkelschwingung und der Dimerbindungsla¨ngenschwin-
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Abbildung 5.11: Die hier gezeigte Frequenzverteilung der logarithmisch aufgetragenen kineti-
schen Energie ergibt sich aus der Fouriertransformierten der Geschwindigkeitsautokorrelations-
funktion. Deren Integral ergibt die mittlere kinetische Energie im System. Die im System zur
Anfangszeit rein kinetisch deponierte Gesamtenergie betra¨gt 200 meV. Die Dimerwinkelschwin-
gung hat eine Frequenz von 5,43 THz und liefert den Hauptbeitrag zur Energie.















d Anpassung: Frequenz 5,43 THz, Abklingen auf 1/e in 2,6 ps






Abbildung 5.12: Verlauf des Dimerverkippungswinkels. Nach Beru¨cksichtigung einer Einschwing-
zeit wurde zwischen zwei und zehn Pikosekunden eine exponentiell abklingende Sinusfunktion
angepasst: y = a0 exp(−t/a1) sin(2pia2t + a3) + a4. Es ergibt sich eine Abklingzeit a1 von 2,6 ps









der Dimeratome und Atome der
zweiten Lage zum Beginn der
Simulation.
der TDDFT-Molekulardynamik nach dem Laserpuls beobachtet werden.4 Wie das Schwin-
gungspektrum der Simulation aussieht, la¨sst sich mithilfe der Autokorrelationsfunktion der
Geschwindigkeiten studieren. Hierzu wird die Autokorrelationsfunktion gj der Geschwin-






















die Fouriertransformierte der Geschwindigkeit, deren Zeitverlauf nur fu¨r die Simulationszeit
0–T zur Verfu¨gung steht. Daraus la¨sst sich die spektrale Dichte der kinetischen Energie





(gj(ν) + gj(−ν)) . (5.31)
berechnen, die integriert die mittlere kinetische Energie des Systems liefert. Der Abbildung
5.11 la¨sst sich entsprechend den im System am Anfang deponierten 0, 2 eV eine mittlere
kinetische Energie von etwa 0,1 eV entnehmen, die u¨berwiegend im Schwingungsbereich
von 4,2 – 5,5 THz deponiert ist.
Das dieser Frequenzbereich die Dimerverkippungsschwingung entha¨lt ist der Abbildung
5.12 zu entnehmen, die den Dimerwinkel als Funktion der Zeit zeigt. Die Schwingung la¨sst
sich sehr gut mit einer einzigen exponentiell abklingenden Sinusfunktion anpassen. Dabei
ist eine Einschwingzeit von zwei Pikosekunden beru¨cksichtigt, die nicht in die Anpassung
eingeht. Der Bereich jenseits von 10 ps bleibt ebenfalls unberu¨cksichtigt, da die Schwingung
dort schon verschwindend klein ist. Die beste Anpassung ergibt sich mit einer Abklingkon-
stanten (auf 1/e) von 2,6 ps und einer Frequenz ν von 5,43 THz (entsprechend ω = 34, 1
4Werden Auslenkungen und Geschwindigkeiten aus der TDDFT-Simulation als Anfangsbedingung be-
nutzt, induziert man eine zusa¨tzliche Dynamik, da das System plo¨tzlich von einem elektronisch angeregten
Zustand auf die BO-Fla¨che versetzt wird.
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THz und E = 22, 5 meV). Als Ursache fu¨r das Abklingen der Schwingung an der Ober-
fla¨che liegt ein Transport der Energie in den Kristall nahe. Bei 5,43 THz am Γ-Punkt der
p(2x2)-Oberfla¨chenbrillouinzone liegen verschiedene projizierte Volumenphononenba¨nder,
sodass eine Oberfla¨chenresonanz entstehen kann. Das Abklingen ist in diesem Fall als har-
monischer Effekt zu verstehen.
Abbildung 5.14 zeigt die kinetische Energie der Atome, sowohl zeit- als auch lagenauf-
gelo¨st. Es ist deutlich zu sehen, wie die Energie in den Kristall transportiert wird. Der
schnellste, in dieser Simulation relativ schwach ausgepra¨gte, Energietransport, der durch
die unterste flachste Energiegerade gegeben ist, geht mit Siliziumschallgeschwindigkeit in
[001]-Richtung (10 nm/ps). Der sta¨rkste Energiestrom breitet sich mit einer Geschwindig-
keit von 3,5 nm/ps aus. Diese Geschwindigkeit ist konsistent mit den Gruppengeschwin-
digkeiten der Volumenphononen beim Schnitt der Frequenz der Dimerwinkelschwingung
mit den projizierten Volumenba¨ndern. Fu¨r das X-W-Band liegt die Geschwindigkeit bei
2,97 nm/ps und fu¨r das X/2-L-Band liegt sie bei 3,5 nm/ps. Die maximalen Gruppen-
geschwindigkeiten der beiden Ba¨nder liegen bei 3,3 und 4,4 nm/ps. Da der Großteil der
Energie mit einer Geschwindigkeit von 3,5 nm/ps durch die Schicht la¨uft, die oberhalb der
Gruppengeschwindigkeiten des X-W-Bandes liegt, ist eine sta¨rkere Kopplung der Ober-
fla¨chenschwingung mit den Volumenphononen des X/2-L-Band zu erwarten.
Ursache fu¨r das Abklingen der Oberfla¨chenschwingung ist folglich der Energietransport in
das Volumen. Richtet man das Augenmerk nochmal fu¨r einen Moment auf den Bereich um
die sechste und siebte Lage, wo sich die Schnittstelle zwischen DFT und IFC befindet, so
la¨sst sich an dieser speziellen Stelle keine Unstetigkeit erkennen, wodurch diese Abbildung
nochmal fu¨r die gute Qualita¨t der Methode spricht.
Es bleibt die Frage, ob zugleich anharmonische Effekte zu beobachten sind, die, auf den
DFT-Teil der Schicht eingeschra¨nkt, mit der Methode durchaus beschrieben werden ko¨nnen.
Um phononisch anharmonische Effekte kenntlich zu machen, wurde die spektrale kineti-
sche Energiedichte durch eine gleitende Fensterfunktion FT zeitlich aufgelo¨st. Die Entste-
hung oder Vernichtung von Phononen mit der Zeit wu¨rde sich in der spektralen zeitlichen
Energiedichte durch eine Erho¨hung oder Verringerung der Intensita¨t bei einer bestimmten




1 : 0 ≤ t < T
0 : sonst
(5.32)
erzeugt durch das abrupte Abschneiden an den Ra¨ndern starke Artefakte im Spektrum.
Ein weicheres Ausschneiden eines Intervalls aus dem Gesamtverlauf der Geschwindigkeit





)2 : 0 ≤ t < T
0 : sonst
. (5.33)
Die Fensterfunktion ha¨ngt hier parametrisch von der La¨nge des gleitenden Intervalls T ab
und die Artefakte im Spektrum nehmen zu je kleiner T gewa¨hlt wird. Mit der Fensterfunk-
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Abbildung 5.14: Kontourplot der logarithmierten kinetische Energie als Funktion der Lage und
Zeit. Im Einsatz ist der Abschnitt bis zur 30. Lage und zur ersten Pikosekunde herausvergro¨ßert.
Der U¨bergang von DFT-Atomen zum IFC-Potential ist mit einer gestrichelten Linie markiert.
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′ − t)e−2pii νt′dt′, (5.35)
Die zeitlich und spektral aufgelo¨ste kinetische Energiedichte ist der Abbildung 5.15 zu ent-
nehmen. Die Amplitude der Energiedichte ist dort farblich codiert aufgetragen als Funktion
der Frequenz und der Anfangszeit des oben angegebenen Zeitintervalls. Die La¨nge des Zei-
tintervalls betra¨gt zwei Pikosekunden. Da sich die Intensita¨ten im Laufe der Zeit zwischen
den Frequenzen nicht verschieben, sondern fu¨r jede Frequenz zeitlich konstant sind, tragen
anharmonische Effekte nicht zum Abklingen der Dimerwinkelschwingung bei. Somit ver-
steht sich das Abklingverhalten alleine durch den Transport der Energie in das Volumen
aufgrund der Dephasierung der aus Oberfla¨chenresonanzen zusammengesetzten anfa¨ngli-
chen Lokalisierung an der Oberfla¨che.
Wird die Methode der gleitenden Fenster von allen Geschwindigkeiten auf die Geschwin-
digkeiten der Atome der ersten oberfla¨chennahen Lagen eingeschra¨nkt, so ergibt sich ein
U¨berblick u¨ber die verschiedenen in der Simulation angeregten Oberfla¨chenresonanzen und
deren Abklingverhalten. In Abbildung 5.16 ist so ein Spektrum fu¨r die ersten drei Lagen
an der Oberfla¨che aufgetragen. Neben der Dimerwinkelschwingung bei 5,43 THz5 sind
noch weitere schwach angeregte Oberfla¨chenfrequenzen zu erkennen. Betrachtet man die
Dimerla¨nge als Funktion der Zeit und dessen Fouriertransformierte in Abbildung 5.17, so
lassen sich diese Oberfla¨chenfrequenzen der Dimerla¨ngenschwingung zuordnen.
5.5 Elektronische Anregung der Si(001)-Oberfla¨che
Bisher wurde das neue Hybridverfahren vorgestellt und auf die Dynamik der Si(001)-
Oberfla¨che auf der Born-Oppenheimer-Fla¨che des Grundzustands angewendet, um grundsa¨tz-
liche Informationen u¨ber das Abklingverhalten von oberfla¨chenlokalisierten Schwingungen
zu erhalten. Dieses Kapitel zeigt, wie sich das Verfahren benutzten la¨sst, um Informatio-
nen u¨ber die Dynamik elektronisch angeregter Systeme zu bekommen. Obwohl schon einige
Rechnungen pra¨sentiert werden ko¨nnen, hat dieses Kapitel vor allem einen Ausblickcha-
rakter auf die Mo¨glichkeiten zur systematischen Analyse elektronisch angeregter Systeme.
5.5.1 Potentialfla¨chen der angeregten Si(001)-Oberfla¨che
Eine Alternative zur vollen elektronischen Beschreibung angeregter Systeme, bietet sich
mit der Methode der Quasifermi-Niveaus [57]. Es werden zwei getrennte Ferminiveaus ein-
gefu¨hrt fu¨r Elektronen und Lo¨cher. Die Niveaus werden festgelegt durch die Angabe der
5Die direkt links und rechts angrenzenden Nebenmaxima sind Artefakte der Fensterfunktion.
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Abbildung 5.15: Kontourplot der logaritmierten und u¨ber alle Atome summierten kinetischen
Energien zeit- und frequenzaufgelo¨st nach Formel 5.35 mit dem Welchfenster (Formel 5.33) zur
Unterdru¨ckung der Artefakte der Faltung der Fensterfunktion mit dem Frequenzspektrum.
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Abbildung 5.16: Kontourplot der logarithmierten und u¨ber die ersten drei Lagen summierten
kinetischen Energien zeit- und frequenzaufgelo¨st nach Formel 5.35 mit dem Welchfenster (Formel
5.33) zur Unterdru¨ckung der Artefakte der Faltung der Fensterfunktion mit dem Frequenzspek-
trum.
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Abbildung 5.17: Verlauf der Dimerbindungsla¨nge als Funktion der Zeit und das Frequenzspek-
trum der Dimerbindungsla¨nge.
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] nexel: 0        Min.: 19,0° Krümmung: 2,6e-3
nexel: 0,125 Min.: 18,8° Krümmung: 2,2e-3
nexel: 0,25   Min.: 18,4° Krümmung: 1,8e-3 
nexel: 0,375 Min.: 17,1° Krümmung: 1,3e-3
nexel: 0,5     Min.: 13,6° Krümmung: 8,4e-4
Abbildung 5.18: Mit der Quasifermi-Methode angeregte Potentialfla¨chen der Si(001)-Oberfla¨che
fu¨r Anregungen von null bis zu einem halben Elektron pro Dimer (nexel). Die angeregten Poten-
tialfla¨chen werden nur bis zu einem fixierten Verkippungswinkel von zehn Grad berechnet, um im
Bereich der halbleitenden elektonischen Struktur zu bleiben. Die Potentialkurven sind bei einem
Verkippungswinkel von 20 Grad energetisch aufeinander geschoben. Die Kru¨mmung ist in den
Einheiten der Achsen angegeben.
Anzahl der angeregten Elektron-Loch-Paare. Dies entspricht einem Zustand des Systems,
in dem nach einer elektronischen Anregung alle angeregten Elektronen bzw. Lo¨cher zum
Bandminimum bzw. -maximum relaxiert und dort fu¨r sich fermiverteilt sind. Weinelt et.
al. [31] geben fu¨r die Relaxation der Elektronen zum Bandminimum eine Zeit von 1, 5 ps
an.
Das Verfahren funktioniert nur fu¨r halbleitende Strukturen und ist damit auf die Si(001)-
Oberfla¨che mit verkippten Dimeren anwendbar, solange der Verkippungswinkel nicht unter
10 Grad sinkt. Diese Methode ist im Prinzip genauso schnell wie u¨bliche DFT-Iteration,
da sich der Zustand des Systems durch ein leicht gegenu¨ber dem normalen elektronischen
Iterationverfahren modifiziertes Iterationsverfahren berechnen la¨sst [57].
Zuna¨chst wird die Quasifermi-Methode ohne das Hybridverfahren benutzt, um angeregte
Potentialfla¨chen zu berechnen. Dazu werden bei fixiertem Verkippungswinkel alle u¨brigen
Freiheitsgrade relaxiert und die Energie als Funktion des fixierten Verkippungswinkels fu¨r
unterschiedlich starke elektronische Anregungen berechnet.
Die DFT-Schicht entha¨lt 16 Si-Lagen mit jeweils einer p(2x2)-rekonstruierten Oberfla¨che
auf jeder Seite und 4 fixierten Lagen in der Mitte der Schicht. Die obere Grenzenergie
fu¨r die Wellenfunktionen betra¨gt 16 Rydberg und 36 spezielle k-Punkte repra¨sentieren die
Integrationen u¨ber die volle Brillouinzone.
Die sich daraus ergebenden Potentialkurven sind in Abbildung 5.18 dargestellt. Fu¨r zu-
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nehmende Anregung nimmt die Position des Minimums der gezeigten Potentialkurve, also
der Gleichgewichtsverkippungswinkel der Dimere zuna¨chst langsam ab. Die Ursache liegt
in der teilweisen Aufhebung der Jahn-Teller-Verzerrung. Mit zunehmender (Quasifermi-)
Anregung wird der p-artige im Grundzustand unbesetzte Zustand zunehmend besetzt und
die Energieabsenkung durch den unbesetzten p-artigen Zustand wird zunehmend aufgeho-
ben, womit der Gleichgewichtsverkippungswinkel, der an den p-artigen Zustand gekoppelt
ist, abnimmt. Im Grenzfall eines mit einem Elektron besetzten p-artigen Zustands ist von
diesem kein energetischer Vorteil mehr zu erwarten und das Dimer wird eine unverkipp-
te symmetrische Position einnehmen. Die Lo¨cher werden zuna¨chst in Volumenzusta¨nden
angeregt, die sich am Γ-Punkt oberhalb der am oberen Atom besetzten Dimerresonanz
nahe der Fermienergie befinden. Eine gezielte Anregung vom besetzten zum unbesetzten
Dimerzustand wird mit der Quasifermi-Methode deshalb nicht simuliert.
Ein deutlicherer Effekt zeigt sich in der A¨nderung der Kru¨mmung der Potentialkurve. Bei
zunehmender Anzahl an Elektronen-Loch-Paaren flacht die Potentialkurve deutlich ab.
Dies ist ebenfalls Ursache der zunehmenden Aufhebung der Jahn-Teller-Verzerrung, die
auch den Energiegewinn durch Verkippung verringert.
Mit den beiden zentralen Ergebnissen, die den Potentialkurven abzulesen sind, der A¨nde-
rung des Gleichgewichtsverkippungswinkels und der A¨nderung der Kru¨mmung des Poten-
tials, lassen sich Voraussagen fu¨r die Dynamik des elektronisch angeregten Systems treffen.
Nach Anregung wird das System um einen reduzierten Verkippungswinkel schwingen und
die Schwingungsfrequenz wird deutlich vom Grad der Anregung abha¨ngen. Vermutlich wird
sie auch von der Art der Anregung abha¨ngen, also ob die Lo¨cher in Volumenzusta¨nden an
der Fermienergie oder in den tiefer liegenden Oberfla¨chenresonanzen liegen. Mit zuneh-
mender Anregung und je sta¨rker die Oberfla¨chenzusta¨nde beteiligt sind, um so mehr wird
die Frequenz der Dimerverkippungsschwingung abnehmen. Durch die vera¨nderte Lage der
Dimerverkippungsfrequenz in der projizierten Volumenphononenbandstruktur ist auch ein
Einfluss auf das Abklingverhalten der Schwingung denkbar, ist aber im Rahmen der bis-
her durchgefu¨hrten Simulationen, die im na¨chsten Unterkapitel vorgestellt werden, nicht
beobachtet worden.
5.5.2 Dynamik der angeregten Si(001)-Oberfla¨che
Die Anwendung der Quasifermi-Methode auf die QM/MM-Hybridsimulationen bringt eini-
ge zusa¨tzliche Komplikationen mit sich. Da die Methode nur fu¨r halbleitende elektronische
Strukturen verla¨ssliche Ergebnisse liefert, sollte der Verkippungswinkel der Dimere in der
Simulation nicht unter zehn Grad sinken. Fu¨r angeregte Systeme sinkt aber wie in Abbil-
dung 5.18 im vorherigen Unterkapitel gezeigt der Gleichgewichtsverkippungswinkel selber
und das Potential flacht zusa¨tzlich ab mit zunehmender Anregung, wodurch bei gleicher
Energie in der Dimerschwingung die Auslenkungen gro¨ßer werden. Es darf also nur sehr we-
nig Energie in die Oberfla¨che eingebracht werden, damit der Dimerverkippungswinkel u¨ber
zehn Grad bleibt. Ein Eintrag geringer Energie in die Oberfla¨che stellt erho¨hte Anforde-
rungen an den Gesamtenergieerhalt der Simulation, die somit mehr Rechenzeit erfordert.
Speziell fu¨r die Si(001)-Oberfla¨che werden fu¨r eine korrekte Simulation quasifermi-ange-
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Abbildung 5.19: Vera¨nderung der Frequenz der Dimerwinkelschwingung mit der Anregungsdich-
te (nexel). Die Frequenzen entstammen Hybridmolekulardynamiksimulationen und einer elektro-
nischen Anregung im DFT-Teil mittels der Quasifermi-Methode.
regter Systeme dicke DFT-Schichten beno¨tigt um die elektronische Struktur an der Va-
lenzbandkante detailliert wiederzugeben. Erst ab 16 Atomlagen beinhaltet die Simulation
die Tatsache, dass sich nahe des Γ-Punktes Volumenzusta¨nde oberhalb des besetzten Di-
merzustandes befinden und der Dimeroberfla¨chenzustand selber zur Oberfla¨chenresonanz
wird. Konvergenz mit der Schichtdicke ist folglich erst fu¨r relativ dicke Schichten zu er-
warten, die die beno¨tigte Rechenzeit zur Simulation der Dynamik derzeit zu lang werden
la¨sst.
Weiterhin ist es eine zusa¨tzliche Herausforderung auch fu¨r angeregte Systeme die Schnitt-
stelle richtig zu beschreiben. Einfach ist der Fall einer stark an der Oberfla¨che lokalisierten
elektronischen Anregung, in der die bisherige Methode weiter verwendet werden kann, da an
der Schnittstelle das parametrisierte Potential einen unangeregten Volumenfestko¨rper rich-
tig beschreibt. Andernfalls, wenn die Anregung bis in tiefere Volumenschichten reicht, wa¨re
es vielleicht no¨tig das parametrisierte Potential an einen angeregten Volumenfestko¨rper an-
zupassen.
Die im folgenden pra¨sentierten Ergebnisse sind ein Kompromiss bezu¨glich Energieerhalt
und Schichtdicke (12 Lagen) an die Rechenzeit der Simulation. Außerdem wird eine eventu-
elle Anregung bis an die Schnittstelle nicht durch ein hieran angepasstes Potential beru¨ck-
sichtigt. In diesem Sinne hat das folgende Ergebnis eher einen qualitativen Charakter und
dient als Wegweiser, um die elektronisch angeregte Si(001)-Oberfla¨che und deren vera¨nder-
te Ionendynamik auf der ps-Zeitskala zu studieren.
Fu¨r Anregungsdichten von 0, 1/8, 1/4, und 0, 3 Elektronen pro Dimer in einer 12 La-
gen DFT-Schicht sind Quasifermi-Hybridsimulationen durchgefu¨hrt worden. Die Frequen-
zen der Dimerverkippungsschwingungen lassen sich den Simulationen leicht entnehmen
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und sind weniger anfa¨llig gegen Abweichungen im Energieerhalt als das Abklingverhalten.
In Abbildung 5.19 sind Dimerwinkelfrequenzen gegen die Anregungsdichte aufgetragen.
Wie schon im vorangegangenen Unterkapitel mit den Potentialfla¨chen begru¨ndet, nehmen
die Frequenzen mit der Anregungsdichte ab. Die simulierten Frequenzen sind mit den
Kru¨mmungen der Potentialfla¨chen in Abbildung 5.18 konsistent. Aus der Potentialfla¨che
ohne Anregung ergibt sich eine Frequenz von 5,2 THz, aus einer Anregung von 0,125 Elek-
tronen pro Dimer eine Frequenz von 4,8 THz und die Kru¨mmung der Potentialfla¨che mit




In der vorliegenden Arbeit ist eine Anregung im elektronischen System und die dadurch
induzierte koha¨rente Oberfla¨chenschwingung an der Si(001)-Oberfla¨che untersucht worden.
Eine a¨hnliche koha¨rente Gitterschwingung im Wismutfestko¨rper ist 2003 von Sokolowski-
Tinten et. al. [13] erstmals direkt mit einem Anrege-Abfrage-Experiment beobachtet wor-
den. Die direkte Beobachtung einer a¨hnlichen Oberfla¨chenschwingung steht noch aus. Die
Si(001)-Oberfla¨che ist aufgrund ihrer Oberfla¨chenrekonstruktion besonders gut geeignet,
um u¨ber eine elektronische Anregung eine atomare Oberfla¨chenschwingung anzufachen.
An der Oberfla¨che befinden sich Reihen aus Siliziumdimeren, in denen jedes Dimer aus
zwei miteinander gebundenen Atomen besteht. Diese beiden Atome liegen nicht planar in
der Oberla¨che, sondern sind gegen die Oberfla¨chenebene um 19 Grad verkippt. Zu jedem
Dimeratom geho¨rt eine gebrochene elektronische Bindung. Die fu¨r diese Arbeit elemen-
tare Besonderheit ist die starke Sensitivita¨t der Dimerverkippung auf die elektronische
Besetzung der gebrochenen Bindungen. Die Verkippung der Dimere und die elektronische
Konfiguration der gebrochenen Bindungen sind u¨ber einen energieabsenkenden Jahn-Teller-
artigen Effekt miteinander verknu¨pft. Beim U¨bergang von symmetrischen, planar in der
Oberfla¨chenebene liegenden Dimeren zu asymmetrischen, verkippten Dimere a¨ndern sich
die Orbitale der gebrochenen Bindungen. Dies fu¨hrt dazu, dass der Zustand am oberen
Dimeratom energetisch deutlich unterhalb der Fermienergie liegt und vollsta¨ndig besetzt
wird und der Zustand am unteren Dimeratom energetisch u¨ber der Fermienergie liegt und
vollsta¨ndig unbesetzt ist [76,85–87]. Eine Anregung der Elektronen vom besetzten zum un-
besetzten Zustand wu¨rde den Jahn-Teller-Effekt, abha¨ngig vom Grad der Anregung, parti-
ell ru¨ckga¨ngig machen und somit auch die damit verbundene Dimerverkippung zumindest
teilweise aufheben. Dynamisch betrachtet fu¨hrt also eine Anregung in den Dimerzusta¨nden
zu einer ausgepra¨gten Schwingung des Dimerverkippungswinkels.
Die Dynamik infolge einer elektronischen Anregung ist zuna¨chst modellhaft als direkte elek-
tronische Umbesetzung in den Oberfla¨chenzusta¨nden der Dimere untersucht worden. Eine
koha¨rente Anregung von einem halben Elektron pro Dimer in den Oberfla¨chenzusta¨nden
der gebrochenen Bindungen fu¨hrt zu einer deutlichen Dynamik der Dimeratome. Diese star-
ke durch die elektronische Anregung induzierte Dynamik findet auf der Femtosekundens-
kala statt und verursacht die gro¨ßte Amplitude in der Dimerwinkelschwingung. Im Falle
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der modellhaften Anregung kann der Verkippungswinkel des Dimers dabei sein Vorzeichen
wechseln. Dieser Vorzeichenwechsel findet nach etwa 180 fs statt. Die Dimerla¨ngenschwin-
gung zeigt Auslenkungen von 4% der Grundzustandsbindungsla¨nge. Bei Betrachtung von
nach Atomlagen aufgelo¨sten kinetischen Energien, zeigt sich, dass im ersten Maximum etwa
240 meV auf alle Atome der Superzelle verteilt sind. Davon sind 210 meV in der ersten Lage
der Dimere und davon wiederum befinden sich 160 meV in den Dimerwinkelschwingungen
der beiden Dimere der p(2x2)-Oberfla¨cheneinheitszelle. Dies zeigt, dass die elektronische
Anregung an der Si(001)-Oberfla¨che in erster Linie eine Dimerwinkelschwingung anregt.
Elektronische Relaxationseffekte sind wa¨hrend der Laufzeit von etwa einer Pikosekunde nur
begrenzt zu beobachten. Die deutlichsten Effekte zeigen sich bei Dimerwinkelstellungen um
die null Grad, die mit einer metallischen Oberfla¨chenbandstruktur einhergehen. Wird in
einer zusa¨tzlichen Simulation eine anfa¨ngliche Lokalisierung der elektronischen Anregung
an einem einzelnen Dimer der Oberfla¨che und in Abwesenheit jeglicher lokalisierter Sto¨rung
der Oberfla¨chengeometrie untersucht, so findet sich eine schnelle Delokalisation innerhalb
weniger Femtosekunden (Unterkapitel 4.1).
Die Frage nach der experimentellen Umsetzung einer solchen Anregung, ist durch Laser-
pulse, die mit unterschiedlicher Intensita¨t und Frequenz auf die Oberfla¨che treffen, un-
tersucht worden. Zur Bestimmung der optimalen Laserfrequenz wird die Oszillatorsta¨rke-
funktion berechnet, die in U¨bereinstimmung mit einer laserfrequenzabha¨ngigen Anregung
der Siliziumoberfla¨che ein Maximum im Bereich der Oberfla¨chenu¨berga¨nge zeigt. Dabei
zeigt eine detailliertere Auswertung, dass sich dieses Maximum etwa zur einen Ha¨lfte aus
U¨berga¨ngen zwischen Oberfla¨chen- und Volumenzusta¨nden und zur anderen Ha¨lfte zwi-
schen Oberfla¨chenzusta¨nden untereinander zusammensetzt. Volumenu¨berga¨nge sind bei
diesem Maximum unterhalb der direkten Bandlu¨cke in Einphotonenprozessen noch nicht
mo¨glich. Bei Verwendung der ALDA-Na¨herung [154] des Austausch-Korrelationspotentials
befindet sich dieses Maximum bei 1,7 eV. Bei einem Vergleich mit dem Experiment sind
gegebenenfalls noch exzitonische Korrekturen zu beru¨cksichtigen (Unterkapitel 4.2.1).
Ein kurzer Laserpuls von 11,8 fs mit einer Frequenz von 1,66 eV und einer Feldsta¨rke,
die einer Intensita¨t von 19 TW/cm2 entspricht, regt das elektronische System deutlich
und u¨berwiegend an der Oberfla¨che an. Wegen der Dispersion der Oberfla¨chenba¨nder ist
es nicht mo¨glich, in der Brillouinzone u¨berall gleichermaßen anzuregen. Die Brillouinzo-
ne la¨sst sich bei U¨berga¨ngen von 1,66 eV grob in drei Bereiche einteilen: Ein Bereich ist
resonant auf U¨berga¨nge zwischen Volumen und Oberfla¨chenzusta¨nden, ein Bereich zeigt
Resonanz fu¨r Oberfla¨chenu¨berga¨nge und der dritte Bereich la¨sst nahezu keine Anregung
zu. Infolge der elektronischen Anregung mit einem Laserpuls ist eine starke und zuna¨chst
auf die Dimeratome begrenzte Dynamik zu beobachten. Der Dimerverkippungswinkel ver-
ringert sich bis auf 5 Grad und die Amplitude der Dimerla¨ngenschwingung betra¨gt etwa
2% (Unterkapitel 4.2.2). Eine sta¨rkere Anregung der Oberfla¨che ist nicht mo¨glich. Ho¨here
Feldsta¨rken fu¨hren zwar zu einem insgesamt ho¨heren Energieeintrag in das elektronische
System, die Anregung in den Oberfla¨chenzusta¨nden nimmt jedoch wieder ab; das Gleiche
ergibt sich fu¨r la¨ngere Laserpulse. Dieses Verhalten ist fu¨r 2-Niveau-Systeme gut bekannt
und zeigt sich hier a¨hnlich zu Rabi-Oszillationen in den Besetzungszahlen der Oberfla¨chen-
zusta¨nde (Unterkapitel 4.3).
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Fu¨r einen speziellen Laserpuls sind Beitra¨ge zur Vera¨nderung der Oberfla¨chenbandlu¨cke
am Γ-Punkt und Surface-Core-Level-Shifts berechnet worden. Die Oberfla¨chenbandlu¨cke
vergro¨ßert sich in LDA um etwa 70 meV gegenu¨ber dem elektronisch nicht angeregten Sys-
tem. Anhand der durch die angeregte Dichte induzierten A¨nderung des Potentials la¨sst sich
dieser Effekt gut verstehen. Die Differenz der Surface-Core-Level-Shifts vom oberen zum
unteren Dimeratom ist im zeitlichen Verlauf berechnet worden und zeigt eine Verringerung
nach der Anregung. Dies ist auf den Elektronentransfer vom oberen zum unteren Dime-
ratom aufgrund der elektronischen Anregung zuru¨ckzufu¨hren. Abschirmeffekte wurden bei
der Berechnung der Surface-Core-Level-Shifts nicht beru¨cksichtigt (Unterkapitel 4.2.3).
Zur Beschreibung des Langzeitverhaltens der Oberfla¨chenschwingung im Pikosekundenbe-
reich ist ein neues Verfahren zur Kombination von Quantenmolekulardynamik fu¨r ober-
fla¨chennahe Bereiche mit klassischer Molekulardynamik fu¨r große unterliegende Volumina
implementiert worden. Dabei wurde darauf geachtet, dass auch in der kombinierten Mole-
kulardynamik (QM/MM) die Gesamtenergie erhalten bleibt und das Verfahren insgesamt
seinen ab-initio Charakter beha¨lt. Die quantenmechanische Molekulardynamik wird dabei
adiabatisch auf der Born-Oppenheimer-Fla¨che durchgefu¨hrt. Die klassische Molekulardyna-
mik wird mit einem Silizium-Potential verwirklicht, das durch interatomare Kraftkonstan-
ten (IFC) parametrisiert ist. Die interatomaren Kraftkonstanten beschreiben die Wech-
selwirkung zwischen zwei Atomen im Festko¨rper, die harmonisch ausgelenkt sind. Diese
sind ab-initio mit Dichtefunktionaltheorie bestimmt worden, mit den gleichen technischen
Konvergenzparametern, wie sie in der DFT-Molekulardynamik des Hybridverfahrens ver-
wendet werden. Eine Konvergenzuntersuchung bezu¨glich der Anzahl an Kraftkonstanten,
die nach der Reichweite der Wechselwirkung geordnet worden sind, stellt sich als entschei-
dend fu¨r die Gu¨te des Verfahrens heraus. Um die harmonischen Schwingungen richtig zu
beschreiben, muss die Bandstruktur bezu¨glich der Anzahl an Kraftkonstanten konvergiert
sein. Konvergenz wird erhalten ab einer Beru¨cksichtigung von Nachbaratomen bis zur ach-
ten Schale1. Es stellt sich heraus, dass dies eine weitgehend reflexionsfreie Schnittstelle
zwischen den beiden Methoden im Verfahren garantiert (Unterkapitel 5.2.2 und 5.3).
Mit diesem QM/MM-Hybridverfahren ist das Abklingverhalten der Dimerwinkelschwin-
gung auf der Born-Oppenheimer-Fla¨che untersucht worden. Das Verfahren ermo¨glicht ei-
ne Simulationszeit von bis zu 30 ps. Die klassische Molekulardynamik erlaubt dabei die
Beschreibung eines nahezu beliebig großen Volumenbereichs unterhalb der in DFT be-
schriebenen Oberfla¨che. In dieser Arbeit sind 6400 Atome verteilt auf 220 nm Schichtdicke
verwendet worden. So ko¨nnen sich Schwingungen ungesto¨rt und ohne Reflexionen an einer
artifiziellen Schichtunterseite im Silizium verteilen. Eine Simulation mit Anfangsgeschwin-
digkeiten am Dimer, wie sie nach Laseranregungen auftreten, zeigt eine Abklingkonstan-
te von 2, 6 ps bei einer Schwingungsfrequenz des Dimerwinkels von ν = 5, 43 THz. Das
Abklingen der Dimerwinkelschwingung hat seine Ursache in der Dephasierung der aus
Oberfla¨chenresonanzen zusammengesetzten anfa¨nglichen Lokalisierung an der Oberfla¨che
(Unterkapitel 5.4).
Erste Simulationen zur Analyse der Dimerverkippungsschwingung unter Beru¨cksichtigung




einer elektronischen Anregung sind mit einer Quasi-Fermi-Methode, die keine echte Elek-
tronendynamik, aber eine feste Anzahl an angeregten Elektron-Lochpaaren ermo¨glicht, im
QM/MM-Hybridverfahren durchgefu¨hrt worden. In diesen Simulationen mit Anregungen
bis zu 0, 3 Elektronen pro Dimer zeigt sich vor allem eine deutliche Verringerung der Win-
kelschwingungsfrequenz auf unter 4 THz (Unterkapitel 5.5).
In Zukunft wird es mo¨glich sein, an das Studium der Pikosekundendynamik anzuschlie-
ßen und systematisch das Abklingverhalten bei unterschiedlicher elektronischer Anregung
der Oberfla¨che zu untersuchen. Dabei wa¨re es wu¨nschenswert, die elektronische Anregung
nach Einwirken eines Laserpulses mo¨glichst gut mithilfe eines Quasi-Fermi-Verfahrens zu
modellieren. Dies ist aufgrund der stark nicht-thermischen Anregung der Elektronen und
Lo¨cher direkt nach dem Laserpuls sicherlich schwierig. Denkbar sind la¨ngere TDDFT-
Simulationen, die bis zu zwei oder drei Pikosekunden beschreiben, um zu einem elektroni-
schen Zustand zu kommen, der sich besser approximieren la¨sst.
TDDFT-Simulationen auf dieser Zeitskala werfen jedoch das Problem auf, dass nur Si-
Schichten mit wenigen Elektronen und somit wenigen Atomlagen gerechnet werden ko¨nnen.
Dadurch entstehen bei einer Beschra¨nkung auf drei bewegliche Lagen schon nach 200 fs
fu¨r das Abklingverhalten sto¨rende Reflexionen an der unteren Terminierung der du¨nnen
Schicht. Zur Vermeidung der phononischen Reflexionen bietet das in Kapitel 5 vorgestellte
Hybridverfahren eine Lo¨sung, die sich direkt auf die TDDFT-Methode u¨bertragen und in
den TDDFT-Programmcode implementieren la¨sst. Es ergibt sich dann eine echte Elek-
tronendynamik an der Oberfla¨che in voller quantenmechanischer Beschreibung fu¨r wenige
Pikosekunden, kombiniert mit der klassischen Molekulardynamik fu¨r tausende Volumena-
tome (TD-QM/MM).
Wenn das Abklingverhalten der Oberfla¨chenschwingungen fu¨r unterschiedlich starke Laser-
pulse und elektronische Anregungen an der Oberfla¨che bis zu hundert Pikosekundenskala
analysiert ist, lassen sich aus den Daten auf Oberfla¨chenschwingungen sensitive Mess-
gro¨ßen, wie beispielsweise die Surface-Core-Level-Shifts ableiten und gegebenenfalls mit
dem Experiment vergleichen.
Eine weitere Mo¨glichkeit an die hier pra¨sentierten Simulationen und Ergebnisse anzu-
knu¨pfen bieten die Simulationen von Anrege-Abfrage-Experimenten. Mit einem nieder-
frequenten Laserpuls wird zuna¨chst die Oberfla¨che elektronisch angeregt und im Anschluss
werden zeitverzo¨gert mit einem hochfrequenten Laserpuls Elektronen in das Vakuum emit-
tiert.
Fu¨r diese Art von Simulationen sind einige gut realisierbare Erweiterungen des Programms
notwendig. Aufgrund der Superzellengeometrie ist es notwendig, in einem gewissen Ab-
stand zur Oberfla¨che im Vakuumbereich ein absorbierendes Potential einzufu¨gen, das ef-
fektiv alle emittierten Elektronen vernichtet und so eine Wechselwirkung der Oberfla¨che
mit emittierten Elektronen der gegenu¨berliegenden Oberfla¨che unterdru¨ckt. Die Wahl und
Charakterisierung solch eines Potentials wird zurzeit in der Arbeitsgruppe untersucht. Fu¨r
die Elektronenemission ist es außerdem erforderlich, zuna¨chst auf die Selbstkonsistenz zu
verzichten. Die Elektronendichte muss entweder auf der Born-Oppenheimerfla¨che festge-
halten oder im Rahmen einer zweiten TDDFT-Simulation parallel mitgerechnet werden.
Ausgehend von dieser Dichte wird das zeitabha¨ngige Potential berechnet und damit syn-
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chron die TDDFT-Simulation zur Elektronenemission durchgefu¨hrt.
Mit dieser Methode la¨sst sich der zeitabha¨ngige Zusammenhang zwischen der angereg-
ten Oberfla¨che nach dem Laserpuls und dem Spektrum der emittierten Elektronen direkt
studieren, da beide Informationen — Anregung und Spektrum — gleichermaßen zuga¨ng-
lich sind. Insbesondere stellt die Photoemission aus hoch angeregten Oberfla¨chen ein For-
schungsgebiet dar, in dem noch viele Fragen offen sind. Nachdem die Methode im Bereich
der Einphotonen-Photoemission getestet worden ist, sind Simulationen zur Mehrphotonen-
Photoemission mo¨glich. Dies wa¨re sehr hilfreich zur Interpretation experimentell gemesse-
ner Spektren, wie sie am geplanten XFEL (X-ray free-electron laser) in Hamburg mo¨glich
werden. Aufgrund der hohen Feldsta¨rken werden dort Experimente zur Mehrphotonen-
Photoemission einen Schwerpunkt finden. Gleichzeitig ermo¨glicht die Ku¨rze der vom XFEL
erzeugten Laserpulse (unter 100 fs) zeitaufgelo¨ste Experimente in der fu¨r die Dynamik von






Zum Testen der Implementation der zeitabha¨ngigen Dichte-
funktionaltheorie und des externen Potentials in das DFT-
Molekulardynamik-Programm fhi96md wird als mo¨glichst
einfaches und gleichzeitig gut untersuchtes Testsystem die
Berechnung der Oszillatorsta¨rke als Funktion der Anregungs-
frequenz des Silan-Moleku¨ls herangezogen.
Das Silan-Moleku¨l (SiH4) besteht aus einem Siliziumatom
und vier Wasserstoffatomen, die im Grundzustand in den
vier Tetraeder-Richtungen kovalent gebunden sind. Der ex-
perimentell bestimmte Abstand der Wasserstoffatome zum
Siliziumatom betra¨gt 1,48 A˚ [155]. Die Punktgruppe des Si-








a1 bezeichnet die eindimensionale Darstellungen der Punktgruppe und t2 ist eine dreidi-
mensionale Darstellung der Punktgruppe mit Charakteren 3,0,−1,−1, 1 fu¨r die Symmetrie-
klassen E,8C3, 3C
′
2, 6S4, 6σd [157]. In der Simulation wird das Pseudopotential fu¨r Silizium
verwendet. Insbesondere sind also die energetisch niedrigsten 10 Elektronen herausproji-
ziert und die verbleibenden vier Elektronen werden als Valenzelektronen behandelt. Damit




explizit behandelt. Diese Zusta¨nde tragen hauptsa¨chlich zur Wasserstoff-Silizium-Bindung
im Silanmoleku¨l bei [156]. Eine einfache spinunpolarisierte DFT-Rechnung liefert zum
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Abbildung A.1: Konvergenz des HOMO zu LUMO KS-Eigenwertabstandes mit der Gro¨ße der
kubisch gewa¨hlten Superzelle. Je nach Wahl des k-Punktes in der Brillouinzone, Mittelpunkt oder
Rand, ergibt sich eine Unter- oder U¨berscha¨tzung der Eigenwertdifferenz. Die durch die obere
Grenzenergie der Entwicklung nach ebenen Wellen gegebene Gro¨ße des Basissatzes betra¨gt 20
Rydberg. Der Wasserstoff zu Silizium Abstand ist jeweils relaxiert.
niedrigsten KS-Eigenwert eine einzelne Wellenfunktion mit a1-Symmetrie und energetisch
daru¨ber einen dreifach entarteten KS-Eigenwert mit zugeho¨rigen Wellenfunktionen, die
sich nach t2 ineinander transformieren. Der energetische Abstand betra¨gt 5, 0 eV.
Die Oszillatorsta¨rkefunktion beschreibt, wie das Moleku¨l auf eine a¨ußere Anregung reagiert,
wenn die Anregung nur harmonische Auslenkungen im elektronischen System hervorruft
und keine Frequenz bevorzugt. Einen qualitativen Eindruck der Oszillatorsta¨rkefunktion
bekommt man schon aus den KS-Eigenwerten einer zeitunabha¨ngigen DFT-Rechnung. Da
diese numerisch schnell durchzufu¨hren sind, eignen sie sich fu¨r Konvergenzuntersuchungen.
Die Abbildung A.1 zeigt, wie die Energiedifferenz zwischen dem ho¨chsten besetzten Mo-
leku¨lorbital (HOMO), dem 3t2-Zustand, und dem niedrigsten unbesetzten Moleku¨lorbital
(LUMO) von der Gro¨ße der Superzelle abha¨ngt. Die obere Grenzenergie der Entwick-
lung der Wellenfunktionen nach ebenen Wellen betra¨gt fu¨r alle Werte 20 Rydberg. Es
wurden zum Vergleich drei verschiedene k-Punkte in der Brillouinzone des Superzellenku-
bus gewa¨hlt. Im Grenzfall der bezu¨glich seiner Gro¨ße konvergierten Superzelle, die keine
Wechselwirkung zwischen den Moleku¨len in benachbarten Zellen mehr zu la¨sst, fu¨hren alle
k-Punkte zum gleichen Ergebnis und die Dispersion der Eigenwerte verschwindet. Wa¨hlt
man den Γ-Punkt in einer nicht vollsta¨ndig konvergierten Superzellengro¨ße, so wird es
je nach Ausdehnung der Wellenfunktion zu einem KS-Eigenwert eine Energieabsenkung
durch bindende U¨berlagerung der Wellenfunktionen zu benachbarten Superzellen geben.
Wa¨hlt man den k-Punkt am Zonenrand bei pi/a(1,1,1) , hier mir R bezeichnet, so bekommt
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Abbildung A.2: Konvergenz des energetischen HOMO zu LUMO Abstandes der KS-Eigenwerte
mit der obere Grenzenergie der Entwicklung der Wellenfunktionen nach ebenen Wellen. Die
Kantenla¨nge der kubischen Superzellebetra¨gt 30 Bohr. Der Wasserstoff zu Silizium Abstand ist
jeweils relaxiert.
man durch antibindende U¨berlagerung der Wellenfunktionen benachbarter Moleku¨le einen
Energieanstieg des zugeho¨rigen Eigenwerts. Dies ist in Abbildung A.1 sehr gut zu beob-
achten. Der dritte eingetragene k-Punkt befindet sich auf halbem Weg vom Γ-Punkt in der
Mitte der Brillouinzone zum R-Punkt am Rand der Brillouinzone. Somit haben die Wel-
lenfunktionen keinen eindeutig bindenden oder antibindenden Charakter und der Einfluss
auf die Eigenwerte ist geringer.
Die Γ-Punkt Rechnungen na¨hern sich mit ansteigender Superzellengro¨ße energetisch an-
steigend dem konvergierten Wert und die R-Punkt Rechnungen na¨hern sich energetisch
absinkend dem konvergierten Wert. Fu¨r die Energie des ersten Anregungsu¨bergangs aus
KS-Eigenwerten erha¨lt man Konvergenz bezu¨glich der Superzellengro¨ße bei einer Kan-
tenla¨nge des Kubus von 35 Bohr. Die folgenden Rechnungen sind bei 30 Bohr Kantenla¨nge
durchgefu¨hrt, da der Konvergenzfehler mit etwa 5 meV klein ist und der numerische Auf-
wand deutlich sinkt.
Ein weiterer wichtiger Parameter ist die obere Grenzenergie der Entwicklung der Wellen-
funktionen nach ebenen Wellen. Die Konvergenz der ersten mo¨glichen Anregung bezu¨glich
dieses Parameters ist in Abbildung A.2 dargestellt. Ab 50 Rydberg erha¨lt man hier einen
akzeptablen Konvergenzfehler von etwa 10 meV. Die Untersuchung wurde bei einer Kan-
tenla¨nge der Superzelle von 30 Bohr durchgefu¨hrt. Damit la¨sst sich in sehr guter U¨ber-
einstimmung mit analogen Rechnungen aus der Literatur [158] eine Anregungsenergie von
7,96 eV fu¨r den ersten U¨bergang aus KS-Eigenwerten bestimmen. Ergebnisse aus den
KS-Eigenwerten ko¨nnen jedoch nur eine qualitative Na¨herung fu¨r die wahren Anregungs-
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energien liefern. Das liegt hauptsa¨chlich daran, dass die KS-Eigenwerte nicht den Quasi-
teilchenenergien entsprechen.
Eine im Prinzip exakte Beschreibung der Anregungsenergien ergibt sich aus der TDDFT,
die, sofern nur das exakte Austauschkorrelationsfunktional bekannt wa¨re, die wahre Zeit-
entwicklung der Dichte liefert. Nach einem deltafo¨rmigen elektrischen Anfangsimpuls lassen
sich aus der Zeitentwicklung der Dichte die Anregungsenergien berechnen. Das implemen-
tierte externe Potential, das den Anfangsimpuls erzeugt, hat die Form
vext = E0 z δ(t). (A.3)
Die dynamische Polarisierbarkeit α(ω), die Oszillatorsta¨rkefunktion S(ω) oder den Absorb-
tionsquerschnitt σ(ω) [48, 159]
σ(ω)
αF
= 2pi2 S(ω) = 4piω Im α(ω) = −4piωE0 Im pz(ω) (A.4)









δn(r, t) = n(r, t)− n(r, 0). (A.7)
Die Oszillatorsta¨rke erfu¨llt die Summenregel:
∞∫
0
S(ω)dω = Anzahl der Elektronen. (A.8)
Fu¨r das Silanmoleku¨l ha¨ngt die Dipolantwort nicht von der Richtung des anregenden Feld-
vektors ab.
In der Praxis zeigt sich fu¨r das Silanmoleku¨l eine deutliche Abweichung der TDDFT-
Ergebnisse von dem Experiment oder anderen Theorien wie Bethe-Salpeter (BSE) oder
Quanten-Monte-Carlo (QMC). Es liegen jedoch in der Literatur fu¨r das Silan viele Er-
gebnisse vor, die mit zeitabha¨ngiger Dichtefunktionaltheorie in Linearer-Antwort-Na¨he-
rung (TDDFT-LR) berechnet sind oder auch die zeitabha¨ngigen KS-Gleichungen lo¨sen
[48,159–165]. Diese eignen sich gut zum Vergleich mit der in dieser Arbeit implementierten
TDDFT-MD, da sie im Rahmen der selben Theorie beschrieben werden. Abweichungen
durch die kontrollierbaren Konvergenzparameter wie obere Grenzenergie oder Superzel-
lengro¨ße sind unterhalb der Ionisierungsenergie nur in sehr geringem Maße zu erwarten, da
der numerische Aufwand eine gute Konvergenz erlaubt. Oberhalb des Ionisierungspotentials
von 8, 5 eV (in LDA) treten Probleme durch die artifiziellen Randbedingungen auf. Diese
la¨ssen sich durch absorbierende Randbedingungen zwar weitgehend unterdru¨cken [159], die
aber im Rahmen dieser Arbeit nicht implementiert sind. Das experimentelle Ionisierungspo-
tential liegt bei 12, 36 eV [166] und resultiert aus DFT-Rechnungen nur fu¨r XC-Potentiale,
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Abbildung A.3: Oszillatorsta¨rke als Funktion der Oszillatorenergie im Vergleich mit der Lite-
ratur. Die Literaturdaten sind zur besseren U¨bersicht um ein, zwei und drei inverse Elektronen-
volt nach oben verschoben. Von oben nach unten sind die Kurven aus den Artikeln [48], [159]
und [160] abgezeichnet. Der Wasserstoff zu Silizium Abstand ist aus Gru¨nden der Vergleichbar-
keit mit anderen Arbeiten dem experimentellen von 1,48 A˚ [155] angepasst. Die Abweichung zum
konvergierten theoretischen Wert von 1,49 A˚ ist gering. Die Breiten der Maxima sind alleine
durch die Fouriertransformation des endlichen Zeitsignals gegeben.
die ein korrektes asymptotisches Verhalten −1/r fu¨r r → ∞ haben (LDA verla¨uft expo-
nentiell). Deutliche Abweichungen bis zu 0, 5 eV der zentralen Maxima im Absorbtions-
querschnitt ergeben sich auch fu¨r unterschiedliche Austauschkorrelationsfunktionale [48].
Einigkeit herrscht in allen theoretischen Ansa¨tzen und den Experimenten u¨ber drei Haupt-
merkmale der Oszillatorsta¨rkefunktion unterhalb der experimentellen Ionisationsgrenze. Es
gibt drei Hauptmaxima, die sich in energetischer Reihenfolge den U¨berga¨ngen 2t2 −→ 4s,
2t2 −→ 4p und 2t2 −→ 4d zuordnen lassen. Die Rydberg-Notation der angeregten Zusta¨nde
kommt von einer A¨hnlichkeit des Silanmoleku¨ls zum Argon [167]. Die Intensita¨t der drei
Hauptmaxima steigt außerdem in den meisten Berechnungen mit der Energie an. In Ab-
bildung A.3 ist die Oszillatorsta¨rkefunktion aufgetragen, wie sie in dieser Arbeit berechnet
wurde und aus drei Artikeln [48,159,160] zum Vergleich. Die Ergebnisse stimmen qualita-
tiv u¨berein. Die erste Anregungsfrequenz liegt bei 8, 0 eV und stimmt unter Beru¨cksichti-
gung der unterschiedlichen Details der konkreten Methoden gut mit der Literatur u¨berein.
Oberhalb des Ionisationspotentials von 8, 5 eV sind Artefakte im Spektrum zu erwarten
durch Zusta¨nde, die aus den Randbedingungen der Superzellengeometrie resultieren [159].
Dadurch ko¨nnen zum einen zusa¨tzliche Frequenzen auftauchen und zum anderen Frequenz-
verschiebungen durch bindende (k=0) oder allgemeiner wechselwirkende Zusta¨nde, die zwi-
schen den Superzellen entstehen. Die beiden weiteren starken Maxima bei 9, 0 eV und 10, 3
eV befinden sich bis auf ca. 300 meV an denselben Stellen wie in der Literatur und ha-
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ben vergleichbare Intensita¨ten. Die verbleibenden quantitativen Abweichungen, die auch
zwischen den verschiedenen Vero¨ffentlichungen zu beobachten sind, sind auf die oben ge-
nannten Probleme und unterschiedlichen Details der konkreten Methoden zuru¨ckzufu¨hren.
Die Summenregel ergibt bei einer Integration der Oszillatorsta¨rkefunktion bis 40 eV eine
Summe von 7, 2 der 8 Valenzelektronen.
Die Rechnung zur Oszillatorsta¨rke des Silanmoleku¨ls besta¨tigt damit die korrekte Imple-





Zur Berechnung des Grundzustands oder der zeitlichen Entwicklung eines Festko¨rpers sind
verschiedene Integrale u¨ber die erste Brillouinzone auszuwerten:∫
ΩBZ
f(k)d3k. (B.1)
Die unter dem Integral auftauchenden Funktionen f(k) sind periodisch im reziproken Raum
und symmetrisch unter der Punktgruppe G des Kristalls:
f(k) = f(k+G) fu¨r alle reziproken Gittervektoren G (B.2)
f(k) = f(αˆk) fu¨r alle αˆ ∈ G. (B.3)

















|ψj(αˆk, r)|2︸ ︷︷ ︸
f(k)
d3k. (B.4)
Die hier auftauchende Fermifunktion fF zur Modifikation der Besetzungszahlen gema¨ß
einer Elektronentemperatur T ist urspru¨nglich als technischer Trick eingefu¨hrt, um die
k-Punkt-Konvergenz zu verbessern und die Stabilita¨t des Minimierungsalgorithmus zu
erho¨hen. Die Temperatur wird im Allgemeinen spa¨ter wieder herausgerechnet, indem die
berechnete Gesamtenergie wieder nach T = 0 K extrapoliert wird. Andere Gro¨ßen wie die
Kra¨fte mu¨ssten im Prinzip auch wieder nach T = 0 K extrapoliert werden, dies ist jedoch
im Rahmen dieser Arbeit nicht implementiert und fu¨r nicht zu hohe (fiktive) Elektronen-
temperaturen auch nicht no¨tig. In dieser Arbeit wurden alle mit TDDFT-Simulationen
verknu¨pfte Rechnungen mit einer kleinen Elektronentemperatur von einem Millielektro-
nenvolt durchgefu¨hrt, sodass im Bereich halbleitender Oberfla¨chen die Besetzungszahlen,
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wie bei T = 0 K entweder null oder zwei 1 sind.
Aufgrund der Symmetrie von f(k) genu¨gt es, das Integral u¨ber den bezu¨glich G irreduziblen











Zur nummerischen Berechnung werden die Integrale durch gewichtete Summen u¨ber Funk-











wi = 1 (B.6)
Chadi und Cohen [58] sowie Monkhorst und Pack [59] haben spezielle Verfahren entwickelt,
mit denen man Integrale der Form B.6 effektiv durch eine geringe Anzahl an k-Punkten
approximieren kann. Die in dieser Arbeit verwendeten k-Punkte sind nach dem Verfahren
von Monkhorst und Pack generiert. Die Grundidee des Verfahrens von Monkhorst und
Pack und die Konvergenzuntersuchung bezu¨glich der Anzahl an k-Punkten, obere Grenz-
energie der Entwicklung nach ebenen Wellen, Vakuumdicke und Schichtdicke, die fu¨r die
Si(001)-Oberfla¨che in DFT-Grundzustandssimulationen beno¨tigt werden, sind in meiner
Diplomarbeit [168] im Anhang B dargelegt.
Brillouinzonen-Integrationen bei halbleitende Si(001)-Oberfla¨chenstrukturen, wie im Falle
der p(2x2) mit alternierend verkippten Dimeren, ko¨nnen im Allgemeinen schon mit vier
oder neun k-Punkten pro IBZ der p(2x2) durchgefu¨hrt werden. Fu¨r BZ-Integrationen me-
tallischer Si(001)-Strukturen, wie sie fu¨r kleine Dimerverkippungswinkel auftreten, sind
mindestens 9 k-Punkten pro IBZ der p(2x2) no¨tig. In der Literatur findet man sehr de-
taillierte Konvergenzanalysen zu Si(001)-Grundzustandsrechnungen bei Ramstad, Brocks
und Kelly [76].
Im Falle der TDDFT-Simulationen muss die k-Punktkonvergenzfrage neu untersucht wer-
den. Es sind zwei Effekte, die die Konvergenzfrage komplizierter machen.
Zum einen folgen die Kerne einer Dynamik. Wenn man also mit einer halbleitenden Band-
struktur mit deutlicher Bandlu¨cke startet, ist nicht sicher gestellt, dass dies wa¨hrend der
Simulation auch so bleibt.
Im Rahmen dieser Arbeit wurde die Energie als Funktion des Verkippungswinkels berech-
net (Abbildung 5.18). Untersucht man die elektronische Struktur zu den verschiedenen
Verkippungswinkeln der Dimere, so stellt man fest, dass unter 10 Grad Neigung gegen die
Oberfla¨che, die Oberfla¨chenbandstruktur metallisch wird. Die in dieser Arbeit betrachteten
Dynamiken fu¨hren zu Dimerverkippungswinkeln bis unter 10 Grad. Somit sind sicherlich
mindestens neun k-Punkte in der IBZ der p(2x2) no¨tig, a¨hnlich zu den metallischen Ober-
fla¨chenrekonstruktionen.
1Fu¨r spinentartete Rechnungen ist die maximale Besetzung zwei.
2Die fu¨r die Berechnung der Grundzusta¨nde u¨bliche Beru¨cksichtigung der A¨quivalenz von k und −k
durch Zeitinversion gilt nicht fu¨r die TDDFT-Simulationen.
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Energieeigenwerte Gauss-verbreitert (FWHM 0,35 eV)
Abbildung B.1: Zustandsdichte der in den Simulationen zur Laseranregung benutzten Si(001)-
Schicht bei vier, neun und 169 k-Punkten. Die Eigenwerte sind mit einer Gaussfunktion verbrei-
tert. Die Verbreiterung wurde gema¨ß der spektralen Breite eines Laserpulses (Gauss-einhu¨llter
Sinuspuls) mit einer La¨nge von 11,8 fs (FWHM) gewa¨hlt. Die spektrale Breite ist ~∆ω = 0, 35
eV.
Zum anderen hat der Laserpuls einen großen Einfluss auf die Mindestzahl an k-Punkten
zur Beschreibung der Dispersion der Ba¨nder. Durch die Laserfrequenz und die spektrale
Breite des Laserpulses werden in der Brillouinzone bestimmte Bereiche resonant angeregt.
Je scha¨rfer die spektrale Breite des Laserpulses ist, desto lokalisierter ist die Anregung in
der Brillouinzone, und damit um so ho¨her die beno¨tigte Zahl der k-Punkte in der Simula-
tion.
Die beno¨tigten k-Punkte, um die Anregung des Laserpulses in der Brillouinzone vollsta¨ndig
aufzulo¨sen, werden aus einigen Grundzustandssimulationen abgescha¨tzt. Man bekommt
einen Eindruck, ob ein gegebener k-Punktsatz die Anregung vom Laserpuls auflo¨sen kann,
indem man die k-Punktkonvergenz der Zustandsdichte N (ε) berechnet, mit einer Verbrei-














Das Ergebnis fu¨r k-Punktsa¨tze mit vier, neun und 169 k-Punkten einer Si(001)-Schicht
mit 6 atomaren Lagen, wie sie bei den Simulationen zur Laseranregung benutzt wird, ist
in Abbildung B.1 zu sehen. Vier k-Punkte (IBZ) sind bei gegebener Verbreiterung nicht
ausreichend um die k-Punkt-konvergierte Zustandsdichte u¨berzeugend wiederzugeben. Aus
114
diesem Grund und wegen des oben beschriebenen mo¨glichen Auftauchens von metallischen
Oberfla¨chengeometrien wa¨hrend der Simulation ist eine ho¨here Anzahl an k-Punkten no¨tig.
Die niedrigste Anzahl an k-Punkten zur Beschreibung metallischer Oberfla¨chengeometrien
liegt bei neun k-Punkten (IBZ). Fu¨r diesen findet sich auch eine hinreichend gute Wieder-
gabe der Zustandsdichte, sodass die Anregung mit einer bestimmten Laserfrequenz nicht
mehr zu stark von den speziellen k-Punkten ab ha¨ngt, sondern fu¨r die gesamte Brillouin-
zone repra¨sentativ ist.
Ein weiterer deutlich aufwendigerer Konvergenztest ist durch den direkten Vergleich einer
Laseranregung bei zwei unterschiedlichen k-Punkt-Sa¨tzen mo¨glich. Es sind zwei Simula-
tionen, eine mit 36 k-Punkten und eine mit 64 k-Punkten in der BZ (9 und 16 in der
IBZ des Grundzustands) durchgefu¨hrt worden. In Abbildung B.2 sind einige die Dynamik
charakterisierende Energien im direkten Vergleich zwischen den beiden k-Punkt-Sa¨tzen
aufgetragen. Der Vergleich zeigt u¨berwiegend geringe Abweichungen, die im Maximum der
kinetischen Energie bis etwa 9% betragen.
Die Verla¨ufe des Dimerverkippungswinkels und der Dimerbindungsla¨nge sind zum Ver-
gleich in Abbildung B.3 dargestellt. Die Reaktion in den fu¨r diese Arbeit wichtigen Koor-
dinaten Dimerwinkel und Dimerla¨nge sind weitgehend in U¨bereinstimmung und der ver-
bleibende sichtbare Konvergenzfehler wird zugunsten der Simulationszeit hingenommen.
Die Simulationen zur Laseranregung wurden sa¨mtlich mit 36 speziellen k-Punkten in der
Brillouinzone durchgefu¨hrt. Dies entspricht 9 k-Punkten in der irreduziblen Brillouinzone
des Grundzustands.
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Atome ohne Dimere 36 k-Punkte
Atome ohne Dimere 64 k-Punkte
Abbildung B.2: In das System eingebrachte Energie und kinetische Energien zum direkten Ver-
gleich zweier k-Punktsa¨tze mit unterschiedlich vielen k-Punkten.
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Abbildung B.3: Dimerverkippungswinkel und Dimerbindungsla¨nge zum direkten Vergleich zweier
k-Punktsa¨tze mit unterschiedlich vielen k-Punkten.
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