Abstract. We will define a version of Seiberg-Witten-Floer stable homotopy types for a closed, oriented 3-manifold Y with b1(Y ) > 0 and a spin-c structure c on Y with c1(c) torsion under an assumption on Y . Using the Seiberg-Witten-Floer stable homotopy type, we will construct a gluing formula for the stable cohomotopy version of SeibergWitten invariants of a closed 4-manifold X which has a decomposition X = X1 ∪Y X2 along Y .
Main statements
In [14] , Manolescu constructed an invariant SWF(Y, c) for a 3-manifold Y with b 1 (Y ) = 0 and a spin-c c on Y , which is defined as an object of a U (1)-equivariant stable homotopy category C and is called the Seiberg-WittenFloer stable homotopy type. It is conjectured that the U (1)-equivariant homology of SWF(Y, c) is isomorphic to the Seiberg-Witten-Floer homology constructed by Kronheimer-Mrowka [12] . As an application of the SeibergWitten-Floer stable homotopy type, we can define a relative invariant for an oriented, compact 4-manifold with boundary Y which is a generalization of the stable cohomotopy version of Seiberg-Witten invariants for a closed 4-manifold due to Bauer and Furuta [2] . Manolescu [15] also constructed a gluing formula for the stable cohomotopy version of Seiberg-Witten invariants along a 3-manifold Y with b 1 (Y ) = 0, which calculates the invariant of a closed 4-manifold in terms of the relative invariants. More recently, a Pin(2)-equivariant version of SWF(Y, c) is used to disprove the triangulation conjecture [16] and to prove 10/8-type inequalities for 4-manifolds with boundary [8, 13, 17] which are generalization of [6, 7] .
In the case where b 1 (Y ) > 0, the construction of SWF(Y, c) was discussed by Kronheimer and Manolescu in [10] . However Furuta pointed out that there is an obstruction for SWF(Y, c) to be well defined. In this paper, we will construct a version of Seiberg-Witten-Floer stable homotopy types for Y with b 1 (Y ) > 0 and a spin-c structure c with c 1 (c) torsion, provided that Y satisfies a condition. Although we basically follow [10] , we modify in some points. In particular, we will make use of a spectral section of a family of Dirac operators on Y , which was introduced by Melrose 
and Piazza in
Partly supported by Grant-in-Aid for Young Scientists (B) 25800040 MSC 2010: 57R57, 57R58 [21] . Using the Seiberg-Witten-Floer stable homotopy type, we will define a relative invariant for a 4-manifold with boundary, and construct a gluing formula for the stable cohomotopy version of Seiberg-Witten invariants along a 3-manifold Y with b 1 (Y ) > 0. The precise statements are the following.
Let Y be a closed, oriented 3-manifold, g be a Riemannian metric on Y and c be a spin-c structure on Y with c 1 (c) torsion. We In this paper we do not discuss how SWF(Y, c, H, g, P) depends on g and P.
For a closed, oriented 4-manifold X and a spin-c structureĉ on X, we have the invariant Ψ X,ĉ which is an element of π b + (X) U (1) (Pic(X); Ind Dĉ) due to Bauer and Furuta [2] . Here π b + (X) U (1) (Pic(X); Ind Dĉ) is a U (1)-equivariant stable cohomotopy group of the Thom space of the index bundle of Dirac operators on X parametrized by the Picard torus Pic(X). Let ψ X,ĉ be the restriction of Ψ X,ĉ to the fiber of Ind Dĉ. We can generalize the invariant ψ X,ĉ to a 4-manifold with boundary.
Theorem 2. Let Y be a closed, oriented 3-manifold with q Y = 0. Take a Riemannian metric g, a spin-c structure c on Y with c 1 (c) torsion, a submodule H of H 1 (Y ; Z) of rank b 1 (Y ) and a spectral section P of D c . Let X 1 be a compact, oriented 4-manifold with ∂X 1 = Y ,ĝ 1 be a Riemannian metric on X 1 withĝ 1 | Y = g andĉ 1 be a spin-c structure on X 1 withĉ 1 | Y = c. We can define a relative invariant ψ X 1 ,ĉ 1 ,H,g,P which is an element of a U (1)-equivariant stable homotopy group of SWF(Y, c, H, g, P).
Using the relative invariants, we can construct a gluing formula for ψ X,ĉ .
Theorem 3. Let Y be a closed, connected, oriented 3-manifold with q Y = 0.
(Note that we suppose that Y is connected as in [18] .) Take a Riemannian metric g and a spin-c structure c on Y with c 1 (c) torsion, a submodule H of H 1 (Y ; Z) generated by {m 1 h 1 , . . . , m b h b } and a spectral section P of D c . Here b = b 1 (Y ), {h 1 , . . . , h b } is a set of generators of H 1 (Y ; Z) and m j is a positive integer. Let X be a closed, oriented 4-manifold which has a decomposition X = X 1 ∪ Y X 2 for some compact oriented 4-manifolds X 1 and X 2 with boundary Y and −Y . Suppose that we have a spin-c structurê c on X withĉ| Y = c and that m j is sufficiently large for all j. Then we have ψ X,ĉ = η • ψ X 1 ,ĉ 1 ,H,g,P ∧ ψ X 2 ,ĉ 2 ,H,g,P in the category C. Hereĉ j =ĉ| X j and η is a S-duality morphism η : SWF(Y, c, g, P) ∧ SWF(−Y, c, g, P) → S 0 .
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Conley index, mapping cone and duality

Conley index.
Let γ be a smooth flow on a finite dimensional manifold Z. That is, γ is a smooth map
For each subset B ⊂ Z, the maximal invariant set Inv(B) in B is given by Inv(B) = { z ∈ Z | z · R ⊂ B }.
If B · R ⊂ B, B is called an invariant set. Let S be a compact invariant set in Z. If there is a compact neighborhood N of S in Z with S = Inv(N ), then we say that S is an isolated invariant set, and N is called an isolating neighborhood of S.
Fact 4 ( [3, 22] ). Let S be an isolated invariant set and U be a neighborhood of S in Z. There is a pair (N, L) with the following properties:
(1) N and L are compact subspaces of Z with L ⊂ N . (2) N is an isolating neighborhood of S with N ⊂ U . (3) Take any point z ∈ N . If z · T 0 ∈ N for some T 0 > 0, there is a positive number T with 0 < T < T 0 such that z · T ∈ L. (4) L is positively invariant. That is, for z ∈ L and T > 0 suppose that
The pair (N, L) is called an index pair of S.
The choice of index pair (N, L) of S is not unique, however, the homotopy type of the pointed space (N/L, [L] ) is unique up to canonical homotopy equivalence. Let (N ′ , L ′ ) be another index pair of S. We can define a
as follows. Take a large positive number T 0 such that for any T > T 0 we have
Then we can see that f T is well defined, continuous and a homotopy equiv-
Definition 5. Let S be an isolated invariant set in Z and (N, L) be an index pair of S. We define the Conley index I(S) of S to be the homotopy type of (N/L, [L]).
2.2.
Attractor-repeller sequence. Let S be an isolated invariant set. A compact subset A of S is called an attractor in S if there is a compact neighborhood U of A in S with A = ω(U ), and A is called an repeller if
Here
For any B ⊂ Z, Cl(B) stands for the closure of B in Z. Let A be an attractor in S and put A * = {z ∈ S|ω(z) ∩ A = ∅}. Then A * is a repeller, called the complementary repeller of A. The pair (A, A * ) is called an attractor-repeller pair in S. We will construct index pairs for S, A and A * , following [4, Section 3.2] . Let S 1 be the maximal attractor in Z\S. Let S 2 be the set that consists of points on A, S 1 and trajectories in Z originating at A. We can see that S 2 is also an attractor in Z. Lastly let S 3 be the set that consists of points on S 2 , A * and trajectories in S originating at A * . Then S 3 is an attractor in Z. Denote by R j the complementary repeller of S j in Z. We can take a Lyapunov function f j associated with
j (1) = R j and f j is strictly decreasing on orbits in Z\(S j ∪ R j ).
Take a real number a j ∈ (0, 1) for j = 1, 2, 3. Since R 2 ⊂ R 1 , we can assume that
We can see that (N S , L S ), (N A , L A ) and (N A * , L A * ) are index pairs for S, A and A * respectively. Since N A ⊂ N S and L A = L S , we have the inclusion
Note that we have a natural identification
Therefore we have the projection
Next we define a map
Here ΣI(A) is the suspension of I(A). For a topological space W with base point w 0 , the suspension of W is defined by the following:
By Lemma 5.2 of [22] , the function s is continuous. Define
We can see that k is a well-defined and continuous map. Thus we have a sequence
It is well known that this sequence is exact ( [3, 22] ) . To see the exactness of the sequence, we will construct a homotopy equivalence from ΣI(S) to C(k) explicitly. Here C(k) is the mapping cone of k. In general, for a continuous map f : V → W between topological spaces V and W with base points v 0 and w 0 , the mapping cone C(f ) is defined by the following:
Define a function a :
Here we think of s = s A * as a function
We can easily prove the following.
Lemma 6. The map ϕ is well defined and continuous.
Next we prove that ϕ is a homotopy equivalence.
Lemma 7.
The map ϕ is a homotopy equivalence. Moreover the following diagram is homotopy commutative:
Here i ′ and p ′ are the inclusion and projection respectively.
This is a well-defined and continuous map. It is easy to see that ψ • ϕ ∼ id and ϕ • ψ ∼ id. We can also see that the above diagram is homotopy commutative.
Since the second row in (6) is exact, we obtain: 3, 22] ). The sequence (4) is exact.
2.3.
Duality of mapping cones. Let S, A, A * be an isolated invariant set, an attractor in S and the complementary repeller of A in S respectively. Let γ : Z × R → Z be the inverse flow of γ. Henceγ(z, T ) = z · (−T ). Then A is a repeller, A * is an attractor and (A * , A) is an attractor-repeller pair in S with respect toγ. As before we can define a continuous function
We also have a continuous mapk :Ī(A) → ΣĪ(A * ) defined byk(z) = (1 −s(z), z · (−s(z))). HereĪ stands for the Conley index with respect to the inverse flowγ. Write −k for the mapĪ(A) → ΣI(A * ) defined
. From now on, we assume that Z is an n-dimensional sphere S n = R n ∪ {∞}. The pairs (i,j), (j,ī) and (k, −k) are Spanier-Whitehead dual [4] . Hence by [23, Theorem (6. 10)] we have a duality map
Our aim is to give an explicit expression of this map. According to [23] , using our notation, η C is given as follows. Choose duality maps
Since k and −k are Spanier-Whitehead dual, the following diagram is homotopy commutative:
Then the duality map η C is defined by the following formula:
To get the explicit expression of η C , we need to choose η A , η [20] .) Assume that S does not include ∞. We may suppose that N S lies in R n ⊂ Z = S n . Fix small positive numbers ǫ and δ with 0 < ǫ < δ ≪ 1. Put
Here we think of S n as D n (ǫ)/S n−1 (ǫ). This map is well defined and a duality map of I(A) and I(A).
Here n 1 : N A * → N ′ A * and n 2 : N A * → N ′′ A * are maps satisfying the conditions similar to (11).
Finally we write H explicitly.
We have to construct a homotopy between M and N . The homotopy H consists of four homotopies H j (j = 1, 2, 3, 4). Define
Lemma 9.
The map H 1 is well defined.
Proof. We need to show that
by (11) . Therefore H 1 (u, z ∧ w ′ ) = * .
By Lemma 9, M is homotopic to
To define the second homotopy
and thatm j andñ j are homotopic to the identity of N S . Here f 1 , f 3 and a 1 , a 3 are the Lyapunov functions and the positive numbers that appeared in (2) . In particular, we have a homotopy
We may suppose that
and that
by (19) and (20) . Hence if ǫ > 0 is small enough,
since L A * and the interval [0, 1] are compact. Similarly by (21) and (17) we have
Lemma 10. The map H 2 is well defined.
Hence we have
The map H 2 is a homotopy from (13) to
Define the third homotopy
as proved in the proof of the previous lemma. Hence H 3 (z ∧ w ′ , u) = * . Assume that s(z) = 0 ands(w ′ ) = 1. In this case, the first component of H 3 is 1. Hence H 3 = * . Assume that s(z) = 1 ands(w ′ ) = 0. Then the first component of H 3 is 0. Hence H 3 = * .
The map H 3 is a homotopy from (25) to
Lastly define
Lemma 12.
The map H 4 is well defined.
Proof. The proof is similar to that of Lemma 9.
The map H 4 is a homotopy between (27) and N . Thus we have the homotopy H between M and N :
Substituting the definitions of η A , η A * and H into (8), we get the explicit formula for η C . We use the formula to prove the following:
Lemma 13. The following diagram is homotopy commutative:
Here ϕ andφ are the homotopy equivalences defined in Section 2.2.
Proof. From the construction of η A , η A * , H and the definition of η C , we have
We can write as
Here s j is a continuous function of ζ with values in [0, 1], and l j : N S → N S is a continuous map. By the construction, we can write
using the homotopy (15) and some continuous functions t 1 (ζ) and τ 1 (ζ), and similarly we can write
On the other hand
wherem j is the extension of m j satisfying (14) . Define a homotopy H ′ by
We can see that H ′ is homotopy from η C • (ϕ ∧φ) to
We can show that H ′′ is well defined and a homotopy from
3. Seiberg-Witten-Floer stable homotopy type 3.1. Definition of stable homotopy category. Following [14] and [19] , we introduce a category C which we will need to define the Seiberg-WittenFloer stable homotopy type. An object of C is a triple (Z, m, n), where Z is a pointed U (1)-topological space which is homotopy equivalent to a U (1)-CW complex and m ∈ Z, n ∈ Q. For objects (Z, m, n) and (Z ′ , m ′ , n ′ ) in C, the set of morphisms from (Z, m, n) to (Z ′ , m ′ , n ′ ) is empty if n − n ′ ∈ Z and is defined by
if n − n ′ ∈ Z. In C, the suspensions (Σ R Z, m, n) and (Σ C Z, m, n) are canonically isomorphic to (Z, m−1, n) and (Z, m, n−1) respectively. For an object
. Let E be a direct sum of a real vector space E R and a complex vector bundle E C . We define an U (1)-action on E by the multiplications on E C . We define a desuspension Σ −E Z of Z by E to be
We can see that Σ E Σ −E Z and Σ −E Σ E Z are canonically isomorphic to Z. 
Using the fact that c 1 (c) torsion, we can see that CSD is invariant under the action of H 1 (Y ; Z). The gradient vector field ∇CSD of CSD is given by
Here q(φ) is a 1-form on Y defined by ρ −1 (φ ⊗ φ * − 1 2 |φ| 2 id) and ρ is the Clifford multiplication.
3.3. Spectral section. We need a tool called a spectral section to define the Seiberg-Witten-Floer stable homotopy type, which was introduced by Melrose and Piazza [21] . Let H 1 g (Y ) be the space of harmonic 1-forms on
We have a family of Dirac operators
D c :
Here we have used
, we have an operator P h and P h is equivariant with respect to the H 1 (Y ; Z)-action.) We call P a spectral section of D c if there is a smooth function R : Pic(Y ) → R such that if D A h u = λu for some λ ∈ R then
The family D c of Dirac operators on Y defines the index Ind D c as an element of K 1 (Pic(Y )). See [1] . Suppose that
is trivial. This is equivalent to the condition that Ind
See [11, Proposition 6] . By Proposition 1 of [21] , the vanishing of Ind D c ∈ K 1 (Pic(Y )) implies the existence of a spectral section P of D c . Fix a spectral section P of D c . According to [21] we can construct a family of self-adjoint smoothing operators
parametrized by Pic(Y ) with the following property:
(1) The image of B P h is included in a subspace of Γ(S) spanned by a finite number of eigenvectors of
The operator P h is the Atiyah-Patodi-Singer projection onto the positive eigenspace of D P h . 3.4. Transverse double system. From now on we assume that b 1 (Y ) = 1 and c 1 (c) is torsion. Following [10, Section 4], we introduce a transverse double system. For R > 0, put
, where we consider h 1 as a harmonic 1-form on
Definition 15. A transverse double system is a pair (f 1 , f 2 ) of smooth functions f 1 , f 2 : Str(R) → R having the following properties:
(1) There is a positive number M > 0 such that
If f 1 (y) = 0 then ∇CSD(y), ∇f 1 (y) > 0, and if f 2 (y) = 0 then ∇CSD(y), ∇f 2 (y) < 0.
Lemma 16 ([10]
). There exists a transverse double system.
The third condition in Definition 15 means that the zero set of f i and the gradient flow of CSD intersect transversely. Since CSD is invariant under the action of H 1 (Y ; Z), the intersection of the set h n 1 {y ∈ Str(R)|f i (x) = 0} and the gradient flow is also transverse for each n ∈ Z.
Fix a transverse double system (f 1 , f 2 ) and put
It follows from the second property in Definition 15 that
for every integer n. Let
From the first condition in Definition 15, p(U n ) and p(V n ) are bounded in R. This means that U n and V n are bounded. Hence U n intersect only finite many V n 's. Without loss of generality, we may suppose that they are
As in the previous subsection, suppose that b 1 (Y ) = 1 and c 1 (c) is torsion. Note that when b 1 (Y ) = 1, q Y is always trivial. Fix a spectral section P of D c . We can decompose the gradient vector field ∇CSD of CSD as l P 0 + c P 0 , where
Choose real numbers λ, µ with λ < µ, and let V µ λ = V µ λ (A 0 , g, P) be the subspace of V spanned by eigenvectors of l P 0 with eigenvalues in (λ, µ]. We denote the
when R, −λ and µ are large enough. (See [10] .) This means that we can define the Conley index
As in [14] we can show the following:
is independent of the choice of λ, µ up to canonical homotopy equivalence.
Proof. We may suppose that λ ′ < λ and µ ′ > µ. For each t ∈ [0, 1], put
Here we have used the fact that
It is easy to see that if R > 0, −λ, −λ ′ , µ and µ ′ are large enough,
we have the canonical homotopy equivalence
Thus we obtain a canonical isomorphism
We put
is independent of the choice of P up to canonical homotopy equivalence since the image of B P 0 is included in a finite number of eigenvectors of
In this subsection, we will see that J(W i n ) and J(W i n+1 ) are canonically isomorphic to each other and write the isomorphism explicitly. We have the isomorphism induced by the gauge transformation:
Here h 1 is the fixed generator of H 1 (Y ; Z). 
Lemma 19. We can take T 0 > 0 independent of λ and µ such that for T > T 0 , large −λ, µ and s ′ > s with |s − s ′ | small, we can define a U (1)-equivariant homotopy equivalencef s,s ′ ;T :
withf ss ′ , we want to definef s,s ′ :T by the formula (1). We need to show that we can find T 0 > 0 independent of λ, µ such that for T > T 0 , large −λ, µ > 0 and s ′ > s with |s − s ′ | small, we have
Suppose that the first condition in (33) does not hold. Then there exist sequences
n , the energy of the trajectorŷ
is bounded by a constant independent of α. This implies that there is a subsequence α ′ such that x α ′ converges to a finite energy trajectorŷ
, and the limitx(∞) is a critical point of CSD in W i n+1 . On the other hand, the condition that Taking desuspension, we get an isomorphism
Here we have used the fact that the L 2 -projection gives an isomorphism
since there is no spectral flow for the family
Lemma 20. The morphism f ss ′ is independent of the choices of λ and µ up to canonical homotopy.
Proof. Take λ ′ < λ ≪ 0 ≪ µ < µ ′ and suppose that λ, µ, λ ′ , µ ′ are not an eigenvalue of D A s ′′ for all s ′′ ∈ [s, s ′ ]. It follows from the construction off ss ′ that the following diagram is commutative up to canonical homotopy:
Here the columns are the homotopy equivalences obtained in the proof of Lemma 17, and p
Composing f ss ′′ and f s ′′ s ′ , we get an isomorphism
Lemma 21. In the above situation, f ss ′ is canonically homotopic to f s ′′ s ′ • f ss ′′ .
Proof. The statement follows from the fact that the following diagram is commutative up to canonical homotopy:
Let ∆ = {s 0 = −1 < s 1 < s 2 < · · · < s ℓ = 0} be a partition of the interval [−1, 0] with |s j − s j+1 | ≪ 1 so that we have −λ j , µ j ≫ 0 which are not an eigenvalue ofD s for s ∈ [s j , s j+1 ]. Suppose that λ j ≥ λ j+1 . Then we have
Similarly, if λ j < λ j+1 , then we have
Therefore we have a homotopy equivalence
where
We write λ, µ for λ 0 , µ 0 . Then we can see that dim(
We get a homotopy equivalence
. Taking a desuspension of this map we get an isomorphism
3.7.
Definition of SWF(Y, c, g, P): The case b 1 (Y ) = 1. Fix T > T 0 , ∆ = {s 0 = −1 < s 1 < · · · < s ℓ = 0}, −λ j , µ j ≫ 0, and trivializations t ± to get f. As in Section 2.2, we have a morphism defined by using the flow:
Composing this morphism with
First we define SWF(Y, c, g, P) in the case where N = 2, where N is the number of V i 's which intersect with U n as in Section 3.4. As we have explained, we have the morphism
More precisely we define SWF(Y, c, g, P) using a continuous mapk which represents k as follows. Fix T > T 0 , ∆, λ 0 , . . . , λ ℓ , µ 0 , . . . , µ ℓ with λ 0 = λ ℓ , µ 0 = µ ℓ and t ± , then we get a continuous map
n ) which represents the morphism k.
Next we consider the case N = 3. As before we have the morphism
). We will define a morphism
n ) as follows. Take y ∈ J(W 1 n ). We can write k 1 (y) = (1 − s(y), y ′ ) ∈ ΣJ(W 3 n ) with some y ′ ∈ J(W 3 n ). We can also write (Σk 2 )(1 − s(y), y ′ ) = (1 − s(y), 1 − s ′ (y ′ ), y ′′ ) with some y ′′ ∈ J(W 3 n ), where
We can see that this is well defined. When t = 0, this morphism coincides with Σk 2 • k 1 . Hence the above morphism and k 2 induce a morphism
. Taking desuspension, we obtain
More precisely, we use a continuous map which represents K to define SWF(Y, c, g, P) as in the previous case. For any N ≥ 4, we can define SWF(Y, c, g, P) in a similar way. For H ⊂ H 1 (Y ; Z) with H = {0}, we also define a variant SWF(Y, c, H, g, P) as follows:
Definition 24. Let H ⊂ H 1 (Y ; Z) be a subspace with H = {0}. We can take mh 1 as a generator of H for some m ∈ Z >0 . We denote by SWF(Y, c, H, g, P) the object of C obtained by replacing h 1 with mh 1 in the construction of SWF(Y, c, g, P).
We will prove the following in Section 3.10:
Proposition 25. The object SWF(Y, c, H, g, P; A 0 , n, ∆, {λ j , µ j } j , t ± , f 1 , f 2 ) of C is independent of the choices of A 0 , n, ∆, {λ j , µ j } j , t ± and (f 1 , f 2 ) up to canonical isomorphism in C. 2 ) with respect to h j for each j. As in the previous case, we can define an object J(W
of C. Here A 0 is a fixed flat connection on det c. We can also define an isomorphism
as in Section 3.6. Before we begin the construction of SWF(Y, c, g, P), we discuss commutativity of f i and f j . To simplify notation, we suppose b 1 (Y ) = 2 and consider f 1 and f 2 . The morphism f 1 is represented by a continuous mapf 1 •h 1 , and similarly f 2 is represented byf 2 •h 2 . Heref j is a continuous map constructed as in Section 3.6. We will construct a homotopy from
− are suitable finite dimensional vector spaces which are sums of real and complex vector spaces. In particular
for each i, j. We write λ, µ for λ(0, 0), µ(0, 0) respectively. By definition, f 1 is the composition of h 1 : J(W
; A 0,0 , P), and f 1 is represented by a continuous map
Under the assumption (36), we can see that dim(
n 1 ,n 2 +1 ; A 0,0 , P), and f 2 is represented by a continuous map
As before, we have dim(
The morphism f 2 • f 1 is represented by the following continuous map
Similarly, f 1 • f 2 is represented by a continuous map
We havef
For each (i, j), put
otherwise,
We introduce the following sets of (i, j):
Lastly, we define finite dimensional vector spaces:
Taking the suspension of (37) by 2Ṽ − , we get
Similarly taking the suspension of (38) byṼ ′ − , we get Σ
We will see that we can continuously deform (39) to (40). Let γ 0 , γ 1 be paths in H 1 g (Y ) from −h 1 − h 2 to 0 defined by
There is u 1 ∈ (0, 1) such that for u ∈ (0, u 1 ) the curve Γ(u, ·) is not through
, and the curve Γ(u 1 , ·) is through the point
, we can define a continuous map
as before. This is continuous in u since λ(i, j) and 0 are not an eigenvalue of
. Using the fact that there is a canonical isomorphism
we can continuously extendĥ u to u ∈ [u 1 , u 2 ), where u 2 is the next value such that Γ(u 2 , ·) is through s 1 (i)h 1 + s 2 (j)h 2 for some i ∈ 1, . . . , ℓ 1 − 1, j ∈ {1, . . . , ℓ 2 − 1}. Repeating this discussion, we can defineĥ
trivializations t andt of this bundle andṼ − . Then we get a homotopy from , where (f 1 , f 2 ) has the properties in (15) with respect to the action of h 1 and (f ′ 1 , f ′ 2 ) has the properties in (15) with respect to the action of h 2 . Suppose that N = N ′ = 2 for simplicity, where N, N ′ are the numbers of V i , V ′ i which intersect with U n , U ′ n as in Section 3.4. As before we have an object J(W
We also have the morphisms defined by using the flow and f j :
n 1 ,n 2 ). We have the following diagram:
We can see that the above diagram is commutative up to homotopy. Hence we have a morphism
We define SWF(Y, c, g,
More precisely the definition is as follows. Letk 1 ,k 2 ,l 1 ,l 2 be the continuous maps which represent k 1 , k 2 , l 1 , l 2 respectively, induced by choices of T, ∆, λ j , µ j . We consider the following diagram: 
). There is another way to define SWF(Y, c, g, P). The commutativity of the diagram (41) gives a continuous map
We can easily prove that this object is canonically isomorphic to the original one.
We assumed that b 1 (Y ) = 2 and N = N ′ = 2. However we can easily generalize this definition to any case, provided that q Y is trivial. In the case . Proposition 28. The object SWF(Y, c, H, g, P) is independent of the choices of A 0 , n, ∆, λ(i, j), µ(i, j), t ± , t,t and F up to canonical isomorphism in C.
Proof of Proposition 25 and Proposition 28.
3.10.1. Independence from ∆, {λ j , µ j } j , t ± , t,t. To simplify notation, we suppose that b 1 (Y ) = 1, N = 2, H = H 1 (Y ; Z). The proof for the general case is similar.
Fix ∆, λ j , µ j , t ± . Take another trivializations t ′ ± of V ± . (Since b 1 (Y ) = 1, we do not need to take trivializations t of vector bundles on [0, 1]× · · · × [0, 1] andt of the vector spaceṼ . The proof of independence from t andt is similar to that of independence from t ± .) We get another continuous mapk ′ which represents the morphism k. Then we have the following diagram:
This diagram is strictly commutative. Hence we get a homeomorphism
Hence we obtain an isomorphism
, we can take a homotopy from 2t ± to 2t ′ ± . Using this homotopy, we get an isomorphism from SWF(Y, c, g, P; t ± ) to SWF(Y, c, g, P; t ′ ± ). However this isomorphism is not canonical, since π 1 (U (d ′ )) = Z and the homotopy from 2t ± to 2t ′ ± is not unique up to homotopy.
We get another continuous mapk ′ . It is sufficient to consider the case ∆ ⊂ ∆ ′ . By Lemma 20, we may suppose that V ′ ± = V ± ⊕ V ′′ ± for some vector space V ′′ ± coming from ∆ ′ \∆. Since we have proved the independence from the trivializations, we may suppose that t ′ ± = t ± ⊕ t ′′ ± for some trivialization t ′′ ± of V ′′ ± . Hence we have a canonical isomorphism
Here we have used the trivializations
We can see the following diagram is commutative:
we need to take a trivialization t of a vector bundle on a cube and a trivializationt of a vector spaceṼ . The proof of the independence from t andt is similar.
3.10.2.
Independence from A 0 . Let A ′ 0 be another flat connection. As in Section 3.6, we can prove that there is a canonical isomorphism
We consider the following diagram:
This diagram is commutative up to canonical homotopy. More precisely, as in Section 3.8, we can prove that after taking a trivialization t of a vector bundle W on [0, 1] we can define a homotopy H between Σ 2Ṽ − (k ′ •φ) and Σ 2Ṽ ′ (φ •k), using the trivialization 2t of 2W = W ⊕ W . HereṼ − and V ′ − are suitable finite dimensional vector spaces, andk,k ′ ,φ are continuous maps which represent k, k ′ , ϕ induced by choices of a partition ∆ of [−1, 0] and positive large numbers T, −λ j , µ j . The homotopy H and ϕ induce an isomorphism
Fix trivializationst − andt ′ − ofṼ − andṼ ′ − . Then, taking desuspensions, we get an isomorphism
We can prove that this isomorphism is independent of t,t − ,t ′ − as in the previous subsection. We can also prove that the following diagram is commutative:
3.10.3. Independence from F . We will prove the independence from the choice of transverse double systems. First we suppose that b 1 (Y ) = 1. Take two transverse double systems (f 1 , f 2 ) and (f 1 ,f 2 ). We want to show that SWF(Y, c, g, P; f 1 , f 2 ) and SWF(Y, c, g, P;f 1 ,f 2 ) are canonically isomorphic in C. Write W i n for the subset W i n of Str(R) associated with (f 1 ,f 2 ). It is sufficient to consider the case where f 2 =f 2 . For simplicity, suppose that N = 2,Ñ = 3, where N,Ñ are the numbers of V i ,Ṽ i which intersect U n ,Ũ n respectively, as in Section 3.4. By renumbering if necessary, we have
By definition, we have
whereK is the morphism Σ −1 C(k 1 ) → ΣJ( W i n ). We want to show that there is a canonical isomorphism between C(k) and C(K). We have the exact triangles
We also have the exact triangle
Hence we have the following diagram:
Next we show that the following is exact:
Here the morphism ΣJ(Z 2 n ) → C(k 1 ) is defined as follows. We can write
Moreover there is a canonical isomorphism
Collapsing ΣJ(Z 2 n ) into one point, we get
Note that the composition
is the usual morphism J( W 1 n ) → ΣJ(Z 1 n ). Therefore the sequence (46) is exact.
From (44), (45) and (46), we get the following diagram:
We can see that this diagram is commutative up to canonical homotopy. More precisely, as in the previous subsection, to see the homotopy commutativity of the diagram, we need to fix some trivializations of vector spaces and a vector bundle on [0, 1]. We omit the details. The homotopy commutativity of this diagram induces the canonical isomorphism
as required.
Next we consider the case W 3 n ⊂ W 2 n . In this case we can write
We can define the morphisms:
It is easy to see that C(K) and C(K ′ ) are canonically isomorphic to each other. Since W 3 n ′ ⊂ W 2 n , we can prove that C(k) is canonically isomorphic to C(K ′ ) as before. Therefore C(k) is canonically isomorphic to C(K).
Although we assumed that N = 2,Ñ = 3, we can generalize our discussion to any case.
Suppose that b 1 (Y ) = 2. Let {h 1 , h 2 } and {h 1 ,h 2 } be sets of generators of H 1 (Y ; Z). Take transverse double systems
) with respect to {h 1 , h 2 }, {h 1 ,h 2 }. We want to show that SWF(Y, c, g, P; F ) is isomorphic to SWF(Y, c, P;F ). It is sufficient to consider the case h 1 =h 1 . As in the case where b 1 (Y ) = 1, we can show that there are canonical isomorphisms
Moreover we can see that the following diagram is commutative up to canonical homotopy:
Hence we get an isomorphism SWF(Y, c, g, P; F ) ∼ = SWF(Y, c, g, P;F ). We can see that the following diagram is commutative:
3.10.4. Independence from n. Assume that b 1 (Y ) = 2 for simplicity. We will see that f 1 induces an isomorphism
We have the isomorphism
).
This induces a homotopy equivalencê
Consider the following diagram:
As in Section 3.8, we can construct a homotopy from 
On the other hand, fix trivializations
Then in the category C we get isomorphisms induced by
Combining (47) and (48), we get an isomorphism
We can prove the following digram is commutative:
Stable cohomotopy version of Seiberg-Witten invariants for closed manifolds. Before we construct the relative stable cohomotopy version of Seiberg-Witten invariants for 4-manifolds with boundary, we briefly review the construction of the invariant for closed 4-manifolds. See [2] for the detail. Let X be a closed, oriented 4-manifold and choose a Riemannian metriĉ g on X. Take a spin-c structureĉ of X and fix a connectionÂ 0 of detĉ. We denote by S + , S − the spinor bundles on X associated withĉ and bŷ ρ : T * X → Hom(S + , S − ) the Clifford multiplication. Let Ω 1 g (X) be the image ofd * : Ω 2 (X) → Ω 1 (X) and Ω + g (X) be the space of self-dual 2-forms on
We define U (1)-actions on E(X) and F(X) by multiplications on S + and S − . The Seiberg-Witten map is defined by
is the self-dual part of the curvature FÂ 0 +â and q(φ) is an endomorphism of S + defined byφ ⊗φ * − 1 2 |φ| 2 id which is considered to be a self-dual 2-form through an isomorphism Λ + T * X ∼ = End(S + ) induced bŷ ρ.
We take a finite dimensional approximation of the map SW as follows. We can write SW as L + C, where L is the linear part of SW and defined by L(â,φ) = (d +â , DÂ 0φ ), and C(â,φ) = (F + A 0 + q(φ), ρ(â)φ). Let U be finite dimensional subspace of F(X) such that Im L + U = F(X) and put U ′ = L −1 (U ). Then using the compactness of the Seiberg-Witten moduli space, we can show that the map
Here U + and (U ′ ) + are the one point compactification of U and U ′ respectively. Bauer and Furuta [2] showed that for sufficiently large U , the U (1)-equivariant homotopy class of SW + U is stable (in a suitable sense.) Hence we get an element ψ X,ĉ of a U (1)-equivariant stable cohomotopy group
U (1) ( * ; Ind Dĉ) and ψ X,ĉ is an invariant of X which is independent of the choices ofĝ and U . More precisely, in [2] , Bauer and Furuta constructed an element Ψ X,ĉ of a stable cohomotopy group π b + (X) U (1) (Pic(X); Ind Dĉ) of the Thom space of the index bundle on Pic(X) of a family of Dirac operators. ψ X,ĉ is the restriction of Ψ X,ĉ to the fiber of the index bundle.
Relative invariant.
We will define the relative invariant following [9, 10, 11, 14] . Let Y be a closed, 
Here i is the inclusion Y ֒→ X 1 , ν is the normal vector field on Y and Y j is a connected components of
The boundary condition in the definition of Ω 1 g 1 (X 1 ) was introduced by Khandhawit in [9] and is called the double Coulomb condition. Let U X 1 be the orthogonal complement in
) of the space H 1 (X 1 ) of harmonic 1-forms on X 1 satisfying the double Coulomb condition. The Seiberg-Witten map SW µ of X 1 is
where V µ is the subspace of V spanned by eigenvectors of D A 0 + B P 0 with eigenvalues in (−∞, µ] and
Take small neighborhoods N, N ′ of Y in X 1 with N ⊂ N ′ and a smooth function τ : X 1 → [0, 1] with τ = 1 on N and τ = 0 on X 1 \N ′ . We writê LÂ 1 ,P for the following operator:
This operator is Fredholm. We can take a finite dimensional subspace
of the Seiberg-Witten map. We will show that this map defines a morphism 
Proof. Fix a large compact set B in W ∩ V 
Here y 1 = p µ λ i * x 1 and we think of U
There is T 0 > 0 independent of U 1 , λ, µ, ǫ such that if T > T 0 for large U 1 , −λ, µ, ≫ 0 and small ǫ > 0, (50) is well defined and continuous.
Proof. To prove the map (50) is well defined, we need to show that if
Assume that the proposition is false. Then we have sequences T α , −λ α , µ α , → ∞, U 1,α with dim U 1,α → ∞, ǫ α → 0,x 1,α ∈ U ′ 1,α with x 1,α = R ′ 1 such that y 1,α · [0, T α ] ⊂ N α \L α ⊂ W . Here (N α , L α ) is an index pair for Inv( W ∩ V µα λα ) satisfying (49) and y 1,α = p µα λα i * (x 1,α ). The assumptions that x 1,α = R ′ 1 and that y 1,α · [0, T α ] ⊂ N α \L α ⊂ W imply that the energy of (x 1,α , {y 1,α · T } 0≤T ≤Tα ) is bounded by a constant independent of α. By (a slightly different version of) Lemma 2 in [9] , we can find subsequenceŝ x 1,α ′ conversing to a solutionx 1 to the Seiberg-Witten equations on X 1 with x 1 = R ′ 1 and y 1α ′ : [0,
conversing to a finite energy trajectory y 1 : [0, ∞) → V on each compact set in [0, ∞), and we have i * (x 1 ) = y 1 (0). Since R ′ 1 ≫ 0, this is a contradiction to Corollary 2 in [9] . Using the assumption that (N, L) is regular, we can see that ψ is continuous.
Taking the desuspension of (50) we get a morphism 
Here the morphism J(W i −n )∨· · ·∨J(W i n ) → J(W i n ) is the morphism induced by f 1 . (More precisely, we need to choose trivialization of a vector space and a vector bundle as in Section 3.8 to get the homotopy.) Therefore we get The proof of this proposition is omitted.
Proof of gluing formula
5.1. Proof of Theorem 3. To simplify notation, we give the proof in the case b 1 (Y ) = 1, N = 2. After choosing some data, we may think of Σ 2 Σ V µ λ η • (ψ X 1 ,ĉ 1 ,H,ĝ 1 ,P ∧ ψ X 2 ,ĉ 2 ,ĝ 2 ,P ) as a continuous map
Here we think of (U j ) + and (U ′ j ) + as B(U j , ǫ)/S(U j , ǫ) and B(U ′ j , R ′ j )/S(U ′ j , R ′ j ) for some small ǫ > 0 and large R ′ j > 0. pr U j sw(x j ), y 1 − y 2 ) if pr U j sw(x j ) < ǫ, y 1 − y 2 < ǫ, * otherwise.
Here y j = p µ λ i * x j and i : Y ֒→ X = X 1 ∪ Y X 2 is the inclusion, and we consider U + j and (U ′ j ) + to be B(U j , ǫ)/S(U j , ǫ) and B(U ′ j , R ′ j )/S(U j , R ′ j ). We can prove that H u is well defined for large U 1 , U 2 , −λ, µ and small δ, ǫ as in [15, p.130 ] using the compactness of the moduli space of monopoles on a closed 4-manifold. We can see that The same deformation of s j (ζ) as that in the proof of Lemma 13 gives a homotopy from H 1 to the suspension by R 2 of the map (53). We have done the proof of Proposition 33.
Proof of Theorem 3
Although we used a different boundary condition to define the relative invariants from that of [15] , we can apply the proof of the gluing formula in [15, Section 4 ] to (53) with some modification ( [18] ) and we have done the proof of Theorem 3.
