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Abstract
We introduce a hybridized discontinuous Galerkin method for the incompressible Reynolds Averaged Navier-
Stokes equations coupled with the Spalart-Allmaras one equation turbulence model. With a special choice
of velocity and pressure spaces for both element and trace degrees of freedom, we arrive at a method which
returns point-wise divergence-free mean velocity fields and properly balances momentum and energy. We further
examine the use of different polynomial degrees and meshes to see how the order of the scalar eddy viscosity
affects the convergence of the mean velocity and pressure fields, specifically for the method of manufactured
solutions. As is standard with hybridized discontinuous Galerkin methods, static condensation can be employed
to remove the element degrees of freedom and thus dramatically reduce the global number of degrees of freedom.
Numerical results illustrate the effectiveness of the proposed methodology.
Key Words: Hybridized discontinuous Galerkin methods; Divergence conforming discretizations; RANS:
Reynolds averaged Navier-Stokes; Incompressible flow; Spalart-Allmaras turbulence model; Static condensa-
tion
1 Introduction
The discontinuous Galerkin (DG) method was originally introduced by Reed and Hill in [1] to solve the neutron
transport equation, however with little analysis of its properties. A more rigorous exploration of the method
and its properties were discovered and discussed in [2, 3]. Since then, the method has gained popularity and has
since been extended to a multitude of other problems governed by partial differential equations (PDEs) detailed
in [4] and [5]. DG methods combine the advantages of classical finite volume methods (FVM) with finite element
methods (FEM). Much like FVM, DG has a natural framework for dealing with advection problems, or more
generally hyperbolic problems, but in addition it has a natural extension to higher order methods, in a similar
fashion to FEM. Thus DG is capable of resolving solutions with large gradients, including shocks, as well as
dealing with complex geometries. Another important advantage of having a method which is higher order is
that more work can be done on processor for element interiors, limiting the overall percentage of work needed
for communication in a parallel framework. In fact, it has been regularly used to solve large-scale forward
[6, 7] and inverse problems [8]. However, there is a major drawback associated with this class of method. In
general, DG methods introduce an increased amount of degrees of freedom (DOFs) which cannot be alleviated
by increasing the polynomial order. Consequently, implicit time integration schemes are often intractable and
one must resort to explicit schemes hindering the range of acceptable Courant-Friedrichs-Lewy (CFL) condition
numbers. This can make the method prohibitively expensive in comparison to other existing numerical methods,
such as continuous Galerkin (CG) or spectral element methods.
Within the last decade, Cockburn and his collaborators have devised a method which alleviates the high cost of
DG methods using hybridization. The resulting approach, referred to as the hybridized discontinuous Galerkin
(HDG) method, has been applied successfully to several types of PDEs including, but not limited to, Poisson’s
equation [9], advection-diffusion equations [10, 11, 12, 13], the Stokes equations [14, 15, 16, 17], and even the
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Euler and Navier-Stokes equations [18, 19]. With an HDG method, there are both interior DOFs that reside
on the interiors of elements and trace (or skeleton) DOFs that reside on the edges of polygons in 2-D and
faces of polyhedra in 3-D. The trace DOFs act as communicators across element boundaries. In fact, static
condensation can be employed to write the interior DOFs in terms of the trace DOFs, allowing one to remove
the interior DOFs entirely from the discrete system of equations. In this manner, the HDG method allows one
to significantly reduce the number of DOFs in the global system as compared with a corresponding DG method,
rendering the HDG method competitive with higher-order CG and spectral element methods. Once the trace
DOFs are determined, the interior DOFs can be realized locally in an element-by-element manner. Furthermore,
with the supposition of convergence of a DG method, the equivalent HDG method is guaranteed to converge
[20], with this condition being sufficient but not necessary.
Recently, there has been a concerted effort in further developing HDG methods for the incompressible Navier-
Stokes equations and related PDE’s, including the development of stable mixed elements and structure-preserving
discretizations [21] as well as super convergent post-processing procedures [22]. There has additionally been ef-
forts to alleviate the associated complexity of developing new HDG discretizations. Bui-Thanh has contributed
to this avenue by constructing HDG methods from a Godunov approach [23] as well as from the Rankine-
Hugoniot condition [24]. These types of methodologies render the trace unknowns as upwind states, while
providing a parameter-free framework.
In this work, we construct a new HDG method for the incompressible Reynolds-Averaged Navier-Stokes (RANS)
equations. To construct our method, we begin with the divergence-conforming HDG method recently introduced
for the incompressible Navier-Stokes equations by Rhebergen and Wells in [21], and we modify the method to han-
dle a RANS closure model. More specifically, we design an HDG method for the Spalart-Allmaras one-equation
turbulence model [25], where we treat the transport equation for the eddy viscosity as an advection-diffusion
equation. It is important to note that we introduce trace DOFs for the primal variables, that is, the flow field
and turbulence variables, for the sake of implementational ease. This is in contrast with many alternative HDG
methods where trace DOFs represent inter-element fluxes.
A defining feature of our HDG method is that it produces a point-wise divergence-free mean velocity field.
It has been shown in recent works that discretizations of the incompressible Navier-Stokes equations which
exactly preserve the divergence-free constraint are typically more robust than methods which only satisfy the
divergence-free constraint in a weak manner [26]. For example, divergence-conforming discretizations simulta-
neously conserve momentum and energy [27], while discretizations which only weakly satisfy the divergence-free
constraint typically conserve either momentum or energy but not both. The velocity error is also decoupled
from the pressure error for divergence-conforming discretizations, a property commonly referred to as pressure
robustness [28]. Finally, mass conservation is considered to be of prime importance for coupled-flow transport
[29], so divergence-free discretizations are particularly attractive for such applications. This last point inspires
our current work, as the Spalart-Allmaras model may be viewed as a coupled-flow transport problem wherein
the eddy viscosity is a scalar transported by the fluid flow.
An outline of this paper is as follows. In the next section, we recall the strong form of the incompressible RANS
equations. In Section 3, we present a semi-discrete divergence-conforming HDG method for the incompressible
RANS equations, assuming an underlying linear eddy viscosity model, and we show that the method conserves
mass in a point-wise manner, conserves momentum globally, and is energy stable. Motivated by the fact
that most turbulence model equations are transport equations, we recall the strong form of the scalar advection-
diffusion equation in Section 4, and we present a semi-discrete HDG method for the advection-diffusion equation,
assuming an underlying divergence-free velocity field, in Section 5. In Section 6, we present a semi-discrete HDG
method for the incompressible RANS equations with the Spalart-Allmaras one-equation turbulence model by
combining our previous semi-discrete HDG methods for the incompressible RANS equations and the advection-
diffusion equation. In Section 7, we present a staggered time-integration scheme for our HDG method for the
incompressible RANS equations with the Spalart-Allmaras model, and we illustrate how static condensation
can be employed to reduce computational cost in Section 8. We present illustrative numerical results in Section
9, and finally, in Section 10, we draw conclusions and discuss future research directions.
2
2 Strong Form of the Reynolds Averaged Navier-Stokes Equations
We begin this paper by recalling the strong form of the incompressible RANS equations. The derivation of the
incompressible RANS equations relies on a Reynolds decomposition of the velocity and pressure fields into mean
and fluctuating components, viz.:
u = u + u′
p = p+ p′
(1)
where ∗ and ∗′ denote the mean and fluctuation respectively. We then obtain the incompressible RANS equa-
tions by taking the mean of the incompressible Navier-Stokes equations and exploiting the above Reynolds
decompositions. The resulting system is displayed below:
∂u
∂t
+∇ · (u⊗ u) + 1
ρ
∇p−∇ · (2ν∇Su) +∇ · (u′ ⊗ u′) = f
∇ · u = 0
(2)
Above, ∇Su = 12 (∇u + (∇u)T) denotes the mean strain rate tensor and u′ ⊗ u′ denotes the Reynolds stress
tensor.
In this paper, we will focus our attention on linear eddy viscosity models. These models assume that the mean
strain rate tensor and the anisotropic part of the Reynolds stress tensors are aligned, and hence there exists an
eddy viscosity νT such that:
u′ ⊗ u′ = −2νT∇Su + 2
3
kI (3)
where k = 12 tr
(
u′ ⊗ u′) is the turbulent kinetic energy and I is the identity tensor. It is generally assumed
that the eddy viscosity is non-negative. Otherwise, the resulting system may be unstable. In what follows, we
combine the contributions of the mean pressure field and the isotropic part of the Reynolds stress tensor using
a modified pressure p+ 23ρk. With an abuse of notation, we use p to denote this modified pressure.
We are now ready to state the strong form of the incompressible RANS equations subject to a linear eddy
viscosity model. Let Ω denote a Lipschitz and bounded domain in Rd, where d = 2 for two-dimensional domains
and d = 3 for three-dimensional domains. Let ∂Ω denote the boundary of Ω with outward unit normal n. Let
∂Ω be partitioned into a Dirichlet boundary ΓD and a Neumann boundary ΓN such that ∂Ω = ΓD ∪ ΓN and
ΓD∩ΓN = ∅. We assume a constant density ρ ∈ R+, a variable kinematic viscosity ν : Ω×(0,∞)→ R+, a variable
body force f : Ω×(0,∞)→ Rd, a variable velocity specification on the Dirichlet boundary g : ΓD×(0,∞)→ Rd,
a variable traction specification on the Neumann boundary h : ΓN × (0,∞)→ Rd, and a variable initial velocity
u0 : Ω → Rd. We also freeze the turbulent viscosity in the following presentation. That is, we assume that
νT : Ω × (0,∞) → R+ is a known function. This will allow us to examine the properties of our discretization
for the incompressible RANS equations independent of the chosen eddy viscosity model. We will later make
the turbulent viscosity a function of the unknown mean flow field and unknown turbulence variables. With the
above assumptions, the strong form is as follows:
Strong Form for the Incompressible RANS Equations
Find u : Ω¯× [0,∞)→ Rd and p : Ω× (0,∞)→ R such that:
∂u
∂t
+∇ · (u⊗ u) + 1
ρ
∇p−∇ · (2(ν + νT )∇Su) = f in Ω× (0,∞)
∇ · u = 0 in Ω× (0,∞)
u = g on ΓD × (0,∞)[
−1
ρ
pI + 2(ν + νT )∇Su
]
· n−min(u · n, 0)u = h on ΓN × (0,∞)
u(·, 0) = u0 in Ω
(4)
3
Note that we have utilized somewhat unorthodox Neumann boundary conditions above. On the outflow parts
ΓN (i.e., where u · n ≥ 0), we set the traction, i.e.,
[
− 1ρpI + 2(ν + νT )∇Su
]
· n = h, as is standard. How-
ever, on the inflow parts of ΓN , we instead set the sum of momentum, pressure, and diffusive fluxes, i.e.,[
−(u⊗ u)− 1ρpI + 2(ν + νT )∇Su
]
· n = h. This yields a well-posed formulation in the presence of backflow
[30].
3 Semi-Discrete HDG Formulation for the Reynolds Averaged Navier-
Stokes Equations
We are now ready to construct an HDG method for the incompressible RANS equations subject to a linear eddy
viscosity model. In this section, we discretize in space, and later, we discretize in time. To discretize in space,
we first introduce a mesh over which the incompressible RANS equations will be discretized. Let T := {Ωe}nele=1
be a triangulation of the domain into non-overlapping simplex elements such that Ω = ∪nele=1Ωe. The ith edge or
face of an element Ωe ⊂ T is denoted by Γei and the outward unit normal vector on Γei to Ωe is denoted by n.
Two adjacent cells Ωe+ and Ωe− share an edge or face F , and we call such an F an interior facet. Any edge or
face F that lies on the boundary of the domain ∂Ω is called a boundary facet. The sets of interior and boundary
facets are denoted by Fint and Fbdy respectively. The set of all facets is denoted by F := Fint ∪ Fbdy, and we
define the mesh skeleton as Γ˜ = ∪F∈FF . A pictorial representation of the above objects can be seen in Fig. 1.
Let Pk(D) denote the space of polynomials of degree k ≥ 0 on a domain D. For polynomial degree k ≥ 1, we
consider the following finite element spaces defined on the mesh:
V h := {vh ∈ [L2(Ω)]d : vh∣∣
Ωe
∈ [Pk(Ωe)]d ∀Ωe ∈ T }
Vˆ h := {vˆh ∈ [L2(Γ˜)]d : vˆh∣∣
F
∈ [Pk(F )]d ∀F ∈ F}
Qh := {qh ∈ L2(Ω) : qh∣∣
Ωe
∈ Pk−1(Ωe) ∀Ωe ∈ T }
Qˆh := {qˆh ∈ L2(Γ˜) : qˆh∣∣
F
∈ Pk(F ) ∀F ∈ F}
(5)
We will approximate the velocity and pressure fields over element interiors using the spaces V h and Qh, respec-
tively. We will approximate the velocity and pressure fields over the mesh skeleton using the spaces Vˆ h and Qˆh,
respectively. We will henceforth refer to V h and Qh as the (discrete) velocity and pressure spaces and we will
refer to Vˆ h and Qˆh as the (discrete) velocity and pressure trace spaces. It is important to note that functions
in the velocity and pressure spaces are defined on the whole domain Ω, whereas functions in the trace spaces
Figure 1: Mesh Notation.
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are defined only on the mesh skeleton Γ˜. We also introduce the spaces:
Vˆ hg := {vˆh ∈ Vˆ h : vˆh = g on ΓD}
Vˆ h0 := {vˆh ∈ Vˆ h : vˆh = 0 on ΓD}
(6)
which will correspond to our velocity trace trial and test spaces.
Note that functions in the velocity and pressure spaces V h and Qh may be discontinuous across cell boundaries.
Let F be an interior facet of the mesh shared by two elements Ωe+ and Ωe− . We denote the outward facing
normals on F to Ωe+ and Ωe− as n
+ and n−, respectively. For y ∈ V h, we denote the trace of y|Ωe+ along F
as y+, and we denote the trace of y|Ωe− along F as y−. The jump operator across F can then be defined asJyK = y+ · n+ + y− · n−.
With all of the aforementioned terminology in place, we are now ready to state our semi-discrete HDG formula-
tion for the incompressible RANS equations. Our method is the natural extension of the divergence-conforming
HDG method of Rhebergen and Wells [21] to the RANS setting, wherein advective fluxes are treated using
upwinding and diffusive fluxes are treated using the symmetric interior penalty method.
Semi-Discrete HDG Formulation for the Incompressible RANS Equations
Find
(
uh, uˆ
h
, ph, pˆ
h
)
∈ V h × Vˆ hg ×Qh × Qˆh such that:
Continuity Equation∑
e
∫
Ωe
1
ρ
∇ · uhqhdΩ = 0 ∀qh ∈ Qh (7)
Continuity Conservativity Condition∑
e
∑
i
∫
Γei
1
ρ
uh · nqˆhdΓ−
∫
∂Ω
1
ρ
uˆ
h · nqˆhdΓ = 0 ∀qˆh ∈ Qˆh (8)
Momentum Equation∫
Ω
∂uh
∂t
· vhdΩ
−
∑
e
∫
Ωe
(uh ⊗ uh) : ∇vhdΩ−
∑
e
∫
Ωe
1
ρ
phI : ∇vhdΩ +
∑
e
∫
Ωe
2(ν + νT )∇Suh : ∇SvhdΩ
+
∑
e
∑
i
∫
Γei
(uh ⊗ uh) : (vh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
(uˆ
h − uh)⊗ λuh : (vh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
1
ρ
pˆ
h
I : (vh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
2(ν + νT )∇Suh : (vh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )(uˆ
h − uh)⊗ n : (vh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2(ν + νT )[(uˆ
h − uh)⊗ n] : ∇SvhdΓ−
∫
Ω
f · vhdΩ = 0 ∀vh ∈ V h
(9)
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Momentum Conservativity Condtion
−
∑
e
∑
i
∫
Γei
(uh ⊗ uh) : (vˆh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
(uˆ
h − uh)⊗ λuh : (vˆh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
1
ρ
pˆ
h
I : (vˆh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
2(ν + νT )∇Suh : (vˆh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )(uˆ
h − uh)⊗ n : (vˆh ⊗ n)dΓ
+
∫
ΓN
(1− λ)(uˆh · n)(uˆh · vˆh)dΓ +
∫
ΓN
h · vˆhdΓ = 0 ∀vˆh ∈ Vˆ h0
(10)
Above, on the ith facet Γei of the e
th element Ωe, λ is an indicator function that takes on a value of unity if the
facet is an inflow facet and a value of zero if it is an outflow facet, i.e.:
λ =
{
1 if uh · n < 0
0 if uh · n ≥ 0 (11)
These definitions result from the fact that we have discretized the incompressible RANS equations using an
upwind treatment of the advective component of the flux, as discussed in [21].
The penalty constant Cpen arises from the fact that we have discretized the diffusive component of the flux
using the symmetric interior penalty method [31]. As is typical with interior penalty methods, the constant
Cpen must be chosen sufficiently large as to ensure the resulting semi-discrete formulation is energy stable [32].
To arrive at an intelligent choice for Cpen, one typically turns to trace inequalities. Following Warburton and
Hesthaven [33], it can be shown that the following inequality holds in the two-dimensional setting:
||∇Svh||2∂Ωe ≤ (k + 1)(k + 2)
Perimeter(Ωe)
Area(Ωe)
||∇Svh||2Ωe (12)
for all Ωe ∈ T and vh ∈ V h, and a similar result holds in the three-dimensional setting. If we define the mesh size
he to be equal to Area(Ωe)/Perimeter(Ωe), it suffices to select Cpen ≥ (k+ 1)(k+ 2). We later demonstrate this
choice yields an energy stable method. In all of our later computations, we have selected Cpen = (k+ 1)(k+ 2).
Note that the definition he = Area(Ωe)/Perimeter(Ωe) is somewhat non-standard. It is related not to the diame-
ter of the element but rather to the diameter of the incircle of the element. However, we have found this definition
to be critical in ensuring stability in the presence of boundary layer meshes containing high-aspect ratio elements.
We now present a consistency result for our semi-discrete formulation.
Proposition 1 (Consistency)
The semi-discrete HDG method presented in Eqs. (7-10) is consistent provided the exact solution (u,p) of the
incompressible RANS equations is sufficiently smooth. That is, Eqs. (7-10) hold if we replace
(
uh, uˆ
h
, ph, pˆ
h
)
with (u,u|Γ˜, p, p|Γ˜).
Proof. Note that for, a sufficiently smooth exact solution (u, p), Eq. (4) are satisfied in a point-wise man-
ner. Using this, we show that each of Eqs. (7-10) hold if we replace
(
uh, uˆ
h
, ph, pˆ
h
)
with
(
u,u|Γ˜, p, p|Γ˜
)
. We
begin with the continuity equation, that is, Eq. (7). This holds trivially since u is divergence-free and hence:∑
e
∫
Ωe
1
ρ
∇ · uqhdΩ = 0 ∀qh ∈ Qh (13)
We next consider the continuity conservativity equation, Eq. (8). This holds since:∑
e
∑
i
∫
Γei
1
ρ
u · nqˆhdΓ−
∫
∂Ω
1
ρ
u|Γ˜ · nqˆhdΓ =
∫
Γ˜\∂Ω
1
ρ
JuKqˆhdΓ = 0 ∀qˆh ∈ Qˆh (14)
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as JuK = 0 on each interior facet F ∈ Fint. We now continue with the momentum equation, Eq. (9). Through
reverse integration by parts, we have:∫
Ω
∂u
∂t
· vhdΩ−
∑
e
∫
Ωe
(u⊗ u) : ∇vhdΩ−
∑
e
∫
Ωe
1
ρ
pI : ∇vhdΩ +
∑
e
∫
Ωe
2(ν + νT )∇Su : ∇SvhdΩ
+
∑
e
∑
i
∫
Γei
(u⊗ u) : (vh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
(u|Γ˜ − u)⊗ λu : (vh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
1
ρ
p|Γ˜I : (vh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
2(ν + νT )∇Su : (vh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )(u|Γ˜ − u)⊗ n : (vh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2(ν + νT )[(u|Γ˜ − u)⊗ n] : ∇SvhdΓ−
∫
Ω
f · vhdΩ
=
∑
e
∫
Ωe
[
∂u
∂t
+∇ · (u⊗ u) + 1
ρ
∇p−∇ · (2(ν + νT )∇Su)− f
]
· vhdΩ = ~0 ∀vh ∈ V h
(15)
since:
∂u
∂t
+∇ · (u⊗ u) + 1
ρ
∇p−∇ · (2(ν + νT )∇Su)− f = 0 in Ω× (0,∞) (16)
We finish with the momentum conservativity equation, Eq. (10). This holds since:
−
∑
e
∑
i
∫
Γei
(u⊗ u) : (vˆh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
(u|Γ˜ − u)⊗ λuh : (vˆh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
1
ρ
p|Γ˜I : (vˆh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
2(ν + νT )∇Su : (vˆh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )(u|Γ˜ − u)⊗ n : (vˆh ⊗ n)dΓ
+
∫
ΓN
(1− λ)(u|Γ˜ · n)(u|Γ˜ · vˆh)dΓ +
∫
ΓN
h · vˆhdΓ
=
∫
Γ˜/∂Ω
(− (u · vˆh) JuK + J2(ν + νT )∇su¯K · vˆh) dΓ
−
∫
ΓN
([
−1
ρ
pI + 2(ν + νT )∇Su
]
· n−min(u · n, 0)u− h
)
· vˆhdΓ = 0 ∀vˆh ∈ Vˆ h
(17)
as JuK = 0 and J2(ν + νT )∇SuK = 0 on each interior facet F ∈ Fint and:[
−1
ρ
pI + 2(ν + νT )∇Su
]
· n−min(u · n, 0)u− h = 0 on ΓN × (0,∞) (18)
This completes the proof.
We next present a result illustrating our semi-discrete formulation conserves mass in a pointwise manner.
Proposition 2 (Pointwise Mass Conservation)
If uh ∈ V h and uˆh ∈ Vˆ h satisfy Eqs. (7) and (8), with Vh and Vˆ h defined in Eq .(6), then:
∇ · uh = 0 ∀x ∈ Ωe, ∀Ωe ∈ T (19)
and: JuhK = 0 ∀x ∈ F, ∀F ∈ Fint
uh · n = uˆh · n ∀x ∈ F, ∀F ∈ Fbdy
(20)
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Proof. The proof follows in the same manner as the proof of Proposition 1 in [21], though we review the proof
as pointwise mass conservation is a key feature of our HDG method. From Eq. (7) it follows that:
0 =
∫
Ωe
qh∇ · uhdΩ ∀qh ∈ Pk−1(Ωe), ∀Ωe ∈ T (21)
Since ∇ · uh ∈ Pk−1(Ωe) for every Ωe ∈ T , we can take qh = ∇ · uh in the above equation, yielding∫
Ωe
(∇ · uh)2dΩ = 0 for every Ωe ∈ T . Thus ∇ · uh ≡ 0 in Ω.
From Eq. (8) it follows that:
0 =
∫
F
JuhKqˆhdS ∀qˆh ∈ Pk(F ), ∀F ∈ Fint (22)
Since JuhK ∈ Pk(F ) for all F ∈ Fint, we can choose qˆh = JuhK, yielding ∫F JuhK2dΓ = 0 for all F ∈ Fint. ThusJuhK ≡ 0 on Γ˜/∂Ω.
From Eq. (8) it also follows that:
0 =
∫
F
(
uh − uˆh
)
· nqˆhdS ∀qˆh ∈ Pk(F ), ∀F ∈ Fbdy (23)
Since
(
uh − uˆh
)
·n ∈ Pk(F ) for all F ∈ Fbdy, we can choose qˆh =
(
uh − uˆh
)
·n, yielding ∫
F
((
uh − uˆh
)
· n
)2
dΓ =
0 for all F ∈ Fbdy. Thus
(
uh − uˆh
)
· n ≡ 0 on ∂Ω.
Proposition 2 is a stronger statement of mass conservation than general DG or HDG finite element meth-
ods, in which mass conservation is normally satisfied locally (element-wise) in an integral sense only. There are
two fundamental reasons why our semi-discrete formulation conserves mass in a pointwise manner. First of all,
the element-wise divergence operator maps the velocity space V h into the pressure space Qh. Second of all,
the element-wise trace operator maps the velocity space V h into the pressure trace space Qˆh. Any choice of
velocity, pressure, velocity trace, and velocity pressure spaces that satisfy these two properties will result in a
divergence-conforming HDG method. It can easily be seen that the choice of approximation spaces presented
here corresponds to a hybridization of a divergence-conforming DG method employing a Brezzi-Douglas-Marini
velocity-pressure pair [34].
The next result gives a global momentum balance law for our semi-discrete method.
Proposition 3 (Global Momentum Balance)
Let (uh, uˆ
h
, ph, pˆ
h
) ∈ V h × Vˆ h ×Qh × Qˆh satisfy Eq.(7 -10). If ΓD = ∅:
d
dt
∫
Ω
uhdΩ =
∫
Ω
fdΩ−
∫
ΓN
(1− λ)(uˆh · n)uˆhdΓ−
∫
ΓN
hdΓ (24)
Proof. The proof follows in the same manner as the proof of Proposition 2 in [21].
The next result states that our semi-discrete method is globally energy stable.
Proposition 4 (Global Energy Stability)
If (uh, uˆ
h
, ph, pˆ
h
) ∈ V h × Vˆ h ×Qh × Qˆh satisfy Eqs. (7 - 10), f = 0, g = 0, h = 0, and νT ≥ 0:
d
dt
∑
e
∫
Ωe
|uh|2dΩe ≤ 0 (25)
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Proof. The proof follows in the same manner as the proof of Proposition 3 in [21], though we review the proof
to illustrate the role of the penalty constant Cpen. Setting v
h = uh and vˆh = uˆ
h
in Eqs. (7-10), summing the
two expressions together, recognizing that ∇ ·uh = 0 in Ω and uh ·n = uˆh ·n for all F ∈ F , and exploiting that
λuh · n = (uh · n− |uh · n|)/2, we obtain:
∑
e
1
2
∫
Ωe
∂|uh|2
∂t
dΩ +
∑
e
∑
i
1
2
∫
Γei
(uh · n)|uh|2dΓ
−
∑
e
∑
i
1
2
∫
Γei
(uh · n)|uˆh|2dΓ +
∑
e
∑
i
1
2
∫
Γei
|uh · n||uh − uˆh|2dΓ
+
∑
e
∫
Ωe
2(ν + νT )|∇Suh|2dΩ +
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )|uˆh − uh|2dΓ
+4
∑
e
∑
i
∫
Γei
(ν + νT )(∇Suh · n) · (uˆh − uh)dΓ +
∫
ΓN
(1− λ)(uˆh · n)|uˆh|2dΓ
−
∑
e
∫
Ωe
(uh ⊗ uh) : ∇uhdΩ = 0
(26)
Since uˆ
h
is continuous across facets, JuhK = 0 on interior facets, and uˆh · n = uh · n on the domain boundary,
the third integral on the left hand side of Eq.(26) can be simplified as follows:
−
∑
e
∑
i
1
2
∫
Γei
(uh · n)|uˆh|2dΓ = −1
2
∫
ΓN
(uˆ
h · n)|uˆh|2dΓ (27)
By the product rule, it holds that −uh ⊗ uh : ∇uh = −∇ · ((uh ⊗ uh) · uh)/2 since ∇ · uh = 0 on each element
Ωe. By the divergence theorem, it then holds that the last term on the left hand side of Eq. (26) is equal to:
−
∑
e
∫
Ωe
(uh ⊗ uh) : ∇uhdΩ = −1
2
∑
e
∑
i
∫
Γei
(uh · n)|uh|2dΓ (28)
Combining Eqs. (26-28) yields: ∑
e
1
2
∫
Ωe
∂|uh|2
∂t
dΩ = −
∑
e
∑
i
1
2
∫
Γei
|uh · n||uh − uˆh|2dΓ
−
∑
e
∫
Ωe
2(ν + νT )|∇Suh|2dΩ−
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )|uˆh − uh|2dΓ
−4
∑
e
∑
i
∫
Γei
(ν + νT )(∇Suh · n) · (uˆh − uh)dΓ− 1
2
∑
e
∑
i
∫
Γei
(uˆ
h · n)|uˆh|2dΓ
(29)
where we have used that:∫
ΓN
(1− λ)(uˆh · n)|uˆh|2dΓ− 1
2
∫
ΓN
(uˆ
h · n)|uˆh|2dΓ = 1
2
∑
e
∑
i
∫
Γei
(uˆ
h · n)|uˆh|2dΓ (30)
By the Cauchy-Schwarz inequality and Young’s inequality, it holds that:
− 4
∑
e
∑
i
∫
Γei
(ν + νT )(∇Suh · n) · (uˆh − uh)dΓ ≤
∑
e
∫
∂Ωe
2he
Cpen
(ν + νT )|∇Suh|2dΓ +
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT )|uˆh − uh|2dΓ
(31)
and by the trace inequality, it holds that∫
∂Ωe
(ν + νT )|∇Suh|2dΓ ≤ (k + 1)(k + 2)
he
∫
Ωe
(ν + νT )|∇Suh|2dΩ (32)
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for each element Ωe. Combining Eqs. (29-32) and exploiting the fact that Cpen ≥ (k + 1)(k + 2) yields:∑
e
1
2
∫
Ωe
∂|uh|2
∂t
dΩ ≤ −
∑
e
∑
i
1
2
∫
Γei
|uh · n||uh − uˆh|2dΓ− 1
2
∑
e
∑
i
∫
Γei
(uˆ
h · n)|uˆh|2dΓ ≤ 0 (33)
This completes the proof.
4 Strong Form of the Advection-Diffusion Equation
The HDG method that we have presented for the incompressible RANS equations applies to all linear eddy
viscosity models. With most eddy viscosity models, we must solve additional transport equations for so-called
turbulence variables. For example, with a k-ε model [35], we solve transport equations for the turbulent kinetic
energy k and the turbulent dissipation ε, while with a Spalart-Allmaras model, we solve a single transport
equation for the eddy visosity νT itself. The transport equations for the turbulence variables typically take the
form of advection-diffusion equations. As such, we present here HDG methods for a general advection-diffusion
equation.
Once again consider a Lipschitz and bounded domain Ω ⊂ Rd, and let us partition the boundary of the domain
∂Ω into a Dirichlet boundary ΓD and a Neumann boundary ΓN such that ∂Ω = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅.
Let f : Ω × (0,∞) → R, g : ΓD × (0,∞) → R, h : ΓN × (0,∞) → R, and φ0 : Ω → R. Moreover, let
κ : Ω× (0,∞)→ R+, let u : Ω× (0,∞)→ Rd, and assume ∇·u ≡ 0. The strong form of the advection-diffusion
equation then reads:
Strong Form of the Advection-Diffusion Equation
Find φ : Ω¯× [0,∞)→ R such that:
∂φ
∂t
+ u · ∇φ−∇ · (κ∇φ) = f in Ω× (0,∞)
φ = g on ΓD × (0,∞)
uφ · n− κ∇φ · n−max(u · n, 0)φ = h on ΓN × (0,∞)
φ(·, 0) = φ0 in Ω
(34)
Note that on inflow parts of ΓN (u · n < 0 ) we impose the total flux, i.e., uφ · n− κ∇φ · n = h, and on outflow
parts of ΓN ( u · n ≥ 0), only the diffusive part of the flux is prescribed, i.e., −κ∇φ · n = h.
From the above strong form, we see that φ denotes the transported scalar, f denotes the forcing, g denotes
the applied Dirichlet boundary condition, h denotes the applied Neumann boundary condition, φ0 denotes the
initial condition, κ denotes the diffusivity, and u denotes the advection velocity. We have utilized the notation
∗ for the advection velocity as turbulence variables are advected with the mean velocity field. At this stage,
however, we consider the advection velocity to be known and fixed. Later, we will couple the incompressible
RANS equations with a particular eddy viscosity model, namely the Spalart-Allmaras model, in which case the
advection velocity is also an unknown.
5 Semi-Discrete HDG Formulation for the Advection-Diffusion Equa-
tion
We now construct an HDG method for the advection-diffusion equation. As we did with the incompressible
RANS equations, we first discretize in space, and later, we discretize in time. In our presentation, we also
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employ the same notation introduced earlier for the incompressible RANS equations, except that we consider
the new finite element spaces:
Wh :=
{
wh ∈ L2(Ω) : wh∣∣
Ωe
∈ Pk(Ωe) ∀Ωe ∈ T
}
Wˆh :=
{
wˆh ∈ L2(Γ˜) : wˆh∣∣
F
∈ Pk(F ) ∀F ∈ F
}
Wˆhg :=
{
wˆh ∈ Wˆh : wˆh = g on ΓD
}
Wˆh0 :=
{
wˆh ∈ Wˆh : wˆh = 0 on ΓD
}
(35)
We will approximate the transported scalar over element interiors using the space Wh and over the mesh skeleton
using the space Wˆh. We henceforth refer to Wh as the (discrete) scalar space and Wˆh are the (discrete) scalar
trace space. With these spaces in hand, our semi-discrete HDG formulation for the advection-diffusion equation
takes the following form, wherein advective fluxes are treated using upwinding, diffusive terms are treated using
the symmetric interior penalty method, and an artificial diffusivity is introduced to prevent spurious oscillations
in the presence of sharp layers.
Semi-Discrete Formulation of the Advection-Diffusion Equation
Find
(
φh, φˆh
)
∈Wh × Wˆhg such that:
Advection-Diffusion Equation∫
Ω
∂φ
∂t
h
whdΩ−
∑
e
∫
Ωe
uφh · ∇whdΩ +
∑
e
∫
Ωe
(κ+ κDC)∇φh · ∇whdΩ
∑
e
∑
i
∫
Γei
uφh · whndΓ +
∑
e
∑
i
∫
Γei
(φˆh − φh)λu · whndΓ
−
∑
e
∑
i
∫
Γei
κ∇φh · whndΓ +
∑
e
∑
i
∫
Γei
κ(φˆh − φh)n · ∇whdΓ
−
∑
e
∑
i
∫
Γei
Cpen
he
κ(φˆh − φh)n · whndΓ−
∫
Ω
fwhdΩ = 0 ∀wh ∈Wh
(36)
Advection-Diffusion Conservativity Condition∑
e
∑
i
∫
Γei
uφh · wˆhndΓ +
∑
e
∑
i
∫
Γei
(φˆh − φh)λu · wˆhndΓ
−
∑
e
∑
i
∫
Γei
κ∇φh · wˆhndΓ−
∑
e
∑
i
∫
Γei
Cpen
he
κ(φˆh − φh)n · wˆhndΓ
−
∑
e
∑
i
∫
Γei
(1− λ)φˆhn · uwˆhdΓ−
∫
ΓN
hwˆhdΓ = 0 ∀wˆh ∈ Wˆh0
(37)
The penalty parameter Cpen appearing in our semi-discrete formulation arises from the fact that we have
discretized the diffusive component of the flux using the symmetric interior penalty method. As was the case
for the incompressible RANS equations, the penalty parameter must be chosen sufficiently large to ensure the
resulting semi-discrete formulation is energy stable, and it suffices to choose Cpen ≥ (k + 1)(k + 2).
We have also included an artificial diffusivity parameter κDC in our semi-discrete formulation to introduce
numerical dissipation in regions of the domain exhibiting sharp gradients. Provided the artificial diffusivity
parameter is chosen sufficiently large, this ensures our numerical approximation of the transported scalar does
not experience spurious oscillations. This is especially important when transporting turbulence variables which
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must remain non-negative in the domain. In what follows, we assume the artificial diffusivity parameter κDC
depends on the residual of the advection-diffusion equation. In our later numerical experiments, we employ the
artificial diffusivity parameter associated with the Y Zβ method [36, 37]:
κDC =
∣∣Y −1Z∣∣ (∣∣Y −1∇φh∣∣2)β/2−1(hDC
2
)β
(38)
where Y is a reference value of the scalar field φh, Z = ∂φ
h
∂t + u ·∇φh−∇· (κ∇φh)− f is the point-wise residual
of the advection-diffusion equation, hDC is a local element length scale which is precisely defined in [36], and β
is a parameter (which we later choose to be equal to two) that influences the smoothness of layers.
We now present a consistency result for our semi-discrete formulation.
Proposition 4 (Consistency)
The semi-discrete HDG method presented in Eqs. (36-37) is consistent provided the exact solution φ of the
advection-diffusion equation is sufficiently smooth. That is, Eqs. (36-37) hold if we replace
(
φh, φˆh
)
with
(φ, φ|Γ˜).
Proof. Note that for, a sufficiently smooth exact solution φ, Eq. (34) is satisfied in a point-wise manner.
Using this, we show that each of Eqs. (36-37) hold if we replace
(
φh, φˆh
)
with (φ, φ|Γ˜). We begin with the
advection-diffusion equation, that is, Eq. (36). Through reverse integration by parts we have:
for
∫
Ω
∂φ
∂t
whdΩ−
∑
e
∫
Ωe
uφ · ∇whdΩ +
∑
e
∫
Ωe
(κ+ κDC)∇φ · ∇whdΩ
∑
e
∑
i
∫
Γei
uφ · whndΓ +
∑
e
∑
i
∫
Γei
(φ|Γ˜ − φ)λu · whndΓ
−
∑
e
∑
i
∫
Γei
κ∇φh · whndΓ +
∑
e
∑
i
∫
Γei
κ(φ|Γ˜ − φ)n · ∇whdΓ
−
∑
e
∑
i
∫
Γei
Cpen
he
κ(φ|Γ˜ − φ)n · whndΓ−
∫
Ω
fwhdΩ
=
∑
e
∫
Ωe
[
∂φ
∂t
+ u · ∇φ−∇ · (κ∇φ)− f
]
whdΩ = 0 ∀wh ∈Wh
(39)
since:
∂φ
∂t
+ u · ∇φ−∇ · (κ∇φ)− f = 0 in Ω× (0,∞) (40)
Note that above κDC is identically zero as it is a function of the residual which is zero. We finish with the
advection-diffusion conservativity equation, Eq. (37). This holds since:∑
e
∑
i
∫
Γei
uφ · wˆhndΓ +
∑
e
∑
i
∫
Γei
(φ|Γ˜ − φ)λu · wˆhndΓ
−
∑
e
∑
i
∫
Γei
κ∇φ · wˆhndΓ−
∑
e
∑
i
∫
Γei
Cpen
he
κ(φ|Γ˜ − φ)n · wˆhndΓ
−
∑
e
∑
i
∫
Γei
(1− λ) φ|Γ˜ n · uˆwˆhdΓ−
∫
ΓN
hwˆhdΓ
=
∫
Γ˜/∂Ω
(
uwˆhJφK + Jκ∇φKwˆh) dΓ
−
∫
ΓN
([uφ− κ∇φ] · n−max(u · n, 0)φ− h) wˆhdΓ = 0 ∀wˆh ∈ Wˆh
(41)
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as JφK = 0 and Jκ∇φK = 0 on each interior facet F ∈ Fint and:
[uφ− κ∇φ] · n−max(u · n, 0)φ− h = 0 on ΓN × (0,∞) (42)
This completes the proof.
6 Semi-Discrete HDG Formulation for the Reynolds Averaged Navier-
Stokes Equations with the Spalart-Allmaras Turbulence Model
We have now constructed semi-discrete HDG formulations for (i) the incompressible RANS equations given a
non-negative turbulent viscosity and (ii) the advection-diffusion equation. In this section, we present a semi-
discrete HDG formulation for the incompressible RANS equations and a particular linear eddy viscosity model,
namely the Spalart-Allmaras one equation turbulence model. With the Spalart-Allmaras model, one solves for
a working viscosity ν˜ using the model transport equation:
∂ν˜
∂t
+ u · ∇ν˜ −∇ · 1
σ
[(ν + ν˜)∇ν˜]− Cb1S˜ν˜ + Cw1fw ν˜
2
d2
− Cb2
σ
∇ν˜ · ∇ν˜ = 0 (43)
and then the eddy viscosity νT is obtained from the working viscosity ν˜ through a relation of the form:
νT = ν˜fv1 (44)
The precise form for the functions S˜, d, fw, and fv1 as well as typical values for the model constants σ, Cb1,
Cb2, Cw1, and Cv1 may be found in [25]. Note that the model transport equation for the working viscosity ν˜ is
an advection-diffusion equation of the form:
∂φ
∂t
+ u · ∇φ−∇ · (κ∇φ) = f (45)
where φ = ν˜, κ = ν+ν˜σ , and f = Cb1S˜ν˜ − Cw1fw ν
2
d2 +
Cb2
σ ∇ν˜ · ∇ν˜. As such, we can simply replace φ, κ, and
f in our previously presented semi-discrete HDG formulation for the advection-diffusion equation to arrive at
a semi-discrete HDG formulation for the Spalart-Allmaras turbulence model. With this in mind, our semi-
discrete HDG formulation for the incompressible RANS equations with the Spalart-Allmaras turbulence model
is as follows:
Semi-Discrete HDG Formulation for the Incompressible RANS Equations
Find
(
uh, uˆ
h
, ph, pˆ
h
, ν˜h, ˆ˜νh
)
∈ V h × Vˆ hg ×Qh × Qˆh ×Wh × Wˆh such that:
Continuity Equation∑
e
∫
Ωe
1
ρ
∇ · uhqhdΩ = 0 ∀qh ∈ Qh (46)
Continuity Conservativity Condition∑
e
∑
i
∫
Γei
1
ρ
uh · nqˆhdΓ−
∫
∂Ω
1
ρ
uˆ
h · nqˆhdΓ = 0 ∀qˆh ∈ Qˆh (47)
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Momentum Equation∫
Ω
∂uh
∂t
· vhdΩ
−
∑
e
∫
Ωe
(uh ⊗ uh) : ∇vhdΩ−
∑
e
∫
Ωe
1
ρ
phI : ∇vhdΩ +
∑
e
∫
Ωe
2(ν + νT (ν˜
h))∇Suh : ∇SvhdΩ
+
∑
e
∑
i
∫
Γei
(uh ⊗ uh) : (vh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
(uˆ
h − uh)⊗ λuh : (vh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
1
ρ
pˆ
h
I : (vh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
2(ν + νT (ν˜
h))∇Suh : (vh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT (ν˜
h))(uˆ
h − uh)⊗ n : (vh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2(ν + νT (ν˜
h))[(uˆ
h − uh)⊗ n] : ∇SvhdΓ−
∫
Ω
f · vhdΩ = 0 ∀vh ∈ V h
(48)
Momentum Conservativity Condtion
−
∑
e
∑
i
∫
Γei
(uh ⊗ uh) : (vˆh ⊗ n)dΓ−
∑
e
∑
i
∫
Γei
(uˆ
h − uh)⊗ λuh : (vˆh ⊗ n)dΓ
−
∑
e
∑
i
∫
Γei
1
ρ
pˆ
h
I : (vˆh ⊗ n)dΓ +
∑
e
∑
i
∫
Γei
2(ν + νT (ν˜
h))∇Suh : (vˆh ⊗ n)dΓ
+
∑
e
∑
i
∫
Γei
2Cpen
he
(ν + νT (ν˜
h))(uˆ
h − uh)⊗ n : (vˆh ⊗ n)dΓ
+
∫
ΓN
(1− λ)(uˆh · n)(uˆh · vˆh)dΓ +
∫
ΓN
h · vˆhdΓ = 0 ∀vˆh ∈ Vˆ h0
(49)
Turbulence Model Equation∫
Ω
∂ν˜h
∂t
whdΩ−
∑
e
∫
Ωe
uhν˜h · ∇whdΩ +
∑
e
∫
Ωe
(
1
σ
(
ν + ν˜h
)
+ κDC
)
∇ν˜h · ∇whdΩ
∑
e
∑
i
∫
Γei
uˆ
h
ν˜h · whndΓ +
∑
e
∑
i
∫
Γei
(ˆ˜νh − ν˜h)λu · whndΓ
−
∑
e
∑
i
∫
Γei
1
σ
(
ν + ν˜h
)∇ν˜h · whndΓ +∑
e
∑
i
∫
Γei
1
σ
(
ν + ν˜h
)
(ˆ˜νh − ν˜h)n · ∇whdΓ
−
∑
e
∑
i
∫
Γei
Cpen
he
1
σ
(
ν + ν˜h
)
(ˆ˜νh − ν˜h)n · whndΓ
−
∫
Ω
(
Cb1S˜ν˜ − Cw1fw ν
2
d2
+
Cb2
σ
∇ν˜ · ∇ν˜
)
whdΩ = 0 ∀wh ∈Wh
(50)
Turbulence Model Conservativity Condition∑
e
∑
i
∫
Γei
uˆ
h
ν˜h · wˆhndΓ +
∑
e
∑
i
∫
Γei
(ˆ˜νh − ν˜h)λuˆh · wˆhndΓ
−
∑
e
∑
i
∫
Γei
1
σ
(
ν + ν˜h
)∇ν˜h · wˆhndΓ−∑
e
∑
i
∫
Γei
Cpen
he
1
σ
(
ν + ν˜h
)
(ˆ˜νh − ν˜h)n · wˆhndΓ
−
∑
e
∑
i
∫
Γei
(1− λ)ˆ˜νhn · uˆhwˆhdΓ−
∫
ΓN
hwˆhdΓ = 0 ∀wˆh ∈ Wˆh0
(51)
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By construction the above semi-discrete HDG formulation is consistent. Moreover, the formulation yields a
point-wise divergence-free velocity field, it conserves momentum globally, and, provided the formulation yields
a non-negative eddy viscosity, it is energy stable. These properties directly from the results obtained in Sections
3 and 5.
7 Fully-Discrete HDG Formulation for the Reynolds Averaged Navier-
Stokes Equations with the Spalart-Allmaras Turbulence Model
Up to this point, we have discretized in space but not in time. To discretize in time, we employ a staggered
version of the so-called Generalized-α method. This method was originally developed for structural mechanics
by Chung and Hulbert in [38] and then later extended to fluid mechanics in [39] by Jansen et al. To begin, let U,
P, and U˙ denote the degree-of-freedom vectors associated with the interior velocity, pressure, and acceleration
fields, the interior acceleration field, let Uˆ and Pˆ denote the degree-of-freedom vectors associated with the
trace velocity and pressure fields, let Φ and Φ˙ denote the degree-of-freedom vectors associated with the interior
working viscosity field and its time derivative, and let Φˆ denote the degree-of-freedom vector associated with the
trace working viscosity field. With the above notation in hand, we can write the semi-discrete HDG formulation
for the incompressible RANS equations in terms of a system of differential-algebraic equations of the form:
Rflow(U˙,U,P, Uˆ, Pˆ,Φ) = 0 (52)
Rscalar(Φ˙,Φ, Φˆ,U) = 0 (53)
where Eq. (52) contains the residual equations associated with the continuity equation, the continuity conserva-
tivity condition, the momentum equation, and the momentum conservativity condition while Eq. (53) contains
the residual equations associated with the turbulence model equation and the turbulence model conservativity
condition. To solve the above system of equations at the (n + 1)st time-step, we employ the Generalized-α
method, freezing the working viscosity field to that associated with the nth step in Eq. (52) and freezing the
velocity field to that associated with the nth step in Eq. (53). This yields the following system of nonlinear
algebraic equations:
Rflow(U˙n+αm ,Un+αf ,Pn+1, Uˆn+1, Pˆn+1,Φn) = 0 (54)
Rscalar(Φ˙n+αm ,Φn+αf , Φˆn+1,Un) = 0 (55)
where αm and αf are determined from a free parameter ρ∞ ∈ [0, 1] via:
αm =
1
2
(
3− ρ∞
1 + ρ∞
)
, αf =
1
1 + ρ∞
(56)
For a linear model problem, it has been shown the Generalized-α method annihilates the highest frequency in
one time-step if ρ∞ = 0 and preserves the highest frequency if ρ∞ = 1. Note that Eq. (54) and Eq. (55)
are completely decoupled. We solve each of these using a two-stage predictor-multicorrector algorithm, as is
common with Generalized-α methods. For brevity we present below only the algorithm for Eq. (55).
Predictor Stage: Set:
Φ˙
(0)
n+1 =
γ − 1
γ
Φ˙n, Φ
(0)
n+1 = Φn, Φˆ
(0)
n+1 = Φˆn (57)
where:
γ =
1
2
+ αm − αf (58)
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Multicorrector Stage: Repeat the following steps for i = 1, 2, . . . , imax:
Step 1: Evaluate iterates at the α-levels:
Φ˙
(i)
n+αm = Φ˙n + αm
(
Φ˙
(i−1)
n+1 − Φ˙n
)
(59)
Φ
(i)
n+αf
= Φn + αf
(
Φ
(i−1)
n+1 −Φn
)
(60)
Step 2: Use the solutions at the α-levels to assemble the residual and the tangent matrix of the linear system:[
A(i) C(i)
B(i) D(i)
] [
∆Φ˙
(i)
n+1
∆Φˆ
(i)
n+1
]
= −
[
R
(i)
scalar,int
R
(i)
scalar,trace
]
where R
(i)
scalar,int = Rscalar,int(Φ˙
(i)
n+αm ,Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un) and R
(i)
scalar,trace = Rscalar,trace(Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un) are
the residual equations associated with the turbulence model equation and the turbulence model conservativity
condition, respectively, and:
A(i) = αm
∂Rscalar,int(Φ˙
(i)
n+αm ,Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un)
∂Φ˙n+αm
+ αfγ∆tn
∂Rscalar,int(Φ˙
(i)
n+αm ,Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un)
∂Φn+αf
(61)
B(i) = αfγ∆tn
∂Rscalar,trace(Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un)
∂Φn+αf
(62)
C(i) =
∂Rscalar,int(Φ˙
(i)
n+αm ,Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un)
∂Φˆn+1
(63)
D(i) =
∂Rscalar,trace(Φ
(i)
n+αf
, Φˆ
(i)
n+1,Un)
∂Φˆn+1
(64)
are the corresponding tangent matrices where ∆tn = tn+1 − tn is the time-step size.
Step 3: Solve the linear system assembled in Step 2 for the update vectors ∆Φ˙
(i)
n+1 and ∆Φˆ
(i)
n+1, and update the
iterates using the relations:
Φ˙
(i)
n+1 = Φ˙
(i−1)
n+1 + ∆Φ˙
(i)
n+1 (65)
Φ
(i)
n+1 = Φ
(i−1)
n+1 + γ∆tn∆Φ˙
(i)
n+1 (66)
Φˆ
(i)
n+1 = Φˆ
(i−1)
n+1 + ∆Φˆ
(i)
n+1 (67)
Step 4: If the norms of both R
(i)
scalar,int and R
(i)
scalar,trace are less than some prescribed tolerance (e.g., 10
−6 of
their initial values), terminate the iterative loop and set Φ˙n+1 = Φ˙
(i)
n+1, Φn+1 = Φ
(i)
n+1, and Φˆn+1 = Φˆ
(i)
n+1.
8 Static Condensation
With each iterate of the predictor-multicorrector algorithm presented in the previous section, we must solve a
linear system of the form: [
A(i) C(i)
B(i) D(i)
] [
∆Φ˙
(i)
n+1
∆Φˆ
(i)
n+1
]
= −
[
R
(i)
scalar,int
R
(i)
scalar,trace
]
It should be noted that the matrix A(i) appearing in the above system is block diagonal. Consequently, we
can use static condensation to significantly reduce the computational cost associated with solving the system, a
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particular advantage of the HDG approach over a classical DG method. Namely, we can first solve the matrix
system:
S(i)∆Φˆ
(i)
n+1 = −R(i)scalar,trace + B(i)
(
A(i)
)−1
R
(i)
scalar,int
for the trace degrees-of-freedom ∆Φˆ
(i)
n+1 where:
S(i) = D(i) −B(i)
(
A(i)
)−1
C(i)
is the Schur complement, and then we can solve the matrix system:
A(i)∆Φ˙
(i)
n+1 = −R(i)scalar,int −C(i)∆Φˆ(i)n+1
for the interior degrees-of-freedom ∆Φ˙
(i)
n+1. Since A
(i) is block diagonal, we can construct the Schur complement
S(i) quite efficiently. In fact, the Schur complement can be formed and assembled element-wise in a standard
element assembly routine [40]. It should also be noted that the interior degrees-of-freedom ∆Φ˙
(i)
n+1 may be
attained via local element-wise solves after the trace degrees-of-freedom ∆Φˆ
(i)
n+1 have been solved for as A
(i) is
block diagonal.
9 Numerical Results
Now that we have presented our fully-discrete HDG formulation for the incompressible RANS equations coupled
with the Spalart-Allmaras one equation turbulence model, we now perform verification of our method using a
selection of two-dimensional example problems. We first analyze the accuracy of our formulation using the
method of manufactured solutions. We then analyze the effectiveness of our formulation using three common
benchmark problems: flow in a turbulent channel, flow over a backward facing step, and flow over a NACA
0012 airfoil at moderate Reynolds number and angle of attack. Each of the example problems we consider are
steady in the sense that the mean velocity and pressure fields are independent of time. Nonetheless, to solve
the example problems, we employed a transient analysis until a steady state flow solution was attained. All
simulations were initialized using a steady state Stokes flow solution for the mean flow field and a steady state
diffusion solution for the working viscosity. We also considered alternative initial conditions and found that the
final steady state flow solution was independent of the initial condition in all cases.
9.1 Manufactured Solution
As a first numerical experiment, we consider a two-dimensional manufactured vortex solution for the mean flow
field and a manufactured solution for the working viscosity. Namely, the flow domain for this experiment is:
Ω = [0, 1]2
the mean velocity field is:
u =
[
− 2x2ex(−y2 + y)(2y − 1)(x− 1)2
− xy2ex(x(x+ 3)− 2)(x− 1)(y − 1)2
]
(68)
the mean pressure field is:
p = sin(pix)sin(piy) (69)
and the working viscosity is:
ν˜ = θsin(pix)sin(piy) (70)
where θ is a constant to be specified. The density ρ is set to 1, and the viscosity ν is left unspecified. The
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(a) Mean Velocity (b) Mean Pressure (c) Working Viscosity
Figure 2: Convergence for the method of manufactured solutions problem with ν = 1e-2, θ = 1e0,
a mean velocity polynomial degree of k, a mean pressure polynomial degree of k−1, and a working
viscosity polynomial degree of k − 1 for k = 2, 3, 4.
corresponding forcing in the momentum equation is:
f = ∇ · (u⊗ u) +∇p−∇ · (2(ν + νT (ν˜))∇Su) (71)
and the forcing in the Spalart-Allmaras turbulence model equation is:
f = u · ∇ν˜ −∇ · 1
σ
[(ν + ν˜)∇ν˜]− Cb1S˜ν˜ + Cw1fw ν˜
2
d2
− Cb2
σ
∇ν˜ · ∇ν˜ (72)
Homogeneous Dirichlet boundary conditions are applied along the boundary ∂Ω for both the mean velocity field
and the working viscosity, and the condition
∫
Ω
pdΩ = 0 is enforced.
To assess the accuracy of our method, we have solved the manufactured solution problem for a selection of
values for θ and ν as well as a series of meshes and several different polynomial degrees for the mean flow field
and the working viscosity. In Fig. 2, results are displayed for ν = 1e-2, θ = 1e0, a mean velocity polynomial
degree of k, a mean pressure polynomial degree of k− 1, and a working viscosity polynomial degree of k− 1 for
k = 2, 3, 4. From the plots, it is apparent that the mean velocity field, the mean pressure field, and the working
viscosity converge at the expected rates of k + 1, k, and k in the L2-norm. We observed this same behavior for
other values of ν and θ as well.
To assess the impact of the polynomial degree of the working viscosity on the accuracy of the mean flow field,
we also examined the impact of using a lower polynomial degree for the working viscosity than for the mean flow
field. While theoretically, we expect the rate of convergence of the mean flow field to depend on the polynomial
degree of both the mean flow field and the working viscosity, for certain configurations, we hypothesize that a
lower polynomial degree can be employed for the working viscosity than for the mean flow field. In Figs. 3 and
4, results are displayed for ν = 1e-2, θ = 1e-2 and 1e-1 respectively, a mean velocity polynomial degree of 4,
a mean pressure polynomial degree of 3, and a working viscosity polynomial degree of q for q = 1, 2, 3. From
the plots, we observe that optimal convergence rates are attained for the mean velocity and pressure fields for
θ = 1e-2, but reduced convergence rates are attained for θ = 1e-1 for higher levels of mesh refinement. These
plots and further studies suggest that optimal convergence rates for the mean velocity and pressure fields are
attained only pre-asymptotically, with a pre-asymptotic range whose size decreases with increasing θ, unless the
polynomial degree for the working viscosity is chosen to be at most one order less than the polynomial degree
associated with the mean velocity. Nonetheless, for many problems of interest, including the common bench-
mark problems considered here, we have found that accurate mean velocity and pressure results are attainable
using a low polynomial degree for the working viscosity.
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(a) Mean Velocity (b) Mean Pressure (c) Working Viscosity
Figure 3: Convergence for the method of manufactured solutions problem with ν = 1e-2, θ = 1e-2,
a mean velocity polynomial degree of 4, a mean pressure polynomial degree of 3, and a working
viscosity polynomial degree of q for q = 1, 2, 3.
(a) Mean Velocity (b) Mean Pressure (c) Working Variable
Figure 4: Convergence for the method of manufactured solutions problem with ν = 1e-2, θ = 1e-1,
a mean velocity polynomial degree of 4, a mean pressure polynomial degree of 3, and a working
variable polynomial degree of q for q = 1, 2, 3.
9.2 Turbulent Channel Flow at Reτ = 550
The next example we consider is turbulent flow in a channel at Reτ = 550, where Reτ is the Reynolds number
based on the friction velocity and the channel half width. The domain is rectangular with dimensions 0.5 x 1.0
in the streamwise and wall normal directions, respectively. Only half the channel is modeled. For the mean
flow field, periodic boundary conditions are applied in the streamwise direction, no-slip Dirichlet boundary
conditions are imposed at the wall, and a symmetry condition is applied at the middle of the channel. For
the working viscosity, periodic boundary conditions are applied in the streamwise direction, a homogeneous
Dirichlet boundary condition is applied at the wall, and a homogeneous Neumann boundary condition is applied
at the middle of the channel. 32 elements are employed in the wall-normal direction, and non-uniform grid
spacing is utilized so that the boundary layer can be resolved. The polynomial degrees of the mean velocity,
mean pressure, and working viscosity are taken to be 3, 2, and 1, respectively. An externally imposed pressure
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Figure 5: Comparison of the velocity profile for DNS and RANS with the Spalart-Allmaras model
for a turbulent channel flow at Reτ = 550.
gradient in the streamwise direction is imposed, and the value of this gradient is selected to ensure the correct
Reτ is achieved. The kinematic viscosity is selected to be ν = 1e-4.
In Fig. 5, the mean velocity in the streamwise direction normalized by the friction velocity u+ versus the
non-dimensional distance to the wall in wall-units y+ is displayed. Results attained using the HDG method
presented in this paper are compared with those attained using a stabilized finite element implementation of
the Spalart-Allmaras model within the open source CFD library PHASTA [41, 42], as well as the DNS data
of Lee and Moser [43]. A grid refinement study was conducted to ensure the stabilized finite element results
were fully converged. The HDG results and the stabilized finite element results are nearly indistinguishable,
which is expected as they are solving the same set of partial differential equations. The HDG results also closely
approximate the DNS results, which is a testament of the power of the Spalart-Allmaras model more-so than
the discretization since the DNS solves a different set of partial differential equations.
9.3 Turbulent Backward Facing Step at Re = 36,000
We next consider turbulent flow over a backward facing step. This problem is challenging because of the separa-
tion region that occurs downstream of the step at sufficiently large enough Reynolds numbers. The reattachment
length in particular is notoriously difficult to predict. It is well-known that the Spalart-Allmaras model is not
ideal for this problem, as it was created for attached wall bounded flows. However, our goal in exploring the
turbulent backward facing step is not to see how well our method is able to match DNS data but rather how well
it is able to match Spalart-Allmaras data in the literature and how quickly it converges with mesh refinement
and polynomial degree elevation.
For all of the results reported here, a Reynolds number of Re = 36,000 based on the inflow bulk velocity
and step height is employed. Moreover, the kinematic viscosity is selected to be ν = 2.77777e-5, and the incom-
ing bulk velocity is selected to be 1. The remainder of the problem setup is as described on the NASA turbulence
modeling website [44]. Dirichlet boundary conditions for both the mean velocity and working viscosity are ap-
plied at the inlet, with the turbulent viscosity set to be four times the kinematic viscosity. Homogeneous no-slip
boundary conditions for the mean velocity and a homogeneous Dirichlet boundary condition for the working
viscosity are set at the walls. Zero-traction boundary conditions for the mean velocity and a homogeneous
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Figure 6: Computational mesh associated with first results for simulating turbulent flow over a
backward facing step.
(a) Magnitude of Mean Velocity u (b) Mean Pressure p
(c) Normalized Eddy Viscosity νT
ν
Figure 7: Computed velocity, pressure, and normalized eddy viscosity contours for flow over the
backwards facing step at Re = 36, 000 using mean velocity, mean pressure, and working viscosity
polynomial degrees of 3, 2, and 1 respectively and the mesh displayed in Fig. 6.
Neumann boundary condition for the working viscosity are prescribed at the outlet.
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Figure 8: Computed surface pressure and skin friction coefficients for flow over the backwards
facing step at Re = 36, 000 using mean velocity, mean pressure, and working viscosity polynomial
degrees of 3, 2, and 1 respectively and the mesh displayed in Fig. 6. HDG results are plotted with
finite volume results obtained using CFL3D and a mesh of 66,049 elements.
Figure 9: Refinement study for normalized reattachment length for flow over the backwards facing
step at Re = 36, 000. In the figure, Xr denotes the reattachment length for a given mesh size and
polynomial degree while Xr∗ denotes the converged reattachment length of approximately 6.1.
Our first results correspond to a computational mesh consisting of 15,325 elements and mean velocity, mean
pressure, and working viscosity polynomial degrees of 3, 2, and 1, respectively. The computational mesh is
displayed in Fig. 6, and attained steady state solutions for the mean velocity, mean pressure, and normalized
eddy viscosity are displayed in Fig. 7. In order to assess the accuracy of our results, we compare in Fig. 8 the
obtained surface pressure and skin friction coefficients on the bottom surface of the domain with results publicly
available on the NASA turbulence modeling website which were obtained using the NASA code CFL3D. The
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CFL3D results were obtained using a second-order finite volume method and a mesh of 66,049 elements, while
only 15,325 elements were employed for the HDG results. Despite this discrepancy in resolution, the HDG
results are visually indistinguishable from the CFL3D results. Most notably, both the HDG results and the
CFL3D results predict that reattachment occurs at x ≈ 6.1.
We next examine the impact of mesh refinement and polynomial degree elevation on the accuracy of our HDG
method with a particular focus on reattachment length. In Fig. 9, the predicted reattachment length is re-
ported for a series of refined meshes and for mean velocity, mean pressure, and working viscosity polynomial
degrees of k, k − 1, and 1 for k = 1, 2, 3. Note that the predicted reattachment length quickly converges with
mesh refinement for each of the considered polynomial degrees. Further note that the accuracy is significantly
improved with polynomial degree elevation.
9.4 Turbulent Flow Over a NACA 0012 Airfoil at α = 10◦
As a final numerical experiment, we analyze turbulent flow over a NACA 0012 airfoil at a Reynolds number
of Re = 3, 000, 000 based on the chord length and inflow velocity and an angle of attack of α = 10◦. This
particular example has been explored in great depth in previous studies, and therefore there is an abundance of
data to compare with for verification. We specifically setup the problem to be similar to that described on the
NASA turbulence modeling website [44]. The domain is chosen to be a sufficiently large box about the airfoil
so that the boundary conditions do not affect the flow conditions near the airfoil. The kinematic viscosity is
set to ν = 3.33333e − 7, and the mean velocity field is set to be u = (0.9848, 0.1736) along the left (inflow)
boundary. Zero-traction boundary conditions are applied along the upper, lower, and right (outflow) boundaries,
and homogeneous no-slip boundary conditions for the velocity field are applied along the airfoil surface itself.
For the working viscosity, four times the kinematic viscosity is prescribed as a Dirichlet inflow condition at the
left boundary, a zero Dirichlet boundary condition is applied to the surface of the airfoil, and a zero traction
Neumann condition is applied at the upper, lower, and right boundaries.
To solve this flow problem, a computational mesh consisting of 61,022 elements and mean velocity, mean
pressure, and working viscosity polynomial degrees of 2, 1, and 1, respectively, were employed. A conservative
grid stretching ratio of approximately 1.2 was used to generate the mesh, and special care was taken to ensure
that the first point off the wall has a y+ value of approximately 1. The computational mesh is displayed in
Fig. 10, and attained steady state solutions for the mean velocity, mean pressure, and normalized eddy viscosity
are displayed in Fig. 11. The attained steady state solutions match well with steady solutions appearing in
the literature [45]. To further validate our results, we compare in Fig. 12 the obtained surface pressure and
skin friction coefficients on the airfoil with results publicly available on the NASA turbulence modeling website
which were obtained using the NASA code CFL3D. The CFL3D results were attained using a second-order finite
volume method and a mesh of 230,529 elements. The HDG and CFL3D results are visually indistinguishable,
confirming the accuracy of the HDG results even though the HDG simulation only employed a quarter of the
number of elements as the CFL3D simulation.
10 Conclusions
In this paper, we have introduced a new hybridized discontinuous Galerkin (HDG) method for the incompressible
Reynolds Averaged Navier-Stokes (RANS) equations coupled with the Spalart-Allmaras one equation turbulence
model, which extends the earlier work of Rhebergen and Wells in [21]. We proved that our method is consistent,
returns a point-wise divergence-free mean velocity field, conserves momentum globally, and is energy stable
provided the turbulent eddy viscosity is non-negative. We further demonstrated how static condensation could
be employed to dramatically reduce the computational cost associated with each time step. By turning to the
method of manufactured solutions, we confirmed that our method yields optimal convergence rates provided
the polynomial degree of the working viscosity is at most one order lower than that of the mean velocity field,
and we further demonstrated the accuracy of our method using three benchmark problems: flow in a turbulent
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(a) Far-Field View of Mesh
(b) Boundary Layer View of Mesh
(c) Zoomed In Trailing Edge View of Mesh Highlighting Boundary Layer Stretching
Figure 10: Computational mesh associated with results for simulating turbulent flow over a NACA
0012 airfoil at Re = 3, 000, 000 and α = 10◦.
channel, flow over a backward facing step, and flow over a NACA 0012 airfoil at moderate Reynolds number
and angle of attack.
There are several directions that we propose to explore in future work. First of all, we will further study the
influence of the polynomial degree of the working viscosity on the accuracy of the mean velocity and pressure
fields, and we will also explore the potential of using different computational meshes for the flow field and the
working viscosity. Second, we plan to examine multilevel linear and nonlinear system solution strategies with an
eye toward continually improving computational efficiency. It should be noted that efficient multilevel solution
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(a) Magnitude of Mean Velocity u (b) Mean Pressure p
(c) Normalized Eddy Viscosity νT
ν
Figure 11: Computed velocity, pressure, and normalized eddy viscosity contours for flow over the
NACA 0012 airfoil at Re = 3, 000, 000 and α = 10◦ using mean velocity, mean pressure, and
working viscosity polynomial degrees of 2, 1, and 1 respectively and the mesh displayed in Fig. 10.
strategies have been proposed for HDG methods in other application areas [46, 47]. Third, we plan to extend
the method presented here to other turbulence models, including the k-ε, k-ω, and SST models. Finally, we
plan to incorporate additional physics in future work such as chemical kinetics.
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