Abstract: A novel dynamic model for the temperature inside buildings is presented, aiming to improve energy efficiency by providing predictive information on the heat demand. To analyse the performance and generalizability of the modelling approach, real measurement data was gathered from five different types of buildings. Easily available data from various sources was utilized. The chosen model structure leads to a minimal number of input variables and free parameters. Simulations with real data from five buildings, and applying the identical model structure showed that the average modelling error during the 28-h prediction horizon was constantly below 5%. The results thus demonstrate that the model structure can be standardized and easily applied to predict the indoor temperatures of large buildings. This would finally enable demand side management and the predictive optimization of the heat demand at city level.
Introduction
Buildings still use 20-40% of the world's total energy consumption and Heating, Ventilation and Air Conditioning (HVAC) account almost half of this energy [1] . At the same time, the heating energy is predominantly based on fossil fuels [2] . Considering this, it is the most important to implement new energy efficiency measures for the building sector. In this article, an identification and validation of a novel dynamic model for predicting the indoor temperatures in large buildings is presented. This modelling approach is argued to provide a key tool for demand side management to enable the predictive optimization of the heat demand at district and city level.
As the requirements for energy efficiency are becoming stricter, it is no longer sufficient to consider buildings as isolated elements in energy systems [3] . They have to be considered as active players having storage capabilities and even their own energy production. Therefore, buildings have to be taken into consideration when developing new control and optimization schemes for district heating systems. A concept for optimizing the heat demand in district heating systems has been proposed by the authors in [4] and preliminary results have shown that significant energy savings and peak load cuts can be achieved [4, 5] . The concept approaches the subject by predicting the heat consumption and then optimizing the heat production utilizing demand side management. In this context, the thermal mass of buildings plays a major role for controls towards lower energy usage [6, 7] and can offer advantage over centralized storage solutions [8] . However, its use is a challenge due to the slow dynamics of heat storage resulting in time delays [9] . Systems with large delays are generally harder to control and require model-based control. At the same time, maintaining the indoor temperature at an acceptable level is important as the control actions should ensure the quality of the living conditions for the residents. Therefore, a mathematical model for the indoor temperature of a building is critical for predicting the energy demand and for enabling control and optimization strategies aiming at higher energy efficiency [10] . Such a model has to be easily reproducible for multiple buildings to achieve wide impact with energy optimization actions. This sets requirements for the simplicity and ease of parametrization of the model. The straightforward implementation in real applications should also be kept in mind. In modern automation, the cost of implementation work plays a key role while the cost of the hardware is decreasing.
Zhao and Magoulès [11] , Kramer et al. [12] and Foucquier et al. [13] have all presented extensive reviews of the building modelling literature. This article addresses especially the modelling and prediction of the indoor temperature in buildings. These models are typically based either on physical principles or they are data driven or a combination of both. Models based on physical principles can vary largely from extremely complex to more simplified structures with respect to the number of parameters and variables [14] [15] [16] [17] but they usually need detailed information on the building characteristics and are in general too computationally heavy to be effectively used for control purposes. On the other hand, data driven models [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] are based solely on measurements and are typically identified without information on the physical nature of the building properties. Hybrid or grey box models are a combination of data driven and physical modelling approaches [29] [30] [31] [32] [33] [34] [35] . This model type needs sufficient amount of measurement data for parameter identification and some information about the properties of the building. Generally, the methodology adopts a simplified physical model structure and then its parameters are estimated using measured data [36, 37] .
For the data driven and hybrid models the data acquisition for the identification of the model and for the estimation of the model parameters is an important issue. If physical parameters are used in the model, they could be calculated using information on building characteristics, but this information is not always easily available. One widely used method for obtaining data for parameter estimation is to apply a physical model for the building to generate an artificial data set [38] [39] [40] [41] [42] [43] [44] . This method was also recently used in [45] where a calibrated EnergyPlus model was utilized to train a simplified model. This kind of data collection would be very time consuming and impractical in case of hundreds or thousands of buildings. Other ways to get a representative data sets for the model identification include the use of data with minimum and maximum historical records [21] or collecting data by performing step response tests [46] . Also, many of the reported studies have acquired data from a particular test building for the model identification [47] [48] [49] [50] [51] [52] . All these ways can be used to collect data although it can be laborious and time consuming. Also the representativeness of the data and the resulting performance of the model in real buildings at normal operating conditions may remain questionable. This is especially the issue when using physical models to generate the data [53] .
For wide use of any indoor temperature model, it should be applicable to different types of buildings with minimum extra implementation work. However, almost all of the reported research discussed above focus on a single building for the development and validation of the model. Furthermore, many of the models presented in previous studies needed detailed information about the building properties and large amount of representative measurements together with many parameters. All of this would increase the complexity and the implementation work of the models thus limiting their application to different buildings in real environments. If the models are only tested in one building, it is very much possible that they cannot be transferred directly to another building. It is not certain if the order of the linear model or the number of hidden layers of neurons of the ANN model can be the same in different buildings, if only one building is used for the model development. Then it comes to the amount of work needed to transfer these models into the different buildings. If the model is to be used only to control an individual building, the implementation time will not necessarily be an issue. However, as the intention of the authors is to perform the optimization of the heating demand at district and city level, the short implementation time for the model is crucial. Days of modelling work on one building is not acceptable if there are hundreds or thousands of buildings that need to be modelled. To overcome the modelling issues presented above, a new dynamic modelling approach to predict the indoor temperature is proposed. To ensure the model generalizability to the whole building stock together with the reasonable prediction accuracy, the main supporting ideas are:
•
To combine easily available, existing real measurements, building information and tabular values while minimizing the number of model parameters and inputs, • To apply the modelling approach for multiple buildings to validate the generalizability.
Motivation for the proposed modelling approach comes from the fact that it has to be easily implemented in a wide range of energy management systems to enable the city level optimization of the heat demand. In this context, fewer amount of parameters, easily available measurements and generalizable model structure are assumed to make the parameter identification of the model easy in comparison to present modelling methods. The above mentioned model properties would allow the wide application of the model as it is intended to be adaptable to multiple buildings [4] .
In the next section, the building information and measurement data is described. The proposed modelling approach and the performance analysis for the model are explained in Section 3. The model identification and validation results are presented in Section 4 and the application of the model in the optimization of the heat demand is discussed in Section 5. Finally, the results are discussed in Sections 6 and 7 contains our conclusions.
Building Characteristics and Measurement Data

Buildings
Five buildings in Finland were employed as the sites for data collection. Buildings A, B and C are located in the city of Oulu, whereas buildings D and E, are located in the city of Jyväskylä. The characteristics of these buildings are presented in Table 1 . A  6700  4979  2418  13,400  79,781  2003-2004  School  B  633  1153  352  1903  8300  1982  Apartment building  C  1510  1274  142  3020  10,250  1983  Municipal hall  D  545  2000  400  3703  12,400  1972  Apartment building  E  993  2900  510  4200  15,617  2011  Apartment building The largest construction, building A, is a school building and it is occupied in weekdays during daytime. Heating and ventilation, including the radiator and floor heating systems, are also scheduled according to the occupancy. Building B is an apartment building. This three story building accommodates residents in two upper floors and offices and services on the first floor. The space heating is supplied by radiators. Building C is a municipal hall, a two story building with thermally heavy structure and low occupancy, namely around eight occupants occasionally. The HVAC system is scheduled according to office hours. Building D is a seven story apartment building from the early 1970s. Finally, building E is a four story apartment building built in 2011.
For all the buildings, the heat is provided through a district heating network. The control systems in studied buildings control the heating based on outdoor temperature. This means that the temperature or the flow of the supply water to the heating circuit is controlled according to outdoor temperature. Those are linearly proportional meaning that the temperature of the supply water rises as the outdoor temperature drops. 
Measurements
Altogether 144 h of data measured from five buildings and consisting of heating power together with outdoor and indoor temperatures was used for the model identification and validation. As large buildings typically have time constants of more than 100 h [54] , sampling time for all the measurements was one hour. The measurement periods, the number of different locations for indoor temperature sensors and the range of power and outdoor and indoor temperature measurements are presented in Table 2 . Locations for indoor temperature sensors were in different parts of the buildings and there was one indoor temperature sensor in each location. Heating power and outdoor temperature data were provided by district heating companies except for building B where heating power values were calculated from on-site measurements. Also the outdoor temperatures were recorded on-site in building B. During the measurement periods, all the considered buildings were at normal use including the functioning of their control systems. The recorded heating power measurement included the space heating and the usage of hot water. The measurement data is presented in Figure 1 , where two indoor temperature measurement locations have been included, except for building B where only one was available. Table 2 . Locations for indoor temperature sensors were in different parts of the buildings and there was one indoor temperature sensor in each location. Heating power and outdoor temperature data were provided by district heating companies except for building B where heating power values were calculated from on-site measurements. Also the outdoor temperatures were recorded on-site in building B. During the measurement periods, all the considered buildings were at normal use including the functioning of their control systems. The recorded heating power measurement included the space heating and the usage of hot water. The measurement data is presented in Figure 1 , where two indoor temperature measurement locations have been included, except for building B where only one was available. 
Modelling and Analysis Methods
General Structure of the Model
The presented model is based on Newton's cooling law, stating that the rate of heat loss of an object is proportional to the temperature difference between the object and its surroundings. Then, 
Modelling and Analysis Methods
General Structure of the Model
The presented model is based on Newton's cooling law, stating that the rate of heat loss of an object is proportional to the temperature difference between the object and its surroundings. Then, the rate of heat transfer can be formulated as:
where Q is the thermal energy (J), h is the heat transfer coefficient (W/(m 2 ·K)), A is the surface area through which the heat is being transferred (m 2 ), T is the temperature of the object (K) and T env is the temperature of the surrounding environment (K).
To make Equation (1) more suitable for the modelling of the indoor temperature, the heat capacity C (J/K) can be expressed as C = dQ/dT, and by differentiating the equation with regard to time gives dQ/dt = C(dT/dt), which can be inserted into Equation (1) to get temperature change instead of energy change. Furthermore, now the temperature of the object is the indoor temperature of the building and the temperature of the surroundings is the outdoor temperature. For simplification, it is assumed that the interior and the building envelope are at the same temperature. Therefore, the entire body of the building can be considered as a lumped capacitance reservoir of heat. Then, applying all this to Equation (1) gives:
where U = hA is the heat loss coefficient (W/K), T in is the indoor temperature (K) and T out is the outdoor temperature (K). Including heating power P (W) into Equation (2) gives:
Equation (3) can be further presented as a first order difference equation where the new indoor temperature is calculated using the previous values of T in , P and T out as:
where ∆t is the time step between the values T in (t) and T in (t − 1). Equation (4) now presents the general model structure for the indoor temperature prediction. In this work, time step of 3600 s (one hour) has been used. When predicting the future values of T in for longer time horizons, the previous model predictions of T in are used as inputs as can be seen from Equation (5), whereT in is the predicted indoor temperature:T
Preliminary studies revealed that the general model structure (Equation (4)) with only two physical parameters is not able to model and predict the indoor temperature satisfactorily with real measurements. To keep the model straightforward and the number of parameters minimal, two additional parameters a and b are further included to the model as:
This way any unmodelled phenomenon can be taken into account without the need for additional physical parameters. As Brastein et al. [52] showed in their recent article, the initial guesses for the physical parameters can have large impact on the final parameter estimates. Also, this is supposed to Energies 2018, 11, 1477 6 of 20 minimize the difference between the actual sensor measurement and the physical phenomenon related to indoor temperature changes.
In large buildings, the temperature signal profiles are sinusoidal ( Figure 1 ). It is also known that there exists dynamics in these type of processes. In addition, the temperature signals tend to be autoregressive. This means also that there are delays between the indoor temperature and the input variables of the model. Therefore, the general model structure (Equation (4)) can be further varied to include delayed measurements to capture the dynamic behaviour, namely by including previous heating power values or multiple previous heating power values as presented in Equations (7) and (8) 
where x 1 , x 2 and x 3 are parameters and 1 ≤ θ 1 < θ 2 < θ 3 are delay numbers. As the dynamics of the indoor temperature in buildings can be different, several different model structures were analysed to find one generalizable model structure that can be applied to all buildings. In this article, the variants of the general model structure (Equation (4)) are named according to the applied heating power values used in the model. Then, for example P3P8 indicates that previous heating power values only at delays t − 3 and t − 8 were applied.
Model Performance Analysis
Root Mean Squared Error (RMSE) and Normalized Root Mean Squared Error (NRMSE) were utilized for the evaluation of the model. RMSE and NRMSE are measures of the differences between the model predictions and the real measured values. NRMSE is presented in percentages. Equation for calculating RMSE is shown in Equation (9) , where N is the number of data points andŷ t and y t are the predicted and the measured values of variable y at time instance t respectively as:
NRMSE was calculated with Equation (10) by dividing RMSE with the range of the measured data as:
The correlation measure was utilized to examine if the dynamics of the indoor temperature have been captured by the model. For this, Pearson's correlation coefficient (r) between the measured and predicted indoor temperature was calculated according to Equation (11):
Residual analysis was performed for the validation data by checking the distribution and autocorrelation of the modelling errors. All the data analysis and modelling were performed in the MATLAB ® environment (version 2013b). 
Model Identification and Validation
Physical Parameters
Based on the construction year of the building, the appropriate overall heat loss coefficient values for the walls, the roof and the floor found in the National Building Code of Finland [55] were used to calculate U value for the building. The overall heat loss coefficient for windows was assumed to be 1.2 W/(m 2 ·K) in all buildings. The values in Table 3 were multiplied with the appropriate surface areas (Table 1 ) and then summed together to get the final U value presented in Table 4 . Values of the parameter C were calculated using the floor area ( Table 1 ) and type of the building. There are guidelines given in the National Building Code of Finland [55] how to choose the most appropriate structure type (light, medium, heavy) for the heat capacity calculation, however in this work all three available values were included in the model identification. Buildings A and C were considered as office buildings and the characteristic heat capacity values for light, medium and heavy structures were 144, 567 and 792 kJ/(m 2 ·K) respectively. For the apartment buildings (buildings B, D and E) the characteristic heat capacity values were 252, 396 and 576 kJ/(m 2 ·K) for light, medium and heavy structures respectively. As instructed in the National Building Code of Finland [55] , these characteristic heat capacity values were multiplied with the floor area of the buildings to get the C value for the building interior. Results are summarised in Table 4 . 
Cross-Validation
After the calculation of the physical parameters, cross-validation was carried out. Due to limited amount of data, 4-fold cross-validation was used in the identification and validation of the model. The principle of the applied cross-validation method is presented in Figure 2 . Measurement data (indoor temperature, heating power and outdoor temperature) was divided into four folds of equal lengths. First fold was then used for the validation and the rest of the folds were used for the identification of the model parameters. Then the second fold was used for the validation and the remaining folds were used for the identification and so forth. Mean RMSE, NRMSE and r were calculated according to Equations (9)- (11) respectively for all identification and validation data sets. Length of data for the identification was 100 h and for the validation 28 h. For the validation, 28-h ahead prediction was performed as the model calculated the future indoor temperature estimates recursively using its own previously predicted indoor temperatures as inputs along with measured outdoor temperature and realised heating power. remaining folds were used for the identification and so forth. Mean RMSE, NRMSE and r were calculated according to Equations (9)- (11) respectively for all identification and validation data sets. Length of data for the identification was 100 h and for the validation 28 h. For the validation, 28-h ahead prediction was performed as the model calculated the future indoor temperature estimates recursively using its own previously predicted indoor temperatures as inputs along with measured outdoor temperature and realised heating power. Model structures with delays that range from one to eight hours for heating power were investigated including two and three power value combinations. These amounted to 92 model structure variations to be identified and validated with data from every building with all the available indoor temperature measurements and three constant C values. This resulted in total of 7176 different cross-validation runs. An overview of the identification and validation process is presented in Figure 3 . Model structures with delays that range from one to eight hours for heating power were investigated including two and three power value combinations. These amounted to 92 model structure variations to be identified and validated with data from every building with all the available indoor temperature measurements and three constant C values. This resulted in total of 7176 different cross-validation runs. An overview of the identification and validation process is presented in Figure 3 .
In cross-validation, pattern search and simulated annealing algorithms from MATLAB ® 's Global Optimization Toolbox and fminunc algorithm from MATLAB ® 's Optimization Toolbox were used to identify model parameters from Equation (8) by minimizing RMSE between the measured indoor temperature and the model predictions. All algorithms were used with their default parameter settings except for fminunc for which maximum function evaluations were set to 10,000 and maximum iterations to 1000. Algorithms were applied in sequence: First, pattern search was used to find a rough estimate for global minimum, then this estimate served as a starting point for simulated annealing to further refine the result, and finally, the identified parameter values from simulated annealing were set as a new starting point for fminunc to find local minimum.
As the validation data might come from the middle of the data during the cross-validation (Figure 2 ), time discontinuity is introduced in the identification data when the remaining parts are merged as one. This is due to the fact that the dynamic model estimates future indoor temperature values based on past values of the indoor and outdoor temperature and heating power. However, this case only appears in two of four identification data and as can be seen in Figure 4 , where an example of the cross-validation result with the modelling procedure ( Figure 3 ) is presented with measured data from building A, it has no notable effect on the identification results. In this case, the average RMSE and r for four identification data sets were 0.10 • C and 0.97 respectively, and for four validation data sets 0.15 • C and 0.86, respectively.
As there were multiple positions for the indoor temperature measurement and three different C values, the results of the cross-validation were further examined to find the most representative indoor temperature measurement and the constant C value for each model structure in each building as presented in Figure 3 . For each building, all indoor temperature measurement position and C value combinations for the same model structure were ranked according to NRMSE and r. NRMSE was used here to allow better comparison between different positions of the indoor temperature measurement inside the building as the temperature range could be different between them. For the lowest NRMSE value, the ranking started with the number 1. For the r, the highest value was ranked as number 1. Both the ranking results were then summed together to get the ranking order for each model structure with a different combination of the indoor temperature measurement position and C value. The most representative indoor temperature measurement position and C value combination for each model structure was the one that gave the lowest sum of two ranking numbers. Table 5 presents the cross-validation results for each building with the most representative indoor measurement position and C value combination. In cross-validation, pattern search and simulated annealing algorithms from MATLAB ® 's Global Optimization Toolbox and fminunc algorithm from MATLAB ® 's Optimization Toolbox were used to identify model parameters from Equation (8) by minimizing RMSE between the measured indoor temperature and the model predictions. All algorithms were used with their default parameter settings except for fminunc for which maximum function evaluations were set to 10,000 and maximum iterations to 1000. Algorithms were applied in sequence: First, pattern search was used to find a rough estimate for global minimum, then this estimate served as a starting point for simulated annealing to further refine the result, and finally, the identified parameter values from simulated annealing were set as a new starting point for fminunc to find local minimum.
As the validation data might come from the middle of the data during the cross-validation (Figure 2) , time discontinuity is introduced in the identification data when the remaining parts are merged as one. This is due to the fact that the dynamic model estimates future indoor temperature values based on past values of the indoor and outdoor temperature and heating power. However, It is worth noting that the model structures differ for all the studied buildings. In some buildings the more delayed power values give better results than the less delayed ones. This is also a clear indication that in some cases there exist significant delays between the measured indoor temperature and the heating power. The best results were achieved with data from building A where average RMSE and r for the validation data were 0.14 • C and 0.87 respectively ( Table 5) . The model performed most poorly in the building B, where only one indoor temperature measurement was available, indicating that the sensor position for the measurement has importance. For buildings D and E temperature sensors were located in the living rooms or hallways of the apartments. Still, good results were achieved in these buildings. Correlation was below 0.7 for all the studied buildings except for building A and this will be addressed in Section 4.3. At the same time, the average relative modelling error with the validation data sets and the model structures presented in Table 5 was below 5% for all buildings. (Figure 3 ) is presented with measured data from building A, it has no notable effect on the identification results. In this case, the average RMSE and r for four identification data sets were 0.10 °C and 0.97 respectively, and for four validation data sets 0.15 °C and 0.86, respectively. As there were multiple positions for the indoor temperature measurement and three different C values, the results of the cross-validation were further examined to find the most representative indoor temperature measurement and the constant C value for each model structure in each building as presented in Figure 3 . For each building, all indoor temperature measurement position and C value combinations for the same model structure were ranked according to NRMSE and r. NRMSE was used here to allow better comparison between different positions of the indoor temperature measurement inside the building as the temperature range could be different between them. For the lowest NRMSE value, the ranking started with the number 1. For the r, the highest value was ranked as number 1. Both the ranking results were then summed together to get the ranking order for each model structure with a different combination of the indoor temperature measurement position and C value. The most representative indoor temperature measurement position and C value combination for each model structure was the one that gave the lowest sum of two ranking numbers. Table 5 presents the cross-validation results for each building with the most representative indoor measurement position and C value combination.
It is worth noting that the model structures differ for all the studied buildings. In some buildings the more delayed power values give better results than the less delayed ones. This is also a clear indication that in some cases there exist significant delays between the measured indoor temperature and the heating power. The best results were achieved with data from building A where average RMSE and r for the validation data were 0.14 °C and 0.87 respectively ( Table 5) . The model performed 
Generalizability Assessment
To investigate the generalizability of the model structures, mean RMSE and r values were calculated for each tested model structure using the simulation results of all five building data sets (Figure 3) . This way the applicability of the same model structure to different buildings can be assessed as the best results might not be achieved with the same model structure (Table 5 ). Model structures were ranked according to mean RMSE and r values. This resulted in an individual ranking number for each model structure, where the lowest value represents the best performing model structure among those studied. As a result, nine of the best model structures according to the ranking procedure are presented in Table 6 . The simplest model structure P1 is also included for comparison. The differences between RMSE values are small among the ranked model structures including the model structure P1 (Table 6 ). For these model structures, the average relative modelling error for the 28-h prediction was below 5% in every building. Correlation was relatively low for all the listed model structures but differences between the best ranking ones were small. Correlation for P1 was lower and its standard deviation was significantly higher. Correlations were further analysed by calculating p-values for testing the null hypothesis that there is no correlation between the measured and modelled indoor temperature. Significant correlation was considered if the p-value was smaller than 0.05. For buildings A and D the p-value was smaller than 0.05 for all validation data sets. Building B had one validation data set with p-value greater than 0.05 indicating weak correlation. This is due to a very low measured indoor temperature value during one hour compared with previous and next hours. This could be a measurement error and if the value is changed to the mean value of adjacent hours, the correlation coefficient becomes 0.64 and p-value is then smaller than 0.05. For building C, there were two validation data sets that had p-values greater than 0.05. The low correlation for one validation data set can be explained by a sudden spike in the measured indoor temperature although there is no similar increase in the heating power and the model fails to model the change. Building E also had two validation data sets with p-values greater than 0.05. One general reason for the low correlations might be that the model output can be in higher resolution than the measured one, namely 0.1 • C. Therefore, in some cases low r values can be observed although the output of the model follows the measured values quite closely according to small RMSE. This is especially the case when the measured indoor temperature remains constant or it varies less than ±0.2 • C, which is the measurement accuracy for the typical indoor temperature sensors. In conclusion, while it is important to have high correlation between the measured and the modelled indoor temperature, in many cases the low correlation does not necessarily imply that the performance of the model is decreased.
The parameters along with their standard deviation for the best model structures in the case of building A are presented in Table 6 . The values for the parameters a, b, x 1 , x 2 and x 3 are the mean values of the corresponding parameter with four identification data sets. For most of the best performing model structures the C value corresponds to light building structure (see Table 4 ). For the parameter a, the standard deviation is low among all the best performing models. Considering the model structures with the fewest parameters (P3 and P1), the standard deviation of the parameter a is six or seven times greater than the lowest standard deviation achieved. The smallest standard deviation for the parameter a can be achieved by the model structures with two heating power values, namely P1P3 and P1P8. When it comes to parameter b, the standard deviation as well as the value of the parameter varies more among the different model structures. Still, one of the smallest standard deviations is achieved with model P1P3.
The values and standard deviations of the parameters x 1 , x 2 and x 3 vary depending on the model structure. However, model structures with two heating power values produce smaller standard deviation for these parameters in general compared with model structures with three heating power values.
Model performance on a longer time horizon was tested for building A. Data for ten days after the 144-h period used for the cross-validation was utilized to simulate the indoor temperature. P1P3 model structure was used along with the same four sets of parameters that were estimated in the 4-fold cross-validation. The results can be seen in Figure 5 . The model can estimate the indoor temperature accurately and the absolute modelling error is mainly under 0.5 • C for the whole simulation period. For the ten-day simulation period, RMSE was from 0.09 • C to 0.22 • C and r was from 0.76 to 0.88 depending on the parameters used. Those are comparable to the results achieved in cross-validation and presented in Figure 4 . These results show that the model can accurately estimate the indoor temperature over longer periods of time. fold cross-validation. The results can be seen in Figure 5 . The model can estimate the indoor temperature accurately and the absolute modelling error is mainly under 0.5 °C for the whole simulation period. For the ten-day simulation period, RMSE was from 0.09 °C to 0.22 °C and r was from 0.76 to 0.88 depending on the parameters used. Those are comparable to the results achieved in cross-validation and presented in Figure 4 . These results show that the model can accurately estimate the indoor temperature over longer periods of time. For comparison, a state-of-the-art modelling approach was applied for building A. This model is a thermal network model presented in [52] and it was applied for the four identification and validation data sets. The model has two capacitances: one for the interior and the other for the walls. It also has three resistances: one between the interior and the walls, the second between the walls and the outside and the third for the heat flow through the windows and the doors. In total, the model has five physically interpretable parameters that needs to be estimated. Outputs of the model are the indoor temperature and the wall temperature. The upper and lower bounds for the estimated physical parameters were set as presented in Table 4 (minimum and maximum for U were set as 0 and 20). The resulted mean RMSE for the four identification and validation data sets were 0.28 ± 0.11 and 0.32 ± 0.23 respectively. The mean correlation coefficients for the four identification and validation data sets were 0.81 ± 0.11 and 0.34 ± 0.77 respectively. These are worse results when compared with the results with model P1P3 as presented in Figure 4 . In addition, the wall For comparison, a state-of-the-art modelling approach was applied for building A. This model is a thermal network model presented in [52] and it was applied for the four identification and validation data sets. The model has two capacitances: one for the interior and the other for the walls. It also has three resistances: one between the interior and the walls, the second between the walls and the outside and the third for the heat flow through the windows and the doors. In total, the model has five physically interpretable parameters that needs to be estimated. Outputs of the model are the indoor temperature and the wall temperature. The upper and lower bounds for the estimated physical parameters were set as presented in Table 4 (minimum and maximum for U were set as 0 and 20). The resulted mean RMSE for the four identification and validation data sets were 0.28 ± 0.11 and 0.32 ± 0.23 respectively. The mean correlation coefficients for the four identification and validation data sets were 0.81 ± 0.11 and 0.34 ± 0.77 respectively. These are worse results when compared with the results with model P1P3 as presented in Figure 4 . In addition, the wall temperature that needs to be estimated presents a challenge. In Brastein et al. [52] , the wall temperature was measured but in real buildings this measurement is not available so it has to be estimated or at least initial guess needs to be made. With the identification and validation data of this study, the wall temperature can be estimated so that the model gives the best result with the measured indoor temperature. In prediction, however, initial guess for the wall temperature would be needed and it would be really hard to make. According to the results above, the initial guess for the wall temperature could be anything between 3.8 to 20 • C to achieve the best model performance. Also, the initial guesses and upper and lower bounds for the physical parameters has to be set correctly as they can have large impact on the final parameter estimates [52] .
Error Analysis
Modelling error was further analysed by plotting the errors with four validation data sets as a function of time. Additionally, a histogram with normal distribution fit and a normal probability plot were used to check the statistical properties of the errors. Also, sample autocorrelation function in MATLAB ® was applied to check if the modelling error can be considered as a white noise indicating appropriate complexity level of model structure.
An example of the residual analysis with the measured data from building A is presented in Figure 6 . The modelling errors are mainly similar to normal distribution. As the validation data contains only 28 data points, it could be expected that the error distribution would somewhat differ in comparison to theoretical normal distribution. In some error autocorrelation plots the 95% confidence bounds are slightly exceeded. However, in this case statistically significant error autocorrelations are mainly observed at low time lags.
An example of the residual analysis with the measured data from building A is presented in Figure 6 . The modelling errors are mainly similar to normal distribution. As the validation data contains only 28 data points, it could be expected that the error distribution would somewhat differ in comparison to theoretical normal distribution. In some error autocorrelation plots the 95% confidence bounds are slightly exceeded. However, in this case statistically significant error autocorrelations are mainly observed at low time lags. At higher time lags, only few autocorrelations are outside the confidence bounds. In conclusion, the errors cannot be fully explained with white noise, but as the autocorrelations drop quickly and At higher time lags, only few autocorrelations are outside the confidence bounds. In conclusion, the errors cannot be fully explained with white noise, but as the autocorrelations drop quickly and for the most part stays between the confidence bounds reasonable model performance can be assumed. Also, the modelling results with validation data (Figure 4 ) further support good model performance with respect to the applied performance criteria.
Uncertainty of the Outdoor Temperature Forecast
Outdoor temperature is an uncontrollable input to the developed model. In this work, validation has been done using the historical measured outdoor temperature. However, in reality an outdoor temperature forecast for predicting the indoor temperature would be required. Thus, the uncertainty of the forecast is an important issue to recognize as the outdoor temperature forecasts are not completely accurate [56] . Therefore, the effect of the uncertainty of the outdoor temperature forecast on the performance of the developed model was studied. Petersen and Bundgaard [56] analysed two years of outdoor temperature forecast data and corresponding actual outdoor temperature data. Based on that, the outdoor temperature forecast was modelled by sampling normally distributed values for the outdoor temperature for each of the 28-h validation data sets for building A. The normally distributed outdoor temperature values had a mean of the measured outdoor temperature value minus 0.4 • C and a standard deviation of 1.4 • C. In addition, outdoor temperature forecasts with a systematic error of 3 • C above or below the actual outdoor temperature for the 28-h validation periods were also examined for simulating the biased estimate. The results are presented in Figure 7 . According to the sensitivity analysis with the above described data sets, the relative modelling error for Building A with the model structure P1P3 ranged from 0.3% to 1.6%. The relative modelling error using the actual outdoor temperature ranged from 0.3% to 0.9%. The results of the sensitivity analysis show, that even when the forecasted outdoor temperature deviates 3 • C from the actual outdoor temperature the magnitude of the modelling error stays mainly the same during the 28-h prediction horizon.
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Outdoor temperature is an uncontrollable input to the developed model. In this work, validation has been done using the historical measured outdoor temperature. However, in reality an outdoor temperature forecast for predicting the indoor temperature would be required. Thus, the uncertainty of the forecast is an important issue to recognize as the outdoor temperature forecasts are not completely accurate [56] . Therefore, the effect of the uncertainty of the outdoor temperature forecast on the performance of the developed model was studied. Petersen and Bundgaard [56] analysed two years of outdoor temperature forecast data and corresponding actual outdoor temperature data. Based on that, the outdoor temperature forecast was modelled by sampling normally distributed values for the outdoor temperature for each of the 28-h validation data sets for building A. The normally distributed outdoor temperature values had a mean of the measured outdoor temperature value minus 0.4 °C and a standard deviation of 1.4 °C. In addition, outdoor temperature forecasts with a systematic error of 3 °C above or below the actual outdoor temperature for the 28-h validation periods were also examined for simulating the biased estimate. The results are presented in Figure 7 . According to the sensitivity analysis with the above described data sets, the relative modelling error for Building A with the model structure P1P3 ranged from 0.3% to 1.6%. The relative modelling error using the actual outdoor temperature ranged from 0.3% to 0.9%. The results of the sensitivity analysis show, that even when the forecasted outdoor temperature deviates 3 °C from the actual outdoor temperature the magnitude of the modelling error stays mainly the same during the 28-h prediction horizon. Figure 7 . Sensitivity analysis of the indoor temperature prediction with simulated bias to the weather forecast in case of the model structure P1P3 with measured data from building A and four validation data sets. Black line is the measured indoor temperature and dark grey line is the indoor temperature prediction with measured outdoor temperature. Light grey line with circles is a representative example of the indoor temperature prediction with a normally distributed weather forecast. Light grey lines with upward and downward triangles are the simulated indoor temperature predictions using a weather forecast that contains a bias of 3 °C below or above the measured outdoor temperature respectively. Figure 7 . Sensitivity analysis of the indoor temperature prediction with simulated bias to the weather forecast in case of the model structure P1P3 with measured data from building A and four validation data sets. Black line is the measured indoor temperature and dark grey line is the indoor temperature prediction with measured outdoor temperature. Light grey line with circles is a representative example of the indoor temperature prediction with a normally distributed weather forecast. Light grey lines with upward and downward triangles are the simulated indoor temperature predictions using a weather forecast that contains a bias of 3 • C below or above the measured outdoor temperature respectively.
Applying the Model in Optimization of the Heat Demand
As presented in Section 4, by applying the same model structure in all five buildings an indoor temperature measurement that corresponds to the output of the model was found. It then follows that the model can be applied to predict these particular indoor temperatures in the buildings. By assuming that the current indoor temperature control systems in the buildings work as intended keeping the indoor temperatures at the set point level, the modelled indoor temperatures can be used to optimize the heat demand of the buildings. The modelled indoor temperature is then considered as representative indoor temperature for the building and can be altered between defined limits without compromising the living conditions. Above-mentioned assumptions mean that the indoor temperature in other parts of the building can also be considered being at permissible level.
An example of what the optimization of the heat demand could mean in practice is presented in Figure 8 where heating power in building A has been set to lower level from normal operation conditions. Lower heating power level is taken from a reference day with a similar outdoor temperature profile. By applying the lower heating power level, the indoor temperature approaches the indoor temperature of the reference day which shows that the model can be used to predict and optimize the heat demand. In this example, the applied lower heating power can be considered the 'optimized' or 'predicted' heating power for the simulation period. Simulated indoor temperature with original heating power is also presented and the mean absolute error between the simulated and measured indoor temperature was 0.11 • C.
An example of what the optimization of the heat demand could mean in practice is presented in Figure 8 where heating power in building A has been set to lower level from normal operation conditions. Lower heating power level is taken from a reference day with a similar outdoor temperature profile. By applying the lower heating power level, the indoor temperature approaches the indoor temperature of the reference day which shows that the model can be used to predict and optimize the heat demand. In this example, the applied lower heating power can be considered the 'optimized' or 'predicted' heating power for the simulation period. Simulated indoor temperature with original heating power is also presented and the mean absolute error between the simulated and measured indoor temperature was 0.11 °C. Measured heating powers for simulation day (black) and reference day (grey). Middle: Measured outdoor temperatures for simulation day (black) and reference day (grey). Lower: Measured (solid black) and simulated (dashed black) indoor temperature for simulation day and measured indoor temperature for reference day (grey). Black line with circles is the simulated indoor temperature for simulation day using reference day heating power.
Discussion
It is worth noting that the modelling results presented in this article were achieved with a fairly small amount of measured data. Only 100 h of data was used for the estimation of the model parameters. Also, the data was recorded at the time when the buildings were in normal use. This included the actions of the automatic heating controls of the buildings. Furthermore, the energy used Figure 8 . An example on the optimization of the heat demand in building A for a 24-h period. Upper: Measured heating powers for simulation day (black) and reference day (grey). Middle: Measured outdoor temperatures for simulation day (black) and reference day (grey). Lower: Measured (solid black) and simulated (dashed black) indoor temperature for simulation day and measured indoor temperature for reference day (grey). Black line with circles is the simulated indoor temperature for simulation day using reference day heating power.
It is worth noting that the modelling results presented in this article were achieved with a fairly small amount of measured data. Only 100 h of data was used for the estimation of the model parameters. Also, the data was recorded at the time when the buildings were in normal use. This included the actions of the automatic heating controls of the buildings. Furthermore, the energy used for hot water heating was not excluded from the heating power measurements, which could explain some of the modelling error. Although there were multiple indoor temperature sensors in the studied buildings, the final chosen sensor position may not be the optimal one. On that regard, it is remarkable that the indoor temperature measured inside an apartment could be used for the developed model as a representative temperature. Moreover, the C and U values were calculated using tabular values, which naturally introduces some error, and although three different C values were investigated the selected ones might not be the optimal values. Nevertheless, based on the modelling results, it can be concluded that this kind of data contains enough information to achieve acceptable model performance according to the presented testing criteria.
All the buildings studied in this research were large buildings, namely a school, a municipal hall and apartment buildings. Therefore, to assess the applicability of the model for smaller constructions, like detached houses, would require further studies. In [57] , where detached houses were studied, significant consumption peaks in heat consumption due to domestic hot water were seen. In large buildings, the hot water consumption is largely in the noise. It is possible that the domestic hot water consumption will then have a more significant effect on the model performance in detached houses.
The presented model was identified without measuring the effects of the sun or wind to keep the number of model inputs as low as possible. However, Kapetanakis et al. [58] also found that the wind speed has no significant correlation to the heating load of the buildings. In the present study, the effect of the sun on the indoor temperature was investigated by calculating correlation between the modelling error RMSE and sunny weather. For all the buildings, the correlation was below 0.5 indicating no significant correlation. Furthermore, for four of the buildings correlation was also negative. In conclusion, there appeared to be no significant effect from the sun on the indoor temperature that the developed model could not account for. However, the inclusion of the solar heat gains as an input to the model and its impact on modelling accuracy should be investigated more thoroughly in future works. It should be noted that all the studied buildings are located in the northern hemisphere and relatively near the Arctic Circle. Therefore, the developed model can only be expected to work under similar conditions. In future works, the performance of the model in buildings under different climatic conditions should be studied.
Another challenging topic for future works is the application of the model in cases when the indoor temperature measurement is not available allowing even wider application of the model. Lack of the indoor temperature measurement is particularly the case in many older buildings. Also, the calculation of the physical model parameters needs information on building geometry that could be hard to gather for a large number of buildings, therefore more efficient ways to calculate or estimate these parameters are needed and will be looked into in future works.
Remarkably, the clear correlation between the measured indoor temperatures and its estimated values justifies the selected model structure. It then follows that, at least in large buildings, the indoor temperature variation can be modelled by the same parametrized version of the heat transfer equation (Equation (1)). These conclusions lay a foundation for the future studies where the developed model will be applied for the predictive optimization of the heat demand in a large number of buildings. This will include the optimization of the heating power of a single building and, more importantly, the focus then is on the simultaneous optimization and scheduling of multiple buildings, say from 200 to 500, enabled by the indicated generalizability potential of the presented modelling approach.
Conclusions
In this article, identification and validation of a novel dynamic model for the prediction and control of the indoor temperature in buildings was presented. The generalizability of the modelling approach was one of the main focus, this is why real measured data acquired from five different types of buildings were utilized in the model performance analysis. Use of easily available measurements and rough estimates for physical parameters are other important features of the studied model. Based on the simulations, relative modelling error during the 28-h prediction was below 5% with every building data set using the same model structure. In addition, the effect of uncertainty related to the outdoor temperature forecast affecting the performance of the model was minor. Results demonstrate a good modelling accuracy in various buildings using identical model structure despite few estimated physical parameters and simplicity of the model with respect to the total number of its parameters and inputs. Generalizable model structure allows to implement and adapt the model easily to a wide variety of different buildings as a part of city level energy optimization concepts.
