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Accurate and Standardised Coronary Wave Intensity
Analysis
Simone Rivolo∗, Tiffany Patterson, Kaleab N. Asrress, Michael Marber, Simon Redwood, Nicolas P. Smith,
and Jack Lee
Abstract—Objective: coronary wave intensity analysis (cWIA)
has increasingly been applied in the clinical research setting to
distinguish between the proximal and distal mechanical influences
on coronary blood flow. Recently, a cWIA-derived clinical index
demonstrated prognostic value in predicting functional recovery
post-myocardial infarction. Nevertheless, the known operator-
dependence of the cWIA-metrics currently hampers its routine
application in clinical practice. Specifically, it was recently
demonstrated that the cWIA-metrics are highly dependent on
the chosen Savitzky-Golay filter parameters used to smooth
the acquired traces. Therefore, a novel method to make cWIA
standardised and automatic was proposed and evaluated in-vivo.
Methods: the novel approach combines an adaptive Savitzky-
Golay filter with high order central finite differencing after
ensemble-averaging the acquired waveforms. Its accuracy was
assessed using in-vivo human data. The proposed approach was
then modified to automatically perform beatwise cWIA. Finally,
the feasibility (accuracy and robustness) of the method was
evaluated.
Results: the automatic cWIA algorithm provided satisfactory
accuracy under a wide range of noise scenarios (≤10% and
≤20% error in the estimation of wave areas and peaks respec-
tively). These results were confirmed when beat-by-beat cWIA
was performed.
Conclusion: an accurate, standardised and automated cWIA
was developed. Moreover, the feasibility of beatwise cWIA was
demonstrated for the first time.
Significance: the proposed algorithm provides practitioners
with a standardised technique that could broaden the application
of cWIA in the clinical practise as well as enabling multi-
centre trials. Furthermore, the demonstrated potential of beat-
wise cWIA opens the possibility of investigating the coronary
physiology in real time.
Index Terms—Coronary Vasculature, Wave Intensity Analysis,
Adaptive Savitzky-Golay Filters.
I. INTRODUCTION
CORONARY wave intensity analysis (cWIA) is a time-domain wave separation technique well-suited for the
investigation of coronary artery hemodynamics, due to its
capability to distinguish between the proximal and distal
mechanical influences on coronary blood flow [1], [2], [3].
The clinical potential for cWIA is significant, having already
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contributed to our understanding of the pathophysiology of
various disease processes affecting the coronary vasculature,
including aortic stenosis [4] and LV hypertrophy [5], as
well as defined the impact of various interventions including
biventricular pacing [6] and intra-aortic balloon therapy [7].
Furthermore, the application of cWIA in ischaemic heart
disease has delineated the mechanisms of warm-up angina
and the action of known anti-anginal agents [8], [9]. More
recently the demonstration of a prognostic benefit of cWIA
in the setting of acute myocardial infarction has facilitated
prediction of long-term myocardial recovery [10].
However, despite substantial data supporting its clinical
utility, widespread uptake of cWIA as a potential diagnostic
and prognostic tool has been hampered by both the operator-
dependent nature of the acquisition process and the processing
variability of the acquired traces [11]. While the former is
mostly due to the challenging acquisition procedure and is
difficult to standardise, the latter is likely attributable, as re-
cently demonstrated [11], to the choice of the filter parameters
at the level of pre-processing: such filters are used to smooth
the acquired waveforms and strongly affects the cWIA-derived
metrics thus potentially generating wide variation during quan-
titative evaluation. This potential downfall not only precludes
comparison between studies but also the collaboration between
centres that would be necessary for full clinical validation of
such a tool [11], [12].
Specifically, cWIA requires simultaneous measurements of
pressure and flow velocity at a single point in a blood vessel.
Following the approach commonly employed in literature, a
selection of beats of interest allows the waveforms to be
ensemble-averaged to remove high-frequency noise [1], [4],
[5], [8], [13], [14], [15]. The resulting signal-time derivatives,
which are the sole inputs to cWIA, are commonly calculated
by applying a Savitzky-Golay (S-G) filter either as a smoother
or a differentiator [1], [11], [16]. However, the coronary pres-
sure and velocity time derivatives are strongly influenced by
the chosen S-G parameters (polynomial degree N and window
width M) [11] , significantly affecting the quantitative cWIA
metrics (areas and peaks of the main waves). The overriding
reason for this is the adverse handling by the S-G filter of
the different timescale features characterising the coronary
velocity waveform, spanning from the relatively flat systolic
plateau to the sharp early-diastolic rise [11]. Therefore, there
is an urgent need to standardise cWIA analysis. Consequently,
we have devised an algorithm to standardise and automate the
calculation of cWIA, thus eliminating the operator-dependent
nature of these measurements. The benefits of which are two
fold 1) the integration of cWIA as a tool in clinical practice,
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and 2) enabling cWIA research in cardiovascular multi-center
clinical trials.
In a recent study using in silico data, we demonstrated that
application of an adaptive S-G filter to the velocity waveform
was capable of overcoming the limitations highlighted above
by automatic selection of the optimal filter parameters point-
wise (at each sampling point), thus opening up to the pos-
sibility of achieving a standardised and automated method to
derive cWIA [12]. However, although essential, this early work
employing an in-silico evaluation was only a preliminarily step
in the development of an automatic cWIA algorithm. Firstly,
simulated traces were used both for algorithm optimisation and
algorithm evaluation. Secondly, the simulated traces exhibit
different features to the in-vivo measurements. Thirdly, the
pulse wave speed (PWS) in the automatic cWIA algorithm
was derived from the simulation data, thus the impact of real-
life PWS estimation still needs to be taken into consideration.
The need to overcome such limitations is fundamental for
establishing a standardised cWIA tool. Therefore, the aim of
this work is to evaluate the automatic cWIA algorithm in
human participants in-vivo thus validating the technique and
further realising the potential of cWIA.
The newly developed algorithm was then adapted to perform
beat-by-beat cWIA thus skipping the ensemble-averaging step,
which has never been performed before due to the strong im-
pact that noise has on the velocity signal over a single cardiac
cycle. The feasibility (robustness and accuracy) of the beatwise
cWIA was, in turn, evaluated in-vivo. The introduction of beat-
by-beat cWIA adds substantial value to the clinical utility of
cWIA, enabling assessment of the transient variation of the
coronary hemodynamics and consequently the cWIA metrics,
in particular following drug administration [9], analysis of
exercise physiology [8] or during the Valsalva maneouvre [13],
[14]).
II. METHODS
In this section we firstly describe the experimental proce-
dure required for acquiring in-vivo coronary hemodynamics in
humans. Subsequently, the theoretical aspects underlying the
proposed algorithm are briefly presented, namely the cWIA
and the adaptive S-G filter. We then describe our novel algo-
rithm for automatic cWIA calculation in detail, followed by
the approach for estimating the acquisition noise and assessing
the accuracy of the proposed algorithm in-vivo. Finally, we
present the steps followed to establish feasibility of beat-by-
beat cWIA.
A. Experimental Procedure
Recordings from ten human subjects scheduled for percuta-
neous coronary intervention were used for this study. Patients
had given informed consent to take part in the study approved
by local ethics committee. Data acquisition was as per routine
clinical protocols employed in the hospital [17]. Specifically,
a standard 6F-guiding catheter was positioned in the aortic
root. A dual sensor pressure-velocity 0.014” intracoronary
wire (Combowire, Volcano Corp, San Diego, CA) [18] was
then connected to the ComboMap console (Volcano Corp) and
positioned at the tip of the guide. The guide was then inserted
into the coronary ostium and the Combowire advanced in the
target coronary artery and manipulated (by an experienced in-
terventionist) until a good Doppler velocity trace was obtained.
All signals were sampled at 200 Hz and stored on disk for off-
line analysis. The data were imported into the custom-made
StudyManager program (Academic Medical Center, University
of Amsterdam, The Netherlands), and one set of approximately
10 consecutive beats were extracted for each patient and used
for this study. The temporal alignment of the pressure and
velocity waveforms was ensured by experiments performed on
ex vivo animal models that revealed a 55 ms delay between
the pressure and flow velocity waveform associated with this
specific measuring system [18], [8], [13]. Finally, it is impor-
tant to underline that the ten selected datasets span different
qualities (evaluated by an experienced clinical operator) from
ideal quality achievable in the clinical settings to low quality
(but still analysable if part of a clinical study).
B. Coronary Wave Intensity Analysis
The steps commonly pursued to perform cWIA are briefly
described [8], [1], [13], [14], [15], following the in-depth
overview presented in [1]. The beats of interest are selected
and then the pressure (p) and velocity (v) waveforms are
ensemble-averaged. The time derivatives of these signals, input
to the cWIA, are then calculated either by applying the S-G
filter as a differentiator or combining a S-G smoothing filter
with first order forward finite differencing. After computing
the time derivatives, the simultaneous forward and backward
travelling waves can be separated, as it follows:
dI± =
dp±
dt
dv±
dt
= ± 1
4ρc
(
dp
dt
± ρcdv
dt
)2
, (1)
where:
dp± = 1
2
(dp± ρcdv) dv± = 1
2
(
dv ± dp
ρc
)
. (2)
dI± indicates forward and backward wave intensity, c repre-
sents the Pulse Wave Speed (PWS) and ρ the blood density.
Dividing the time increments by dt avoids the WIA depen-
dence on the sampling time [1]. The PWS is estimated by
using the sum-of-squares method [1],
c =
1
ρ
√∑
dp2∑
dv2
, (3)
which is, to date, the only available method routinely applied
in the coronary arteries [5], [15], [6], [10]. It is important
to highlight that the summations must be performed over an
integer number of cardiac periods. The cWIA-derived metrics
are then defined as the integral area and peak of the main
waves [5]. An example of in-vivo human dataset with the
corresponding cWIA profile, the cWIA nomenclature and the
driving mechanisms of each wave is visualised in Fig. 1. FCW,
FEW and LFCW indicate the forward compression, forward
expansion and late forward compression wave, respectively.
BCW and BEW label the backward compression and back-
ward expansion wave, respectively.
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TBME.2016.2593518, IEEE
Transactions on Biomedical Engineering
3
0 0.2 0.4 0.6 0.8 1
4
3
2
1
0
1
2
3
x 10
5
Time (s)
W
IA
 (
W
 m
 
2
s 
2
)
0 0.2 0.4 0.6 0.8 1
50
100
150
200
P
re
s
s
u
re
 (
m
m
H
g
)
0
10
20
30
V
e
lo
c
it
y
 (
c
m
/s
)
LV Contraction 
AV Closure 
LV Relaxation 
Myocardial Relaxation
Early Myocardial
Contraction 
BCW
FCW FEW
LFCW
BEW
Fig. 1. An in-vivo human pressure and velocity waveform (above) along with
the corresponding separated cWIA profile and the nomenclature and origin of
each wave is visualised (below). The coloured waves are the ones accelerating
the anterograde blood flow [5], [19].
C. Adaptive Savitzky-Golay Filter
The Savitzky-Golay filters are well-known and widely ap-
plied in multiple fields, from chemistry (more specifically
spectrometry) to biomedical signal processing [16], [20] where
the filters have been extensively described and analysed [16],
[21], [22], [23], [20]. The fundamental idea of a Savitzky-
Golay filter is to replace each noisy sample of a signal with
the value of a polynomial locally fitted in a least-squares sense.
More specifically, given a symmetric window around a sample
point, a polynomial of degree N is fitted to the M data samples
in the window [24].
However, for a local polynomial regression algorithm based
on a least squares criterion such as the S-G filter, the challenge
is to find the optimal filter parameters for the regression. This
problem, as shown in [24], can be solved pointwise by opti-
mising the Stein’s Unbiased Risk Estimator (SURE) objective
[25], which is an unbiased estimator of the mean squared error.
Considering the smoothing process at a sampling point n0T ,
where T is the sampling time, Bn0 is defined as the set of
samples that falls in the window width centred at n0. The
SURE risk estimator is defined as
 =
1
N0
N0∑
i=1
f2i (x)−
2
N0
N0∑
i=1
fi(x)xi +
2σ2
N0
N0∑
i=1
∂fi(x)
∂xi
(4)
where N0 is the cardinality of the set Bn0 , xi are the noisy
samples and fi(x) =
∑p
k=0 ak,n0(x)(nT )
k are the values of
the fitted polynomial in the N0 samples. The standard devi-
ation of the noise σ is estimated using the median estimator
[24]:
σ =
{median(|xn − xn−1|;n = 2, 3, . . . , N)}
0.6745
. (5)
The SURE estimator can be used to adaptively choose the
window width for a fixed polynomial degree (labelled awS-G)
or to adaptively choose the suitable polynomial degree for a
fixed window width (labelled apS-G). In both cases, for each
sampling point the SURE  cost function is calculated for each
window width or polynomial degree and the one providing
minimum  is assumed to be optimal.
Note that, as detailed in [24], a regularisation term can
be added to the SURE risk estimator  to improve the
performance of the algorithm in regimes of low signal-to-noise
ratio (SNR), that is a measure of quality of a signal (calculated
as Ps/Pn , where Ps and Pn represent the power of the signal
and the noise respectively). However, this is not considered
in this study due to the poorer performance exhibited by the
regularised SURE risk estimator in the in-silico analysis [12].
D. Automatic cWIA
The major steps of the newly introduced automatic cWIA
are illustrated schematically in the flowchart in Fig. 2.
Data Selection 
Ensemble-Averaging 
Velocity Smoothing 
Differentiation 
PWS Estimation 
cWIA & Metrics Calculation 
apS-G with SURE 
4th Order Central 
Finite Differencing 
Fig. 2. A visualisation of the automatic cWIA algorithm steps (a). Initially
the beats of interest are selected and the pressure and velocity traces are
ensemble-averaged. The velocity trace is then smoothed using the apS-G
algorithm combined with the SURE risk estimator. The signal time derivatives
are then estimated by 4th order central finite differencing. Finally the cWIA
is performed and the relevant metrics are calculated. The details of the choices
for the velocity smoothing algorithm and for the differentiation step can be
found in the text.
Initially, the selected beats of the pressure and velocity
waveforms are ensemble-averaged following the standard pro-
cedure employed in the literature [1], [8], [13], [14], [15].
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Following this averaging, the adaptive apS-G filter com-
bined with the SURE risk estimator is applied to automatically
smooth the velocity waveform. The window width is fixed at
M = 11, following [12]. Note that the awS-G is not considered
due to the lack of performance exhibited in our previous
in-silico study [12]. This will be further discussed in the
Discussion section.
It is important to highlight that the S-G filter is used as
a smoother and not as a differentiator, due of the poor per-
formance exhibited by this second approach [11]. Moreover,
based on the sensitivity analysis results described in [11], the
filter is applied only to the flow velocity waveform, since it is
the one most affected by noise, and the pressure trace is not
smoothed.
After the smoothing step, the time derivatives of the pres-
sure and velocity waveform are calculated by 4thorder finite
differencing [11]. Subsequently, the PWS is estimated using
the sum-of-squares method and the cWIA-derived metrics are
calculated, as detailed in Section II-B.
Finally, it is relevant to note that the steps introduced above
can be easily adapted to exclude the ensemble-averaging step
to perform beat-wise cWIA.
E. Estimation of the acquisition noise
As detailed in the following section, the accuracy of the
automatic cWIA algorithm is evaluated by adding synthetic
noise to the acquired velocity waveforms. Prior to it, it is
pivotal to investigate if the type of synthetic noise added
resembles the noise typical of the acquisition process.
Therefore, for each dataset the power spectrum of the
acquired velocity waveform is initially calculated to assess
if specific noise frequencies could be detected. The velocity
trace is then ensemble-averaged and the resulting waveform
subtracted from each beat to obtain an estimate of the acqui-
sition noise. The mean and standard deviation (SD) of the
estimated noise are then calculated. Finally, multiple noise
distributions are fitted to the estimated noise and compared
in terms of Q-Q plot (plot of the quantiles of the estimated
noise against the quantiles of the fitted distribution), P-P plot
(comparing the empirical cumulative distribution function of
the estimated noise with the fitted theoretical cumulative dis-
tribution function) and the root-mean-squared-error (RMSE)
between the empirical and fitted cumulative density functions.
F. Accuracy of the automatic cWIA
A high quality (evaluated by an experienced clinical opera-
tor) trace was chosen among the human datasets introduced in
Section II-A and ensemble-averaged. cWIA was then applied
and the calculated areas and peaks of the main waves used
as gold standard. The motivation behind the use of real data
as gold standard will be discussed below in the Discussion
section.
To simulate the noise characterising the data acquisition
procedure, white Gaussian noise of zero mean and a standard
deviation varying between 5 and 30 cm/s, in steps of 5 cm/s,
was added to the consecutive beats of the measured velocity
profile. The choice of the type and amount of noise added
is debated in the Discussion section. However, note that the
spectrum of the noise imposed was chosen to closely represent
the different scenarios typical of the clinical practice, without
specific focus on the resulting SNR values. Furthermore, it is
crucial to assess the algorithm’s performance not only in the
high noise level scenario but also in the low noise level one
since it is also required to process high-quality traces without
over-smoothing them.
The automatic cWIA method (Section II-D) was then ap-
plied and the cWIA-derived metrics were compared with the
case when zero noise was added (gold standard). The accuracy
was assessed in terms of the percentage error defined as,
percentage error =
|metriciGD −metrici|
metriciGD
× 100, (6)
where metric is the area or the peak of a specific wave, GD
refers to the gold standard (zero noise added) and the index
i refers to a specific cWIA waves following the common
nomenclature employed in literature [5]. The percentage error
was calculated as mean±SD where the mean was computed
over 100 experiments to account for the stochastic nature of
noise.
White Gaussian noise is usually considered representative
of the noise properties typical of the data acquisition [26].
To cover the more general possibility of non-symmetric noise,
the algorithm performance was also assessed for Poisson noise
with the parameter λˆ varying in the range of 5-30 cm/s in steps
of 5 cm/s and then repeating the protocol described above.
The protocol presented above to assess the accuracy of the
proposed algorithm was then repeated for each of the other
nine datasets following the exact same steps.
G. Beat-wise cWIA
The feasibility and consistency of the beat-wise cWIA was
evaluated in two steps. Firstly, the accuracy of the automatic
cWIA algorithm was assessed repeating the pipeline described
above. However, for this step a single trace was used since the
ensemble-averaging step was not required.
Secondly, to assess the consistency of beat-by-beat cWIA,
four datasets of approximately 10 consecutive beats each were
extracted from the dataset of a single patient. The cWIA
algorithm was then applied to each beat and cWIA metrics
were then calculated.
III. RESULTS
A. Estimation of the acquisition noise
In Figure 3a the velocity trace of one dataset is visualised
(blue) along with the estimated noise (grey), obtained by
subtracting the ensemble-averaged waveform. As it can be
noticed in the corresponding power spectrum (Figure 3b), most
of the signal power is concentrated in the frequencies below
5-10 Hz making it challenging to distinguish between signal
and noise.
For all the datasets analysed, fitting a Gaussian distribution
provided a satisfactory fit to the estimated noise (as visible
in Figure 3c) with zero mean and standard deviation included
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(a) (b) (c)
(d) (e) (f)
Fig. 3. a) An example of a velocity dataset is visualised (blue) along with the estimated noise (grey), obtained by subtracting the ensemble-averaged
waveform from each beat. b) The dataset power spectrum is displayed highlighting that most of the signal information belongs to frequencies lower than
10Hz. c) The histogram of the estimated noise is then visualised along with the fitted Gaussian distribution (red), demonstrating that modelling the synthetic
noise using white Gaussian noise (zero mean) is an adequate assumption. This is confirmed when the estimated Q-Q plot (d), the P-P plot (e) and the
cumulative distribution function (f) (blue) are compared to the theoretical prediction (red) for white Gaussian noise. These results hold for all ten datasets
analysed.
in the range [2 10]. This is confirmed by the Q-Q plot and
P-P plot (Figure 3d-e) showing an approximately identity line
when comparing the theoretical quantiles/probabilities with the
empirical ones. Finally, the RMSE between the theoretical
and estimated noise is <0.01 across all the datasets analysed
confirming that white Gaussian noise is an adequate model to
simulate synthetic noise representative of real-life scenarios.
Finally, it is important to underline that the maximal amount
(standard deviation) of the white Gaussian noise added when
assessing the algorithm accuracy is three times as large as
the estimated standard deviation (<10). Furthermore, adding
Poisson noise significantly overestimates the amount of noise
typical of the acquisition procedure since the Poisson distri-
bution samples are always positive. In summary, the cWIA
algorithm proposed has been tested in much higher noise
scenarios than the ones suggested by the data to perform a
stringent evaluation.
B. Accuracy of the automatic cWIA
Firstly, note that the threshold for acceptable error was set
to 10% for the wave areas and 20% for the wave peaks,
following two observations. Firstly, these values are lower
than the differences reported in literature when stratifying pa-
tients or assessing the impact of a specific clinical procedure.
Specifically, a variation in the investigated cWIA metric in the
range of approximately 30% [10], [5], [4] up to over 50% [8],
[13] has been reported when comparing two group of patients
or pre and post drug administration. Secondly, it should be
considered that the cWIA inputs are the time derivatives of
signals which contain an amplified level of noise than the raw
signals themselves.
The automatic cWIA algorithm successfully removed most
of the imposed simulated noise, as evidenced by Fig. 4. All
the main waves areas were accurately estimated (≤ 10% error)
through most of the levels of noise added (SD 5-25 cm/s), as
shown in Table I. Moreover, even in the case of extremely
high levels of noise (SD=30 cm/s) (Fig. 4c) the algorithm
performance was only slightly over the 10% accepted limit
(last column of Table I).
The automatic cWIA algorithm was capable of adequately
estimating the main wave peaks only up to a noise level of
SD=15-20 cm/s (table I), which is still remarkable considering
the amount of simulated noise (see Fig. 4b). Futhermore, it
is important to highlight that the FCW and BEW (the most
clinically relevant waves [5], [3]) are the most robust to the
added noise when the peak accuracy is evaluated.
The newly proposed algorithm also provided satisfactory
accuracy even in case of non-symmetric noise (Poisson noise)
as highlighted in Table II. More specifically, the areas and
peaks of the main waves were estimated with < 10% error
and < 20% error respectively, for all the levels of noise
investigated.
Finally, the average SNR reduction provided by the auto-
matic cWIA algorithm was investigated. It is possible to see in
Fig. 5 that the average improvement provided by the algorithm
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TBME.2016.2593518, IEEE
Transactions on Biomedical Engineering
6
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(a) SD 5
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(b) SD 15
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(c) SD 30
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(d) SD 5
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(e) SD 15
0 0.2 0.4 0.6 0.8 1
5
10
15
20
25
30
Time (s)
 
Ve
lo
ci
ty
 (c
m/
s)
(f) SD 30
0 0.2 0.4 0.6 0.8 1
−2
0
2
x 105
Time (s)
 
dI
±
(g) SD 5
0 0.2 0.4 0.6 0.8 1
−2
0
2
x 105
Time (s)
 
dI
±
(h) SD 15
0 0.2 0.4 0.6 0.8 1
−2
0
2
x 105
Time (s)
 
dI
±
(i) SD 30
Fig. 4. The automatic cWIA algorithm results for the different levels of noise tested are highlighted. In the first row the impact of the different level of
noise (a-c) on the velocity waveforms (solid black line) are compared to the gold standard waveform (grey shadowed). In the second row the automatically
denoised traces (solid black line) are compared once again with the gold standard velocity waveform, highlighting the capability of the algorithm to remove
most of the simulated noise. In the last row the automatically denoised cWIA profiles and the gold standard one are visualised superimposed.
over 100 simulations in terms of SNR varied between 24%
for the lowest level of noise to 84% for the highest level of
white Gaussian noise. These results are in good agreement
with those published for the original development and testing
of the algorithm on in-silico and in-vivo ECG traces [24]. This
result highlights the capability of the method to significantly
improve the SNR, especially in high noise scenarios. In case
of Poisson noise the improvement in terms of SNR is more
limited (5-10%) but the accuracy provided by the automatic
cWIA algorithm remains satisfactory due to the dependence
of cWIA solely on the signal’s time derivatives. The results
presented above hold quantitavely and qualitatively when the
accuracy of the automatic cWIA has been tested in the other
nine datasets.
C. Beat-wise cWIA
The feasibility of applying the automatic cWIA algorithm
on a beat-wise basis was initially evaluated by repeating
the in-vivo validation performed above using a single beat
(avoiding the ensemble-averaging step). The algorithm was
able to successfully (≤ 10% percentage error) remove the
simulated noise for SD≤ 20 cm/s when the wave areas were
considered. The same results were obtained for the wave peaks
where an estimation error ≤ 20% was achieved in the noise
range of SD 5-15 cm/s. When the Poisson noise was imposed,
satisfactory accuracy was obtained for all levels of noise tested
when considering the waves areas and for λˆ < 25 when
considering the waves peaks.
Following the above analysis, our automatic cWIA approach
was applied on 4 datasets of approximately 10 beats each
extracted from the same patient at baseline, but at different
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TBME.2016.2593518, IEEE
Transactions on Biomedical Engineering
7
Automatic cWIA Accuracy - White Gaussian Noise
Areas
Noise SD = 5 SD = 10 SD = 15 SD = 20 SD = 25 SD = 30
FCW 1.7±1.4 2.8±1.8 4.7±4 6.4±4.9 10.2±7.1 11±8
FEW 3.4±2 4.3±3.4 6.4±4.7 8±6.5 10.7±7.9 14.1±12.1
LFCW 4.1±3 7.4±4.8 8.7±6 10±6.4 13.6±9.3 15.8±12.7
BCW 2.5±1.9 4.1±2.7 7.1±6 9.7±6.9 13.5±9.6 13.2±8
BEW 1.8±1.3 3.4±2.5 4.4±3.5 5.6±4.8 8±6.7 8.9±6.3
Peaks
FCW 6±3.5 8.6±6.1 10.3±7.9 13.3±12.1 20.2±18 30.4±25
FEW 6.9±6 18.1±15.7 36±28.6 >50 >50 >50
LFCW 9.3±6 12.5±9.2 13.4±10 17.9±15.3 22.9±22.7 31.8±32.1
BCW 13.8±6.3 12.8±10.7 12.9±13.7 19.7±13.5 33.5±24.2 47.4±42
BEW 4.8±3.8 8.2±5.3 9.7±7 13.1±15.1 15.7±14.8 18.1±16.1
TABLE I
THE PERCENTAGE ERROR (MEAN AND STANDARD DEVIATION OVER 100
EXPERIMENTS) FOR THE AREAS AND PEAKS OF THE MAIN WAVES IS
LISTED FOR THE AUTOMATIC CWIA ALGORITHM APPLIED TO THE HUMAN
IN-VIVO DATASET WHEN WHITE GAUSSIAN NOISE IS ADDED.
Automatic cWIA Accuracy - Poisson Noise
Areas
Noise λˆ = 5 λˆ = 10 λˆ = 15 λˆ = 20 λˆ = 25 λˆ = 30
FCW 3.1±1 3.5±1.5 3.8±1.8 3.6±1.8 4.1±1.8 4±2.5
FEW 0.8±0.6 1.1±0.7 1.2±0.9 1.4±1 1.5±1 1.6±1.2
LFCW 8±1.3 8.3±1.8 8.5±2.3 8.1±2.6 8.7±2.9 9±3.7
BCW 4.9±1.3 5.8±2.2 6±2.6 6±2.5 6.7±2.6 6.5±3.3
BEW 4±0.9 4.2±1.1 4.2±1.5 3.9±1.5 4.3±1.8 4.7±2.1
Peaks
FCW 3.7±2.2 5.4±2.6 5±2.7 6.5±3.5 7.1±3.7 5.8±3.7
FEW 2.3±1.8 4±2.4 4±3.3 6.1±4.7 7.3±6.2 6.9±6.2
LFCW 3.3±2.5 7.1±3.6 7.1±4.4 6.9±4.1 7.5±5.2 8.3±5.4
BCW 12.2±5 13.1±6.2 13.1±6.7 13.4±7.1 14.5±7.3 14.1±6.6
BEW 1.7±1.4 3.8±2.3 3.8±2.9 4.8±3.3 4.5±3.6 5.5±3.9
TABLE II
THE PERCENTAGE ERROR (MEAN AND STANDARD DEVIATION OVER 100
EXPERIMENTS) FOR THE AREAS AND PEAKS OF THE MAIN WAVES IS
LISTED FOR THE AUTOMATIC CWIA ALGORITHM APPLIED TO THE HUMAN
IN-VIVO DATASET WHEN POISSON NOISE IS ADDED.
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Fig. 5. The SNR averaged over 100 experiments is visualised for the noisy
(white Gaussian noise) signals (blue) and for the ones obtained after applying
the automatic cWIA algorithm (red).
times in order to test the consistency of a fully automatic beat-
by-beat real-time cWIA. The cWIA profile was adequately
captured beat-wise (see Fig. 6) as the main waves are easily
recognisable in each beat. The percentage variation of the
FCW and BEW areas were then calculated for each beat and
compared with respect to the value obtained from the average
of the 47 beats analysed (belonging to 4 datasets taken form
the same patient at different times during baseline). Most of
the percentage variation was concentrated in the range ±25%,
however there were values up to ±50%, especially if the FCW
is of interest (Fig. 7 a). This percentage variation can be
partially ascribed to the fluctuations in the beat-wise estimated
PWS since, as shown in Fig. 7c, this value varied in the range
±40% where the main wave areas were shown to be sensitive
to an error in the PWS estimation [14]. However, the beat-wise
values of the FCW and BEW areas and peaks compared well
with those presented in [5]. Moreover, the percentage of the
FCW and BEW area over the total wave energy (total integral
area of dI±) was remarkably consistent through all of the
different beats (see Fig. 7b) and the beat-by-beat variations
did not impact the possibility of distinguishing between the
two waves contributions (p-value<0.001).
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Fig. 6. An example of fully automatic beatwise cWIA on 4 beats is shown
(c) along with the pressure (a) and velocity (b) waveforms. The apS-G filter
has been applied only on the velocity waveform.
Finally, if real time cWIA is of interest, the developed
automatic pipeline needs to have low compute times. The
average time to perform both the apS-G and awS-G algorithm
for both the SURE and rSURE risk estimator on a single
beat was 0.06±0.003 seconds on a standard desktop computer
using an unoptimised Matlab code (MATLAB 2014b, The
MathWorks, Inc., Natick, Massachusetts, United States). No
specific effort was made to optimise the algorithm since the
computational speed is already suitable for real-time cWIA.
IV. DISCUSSION
Before a discussion about the different aspects of this
paper, it is important to recall the main goal of this study.
As mentioned in the Introduction, the widespread uptake of
cWIA in the clinical settings has been hampered by the
known variability of the cWIA-metrics to both the acquisition
procedure and the signal processing.
The former derives from the challenge of obtaining a stable
Doppler flow envelope which requires a subtle but continuous
tuning (translation and rotation) of the catheter tip. This
clearly makes the acquired flow velocity operator-dependent.
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Fig. 7. (a) The percentage variation of the FCW and BEW areas over the 47 beats analysed with respect to the averaged value is visualised. The grey
horizontal lines mark the ±25%. (b) The area percentage occupied by the FCW and BEW with respect to the total wave energy over each cardiac cycle
is presented. The contribution of the investigated waves is consistent though the processed beats and significantly different (p-value<0.001). (c) The PWS
estimated using the sum-of-squares method for each beat is highlighted.
However, it is important to underline that the acquisition is
performed by highly specialised interventionists to obtain the
highest-quality velocity trace thus reducing this dependence.
Concerning the processing variability, it has been recently
demonstrated that the choice of the Savitzky-Golay filter pa-
rameters, usually employed to smooth the acquired signals [5],
[1], has a strong impact on the cWIA-metrics [11]. Therefore,
the aim of this study is to achieve operator-independence of the
post-processing technique based on a well-defined objective
criterion of optimality.
A. Noise estimation
The noise estimation has been performed by subtracting the
ensemble-averaged waveform to each of the acquired beats
thus assuming that the ensemble-averaged trace closely repre-
sents the noise-free data. Note that this assumption is typically
considered valid if the same exact event (in our case a cardiac
cycle) is measured multiple times since the randomness of the
acquisition noise would affect each measurement in a different
way. However, the acquisition procedure is challenging due to
the cardiac motion, and enables only a limited amount of beats
to be measured consecutively (typically 10-15) after which the
catheter has to be repositioned. Therefore, the noise estimation
performed in this study by averaging over approximately 10
beats is the best option available with the current technology.
Finally, it is important to discuss the choice of assessing
the accuracy of the newly proposed approach by adding
synthetic noise to real data. This is motivated by multiple
reasons. Firstly, there is a lack of gold standard techniques
to perform cWIA to compare to the new proposed method
[11]. Furthermore, ground-truth data for testing the newly
introduced approach are not available in literature. Finally,
it will be difficult to evaluate the accuracy of the automatic
cWIA by applying it on multiple in-vivo datasets and then
comparing the obtained cWIA metrics with the literature
values, due to the significant variability reported [5], [6], [8],
[13], [14], [15], [27]. For these reasons, adding different types
and ranges of synthetic noise on high-quality data (minimal
acquisition noise) provides a controlled experimental setup,
closely reproducing the most typical clinical scenarios, where
the accuracy of the new proposed method could be assessed.
Moreover, the amount of noise added is significantly higher
than the amount estimated from the data thus subjecting
the proposed algorithm to a severe test when assessing the
accuracy.
Nevertheless, the result of applying the automatic cWIA
algorithm on each of the 10 acquired datasets is demonstrated
in the Supplement Material for sake of completeness.
B. Accuracy
The accuracy of the new approach was assessed in terms
of the cWIA-derived clinically relevant metrics, which are
the areas and peaks of the main waves [5], [8], [10]. The
in-vivo analysis confirmed qualitatively and quantitatively the
findings of the in-silico study [12]. The main wave areas were
accurately calculated (≤10%) for most of the noise scenarios
investigated (see Table I and II). This is quite remarkable
since the amount of noise imposed on the velocity waveform
was approximately doubled in comparison to the previous in-
silico analysis [12]. Moreover, the PWS had to be estimated
using the sum-of-squares method possibly adding a significant
source of variability, due to the sensitivity of the cWIA metrics
with respect to an error in the PWS estimation [11], [14].
The maximum level of noise tested increased the percentage
error up to 15% which is still acceptable particularly in view
of the excessive amount of noise simulated (see Fig. 4c).
In terms of the wave peaks, (as used in some studies [10]),
the proposed approach still provided high levels accuracy for
low and medium levels of noise. However, it is important to
highlight that the area of the main waves should be preferred as
a clinical metric compared to the wave peaks since it exhibited
higher robustness to noise in our analysis.
C. Parameters choice and robustness
As described in Section II-D, the proposed algorithm utilises
the apS-G filter with the SURE risk estimator to automatically
select at each sampling point the optimal polynomial degree
for smoothing the velocity waveform. This choice follows the
results obtained in the in-silico analysis [12] since the awS-G
(automatic selection of the optimal window width M) exhibited
strong dependence on the pre-fixed polynomial degree [12].
Similar conclusions have been obtained when comparing in
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preliminary tests the awS-G and apS-G with the SURE risk
estimator using the in-vivo data.
Finally, although not shown in detail, it is important to
underline that in order to evaluate the robustness of the
proposed algorithm in-vivo the accuracy of the automatic
cWIA has been evaluated for multiple pre-fixed polynomial
degree (M = [9 11 13 15]) following exactly the same protocol
illustrated in Section II-F . Similar accuracy was obtained thus
confirming in-vivo the robustness of the algorithm previously
observed in the in-silico study [11].
D. Real-time beatwise cWIA
When the automatic cWIA algorithm was applied on a
single trace the results were satisfactory in the low and
medium noise regime (Section III-C). A higher level of noise
impacted the cWIA profile especially when the FEW and
LFCW were considered. This is probably due to the close
temporal proximity of the two waves. However, these results
demonstrated the feasibility of a real-time cWIA and motivated
the need to verify the consistency of the new approach.
This was achieved using multiple beats selected in the same
patient. Comparing the FCW and BEW areas of 4 differ-
ent datasets extracted from the same patient hemodynamics
demonstrated that the beatwise variability with respect to the
metric averaged value was mostly confined to the ±25% range
when the BEW was investigated (see Fig. 7a). Furthermore,
the consistency of the FCW and BEW percentage area with
respect to the total wave energy was higher than the waves’
specific values (see Fig. 7b). This is noteworthy since the
beatwise PWS estimation provided by the sum-of-squares
method varied up to 80% thus strongly affecting the beatwise
values of the cWIA-metrics, due to their strong dependence
on variations in the estimated PWS larger than 40% [11], [14].
Furthermore, as previously highlighted, beat-wise cWIA is a
novel application, therefore hard to compare with the available
literature.
It is important to underline the beneficial impact that real-
time beatwise cWIA could have on the coronary physiology
research settings. When applying cWIA to investigate the
impact a specific vasodilator [9], exercise [8] or Valsalva ma-
noeuvre may have on the coronary hemodynamics, currently
only the initial (baseline) and final states are assessed, since
ensemble-averaging is needed thus fully ignoring the transient
changes. However, this transient phase could also be rich in
physiological information. For instance, it could be of great
interest to evaluate the temporal delay between the infusion
of a drug and its full effect, to optimise its administration,
or to track on a beat-by beat basis the changes in coronary
flow patterns during exercise, thus investigating the patient-
specific trajectories. The developed beatwise cWIA makes
these applications possible for the first time.
E. Conclusion
In this paper a new approach making coronary wave inten-
sity analysis standardised and fully automated was presented.
This was achieved combining ensemble-averaging and high
order central finite differencing with the apS-G algorithm with
the SURE risk estimator, with fixed window width M=11.
The robustness and accuracy of the proposed algorithm
were thoroughly tested by means of in-vivo data for different
levels of noise, representative of clinically observed values.
The algorithm provided an error in the wave areas and peaks
estimation of ≤10% and ≤ 20% in most of the simulated noise
scenarios (see Fig. 4).
This novel method enables the application of cWIA on a
beat-by-beat basis for the first time. Real-time beat-wise cWIA
was demonstrated to be consistent between consecutive heart
beats.
From these results, two main conclusions with a strong
clinical impact can be drawn. On one hand, the automatic
cWIA algorithm provides an accurate and standardised method
to perform cWIA in the clinic, removing the operator bias
from the analysis and consequently favouring the widening of
cWIA in the clinical practise. On the other hand, the demon-
strated potential of beat-wise cWIA opens the possibility of
investigating the coronary physiology in real time.
The code will be made available on http://www.havmgroup.
com/tools.
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