Abstracl-A trust-region method is a quite attractive optimization technique, which finds a direction and a step size in an efficient and reliable manner with the help of a quadratic model of the objective function. It is, in general, faster than the steepest descent method and is free of a pre-selected conslant learning rate. In addition to its convergence property (between linear and quadratic convergence), it$ stability is always guaranteed, in contrast to the Newton's method. In this paper, we present an efficient implementation of the maximum likelihood independent component analysis (ICA) using the trust-reginn method, which leads to trust-region-based ICA (TR-ICA) algorithms. The nseful behavior of our TR-ICA algorithms is confirmed through numerical experimental results.
I. INTRODUCTION Independent component analysis (ICA) is a statistical
method that decomposes a multivariate data into a linear sum of non-orthogonal basis vectors with basis coefficients being statistically independent. A variety of approaches to ICA have been developed. These include maximum likelihood estimation, mutual information minimization, output entropy maximization (infomax), and negentropy maximization (see [ 5 ] , [7] and references therein). All these approaches lead to an identical objective function in ICA. A popular implementation in these approaches, is gradient-descent learning (including the natural gradient). Although gradient-based algorithms are simple and guarantee the local stability, but they are relatively slow and require a careful choice of a learning rate, which are cumbersome in practical applications. In order to overcome these drawbacks, Newton-type algorithms were recently proposed [I] 
, [12].
A trust-region method is a quite attractive optimization technique, which finds a direction and a step size in an efficient and reliable manner with the help of a quadratic model of the objective function [IO] . It defines a region around the current iterate within which they trust the model to be an adequate representation of the objective function, and then choose the step to be the approximate minimizer of the model in this trust region. In effect, they choose the direction and length of the step simultaneously. If a step is not acceptable. they reduce the size of the region and find a new minimizer. The step direction changes whenever the size of the trust region is altered. It is, in general, faster than the steepest descent method and is free of a constant learning rate unlike the conventional gradient-based methods. Instead, the trust-region takes the place of learning rate. Its convergence is between linear and quadratic rate and its stability is always guaranteed, in contrast to the Newton's method.
In this paper, we present trust-region-based ICA (TR-ICA) algorithms in the framework of maximum likelihood ICA so that our algorithms carry the useful properties that trust-region methods have. As practical implementation, we consider the dogleg method, two-dimensional subspace method, and the Steihaug method which are briefly reviewed in Sec. 111.
INDEPENDENT COMPONENT ANALYSIS
The simplest form of ICA considers the noise-free linear generative model where the observation data z ( t ) E R" is assumed to be generated by
where A E RnX" contains n basis vectors a, E R", i = 1,. . . ,n in its columns and s ( t ) E R" is a latent variable vector whose elements s,(t) are mutually independent.
In general, ICA can be illustrated by a probability density matching problem [ 2 ] , [4] which, in fact, turned out to be equivalent to infomax, mutual information minimization, and maximum likelihood estimation [3] .
Let us denote the observed density and model density by p"(x) and p ( z ) , respectively. The probability density matching finds the parameters. A, which best match the observed density p"(s) and the model density p ( z ) . When the Kullback-Leibler divergence is used as a distance measure, the probability density matching is also referred to as the Kullback matching, which leads to the risk that has the form Note that the model density p ( z ) satisfies the following relation:
,=1
Define W = A-', then the estimates of latent variables are y = Wz. With these definitions, the risk can be rewritten as 
where 17 > 0 is the learning rate and p(y) is the n-dimensional element-wise function whose ith element ipi(yi) is the negative score function, i.e., pi(yi) = --.
TRUST-REGION METHODS
In this section, we briefly review a basic idea and practical implementation of trust-region methods. Refer to [IO] for further details.
A. Basic Idea
Trust-region methods [IO] define a region around the current iterate within which they trust the model to be an adequate representation of the objective function, and then choose the step to be the approximate minimizer of the model in this trust region. In effect, they choose the direction and length of the step simultaneously. If a step is not acceptable, they reduce the size of the region and find a new minimizer. In general, the step direction changes whenever the size of the trust region is altered.
Tmst-Region
Step of Quadratic model Gradient Direction Let us consider an objective function f ( w ) : Rn2 -R to be minimized with respect to the parameter w E Rnz. Fig. I illustrates a trust-region approach for the minimization of an objective function f in which the current point w(') lies at one end of a curved valley while the minimizer w* lies at the other end. A quadratic model function m(c) which has elliptical contours, is based on function and derivative information at w(') and possibly also on information accumulated from previous iterations and steps:
where p E R"* represents the step and B ( k ) E R"2x"* is some symmetric matrix and
A line search method based on this model searches along the step to the minimizer of model m(k), but this direction allows only a small reduction in f even if an optimal step is taken. A gradient direction does not use the information of d k ) , the rapid convergence can be expected only if B @ ) plays a role in determining the direction of the step as well as its length.
A trust-region method, on the other hand, steps to the minimizer of m(k) within the trust-region circle, which yields a more significant reduction in f and a better step. The 
E. Algorithm
The first issue in defining a trust-region method is the strategy for choosing the trust-region radius A(k) at each iteration. Our choice of A ( k ) is based on the agreement between the model function m(k) and the objective function f at previous iterations. Given a step P (~) , this agreement measure p(') is defined as the ratio of actual reduction to predicted reduction, i.e., Note that the predicted reduction, m ( k ) ( 0 )
is always nonnegative since the step p ( k ) is obtained by minimizing the model m(k) over a region that includes the step p = 0. Thus if p(k) is negative, the new objective value f + P (~) )
is greater than the current value f (dk)), so the step must be rejected. On the other hand, if p@) is close to 1, there is good agreement between the model m(k) and the function f over this step, so it is safe to expand the trust region for the next iteration. If p ( k ) is positive but not close to 1, we do not alter the trust region, but if it is close to zero or negative, we shrink the trust region. In general, trust-region methods are faster than gradient methods and guarantee the stability regardless of initial conditions whereas Newton's method does not. In a practical consideration, a solution to Eq. (8) is very important and there are some approximate solutions such as the dogleg method, the two-dimensional subspace minimization, and the Steihaug method. In this paper we use the dogleg method and the subspace method which is implemented through the .frninunc function in Matlab Toolbox.
Trust-Region Algorithm)
3 v e n A > 0, A@) E (0, A). and C E [0, a): while the second line segment runs from p , to p , (see Fig. 2 ) .
The dogleg algorithm is an effective method when B is positive definite. If B is not positive definite, its information is discarded so that only steepest descent direction is exploited. When B is positive definite and the full step is in the trustregion, then the p becomes the full step. Otherwise the step p is at the point of intersection of the dogleg path and the trust-region boundary.
Compared to the dogleg method, the subspace method widens the search for p to the entire two-dimensional subspace spanned by p , and p , , when B is positive definite.
For positive definite B, the subspace method considers the 
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The optimal trajectory and the dogleg approximation. Fig. 2. following subproblem:
When B contains negative eigenvalues, the two-dimensional subspace in Eq. (IO) is changed to for some E (-X1,-2X1] where X1 is the most negative eigenvalue of ~( ' 1 .
The Steihaug method is based on the conjugate gradient algorithm, an iterative algorithm for solving linear systems with symmetric positive definite coefficient matrices. Hence it is expected to converge to a solution faster, especially for high-dimensional data.
D. Local Stability Analysis
Trust-region methods guarantee the local stability, which is stated in the following theorem (See [IO] for the proof).
Theorem I : Suppose that IIB(')II 5 p for some constant 0, that f is bounded below on the level set {wlf(w) 5 f(dO))}, and that all approximate solutions of Eq. (8) satisfy the inequalities where 0 < c1 5 1 and llp('))I 5 T A ( ' ) for some y 2 1.
If C E (0, f ) in the trust-region algorithm and f is Lipschitz continuously differentiable, then we have lim ~f @ ) = 0. The quasi maximum likelihood ICA leads to the following empirical risk:
R = -l o g l d e t W I -N C C l o g p ; ( y i ( t ) ) .
l N "
t=1 i = l Trust-region methods update the size of the trust-region, depending on the objective value evaluated at the current estimate. Hence, we need to specify the probability density functions p i ( . ) . Here we consider two cases, each of which corresponds to the super-and sub-Gaussian sources.
Let us denote the super-and sub-Gaussian density function by p ' and p;. respectively. In the description of our algorithms, the parameter vector is w t R"' = vec (W') where vet(.) is the vec-function which stacks the columns of the given matrix into one long vector.
We consider two exemplary score functions that were used in ICA which lead to the objective functions, f+(w) and f-(w). that 
A. Gradient Descent Leanling: Backtracking
In contrast to using a constant learning rate in the gradient descent method, the backtracking method exploits the variable step size, which is summarized below.
(Backtracking line search) 
B. Trust-Region Leanring
We define the n-dimensional element-wise function $(y) E where D t R"2X"2 is a block-diagonal matrix which consists of n blocks, D f E Rn"", which have the form and H t 4"2xn2 consists of n2 row vectors, &, , , that is given
118" by its ith element, &(yt)
=
V. NUMERICAL EXPERIMENTS by
We used 3 different data sets for our experiments. Datal where the condition number of A is 11.12 (well-conditioned mixing).
In the gradieflt and the Newton method, the backtracking algorithm was used to select the optimal learning rate. Therefore the gradient (or the natural gradient) ICA algorithm achieves the convergence faster than the case where the constant or annealing learning rate was used. The basic Newton step p @ ) is obtained by solving the following symmetric n x n linear system 
('*)
For local stability, the search direction ~(~1 is required to be a descent direction, which is true if the Hessian V2f(wck)) is positive definite. If the Hessian matrix is not positive definite, or is close to being singular, p @ ) may be an ascent direction or may be excessively long.
In order to guarantee descent direction in the case of nonconvex objective function, we use the modified Cholessky factorization ' [6] , which automatically finds a diagonal matrix r such that the matrix V2 f (w")) +r is positive definite. The iteration rule is given by Fig. 3 shows the convergence comparison of several numerical optimization methods in ICA, which include: (1) gradient; (2) natural gradient; (3) trust-region (fminunc); (4) trust-region (dogleg); ( 5 ) Newton. As expected, the gradient method required more iterations for convergence, compared to the trust-region or Newton method. In this case, the Newton method required less number of iterations for convergence, but ate up the almost same amount of CPU time as trustregion methods, due to the high time complexity of the Newton method.
In Fig. 3 , one can observe that the objective value after the first iteration, did not decrease in the TR-ICA algorithm.
The reason being is the trust-region method sometimes need ' The matlab code of modified Cholessky factorization by Brian Rorchen Io the size Of the region without Once the size of the trust region is determined, the trust-region method W ( k t l ) = , ( e ) + ap("), (19) where the step size a is determined by the backtracking line search.
is available at hup://www.nml.edu/ borcherr/ldlt.html.
showed rapid convergence, compared to the gradient-based methods. The high CPU time in the gradient methods mainly came from the part of finding the optimal learning rate using the backtracking algorithm, in which at least several loops were required to find out the step length and to evaluate the objective value at each iteration.
For a set of microarray data (Data3), the convergence comparison is shown in Fig. 4 . The natural gradient method achieved faster convergence than the gradient method in both iteration numbers and CPU time. Nevertheless, the trust-region method with the subspace method showed much faster convergence than the natural gradient method in iteration numbers A-' and W . Table. I summarizes the PI of the algorithms that we tested. There was no difference in terms of PI for several different optimization methods, which means, the final performance after the convergence was achieved, were similar.
VI. CONCLUSIONS
We have presented .TR-ICA algorithms which employed the trust-region optimization scheme with the dogleg and the subspace method. Trust-region methods find a direction and a step simultaneously with the help of a quadratic model of the objective function, so do our TR-ICA algorithms.
TR-ICA algorithms took much less number of iterations for convergence, compared to the gradient or the natural gradient ICA algorithms and took almost same number of iterations as Newton-type ICA algorithms. The TR-ICA (with the dogleg) algorithm ate up more CPU time due to its time complexity when the data dimensional grows, compared to the natural gradient ICA algorithm. But it required less CPU time, compared to the Newton method. The TR-ICA (with the subspace) showed the best convergence performance in terms of both iteration numbers and CPU time. In fact, our paper is the first application of the trust-region method to ICA. We are currently working on improving and speeding up TR-ICA algorithms.
