We consider the problem of placing a speci ed number (p) of facilities on the nodes of a network so as to minimize some measure of the distances between facilities. This type of problem models a number of problems arising in facility location, statistical clustering, pattern recognition, and processor allocation problems in multiprocessor systems. We consider the problem under three di erent objectives, namely minimizing the diameter, minimizing the average distance, and minimizing the variance. We observe that in general, the problem is NP-hard under any of the objectives. Further, even obtaining a constant factor approximation for any of the objectives is NP-hard.
Introduction and motivation
Several fundamental problems in location theory HM79, MF90] involve nding a placement of facilities obeying certain \covering" constraints. Generally, the goal of such a location problem is to nd a placement of minimum cost that satis es all the speci ed constraints. In general, nding a placement of su cient generality minimizing a cost measure is often NPhard GJ79] . Here, we consider several problems dealing with the placement of a speci ed number of facilities on the nodes of a given network so as to minimize some function of the distances between the facilities. Because of the nature of the placement desired, we refer to these problems as compact location problems. For an example of such a problem from a di erent application domain, consider the following processor allocation problem which arises in the context of multiprocessor systems. We are given a computational task consisting of a number of communicating subtasks. At a given time, some of the processors may already be allocated and the remaining processors are available. The problem is to select a subset of processors from the currently available set of processors, one processor per subtask, such that the cost of communication among the processors executing the subtasks is minimized. In this application, the processors must be allocated quickly, and this may con ict with the goal of minimum communication cost among the selected processors.
Such location problems are commonly modeled as problems on undirected graphs. The nodes of the graph represent the available sites. A cost is associated with each pair of sites, and it is speci ed as the weight of the edge joining the corresponding pair of nodes. Depending on the problem, this cost represents one of several parameters such as the cost of transporting components between the pair of sites, the cost of setting up a communication link between the pair of sites, the time required to communicate between the pair of sites, etc. In some problems, there is also a weight associated with each node. This node weight may re ect the cost of setting up a facility at the corresponding site.
Under this graph theoretic setting, a placement is a subset of nodes of a given cardinality. The cost of a placement is a problem-speci c function of the weights of the nodes and edges in the subgraph induced by the placement. Examples of such cost functions are the sum of the weights of all the edges in the placement (which may re ect the total cost of setting up communication links between each pair of chosen sites), the maximum weight of an edge in the placement (i.e., the bottleneck cost, which may re ect the maximum time needed to communicate between any pair of chosen sites), etc. The goal of a compact location problem is to nd a placement of minimum cost.
In practice, it is often the case that a minimum cost placement must be chosen subject to budget constraints on other cost measures. We also consider problems where the goal is to nd a placement that minimizes one cost measure subject to a budget constraint on another cost measure. Since these problems involve two cost functions, we refer to them as bicriteria compact location problems. As an example, consider once again the scenario presented above in the context of multiprocessor systems. If the processors need to communicate with each other frequently to exchange data, then these data communication delays increase the time needed to complete a task. Further, the computation may require the processors to be synchronized often, thus adding to the time needed to complete the task. Therefore, it is desirable to select a subset of processors so that the total communication cost among the processors is minimized and the maximum delay due to synchronization during the computation does not exceed a given bound.
Such compact location problems also arise in a number of other applications such as allocation of manufacturing sites for the components of a system so as to minimize the cost of transporting components, distributing the activities of a project among geographically dispersed o ces so as to minimize the transportation or communication cost among the o ces, statistical clustering, pattern recognition, load-balancing in distributed systems, etc. , an integer p denoting the number of facilities to be placed, and an integral bound B (on the delay), nd a placement of p facilities with minimum diameter under the c-cost such that the diameter of the placement under the d-costs (the maximum delay between any pair of nodes) is at most B.
The remainder of the paper is organized as follows. Section 2 contains preliminaries and the formal de nitions of the problems considered in this paper. In Section 3 we summarize the results obtained. In Section 4 we discuss the related research done in this area. Section 5 contains non-approximability results for graphs with arbitrary weights. In Section 6 we present basic approximation algorithms for the unicriterion compact location problems. Section 7 contains our approximation algorithms for the diameter constrained bicriteria problems. In Section 8 we outline the approximation algorithms for the sum constrained problems. Section 9 discusses some extensions of our approximation algorithms. Finally, Section 10 contains concluding remarks and directions for future research.
Preliminaries and problem de nitions
We consider a complete undirected n-vertex graph G = (V; E) with one or two distance functions speci ed on the edges. Given an integer p, a placement P is a subset of V with jPj = p. Let p(p?1) Q (P ) respectively. Since these di er from the total length and the sum of the squared distances only by the respective scaling factors, nding a placement of minimum average length or minimum variance is equivalent to nding a placement of minimum total length and minimum sum of the squared distances respectively. We use this fact throughout this paper.
As is standard in the literature, we say that a nonnegative edge-weight function satis es the triangle inequality, if we have (v; w) (v; u) + (u; w) for all v; w; u 2 V . We now de ne the problems studied in this paper beginning with unicriterion problems.
De nition 2.1 An instance of the minimum diameter placement problem, (MinDia), is given by a complete graph G = (V; E), a nonnegative edge-weight function c and an integer 2 p jV j. The problem is to nd a placement P (i.e., a vertex subset of size p), that minimizes D c (P ). The minimum average distance placement, (Min-Sum), and minimum variance placement problem, (Min-Var), are de ned analogously. We now extend the above denition to bicriteria compact location problems.
De nition 2.2 An instance of a diameter constrained minimum diameter placement problem, (Min-Dia, Dia), is given by a complete graph G = (V; E), two nonnegative edge-weight functions c and d, an integer 2 p jV j and a positive number B. The goal is to nd a placement P which minimizes D c (P ) subject to the constraint D d (P ) B. The analogous versions for the various combinations of objectives D , S and Q are de ned similarly.
Given a problem , we use TI-to denote the problem restricted to graphs in which both the edge weight functions satisfy the triangle inequality. We will see that the triangle inequality plays an important role in determining the approximability of the compact location problems de ned above.
One of the goals of our work is to nd good approximation algorithms for several compact location problems introduced here. A relative approximation algorithm guarantees a solution which is within a multiplicative constant K of the optimal value for every instance of the problem. The multiplicative constant K is referred to as the performance guarantee provided by the algorithm. This paper is concerned with the study of relative approximation algorithms for the placement problems de ned above.
As shown in Section 5, unless P = NP, for several bicriteria problems considered here, it is not possible to e ciently nd placements that strictly satisfy the constraint on the ddistances. This motivates the de nition of a slightly relaxed version of the performance of an approximation algorithm for bicriteria problems. Formally, let be a bicriteria compact location problem. An ( ; )-approximation algorithm for (or an algorithm with a performance of ( ; )) is a polynomial-time algorithm, which for any instance of does one of the following: 
Summary of results
Here, we study the complexity and approximability of a number of unicriterion and bicriteria compact location problems. One contribution of this paper is a general framework that leads to e cient approximation algorithms with provable performance guarantees for several compact location problems.
In Section 5, we show that the compact location problems studied in this paper are NP-hard. We establish hardness results for the unicriterion compact location problems (see De nition 2.1) which also extend, with appropriate modi cations, to bicriteria versions. Next, we prove that, in general, obtaining placements that are near-optimal is NP-hard. For the bicriteria versions these negative results continue to hold, even when we allow the budget constraint on the second cost function to be violated by a constant factor and one of the cost functions satis es the triangle inequality.
Given these hardness results, we focus our attention on graphs in which both the weight functions satisfy the triangle inequality. In the past, a substantial amount of work has been carried out in investigating the approximability of problems arising in network design and location theory when edge weights satisfy the triangle inequality (for example see RSL77, HS86, RRT94]). We refer the reader to the paper by Bern and Eppstein BE95] for a comprehensive survey of other geometric location problems. We obtain the following approximability results.
1. We provide an e cient generic method for approximating the unicriterion compact location problems when the distance function obeys triangle inequality. The procedure runs O(n 2 ) in time. For the (Min-Dia) problem, the algorithm provides a performance guarantee of 2. We also observe that no polynomial time heuristic for the (Min-Dia) problem can provide a better performance guarantee unless P = NP. For the (Min-Sum) and (Min-Var) problems, our heuristics provide performance guarantees of 2 ? 2=p and 4 ? 6=p respectively.
2. We provide a polynomial time approximation algorithm for TI-(Min-Dia, Dia) with performance guarantee (2; 2). Furthermore, we show that unless P 6 = NP, no polynomial time approximation algorithm can provide a performance guarantee of (2 ? "; 2) or (2; 2 ? "), for any " > 0.
3. We give a polynomial time approximation algorithm for TI-(Min-Sum, Dia) with performance guarantee (2 ? 2 p ; 2). We also show that, unless P 6 = NP, no polynomial time approximation algorithm can provide a performance guarantee of ( ; 2 ? "), for any 1; " > 0.
4. We provide a polynomial time approximation algorithm for TI-(Min-Dia, Sum) with performance guarantee (2; 2 ? 2 p ). Furthermore, we show that unless P 6 = NP, no polynomial time approximation algorithm can provide a performance guarantee of (2? "; ), for any 1; " > 0. 5. For all > 0, we give a polynomial time approximation algorithm for TI-(Min-Sum, Sum) with performance guarantee ((1+ )(2? All the above approximation results can be extended to the case when there weights on vertices. We discuss these extensions in Section 9.
Our results are based on two basic techniques. The rst is a combination of two ideas, namely the power of graphs approach of Hochbaum In contrast, not much work has been done in nding optimal location of facilities when there is more than one objective. A notable work in this direction is by Bar-Ilan, Kortsarz and Peleg BKP93] who considered the problem of assigning network centers, with a bound imposed on the number of nodes that any center can service. We refer the reader to MR The same proof also shows that the existence of a polynomial time algorithm for TI-(Min-Dia) with a performance of 2?" for some " > 0 implies that P = NP. When distances are not required to satisfy triangle inequality, the distance 2 in the above construction can be replaced by f(jV j) for any polynomial time computable function f.
The NP-hardness of the unicriterion compact location problems naturally implies the hardness of the bicriteria versions. In fact, one can establish even stronger hardness results, as shown below. Proof: Let I 0 be an arbitrary instance of MAX-CLIQUE, given by a graph G 0 = (V 0 ; E 0 ). Without loss of generality we can assume that E 0 6 = ;. We will give a many-one Turing reduction to the problem TI-(Min-Dia, Dia).
For each 2 k jV j, we construct an instance I is polynomial in the size of I 0 and we only have O(jV j) instances, this will result in an overall polynomial time algorithm, according to our assumptions about A. Let m := maxfk : A returns a set S of diameter 1g. Then, by our observations from above, we can conclude that G 0 has a clique of size at least 2m jV j 1=6?" 0 and that there is no clique of size m + 1 in G 0 . Hence, we can approximate the maximum clique number of G 0 by a factor of at most Again, replacing the factor 2 by a suitable polynomial time computable function f (e.g. f = (2 poly(jV j) ), which given an input length of (jV j) is polynomial time computable), it can be seen that, if the triangle inequality is not required to hold, there can be no polynomial time approximation with performance ratio f(jV j) for either the optimal function value or procedure Gen-Alg(G = (V; E); M c ) Comment: G = (V; E) denotes the graph with edge and/or node weights. M c is a function that returns the cost of a given placement. Table 1 of Section 10.
Unicriterion compact location problems
In this section, we present our approximation algorithms for the unicriterion versions of compact location problems. We begin (Section 6.1) by discussing our approximation algorithm for the minimum variance problem and then discuss (Section 6.2) similar heuristics for the minimum sum and minimum diameter problems.
Approximating minimum variance
Recall that the goal of (Min-Var) problem is to nd a placement P for which Q c (P ), the sum of the squares of the distances between the nodes in the placement, is minimized. 
We now establish the performance of the algorithm using the following lemma whose proof is immediate. 
2 2p ? 3 p Q c (P ) (by Equation (7) ).
We will prove more general versions of Theorem 6.5 in Sections 7 and 8. We have presented heuristics for unicriterion compact location problems under the three objectives, namely minimum diameter, minimum average distance and minimum variance.
In KM+96], we present problem instances to show that a solution which is optimal with respect to one objective can be arbitrarily poor with respect to another objective, even when triangle inequality holds. These examples demonstrate that the objectives are in some sense orthogonal.
Heuristics for diameter constrained problems
In this section, we discuss our approximation algorithms for bicriteria compact location problems when the budget constraint is on the diameter. We begin with a brief discussion of the basic technique (Section 7.1). This is followed by our approximation algorithms for TI-(Min-Sum, Dia) (Section 7.2) and TI-(Min-Dia, Dia) (Section 7.3).
Basic technique
Hochbaum and Shmoys HS86] introduced a general approach for approximating a number of bottleneck problems when the costs satisfy triangle inequality. We combine this approach with the local search heuristic for compact location problem developed in KN + 95a] to obtain our approximation algorithms for diameter constrained compact location problems.
To illustrate our ideas, consider the problem TI-(Min-Sum, Dia). Let B be the bound on the diameter of the placement with respect to the d-cost. It is clear that in the subgraph induced by an optimal placement, no edge has d-cost more than B. Thus, we can prune all the edges in the graph with d-costs more than B. Call the resulting graph G 0 . Since nding an optimal placement that minimizes the the sum of distances with respect to c-cost is \hard" even in the modi ed graph, we resort to nding a near optimal placement. We nd a near optimal placement in G 0 with respect to the c-costs. This placement becomes a clique in the square graph (G 0 ) 2 . Because the edge weights satisfy triangle inequality, it follows that the placement does not violate the constraint by a factor of more than 2.
Approximating TI-(Min-Sum, Dia)
We present an approximation algorithm for the problem TI-(Min-Sum, Dia) that provides a performance guarantee of (2 ? 2=p; 2). The algorithm is shown in Figure 2 , where the cost 
Performance guarantee
We will show that a placement returned by the algorithm will be almost feasible in the sense that it violates the diameter constraint by a factor of at most 2. As an immediate consequence of Lemma 7.1 we obtain the following corollary.
Corollary 7.2 If the algorithm returns a placement P (i.e., the algorithm does not report that that no feasible solution exists), then the d-diameter of P is at most 2B.
We are now ready to establish the performance of the algorithm in Figure 2 . Lemma 7.3 Algorithm HEUR-FOR-DIA-CONSTRAINT called with M c :=Ŝ c has a performance of (2 ? 2=p; 2). Proof: By Corollary 7.2 we know that any solution output by the algorithm will violate the constraint on the d-diameter by a factor of at most 2. Suppose the algorithm reports the infeasibility of an instance in Step 3. Then, indeed, no feasible solution to the instance can exist, since any feasible solution with d-diameter at most B will form a clique in the bottleneck graph G 0 . In particular, there will be at least p nodes of degree p or greater in G 0 and V cand cannot be empty.
It remains to show that for any instance of TI-(Min-Sum, Dia) with a nonempty set of feasible solutions, the algorithm will nd a good placement with respect to the objective S c .
Consider an optimal solution P such that D Using the results from Section 6 in conjunction with the results in MR + 95] we can devise an approximation algorithm with a performance guarantee (4; 4) for TI-(Min-Dia, Dia). Here, we present an improved heuristic for this problem. This heuristic provides a performance guarantee of (2; 2). In view of the negative result discussed earlier, this is the best approximation we can expect to obtain in polynomial time.
The heuristic for approximating TI-(Min-Dia, Dia) is the same as HEUR-FOR-DIA-CONSTRAINT given in Figure 2 , except that the measure M c :=D c , whereD c is de ned in Equation (13).
Theorem 7.4 Algorithm HEUR-FOR-DIA-CONSTRAINT called with M c :=D c (whereD c is de ned in (13)) is an approximation algorithm for TI-(Min-Sum, Dia) with a performance of (2; 2).
Proof: Consider an optimal solution P such that D d (P ) B. It can be seen that P V cand , and thus V cand is non-empty. Consequently, the heuristic will not output a \certi cate of failure" in Step 3. Any placement considered by the algorithm will turn into a clique in ( Lower bound example: The lower bound example in Figure 3 can be used to show that the approximation ratio indicated in Theorem 7.4 is tight for the heuristic. Again, the optimum placement consists of the nodes in B 0 for which both c-and d-costs are equal to 1. The placement returned by the heuristic is one of the sets fv i g B i , which has c-cost equal to 2 ? 2" and d-cost equal to 2.
Heuristics for sum constrained problems
In this section, we study approximation algorithms for bicriteria compact location problems where the objective is to minimize either the diameter D c or the sum of the distances S c subject to constraints of sum type.
First note that an ( ; )-approximation algorithm for TI-(Min-Dia, Sum) can be constructed with the help of a ( ; )-approximation algorithm A for TI-(Min-Dia, Dia) as follows: Using Binary search, we nd the minimum M 2 f c(e) : e 2 E g such that A as applied to the instance I 0 of TI-(Min-Sum, Dia), with the bound on the c-diameter set to M, nds a set of nodes where the total sum of the distances between the nodes is at most B.
Procedure HEUR-FOR-(Min-Sum, Sum) 1 Use a binary search to nd the smallest integer M 2 I := h 0; p 2 maxf c(e) : e 2 E g i such that Sum-Test(T )=Yes.
2 if the binary search terminates with the information that there is no such integer then output \There is no feasible solution" and stop 3 Let P be placement generated by Sum-Test(T )
4 if S d (P ) > (2 ?2=p)B then output \There is no feasible solution" else output P Thus, taking into account our results from Section 7.2 we obtain an approximation algorithm for TI-(Min-Sum, Sum) with a performance of (2; 2 ? 2=p) and a running time O(n 2 log n).
As a lower bound example, consider again the instance depicted in Figure 3 but interchange the c-and d-costs and set the bound B to be p(p?1)
2
. It is easy to see that by choosing " > 0 small enough, the performance of the heuristic for this instance is arbitrarily close to (2; 2 ? 2=p).
We proceed to present a heuristic for TI-(Min-Sum, Sum). The basic idea behind the approximation algorithm is to use a parametric search technique to reduce the problem to that of solving the minimum sum problem for a modi ed weight function. Then, by appropriate scaling and rounding techniques, this solution can be transformed back into a near optimal solution for the original bicriteria problem.
The presentation of our approximation algorithm is organized as follows. We rst present our heuristic and show that it provides a performance guarantee of ((2 ? 2=p)(1 + 1= ); (2 ? 2=p)(1 + )) for any xed > 0. We then show how to improve the running time of the heuristic using an elegant technique due to Megiddo Meg83].
A slow heuristic
The main procedure shown in Figure 4 uses the test procedure from Figure 5 .
Step 3 of the main procedure, that is, computing a (2 ? 2=p)-approximation for the constructed instance of (Min-Sum) (i.e. minimizing S h ), can be done by using the unicriterion algorithm from Section 6 for (Min-Sum) (or the algorithm from Section 7.2, where we set c := h, d := 1 and B := 1). We also note that is a xed quantity that speci es the accuracy requirement. G the number p and distances h(e), e 2 E 4 Let P M be a set of p nodes with S h (P M ) (2 ? 2=p) min P V jPj=p S h (P ).
5 if S h (P M ) (2 ? 2=p)(1 + )M then output \Yes" else output \No". The next corollary proves that the binary search in Algorithm HEUR-FOR-(Min-Sum, Sum) works correctly. Before we state and prove the corollary, observe that Step 4 of the algorithm ensures that, if the algorithm outputs a placement, this placement will violate the constraint on the sum of the d-distances by a factor of at most 2 ? 2=p. Thus, in the sequel, we can restrict ourselves to instances with a nonempty set of feasible solutions. Given such an instance, let OPT = S c (P ) denote the function value of an optimal placement P of p nodes. To simplify the analysis, we assume that OPT= is an integer. This can be enforced by rst scaling the cost function c so that all values are integers and then scaling again by . Proof: We rst show that the procedure will return \Yes" if called with M = OPT= .
Notice that M is an integer by our assumption. We estimate the sum of the h M -distances between the nodes in the optimal placement P . This sum is then OPT + M B B = OPT + M = (1+ )M . Thus it follows that OPT h M (1+ )B and the (2?2=p)-approximation P T that is computed in Step 3 will satisfy S h (P M ) (2?2=p)OP T h M (2?2=p)(1+ )M . This completes the proof.
In the above version of the heuristic for TI-(Min-Sum, Sum), the test procedure Sum-Test is called O log p 2 cmax times during the binary search, where c max := maxf c(e) : e 2 E g.
For the rest of this section, let T test (n) = O(n 2 ) be the time required for a single call to Sum-Test. Then, the total time for the algorithm would be O log p 2 cmax T test (n) . We will now show how to improve this running time.
Outline of a faster heuristic
If Sum-Test is called with some parameter K, it rst computes the compound weights h K .
Then, in
Step 3 it computes a 2 ? 2=p-approximation for the (unicriterion) TI-(Min-Sum) instance with edge weights given by h K . This is done with the help of our algorithm from Section 6. Recall that this algorithm generates n placements P(v), one for each vertex and its nearest neighbors with respect to h K . It then outputs the placement with the best objective function valueŜ h K .
As before, let K 2 I := 0; p 2 maxf c(e) : e 2 E g be the minimum value such that Sum-Test(K ) =\Yes". Assume that we already know the ordering of the edges in the graph with respect to h K . Then, for each vertex v we can nd the p ? 1 nearest neighbors with respect to h K . We do not need to know the weights; the ordering su ces. Thus, given the knowledge about the ordering with respect to h K , we can nd a set of n placements containing the placement output by our slow heuristic for TI-(Min-Sum, Sum) above. This is what our faster algorithm will do in the rst phase. It will nd the ordering with respect to h K and narrow our search to n placements. This is done without actually knowing K . In the second phase, we will determine the placement among these n placements which our slow heuristic would output.
Let m = n(n?1) 2 be the number of edges in the graph G = (V; E). Let P slow be the placement generated by our slow heuristic for TI-(Min-Sum, Sum). We have already argued that, given the ordering of the edges with respect to h K we can nd a set P = fP(v 1 ); : : : ; P(v n )g of placements such that P slow 2 P. By the construction of our slow algorithm, it follows that P slow is a placement P(v j ) in P with minimumŜ h K (v j ; N(v j )), where N(v j ) is the set of p ? 1 nearest neighbors to v j with respect to h K . We now show how to nd P slow in the set P e ciently.
For each placement P(v i ) 2 P denote by C i :=Ŝ c (P (v i )) and D i :=Ŝ d (P (v i )) the simpli ed sum of the c-weights and d-weights respectively (see Equation (12) Theorem 8.5 For any xed > 0, the improved heuristic for TI-(Min-Sum, Sum) has a performance of ((2 ? 2=p)(1 + 1= ); (2 ? 2=p)(1 + )) and a running time of O(n 2 log 2 n).
9 Extension to the node-weighted case
We now brie y discuss how to extend our algorithms to apply to the case when we additionally have weights for each node in G, and the minimization objective is a function of both the edge weights and node weights. For the sake of brevity, we will illustrate our ideas for such an extension by considering one speci c problem, namely TI-(Min-Sum, Dia). The approximation algorithms for the other problems can be extended in a similar fashion. It is easy to check that the triangle inequality is satis ed for c 0 . Next consider a placement P 0 of p nodes in I 0 . The set P 0 can also be interpreted as a placement P for instance I. By a straightforward calculation, it can be seen that for any placement P of p nodes Notes: UB denotes the best known upper bound on the performance guarantee. LB denotes the lower bound on the performance guarantee; that is, the intrinsic limit assuming P 6 = NP.
NGR is an abbreviation for \No Guaranteed Ratio". Therefore, the above transformation and our heuristic for TI-(Min-Sum, Dia) together provide an approximation algorithm with a performance of (2 ? 2=p; 2) for TI-(Min-Sum, Dia) wt .
Concluding remarks
We introduced and studied the complexity and approximability of several natural bicriteria compact location problems. Our results demonstrate that when distance functions obey the triangle inequality, the problems are provably easier to approximate. Tables 1 through 3 summarize our results. Table 1 shows the hardness results for the various unicriterion problems. Table 2 gives the corresponding approximation results. Table 3 shows our results for bicriteria compact location problems. The horizontal entries denote the objective function. For example the entry in row i, column j denotes the performance guarantee for the problem of minimizing objective j with a budget on objective i. Table 3 : Performance guarantee results for bicriteria compact location problems where both the edge weights obey the triangle inequality. > 0 is a xed accuracy parameter. The non-approximability results stated assume that P 6 = NP. As discussed in Section 9, these results can be extended to handle node weights.
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