Abstract. We establish the Borg-Levinson theorem for elliptic operators of higher order with constant coefficients. The case of incomplete spectral data is also considered.
Introduction
The classical one-dimensional Borg-Levinson theorem concerns the unique determination of a potential in the Sturm-Liouville problem on a bounded interval from the spectral data. Already in the original paper by Borg [4] , it was shown that a single spectrum in general does not suffice to determine the potential uniquely. The pioneering contributions [4, 19] have given rise to a fundamental body of results on inverse problems of spectral and scattering theory in dimension one. The monographs [20, 22, 26] give a detailed account of the theory.
The multidimensional analog of the Borg-Levinson theorem for the Schrödinger operator −∆ + q, on a bounded domain, states that the potential q ∈ L ∞ is uniquely determined by the Dirichlet eigenvalues and the boundary values of the normal derivatives of the eigenfunctions. This result was established in [23] and [24] . Stability estimates for this problem have subsequently been obtained in [2] . More recently, the case of singular potentials was treated in [25] , see also [6] , and [29] for the case of magnetic potentials.
For one-dimensional Schrödinger operators on a bounded interval, there is a oneto-one correspondence between the potential and the pair of all eigenvalues and normal derivatives of the eigenfunctions, see [26] . However, this is no longer true for multidimensional Schrödinger operators, as it was shown in [14] . Specifically, it was proven in the latter paper that for a multidimensional Schrödinger operator on a bounded domain, the knowledge of all large Dirichlet eigenvalues and the boundary values of the normal derivatives of the corresponding eigenfunctions, still suffices to recover the potential uniquely. This result is usually referred to as the Borg-Levinson theorem with incomplete data.
In the first part of the paper, under some suitable assumptions, we obtain a natural extension of the multidimensional Borg-Levinson theorem due to [23, 24] , to elliptic operators of higher order with constant coefficients. We also show that the Laplacian, as well as the polyharmonic operators, all satisfy these assumptions.
The second part of the paper is devoted to the study of the inverse spectral problem for higher order elliptic operators with incomplete data. Our approach here is different from the one, developed in [14] , and is based on the fact that the linear span of the products of solutions to the Schrödinger equation, which satisfy a finite number of linear constraints on the boundary, is dense in L 1 on the domain. We have learned of this idea from [27] , and exploit it here in the context of elliptic operators of higher order. In particular, we obtain a natural analogue of the result of [14] , in the case of the polyharmonic operator.
Among the works in the field of inverse problems, devoted to the consideration of higher order elliptic operators, we would like to mention the papers [12] , [13] and [21] . The motivation for such studies comes, in particular, from various problems in physics and geometry, such as quantum field theory [8] , theory of thin elastic plates in mechanics [31] , as well as conformal geometry, including the study of the Paneitz-Branson operator [5] .
Finally, we mention that related inverse spectral problems for second order elliptic operators on compact Riemannian manifolds have also been extensively studied. We refer to the papers [3, 15, 18] , as well as to the monograph [16] for a detailed exposition of this theory.
The plan of the paper is as follows. Section 2 is devoted to the description of the problem and the statement of results. The extension of the multidimensional Borg-Levinson theorem to higher order elliptic operators is obtained in Section 3, with applications given in Section 4. Finally, the case of incomplete spectral data is treated in Section 5.
Statement of results
Let P = P (D) be an elliptic partial differential operator on R n , n ≥ 2, of order 2m, m ≥ 1, with constant real coefficients,
Since the operator P (D) is elliptic, without loss of generality, we may assume that its principal symbol satisfies
Therefore, through an application of the Fourier transform, we see that
Here H m (R n ) is the standard Sobolev space on R n .
Let Ω ⊂ R n be a bounded domain with a C ∞ -boundary. Associated to Ω, we have the Sobolev spaces H s (Ω) and H s (∂Ω), s ∈ R. Let γ and γ be the Dirichlet and Neumann trace operators, respectively, given by
which are bounded and surjective, see [10] . Here ν is the unit outer normal to the boundary ∂Ω.
The Friedrichs extension of P , defined on C ∞ 0 (Ω), still denoted by P , is a selfadjoint operator semi-bounded from below, with the domain
see [10] . Let q ∈ L ∞ (Ω) be real-valued. Then by the Kato-Rellich theorem [17] , the operator P + q is self-adjoint on the domain D(P ), and the spectrum of P + q is discrete, accumulating at +∞, consisting of eigenvalues of finite multiplicity,
Associated to the eigenvalues λ k,q , we have the eigenfunctions ϕ k,q ∈ D(P ), which form an orthonormal basis in L 2 (Ω). The eigenvalues λ k,q and the eigenfunctions ϕ k,q will be referred to as the Dirichlet eigenvalues, respectively, the Dirichlet eigenfunctions, of P + q.
be the full symbol of the operator P . We let P (ζ) = |α|≤2m a α ζ α , ζ ∈ C n , stand for the holomorphic continuation to C n . Following [11] , we set
In order to state our results, we shall introduce the following assumptions on P (ξ):
(A1) There exists a non-empty open subset U ⊂ R n and λ 0 > 0, such that for any ξ ∈ U and any λ ≤ −λ 0 , there are ζ 1 , ζ 2 ∈ C n such that
Here we may notice that if λ < 0 with |λ| large enough, then
We have the following generalization of an n-dimensional Borg-Levinson theorem [23] .
Theorem 2.1. Assume that (A1) and (A2) hold. Let q 1 , q 2 ∈ L ∞ (Ω) be realvalued and ϕ k,q 1 be an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions of P + q 1 . Furthermore, assume that the Dirichlet eigenvalues λ k,q j of P + q j satisfy
and that there exists an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions ϕ k,q 2 of P + q 2 such that
It will be shown in Section 4 that the conditions (A1) and (A2) are satisfied for the Laplace operator P = −∆ and the polyharmonic operator P = (−∆) m , m ≥ 2. Let us also notice that the assumptions (A1) and (A2) are similar to those, which occur in [13] . In the latter work, such assumptions are introduced in order to guarantee the completeness of the products of solutions of the equation (P + q)u = 0 for general constant coefficient partial differential operators P .
In our approach to Theorem 2.1 we have been inspired by the exposition of the classical multidimensional Borg-Levinson theorem, given in [7] . Rather than using scattering solutions of (P + q − λ)u = 0, constructed in all of R n , for λ > 0 large enough as in [23] , following [7] , we shall make use of complex geometric optics solutions, constructed in Ω for λ < 0, |λ| sufficiently large.
The second main result of this work is concerned with the Borg-Levinson problem with incomplete spectral data in the case when P = (−∆) m is the polyharmonic operator. It can be viewed as an analog of the result of [14] valid in the case of the Laplacian.
Assume that there exists an integer N > 0 such that the Dirichlet eigenvalues λ k,q j of (−∆) m + q j satisfy
and there exists an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions ϕ k,q 2 of (−∆) m + q 2 such that
We shall finish this section by introducing, for future reference, the Dirichlet-toNeumann map, associated to the operator P + q j − λ. When doing so, suppose that λ 0 > 0 is large enough so that for any λ ≤ −λ 0 , zero is not in the spectrum of the operator P + q j − λ, j = 1, 2, equipped with the domain D(P ).
Here and in what follows the domain D(P ) will be provided with the graph norm, which is easily seen to be equivalent to · H 2m (Ω) . For any λ < −λ 0 and any f ∈ H 0,m−1 (∂Ω), the Dirichlet boundary problem
has a unique solution u q j ,f (λ) ∈ H 2m (Ω) and
see [10] . Here C > 0 may depend on λ. Thus, for any λ ≤ −λ 0 , we define the Dirichlet-to-Neumann map by
which is a bounded map
Proof of Theorem 2.1
Let us start this section by providing a general outline of the proof of Theorem 2.1. The first step is to construct complex geometric optics solutions of the equations
(3.1) This is possible to achieve thanks to the assumption (A2), combined with the general estimate for a right inverse in L 2 (Ω) of the operator P , stated in Theorem 3.1 below. One subsequently uses the assumption (A1) to establish the density of the linear span of products of solutions u 1 (λ)u 2 (λ) of the equations (3.1), for λ < 0 with |λ| sufficiently large. The density result implies that in order to establish that q 1 = q 2 , it suffices to show the equality of the corresponding Dirichlet-toNeumann maps Λ q 1 (λ) = Λ q 2 (λ), for all λ < 0 with |λ| large enough. The latter is done using general arguments, involving only the assumptions (2.1) and (2.2) in Theorem 2.1.
We shall now proceed with the detailed proof of Theorem 2.1. Let us first recall the following result due to [13] , where it is obtained as a consequence of the general theory of [11] .
Theorem 3.1. Let P be a partial differential operator on R n with constant coefficients and let Ω be a bounded domain in R n . Then there exists a bounded linear operator E ∈ L(L 2 (Ω)) such that
and for any partial differential operator Q with constant coefficients, we have
where C > 0 depends only on n, Ω, and the order of P .
Let Ω ⊃⊃ Ω be an open bounded subset of R n with C ∞ -smooth boundary. Let q ∈ L ∞ (Ω) and let us extend q to Ω by setting q = 0 in Ω \ Ω. The following result is a generalization of [7, Proposition 2.10] to higher order elliptic operators, see also [13] . Proposition 3.2. Assume that (A2) holds. Then there exists λ 0 > 0 such that for any λ < −λ 0 and any ζ ∈ P −1 (λ), there are solutions
Proof. Set u λ,ζ = e iζ·x (1 + w λ,ζ ). Then using Leibniz' formula,
and the fact that P (ζ) = λ, we get
In order that (P + q − λ)u λ,ζ = 0, the correction w λ,ζ should satisfy
where
, and
where a constant C > 0 depends only on m, n, and Ω. The assumption
Hence, there exists λ 0 > 0 large enough such that the map
is a contraction for any ζ ∈ P −1 (λ) and any λ ≤ −λ 0 . Thus, F ζ has a unique fixed point w λ,ζ ∈ L 2 ( Ω), and therefore, (3.2) holds. Furthermore, for λ < 0, |λ| large, we have
The claim follows.
The solutions u λ,ζ constructed in Proposition 3.2 will be referred to as the complex geometric optics solutions. See [30] for the original construction of such solutions in the case of the Laplacian.
We can now obtain the following density result.
Proposition 3.3. Suppose that the assumptions (A1) and (A2) hold. Then there exists λ 0 > 0 such that the set
for any g ∈ S(q 1 , q 2 , λ 0 ). Let λ 0 be the largest of the values λ 0 , occurring in the assumption (A1) and Proposition 3.2. Then for any λ ≤ −λ 0 and any ξ ∈ U ⊂ R n , there are
and by elliptic regularity, u λ,ζ j ∈ H 2m (Ω). As e iζ 2 ·x = e −iζ 2 ·x , we have
Since Ω is bounded, the left hand side is a real analytic function on R n , which has been shown to vanish on the open set U. Thus, f = 0. This proves that
Remark 3.1. Notice that when q 1 = q 2 = 0, the conclusion of Proposition 3.3 remains valid, assuming that only assumption (A1) holds.
In what follows, we shall need the generalization of Green's formula, given in [1, 9] ,
Here N k is a linear differential operator of order k, defined in a neighborhood of ∂Ω, which contains the term ∂ k ν with a non-vanishing coefficient and dS is the surface measure on ∂Ω.
The following result is a generalization of [23, Theorem 1.5] to higher order elliptic operators.
Proposition 3.4. Assume that (A1) and (A2) hold. Let q 1 , q 2 ∈ L ∞ (Ω) and assume that there exists λ 0 > 0 such that the corresponding Dirichlet-to-Neumann maps satisfy Λ q 1 (λ) = Λ q 2 (λ) for any λ ≤ −λ 0 . Then q 1 = q 2 .
Then, for λ ≤ −λ 0 ,
Since Λ q 1 (λ) = Λ q 2 (λ) , we have
(Ω) solving (P + q 2 − λ)v = 0 in Ω, by an application of the Green's formula (3.3), we get
Proposition 3.3 implies that q 1 = q 2 . This completes the proof.
Notice that
Proposition 3.5. For any small ε > 0,
Thus, u ∈ D(P ), and therefore,
, C ≥ 0. Assume that λ < 0 and |λ| is so large that
This implies that 6) where the constant C > 0 is independent of λ.
Let λ > 0 be large enough but fixed so that zero is not in the spectrum of the operator P + λ, equipped with the domain D(P ). Then u q 2 ,f (λ) = v 0 + v 1 , where v 0 is a solution to the problem
and v 1 is a solution to the problem
Thus, v 1 ∈ D(P ), and, similarly to (3.5), we get
This yields that
where C > 0 is independent of λ. Using (3.6), (3.8) and (3.9), we get
where C > 0 is independent of λ.
Let us now proceed to derive an estimate for the norm of u in H 2m (Ω). Let λ > 0 be fixed and large enough so that zero is not in the spectrum of the operator P + q 1 + λ, equipped with the domain D(P ). Then (3.4) implies that
and
It follows from (3.10) and (3.11) that 12) where C > 0 is independent of λ.
By an interpolation property of the Sobolev norms, see [10] , we get
It follows from (3.11) and (3.12) that
where C > 0 is independent of λ. Thus,
where m ≤ j ≤ 2m − 1 and ε > 0 small. Therefore,
In the proof of the following proposition, we shall need some basic facts concerning the resolvent of the self-adjoint operator P +q j . Let ρ(P +q j ) ⊂ C be the resolvent set of P + q j . Notice that if λ 0 > 0 is large enough, then
The resolvent
is holomorphic. Furthermore, for any h ∈ L 2 (Ω) and any λ ∈ ρ(P + q j ), we have
where the series converges in L 2 (Ω).
Proposition 3.6. Assume that the hypotheses of Theorem 2.1 hold. Then for each f ∈ H 0,m−1 (∂Ω), the function λ → Λ q j (λ)f , j = 1, 2, is holomorphic in the region Re λ < 0, |Re λ| large enough, with values in H m,2m−1 (∂Ω). Moreover, for all l ∈ N satisfying (l − 1)m > n and all λ < 0, |λ| large enough, we have
Proof. Assume, as we may, that λ 0 in the hypothesis (A1) is such that the inclusion (3.13) holds. Then for f ∈ H 0,m−1 (∂Ω) and λ < −λ 0 , consider a solution u q j ,f (λ) ∈ H 2m (Ω) to the problem (2.3).
Let λ > 0 be large enough but fixed such that zero is not in the spectrum P + λ, equipped with the domain D(P ). We have
where F is a solution to
It follows from (3.14) that u q j ,f (λ) is a holomorphic function of λ ∈ ρ(P + q j ) with values in H 2m (Ω). Differentiating the problem (2.3) with respect to λ, l times, we get
Hence, using (3.14), we have
Here
with the convergence in L 2 (Ω). Now using the generalization of Green's formula (3.3), we obtain
where N 2m−1−i is a linear differential operator of order 2m−1−i in a neighborhood of ∂Ω, which contains the term ∂ 2m−1−i ν with a non-vanishing coefficient. Since
The series in the right hand side of (3.15) converges in L 2 (Ω) for any λ ≤ −λ 0 . Let us show that it also converges in H 2m (Ω) for l large enough. Indeed, by the standard consequence of the Weyl law, the eigenvalues of the elliptic operator operator P + q j of order m have the following asymptotics,
in the sense that there exist constant
. . , see [28] . Hence, for large k, using that ϕ k,
Therefore, the series in the right hand side of (3.15) converges in H 2m (Ω) for l satisfying (l − 1)m > n.
Furthermore, for all l ∈ N satisfying (l − 1)m > n and r = m, . . . , 2m − 1, we have
From this and from the assumption γϕ k,q 1 = γϕ k,q 2 , k = 1, 2, . . . , it then follows for all l ∈ N satisfying (l − 1)m > n that
This completes the proof.
It is now easy to obtain the statement of Theorem 2.1. It follows from Proposition 3.6 that Λ q 1 (λ)−Λ q 2 (λ) is a polynomial in λ. Combining this with Proposition 3.5, we conclude that Λ q 1 (λ) = Λ q 2 (λ) for all λ < 0 with |λ| large enough. Proposition 3.4 implies that q 1 = q 2 . The proof is complete.
Applications

The Laplace operator. Let us check that the conditions (A1) and (A2)
are satisfied for P = −∆ in R n , n ≥ 2. Let ξ ∈ R n . Then due to the rotational invariance, we may assume that ξ = (|ξ|, 0, . . . , 0). Let λ < 0 and consider
Hence, ξ = ζ 1 − ζ 2 , and ζ j · ζ j = λ, for λ < 0, j = 1, 2.
To check the condition (A2), let
The condition ζ · ζ = λ < 0 is equivalent to the fact that
Hence, |Re ζ| 2 + |λ| = |Im ζ| 2 , and therefore, |Im ζ| ≥ |λ|. We get
and thus, the assumption (A2) holds.
Applying Theorem 2.1 to the Laplace operator, we recover the standard multidimensional Borg-Levinson Theorem due to [23] and [24] , see also [25] for the case of singular potentials.
4.2.
The polyharmonic operator. Generalizing the previous considerations, let us consider the polyharmonic operator P = (−∆) m , m ≥ 2, in R n , n ≥ 2, and show that the conditions (A1) and (A2) are satisfied for this operator.
To check condition (A1) let us notice that as λ < 0, the fact that (ζ · ζ) m = λ is equivalent to the fact that there is an integer k, 0 ≤ k ≤ m − 1, such that
Let ξ ∈ R n , |ξ| < 1, be an arbitrary vector. Assuming, as we may, that ξ = (|ξ|, 0, . . . , 0), and using (4.1) and (4.2), one can easily see that for |λ| large enough, the vectors , (4.4) satisfy ξ = ζ 1 − ζ 2 and P (ζ j ) = (ζ j · ζ j ) m = λ, j = 1, 2.
Let us now check the condition (A2). First we shall show that there exists a constant C ≥ 1 such that
In the case when k is such that sin( An elementary analysis of this inequality allows us to conclude that the estimate (4.5) is valid also in this case.
Since the only term in L ζ (ξ), which contributes to the derivative
Hence, using (4.5), we get
which shows that the assumption (A2) holds for the polyharmonic operator.
We have the following corollary of Theorem 2.1.
(Ω) be real-valued and ϕ k,q 1 be an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions of (−∆) m + q 1 . Furthermore, assume that the Dirichlet eigenvalues λ k,q j of (−∆) m + q j satisfy λ k,q 1 = λ k,q 2 , k = 1, 2, . . . , and that there exists an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions ϕ k,q 2 of (−∆) m + q 2 such that
The case of incomplete spectral data
In this section we study the problem of determining the potential from high frequency spectral data. To be precise, let Ω ⊂ R n , n ≥ 2, be a bounded smooth domain. Let q 1 , q 2 ∈ L ∞ (Ω) be real-valued and let ϕ k,q 1 be an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions of the operator P + q 1 . We assume that there exists an integer M > 0 such that the eigenvalues λ k,q j of P + q j satisfy
The problem is whether this still implies that q 1 = q 2 .
Assume that λ 0 > 0 is large enough so that for all λ ≤ −λ 0 , λ ∈ ρ(P + q j ), j = 1, 2, where the self-adjoint operator P + q j is equipped with the domain D(P ). Let u q j ,f (λ) be the solution to the problem
with f ∈ H 0,m−1 (∂Ω). Setting
3) by v 1 and using Green's formula (3.3), we obtain that
We would like to choose v 1 so that the left hand side of (5.4) vanishes. To this end we are going to require a finite number of orthogonality conditions, to be satisfied by the normal derivatives of v 1 .
When formulating the orthogonality conditions, notice first that according to (3.15), we have
where f = (f 0 , . . . , f m−1 ) and l is large enough, to guarantee the convergence in H 2m (Ω). Hence,
It follows from (5.1) and (5.2) that
Integrating l times with respect to λ, we get
where g r,k ∈ H 2m−r−1/2 (∂Ω), k = 1, . . . , l − 1. Proposition 3.5 implies that all g r,k = 0. Thus, for any r = m, . . . , 2m − 1,
where the coefficients α k , β k depend on λ but do not depend on r. This together with the fact that γu(λ) = γϕ k,q j = 0 implies that along ∂Ω, we have for i = 0, . . . , m − 1,
while for i = m, . . . , 2m − 1,
It follows from (5.4), combined with (5.5) and (5.6) , that in order to have
we should demand that the 2mM orthogonality conditions
hold for i = 0, . . . , m − 1.
Thus, in order to conclude that q 1 = q 2 , it suffices to establish that the set span λ<−λ 0 ,λ∈Z
We shall verify the density in the particular case when P is a power of the Laplacian.
5.1. The Laplace operator. In this subsection, we consider the case when P = −∆, where we recover the following result of [14] .
Theorem 5.1. Let q 1 , q 2 ∈ L ∞ (Ω) be real-valued and ϕ k,q 1 be an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions of the operator −∆ + q 1 . Assume that there exists M > 0 such that the eigenvalues λ k,q j of −∆ + q j satisfy
and there exists an orthonormal basis in L 2 (Ω) of the Dirichlet eigenfunctions ϕ k,q 2 of −∆ + q 2 such that
In view of the discussion in the beginning of this section, Theorem 5.1 is a direct consequence of Proposition 5.2 below. We have learned of the idea of proving Theorem 5.1 in such a way from the paper [27] . Notice that this method is different from the approach, proposed in the paper [14] .
. . , N, with N being arbitrary but fixed. Then there exists λ 0 > 0 such that the space
We will show that this implies that f = 0. Let ξ ∈ R n and λ < 0. As before, we may assume that ξ = (|ξ|, 0, . . . , 0). Consider
We have ξ = ζ 1 − ζ 2 , and ζ j · ζ j = λ, j = 1, 2. Set 
are linearly dependent. Thus, there are constants c l = c l (λ, ζ 1 + η l ) ∈ C, not all equal to zero, such that
Notice that c l are independent of ξ. We can assume that N +1 l=1 |c l | 2 = 1, and that c l → c l , as λ → −∞, λ ∈ Z, where c l ∈ C are such that
Then (5.9) implies that
By (5.7) and (5.11), we have
(5.12)
It follows from (5.8) that for all l = 1, . . . , N + 1 and all x ∈ Ω,
Therefore, using that
follows that the right hand side of (5.12) tends to zero as λ → −∞, λ ∈ Z. By the dominated convergence theorem, we get
Since c l are independent of ξ, we conclude that
The function
l=1 c l e ilx 1 is real analytic and clearly does not vanish identically, in view of (5.10). Thus, f = 0 and we are through.
5.2.
The biharmonic operator. Let P = ∆ 2 be the biharmonic operator in R n , n ≥ 2. The approach of the beginning of this section will be used to prove Theorem 2.2 in the case m = 2. As in the case of P = −∆, Theorem 2.2 is obtained from the following completeness result.
. . , N, i = 0, 1, with N being arbitrary but fixed. Then there exists λ 0 > 0 such that the set
Let ξ ∈ R n be an arbitrary vector and λ < 0. Again we may assume that ξ = (|ξ|, 0, . . . , 0). Consider the vectors ζ 1 , ζ 2 ∈ C n , given by (4.3) for m = 2, i.e.
, 0, . . . , 0
We have ξ = ζ 1 − ζ 2 and P (ζ j ) = (ζ j · ζ j ) 2 = λ, j = 1, 2. Set
, 0, . . . , 0 ∈ C n , l = 1, . . . , 2N + 1.
Notice that the sum ζ 1 + η l does not depend on ξ and P (ζ 1 + η l ) = λ. It follows from Proposition 3.2 that for |λ| large enough, there are solutions ·x dx = 0, ∀ξ ∈ R n .
Arguing as in Proposition 5.2, we obtain that f = 0. This completes the proof. Proof. Let f ∈ L ∞ (Ω) be such that Ω f gdx = 0, ∀g ∈ S.
Let ξ ∈ R n , |ξ| < 1, be an arbitrary vector and let λ < 0 with |λ| large enough. Consider the vectors ζ 1 , ζ 2 ∈ C n , given by (4.3). For l = 1, . . . , mN + 1, we introduce η l = −ζ 1 + (l, α(2l, λ), 0, . . . , 0) + i(0, β(2l, λ), 0, . . . , 0) ∈ C n , where α(2l, λ) and β(2l, λ) are defined by (4.4).
One can easily see that for every ξ ∈ R n fixed, α(2l, λ) − α(|ξ|, λ) → 0, as λ → −∞, β(2l, λ) − β(|ξ|, λ) → 0, as λ → −∞.
The choice of the vectors ζ 1 , ζ 2 and η l allows us to repeat the proofs of Proposition 5.2 and Proposition 5.3 to conclude that f = 0. The proof is complete.
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