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Abstract
Graham Higman proved that the finitely generated groups that occur as subgroups of finitely presented
groups are precisely those that can be defined by recursively enumerable sets of relations.
We prove the analogue for lattice-ordered groups:
Theorem. A finitely generated lattice-ordered group is a sublattice subgroup of some finitely presented
lattice-ordered group if and only if it can be defined by a recursively enumerable set of relations.
Consequently, there is a universal finitely presented lattice-ordered group.
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In 1961, G. Higman [7] proved:
Theorem A. A finitely generated group is a subgroup of some finitely presented group if and only
if it can be defined by a recursively enumerable set of relations.
We prove the natural analogue for lattice-ordered groups:
Theorem B. A finitely generated lattice-ordered group is a sublattice subgroup of some finitely
presented lattice-ordered group if and only if it can be defined by a recursively enumerable set
of relations.
Theorem B is listed as an unsolved problem in [13, Problem 11], and in similar form in
[2, Chapter 11, Question 12].
As a first step, we proved in [6]:
Theorem C. A finite rank abelian lattice-ordered group is a sublattice subgroup of some finitely
presented lattice-ordered group if and only if it can be defined by a recursively enumerable set
of relations.
If an equational class of algebras is finitely axiomatisable, then a finitely generated subalge-
bra of a finitely presented algebra must always be definable by a recursively enumerable set of
defining relations. So the only difficulty is to show that every finitely generated (lattice-ordered)
group that is defined by an arbitrary recursively enumerable set of relations actually occurs as a
(sublattice) subgroup of some finitely presented (lattice-ordered) group.
The purpose of this article is to prove this difficult half of Theorem B for the class of all
finitely generated lattice-ordered groups definable by recursively enumerable sets of relations.
We will do this directly for those finitely generated lattice-ordered groups that are defined by
“meet strings.” Meet strings are essentially group terms and finite meets of group terms (see
Section 3 for a more precise definition). For lattice-ordered groups defined by such expressions,
we achieve
Theorem D. Any finitely generated lattice-ordered group that is definable by a recursively enu-
merable set of meet string relations can be -embedded in some finitely presented lattice-ordered
group.
Theorem B will follow immediately from Theorem D once we establish
Theorem E. Let G be a finitely generated lattice-ordered group on generators y1, . . . , yn. Then
G can be -embedded in a lattice-ordered group G¯ on generators a, b such that
(i) every lattice-ordered group expression in y1, . . . , yn is a group string in a, b, and
(ii) G¯ is defined by meet strings.
Moreover, the set of defining relations for G¯ in (ii) is recursively enumerable if the set of defining
relations for G is.
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give one special tool, the #-construction. This lattice-ordered group construction allows one to
deduce (from a finite set of relations) that an element commutes with an infinite set of elements
(see Lemma 4.2). In Section 5.1 we will take a finitely generated lattice-ordered group H that is
defined by a recursively enumerable set of meet strings (indexed by X) and show how to construct
a finitely presented lattice-ordered group L(X) from it in a series of steps. The construction relies
heavily on the ideas and construction in [5] as modified in [6]. The reader is recommended to
consult these where necessary (though we summarise the pertinent main points of these articles
in Sections 5.1.1 and 5.1.2). The diagram on page 130 of the former may be intuitively helpful.
In Section 5.2 we will prove that the meet strings defining H are the identity in L(X); so there
is an -homomorphism of H into L(X). We will give a permutation representation of L(X) in
Section 5.3 and use it to show that every lattice-ordered group word in the alphabet of H that is
not the identity in H is not the identity in L(X). We will immediately deduce Theorem D (see
Section 5.4). In Section 6 we complete the proof of Theorem B by establishing Theorem E. This
is done by adjoining a countably infinite set of new generators that are names for all expressions
in the generators of the original lattice-ordered group. In this way we transform arbitrary lattice-
ordered group words in the original generators into group terms in the extended alphabet. There
is a standard -embedding of countable lattice-ordered groups into two-generator lattice-ordered
groups ([1,2] or [4]). This takes the constructed lattice-ordered group into one with the properties
of Theorem E. Theorem B follows immediately as we will show.
Since the proofs are necessarily rather technical, we recommend the reader to consult this
“road map” and the one at the beginning of Section 5.1 to keep his bearings and maintain an
overview.
2. Background and notation
Throughout we will use N for the set of non-negative integers, Z+ for the set of positive
integers, Q for the set of rational numbers and R for the set of real numbers. The only order on
Q and R that we will consider will be the usual one.
We assume that the reader has a minimal knowledge of recursive function theory (see [12]).
In any group G we write f ∗ g for g−1fg, and [f,g] for f−1g−1fg. The former is often
written f g , though that would be less readable here where the expressions for g are complicated.
Throughout, for any m,n ∈ Z+, we will write f1 . . . fm ∗g1 . . . gn as a shorthand for (f1 . . . fm)∗
(g1 . . . gn).
A lattice-ordered group is a group which is also a lattice that satisfies the identities x(y∧z)t =
xyt ∧ xzt and x(y ∨ z)t = xyt ∨ xzt . Throughout we write x  y as a shorthand for x ∨ y = y
or x ∧ y = x, and -group as an abbreviation for lattice-ordered group. A sublattice subgroup of
an -group is called an -subgroup.
Lattice-ordered groups are torsion-free and f ∨ g = (f−1 ∧ g−1)−1. Each element of G can
be written in the form fg−1 where f,g ∈ G+ = {h ∈ G: h 1}—see, e.g., [2, Corollary 2.1.3,
Lemmas 2.3.2 and 2.1.8]. For each g ∈ G, let |g| = g ∨ g−1. Then |g| ∈ G+ iff g = 1, where
G+ = G+\{1}. Therefore, (w1 = 1 & · · ·& wn = 1) iff |w1|∨· · ·∨|wn| = 1 [2, Lemma 2.3.8 and
Corollary 2.3.9]. Consequently, in the language of lattice-ordered groups (and in sharp contrast
to group theory) any finite number of equalities can be replaced by a single equality.
We will write f ⊥ g as a shorthand for |f | ∧ |g| = 1 and say that f and g are orthogonal. As
is well known and easy to prove, f ⊥ g implies [f,g] = 1.
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Kernels are precisely the normal -subgroups that are convex (if k1, k2 belong to the kernel and
k1  g  k2, then g belongs to the kernel). They are called -ideals.
The free -group on any set of generators exists by universal algebra. Finitely generated
-groups are the -homomorphic images of free -groups on that finite number of generators.
If the kernel is finitely generated as an -ideal, then we call the -homomorphic image finitely
presented; if the kernel is generated (as an -ideal) by a recursively enumerable set of elements,
then we say that the finitely generated -homomorphic image has a recursively enumerable set
of defining relations. We will write
〈
Y : wi(Y ) = 1 (i ∈ I )
〉
for the quotient F/K where F is the free -group on the generating set Y and K is the -ideal
generated (as an -ideal) by {wi(Y ): i ∈ I }.
The free -group on a single generator is Z⊕Z ordered by: (m1,m2) (0,0) iff m1,m2  0;
(1,−1) is a generator since (1,−1)∨ (0,0) = (1,0).
The amalgamation property fails for -groups: there are -groups G,H1,H2 with -embed-
dings σj :G → Hj (j = 1,2) such that there is no -group L such that Hj can be -embedded
in L (j = 1,2) so that the resulting diagram commutes (see [11] or [2, Theorem 7.C]). Hence
HNN-extension techniques cannot be used (see [3]). Instead we use permutation group methods.
Let (Ω,) be a totally ordered set. Then Aut(Ω,) is an -group when the group operation is
composition and the lattice operations are just the pointwise supremum and infimum (α(f ∨g) =
max{αf,αg}, etc.) There is an analogue of Cayley’s theorem for groups, namely the Cayley–
Holland theorem [2, Theorem 7.A]:
Theorem F. (Holland [8]) Every lattice-ordered group can be -embedded in Aut(Ω,) for
some totally ordered set (Ω,); every countable lattice-ordered group can be -embedded in
Aut(Q,) and hence in Aut(R,).
We will write A(Ω) as a shorthand for Aut(Ω,) when the total order on Ω is clear.
If g ∈ A(Ω), then the support of g, supp(g), is the set {β ∈ Ω: βg = β}.
Since each real interval (α,β) is order-isomorphic to (R,) we obtain:
Corollary 2.1. Let α,β ∈ R with α < β . Then every countable -group G can be -embedded in
A(R) so that supp(g) ⊆ (α,β) for all g ∈ G.
If g ∈ A(Ω) and α ∈ supp(g), then the convexification of the g-orbit of α is called the in-
terval of support of g containing α; i.e., the supporting interval of g containing α is {β ∈ Ω:
(∃m,n ∈ Z) (αgn  β  αgm)}. So the support of an element is the disjoint union of its support-
ing intervals. The restriction of g to one of its intervals of support is called a bump of g.
Finally, by considering intervals of support, it is easy to establish the well-known fact:
Proposition 2.2. For all f,g ∈ A(Ω), supp(f ∗ g) = supp(f )g. Hence if f ∗ g ⊥ f and g  1,
then |f |m  g for all m ∈ N.
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We need to define the set of expressions to which Theorem D applies. The definition below is
less perspicuous than that described in the introduction; it has been phrased instead to make the
proof of Theorem D slightly more straightforward.
Let F be the free -group on a finite set {y1, . . . , yn}. Then F has soluble word problem (see
[9] or [2, Theorem 8.E]). So if S is a recursively enumerable set of -group terms in the finite set
of variables {y1, . . . , yn}, then the set of all elements of F which are equal to elements of S is
also recursively enumerable.
Definition 3.1 (Meet strings). Let n ∈ Z+ and y1, . . . , yn be a finite set of distinct formal
symbols. The set of meet strings on {y1, . . . , yn} is the smallest set of -group strings in
y1, y
−1
1 , . . . , yn, y
−1
n that contains the empty string, is closed under equality in F , and is such
that wη and wη∧ 1 are meet strings whenever w is a meet string and η ∈ {y1, y−11 , . . . , yn, y−1n }.
Hence any “semigroup” term in {y1, y−11 , . . . , yn, y−1n } is a meet string; so every term in the
free group on {y1, . . . , yn} is a meet string. If w is any meet string and η ∈ {y1, y−11 , . . . , yn, y−1n },
then w ∧ η = (wη−1 ∧ 1)η and so is a meet string. Hence so is w ∧ 1 = (wη ∧ η)η−1. Indeed,
if w1, . . . ,wk are group terms, it is easy to see that any term of the form w1 ∧ · · · ∧wk is also a
meet string. Thus we obtain (to within equality in F ) the more intuitive description given in the
introduction.
We need a Gödel numbering for meet strings. Let B = 4n+1 and write all numbers in base B .
Definition 3.2 (Gödel numbering of meet strings). The Gödel number of the empty string is 0.
That is, γ (1) = 0.
The Gödel number of yj is j (γ (yj ) = j ), and that of y−1j is n + j (γ (y−1j ) = n + j ) for
j = 1, . . . , n.
If w has Gödel number γ (w), then wη has Gödel number γ (wη) = Bγ (w) + γ (η), and
wη ∧ 1 has Gödel number γ (wη ∧ 1) = Bγ (w)+ 2n+ γ (η), where η ∈ {y1, y−11 , . . . , yn, y−1n }.
The only number in base B which has a 0 digit and is the Gödel number of a meet string is the
number 0, the Gödel number of the empty string. This causes technical difficulties in the proof
of Theorem D.
To remedy this situation, we define δ(m) (m ∈ Z+) as follows:
Let m∗ be the number (in base B) obtained by deleting all 0s from m. Then m∗ is the Gödel
number of a unique meet string which we call δ(m), and we call m a pseudo-Gödel number of
δ(m). Thus each non-trivial meet string has an infinite (recursive) set of pseudo-Gödel numbers.
We use pseudo-Gödel numbers for technical compatibility reasons only.
For example, if n = 2 (so B = 9) and m = 10270402, then m∗ = 12742 and δ(10270402) is
the meet string w := (y1y2y−11 ∧ 1)y−12 y2. Moreover, any number k ∈ N which has k∗ = 12742
has δ(k) = (y1y2y−11 ∧ 1)y−12 y2 and is a pseudo-Gödel number of w.
Let X be a recursively enumerable subset of N. Throughout we will assume that 0 ∈ X and if
m ∈ X and k ∈ N with m∗ = k∗, then k ∈ X. That is, either all pseudo-Gödel numbers of a meet
string belong to X or none do.
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Given elements c1, y of a countable -group L, we wish to construct an -group L# from
L by adding a finite number of new generators and relations so as to code an infinite pairwise
orthogonal set of conjugates of y by all positive powers of c1 in L#. The natural map will be an
-homomorphism of L into L#.
Specifically, we adjoin to the generators of L an extra generator y# and the relations
y ⊥ y#, y#(y ∗ c1)−1 ⊥ y ∗ c1,
y#(y# ∗ c1)−1 ⊥ y# ∗ c1, y# = (y# ∗ c1) · (y ∗ c1). (1)
Let L# be the resulting -group.
By Theorem F, we may regard L# as an -subgroup of A(R). From this identification, we
obtain the intuitive description of y# in terms of y:
Lemma 4.1. Let L# be as above and identify c1 and y with their images in L#. If m ∈ Z+, then
y ∗ cm1 and y# ∗ cm1 are sets of bumps of y#, but y ∗ c1−m1 ⊥ y#. Indeed, y ∗ cm1 ⊥ y ∗ ck1 if m,k ∈ Z
are distinct.
Proof. Let α ∈ supp(y ∗ c1). Since y#(y ∗ c1)−1 ⊥ y ∗ c1, it follows that αy# = α(y ∗ c1). Thus
y ∗ c1 is a set of bumps of y#. Similarly, y# ∗ c1 is a set of bumps of y#. An easy induction
argument shows that y# ∗ cm1 is a set of bumps of y# for all m ∈ N. Therefore y ∗ cm1 is a set of
bumps of y# for all m ∈ Z+. Since y ⊥ y#, the last part of the lemma follows. 
Lemma 4.1 allows one to deduce (from finitely many relations) that an element t ∈ L com-
mutes with all conjugates of y by non-negative powers of c1.
Lemma 4.2. Let L and L# be as above and identify c1, t and y with their images in L#. If
[y, t] = 1 and y# ⊥ t , then [y ∗ cm1 , t] = 1 = [y# ∗ cm1 , t] for all m ∈ N.
Proof. This follows immediately from Lemma 4.1 since supp(y ∗ cm1 ) ⊆ supp(y#)∪ supp(y) and
supp(y# ∗ cm1 ) ⊆ supp(y#) for all m ∈ Z+. 
Throughout the rest of the paper we specifically reserve y#,L# for just this construction. We
will only use it when the set of conjugates of y by positive powers of c1 are already pairwise
orthogonal in L.
For technical reasons that we will need later, assume that there is d1 ∈ L+ such that {y ∗cm1 dk1 :
m ∈ N, k ∈ Z} is a pairwise orthogonal set in L. Since L is countable, we can -embed it in
A(R) by Theorem F. Let Lˆ be the image of L under this -embedding. Let yˆ# be defined to
be yˆ ∗ cˆm1 dˆk1 on every supporting interval of yˆ ∗ cˆm1 dˆk1 (m ∈ Z+, k ∈ Z) and be the identity off⋃{supp(yˆ ∗ cˆm1 dˆk1 ): m ∈ Z+, k ∈ Z}.
Assume that there is α0 ∈ R such that
α0 ≺ supp(yˆ) ≺ α0cˆ1 ≺ supp(yˆ ∗ cˆ1) ≺ α0cˆ21 ≺ · · · ≺ α0dˆ1,
where we write Γ ≺ Δ as a shorthand for: there is a non-empty open interval Λ with Γ <Λ<Δ.
Then Lˆ#, the -subgroup of A(R) generated by Lˆ and yˆ#, satisfies all the defining relations of
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provides an -embedding of L into L#.
5. The proof of Theorem D
Let H be a finitely generated -group defined by a recursively enumerable set of meet strings.
Say
H = 〈y1, . . . , yn: w(y1, . . . , yn) = 1
(
γ (w) ∈ X)〉,
where X is a recursively enumerable set of natural numbers (written in base B := 4n+ 1) and all
w(y1, . . . , yn) are meet strings. So H is the quotient of F by the -ideal K , where F is the free
-group on y1, . . . , yn and K is generated (as an -ideal) by {w(y1, . . . , yn): γ (w) ∈ X}.
As noted in Section 3, we may assume that
0 ∈ X and if m ∈ X and k ∈ N with m∗ = k∗, then k ∈ X.
That is, X is compatible with the pseudo-Gödel numbering.
Since wη = 1 implies wη ∧ 1 = 1, we will also assume that if δ(m) = wη and m ∈ X, then
m+ 2n ∈ X (η ∈ {y1, y−11 , . . . , yn, y−1n }).
Indeed, by enlarging X if necessary and using [9], we may assume that if w = w(y1, . . . , yn)
is a meet string, then
w ∈ K iff γ (w) ∈ X.
Fix these H,F,X and K for the remainder of the proof of Theorem D.
5.1. The construction of the finitely presented lattice-ordered group L(X)
We construct a finitely presented -group L(X) into which we will -embed H . This construc-
tion will require several steps (modifications) which depend heavily on the machinery developed
in previous papers, especially [5,6]. It has both a formal aspect and a visual (permutation) one.
Since the construction is quite involved and occupies Sections 5.1.1–5.1.6, we provide an
outline first.
In Section 5.1.1, we recall the essential points in the construction of the finitely presented
-group G(X) from [5] that “codes in” X. In Section 5.1.2, we augment the construction to
include the free -group F ∗ on free generators {y1, . . . , yn} ∪ {yn+1} in a controlled manner.
This is essentially the same as in [6] and is labelled F ∗(X) here. It is a finitely presented
-group. The reader should consult [5,6] for the full proofs. In Section 5.1.3 we adjoin the
defining relations {w(y1, . . . , yn): γ (w) ∈ X} of H to those of F ∗(X) and obtain a quotient
H ∗(X) = F ∗(X)/K∗(X), where K∗(X) is the -ideal of F ∗(X) generated by K . Note that
the finitely generated -group H ∗(X) is not in general finitely presented. We apply the #-
construction to H ∗(X) in Section 5.1.4 and adjoin Valiev elements and relations to obtain
V (X) in Section 5.1.5. In Section 5.1.6, we add a further finite set of generators and relations
to obtain L0(X) and an -homomorphism of H into L0(X). Finally, we remove the relations
{w(y1, . . . , yn): γ (w) ∈ X} from the defining relations of L0(X) and obtain a finitely presented
-group L(X) having L0(X) as an -homomorphic image. The Valiev relations crucially involve
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of H into L(X) (see Section 5.2).
5.1.1. The construction in [5]
In [5], for each recursive function f on N we formally constructed a finitely presented -group
which was denoted by G(f ) and which coded in the function f . That is, included in the finitely
many generators of G(f ) are a0, b1, c1, d1 and af ; and from the finite number of defining rela-
tions of G(f ), one can deduce:
a0 ∗ cm1 af = a0 ∗ bf (m)1 cm1 for all m ∈ N.
We achieved this by induction on the way that f was formed.
We began by considering when f is the zero function θ on N; i.e., θ(n) = 0 for all n ∈ N. We
formally built the finitely presented -group G(θ) whose generators included a0, b1, c1, d1 and
aθ and whose relations included aθ = 1. Hence
a0 ∗ cm1 aθ = a0 ∗ bθ(m)1 cm1 for all m ∈ N.
We next formally constructed a finitely presented -group G(s) which coded in the (recur-
sive) successor function s (i.e., s(m) = m + 1 for all m ∈ N). Specifically, we included in G(s)
besides the generators of G(θ) and one extra one, a generator as and a finite number of relations
(including those of G(θ)) that implied
a0 ∗ cm1 as = a0 ∗ bs(m)1 cm1 for all m ∈ N.
Now suppose that f1 and f2 are recursive functions on N such that there are finitely presented
-groups G(fj ) whose generators include the generators of G(s) (which we think of as the
“base” generators) as well as afj , and a finite number of relations that imply
a0 ∗ cm1 afj = a0 ∗ bfj (m)1 cm1 for all m ∈ N
(j = 1,2). Let f = f1 ◦ f2. We used the generators and relations of G(fj ) (j = 1,2) to formally
construct a new finitely presented -group G(f ) in which
a0 ∗ cm1 af = a0 ∗ bf (m)1 cm1 for all m ∈ N.
Finally, we showed how to obtain a finitely presented -group G(f ) in which
a0 ∗ cm1 af = a0 ∗ bf (m)1 cm1
for all m ∈ N, whenever f has been obtained by general recursion from functions g,h, . . . for
which finitely presented -groups G(g),G(h), . . . , have been constructed with these “-group
codings” for g,h, . . . .
Hence, by induction on the way that a recursive function is constructed, we obtained:
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G(f ) (with generators including af and the “base” ones) in which
a0 ∗ cm1 af = a0 ∗ bf (m)1 cm1 for all m ∈ N.
Now let X be as above (or indeed an arbitrary recursively enumerable subset of N). Then there
is a recursive function f :N → N such that f (N) = X. In [5], we formally augmented G(f ) by
the addition of finitely many extra generators (we labelled the critical one ah where h is the (not
necessarily recursive) characteristic function of N \ X; but, for clarity, here we use the label tX
for it) and a finite number of extra defining relations (including [tX, d1] = 1) to obtain a finitely
presented -group G(X) in which
a0 ∗ cm1 tX = a0 ∗ cm1 if m ∈ X.
Additionally, in [5] (see the pictorial representation on p. 130) we constructed order-
preserving permutations of R which satisfied, under a natural interpretation, all the defining
relations of G(X) hinted at above. If we denote by Ĝ(X) the -subgroup of A(R) generated by
these permutations, then Ĝ(X) is an -homomorphic image of G(X). Crucially, under the natural
interpretation of the formal symbols in Ĝ(X) ⊆ A(R), for some α0 ∈ R we had (in the notation
of Section 4)
(a) α0 ≺ supp(aˆ0) ≺ α0cˆ1 ≺ α0cˆ21 ≺ · · · ≺ α0dˆ1, and for all m ∈ N,
(b) α0cˆm1 ≺ supp(aˆ0 ∗ cˆm1 tˆX) ≺ α0cˆm+11 , and
(c) the restriction of tˆX to supp(aˆ0 ∗ cˆm1 ) was the identity if m ∈ X, and α0(aˆ0 ∗ cˆm1 )tˆX = aˆ0 ∗ cˆm1
if m /∈ X.
These (and the commuting with dˆ1) are the only stipulations on tˆX we retain. They allow us to
postpone further specification of tˆX .
Under this interpretation in Ĝ(X) ⊆ A(R), we had that if m ∈ N, then, by (c),
aˆ0 ∗ cˆm1 tˆX = aˆ0 ∗ cˆm1 if m /∈ X.
But Ĝ(X) was an -homomorphic image of G(X). So if m ∈ N, then
a0 ∗ cm1 tX = a0 ∗ cm1 if m /∈ X
also holds in G(X). Hence
Proposition 5.2. Let X be a recursively enumerable subset of N. Then there is a finitely presented
-group G(X) (whose generators include the “base” ones and tX) in which, for m ∈ N,
a0 ∗ cm1 tX = a0 ∗ cm1 iff m ∈ X.
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Recall that H is the quotient F/K where F is the free -group on y1, . . . , yn and X is the
recursively enumerable set that generates K (see the beginning of Section 5). Let F ∗ be the free
-group on y1, . . . , yn, yn+1, where yn+1 is a new letter. Thus F ∗ is the -group free product
of F and the free -group on one generator (yn+1)—existence by universal algebra. We will
incorporate F ∗ into the method of construction of the previous subsection to obtain F ∗(X) (con-
taining an -isomorphic copy of F ∗ as an -subgroup) satisfying similar conclusions to those of
Proposition 5.2. This was done implicitly in [6, Section 5].
Proposition 5.3. If F ∗ is the free -group on {y1, . . . , yn+1} and X is an arbitrary recursively
enumerable subset of N, then F ∗ can be -embedded in a finitely presented -group F ∗(X) in
which, for each j ∈ {1, . . . , n+ 1},
yj ∗ cm1 tX = yj ∗ cm1 iff m ∈ X. (2)
Proof. We outline the proof as the technique (as well as the proposition) is important for under-
standing the proof of Theorem D.
By Corollary 2.1, F ∗ is -isomorphic to an -subgroup Fˆ ∗ of A(R) with
|yˆj | aˆ0 and
yˆj ∗ cˆm1 tˆX = yˆj ∗ cˆm1 iff m ∈ X
for each j = 1, . . . , n+ 1 (see below). Indeed, by Corollary 2.1, if we fix α0 ∈ supp(aˆ0), we can
further ensure that for each j ∈ {1, . . . , n+ 1} we have α0 ≺ supp(yˆj ) ≺ α0aˆ0.
Formally, exactly as in [5] and as outlined in the previous subsection, for each recursive func-
tion f :N → N, we can inductively (on the way that f is formed) construct an -group F ∗(f )
with generators the union of those of G(f ) and y1, . . . , yn+1 and relations which include the
union of those of G(f ) together with
(i) yj ∗ a0 ⊥ yj (j = 1, . . . , n+ 1),
and imply, for each j ∈ {1, . . . , n+ 1} and m ∈ N, that
(ii) yj ∗ cm1 af = yj ∗ bf (m)1 cm1 .
This is achieved as follows: for each of the defining relations with a0 and af , etc. that yielded
a0 ∗ cm1 af = a0 ∗ bf (m)1 cm1 for all m ∈ N, additionally adjoin the finite set of identities obtained
by substituting each yj in turn for a0. This ensures that (ii) holds in F ∗(f ).
Note that F ∗(f ) is a finitely presented -group.
In the special case that X is the fixed recursively enumerable set at the beginning of Sec-
tion 5 (or indeed any recursively enumerable subset of N) and f is a recursive function such that
f (N) = X, we can then formally construct the finitely presented -group F ∗(X) from F ∗(f )
just as we constructed G(X) from G(f ), and deduce that for each j ∈ {1, . . . , n+ 1}, in F ∗(X)
we get
yj ∗ cm1 tX = yj ∗ cm1 if m ∈ X.
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identity on [α0cˆm1 , α0cˆm+11 ] if m ∈ X but is not the identity on supp(aˆ0 ∗ cˆm1 ) if m /∈ X. Indeed, as
observed in the previous subsection, we can ensure that tˆX is not the identity on supp(yˆj ∗ cˆm1 ) if
m /∈ X (j = 1, . . . , n+ 1). Hence, in F̂ ∗(X), for each such j ∈ {1, . . . , n+ 1} we have
yˆj ∗ cˆm1 tˆX = yˆj ∗ cˆm1 if m /∈ X.
As before, this gives that for each j ∈ {1, . . . , n+ 1} and m ∈ N, we have in F ∗(X)
yj ∗ cm1 tX = yj ∗ cm1 iff m ∈ X.
Since F ∗ was -embedded in F̂ ∗(X), an -homomorphic image of F ∗(X), the naturally in-
duced -homomorphism of F ∗ into F ∗(X) must be an -embedding. Thus we obtain Proposi-
tion 5.3. 
With this representation, as in the previous subsection, for j = 1, . . . , n + 1, we can ensure
that
(a) α0 ≺ supp(yˆj ) ≺ α0aˆ0 ≺ α0cˆ1 ≺ α0cˆ21 ≺ · · · ≺ α0dˆ1, and for all m ∈ N
(b) α0cˆm1 ≺ supp(yˆj ∗ cˆm1 tˆX) ≺ α0cˆm+11 and
(c) the restriction of tˆX to supp(aˆ0 ∗ cˆm1 ) is the identity if m ∈ X and yˆj ∗ cˆm1 tˆX = yˆj ∗ cˆm1 if
m /∈ X (j = 1, . . . , n+ 1).
These (and the commuting with dˆ1) are the only stipulations on tˆX . This freedom will play a key
rôle in the permutation representation in Section 5.3; we will postpone further specification of tˆX
until then.
We will regard F ∗ as an -subgroup of F ∗(X) in the natural way.
|tX| b1 was one of the finite number of defining relations for F ∗(X), and these finite number
of defining relations implied that b1  b21  · · · c1. Thus, in any permutation representation of
F ∗(X) that we will consider, we have
α0cˆ
m
1 ≺ supp
(
yˆj ∗ cˆm1 tˆX
)≺ α0cˆm+11 (3)
for each j ∈ {1, . . . , n+ 1} and m ∈ N, where we continue to use the notation of Section 4.
Also observe that the conjugates of yn+1 by the positive powers of c1 (and likewise these by
all powers of d1) are pairwise orthogonal in F ∗(X) (since |yn+1| a0 and the set of conjugates
of a0 by positive powers of c1 have this property).
5.1.3. The -homomorphic image H ∗(X) of F ∗(X)
Let H ∗ be the -group free product of H and the free -group on the generator yn+1—
existence by universal algebra. Then H ∗ is an -homomorphic image of F ∗.
We now formally form an -homomorphic image of F ∗(X) by adding the extra recursively
enumerable set of meet string relations w(y1, . . . , yn) = 1 (γ (w) ∈ X) to the defining relations
of F ∗(X). We will denote this -group by H ∗(X) and let H(X) be the -subgroup of H ∗(X)
generated by the images of y1, . . . , yn. So H ∗(X) is a finitely generated -group with defining
relations those of H (indexed by X) augmented by a finite set.
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Then H ∗(X) ∼= F ∗(X)/K∗(X).
Note that the set of conjugates of yn+1 by the positive powers of c1 (and likewise these by all
powers of d1) are pairwise orthogonal in H ∗(X) since they were in F ∗(X).
Since all the defining relations of H have been imposed on H ∗(X), it follows that the -
surjection from F ∗ onto H ∗ extends naturally to an -surjection from F ∗(X) onto H ∗(X).
Therefore, from (2), if j ∈ {1, . . . , n+ 1} we obtain
yj ∗ cm1 tX = yj ∗ cm1 in H ∗(X) if m ∈ X. (4)
The inequality part of (2) cannot be guaranteed.
Caution. In the absence of the amalgamation property, although F ∗ is an -subgroup of F ∗(X),
there is no a priori reason why either the -homomorphism from H to H(X) or its extension
from H ∗ to H ∗(X) should be -embeddings. This seems a critical difficulty.
5.1.4. H ∗(X)#
Since the conjugates of yn+1 by the positive powers of c1 (and likewise these by all powers
of d1) are pairwise orthogonal in H ∗(X), we can now apply the #-construction of Section 4 to
H ∗(X). To simplify notation, let y := yn+1.
Let y# be a new formal symbol and form the free product (in the category of -groups) of
H ∗(X) and the free -group on y#. Add the four extra relations given by (1). Let H ∗(X)# be the
resulting -group. Note that H ∗(X)# is a finitely generated -group with defining relations those
of H (indexed by X) augmented by a finite set.
We also require that
y# ∧ (a0 ∗ c1) = y ∗ c1. (5)
Hence, in any permutation representation of H ∗(X)#, we have for all m ∈ Z+
(I) the restrictions of yˆ# and yˆ ∗ cˆm1 to supp(aˆ0 ∗ cˆm1 ) are equal; so, by (3),
(II) the restrictions of yˆ# ∗ tˆX and yˆ ∗ cˆm1 tˆX to supp(aˆ0 ∗ cˆm1 ) are equal.
As noted at the end of Section 4, the natural map of H ∗(X) into H ∗(X)# is an -embedding.
5.1.5. Valiev elements and V (X)
We add finite sets of further generators and relations to those for H ∗(X)#; these are patterned
on an idea of Valiev (see [10, p. 226]).
In analogy with Valiev’s proof of Higman’s theorem for groups, consider 4n new elements
uη, vη (η ∈ {y1, y−11 , . . . , yn, y−1n }), each commuting with d1 and satisfying:
y ∗ uη = ηy, yj ∗ uη = yj , c1 ∗ uη = cB1 , (6)
y ∗ vη = y ∗ cγ (η)1 , yj ∗ vη = yj ∗ cγ (η)1 , c1 ∗ vη = cB1 , (7)
(j = 1, . . . , n), where B = 4n+ 1.
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z ∗ u = z, c1 ∗ u = cB1 , (8)
where z ∈ {y, y1, . . . , yn}. Let V (X) be the resulting finitely generated -group. It has as defining
relations those of H (indexed by X) augmented by a finite set.
5.1.6. The definition of L(X)
We first obtain an -homomorphic image of V (X) by adjoining 4n + 2 further relations to
those of V (X):
y ⊥ tXuηcγ (η)1 · t−1X v−1η , (9)
y# ⊥ tXuηcγ (η)1 · t−1X v−1η , (10)
where η ∈ {y1, y−11 , . . . , yn, y−1n }; and
y ⊥ [u−1, t−1X
]
, (11)
y# ⊥
[
u−1, t−1X
]
. (12)
Next we add 2n extra generators yη,# (η ∈ {y1, y−11 , . . . , yn, y−1n }) and 12n extra relations:
yη,# ⊥ y ∗ cγ (η)1 , (13)
yη,#
(
y ∗ cγ (η)+B1
)−1 ⊥ y ∗ cγ (η)+B1 , (14)
yη,#
(
yη,# ∗ cB1
)−1 ⊥ yη,# ∗ cB1 , (15)
yη,# =
(
yη,# ∗ cB1
) · (y ∗ cγ (η)+B1
)
, (16)
(
y ∗ cγ (η)1 tXc2n1
)∧ (y ∗ c2n+γ (η)1
)= y ∗ c2n+γ (η)1 tX, (17)
(
yη,# ∗ tXc2n1
)∧ (yη,# ∗ c2n1
)= yη,# ∗ c2n1 tX. (18)
Identities (13)–(16) allow us to use Lemma 4.1, but with cB1 in place of c1, y ∗ cγ (η)1 in place
of y, and yη,# in place of y#. The notation is consistent with previous usage if we define yη to be
y ∗ cγ (η)1 , the pairwise orthogonality being as before.
Let L0(X) be the resulting -group. It is finitely generated and has as defining relations those
of H (indexed by X) augmented by a finite set of relations. Let L(X) be the finitely presented
-group on these generators and relations with those of H (indexed by X) removed. Thus L0(X)
is an -homomorphic image of the finitely presented -group L(X).
This completes the description/construction of L(X).
By Lemma 4.2, identities (9)–(16) imply that for all m ∈ N
y ∗ cm1 tXuηcγ (η)1 = y ∗ cm1 vηtX in L(X) (19)
and
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Also, by (5) of Section 5.1.4 (and as noted in (I) and (II) there), we have for all m ∈ Z+
(y# ∗ tX)∧
(
a0 ∗ cm1
)= y ∗ cm1 tX in L(X). (21)
Similarly, for all m ∈ Z+,
(yη,# ∗ tX)∧
(
a0 ∗ cBm+γ (η)1
)= y ∗ cBm+γ (η)1 tX in L(X). (22)
5.2. The natural map from H into L(X)
We wish to prove
Proposition 5.4. The natural map from H into L(X) is a well-defined -homomorphism.
Since all the defining relations of H hold in L0(X) (by construction), the natural map from H
into L0(X) is indeed a well-defined -homomorphism. Therefore, to establish Proposition 5.4, it
is enough to show that
all the relations w(y1, . . . , yn) = 1 (γ (w) ∈ X) hold in L(X), (23)
whence L0(X) = L(X).
To prove (23), we first show
Lemma 5.5. Let w(y1, . . . , yn) ∈ F be a meet string. Then
wy ∗ cγ (w)1 = y ∗ cγ (w)1 tX in L(X). (24)
Definition 5.6. The length of the empty string (the identity) is 0.
The length of any non-empty meet string is the number of digits in its Gödel number in base B .
Proof of Lemma 5.5. We prove the lemma by induction on the length of the meet string
w(y1, . . . , yn).
The result is obvious if w(y1, . . . , yn) has length 0 (it is the identity) using (2) of Section 5.1.2,
since γ (1) = 0 ∈ X.
Assume that the lemma holds for all meet strings of length at most  ∈ N and consider meet
strings w(y1, . . . , yn) of length + 1.
Case 1. w(y1, . . . , yn) = w1(y1, . . . , yn)η for some meet string w1(y1, . . . , yn) of length  and
some η ∈ {y1, y−11 , . . . , yn, y−1n }.
By our induction hypothesis,
w1y ∗ cγ (w1) = y ∗ cγ (w1)tX.1 1
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y ∗ cγ (w1)1 tXuηcγ (η)1 = y ∗ cγ (w1)1 vηtX.
Thus (by our inductive hypothesis)
w1y ∗ cγ (w1)1 uηcγ (η)1 = y ∗ cγ (w1)1 vηtX.
By (6) and (7) of Section 5.1.5, we obtain
w1ηy ∗ cBγ (w1)+γ (η)1 = y ∗ cγ (η)+Bγ (w1)1 tX.
That is,
wy ∗ cγ (w)1 = y ∗ cγ (w)1 tX,
as desired.
Case 2. w = w1η ∧ 1.
Now γ (w1η ∧ 1) = Bγ (w1)+ 2n+ γ (η) and by the inductive hypothesis and Case 1
w1ηy ∗ cγ (w1η)1 = y ∗ cγ (w1η)1 tX.
By (1) of Section 4 and (17), (18), (21) and (22) of Section 5.1.6,
(
y ∗ cγ (w1η)1 tXc2n1
)∧ (y ∗ cγ (w)1
)= y ∗ cγ (w)1 tX.
Therefore,
(w1η ∧ 1)y ∗ cγ (w1η∧1)1 =
(
w1ηy ∗ cγ (w1η)1 c2n1
)∧ (y ∗ cγ (w)1
)
= (y ∗ cγ (w1η)1 tXc2n1
)∧ (y ∗ cγ (w)1
)= y ∗ cγ (w)1 tX.
This completes the proof of the lemma. 
We are now ready to prove (23) and obtain Proposition 5.4.
Proof of (23). Let w := w(y1, . . . , yn) ∈ F be a meet string.
By (2) in Section 5.1.2, we have
y ∗ cγ (w)1 tX = y ∗ cγ (w)1 in F ∗(X) if γ (w) ∈ X.
Moreover, all the relations that hold in F ∗(X) also hold in L(X) by construction. Hence
y ∗ cγ (w)tX = y ∗ cγ (w) in L(X) if γ (w) ∈ X.1 1
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wy ∗ cγ (w)1 = y ∗ cγ (w)1 tX in L(X).
Therefore,
wy ∗ cγ (w)1 = y ∗ cγ (w)1 in L(X) if γ (w) ∈ X.
Consequently,
w(y1, . . . , yn) = 1 in L(X) if γ (w) ∈ X.
This completes the proof of (23) and hence of Proposition 5.4. 
We will identify L0(X) with L(X) from now on.
We must now show that the -homomorphism from H into L(X) is an -embedding.
5.3. A permutation representation of L(X)
To complete the proof of Theorem D, we must show that for any -group string w(y1, . . . ,
yn) ∈ F ,
w(y1, . . . , yn) = 1 in L(X) if w(y1, . . . , yn) = 1 in H.
This is where a permutation representation is critical.
We will use Gˆ throughout for a permutation representation of an -group G. That is, Gˆ is an
-subgroup of A(R) and the natural map g → gˆ (g ∈ G) is an -homomorphism. This represen-
tation will not be assumed to be faithful unless it is explicitly stated.
In Section 5.1.2 we gave a permutation representation for F ∗(X). For this and the next para-
graph, let ϕ be the restriction of this -homomorphism to F ∗. The only requirement that we put
on y1ϕ, . . . , ynϕ, yϕ was that α0 ≺ supp(zϕ) ≺ α0aˆ0 (z = y1, . . . , yn, y) where α0 was an ele-
ment of supp(aˆ0) which is now specified (we continue to use the notation from Section 4). We
modify the given -embedding of F into A(R) and then modify the interpretation of y “locally.”
Since α0 ≺ supp(yjϕ) ≺ α0aˆ0, there are β0, β1, β2, β3 ∈ R such that
α0 ≺ β0 ≺ supp(yjϕ) ≺ β1 ≺ β2 ≺ β3 ≺ α0aˆ0 ≺ α0cˆ1
for all j ∈ {1, . . . , n}.
By Corollary 2.1, H can be -embedded in A(R) so that every element of H has support
contained in (β0, β1). Let ψ be this -embedding. The proof in [6] applies equally if we replace
yj → yjϕ by yj → yjψ (j = 1, . . . , n) except that the -homomorphism from F into A(R) is
no longer an -embedding; it has kernel K , where H = F/K .
Let f ∈ A(R) be such that β0f = β2 and β1f = β3. We can modify the permutation represen-
tation so that yj → yˆj , where supp(yˆj ) ⊆ (β0, β1)∪ (β2, β3) with λyˆj = λ(yjψ) if λ ∈ (β0, β1)
and λyˆj = λf−1(yjψ)f if λ ∈ (β2, β3) (j = 1, . . . , n).
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yˆR , negative) such that
β1 < β0yˆ < β3yˆ < β2 and α0 ≺ supp(yˆ) ≺ α0aˆ0.
Since F ∗ is the -group free product, these maps (on F and on the free -group gener-
ated by y) given by z → zˆ (z ∈ {y1, . . . , yn, y}) determine an -homomorphism from F ∗ into
A(R). Thus we get a permutation representation F̂ ∗(X) of F ∗(X) in A(R) with Hˆ ⊆ F̂ ∗(X)
-isomorphic to H (though we have yet to define tˆX precisely).
By construction, for each w ∈ F we have wˆyˆ has one positive bump, (wˆyˆ)L (with
supp((wˆyˆ)L) = supp(yˆL)) and one negative bump (wˆyˆ)R (with supp((wˆyˆ)R) = supp(yˆR)).
Hence, by the techniques in [8] or [1], or [2, Section 8.3], yˆ and wˆyˆ are conjugate by elements
of A(R) that fix all points of R \ supp(yˆ) (see the construction of uˆη below).
Thus we have a permutation representation Ĥ ∗(X) of H ∗(X) with
α0 ≺ supp(wˆyˆ) = supp(yˆ) ≺ α0aˆ0 ≺ α0cˆ1 < α0cˆ21 < · · · < α0dˆ1 (w ∈ F) and
w(yˆ1, . . . , yˆn) = 1 in Ĥ ∗(X) whenever w(y1, . . . , yn) = 1 in H.
As noted in Section 4, we can augment this permutation representation to Ĥ ∗(X)# of H ∗(X)#
in A(R) so that the natural -homomorphism of H into Ĥ ∗(X)# is an -embedding (though we
have yet to define tˆX precisely).
We next give a permutation representation V̂ (X) of V (X) from Section 5.1.5 subject to the
same caveat:
Interpretation for uη:
Let u∗η,0 : [β0, β0(yˆ)L] → [β0, β0(ηˆyˆ)L] = [β0, β0(yˆ)L] be the identity.
Let u∗η,k : [β0(yˆL)k, β0(yˆL)k+1] → [β0((ηˆyˆ)L)k, β0((ηˆyˆ)L)k+1] be given by u∗η,k = (yˆL)−k ×
u∗η,0((ηˆyˆ)L)k (k ∈ Z). Then (u∗η)L =
⋃{uη,k: k ∈ Z} conjugates yˆL to (ηˆyˆ)L, commutes with ηˆL
and has support supp(yˆL).
Mutatis mutandis, there is (u∗η)R with L replaced by R. Let u∗η be (u∗η)L ∪ (u∗η)R . Then u∗η
extends to u¯η an order-preserving permutation of the interval [α0, α0aˆ0] with yˆ ∗ u¯η = ηˆyˆ and
[yˆj , u¯η] = 1 (j = 1, . . . , n). Since α0aˆ0 < α0cˆ1, there is an order-preserving bijection u′η between
[α0, α0cˆ1] and [α0, α0cˆB1 ] extending u¯η. We extend this to the interval of support of cˆ1 containing
α0 as follows.
Let uη,m : [α0cˆm1 , α0cˆm+11 ] → [α0cˆBm1 , α0cˆB(m+1)1 ] be given by uη,m = cˆ−m1 u′ηcˆBm1 (m ∈ Z).
Then u†η =
⋃{uη,m: m ∈ Z} is the desired extension. For all other supporting intervals of cˆ1,
we can similarly construct such an order-preserving bijection of the supporting interval of cˆ1
(containing, say, β) to the same supporting interval of cˆB1 by starting with any order-preserving
bijection from [β,βcˆ1] to [β,βcˆB1 ] such that the resulting permutation commutes with dˆ1. Fi-
nally, we extend this map to uˆη ∈ A(R); it is the identity off the intervals of support of cˆ1 ∗ dˆk1
(k ∈ Z). By construction, uˆη conjugates yˆ to ηˆyˆ, cˆ1 to cˆB1 and commutes with yˆ1, . . . , yˆn and dˆ1.
By construction, uˆη  1 if η  1 in H .
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By our interpretation, all the defining relations for uη, vη,u given in Section 5.1.5 hold in
V̂ (X) under the map v → vˆ (v ∈ V (X); η ∈ {y1, y−11 , . . . , yn, y−1n }). Thus V̂ (X) is a permutation
representation of V (X) in A(R).
Note: Since α0aˆ0uˆη = α0aˆ0, it follows that
α0cˆ
Bm
1 ≺ supp
(
yˆ ∗ cˆm1 uˆη
)≺ α0cˆBm+11
for all m ∈ N, and analogous facts for supp(yˆ ∗ cˆm1 uˆ) and supp(yˆ ∗ cˆm1 vˆη).
If yˆη,# is the “union” of (yˆ ∗ cˆγ (η)1 ) ∗ cˆBm1 dˆk1 (m ∈ Z+; k ∈ Z), then (13)–(16) of Section 5.1.6
hold in A(R) under the desired interpretation.
To complete the permutation representation, we must define tˆX so that (9)–(12), (17) and (18)
of Section 5.1.6 all hold in our interpretation in A(R).
We will define tˆX be an order-preserving permutation of the interval [α0(cˆm1 dˆk1 ), α0(cˆm+11 dˆk1 )]
(m ∈ N; k ∈ Z) by induction on the length of m (the number of digits in m in base B). We want
(i) tˆX restricted to [α0(cˆm1 dˆk1 ), α0(cˆm+11 dˆk1 )] to have support contained in supp(yˆ ∗ cˆm1 dˆk1 ), and
(ii) tˆX to be the identity on supp(aˆ0 ∗ cˆm1 dˆk1 ) if m ∈ X and zˆ ∗ cˆm1 dˆk1 tˆX = zˆ ∗ cˆm1 dˆk1 if m /∈ X
(z ∈ {y, y1, . . . , yn}).
Since we want [tˆX, dˆ1] = 1, it suffices to define tˆX on [α0cˆm1 , α0cˆm+11 ] (m ∈ N), the action on
[α0cˆm1 dˆk1 , α0cˆm+11 dˆk1 ] being the conjugate by dˆk1 of the action of tˆX on [α0cˆm1 , α0cˆm+11 ] (m ∈ N).
Since 0 ∈ X, we define tˆX on [α0, α0cˆ1] to be the identity.
Assume that we have defined tˆX on [α0cˆm1 , α0cˆm+11 ] for all m ∈ N of length  satisfying the
above conditions (i) and (ii).
Then (11) and (12) of Section 5.1.6 are equivalent to
yˆ ∗ cˆBm1 tˆX = yˆ ∗ cˆm1 tˆXuˆ,
(9) and (10) of Section 5.1.6 are equivalent to
yˆ ∗ cˆBm+γ (η)1 tˆX = yˆ ∗ cˆm1 tˆXuˆηcˆγ (η)1 ,
and (17) and (18) of Section 5.1.6 are equivalent to
yˆ ∗ cˆBm+2n+γ (η)1 tˆX = yˆ ∗ cˆBm+γ (η)1 tˆXcˆ2n1 ∧ yˆ ∗ cˆBm+2n+γ (η)1 .
The first of these equalities shows how to extend the definition for tˆX from supp(yˆ ∗ cˆm1 )
to supp(yˆ ∗ cˆBm1 ); the second shows how to extend the definition for tˆX from supp(yˆ ∗ cˆm1 )
to supp(yˆ ∗ cˆBm+γ (η)1 ); and the third shows how to extend it from supp(yˆ ∗ cˆBm+γ (η)1 ) to
supp(yˆ ∗ cˆBm+2n+γ (η)1 ).
Thus we can construct tˆX on each of these new pairs of supporting intervals and extend it
to the identity elsewhere on [α0cˆm1 , α0cˆm+11 ]. So, by induction on the length  of m, we have
ensured that all the defining relations of L(X) hold in L̂(X),
yˆ ∗ cˆγ (w)tˆX = wˆyˆ ∗ cˆγ (w) for all meet strings w ∈ F,1 1
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w(yˆ1, . . . , yˆn) = 1 in L(X) if w(y1, . . . , yn) = 1 in H.
This completes the permutation representation of L(X) in A(R).
5.4. Completion of the proof of Theorem D
By Proposition 5.4, for any meet string w(y1, . . . , yn) ∈ F we have
w(y1, . . . , yn) = 1 in L(X) if γ (w) ∈ X.
By the permutation representation, for any w(y1, . . . , yn) ∈ F we have
wˆ(yˆ1, . . . , yˆn) = 1 in L̂(X) if w(y1, . . . , yn) = 1 in H.
Hence for any w(y1, . . . , yn) ∈ F we have
w(y1, . . . , yn) = 1 in L(X) if w(y1, . . . , yn) = 1 in H.
Consequently, the -homomorphism from H into L(X) is an -embedding. This completes the
proof of Theorem D. 
6. The proof of Theorem E
Since the lattice of any -group is distributive [2, Lemma 2.3.5], each -group term can be
mechanically transformed into one in normal form
∨
i∈I
∧
j∈J
{wi,j : i ∈ I, j ∈ J },
where I and J are finite sets and each wi,j is a group term.
[Caution. Although the normal form derived from any given -group word is unique, distinct
normal forms may be equal in all -groups; e.g., for any group term w, the expression (w ∧ 1)∨
(w−1 ∧ 1) is in normal form but is always equal to 1.]
Let F be the free -group on free generators y1, . . . , yn and G be an -homomorphic image
of F . We replace F by an -isomorphic copy F0 on a countably infinite set of generators such
that every normal form -group word in y1, . . . , yn is a equal to a generator of F0 (and so is a
group term in the generators of F0). We do this inductively.
Let S0 := {u1(y1, . . . , yn), u2(y1, . . . , yn), . . .} be an enumeration of all group terms in the
free variables y1, . . . , yn.
For each i ∈ Z+, let zi := ui(y1, . . . , yn) and S1 := {zi : i ∈ Z+} ∪ S0.
For each i, j ∈ Z+, let zi,j := zi ∨ zj and ti,j := zi ∧ zj .
We enumerate the set S2 := {zi,j , ti,j : i, j ∈ Z+} ∪ S1. This takes care of joins and meets of
all pairs of group terms in y1, . . . , yn.
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names for the join and meet of each pair of (not necessarily distinct) elements of S2.
Continuing in this fashion, we obtain
⋃{Sm: m ∈ Z+}. Let F0 be the lattice-ordered group on
the infinitely many generators
⋃{Sm: m ∈ Z+} (⊇ {y1, . . . , yn}) whose only relations are
(i) the relations established in the sequences above, and
(ii) if w(y1, . . . , yn) = w′(y1, . . . , yn) in F , then the corresponding generators of F0 are equal.
We have named all elements of F by generators of F0. By construction, F0 is -isomorphic
to F .
Since F has soluble word problem, the defining relations for F0 form a recursively enumerable
set.
[For example, consider (y1 ∧ y2) ∨ (y3 ∧ y4). We have adjoined relations t1,2 = y1 ∧ y2 and
t3,4 = y3 ∧ y4, as well as x := t1,2 ∨ t3,4. That is, we have the relations y1t−11,2 ∧ y2t−11,2 = 1,
y3t
−1
3,4 ∧ y4t−13,4 = 1, t1,2x−1 ∨ t3,4x−1 = 1.]
Let G0 be the -group on these generators subject to the above relations and those of G
in terms of the new generators. To simplify notation, let the generators of G0 be rechristened
a0, a1, a2, . . . .
We claim that the defining relations for G0 are all meet strings in this new alphabet and form
a recursively enumerable set if G is defined by a recursively enumerable set of relations. Indeed,
if a0 := 1, then each relation has the form
(I) aja−1k = 1 for some j, k ∈ N,
(II) ui(y1, . . . , yn)z−1i = 1 for some i ∈ Z+,
(III) aia−1k ∧ aja−1k = 1 for some i, j, k ∈ N, or
(IV) aia−1k ∨ aja−1k = 1 for some i, j, k ∈ N.
[In our example, if (y1 ∧ y2) ∨ (y3 ∧ y4) = 1 in G, then we also have the relation x = 1 in G0
where x is defined above. This (and each of the three relations above) is of the described form.]
But f ∨ g = (f−1 ∧ g−1)−1 as noted in Section 2. Thus any equality of the form (IV) can be
replaced by the equivalent type (III) equality
aka
−1
i ∧ aka−1j = 1.
So G0 can be defined by meet strings, as claimed.
Thus we have obtained Theorem E except that the -group G0 is no longer finitely generated.
We overcome this obstacle by employing a result of B.H. and Hannah Neumann in this context
(see [4, Theorem D(i)], [1, Theorem 10.A], or [2, Theorem 8.I]):
Lemma 6.1. Every countable -group C (on generators a1, a2, . . .) can be -embedded in a two-
generator -group (say on a and b) with defining relations those of C with each occurrence of ai
in each defining relation of C being replaced by [b(2i−1)ab−(2i−1), a] (i ∈ Z+); the -embedding
is furnished by mapping the generator ai to [b(2i−1)ab−(2i−1), a] (i ∈ Z+).
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in the two-generator -group, say G¯. Since each defining relation of G0 is of one of the forms
(I), (II) or (III), the substitution results in a meet string. This proves Theorem E. 
The main theorem now follows since, in the notation of Theorems D and E, if G is a finitely
generated -group defined by a recursively enumerable set of relations, then we get -embeddings
G → G¯ → L
with L being a finitely presented -group. [Here L = L(X) given in Section 5.1.6 for H = G¯.]
Hence we obtain an -embedding of G into L. This proves Theorem B, the desired analogue of
Higman’s theorem. 
We can apply Theorem B and Lemma 6.1 to obtain a universal finitely presented lattice-
ordered group (cf., there is a universal Turing machine [12, p. 23]).
Theorem G. There is a universal finitely presented lattice-ordered group U . Indeed, every finitely
generated lattice-ordered group which is definable by a recursively enumerable set of relations
can be -embedded in U .
Proof. By Theorem B, it is enough to show that there is a finitely presented -group in which all
finitely presented -groups can be -embedded. Clearly the number of finitely presented -groups
(to within -isomorphism) is countable. We enumerate them {Gn: n ∈ N} where the generating
sets for these -groups are pairwise disjoint. Let G be the -group with generators and relations
the union of those of {Gn: n ∈ N}. Then G is the -group free product of {Gn: n ∈ N}, and each
Gn is -embeddable in G. Since each Gn is finitely presented, the set of defining relations of G
is recursively enumerable. By Lemma 6.1, G can be -embedded in a two-generator -group G0
which is definable by a recursively enumerable set of relations (see above). By Theorem B, G0
can be -embedded in a finitely presented -group U . Thus every finitely presented -group has
been -embedded in the finitely presented -group U . 
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