Abstract
Introduction
In kernel learning 2 [26] , for each positive semi definite (psd) kernel k there exists an associated feature map φ to an arbitrary dimensional (in some cases infinite) feature space H. In that case, the kernel learning problem, even though being nonlinear in the original space, becomes linear in the new space H. The explicit form of φ is not required to perform all computations, as the so-called kernel trick (i.e., replacing the inner product with the kernel) can be employed.
Recently, the following reverse problem has attracted a lot of attention: Given a kernel k, one should find an efficient and effective approximation of φ that successfully replaces the kernel [27, 18, 2, 15, 16, 2] . The motivation behind this was twofold. The first concerned recent developments in learning Support Vector Machines (SVMs), in which it was showed that it is possible to learn a linear SVM in linear time, with respect to the number of training examples [9] (making the applications of SVMs to large scale databases and structural problems feasible). The second concerned the unavailability of both exact (or effective) and efficient incremental versions of Principal Component Analysis (PCA) algorithms with kernels [4, 11, 7] (there exist only for the linear case [14, 23] ). Indeed, the most well known incremental Kernel PCA (KPCA) algorithms presented in [11, 7, 4] use only approximations. The first two [11, 7] find an approximate solution using a Hebbian rule. In [4] , the authors kernelized an exact algorithm for incremental PCA [14, 23] , but, in order to maintain a constant update speed, they constructed a reduced set of expansions of the kernel principal components and of the mean, using pre-images. However, the method in [4] has two main drawbacks: first, the reduced set representation provides only an approximation to the exact solution and second, the extra optimization problem for finding the reduced expansion inevitably increases the complexity of the algorithm.
As mentioned above, a kernel learning problem becomes linear in the feature space H. Hence, when low-dimensional closed forms or effective, efficient and low-dimensional approximations exist for φ we can take full advantage of efficient packages for regression and classification [9] but also of exact and low cost incremental PCA algorithms [14, 23] . Such closed or approximated forms are not, in general, easy to find. However, it was recently shown that for some particular classes of kernels such approximations do exist. The main lines of research towards efficient approximation of features map include (a) exploiting particular kernel properties to find the approximation (e.g., in [27, 18] the authors exploited various properties to propose efficient and effective approximations of large families of additive kernels); (b) the application of random sampling on Fourier features [15, 16, 2] (e.g., in [22] methodologies have been proposed for encoding stationary kernels by randomly sampling their Fourier features); (c) the application of the so-called Nystrom method, which is a data-dependent methodology that requires training [29, 28, 21] . Even though the above methods provide useful and general methodologies that are applicable to many kernels, their disadvantage is that they provide approximate solutions.
In this paper, we study a recently proposed kernel, the so-called one-shot similarity kernel, which was shown to be particularly useful for the recently introduced similarity problems (face and action similarity [32, 30, 12] ). In particular, we show that (1) a special form of the kernel has a closed form feature map and (2) the general kernel can be written in a form which allows for efficient incremental solutions. Hence, the proposed form of the one-shot similarity kernel makes it suitable for incremental PCA, which is particular useful for visual tracking [23] . Summarizing, the contributions of this paper are:
• We study the recently proposed class of one-shot similarity kernels and show that there exist closed form solutions that can be acquired after simple data normalization. For this case we show that (1) the use of oneshot similarity kernel with SVMs can be re-interpreted as a margin maximization and (2) the one-shot similarity kernels can be used with the recently introduced SVM packages which can train linear SVMs in linear time (i.e., making them suitable for large datasets).
• We show that the proposed one-shot similarity kernel can be formulated in a form which allows for incremental Principal Component Analysis.
• We apply the one-shot similarity kernel to object tracking where state-of-the-art results are achieved.
The One-Shot Similarity Kernel
In this section, we will define the one-shot and multipleshot similarity kernels, having as an example the recently introduced face similarity problem in the wild [30, 12, 31, 32] . Face similarity is conceptually different to the standard face recognition, in which the algorithm, given a test facial image, should find the most similar face (or the kmost similar faces) from a pre-defined dataset (corresponding to the same identity). Indeed, face similarity tries to determine whether two given facial images belong to the same face or not. Furthermore, there is a subtle, yet crucial difference between the face similarity and verification problems [32, 8, 34, 35] . In face verification the identity being claimed is known, hence person specific models can be learned and used. This is not the case with face similarity, as such models can not be used or trained (the interested reader can refer to [8, 32] and in the references within for more details regarding the face similarity problem).
In order to construct the one-shot similarity kernel, background samples are required. The term background samples A = {a 1 , . . . , a n } corresponds to samples that do not belong to the classes being learned and can be in the form of either feature vectors or vectors of scores [32] . As their labeling is not required, their collection is easy. For example, in face recognition, as background samples we can consider a set of facial images that do not belong to the list of faces of the system (very similar to the so-called world model in the face verification problem).
Let us assume two vectors x and y ∈ d . Their oneshot similarity score is computed by considering the set of background samples A with cardinality N A , which contains samples not belonging to the same class as neither x nor y but otherwise not-labeled [32] . The one-shot similarity score in the Fisher's Linear Discriminant Analysis (FLDA) framework can be described as follows.
Let the covariance matrix of the set A be defined as:
where
Then the one-shot similarity kernel measures the similarity between x and y via the background samples A in a FLDA manner as:
or the non-normalized kernel:
The above kernel in (3), as proven in [30] , is a psd kernel (for further details regarding the one-shot similarity kernel the interested reader may refer to [30, 12, 31, 32] ). In the following we will show how the above kernel (3): (1) has a very simple closed form for the case in which the samples x and background samples A are normalized and (2) can be written in a very convenient form that allows for both effective and efficient incremental component analysis.
Properties of the Kernel
Let us assumex = S 
The kernel k can thus take the following functional form:
and
and is the Hadamard product of vectors
. A nice property of the kernel is:
In the next section we are going to exploit this property to formulate an exact and incremental Principal Component Analysis (iPCA). Finally, it is important to note here that, even though the mappings f (.) and g(.) are known (and of course f (.) = g(.)), the mapping φ(.) associated to the kernel k is not known and neither can be explicitly defined, unless x T S −1 x and y T S −1 y are known. In the following, we will assume that the training data are previously normalized, such that x T S −1 x and y T S −1 y are constants.
A Special Case of the one-shot similarity kernel
Assuming that all data are normalized such that ||x|| 2
S =x
Tx =ỹ Tỹ = 1 (i.e., x T S −1 x = 1 and y T S −1 y = 1), then the kernel, after removing the constant terms and the global translation bym A 2 , can be written as the simple dot product:
Hence, the closed feature map that can be used has the following closed form:
We will now study the interpretation of the application of this kernel within the SVMs framework. Let a set of labeled samples x 1 , . . . , x n , with an accompanying set of labels l 1 , . . . , l n , l i ∈ {−1, 1} (normalized such that ||x i || S = 1) and a set of background samples A with their corresponding covariance matrix S. SVMs aim at finding a hyperplane of the form w T x + b by maximizing the margin of the data subject to data separability constraints. Typically, w and b are found by solving the Wolf dual problem where in the case of the kernel (3) can be written as:
The above dual problem is equivalent to the following primal problem:
Thus, when the one-shot similarity kernel is used with SVMs, it attempts to maximize a squared Mahalanobis type distance margin, which is inversely proportional to w T Sw. Hence, the one-shot similarity kernel can be interpreted as a type of margin being maximized within the linear SVM framework. In case the matrix S is singular or in non-linear case where the one-shot similarity kernel is used in a features space (i.e., a kernel is used in the SVM problem (12)), solutions can be provided by using the tools in ( [36, 13] ).
Since the kernel has a closed form it can be directly used with the recently proposed linear SVMs which can be trained in linear time with regards to the number of training samples and solve the following reformulated optimization problem 3 :
It is worth noting here that the functional form of the similarity kernel in (3) does not allow the use of fast cutting plane algorithm for solving (13) , as proposed in [10] .
Exact Incremental Component Analysis using the one-shot similarity kernel
In this section, we will show how the property in (8) can be harnessed in order to define a special version of KPCA. The proposed KPCA, contrary to the general incremental KPCA approaches [4] , does not require the computation of pre-images. The following analysis is similar to the one presented in [17] but now refers to strictly psd kernels.
Let
be the matrix of N known samples in Hilbert space defined by the kernel (3) (for simplicity we assume zero mean 4 ). We define the matrices
. For the one-shot similarity kernel, even though X φ cannot be explicitly defined, X g and X f can. The fact that we have explicit mappings for X g and X f makes feasible the computation of incremental PCA without the use of pre-images.
In KPCA we want to find a set of projections in the feature space such that:
s
Unfortunately, U φ cannot be computed directly as in the majority of cases the eigen-analysis of X φ X T φ is computationally expensive or φ is not known. In [25] it was shown that we can instead perform eigen-analysis on the Gram matrix K = X T φ X φ . Due to this property we have the following eigen-decomposition:
The projection bases U φ of KPCA are given by
2 (which cannot be explicitly computed).
2 . Hence, we have explicit decompositions for X f and X g as 3 The optimization problem (13) theoretically provides the same solution as the quadratic program (11) but can be solved efficiently using a cutting plane algorithm in linear time. 4 Centering in the feature space is straightforward by centering the kernel matrix [25] .
. Additionally, using the kernel properties (8) the following properties hold:
and also U f and U g are mutually orthogonal
We proceed with showing that by using the explicit definition of U f and U g we can define an incremental KPCA without the need of pre-images. Let us assume two initial subspaces U f and U g and a number of incoming datã X = x N +1 · · · x N +M . Incremental KPCA aims at updating the subspaces U f and U g without computing KPCA from scratch.
is the data matrix of the new data in the feature space. For these data we define the explicit mapsX
. Finally, we denote the combined sample matrix by X φXφ , where X φ are the previously available data in H. The combined matrix is equivalent to [4] :
where Q φ is an orthogonal matrix and
and compute the eigendecomposition of H T f H g to avoid the computation of the projection ofX φ onto U φ as:
The matrix in (19) can be rewritten as
is then given by: 
Note that this satisfies (17) and (18) . Algorithm 1 summarizes the proposed incremental update. Due to our direct approach to KPCA, the storage requirements for the incremental update is of fixed complexity (e.g. O(4d(p + M )) for our kernel, where p is the number of eigen-components we update. The complexity of the update is also fixed for our kernel (e.g. in O(2dM 2 ), similarly to [23] . Finally, in contrast to the incremental version of KPCA proposed in [4] , the extra optimization step required to find the pre-images is not necessary. Therefore, the proposed method is not only faster but also exact.
One of the main applications of iPCA is object tracking [23] , in which the object subspace is adaptively learned and online updated. In this paper we combine the proposed kernel with the tracking framework proposed in [23] , but instead of PCA we use the KPCA with the proposed kernel. In brief, in [23] , in order to find the parameters of the motion a particle filter framework is used [20] . At each frame a number of particles (containing motion parameters) are drawn. The particle chosen is the one corresponding to an image which can be best reconstructed within a subspace of choice (in our case, our kernel subspace). The reconstruction is measured by:
which in our case (using the proposed kernel) can be defined using only U f and U g , whose explicit updates are available from the proposed KCPA. In the tracking framework the set of background samples A needed can be images of objects other than the one we wish to sample. In our case we adaptively learn A, updating it in the first 20 frames by keeping around 100-200 images that correspond to the lowest, in probability, particles in every frame. In case S is singular we compute as
where Λ S is the strictly positive spectrum of S.
Experimental Results
For our experiments, we evaluated the proposed kernel in a number of applications including face recognition, object tracking and deformable model fitting. For face recognition we used a similar framework to [32] . We show that the proposed formulation can obtain similar results but in linear training time. Furthermore, we applied the one-shot similarity kernel to object tracking by combining the one-shot similarity kernel with the proposed incremental subspace learn-
Algorithm 1 INCREMENTAL UPDATE OF KPCA WITH THE ONE-SHOT SIMILARITY KERNEL
Require: The previous eigenspaces U f , U g and Σ φ , and the number of previous samples N , the set of M new samplesX = x N +1 · · · x N +M ∈ d×M and the two mappings f (.) and g(.). Ensure: The updated eigenspaces U f , U g and Σ φ .
1: Calculate the mappings,X f andX g , ofX.
Obtain the p-reduced set of U f and U g via the p largest eigenvalue magnitudes inΣ φ .
ing framework. We show that by exploiting the functional form of the one-shot similarity kernel state-of-the-art tracking results can be produced. Finally, we combined the oneshot similarity kernel-SVMs with the recently introduced discriminative fitting algorithms, such as the Constrained Local Models (CLMs) [24] and we report state-of-the-art fitting results.
Face Recognition
The usefulness of the one-shot similarity kernel for face verification has been shown in [32] , using the LFW database [8] , hence we do not repeat these experiments. We did perform multi-identity face classification in the LFW image set to show the gain in computational time by using the proposed formulation of the one-shot similarity kernel. In more detail, we tried to perform the same face recognition experiments as in [32, 33] . We selected a subset of the LFW database with subjects having at least four images. This subset contains 610 subjects with 6733 images. As in [32, 33] , we fused various features and measured the face recognition performance by varying the number of probes (from 5, 10, 20 and 50 subjects) and performing 20 random repetitions per experiment (for more details regarding the features the interested reader can refer to [32, 33] ).
We used the one-vs-all linear SVM proposed in [6] with the original form of the one-shot similarity kernel in (3). We also used the proposed form of the kernel (9) with a fast implementation of one-vs-all linear SVM in [10] , for comparison reasons. This implementation can be used only for the case of linear kernels (or, as in our case, only when φ(x) is known). As in [32] for the definition of the negative set A a set of 1000 images were selected at random from the remaining individuals having only one image.
The mean classification rate and the variance for the random 20 runs is summarized in Table 1 . The original one- Table 1 . Mean Classification Accuracy and Variance performance. Columns represent the number of subjects. shot similarity kernel and the closed form of the one-shot similarity kernel given in (9)) are denoted as OSK and F-OSK, respectively. As we can see, the proposed closed form solution of the one-shot similarity kernel in (9) produces similar results as the original form of the one-shot similarity kernel, but in at least one order of magnitude less time (O(n) over O(n 2 ) where n are the training samples). Similar gain in computational time was recently reported in [27] using approximations of various additive kernels.
Object Tracking
We evaluated the performance of our subspace learning algorithms for the application of appearance-based face tracking. The appearance-based approach to tracking has been one of the de facto choices for tracking objects in image sequences. As discussed, the proposed kernel subspacebased tracking algorithm is closely related to the incremental visual tracker in [23] (abbreviated as IVT). As such, our tracker can deal with drastic appearance changes, does not require offline training, continually updates a compact object representation and uses the Condensation algorithm to robustly estimate the object's location [23] .
We conducted experiments in order to show (1) that the use of the one-shot similarity kernel and background samples help eigen-tracking and (2) that the proposed formulation of the one-shot similarity kernel given in (8) combined with the proposed incremental PCA is not only faster but also more accurate than using the one-shot similarity kernel with incremental KPCA [4] . Furthermore, we compared with two publicly available state-of-the-art trackers, namely the 1 tracker proposed in [19] and the Multiple Instance Learning (MIL) tracker in [1] . We evaluated the performance of all methods on nine very popular video sequences, S i , i = 1, . . . , 9 (subsets of which are used in [23] , [19] , and [5, 1] ). The videos contain drastic changes of the target's appearance, including pose variation, occlusions, and non-uniform illumination. The un-optimized MATLAB code using the proposed iPCA tracks 7-8 frames/sec, while with the original form tracks 1 frame/15 secs (it needs an extra optimization problem for the pre-images [4] ).
S 1 is provided along with seven annotated points which indicate the ground truth. We also annotated 3-7 fiducial points for the remaining sequences. Our quantitative performance evaluation is based on the root mean square (RMS) errors between the true and the estimated locations of these points [23] . In our experiments, all trackers use the same motion models (an affine motion model) with a fixed num- ber of drawn particles (800 particles). The parameters of all trackers have been learned in a different set of videos than the tested ones and were kept fixed for all tested videos. The Mean RMS is summarized in Table 2 (the proposed tracker is under the abbreviation OSK-IVT, while the oneshot similarity kernel using the online kernel learning technique with pre-images [4] is abbreviated as OSK-IVT-K).
As can be seen, by exploiting the functional form (8) of the proposed kernel we obtain an adaptive tracking algorithm with the same complexity of IVT while producing state-ofthe-art results. We have conducted a statistical test and we can verify that improvements in S 1 , S 2 , S 3 , S 6 &S 8 are statistically significant in a 99% confidence interval. Some indicative examples in which the proposed tracker (using the proposed kernel) outperforms the IVT kernel are shown in Fig. 1 . In these images, the bounding box obtained from the ground truth, the IVT bounding box and the OSK-IVT bounding box are colored red, blue and green, respectively. As we can see, even in the case that there is no ground truth available, due to missing points (as the profile frame in the middle image), the proposed tracker provides a more accurate estimation of the bounding box position.
Deformable Model Fitting
The state-of-the-art algorithms for deformable model fitting are the recently introduced non-parametric CLMs using non-parametric density estimation. CLM is a part based deformable model which comprises of a shape model S (usually a 3D point distributional model) and a set of detectors D of the various facial parts (each part corresponds to a fiducial point of S). More formally, D could be a set of linear classifiers of n parts of the face and can be represented as
, where w i , b i is the linear detector (i.e., SVM) for the i-th part of the face (e.g., eye-corner detector). These detectors are used to define probability maps for the i-th part and for a given location x of an image I being correctly located (l i = 1) as:
. (24) Intuitively, the algorithm tries to find the best shape, within the subspace of the shape model, such that the positions of the shape correspond to well-aligned (detected) parts (for more details the interested reader may refer to [24] and the references within for details regarding building and fitting CLM-based models). We have implemented CLMs using as features Histograms of Orientated Gradients (HoGs) and show that the proposed form of the one-shot similarity kernel in (9) with cutting planes SVMs is not only faster than CLMs in training but also increases the performance over SVMs with the one-shot similarity kernel (3) and standard SVMs. We should note here that the functional form of the one-shot similarity kernel (3) cannot be combined with the linear cutting-plane SVMs. For all one-shot similarity kernels the background samples for each of the points are selected as patches of other points (i.e., background samples for eyes were taken from the nose etc.).
We conducted experiments using the database that presents the challenge of uncontrolled natural settings. The Labeled Face Parts in the Wild (LFPW) database [3] consists of the URLs to 1100 training and 300 test images that can be downloaded from internet. All of these images were captured in the wild and contain large variations in pose, illumination, expression and occlusion. We were able to download only 813 training images and 224 test images as some URLs are no longer valid. These images were manually annotated with the 66-point markup to generate the ground-truths. In face deformable model fitting experiments, results are often reported in a curve of the proportion of the images vs the shape root mean square error (RMSE) between the predicted shape and the ground truth shape. We should note that the size of the faces in these images varies greatly due to the wild nature of this dataset. To overcome that, we normalized the shape RMSE by the distance between the eye-corners in order to show unbiased results. We compared with the state-of-the-art approach [37] , which we trained using the same data and the code provided by the authors of [37] . Fig. 2 plots the curves for the all the tested methods. As we can see, the use of one-shot similarity kernels indeed increases the performance over standard SVMs. Furthermore, the use the closed form of one-shot similarity kernel (9) with the cutting-plane SVMs boosts even further the results over the original one-shot similarity kernel. Finally, in order to perform fair comparisons, we compared the actual time for solving the SVM optimization problem with the proposed kernel and either the cutting plane linear algorithm or the standard kernel SVM for the original version of the kernel. For the whole experiment, that is learning all 66 discriminant filters, one for each point. Training with the proposed kernel and the original form required 3 hours and around 1 day, respectively.
Conclusions
In this paper we studied a recently introduced class of kernels, the one-shot similarity kernels. We derived closed form feature maps and proved that they can be used for efficient exact incremental learning. We successfully combined them with typical classification algorithms (SVMs) and incremental learning techniques (iPCA) and applied them in several problems (face recognition, object tracking and deformable model fitting), acquiring state-of-the-art results. We verified their superiority not only in terms of computational complexity and time, but also of performance. 
Acknowledgement

