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Abstract
By benefiting from perceptual losses, recent studies
have improved significantly the performance of the super-
resolution task, where a high-resolution image is resolved
from its low-resolution counterpart. Although such objec-
tive functions generate near-photorealistic results, their ca-
pability is limited, since they estimate the reconstruction
error for an entire image in the same way, without con-
sidering any semantic information. In this paper, we pro-
pose a novel method to benefit from perceptual loss in a
more objective way. We optimize a deep network-based de-
coder with a targeted objective function that penalizes im-
ages at different semantic levels using the corresponding
terms. In particular, the proposed method leverages our
proposed OBB (Object, Background and Boundary) labels,
generated from segmentation labels, to estimate a suitable
perceptual loss for boundaries, while considering texture
similarity for backgrounds. We show that our proposed ap-
proach results in more realistic textures and sharper edges,
and outperforms other state-of-the-art algorithms in terms
of both qualitative results on standard benchmarks and re-
sults of extensive user studies.
1. Introduction
Single image super-resolution (SISR) aims at solving the
problem of recovering a high-resolution (HR) image from
its low-resolution (LR) counterpart. SISR is a classic ill-
posed problem that has been one of the most active research
areas since the work of Tsai and Huang [33] in 1984. In re-
cent years, this problem has been revolutionized by the sig-
nificant advances in convolutional neural networks (CNNs)
and has resulted in better reconstructions of high-resolution
pictures than classical approaches [6, 5, 17]. More recently,
another breakthrough has been made in SISR by employ-
ing perceptual loss functions for training feed-forward net-
works, instead of using per-pixel loss functions, e.g., mean
squared error (MSE) [15, 27, 20]. It tackled the prob-
lem of blurred textures caused by optimization of MSE,
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Figure 1. We propose a method for exploiting the segmentation la-
bels during training to resolve a high resolution image at different
semantic levels considering their characteristics; we optimize our
SISR model by minimizing perceptual errors that correspond to
edges only at object boundaries and the texture on the background
area, respectively. Results from left to right: original image, super-
resolved images using only pixel-wise loss function, pixel-wise
loss + perceptual loss function and pixel-wise loss + targeted per-
ceptual loss function (ours), respectively.
and alongside with adversarial loss [11], it resulted in near-
photorealistic reconstruction in terms of perceived image
quality.
[27] and [20] benefit from the idea of using perceptual
similarity as a loss function; they optimize their models
by comparing the ground-truth and the predicted super-
resolved image (SR) in a deep feature domain by map-
ping both HR and SR images into a feature space using a
pre-trained classification network. Although this similarity
measure in feature space, namely the perceptual loss, has
shown a great success in SISR, applying it as it is on a whole
image, without considering the semantic information, limits
its capability.
To better understand this limitation, let us have a brief
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overview of the perceptual loss and see what a pre-trained
classification network optimizes; considering a pre-trained
CNN, in an early convolutional layer, each neuron has a
receptive field with the size and shape of the inputs that af-
fects its output. Small kernels, which are commonly used
by state-of-the-art approaches, have also small receptive
fields. As a result, they can only extract low-level spa-
tial information. Intuitively, each neuron captures relations
between nearby inputs considering their local spatial rela-
tions. These local relations are mostly presenting informa-
tion about edges and blobs. As we proceed deeper in the
network, the receptive field of each neuron with respect to
earlier layers becomes larger. Therefore, deep layers start
to learn features with global semantic meanings and ab-
stract object information, and less fine-grained spatial de-
tails, while still using small kernels. This fact has also been
shown by [40, 23], where they used some visualization tech-
niques and investigated the internal working mechanism of
the VGG network [29] by visualization of the information
kept in each CNN layer.
Regarding the perceptual function, state-of-the-art ap-
proaches use different levels of features to restore the orig-
inal image; this choice determines whether they focus on
local information such as edges, mid-level features such as
textures or high-level features corresponding to semantic in-
formation. In these works, perceptual loss has been calcu-
lated for an entire image in the same way, meaning that the
same level of features has been used either on edges, fore-
ground or on the image background. For example, minimiz-
ing the loss for details of the edges inside a random texture,
such as the texture of a tree, would force the network to
consider an unnecessary penalty and learn less informative
features; the texture of a tree could still be realistic in the SR
image without having close edges to the HR image. On the
other hand, minimizing the loss by using mid-level features
(more appropriate for the textures) around edges would not
intuitively create sharper edges and would only introduce
“noisy” losses.
To address the above issue, we propose a novel method
to benefit from perceptual loss in a more objective way. Fig-
ure 1 shows an overview of our proposed approach. In par-
ticular, we use pixel-wise segmentation annotations to build
our proposed OBB labels to be able to find targeted per-
ceptual features that can be used to minimize appropriate
losses to different image areas: e.g., edge loss for edges
and textures’ loss for image textures during training. We
show that our approach using targeted perceptual loss out-
performs other state-of-the-art algorithms in terms of both
qualitative results and user study experiments, and result in
more realistic textures and sharper edges.
2. Related work
In this section, we review relevant CNN-based SISR ap-
proaches. This field has witnessed a variety of end-to-
end deep network architectures: [17] formulated a recur-
sive CNN and showed how deeper network architectures in-
crease the performance of SISR. [20, 27, 45] used the con-
cept of residual blocks [12] and skip-connections [13, 17]
to facilitate the training of CNN-based decoders. [21] im-
proved their models by expanding the model size. [36]
removed batch normalization in conventional residual net-
works and used several skip connections to improve the re-
sults of seminal work of [20]. Laplacian pyramid struc-
ture [19] has been proposed to progressively reconstruct
the sub-band residuals of high-resolution images. [31] pro-
posed a densely connected network that uses a memory
block consisting of a recursive unit and a gate unit, to ex-
plicitly mine persistent memory through an adaptive learn-
ing process. [44] proposed a channel attention mechanism
to adaptively rescale channel-wise features by considering
the inter-dependencies among channels. Besides supervised
learning, other methods like unsupervised learning [41] and
reinforcement learning [39] were also introduced to solve
the SR problem.
Despite variant architectures proposed for the SISR task,
the behavior of optimization-based methods is principally
driven by the choice of the objective function. The objective
functions used by these works mostly contain a loss term
with the pixel-wise distance between the super-resolved and
the ground-truth HR images. However, using this function
alone leads to blurry and over-smoothed super-resolved im-
ages due to the pixel-wise average of all plausible solutions.
Perceptual-driven approaches added a remarkable im-
provement to image super-resolution in terms of the visual
quality. Based on the idea of perceptual similarity [3], per-
ceptual loss [15] is proposed to minimize the error in a fea-
ture space using specific layers of a pre-trained feature ex-
tractor, for example VGG [29]. A number of recent papers
have used this optimization to generate images depending
on high-level extracted features [9, 8, 38, 28, 34]. In a sim-
ilar work, contextual loss [24] is proposed to generate im-
ages with natural image statistics, which focuses on the fea-
ture distribution rather than merely comparing the appear-
ance. [20] proposed to use adversarial loss in addition to the
perceptual loss to favor outputs residing on the manifold of
natural images. The SR method in [27] develops a similar
approach and further explores a patch-based texture loss.
Although these works generate near-photorealistic results,
they estimate the reconstruction error for an entire image in
the same way, without benefiting from any semantic infor-
mation that could improve the visual quality.
Many studies such as [7, 30, 32] also benefit from prior
information for SISR. Most recently, [35] used an additional
segmentation network to estimate probability maps as prior
knowledge and used them in the existing super-resolution
networks. Their segmentation network is pre-trained on
the COCO dataset [22] and then is fine-tuned on the ADE
dataset [46]. Their approach recovers more realistic tex-
tures faithful to categorical priors; however, it requires a
segmentation map at test-time. [26] addressed this issue by
proposing a method based on multitask learning simultane-
ously for SR and semantic segmentation tasks.
In this work, we investigate a novel way to exploit
semantic information within an image, yielding photo-
realistic super-resolved images with fine-structures.
3. Methodology
Following recent approaches [20, 35, 25] for image and
video super-resolution, we benefit from deep networks with
residual blocks to build-up our decoder. As explained previ-
ously, in this paper, we focus on the definition of the objec-
tive function used to train our network; we introduce a loss
function containing three terms: 1- Pixel-wise loss (MSE),
2- adversarial loss, and 3- our novel targeted perceptual loss
function. The MSE and adversarial loss terms are defined
as follows:
• Pixel-wise loss It is by far the most commonly used
loss function in SR. It calculates the pixel-wise mean
squared error (MSE) between the original image and
the super-resolved image in the image domain [27,
5, 16]. The main drawback of using it as a stand-
alone objective function is mostly resolving an over-
smoothed reconstruction. The network trained with the
MSE loss seeks to find pixel-wise averages of plausi-
ble solutions, which results in poor perceptual qualities
and lack of high-frequency details in the edges and tex-
tures.
• Adversarial loss Inspired by [20], we formulate our
SR model in an adversarial setting, which provides a
feasible solution. In particular, we use an additional
network (discriminator) that is alternatively trained to
compete with our SR decoder. The generator (SR de-
coder) tries to generate fake images to fool the discrim-
inator, while the discriminator aims at distinguishing
the generated results from real HR images. This setting
results in perceptually superior solutions to the ones
obtained by minimizing pixel-wise MSE and classic
perceptual losses. The discriminator used in this work
is defined in more details in Section 3.3.
Our proposed targeted perceptual loss is described in the
following subsection.
3.1. Targeted perceptual loss
The state-of-the-art approaches such as [27] and [20] es-
timate perceptual similarity by comparing the ground-truth
HR (a) (b) 
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Figure 2. The effect of choosing different CNN layers to estimate
the perceptual loss on different regions of an image, e.g., edges
and textures: (a) using a deeper convolutional layer (mid-level
features), ReLU 4-1 of VGG-16 [29] and, (b) using an early con-
volutional layer (low-level features), ReLU 1-2 of the VGG-16
network.
and the predicted super-resolved image in a deep feature
domain by mapping both HR and SR images into a fea-
ture space using a pre-trained classification network, e.g.,
VGG [29]. The output of a specific convolutional layer is
used as the feature map. These approaches usually mini-
mize the l2 distance of the feature maps. In order to under-
stand why minimizing this loss term in combination with
adversarial and MSE losses is effective and results in more
photorealistic images, we investigate the nature of the CNN
layers used for the perceptual loss. Then, we propose a
novel approach to take advantage of the perceptual simi-
larity in a targeted manner and reconstruct more appealing
edges and textures.
As explained previously, early layers of a CNN return
low-level spatial information regarding local relations, such
as information about edges and blobs. As we proceed to-
wards deeper layers, we start to learn higher level features
with more semantic meaning and abstract object informa-
tion, and less fine-grained spatial details from an image. In
this fashion, mid-level features are mostly representing tex-
tures and high-level features amount to the global semantic
meaning. Figure 2 shows the difference between shallow
and deep layers of a feature extractor, the VGG-16 in our
case; two different layers, ReLU 1-2 and ReLU 4-1, are
used to compute the perceptual loss and reconstruct an im-
age. We compare each case on an edge and a texture region.
In this figure, we can see using low-level features is more
effective for reconstructing edges, while mid-level features
resolve closer textures to the original image.
The targeted loss function tries to favor more realistic
textures around areas, where the type of the textures seems
to be important, e.g., a tree, while trying to resolve sharper
edges around boundary area. To do so, we first define three
types of regions in an image: 1- background, 2- boundaries,
and 3- objects, then, we compute the targeted perceptual
loss for each region using a different function.
• Background (Gb) We consider four classes as back-
ground: “sky”, “plant”, “ground” and “water”. We
chose these categories because of their specific ap-
pearance; the overall texture in areas with these la-
bels are more important than local spatial relations and
edges. We compute mid-level CNN features to esti-
mate the perceptual similarity between SR and HR im-
ages. Here, we use the ReLU 4-3 layer of the VGG-16
for this purpose.
• Boundary (Ge) All edges separating objects and
the background are considered as boundaries. With
some pre-processing (explained in more detail in Sec-
tion 3.2), we broaden these edges to have a strip pass-
ing through all boundaries. We estimate the feature
distance of an early CNN layer between SR and HR
images, which focuses more on low-level spatial in-
formation, mainly edges and blobs. In particular, we
minimize the perceptual loss at the ReLU 2-2 layer of
the VGG-16.
• Object (Go) Because of the huge variety of objects in
the real world in terms of shapes and textures, it is
challenging to decide whether it is more appropriate
to use features from early or deeper layers for the per-
ceptual loss function; for example, in an image of a ze-
bra, sharper edges are more important than the overall
texture. Having said that, forcing the network to esti-
mate the precise edges in a tree could mislead the opti-
mization procedure. Therefore, we do not consider any
type of perceptual loss on areas defined as objects by
weighting them to zero and rely on the MSE and adver-
sarial losses. However, intuitively, resolving more re-
alistic textures and sharper edges by the “background”
and “boundary” perceptual loss terms would result in
more appealing objects, as well.
To compute the perceptual loss for a specific image re-
gion, we make binary segmentation masks of the semantic
classes (having a pixel value of 1 for the class of interest
and 0 elsewhere). Each mask categorically represents a dif-
ferent region of an image and is element-wise multiplied by
the HR image and the estimated super-resolved image SR,
respectively. In other words, for a given category, the im-
age is converted to a black image with only one visible area
on it, before being passed through the CNN feature extrac-
tor. Masking an image in this way creates also new artificial
boundaries between black regions and the visible class. As
a consequence, extracted features contain information about
the artificial edges which do not exist in a real image. As the
same mask is applied on both HR and the reconstructed im-
age, the feature distance between these artificial edges will
be close to zero and it does not affect the total perceptual
loss. We can conclude that all non-zero distances in feature
space between the masked HR and super-resolved image
are corresponds to the contents of the visible area of that
image: corresponds to edges by using a mask for bound-
aries (M boundariesOBB ) and corresponds to textures by using a
mask for the background (M backgroundOBB ).
The overall targeted perceptual loss function is given as:
Lperc. = α · Ge(ISR ◦M boundaryOBB , IHR ◦M boundaryOBB )
+ β · Gb(ISR ◦M backgroundOBB , IHR ◦M backgroundOBB )
+ γ · Go (1)
where α, β and γ are the corresponding weights of the loss
terms used for the boundary, background, and object, re-
spectively. Ge(·), Gb(·) and Go(·) are the functions to calcu-
late feature space distances between any two given images
for the boundaries, background, and objects, respectively.
In this equation, ◦ denotes element-wise multiplication. As
discussed earlier, we do not consider any perceptual loss for
objects areas, therefore, we set γ directly to zero. The value
of other weights are discussed in detail in Section 4.1.
In the following subsection, we describe how to build
a label indicating objects, the background, and boundaries
for the training images. This labeling approach helps us
to use specific masks for each class of interest (MobjectOBB ,
M backgroundOBB and M
boundary
OBB ) and to guide our proposed
perceptual losses to focus on area of interest within the im-
age.
Class 
assignment 
Boundary 
Dilation 
Edge 
Detector 
Figure 3. Constructing an OBB label. We assign each area to one
of the “Object”, “Background” or “Boundary” classes based on
their initial pixel-wise labels.
3.2. OBB: Object, background and boundary label
In order to make full use of the perceptual loss-based
image super-resolution, we enforce semantic details (where
objects, the background, and boundaries appear on the im-
age) via our proposed targeted loss function. In addition,
existing annotations for the segmentation task, e.g., [4] only
provide spatial information about objects and the back-
ground, and they do not use classes representing the edge
areas, namely boundaries in this paper. Therefore, inspired
by [26], we propose our labeling approach (Figure 3) to pro-
vide a better spatial control of the semantic information for
the images.
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Figure 4. Schematic diagram of the SR decoder. We train the SR decoder using the targeted perceptual loss alongside with MSE and
adversarial losses. In this schema, k, n and s correspond to kernel size, number of feature maps and stride size, respectively.
To create such labels (OBB label), first, we calculate the
derivative of the segmentation label in the color-space to
estimate the edges between object classes in the segmenta-
tion label as well as the edges between objects and back-
ground of the image. In order to have a thicker strip around
all edges separating different classes, we compute the di-
lation with a disk of size d1. We label the resulted area
as “boundary” class, which covers boundaries between dif-
ferent classes inside an image. In particular, we consider
“sky”, “plant”, “ground”, and “water” classes from the seg-
mentation labels as the “Background”. All remaining object
classes are considered as the “object” class.
3.3. Architecture
For a fair comparison with the SRGAN method [20] and
performing an ablation study of the proposed targeted per-
ceptual loss, we use the same SR decoder as the SRGAN.
The generator network is a feed-forward CNN. The input
image ILR is passed through a convolution block followed
by a ReLU activation layer. The output is subsequently
passed through 16 residual blocks with skip connections.
Each block has two convolutional layers with 3 × 3 filters
and 64 channels feature maps, each one followed by a batch
normalization and ReLU activation. The output of the final
residual block is concatenated with the features of the first
convolutional layer and is then passed through two upsam-
pling blocks, where each one doubles the size of the feature
map. Finally, the result is filtered by a last convolution layer
to get the super-resolved image ISR. In this paper, we use
a scale factor of four; depending on the desired scaling fac-
tor, the number of upsampling blocks could be modified.
An overview of the architecture is shown in Figure 4.
The discriminator network consists of multiple convo-
lutional layers with an increasing number of channels of
the feature maps by a factor of 2, from 64 to 512. We use
Leaky-ReLU and strided convolutions to reduce the image
dimension while doubling the number of features. The re-
sulting 512 feature maps are passed through two dense lay-
ers. Finally, the discriminator network classifies the image
as real or fake by the final sigmoid activation function.
4. Experimental Results
In this section, first, we describe the training parame-
ters and dataset in details, then we evaluate our proposed
method in terms of qualitative, quantitative, and running
costs analysis.
4.1. Dataset and parameters
To create OBB labels, we use a random set of 50K im-
ages from the COCO-Stuff dataset [4], which contains se-
mantic labels of 91 classes for the segmentation task. In
this paper, we considered landscapes with one or more of
the “Sky”, “Plant”, “Ground”, and “Water” classes. We
group these classes into one “Background” class. We use
our proposed technique in Section 3.2 to convert pixel-wise
segmentation annotations to OBB labels. In order to obtain
LR images, we use the MATLAB imresize function with the
bicubic kernel and the anti-aliasing filter. All experiments
were performed with a downsampling factor of four.
The training process was done in two steps; first, the SR
decoder was pre-trained for 25 epochs with only pixel-wise
mean squared error as the loss function. Then the proposed
targeted perceptual loss function, as well as the adversar-
ial loss were added and the training continued for 55 more
epochs. The weights of each term in the new targeted per-
ceptual loss, α and β, were set to 2× 10−6 and 1.5× 10−6,
respectively. The weights of adversarial and MSE loss func-
tion, as in [20], were set to 1.0 and 1 × 10−3, respectively.
We set d1, the diameter of the disk used to generate OBB
labels, to 2.0. The Adam optimizer [18] was used during
both steps. The learning rate was set to 1 × 10−3 and then
decayed by a factor of 10 every 20 epochs. We also alter-
nately optimized the discriminator with similar parameters
to those proposed by [20].
SelfExSR LapSRN SRGAN SROBB HR image SRCNN Bicubic RCAN 
Figure 5. Sample results on the “baby” (top) and “baboon” (bottom) images from Set5 [1] and Set14 5 datasets, respectively. From left to
right: bicubic, SRCNN [5], SelfExSR [14], LapSRN [19], RCAN [44], SRGAN [20] and SROBB (ours), HR image, respectively.
4.2. Qualitative Results
4.2.1 Results on Set5 and Set14
Our approach focuses on optimizing the decoder with per-
ceptual loss terms targeting boundaries and background by
exploiting segmentation labels. Although, we do not apply
the perceptual losses specifically on objects regions, our ex-
periment shows that the trained model generalized in a way
that it reconstructs more realistic objects compared to other
approaches. We evaluate the quality of object reconstruc-
tion by performing qualitative experiments on two widely
used benchmark datasets: Set5 [1] and Set14 [42], where
unlike our training set, in most of the images, outdoor back-
ground scenes are not present. Figure 5 compares the results
of our SR model on the “baby” and “baboon” images and
the recent state-of-the-art methods including: bicubic, SR-
CNN [5], SelfExSR [14], LapSRN [19], RCAN [44] and
SRGAN [20]. In the “baboon” image, we could generate
more photo-realistic images with sharper edges compared
to other methods while having competitive results for the
“baby” image with SRGAN. Their results were obtained by
using their online supplementary materials 1 2 3. More qual-
itative results of Set5 and Set14 images are provided in the
supplementary material.
4.2.2 Results on the COCO-Stuff dataset
We randomly chose a set of test images from the COCO-
Stuff dataset [4]. In order to have a fair comparison, we
re-trained the SFT-GAN[35], ESRGAN [36] and SRGAN
1https://github.com/jbhuang0604/SelfExSR
2https://github.com/phoenix104104/LapSRN
3https://twitter.app.box.com/s/
lcue6vlrd01ljkdtdkhmfvk7vtjhetog
[20] methods on the same dataset with the same parameters
as ours. For the EnhanceNet and RCAN, we used their pre-
trained models by [27] and [44], respectively. The MAT-
LAB imresize function with a bicubic kernel is used to pro-
duce bicubic images. As illustrated in Figure 6, our method
generates more realistic and natural textures by benefit-
ing from our proposed targeted perceptual loss. Although
ESRGAN produces very competitive results, it seems that
their method is biased towards over-sharpened edges, which
sometime leads to an unrealistic reconstruction and dissim-
ilar to ground-truth.
4.3. Quantitative Results
4.3.1 SSIM, PSNR and LPIPS
As it is shown in [20, 27, 35, 2], distortion metrics such
as the Structural Similarity Index (SSIM) [37] or the Peak
Signal to Noise Ratio (PSNR) used as quantitative measure-
ments, are not directly correlated to the perceptual quality;
they demonstrate that GAN-based super-resolved images
could have higher errors in terms of the PSNR and SSIM
metrics, but still generate more appealing images.
In addition, we used the perceptual similarity distance
between the ground-truth and super-resolved images. The
Learned Perceptual Image Patch Similarity (LPIPS) met-
ric [43] is a recently introduced as a reference-based im-
age quality assessment metric, which seeks to estimate the
perceptual similarity between two images. This metric uses
linearly calibrated off-the-shelf deep classification networks
trained on the very large Berkeley-Adobe Perceptual Patch
Similarity (BAPPS) dataset [43], including human percep-
tual judgments. However, as [10] also emphasizes, LPIPS
has similar trend as distortion-based metrics, e.g., SSIM,
and would not necessarily imply photorealistic images.
Original  
Image 
Bicubic RCAN EnhanceNet SRGAN SROBB HR crop SFT-GAN ESRGAN 
Figure 6. Qualitative results on a subset of the COCO-Stuff dataset [4] images. Cropped regions are zoomed in with a factor of 2 to 5 to
have a better comparison. Results from left to right: bicubic, RCAN [44], EnhanceNet [27], SRGAN [20], SFT-GAN [35], ESRGAN [36],
SROBB (ours) and a high resolution image. Zoom in for the best view.
Image Metric Bicubic LapSRN SRGAN SROBB
SSIM 0.936 0.951 0.899 0.905
baby PSNR 30.419 32.019 28.413 28.869
LPIPS 0.305 0.237 0.112 0.104
SSIM 0.645 0.677 0.615 0.607
baboon PSNR 20.277 20.622 19.147 18.660
LPIPS 0.632 0.537 0.220 0.245
Table 1. Comparison of bicubic interpolation, LapSRN [19], SR-
GAN [20] and SROBB (ours) for the “baby” and “baboon” images
from Set5 and Set14 test sets. Best measures (SSIM, PSNR [dB],
LPIPS) are highlighted in bold. The visual comparison is shown
in Figure 5.
Table 1 shows the SSIM, PSNR, and LPIPS values esti-
mated between super-resolved images of the “baby” and
“baboon” and their HR counterparts, using bicubic inter-
polation, LapSRN [19], SRGAN [20], and our method, re-
spectively. Considering this table and the visual comparison
of these images in Figure 5, we can infer that these metrics
would not reflect superior reconstruction quality. Therefore,
in the following section, we focus on the user study as the
quantitative evaluation.
4.3.2 User study
We performed a user study to compare the reconstruction
quality of different approaches to see which images are
more appealing to users. Five methods were used in the
study: 1- RCAN [44], 2- SRGAN [20], 3- SFT-GAN [35],
4- ESRGAN [36] and 5- SROBBB (ours). During the ex-
periment, high-resolution images as well as their five recon-
structed counterparts obtained by the mentioned approaches
were shown to each user. Users were requested to vote for
more appealing images with respect to the ground-truth im-
age. In order to avoid random guesses in case of similar
qualities, a choice as “Cannot decide” was also designed.
Since SFT-GAN uses a segmentation network trained on
outdoor categories, for a fair comparison with [35], we also
used 35 images from COCO-Stuff [4], dedicated to out-
door scenes. All images were presented in a randomized
fashion to each person. In order to maximize the number
of participants, we created our online assessment tool for
this purpose. In total, 46 persons participated in the sur-
vey. Figure 7 illustrates that the images reconstructed by
our approach are more appealing to the users by a large
margin. In terms of number of votes per method, recon-
structions by the SROBB got 617 votes, while ESRGAN,
SFT-GAN, SRGAN and RCAN methods got 436, 223, 201
and 33 votes, respectively. In addition, the “Cannot de-
cide” choice provided in the survey was chosen 100 times.
In terms of the best images by majority of votes, among
35 images, SROBB was a dominant choice in 15 images.
These results confirm that our approach reconstructs visu-
ally more convincing images compared to mentioned meth-
ods for the users. Moreover, unlike SFT-GAN, the proposed
approach do not require a segmentation map during the test
time, while it takes advantage of semantic information and
produces competitive results.
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Figure 7. The results of the user study, comparing SROBB
(ours) with RCAN [44], SRGAN [20], ESRGAN [36] and SFT-
GAN [35] methods. Our method produces visual results that are
the preferred choice for the users by a large margin in terms of: (a)
percentage of votes, (b) percentage of winning images by majority
of votes.
4.3.3 Ablation study
To better investigate the effectiveness of the proposed tar-
geted perceptual loss, we performed a second user study
with similar conditions and procedure to the one in the pre-
vious section. Specifically, we study the effect of our pro-
posed targeted perceptual loss; we train our decoder with
three different objective functions: 1- pixel-wise MSE only;
2- pixel-wise loss and standard perceptual loss similar to
[20]; and 3- Pixel-wise loss and our proposed targeted per-
ceptual loss (SROBB). The adversarial loss term is also
used for both 2 and 3. In total, 51 persons participated in our
ablation study survey. Figure 8 shows that users are more
convinced when the targeted perceptual loss is used instead
of the commonly used perceptual loss. It got 1212 votes,
while objective functions 1 and 2 got 49 and 417 votes,
respectively. In addition, the “Cannot decide” choice was
chosen 107 times. In terms of the best images by majority
of votes, among 35 images, third objective function was a
dominant choice in 30, while 1 and 2 won only in 5 images.
Images reconstructed only by the pixel-wise loss had minor-
ity number of votes, however, they got considerable number
of votes for images in which the “sky” was the main class.
This can be explained by the over-smoothed nature of the
clouds, which suits distortion-based metrics.
Period 1
SROBB 1212
SRGAN 417
SRResNet-MSE 49
Cannot Decide 107
67.9% 23.4% 
6.0% 
2.7% 
(a) 
(b) 
Period 1
SROBB 30
SRGAN 5
SRResNet-MSE 0
Cannot Decide 0
85.7% 14.3% 
Figure 8. The results of the ablation study showing the effect of
the targeted perceptual loss; more convincing results have been
obtained by a large margin, in terms of: (a) percentage of votes,
(b) percentage of winning images by majority of the votes.
4.4. Inference time
Unlike existing approaches for content-aware SR, our
method does not require any semantic information at the
input. Therefore, no additional computation is needed at
the test time. We reach an inference time of 31.2 frame per
second, with a standard XGA output resolution (1024×768
in pixels) on a single GeForce GTX 1080 Ti.
5. Conclusion
In this paper, we introduced a novel targeted percep-
tual loss function for the CNN-based single image super-
resolution. The proposed objective function penalizes dif-
ferent regions of an image with the relevant loss terms,
meaning that using edges’ loss for the edges and textures’
loss for textures during the training process. In addition,
we introduce our OBB labels, created from pixel-wise seg-
mentation label, to provide a better spatial control of the se-
mantic information for the images. This allows our targeted
perceptual loss to focus on the semantic regions of an im-
age. Experimental results verify that training with proposed
targeted perceptual loss yields perceptually more pleasing
results, and outperforms the state-of-the-art SR methods.
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