Abstract-Skin detection from images, typically used as a preprocessing step, has a wide range of applications such as dermatology diagnostics, human computer interaction designs, and etc. It is a challenging problem due to many factors such as variation in pigment melanin, uneven illumination, and differences in ethnicity geographics. Besides, age and gender introduce additional difficulties to the detection process. It is hard to determine whether a single pixel is skin or nonskin without considering the context. An efficient traditional hand-engineered skin color detection algorithm requires extensive work by domain experts. Recently, deep learning algorithms, especially convolutional neural networks (CNNs), have achieved great success in pixel-wise labeling tasks. However, CNN-based architectures are not sufficient for modeling the relationship between pixels and their neighbors. In this letter, we integrate recurrent neural networks (RNNs) layers into the fully convolutional neural networks (FCNs), and develop an end-to-end network for human skin detection. In particular, FCN layers capture generic local features, while RNN layers model the semantic contextual dependencies in images. Experimental results on the COMPAQ and ECU skin datasets validate the effectiveness of the proposed approach, where RNN layers enhance the discriminative power of skin detection in complex background situations.
I. INTRODUCTION

S
KIN detection is the process of discriminating skin and nonskin pixels in a digital image, which plays an important role in multifarious applications ranging from face detection [1] , gesture recognition [2] , dermatology diagnostics [3] , driver fatigue detection [4] , human computer interaction [5] , [6] to a variety of computational health informatics [7] .
Skin detection is a challenging problem and has drawn extensive attention in the literature. In many of the popularly used color spaces, there is a significant overlap between the skin and nonskin pixels. For example, numerous objects in the background such as wall, wood, and cloth could have similar color to different types of human skin. It is difficult to determine whether a single pixel is skin or nonskin without considering the neighboring pixels. Besides, the performance of skin detection is also influenced by a variety of other factors (uneven illumination, camera characteristics, subject ethnicity, age, gender, so on) [8] .
In the past few years, numerous approaches have been proposed to address these issues. Recent studies have focused on different color spaces (e.g., RGB [9] , YCbCr [10] , CIE-XYZ [11] , HSV [12] , and SKN [13] ), feature extraction (such as color [14] , texture [15] , and spatial distribution [16] ), and classification methods (Bayesian classifier [9] , Gaussian mixture model [17] , support vector machine [18] , neural networks [19] , random forest [20] , so on). To design an efficient skin color classifier, traditional hand-engineered approaches require extensive work by domain experts.
Convolutional neural networks (CNNs) have recently achieved remarkable results for a variety of computer vision tasks, such as image classification and object detection [21] . Now, there is an increasing interest in pixel-wise prediction [22] - [27] using deep learning architectures instead of handcrafting methods. However, CNN-based architectures are not good at modeling the relationship between pixels and their neighbors. Recently, Zheng et al. [27] introduced conditional random fields at the final layer of CNN to refine coarse predictions.
Recurrent neural networks (RNNs) have shown great success in many natural language processing [28] tasks. Unlike CNNs, which assume that all inputs and outputs are independent of each other, the outputs of RNNs depend on previous computations. Researchers have enthusiastically applied RNNs to computer vision applications, such as scene labeling [29] - [37] . On the basis of the foregoing studies, in this letter we introduce RNN layers into fully convolutional neural networks (FCNs), and develop an end-to-end network for human skin detection. Specifically, we use FCN layers to capture generic local features and RNN layers to model the semantic contextual dependencies in images. Our framework is illustrated in Fig. 1 .
The remainder of this letter is organized as follows. Section II introduces the framework of our proposed human skin detection algorithm. Experimental results are demonstrated in Section III. Finally, conclusions are presented in Section IV.
II. PROBLEM STATEMENT
RNNs are traditionally specialized in modeling temporal dependencies but recently have shown accuracy improvement for spatial counterparts [36] , [37] . In detail, conventional chainstructured RNNs are not applicable to images where spatial 1070-9908 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. relationships among pixels are not available to neighbors in the chain. When RNNs are transformed to the visual domain, undirected cyclic graphs are used to model the interactions among image units. However, undirected cyclic graph cannot be directly used to process the acyclic structure data. The topological structure of an undirected graph is approximated by the combination of four directed acyclic graphs, each with a different starting point, as shown in Fig. 2 . Specifically, each image layer can be represented by a directed cyclic graph G = {V, E}, where
denotes the vertex set and E = {e ij } is the edge set, where e ij represents an edge from v i to v j . The structure of a hidden layer h follows the same topology as G. A forward propagation sequence can be seen as traversing G from a start point following a certain path. For vertex v i , its hidden layer h (v i ) is expressed as a nonlinear function over current input x (v i ) and summarization of hidden layers of all its predecessors. Following [36] , we decompose an undirected graph G u into four directed acyclic graphs
, southwest, northwest, and northeast context propagation directions, respectively. Then, forward and backward propagations are applied independently to each subgraph and the corresponding hidden layer h d is obtained. The summation over all independent hidden layers yields the output layer o. Specifically, these operations can be mathematically formulated by
where G d , and φ(·) and σ(·) are element-wise nonlinear activation functions. Next, we integrate the RNN into the fully convolution network [24] . Since the fully connected layers of traditional CNNs throw away spatial information, these layers are converted into convolution layers by setting kernels that cover their entire input regions. Doing so casts them into fully convolutional networks. In order to provide further precision, skips (shortcut connections) are added to combine the final prediction layer with lower layers. By fusing predictions from pool3, at stride 8, with a 2× upsampling of predictions fused from pool4 and conv7, the final segmentation FCN-8s network is built.
We insert the aforementioned RNN layer after pool3, pool4, and pool5, respectively, in the FCN-8s network. The directed acyclic graphs of RNN layers directly take the outputs of preceding pooling layer as input. The dimensions of RNN layers are set equal to channels of corresponding preceding pooling layers. We change the output channel dimension of all the score and final upsampling layers to two to predict scores for binary output (0 for nonskin and 1 for skin). To train the network, the loss L is computed with where N denotes the number of image units, j = 0 means the negative class, j = 1 means the positive class, y (v i ) represents class likelihood vector, and Y (v i ) is the binary label indicator vector for the image unit at v i . Fig. 1 demonstrates the overall framework of our human skin detection algorithm.
III. EXPERIMENTS AND ANALYSIS
A. Experimental Setup
The algorithm is trained and tested with MatConvNet [38] under Matlab environment on a NVIDIA GeForce GTX TITAN X with 12 GB GPU memory. The networks can take input of arbitrary size and produce detection result with the same size of input. During the experiment, all images and their corresponding ground-truth labels are resized to 360 × 480 pixels by bilinear interpolation. It is still an open problem on what color space is the best for skin detection, and some authors have demonstrated that the performance is somewhat independent of the color space [8] . Therefore, in this letter we use the common RGB color space.
We initialize and update the FCNs with the publicly available pretrained weights of the FCN-8s network, which was trained on the PASCAL VOC 2011 dataset and Microsoft COCO by Zheng et al. [27] . The weights of RNN layers are initialized with normally distributed random numbers. We train the network by stochastic gradient descent with momentum. The implementation uses a fixed learning rate of 10 −7 , momentum of 0.9, and doubled learning rate for biases. Results are reported after 20 training epochs. At test phase, it takes about 55 ms to process an image with size 360 × 480 pixels on our computer.
B. Dataset
In order to facilitate evaluation and comparison, two widely used and publicly available skin datasets (COMPAQ [9] and ECU [39] ) are used in this letter. The COMPAQ dataset was released by Jones and Rehg [9] in 2002 which contains 13 634 images (4670 skin images and 8964 nonskin images). Only 4670 skin images are used in our experiments, and among them 976 images are randomly selected as the testing set, and the remaining are taken as the training set. The ECU dataset was developed by Phung et al. [39] in 2005, which consists of 4000 images. The images are divided into 1000 images for testing and 3000 images for training. Both datasets are provided with ground-truth skin masks representing skin regions and have versatile attributes (skin-like background, uneven illumination, camera characteristics, ethnicity, age, gender, so on).
C. Experimental Results
Skin detection is a binary classification problem, in which the skin pixels are labeled as positive and nonskin pixels as negative. The confusion matrix is provided in Table I . A plethora of sophisticated evaluation metrics have been used for measuring the performance of skin detection algorithms. For comparison with other methods, in this study we employ the following metrics: the receiver operating characteristics (ROC) and respective area under curve (AUC) and equal error rate (1-EER).
In the test mode, the final output layer of the FCN8S+RNN network is a softmax layer of channel two, which represents the probability of each pixel to be a nonskin or skin pixel. A threshold is set to determine whether a pixel is skin or nonskin. If the output skin probability exceeds the threshold value, it is judged as skin, otherwise it is determined as nonskin. The ROC curve is created by plotting the true positive rate against the false positive rate at various threshold settings. Each threshold value produces a different point in ROC space. Fig. 3 demonstrates ROC curves of different skin detection algorithms on the COMPAQ and ECU datasets. Some authors (Doukim et al. [41] , Poudel et al. [42] and Platzer et al. [43] ) used fixed thresholds and thus their results correspond to only a point in the ROC space. The "*" on the ROC curves indicates optimal operating point that is calculated by moving the straight line with slope S from the upper left corner of the ROC plot down and to the right, until it intersects the ROC curve [45] . The slope S is calculated by Fig. 4 . Sample results of skin detection on the (a) COMPAQ and (b) ECU datasets. The first row shows the original images, and the second row gives the corresponding ground truth. The third row corresponds to the detected skin pixels using FCN8S without RNN layers, and the last row corresponds to the skin detection results using the proposed FCN8S+RNN framework. where Cost(I|J) is the cost of assigning an instance of class J to class I. In the experiment, the costs for correct classification Cost(N |N ) and Cost(P |P ) are set to zero, and Cost(P |N ) and Cost(N |P ) are set to 0.5 meaning that both positives are misclassified as negatives and negative are misclassified as positives are equally important. The sample images shown in Fig. 4 are reported under the corresponding optimal operating point derived from ROC curves. In our experiments, higher false positive rate (FPR) is not desirable due to the imbalance between skin and nonskin pixels. Typically, the number of nonskin pixels is many times larger than skin pixels. A high FPR will result in a significant reduction in precision and accuracy. Therefore, the performance in the far left-hand side of the ROC graphis more dominating. In general, the curve at the top left of the ROC space has better performance which has higher TP rate and lower FP rate. It can be seen in Fig. 3 , Tables II and III that the performances of the classifier using the deep learning methods are superior to most of the traditional hand-engineered methods and the proposed fully convolutional and RNNs (FCN8S+RNN) algorithm does the best job of discriminating skin and nonskin pixels on both the COMPAQ and ECU datasets. The overall performances on the COMPAQ dataset are worse than those on the ECU dataset because the COMPAQ contains a large number of low-quality images (saved in low-resolution gif format) and the semiautomatic ground truth is inaccurate. Tables II and III present the performances of different skin detection algorithms on the COMPAQ and ECU datasets, respectively. Note that it is difficult to make a comparison of existing alogrithms, as they either use different evaluation metrics, or use nonpublic datasets, or use arbitrary operating points (or thresholds). Some values marked with ≈ are computed from the ROC curves listed in corresponding paper, not available in the original papers. Fig. 4 demonstrates examples of skin detection results on the COMPAQ and ECU datasets. The penultimate row is the skin detection result of using FCN8S [24] algorithm, and the last row is the result of our method by combining FCN and RNN (FCN8S+RNN) algorithm. Fig. 4 shows that the FCN8S+RNN can effectively improve the stability of skin detection algorithm under complex background by introducing RNN layers.
IV. CONCLUSION
This study presents an end-to-end network for human skin detection by integrating recurrent neural layers into FCNs. RNN layers are employed to model the semantic spatial dependencies between image pixels. Experimental results show that our proposed FCN and RNN algorithm outperforms standard methods on both the COMPAQ and ECU skin datasets. RNN layers effectively improve the stability of skin detection algorithm under complex backgrounds.
