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Abstract
In this thesis work, we have explored the possibility and the limitations of
using atomistic simulation in studying structure and properties of carbon/
carbon interfaces and its integration with appropriate experimental
techniques. In doing so, we have tested several interatomic potential functions
for carbon and concluded that the potential functions tested are not ideally
suited for all applications. One has to pay careful attention in choosing an
empirical potential function for a given application for carbon. The Tersoff
function performed best for diamond in calculating both structural and
mechanical properties while the Brenner function appears to be suitable for
most types of carbon if confined to studying structure and energetics. Thus,
the Tersoff function was used to produce a-C structures by melting and
quenching of the diamond lattice. The a-C structures based on the Tersoff's
function reasonably matched the experimental data although failure of the
Tersoff's function to treat -n bonds leads to discrepancy in the high pressure a-
C.
The a-C/graphite interface has been selected as a model system in this work.
The methodology developed here can be extended to study the structure and
properties of other types of carbon/carbon interfaces which can be found in
monolithic carbon or carbon/carbon composites. To create an a-C/graphite
interface, the low-pressure a-C structure is joined with the graphite crystal
which is modelled by the Brenner function and a pair potential function to
handle the interplanar interaction. The interface is created by compressing
the amorphous carbon with perfect crystalline graphite terminated to expose
(1120) planes. The planar structure and weak interplanar bonding allow the
graphitic planes to deform in order to accommodate the bonds formed at the
interface. The simulation also indicates that the generated interface mostly
consists of nearly sp 2 hybridized bonding connecting the two sides. The bonds
across the interface when formed are likely to maintain their equilibrium
configurations. Due to the large interplanar spacing, both the graphite and a-
C sides have a high density of undercoordinated atoms (24%) leaving the
interface energetically unfavorable with respect to the bulk. These
undercoordinated atoms probably weaken the structural rigidity of the
interface providing a fracture path under stress.
HRTEM study of the a-C/pyrolytic carbon interface suggests that the a-C
deposition process induces defects in pyrolytic carbon to enhance bonding
between two materials. HTREM of the interface demonstrates that the basal
planes will distort or bend at the interface, which qualitatively agrees with
the simulation observation. To further validate the simulation result, a
method to perform mechanical testing of a-C/pyrolytic carbon is devised. SEM
and XPS study of the fracture surfaces show that fracture occurs
predominantly through the interface, thus, confirming the simulation
prediction that the interface is likely to be weak compared to the bulk phases
in spite of presence of the reactive edge atoms from graphite at the interface.
The mechanical testing also showed that the interface strength is sensitive to
the surface roughness and chemistry and the fracture path can be altered
depending on the interface conditions.
Lastly, the (11211 twin interface in graphite is studied using the analytical
model for graphite developed earlier because such twin interface represents
an example of graphite/graphite interfaces found in carbon/carbon composites
and the twins could also serve as an important source of plastic deformation of
new carbon materials such as carbon foam. The simulation study indicates
that the (1121) twin interface may consist of a special local atomic structure,
namely, the 8-4-8 polygons.The boundary composed of such structure has the
energy of 0.09 J/m and the activation energy of -3 eV for migration (mostly
due to the formation of a kink along the boundary line). The result suggests
that existence of 8-4-8 structure at the twin interface is not improbable
compared to the dislocation model.
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Chapter 1. Introduction
1.1 Motivation
1.1.1 Interfaces
Interfaces present in many material systems play a critical role in
determining their physical and chemical properties. Grain boundaries and
interphase boundaries in metals and semiconductors typically have properties
that are vastly different from the bulk phase. For example, open structure of
the grain boundary can give rise to much higher diffusion rate through the
boundary and can also induce segregation of secondary phases which can, in
turn, have a profound effect on the deformation and fracture behaviors of
those materials.
Interface is specially important in composite materials which are designed to
take advantage of properties of both the matrix and the reinforcing material.
Fracture behavior of composite materials is governed to a great extent by
their interface structure and properties. For example, if there exists strong
bonding between fibers and matrix in uniaxially fiber-reinforced ceramic
matrix composites, a propagating crack can pass through both fibers and
matrix together, resulting in catastrophic failure. On the other hand, if the
interface is relatively weak, the tensile stress can be accommodated by
debonding of the fiber, allowing the fiber to slide through the matrix and
bridge the crack. This effect eventually leads to toughening the composite
material by invoking mechanisms such as fiber pull-out and multiple cracking
[2]. Such failure mode in a ceramic composite material is characterized by the
tensile stress-strain curve shown in Fig. 1.1.
Then it is obvious that understanding of interfacial behavior is of utmost
importance (especially so for brittle matrix composites) in developing a new,
high-performance composite system and in optimizing existing system to
operate in a wider range of temperature and loads.
1.1.2 Carbon-Carbon Composites
Carbon as a solid form has extraordinary physical and chemical properties
arising from its ability to form sp, sp 2 , and sp 3 hybridized covalent bonds.
Recently carbon materials such as C60 and diamondlike amorphous carbon
coating have been gaining increasing attention in field of both theoretical and
applied materials research.
Carbon can exist in various solid forms other than its two crystalline polytypes,
diamond and graphite. Depending on the processing conditions, carbon
exhibits intermediate-ordered states that can have a wide range of physical
properties. For example, the differences in hardness, electrical and thermal
conductivity of natural graphite flakes, carbon black powder, and metallurgical
cokes are obvious [4]. Carbon in form of high strength/modulus fibers, which
represent the culmination of carbon research, is designed to take advantage of
the ability to form intermediate crystalline forms and the strong C-C bonds
found in graphite.Through engineering the microstructure, graphite fibers can
attain the highest stiffness and a relatively high strength at the same time.
One of the important application of graphite fibers, especially in aerospace
industry, is in carbon-carbon composite. Graphite fibers when reinforced in
carbonaceous matrix not only exhibit unparalleled mechanical properties:
highest specific modulus, high toughness and creep resistance, but also unlike
many ceramic materials retain the mechanical integrity above 2000 'C as
shown in Fig. 1.2. Such properties make carbon-carbon composites ideal for
applications where extreme conditions prevail. In addition, carbon-carbon
70O
-1
a)
cn
aIH-
Displacement
Fig. 1.1 A tensile stress-strain curve for a ceramic composite [3].
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Fig. 1.2 Temperature dependence of tensile strength of several different fibrous
materials [5].
composites have minimal outgassing which is problematic with organic matrix
composite used in space applications [5].
Carbon-carbon composite, in spite of having high fracture toughness, is subject
to catastrophic failure like other ceramic composite systems if not properly
processed. The fracture behavior is more or less dictated by the interface
between matrix and fiber; hence, through proper processing, interface
structure need to be designed to ensure optimum performance of the system.
While considerable progress has been made in designing the interface
structure through appropriate processing and experimentation, there appears
to be a lack of fundamental understanding of the interaction of carbon atoms
at the interface between matrix/fiber during processing partly because of
difficulties involved in experimentally probing the interface. For example, the
high modulus fibers in spite of having a radial texture form a relatively weak
interface with the pitch matrix when strong covalent bonds are expected from
the edge atoms of the graphitic planes in the fibers; yet no satisfactory
explanation has been put forward [6]. This study is undertaken to bridge such
gap and to provide useful insights for studying the interface phenomena at an
atomic level that may arise in other carbon materials.
1.2 Approach
The purpose of this thesis work is to make a contribution to our
understanding of interfacial phenomena in carbon materials by developing a
new methodology for such work and establishing a framework for future
study. The key aspect of this work is the employment of atomistic simulation
and its integration with experimental studies of interfaces. Simulation model
of interfaces whose validity is enhanced by comparison with experimental
data should help guide the interpretation of experimental observations and
point to a future direction for further research in the field.
1.2.1 Molecular Dynamic Simulation
With the continuing improvement in computational capability and its
availability, numerical simulation is increasingly becoming ubiquitous in
materials research. Combination of the recent advances in development of
many-atom potentials and the high-powered computer is proving to be a very
powerful tool in predicting structure and properties of real materials.
The molecular dynamic (MD) simulation is particularly useful in the study of
interfaces structure and properties at an atomic level because the method
offers capabilities to dynamically follow each particle in the system. Then
physical properties of interfaces which are difficult, if not impossible, to obtain
otherwise can be readily calculated through ensemble averaging.
Ideally, ab initio type calculation such as local density functional method can
provide the most rigorous treatment of the system based on the electronic
structure, but it is computationally very demanding and not always easily
interpretable. Tight-binding methods, in which Hamiltonian matrix are fitted
to first principles or experimental methods are simpler to apply than the first
principles calculation, but the method is still limited to systems containing
several hundreds atoms [7]. At present time, a large-scale structural
inhomogeneity such as the interface between amorphous carbon and graphite
can only be handled by an empirical potential approach. Such a method offers
a numerically simple means of representing the real physical system
compared to quantum-mechanical calculations, but success of the simulation
will rest upon the choice of a potential function that can provide a realistic
description of interface. By carefully establishing the accuracy and limitations
of the potential function used and at the same time comparing the predicted
results with experimental studies, one can overcome the shortcomings and
take full advantage of using an empirical potential function. In this work, a
considerable amount of effort is directed towards testing and selecting a
suitable potential function.
1.2.2 Experiment
Although MD simulation is an excellent tool to examine the interface
structure and properties at an atomic level, there exists potentially a large
margin of error, which is especially true for an empirical model. Thus, the
interface model created by simulation needs to be validated through other
independent means. Efforts are made in this research to compare the
structure of simulated interfaces with the structure of actual carbon/carbon
interfaces which are prepared by using appropriate materials processing and
characterized by atomic-level resolution techniques. In addition, experimental
procedures are developed to study deformation and fracture processes as they
pertain to different carbon/carbon interfaces, in parallel to the atomistic
simulation effort.
1.3 Objective of the Research
In this work, two different carbon/carbon interfaces are examined. Amorphous
carbon/graphite interface, representing extreme cases of the structural order
found in carbon materials, is studied. In doing so, we will integrate both the
atomistic simulation and experiments and establish the framework for future
efforts in interface engineering assisted by computer-modelling. The other
interface considered is the twin interface in graphite. It represents an
example of the graphite/graphite interfaces which can be found in monolithic
carbons and carbon-carbon composites. Study of the twin interface may also
have other practical implications since the twins could serve as an important
means of plastic deformation of new carbon materials such as carbon foam. It
is therefore the aim of these studies to not only facilitate the optimization
process of already existing materials but also to contribute to developing other
improved material systems using carbon.
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Chapter 2. Potential Functions
Success in modelling of condensed-matter system depends upon the predictive
capability of method used for simulation; especially, for an empirical
interatomic potential function which does not possess general predictive
capabilities and heavily depends upon the experimental input used, one needs
to perform careful evaluation of such potential function. In this chapter, a
number of potential functions for carbon are described and tested to gauge
their suitability in this thesis work, namely, creating the dissimilar and
similar interfaces in carbon system.
2.1 Overview
Recently there has been a number of empirical interatomic potential functions
proposed for carbon partly due to the rising interest in carbon clusters such as
C6 0 and the diamond-like amorphous carbon. One of difficulties posed for
developing an empirical potential function for carbon is that carbon can exist
in two almost degenerate ground structures: graphite and diamond which
exhibit greatly disparate properties [1]. Most of the proposed potential
functions tend to emphasize one structure over the other which could be
problematic since this simulation study requires to treat both sp 2 and sp 3
bonding. In addition, carbon atoms can form linear bonds involving sp
hybridization, which further complicates transferability of the potential
function.
The available potential functions for carbon that have been surveyed can be
conveniently classified into following categories:
(i) two-body pair potential function
(ii) n-body potential function
(iii) Tersoff type potentialI
(iv) embedded atom method
(v) proximity cell approach
The pair potential function is simplest of all and typically consists of either 12-
6 Lennard-Jones or Morse-type exponential form. This type of potential
function is usually used for solidified or liquefied rare gases where only the
central forces are relevant or for very limited number of atomic arrangements.
The two-body pair potential provides great interpretability due to its simple
form but can easily lead to large errors if used beyond its limited range of
applicability [3].
The pair potential has been utilized in number of studies of carbon such as
stacking of the graphite structure [4] and interstitial atom energy and basal
plane migration energy in graphite [5]. Two Lennard Jones potential functions
have been simultaneously employed to represent the graphite structure to
calculate the phonon dispersion curves for graphite; while one potential
function describes the covalent in-plane bonding, the other potential function
treats out-of-plane bonding and the second neighbor interaction in the basal
plane [6]. It is, however, difficult to realistically model a covalent structure
using a pair potential function which can not treat angular forces arising from
a triplet of carbon atoms.
To investigate the structure of metal-metalloid systems, Hermann developed
an interatomic potential function for directed chemical bonding based upon 12-
6 Lennard-Jones potential function [7]. To overcome the shortcoming of the
approach, in the formulation of configurational energy, Vij, he added an extra
term to account for the bonding environment. The potential function is given as
I. It has been shown that the Tersoffs formulation can be rewritten so that his
potential function is equivalent to the embedded atom method [2].
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V (ri1 ) = fij (rij) + Xh (r) (aro) (a ) ('rO 1)
where fij(rij) is the spherically symmetric portion chosen in the form of 12-6
Lennard Jones potential. The non-central part consists of Xij whose value
depends on the type of atoms i and j, h(r) - the power function and the
summation of unit vectors. ail, l=1,..., Nb (Nb-number of neighbor atoms) is the
unit vector determining the bonding direction between the particle i and its
neighbors and ro is the unit vector joining the particles i andj. The non-central
part essentially accounts for the directional nature of the covalent bonding and
provides a much improved description of the carbon structures. Cherepanova
et al. applied the formulation to amorphous carbon by fitting lattice
parameters and bond energies of graphite and diamond [8]. Cherepanova then
went on to investigate the interface formed between the amorphous carbon and
diamond using the potential function. While the potential function is an
important improvement over the Lennard-Jones potential, without careful
evaluation of the potential function it is difficult to judge how effectively the
potential function can describe both the trigonal (sp 2 ) and tetrahedral bonds
(sp 3) in carbon and how transferable it is to other types of bonding states.
Probably the usefulness of the potential function may be limited because it is
based upon the structural information of diamond and graphite only and does
not have explicit angle-dependent terms in the energy expression. It is doubtful
that the formulation is rigorous enough to be extended to the other bonding
states that are not included in the fitting.
In n-body potential function, atomic interaction among n particles is expressed
by mathematical expansion of the potential energy so that the energy
expression can be written as below [9]:
E= V 1(ri ) + I I V2 (ri, rj) + . • V3 (ri, rj, rk) +... (2)
The expression improves on the pair potential functions by the addition of
higher-order interactions. Typically, it is assumed that the series converges
rapidly in order to justify truncating the expression at the three-body
interaction. Although there have been attempts to include the four-body
interaction for better accuracy, the potential function becomes quite
intractable and difficult to implement because of a large number of fitting
parameters [3]. One of the most successful implementations of the concept is
put forward by Stillinger and Weber for silicon. The Stillinger and Weber
function has been widely used to study various defect structures and melting
[9]. Biswas et al. have subsequently extended the potential function to a more
generalized form [101.
For carbon, several potential functions were proposed using the same
approach. One is developed by Balm and et al. [11]. The Balm potential
function is aimed at systems in which the bonding between atoms is essentially
graphitic. The function is parametrized by incorporating the binding energies
and geometries of small carbon clusters. Another two- and three-body potential
function, which is an improved version of the earlier one [12], is due to Takai
and et. al. [13]. The Takai potential is based upon bond length, binding energy
and force constant of C2, and the lattice parameters and cohesive energies of
diamond and graphite. In addition, several constraints are applied in
parametrization to ensure stability of the ground structures of carbon.
Although both potential functions claim to describe the strong intra-sheet
bonds of graphite, the Takai potential function can ostensibly treat the weak
Van der Waal's interaction between graphitic layers whereas the Balm
potential function is unable to do so due to its short cutoff range (2.5 A for the
Balm potential). Since both potential functions were mainly developed to study
carbon clusters and it is normally expected that a cluster potential function will
not perform as well as for the bulk properties, it is necessary to test these
functions to check their suitability for this application. The Takai potential is
chosen as a possible candidate in representing the carbon system since its
parameters are derived from bulk properties whereas the Balm potential
function is entirely parametrized from small cluster properties. In addition, the
Takai potential offers an opportunity to express the energy for fully three
dimensional graphite.
The functional form for the Takai function is given below:
1 atan (q4 (rij - q5 )) 12
V2 (rij) = exp (ql -q2rij ) -q3 (-2 -
V 3 (rij, rik, rjk) = Z [p + (cos0i + h) (cose + h) (cosOk + h) ]
exp [-b 2 (r 2 +r 2 + rk)] (3)
V2(rij), V3(rij, rik, rjk) are the two-body and three-body interaction among
particles. For V 2(rij), rij represents the distance between the particles i and j
and the fitting parameters are denoted by ql through q5. The repulsive arm of
the potential function is described by the exponential function while the
inverse tangent function is employed for the attractive arm. In the three body
function, 0i, Oj, Ok and ri, rik, rjk are angles and sides, respectively, of the
triangle formed by the three particles. Z, p, h, and b are the adjustable
parameters. The cosine function introduces the angular dependence while the
exponential function provides the convergence. The parameters are given as:
q 1=10.149804, q2 =7.936986 -1, q3=261.527033 eV, q4=0.527263 A1 ,
q5 =3.071221 A, Z=20.0 eV, h=0.205, p=1.340, b=0.588 A-1 [13].
A many-body potential function is developed by Tersoff for covalent materials.
The formulation resembles two-body pair potential function, but the attractive
arm of the potential function is modified to include an environment-dependent
bond order expression. The bond ordering term allows the potential function to
describe a wide range of bonding geometry and coordination [14]. The concept
has been applied to several different covalent systems such as silicon [15],
carbon [16], germanium [17], and silicon carbide [18]. Its mathematical form is
given below [15].
N
= ,fc (rij) [VR (r) - byjVA (r) ]
S(r) = A exp (- r
VR (rij) = A exp (- 11 rij)
VA (ri) = B exp (- l2 rij). (4)
E is the total energy of the system and Vij is the bond energy. The indices i and
j count over the atoms in the system and rij is the interatomic distance between
atom i and atom j. The functions, VR and VA represent a repulsive and
attractive pair potential, respectively, and have same forms of exponential
functions as in a Morse potential. The term f, is a smooth cutoff function to
limit the range of the potential function to the first neighbor interaction.
Here, the function bij is the parameter that encompasses the central idea of the
potential: the strength of each bond depends on the local environment in which
the atom is placed. The bond order term mathematically expresses the fact that
the bond strength decreases with increasing number of neighbor atoms. The
angular dependency of the bonding strength is also embedded in the term. It
takes the following form:
bij = ( 1 + n n i -1/2n
ij = fc(rik) g ( ijk) exp [ 13 (rij - rik)3]
g (Oijk) = 1 +c 2 / d2 -c2 / [ d2 + ( h - cos Oij k )2 ]  (5)
where 0ijk is the bond angle between bonds ij and jk. The parameters given by
Tersoff are: A=1393.6 eV, B=346.74 eV, 11=3.4879 A, 12=2.2119 A, P=1.5724x10-
7, n=0.72751, c=38049, d=4.3484, h=-0.57058 [16].
For carbon, based on the same formulation, another set of fitting parameters
has been proposed by Brenner [19]. While the potential function proposed by
Tersoff is based upon the cohesive energies of carbon polytypes along with the
lattice constant and bulk modulus of diamond, Brenner with slight
modification to the mathematical expression fitted various properties of
graphite, diamond, and C2; he also included the barrier energy to convert
rhombohedral graphite to diamond to ensure that the diamond and graphite
both remain as stable ground structures. Considering the computational
efficiency of the Tersoffs approach and its success, both the Tersoff and
Brenner potential functions are chosen as candidate functions. Brenner
employed the same cutoff function. The Brenner's modified bij, VR(rij) and
VA(rij) terms which are analytically equivalent to the Tersoff function, are
shown below.
De
VR (riJ) S exp [-•2S (rij- re)
VA (rij) SD exp -3 (ri-re)
b = (1+zij)- n
N
zij= c fc (rj)g(Ok) exp [m(rij - rik)
c CF 2 2g(Ojk) =[1+d2 d 2 + (h + cos.Oik) 2
(6)
For carbon, Brenner used the following set of values: De=6.325 eV, re=1.28 A,
b=1.5 A-1, S=1.29, n=0.8047, a=0.0113, c=19.0, d=2.5, h=1.0, m=2.25 A-1 [19].
In addition to the above-mentioned functions, the embedded atom method
(EAM) has been applied to graphite combined with a Buckingham interlayer
potential by Oh and Johnson [20]. The EAM is originally derived for metallic
bonds. The method computes the configurational energy of the given atomic
arrangement by considering the bond energy gained by embedding an atom in
the background electronic charge density. The functional form for the local
electron density is usually obtained empirically and fitted to various
experimental data. Recently the method has been extended to covalent
materials, namely, silicon by Baskes [21]. Oh and Johnson's EAM model of
graphite is based on the graphite structure and its elastic constants. The model
reproduces elastic constants accurately except C13 and C44 which are
determined by the interlayer pair potential function. With limited successful
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application of the embedded atom method to covalent materials, however, it
remains to be seen how well the graphite model performs and how transferable
it is.
Haggie put forward a semi-classical potential function for graphite [1]. The
function is more rigorous compared to the Takai function or Tersoff function,
having incorporated the quantum mechanical behavior of electrons in carbon
atoms and bonds into the formulation. The potential function is derived based
on the premise that the Wigner-Seitz cell is the best representation of the local
environment of an atom. The bond strength is scaled according to the area of
the shared Wigner-Seitz cell face between two atoms. For example, the Wigner-
Seitz cell of the diamond structure is a tetrahedron with its corners truncated
by the second neighbors. The first neighbors share the face of the tetrahedron
with much larger area than do the second neighbor atoms which share the
truncated corner between them; hence, the first neighbor interaction is much
stronger than the second neighbor interaction. Although the treatment of both
the covalent and 7r bonding in the graphite structure is physically well-founded,
the potential is difficult to implement as the function is not analytical and is
computationally expensive for a large system.
Another interesting description of carbon-carbon bonds in graphite is put
forward by Takagi et al. [22]. They modelled the in-plane bonds with the
Coulomb interaction and the out-of-plane interaction with a pair potential
function. The parameters are optimized for Raman spectrum and temperature
dependence of enthalpy change in graphite. The potential function, however,
fails to reproduce experimental Raman spectrum and predicts the melting to
be much lower (at 1200 K) than the experimentally observed one.
2.2 Comparison of Model Functions
Three potential functions described above, namely the Takai, Tersoff, and
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Brenner function, are tested for both diamond and graphite structures in order
to establish accuracy of each potential and subsequently choose an appropriate
potential function for the application. Both structural and mechanical
properties are calculated for each potential.
2.2.1 Structural Properties at 0 K
All three potential functions use the equilibrium cohesive energies and
interatomic distances for both diamond and graphite in parametrizing the
function. Fig. 2.1 shows the unit cell of diamond and graphite. The diamond
lattice has lattice parameter of 3.56 A and the graphite structure has 2.46 A
and 3.35 A for a-direction and c-direction, respectively. Fig. 2.2 plots the
cohesive energy curves for the respective structures as a function of
interatomic distance. The minima in each curve indicate the ground state for
the structure, which is tabulated in Table 2.1.
Examining Table 2.1, the Brenner potential function appears to best reproduce
the fitted structural data of graphite and diamond while the Takai function is
the worst. All three potential functions correctly predict that the graphite
structure is energetically favorable compared to the diamond crystal. The
bonding energy difference is 0.024 eV and 0.03 eV for the Tersoff and Brenner
function, respectively, while 0.47 eV difference is obtained for the Takai
potential. Even though the Takai potential function includes the interplanar
interaction in the graphite structure, it overemphasizes the stability of the
graphite structure since experimental contribution of the interplanar bonding
is -0.05 eV.
As can be seen in Fig. 2.2, the Takai potential has a long range. The potential
function requires inclusion of up to eighth neighbor atoms (-70 neighbors for
each particle for graphite) in order to converge to the equilibrium values given.
The long range renders the potential rather unattractive and the
implementation of the potential is likely to be limited to a relatively small
system.
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(a)
(b)
Fig. 2.1 Unit cell of (a) the Bernal structure of graphite and (b) the diamond [23].
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Fig. 2.2 Plot of potential energy as a function of interatomic (nearest C-C)
distance for the (a) diamond and (b) graphite crystals using three potential
functions. The Brenner and Tersoff functions do not include contribution
from the interlayer interaction becuase of their short range.
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Takai Tersoff IBrenner Experimental
Cohesive
Energy -7.126 -7.371 1 -7.346 -7.349
Diamond (eV/atom)
Bond 1.566 1.54 1.51 1.54
SLength (A)
Cohesive
Energy -7.596 -7.395 -7.377 -7.374
GraphiteI  (eV/atom)
Bond 1.362 1.46 1.38 1.42
Length (A)
I. The values for graphite is limited to an individual graphite plane for the Tersoff
and Brenner function. The experimental value is also given for a single layer.
TABLE 2.1 Calculated structural properties of diamond and graphite at OK.
The zero-temperature equation of state is calculated using the three potential
functions for graphite and diamond. The calculated equation of state for
diamond is compared with the one predicted by the universal binding relation.
The universal binding relation used is developed by Rose et al. and is given
below. The equation predicts the pressure-volume relation using the bulk
modulus and equilibrium binding energy of the crystal [24].
P(V) (O )  _ao
Se (1- 0.15a'+ 0.05a 0 ),
B V 2/3
= (rws-rwse)
ao = (rws -rwse),
I = [ AE / (12 B rwse)] 1/2 (7)
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where B and Vo denote bulk modulus and equilibrium crystal volume,
respectively. rws is the radius of the Wigner- Seitz sphere and AE is the
equilibrium binding energy. The empirical equation of state is obtained by
substituting appropriate experimental values into equation (7).
Shown in Fig. 2.3 are the calculated equations of state for diamond together
with the experimental compression data [25]. The universal binding relation
appears to agree with the limited experimental results at low pressure. The
Tersoff function fits the universal binding curve very well as expected while the
Takai and Brenner potential functions deviate considerably from the universal
binding curve. The Brenner function shows sharp rise in the middle of the
curve which is due to the inclusion of the second neighbor interaction.
Fig. 2.4 compares the three equations of state for graphite with available
experimental data [25]. In calculating the curves for the Tersoff and Brenner
functions, only in-plane interaction is included; the calculated equations of
state are essentially for a single sheet of graphite. The universal binding
relation could not be used for graphite due to its anisotropic nature; therefore,
only the available experimental compressibility is plotted. None of the curves
calculated from the empirical potential functions match well the experimental
values. All three potential functions predict graphite to be much softer than
experimentally observed. The Takai function is closest to the experimental
data while the Brenner function shows the largest deviation.
2.2.2 Elastic constants at 0 K
Elastic constants are calculated from the stress-strain curve. The virial stress
is calculated as the system is appropriately strained. For N-particle system,
the internal stress tensor for the system can be calculated from the following
equation:
N N V (8)
• p~ = mvamvi__p - Xj (_-r) rijrijri
i j i r = rij
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where 2 is the system volume, m and v are mass and velocity of the particle i,
V is the interatomic potential, rij = r i -rj and a and P denote the Cartesian
components [26].
A typical stress-strain curve is shown in Fig. 2.5 when the diamond lattice is
uniaxially strained to compute C11 from the slope of the curve. Such calculation
is repeated for all three potential functions and for graphite and diamond.
Tables 2.2 and 2.3 list these values which are then compared with
experimental values. To calculate the shear elastic constant, C44, the
simulation cell is appropriately sheared and stresses are calculated. In doing
so, to account for the periodic boundary conditions, the sheared coordinate
system is transformed to orthogonal coordinate system.
As seen in the tables, the Tersoff function produces excellent values for elastic
constants for diamond while the result for graphite is not as good. C11 for
graphite is 14% larger than the experimental value and C12 is furthermore
negative. This result is expected since no other energy derivative except the
bulk modulus of diamond is incorporated into the potential function. The
negative C12 suggests that the Tersoff function considerably overestimates the
shear constant of graphite, C66 which can be expressed as (Cll-C12) / 2. In fact,
the Tersoff function predicts that the shear constant is nearly twice as high as
the experimental value. It appears that the Tersoff potential does not treat
angular forces for the trigonal bonds as accurately as it does for the tetrahedral
bonds.
The Takai potential does reproduce reasonable C 1 values for both graphite
and diamond; however the Takai function does not treat properly the angular
forces. C44 for diamond and C66 for graphite is 80% and 50% lower than the
experimental values, respectively. It is remarkable that the calculated elastic
constants agree at all with the experimental values considering that no
mechanical properties are used in fitting its parameters; instead, the potential
function is forced to satisfy the several mechanical stability conditions for both
diamond and graphite.
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Fig. 2.5 Typical stress-strain curve from which elastic constants can be calculated,
namely, C11 for diamond.using the Takai potential function. The crystal is uniformly
stretched in the x-direction and the resulting virial stresses are calculated.
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The Brenner function is the worst of all in reproducing elastic constants. The
function uses no potential energy derivative information in fitting its
parameters; consequently, the calculated elastic constants largely deviate from
the experimental ones and are unphysical.
Both the Takai and Tersoff function give acceptable elastic constants arising
from central forces although their treatment of angular (or shear) forces is
questionable. The bonds in covalent materials are, however, highly oriented
and resist shearing forces in a way that is extremely difficult to represent such
bonds with an empirical approach. Compounded with difficulty of treating
angular forces, an empirical potential function for carbon needs to consider
different bonding states available for carbon.The Brenner parameter can not
predict adequately mechanical properties of diamond and graphite as Brenner
did not include such information in parametrizing his potential function.
Takai TersoffI Brenner I  Experimental
C11 (GPa) 1160 1240 271 1060
C12 (GPa) 661 -243 328 180±20
Bulk Modulus - 2.33 - 2.8
(Mbar)
I. Both the Tersoff and Brenner function includes only the in-plane bonding; i.e.
interplanar contribution is not considered in calculating the elastic moduli.
TABLE 2.2 Elastic constants for graphite at 0 K.
Takai Tersoff BrennerI Experimental
C11 (GPa) 981 1070 145 1080
C 12 (GPa) 743 102 308 130
C44 (GPa) 111 656 11500 580
Bulk Modulus 4.26 - 5.45
(Mbar)
TABLE 2.3 Elastic constants for diamond at 0 K.
2.2.3 Cluster Calculation
Reproduction of the geometry and chemical bonding in finite clusters and
molecules represents a severe test for an empirical potential function whose
parameters are based upon the bulk properties of material because small
clusters and molecules have widely different bonding environment with large
surface/volume ratio.
Recently Halicioglu performed such calculation for carbon clusters, Cn (with n
< 6) using the three proposed potential functions and compared their
capabilities in reproducing various properties of small carbon clusters [27]. His
work is summarized in Table 2.4.
As can be seen in Table 2.4, the Tersoff parameters fail to reproduce the correct
shape and energies for any of the small clusters tested whereas the Brenner
parameters produced acceptable results for all clusters except for C5. Overall,
the result obtained from the Takai potential function is in excellent agreement
with the literature values.
The reason for failure of the Tersoff function stems from omission of any
information on linear bonds (sp hybridization) in fitting his parameters. Both
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Tersoff Brenner Takai Literature
Bind. -5.166 -6.325 -6.214 -6.21
Energy (eV)
C2 Bond Leng. 1.447 1.280 1.243 1.243
Structure bent linear linear linear
Bind. -10.33 -12.40 -12.82 -12.3--13.9
Energy (eV)
Bond Leng. 1.447 1.288 1.226 1.277-1.29
(A)
Structure tetrahe- linear linear linear,
dral rhombus
Bind. -15.5 -18.47 -19.44 -19.4, -19.0
C4 Energy (eV)
Bond Leng. - 1.288 1.225 1.306-1.330
(A), rl
Bond Leng. - 1.297 1.211 1.287-1.305
(A), r 2
Structure - linear linear linear
Bind. - -24.55 -26.06 -26.3--26.7
Energy (eV)
C5  Bond Leng. - 1.288 1.226 1.271-1.294
(A), r1
Bond Leng. - 1.297 1.210 1.275-1.287
(A), r 2
TABLE 2.4 Summary of carbon cluster calculation.
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the Brenner and Takai potential functions included properties of C2 in their
formulation; thus, both potential functions are able to reproduce all three
hybrid bonds: sp, sp2 and sp3 found in carbon polytypes and clusters.
Obviously the cluster calculation does not represent an ideal criterion to select
a suitable potential function for simulating bulk characteristics, but clusters
contain broken bonds and non-equilibrium atomic geometry, which are also
found in bulk materials. Therefore, accurate representation of small clusters
does embellish the fact that both the Brenner and Takai potential functions do
perform better in reproducing structural information in the whole spectrum of
carbon structures.
2.2.4 Summary
Fig. 2.6 contains histograms comparing each potential function. As can be seen
in Fig. 2.6, all three potential functions for carbon considered here are far from
being ideal. However, in studying the diamond structure the Tersoff function
is by far superior over the other two. The Tersoff potential function provides
accurate description of both mechanical and structural properties for sp 3
bonded crystals including accurate angular forces in diamond. Consequently,
the Tersoff function would be the obvious choice for diamond.
For the in-plane bonding in graphite, the Takai function appears to be a
reasonable choice; however, its long range undermines its usefulness for
simulating a large system. Furthermore, as will be demonstrated in the next
section, the Takai function fails to stabilize the graphite structure at a finite
temperature.
In comparing the Tersoffs potential function with the Brenner's, one is faced
with the shortcomings of the empirical potential approach. Given finite
number of fitting parameters for this formulation, the empirical potential
functions will realistically reproduce only properties that are included in fitting
the parameters. The potential functions will fail to predict reasonable behavior
Mechanical Properties
Brenner Takai Tersoff Tersoff Takai Brenner
Computational Efficiency
Brenner Tersoff Takai
Fig. 2.6 Histograms comparing the potential fucntions.
Structural Properties
of solids when used beyond their experimental input as evidenced by the
failure of the Brenner's function to provide reasonable mechanical properties,
and by the inability of the Tersoff s function to reproduce correct cluster
structures. To make the potential function more transferable, one is forced to
increase the empirical potential parameters for which, however, a unique
fitting is very difficult to realize [28].
Accepting the inherent shortcomings of the empirical approach, compromise is
made by choosing the Brenner function to study the in-plane bonding in
graphite. Although the Brenner potential function is unable to produce
reasonable mechanical properties of both diamond and graphite, the Brenner
function should give a better description of different types of carbon compared
to the Tersoff function. The Brenner function includes the linear carbon bond
information and, in addition, the Brenner function is based on the broader set
of structural properties of carbon. The use of the Brenner function ensures that
the potential function is quite transferable to different carbon polytypes
provided that its application is limited to the structure and energetics of
carbon.
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2.3 Interplanar Bonding in Graphite
In simulating graphite, one is faced with further difficulty due to its
anisotropic nature stemming from the strong covalent in-plane bonds and the
weak interplanar bonding. A schematic drawing of the electronic state of the
graphite bonding is shown in Fig. 2.7. While intra-atoms are tightly bonded -
interatomic distance of 1.42 A is one of the closest in nature - through sp2
hybridization, each graphene layer is loosely held together by interaction of P z
orbitals pointing normal to the plane. The differences in the nature of two
bonding impart graphite with high degree of anisotropy in mechanical,
thermal, and electronic properties. In fact, interatomic forces in the graphene
layer is approximately 100 times stronger than the interplanar forces.
Although the interplanar bonding is weak, it plays a crucial role by holding the
graphitic sheets intact in correct stacking sequence. It is essential in this
simulation to include the interplanar interaction because the planes will either
collapse on top of each other or drift apart at a finite temperature without the
interplanar bonding.
Both the Tersoff and Brenner functions fail to represent such interaction
because of their short range of interaction (2.1 A for Tersoff and 2.3 A for
Brenner). Meanwhile the Takai potential with its long range (4.5 A) is capable
of treating the interaction between planes. Shown in Fig. 2.8 (a) is the plot of
the potential energy as a function of the interplanar distance. The curve has
the minimum at 6.7137 A (6.7076 A experimentally) and a very shallow
potential shown in Fig. 2.8 (b) as expected.The other three independent elastic
moduli arising from the interplanar bonding are calculated for graphite and
are shown in Table 2.5. While C13 agrees well with the experimental value, the
value of C3 3 is very low and C4 4 is negative. The calculated C33 indicates the
Takai model of graphite will be soft in the c-direction, but the negative C4 4
suggests that the graphite structure may not be stable.
A system of 192 particles is employed to test the Takai potential function above
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distance in (a). (b) shows the potential well at a magnified scale.
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0 K. A MD simulation is performed at 10 K. 192 particles are arranged into four
graphite layers with periodic boundary conditions (PBC) applied to all three
directions. In all of the simulation runs, the equation of motion is integrated
using Beeman's second order method unless otherwise mentioned [30]. The
system is heated to 10 K by rescaling the velocity for 2000 time steps and the
properties are averaged in a microcanonical ensemble. Fig. 2.9 summarizes the
simulation result after the system is relaxed for 6000 time steps. As can be
seen, even after the long relaxation at this low temperature, the system never
fully attains the equilibrium. The mean square displacement (MSD) shown in
(c) of Fig. 2.9 does not plateau as expected for a solid; instead, it continuously
rises. The observed result is due to the rigid motion of individual graphite
plane with respect to each other as seen in (d) of Fig. 2.9. Fig. 2.9 (d) shows the
displacement of each atom in the basal plane from its initial position. The
displacement of atoms in each layer is clustered together as layers drift apart
from each other.
The drifting of the graphite planes is attributed to the lack of shear resistance
of the Takai potential function as evidenced by the negative C44 . Furthermore,
the Takai potential predicts the AA stacking to be more stable in contrary to
the experimental evidence [31]. When the graphite layers are stacked in AA
sequence, the binding energy per atom is -7.598 eV whereas the AB stacking
has -7.596 eV. However, even when the AA stacking is used as the initial
structure, the system still exhibits excessive shearing. It appears that the
Takai potential function is unable to stabilize the graphite structure.
As an alternative to the Takai function, the interlayer potential function
suggested by Oh and Johnson [20] is combined with the Brenner potential
function to model three-dimensional graphite. The interlayer function is shown
below.
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where rp is the equilibrium interlayer distance, and A = -0.224009 eV, B =
0.1942923 eV, and y = 7.1106. A, B, and y are determined by fitting the function
to C33 and (0001) surface energy of graphite. The interlayer function is
confined to the interaction between atoms with its out-of-plane neighbors in
the adjacent plane. The two-body potential function also has a lower cutoff
between third and fourth nearest neighbor. In implementing the combined
potential function, each atom has to be labeled with its layer number to
distinguish the in-plane neighbors from the out-of-plane neighbors.
Fig. 2.10 shows the contribution of the interplanar potential function to the
total potential energy of the graphite structure as the interplanar distance is
varied. The potential curve has a shallow well although slightly deeper than
that of the Takai potential function. The curve also indicates that the potential
energy decreases markedly when the interplanar distance becomes smaller
than 2.9 A. This feature of the potential function can lead to a serious problem
because the structure will eventually collapse if the graphitic planes are
compressed beyond 2.9 A. Although the in-plane potential function with the
cutoff range of 2.3 A should apply repulsive force if the layers are too close to
each other, the repulsive force is apparently insufficient to offset the drop in
the interplanar potential energy beyond 2.9 A. Hence, the interplanar function
places a limit on compressing and heating the graphite structure.
Figs. 2.11 and Fig. 2.12 summarize the simulation carried out at 300 K and
1000 K, respectively. Equally distributed in six layers with periodic boundary
conditions applied to all three directions, 384 atoms are heated to 300 K for
5000 time steps and equilibrated for another 5000 time steps in a (NVE)
ensemble. Figs. 2.11 (a) and (b) show the temperature and potential energy
while the system remains at an equilibrium. As can be seen in Fig. 2.10 (c), the
mean square displacement becomes stable as the oscillation of graphene layers
away from the perfect stacking sequence settles down. The radial distribution
function in Fig. 2.11 (d) indicates that atoms in each layer mostly remain in
their perfect lattice sites; however, each layer oscillates as a whole so that the
peak at the nearest interlayer distance (3.35 A) disappears completely and the
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Fig. 2.10 Plot of interplanar potential energy as a function of interlayer distance
for Oh and Johnson's pair potential function.
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second nearest interlayer distance peak (3.62 A) is hardly distinguishable. On
the other hand, the peaks corresponding to the in-plane interatomic distance
(1st through 4th peaks) remain somewhat broadened when the crystal is
heated to 300 K.
The graphite structure is further tested at 1000 K. The simulation cell contains
768 particles in twelve layers. The periodic boundary condition normal to the
basal plane is removed in order to see whether the structure would collapse due
to the artifact of the pair potential as mentioned above. Figs. 2.12 (a) and (b)
again show the temperature and potential energy of the system which indicate
that the system is stable at 1000 K. Time-averaged atomic positions in Fig. 2.12
(c) clearly prove that the graphite structure is stable at 1000 K even with (0001)
free surfaces. The thermal fluctuation at 1000 K is not sufficient to bring the
basal planes closer than 2.9 A; hence, the pair potential is able to maintain the
crystal stable at a finite temperature (see Fig. 2.11 (c)) unlike the Takai
potential function (see Fig. 2.10 (c)) as demonstrated. However, at
temperatures higher than 1000 K the graphene layers will eventually curl up
severely altering the structure [32]. As one can notice in the MSD plot in Fig.
2.11 (d), the pair potential function also fails to keep the layers from shearing
away from each other at this temperature and the MSD grows continuously at
1000 K due to the rigid motion of each basal plane. This could be either
inherent to the graphite crystal since C44 is two orders of magnitude smaller
than C11 or could be artificial brought about by combined effects of boundary
conditions and the small system size.
Elastic constants corresponding to the interlayer interaction at 0 K are also
calculated for the combined potential function and listed in Table 2.5. The C13
is only 20% of the experimental value while C44 is well overestimated. Error in
C44 is due to the inability of the pair potential energy to account for the shear
forces and the fact that C13 = C44 is necessarily true for pair potential
functions.
Takai Oh & Johnson Experimental
C13 (GPa) 15.5 2.81 15±5.0
C33 (GPa) 11.0 38.6 36.5±10
C44 (GPa) -0.987 i 2.82 0.18-0.35
TABLE 2.5 Elastic constants for graphite at 0 K.
To include the interplanar interaction in graphite and to keep the structure
stable at a finite temperature, the Brenner potential function is modified by
adding a pair potential function to the energy expression to account for the
interlayer bonding. The combined graphite potential function maintains the
stable graphite structure at a finite temperature; however, excessive
displacement of atoms in the c-direction needs to be avoided to prevent the
structure from collapsing.
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Chapter 3. Atomistic Simulation of Amorphous
Carbon
In this chapter, we will investigate amorphous carbon structures using an
empirical potential function. Simulation study of amorphous carbon is critical
to ensure that a realistic a-C/graphite interface computer model (considered in
Chapter 4) is produced. In addition, amorphous carbon has been receiving
increasing attention in materials research due to its extraordinary properties.
The first section deals with formation of the computer-generated amorphous
carbon through MD simulation while the next sections are concerned with
structures and properties of liquid carbon and amorphous carbon.
3.1 Introduction
Due to the rising interest in diamondlike amorphous carbon (a-C) as coating
material, much research has been carried out on a-C through both
experimental means and atomistic simulation.
For the experimental work, Robertson has done a thorough review on the
recent progress on a-C [1]. Solid noncrystalline forms of carbon can be typically
divided into two structural groups: low density amorphous carbon covering
soots, carbon fibers, glassy carbons and evaporated amorphous carbon, and so-
called diamondlike or tetrahedral amorphous carbon produced by a range of
new preparation methods such as plasma-deposition, sputtering, magnetron
sputtering, ion plating, and laser plasma deposition. Depending on the
preparation method used, the amorphous carbon could contain varying
amounts of hydrogen to form the hydrogenated form of amorphous carbon (a-
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C:H). The low density amorphous carbon has density that ranges from 1 g/cm 3
to graphitic density of 2.27 g/cm3 .Its chemical bonds are usually dominated by
sp 2 hybridization. Unlike sp 2 amorphous carbon, diamondlike amorphous
carbon has high sp 3 bond concentration and has properties similar to those of
diamond - its density is close to that of diamond and it is mechanically hard and
chemically inert.
Due to difficulties and inherent uncertainties involved in studying the
disordered structures, a number of investigators have carried out atomistic
simulation study on both the liquid and amorphous carbon using first-
principles molecular dynamics method [2] [3], tight-binding approximation [4],
and empirical potential function [5]- [7]. In addition, a semi-empirical density
functional approach has been employed to model a-C and a-C:H [8][9]. Brenner
also proposed an empirical potential function capable of modelling
hydrocarbons and a-C:H by modifying the Tersoff function [10].
3.2 Procedure for Modelling a-C
In modelling a-C in this work, the Tersoff function is chosen since the bond-
order expression on which the potential function is based appears to be
reasonably transferable as discussed in the previous chapter. The potential
function was also used by several investigators including Tersoff to model a-C
structures and has been shown to give satisfactory description of the structure
[5]-[7].
Tersoff was able to produce amorphous carbon by condensing the vapor and by
quenching the melt to 300 K and relaxing the resulting structures through
Monte Carlo simulation [5]. Kelires extended the work by quenching the melt
under different pressures using continuous-space Monte Carlo algorithm [6].
He was able to generate two distinctively different amorphous structures
corresponding to the two experimentally found amorphous structures.
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In this work, it is decided that a-C will be produced by using Tersoffs function
by heating and melting the diamond structure and quenching the melt
subsequently. Another potential way of producing an amorphous structure
would be through pressure-induced solid state amorphization. Recently it is
shown both experimentally and through MD simulation, that a crystalline
solid can be amorphized through applying high pressure [11],[12]. Many
carbon materials transform under high pressure into diamondlike phase and
graphite was shown to undergo a similar phase transition with shock-induced
compression [13]. At much higher pressures, bc81 structure is believed to the
stable phase rather than the amorphous phase [14].
3.3 Structure of Liquid Carbon
To melt the diamond structure, a MD cell of 480 particles in a
rectangularpiped cell (5 x 4 x 3 unit cells) is employed. The crystal is heated
in 1000 K interval in (NVT) ensemble by rescaling the velocity of the
particles for 10000 steps. After equilibration of 10000 steps, the property
calculation is done in (NVE) ensemble. The cell volume is adjusted at every
increase in temperature to maintain nearly zero pressure on the system.
Fig. 3.1 shows the potential energy of the system during the heating. A
discontinuity is noticed in the potential energy curve between 6000 K and
7000 K signaling a phase transformation. The calculated volumetric
thermal expansion shown in Fig. 3.2 (a) also indicates the sharp rise in
volume of the cell as the structure is melted. Fig. 3.2 (b) compares the
calculated volumetric thermal expansion with the experimental data [15];
the deviation of the theoretical values are largely due to overestimation of
the melting point by the Tersoff potential function. Fig. 3.3 shows the mean
square displacement (MSD)of atoms from their lattice positions as a
I. The bc8 structure is described by space group Ia3 (No. 206) with 16 atoms in the unit
cell. The name 'bc8' arises from its having 8 atoms per primitive cell of the body-cen-
tered cubic lattice.
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function of simulation time steps (a) at 6000 K and (b) 7000 K. At 6000 K as the
atoms still vibrate about their lattice positions, the MSD eventually reaches an
equilibrium whereas at 7000 K the MSD increases continuously as liquid is
formed. Shown in Fig. 3.4 are the radial distribution functions, (a) at 6000 K
before melting, (b) at 7000 K after melting. The RDF's clearly demonstrate the
phase transformation occurring between 6000 K and 7000 K. At 6000 K,
although the peaks are broadened due to the thermal fluctuation, the long-
range order in the diamond cubic lattice is retained. After the lattice is melted,
the long-range ordering no longer exists. The calculated melting point of
diamond is rather high compared to the experimental one since recent study of
high-power laser irradiation on the graphite surface show that carbon
undergoes a solid/liquid transformation at -4300 K [16].
The RDF of the melt at 7000 K also compares well with that obtained from the
first-principle calculation by Galli et al. [2]. The resulting melt is further
heated to 8000 K and maintained for 30000 time steps to remove any residual
crystallinity in the system. Structural properties of the thus-formed liquid
carbon are calculated and compared with those predicted at 5000 K by the first-
principle calculation, which is summarized in Table 3.1.
As can be seen in Table 3.1, there is a large difference in the first-neighbor
distance; i. e., the Tersoff function predicts the first-neighbor distance to be 6%
higher than that of the ab initio calculation. The discrepancy can be attributed
to inability of the Tersoff function to accurately represent twofold coordinated
atoms. As shown in Table 2.4, for the Tersoff function the bond length of C2 is
1.447 A compared to the literature value of 1.243 A while Galli et al. showed
from the analysis of partial RDF that the average bond distance of twofold
coordinated atoms in their liquid carbon is 1.35 A at 5000 K. With substantial
amount of sp bonds present in the Tersoff liquid carbon, the large sp bond
length predicted by the Tersofffunction should raise the average first-neighbor
distance despite the smaller density of Tersoffs liquid carbon.
In contrary to the first-neighbor distance, the second-neighbor distance
given by the Tersoff function is somewhat smaller than that predicted by
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Fig. 3.4 Plot of the radial distribution function of the diamond lattice (a) at 6000 K
and (b) at 7000 K.
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interaction of threefold coordinated atoms. Because of the lower density of
Tersoffs liquid carbon, sp 3 bonds which is the major constituent of the
liquid structure should have shorter bond length. The shorter sp 3 bond
length of the liquid carbon explains the smaller second-neighbor distance
given by the Tersoff function.
Except the abnormally large first-neighbor distance due to overestimation of
sp linear bond length, the Tersoff function produces qualitatively reasonable
description of the liquid structure, which renders further credibility to
transferability of the bond-order expression.
Tersoff I ab initio [2]
T melt (K) 6000-7000 -4500
density (g/cm 3) 1.45 2
rl (A) 1.52 1.44
r2 (A) 2.67 2.74
coord. number I  2.8 2.9
sp content (%) 28 32
sp content (%) 67 52
I. The coordination number here is defined as a
number of neighbors within the first minimum in
the RDF.
TABLE 3.1 Comparison of liquid carbon structure
3.4 Structure of a-C
To create an amorphous structure, the melt is subsequently quenched rapidly
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to room temperature. The system is held for 4000 time steps (which is
equivalent to 0.4 picoseconds) for every 1000 K drop in temperature to form an
amorphous structure. By maintaining the system at different pressures during
quenching, two different a-C structures are produced. Fig. 3.1 indicates the
potential energy of the system during quenching.
At the low pressure, 5 Kbar, a graphitelike amorphous structure is formed with
density close to that of graphite. Its average coordination number is nearly
three. The low pressure amorphous phase closely resembles the typical sp2
amorphous carbon produced by evaporation. Meanwhile at a relatively high
pressure, 1 Mbar, a diamondlike structure is found. Its density and
coordination number are similar to those in diamond. In fact, while the low
pressure phase contains only 7.7% of fourfold coordinated atoms, in the high
pressure phase, nearly half of the atoms are fourfold coordinated. Table 3.2
summarizes the various structural data of the two amorphous structures and
compares them with experimentally produced a-C's. The rf-sputtered a-C
represents typical sp 2 dominated structure while a-C grown by Mass Selected
Ion Beam (MSIB) deposition is diamondlike. Table 3.2 also lists properties of
graphite and diamond for comparison. Agreement of properties of the two
structures produced through MD simulation with experimental data is quite
good except that the high-pressure a-C has much lower sp 3 bond content for the
same density. Even after considering the experimental uncertainty in
estimating the bond content, which may be as high as 25%, Tersoffs a-C has
much a lower value than the experimental a-C does. Also listed in Table 3.2 are
bulk moduli, B for the two amorphous phases, which are quite different as the
low pressure phase is much softer than the high pressure one, consistent with
the experimental observation. Hence, the compressibility can be used as a
criterion to distinguish the two structures.
The RDF's for both a-C structures are included in Fig. 3.5. The RDF's are
identical to the ones calculated by Kelires using the Monte Carlo method and
the same potential function [6]. In comparing the two RDF's, a noticeable drop
in the ratio of the amplitudes of the first to the second peak in the high-
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Fig. 3.5 Radial distribution function of the two a-C structures at 300 K.
70
6
pressure a-C is consistent with the increasing number of first neighbors in the
high-pressure a-C.
0.5 Kbar rf-sputter 1 Mbar MSIB Graphite Diamond
Properties a-C [17] a-C [18]
rl (A) 1.46 1.46 1.52 1.53 1.46 1.54
r2 (A) 2.52 2.49 2.53 2.52 2.53 2.52
Coord. 2.96 3.34 3.53 3.9 3.0 4.0
number
Density (g/ 2.08 2.44 3.11 3.0 2.27 3.51
cm3
.... .... ............ " -.......................  ..   .......
sp 3 content 7.7% 10-30% 52% 1 -90% 0% 100%
E (eV/atom) -6.69 - -6.71 - -7.37 -7.35
B (Mbar) 2.2 - 4.7 - 2.8 4.4
TABLE 3.2 Comparison of calculated and experimental properties of a-C
RDF of the low pressure phase as shown in Fig. 3.5 has been compared with
the neutron diffraction result of rf-sputtered a-C by Li and Lannin [17]. The
experimental RDF matches well with the calculated one except the slightly
shifted second neighbor peak found in the simulated RDF. In spite of
satisfactory agreement of the positions of the first peaks in the RDF's, the
agreement must be regarded with some caution [7]. The first peak position
arises from superimposition of bond length distributions of sp, sp2 and sp 3 bond
types. The Tersoff's low density amorphous phase may have same relative
amounts of each bond type, but the length of each bond type may be
significantly different from that of the sputtered a-C. In fact, the Tersoffs low
density a-C contains 12% of atoms which are twofold coordinated when ab
initio calculation by Galli et al. found no twofold coordinated atoms at all in
their a-C. Furthermore, no conclusive experimental evidence for existence of sp
bonds in the low density a-C network has been documented. However, an
empirical tight binding model of a-C developed by Wang et al. showed that a-C
has 12% twofold site at density of 2.2 g/cm 3 [4]. Whether actual a-C structure
at this density contains significant amount of sp bonds or not, the Tersoffs
empirical a-C model may not give accurate description of the low density a-C
due to its inaccurate representation of sp bond and, even more importantly, its
inability to treat n bond. The n bond plays an important role in a-C, especially
for the low density structure where a-C is essentially composed of sp2 bonds.
All atoms with sp 2 bonds have delocalized n electrons which give rise to the
anisotropic properties observed in graphite. In the Tersoff's model, however,
which is unable to account for the n interaction, all sp 2 atoms 'feel' the n
electron cloud leading to the artificial graphite-like energy gain [7]. Over-
abundance ofsp 2 bonds at 3.11 g/cm 3 in the Tersoffs a-C compared to the MSIB
deposited a-C as seen in Table 3.2 can be attributed to lack of R bonds in the
simulated model and resulting preference for sp 2 to sp3 bonds.
Nevertheless, the general agreement of the Tersoffs model with the
experimental data can not be considered to be entirely fortuitous. As will be
further demonstrated, the Tersoffs function gives satisfactory description of
the a-C structures both qualitatively and quantitatively in spite of its
overbinding problem. Proper treatment of n electrons from under-coordinated
atoms is an extremely difficult task within an empirical framework. The
Haggie's potential function mentioned in Chapter 2 and the extended version
of Brenner's function [10] represent attempt to resolve the problem, but both
models are not easy to implement and require considerable computing efforts;
hence, their applications have not been extended beyond crystalline structures
including defects. It appears that the Tersoff function still is the best model for
a-C in overall.
Two RDF's in Fig. 3.5 appear similar to each other despite the structural
differences, but the bond angle distribution shown in Fig. 3.6 clearly
differentiates the two structures. The low pressure phase dominated by sp 2
bonding has a narrow peak around 120 0 while the high pressure phase with
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Fig. 3.6 Bond angle distribution of the two a-C structures at 300 K.
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roughly equal amount of sp 3 bond content has its peak shifted to the lower end
and spread out between 110 ° and 120 O. The width of the bond angle
distribution for the high density a-C suggests severe angular distortion. The
binding energy distribution is also shown in Fig. 3.7. Distribution of the
binding energy for the high pressure structure has its peak slightly higher than
the low pressure phase does since the equilibrium binding energy of sp3 is
higher than that of sp 2 . The tail in the distribution for the high pressure a-C is
partially due to the presence of 5-coordinated atoms in the a-C. Stretched
bonds as evidenced by the tail of the first peak in the RDF of Fig. 3.5 and
angular distortion seen in Fig. 3.6 also contribute to the high energy tail in the
distribution of the high pressure a-C. It has actually been shown that the high-
pressure a-C is not stable at an elevated temperature and will convert to the
low-pressure phase when annealed above 1000 K [6]. Distribution of the low
pressure phase has a secondary peak as the a-C at this density contains 12% of
twofold coordinated atoms as previously discussed.
3.5 Selection of Potential Function
In our simulation of the a-C/graphite interface (see next chapter), the low-
pressure structure dominated by sp 2 bonding is used partly because its final
cell size matches well with that of graphite. Furthermore, in spite of recent
interest in diamondlike a-C as a wear-resistant coating material, most of a-C
structures encountered in materials systems involving carbon consist of the
low density a-C. The low density a-C is also closer to typical a-C found in
carbon-carbon composite materials.
Since it has been decided that the Brenner's parameter is to used for the
graphite crystal in the MD simulation of the a-C/graphite interface, in order to
avoid using two different potential functions for the system and subsequent
cross-interaction problems at the interface, the Brenner parameters were
substituted for the a-C structure even though the Tersoff parameters were
0
-7.5 -7 -6.5 -6 -5.5 -5 -4.5
Potential Energy (eV/atom)
Fig. 3.7 Binding energy distribution for the two a-C structures at 300 K.
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used to generate the structure. After the substitution, the a-C cell is relaxed
and properties are calculated. Comparison of the RDF and calculated
properties of a-C with the Brenner's parameters substituted with those of the
original Tersoffs structure are included in Fig. 3.8 and Table 3.3, respectively.
The RDF's and calculated properties in Table 3.3 suggest that the change of
fitting parameters does not appear to affect the structure of a-C at 300 K except
for small increase in density which is expected since the equilibrium
interatomic distance for graphite predicted by the Brenner parameters is 1.38
A compared to 1.46 A for the Tersoff parameter. There is also decrease in the
second neighbor distance due to the larger cutoff found in the Brenner
parameter as seen in Fig. 3.8.
Fig. 3.9 (a) shows the interatomic angle distribution for the Brenner function.
At first, width of the distribution and secondary peaks indicate high angular
distortion among its a-C network, but the abnormal distribution is due to the
second neighbor interaction. Because of the longer cutoff distance, many atoms
other than the first neighbor lie within the range of the potential function.
Although the second neighbor interaction is relatively weak, angles between
them are included in calculation of the distribution. Shown in Fig. 3.9 (b) is the
angular distribution averaged over just several time steps with the second
neighbors removed. The distribution for the Brenner's a-C now becomes much
sharper. With longer time-averaging, the angular distribution for the
Brenner's a-C should look similar to that of the Tersoffs.
The first peak in the binding energy distribution of the Brenner's a-C shown in
Fig. 3.10 is higher and narrower than the Tersoffs a-C, which points to sp2 and
sp 3 bonding configurations in the Brenner's a-C that are closer to the
equilibrium. In addition, the secondary peak due to the twofold coordinated
atoms is shifted down compared to the Tersoffs as the Brenner function
correctly predicts the bond energy of C2 to be -6.3 eV when the Tersoff function
gives -5.2 eV.
The Brenner's parameter seems to represent a-C fairly well. The Brenner
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Fig. 3.8 Radial distribution function of the Brenner's a-C at 300 K in comparison
with that of the Tersoff's a-C at 5 kbar.
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function may even do a better treatment of the a-C network than the Tersoff
function does since sp bonding is correctly reproduced by the Brenner function.
Moreover, the Brenner parameters keep the a-C structure stable when the
periodic boundary conditions are removed while the Tersoff parameters fail to
do so; therefore, the change of the parameters is well justified by the gained
simplification of using one set of parameters for the whole system, i. e., a-C/
graphite interface.
TABLE 3.3 Comparison of calculated
a-C.
properties of the Tersoff s and Brenner's
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Properties Tersoff Brenner
r 1 (A) 1.46 1.40
r 2 (A) 2.52 2.29
Coord. number 2.96 2.87
Density (g/cm 3) 2.08 2.29
sp content (%) 12 10
sp 3 content (%) 7.7 8.1
E (eV/atom) -6.69 -7.02
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Chapter 4. Amorphous Carbon/Graphite
Interface
In this chapter, we have attempted to create and study a-C/graphite interface
using the empirical potential function and to compare structure and properties
of the resulting interface with the experimental observations. In the first
section, the computer-modelling of the interface is discussed while the second
section deals with the experimental study of the interface. Finally, structure
and properties of the computer-generated interface are compared with the
experimental data.
4.1 Atomistic Simulation
4.1.1 Introduction
In simulating crystalline grain boundaries, initial atomic coordinates for the
interfacial structure are either provided by experimental means or
hypothesized based upon energy-minimization calculation on several proposed
structures constrained by the crystal geometry. Alternatively, one can do ab
initio calculation without any prior experimental input as done by Tarnow et
al. [1], but such task takes enormous amount of computing time and the
application is still limited to a small system. For a heterophase interface such
as amorphous/crystalline or liquid/solid interfaces, there exists no comparable
structural data on the initial structure because of the limitations on the
experimental tools and lack of reliable models due to the inherent statistical
nature of the structure. Therefore, one has to either arbitrarily build the
interface while incorporating the available information or generate the
interface through simulation.
One way to create such interface is to hand-build the interface. Popescu
constructed the interface between two amorphous domains by manually
interconnecting the two amorphous domains and relaxing the resulting
structure using a Monte-Carlo procedure [2].
However, in most of the computer-generated interfaces involving an
amorphous phase, the melting/quenching method is used. Using an empirical
potential function, Erko et al. generated the thin layer of amorphous Si films
on crystalline Si substrates in order to investigate the local atomic structure of
the amorphous Si at the amorphous Si/crystalline Si interface [3]. To produce
the interface, they partially melted a thin region at the free surface by heating
it above 1900 K while atoms at the other end of the crystal are constrained to
their lattice positions. Then the system is quenched in one step and
equilibrated. Broughton and Abraham to study Si(111)-melt interface in
crystal growth employed similar approach to create the interface using
Stillinger-Weber potential function. They were able to observe the liquid front
to propagate through the crystal. The generated liquid/solid interface was
maintained around the triple point and quenched for further analysis [4].
Initially, the same method is employed in this study to simulate the amorphous
carbon (a-C)/ diamond interface to develop the methodology of construction of
amorphous/crystalline interfaces. The diamond crystal is melted by heating
the crystal above 6000 K as discussed in the preceding section and then the
melt at 8000 K is placed adjacent to (100) face of the diamond crystal. Since the
melt is lager in volume, in order to apply the PBC, the crystal cell has to be
expanded to match the cell size of the melt. Fig. 4.1 shows the snapshots of the
particle positions while temperature of the liquid carbon is held at 8000 K with
the diamond crystal frozen. Unlike the Si(111)-melt interface, a stable liquid
front could not be maintained in the case of diamond/liquid carbon interface.
Because the particles in the melt are highly energetic due to the high melting
temperature of diamond with the crystal side stretched to match the
simulation cell volume, the particles can quickly penetrate the crystal
1F'ig. 4.1 Snapshots of liquid carbon/diamond interface at 8000 K after (a) 2 time
steps, (b) 10000 time steps and (c) 20000 time steps. 'Hot' atoms (shaded) from
molten carbon diffuse rapidly through the diamond crystal.
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occupying the interstitial sites as shown in Fig. 4.1. In this simulation
experiment, an attempt was made to minimize the diffusion of particles by
immediately freezing the liquid carbon/diamond interface at 8000 K. However,
several atoms still penetrate deep into the crystal during quenching and
become trapped inside the crystal (see Fig. 4.1).
Tang studied a possibility of constructing the amorphous/crystalline silicon
carbide interface using the same method. She prevented the diffusion of atoms
during quenching by reflecting back the particles that crossed the interface.
This approach also failed to produce a stable interface [5]. It appears that the
melt/quench method is inappropriate to carbon interfaces due to its high
melting temperature although the failure could be also due to the limitation of
the Tersoffs potential function. Even if the interface is somehow generated
through this method, the final structure will be very much dependent on the
simulation conditions such as the quenching rate, the initial and final
temperature, and the system size.
For better control of the interface formation process, a different approach is
employed. Two halves of the bulk a-C and the crystal are physically
compressed to produce the a-C/crystalline interface. Harrison et al. compressed
two diamond (111) surfaces at 300 K and demonstrated that adhesion of two
surfaces can be achieved with pressure alone [6]. Success of applying such
method to formation of a-C/crystalline interface will depend on whether the
interfacial area is statistically large enough to represent the distribution of the
typical structural features found at the interface.
4.1.2 Interface Construction
In this effort to construct the a-C/graphite interface, atoms in the graphite
structure are equally divided into six layers and the crystal is terminated in the
x-direction to expose (1120) surface referred as 'arm-chair' orientation which is
one of the preferred orientations for chemical bonding [7]. The graphite crystal
with free surfaces is relaxed at 300 K before being placed next to a-C at a
distance close to the cutoff of the potential function so that carbon atoms in a-
C barely interact with the graphite layers as shown schematically in Fig. 4.2.
The a-C cell needs to be adjusted slightly in the two directions normal to the
interface to match the two cell sizes in order to apply periodic boundary
conditions (PBC). In the direction parallel to the interface, PBC can not be
applied since the boundary condition will necessarily generate an extra mirror-
image of the a-C/graphite interface at the end of the cell. Thus-generated two
interfaces could influence each other and cause unwanted stresses hindering
full relaxation of the interface. Furthermore, the additional interface coupled
through PBC prevents free translation of each side relative to each other [8].
Therefore, in the x-direction, the a-C end of the cell is left free to allow any
deformation and volume changes that may incur in the interfacial region
during formation of the interface. The surface layer in the graphite end of the
cell is held frozen to constrain the system while the two parts are compressed.
The graphite crystal and a-C are gradually brought together by decreasing the
gap, 8, between them. 6 is decreased by 0.1 A after the system is allowed to
relax for 5000 time steps. It is essential to maintain the graphene layers close
to 0 K in bringing the two sides together as the interface heats up during
compression. Any out-of-plane atomic displacement at the ends of the graphitic
planes due to the newly created kinetic energy tends to be magnified because
the atoms are not well restrained in the direction normal to the basal plane.
Due to its planar structure, the neighboring atoms can not provide much
restoring force for the displaced atom; instead, the neighboring atoms respond
by moving collectively to 'pucker' the whole plane to nonplanar configuration.
Such 'puckering' of the graphene layer is well demonstrated by Robertson et al.
who studied curling-up of a graphite ribbon using a slightly different form of
the Brenner's potential function [9]. To prevent excessive deformation of the
graphitic planes at the interface, the system is nearly kept at 0 K by coupling
to a constant heat bath which can be set to cause a minimal disturbance of the
system [10].
As the graphite part is moved, bonding at the interface increases, which leads
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Fig. 4.2 Schematic drawing of the simulation cell to illustrate the boundary
conditions and orientation of the crystal. During the formation of the interface, the
gap shown as 8 is decreased by 0.1 A at every 5000 steps.
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to the gradual drop in potential energy of the system as shown in Fig. 4.3. The
decrease in the potential energy is monitored to prevent unnecessary
compression of the interface beyond the stable configuration. In Fig. 4.4, the
simulation cell size parallel to the interface indicates the accompanying
decrease in the cell volume due to formation of bonds across the interface.
Finally, after the graphite side is sufficiently close to a-C - when there is
negligible decrease of potential energy with further compression - the system
is heated to 500 K to promote formation of additional bonds across the interface
by imparting kinetic energy to atoms with dangling bonds existing at the
interface. The choice of a low annealing temperature has been dictated by the
limitation of the potential function used in the interface construction. One can,
however, expect that the number of uncoordinated atoms at the interface will
decrease with increasing annealing temperature through further bending of
graphite planes. This process will continue until a phase transformation
intervenes.
4.1.3 Results and Discussion
Shown in Fig. 4.5 are the time-averaged atomic positions of the a-C/graphite
interface formed. The graphite layer is quite flexible in the x-direction to
accommodate the bonding at the interface as seen in (b) of Fig. 4.5, which leads
to distortion of the layers up to -6 A deep into the crystal.
However, the hexagonal net in the x-y plane is well maintained except for the
atoms adjacent to the interface (see Fig. 4.5 (c)). Curling of the graphene sheets
is minimized in this simulation by extracting the kinetic energy from the
layers. If the interface temperature were not controlled through heat
extraction or two structures were fused without gradual approach, the rise in
kinetic energy would lead to more pronounced bending of the graphite edges
and increased deformation in the basal plane, and possible amorphization of
graphite atoms at the interface.
Shown in Fig. 4.6 (a) is the potential energy profile across the interface after
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Fig. 4.3 Time-averaged potential energy of the system during interface
formation is shown while the graphite cell is translated by 0.1 A at every 5000 time
steps. The final state after heating to 500 K and quenching is represented by the
filled dot.
90
7
7
._ _ I I I_ I I I I
- .- I I I I I I I I
n2
324
322
E
- 320
C
0
O 318
I 316
8 314N
N 312
310
308
0nn
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
a (A)
Fig. 4.4 Simulation cell size in x-direction during interface formation is shown
while the graphite cell is translated by 0.1 A at every 5000 time steps. The
simulation cell undergoes volume change as the interface is created. The final
state after heating to 500 K and quenching is represented by the filled dot.
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Fig. 4.5 Time-averaged atomic positions at the a-C / graphite interface. (a) and
(b) show X-Y and X-Z projection of the cell, respectively. (c) is the averaged
atomic positions for a graphene layer from the graphite cell, showing deformation
of the hexagonal net near the interface.
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Fig. 4.5 Continued.
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Fig. 4.6 (a) time-averaged potential energy profile and (b) time-averaged co(
number profile across a-C/graphite interface are shown. Shaded atoms represt
graphite side of the simulation cell.
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the final heating and cooling, which shows a flat profile in the graphite side and
sudden rise in the potential energy at the interface. The peak at the interface
is due to the under-coordinated atoms in both the graphite and a-C sides as also
shown in Fig. 4.6 (b).
Because of the large interplanar spacing of 3.5 A between two basal planes in
graphite compared to the first neighbor distance of 1.4 A in a-C, the atoms
available for bonding in the graphite side are not uniformly distributed on the
(1120) surface; they are spatially confined along the edges of the graphene
layers, which prevents uniform formation of bonds across the interface and
leaves unsatisfied bonds at both sides. When the interface is heated to a finite
temperature, the atoms in the graphite side with unsatisfied bonds, which are
therefore more energetic cause the bending of graphene sheets as mentioned
above. The bending can allow further formation of bonds as seen in Fig. 4.3
when the final cell size and potential energy is considerably lowered after
heating to 500 K although we still find that 24% of the atoms in the interfacial
region in both a-C and graphite remained unbonded to each other.
Consequently, the large mismatch in the structure unique to the graphite
system results in weak coupling of the a-C with graphite. One would expect
such interface to have a high susceptibility to chemical attack and a low
strength with respect to the bulk and the fracture is most likely to occur along
the interface under stresses normal to the interface because of the
comparatively large population of the dangling bonds at the interface.
To study structural changes at the interface in detail, the distribution of
binding energy is plotted in Fig. 4.7 before and after the formation of the
interface. Both graphite and a-C sides before the formation of the interface
show partitioning of the distribution due to the bulk atoms at the stable energy
level and surface atoms at the higher energy level. After the interface is
formed, there appears atoms with binding energies in the middle of the two
peaks, that range from -7.3 eV to -6.3 eV arising from new bonds coupling the
a-C to the graphite.
The a-C atoms at the interface bonded to graphite are classified according to
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Fig. 4.7 Binding energy distributions for graphite and a-C are shown. (a) and (b)
represent the respective distributions before and after the interface is formed. (b)
shows that new types of bonds with different binding energy are formed at the
interface. The inset in (b) for graphite shows the magnified portion of the lower
range in the distribution.
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their coordination number and binding energy in Table 4.1. Fig. 4.8 shows
typical atomic configurations found in Table 4.1. As seen, most of the connected
atoms at the interface are threefold coordinated and their binding energies fall
within a narrow range. They have nearly planar structure (sum of 3 angles
shown is -360 °) with interatomic angle close to 120 °. There are less stable
threefold coordinated configurations which retain the planar structure but one
of the interatomic angles is substantially larger than 120 °, which leads to the
higher binding energy. There are also atoms that are located between the
graphitic planes and bridge two graphitic planes. Although small amount of
this type of bonding is present at the interface, such bonding will probably take
an important part in determining the mechanical response of the interface
since they mechanically link two layers with strong sp 2 bonding. In addition,
several fourfold coordinated atoms are present with nearly tetrahedral
structure.
It appears that in the a-C/graphite interface formed under controlled
conditions, the equilibrium configuration is closely maintained in contrast to
the crystalline/crystalline interfaces where often new structure is found in
Atoms Number of Average Standard
Coord. bonded bonds Binding Deviation of
Number with present at Energy Binding
graphite the interface (eV) Energy (eV)
14 -7.2238 0.0509
3 1 4 -6.8258 0.2479
3 2 3 -7.2213 0.1498
4 ! 1 5 -7.1307 0.0516
2 1 1 -5.9487 -
6 1 1 -7.1912
TABLE 4.1 Classification of atoms in a-C side bonded to graphite at the
interface
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Fig. 4.8 Typical atomic configurations of a-C atoms bonded to graphite found in
table 3 are drawn in the figure. Shaded atoms represent the graphite atoms.
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order to accommodate the lattice mismatch. Although the graphitic layers
appears deform mostly to account for the interfacial strain because of the weak
interplanar bonding, one suspect that there exist corresponding structural
changes also occurring in a-C due to formation of the interface. It will be
difficult to detect and visualize such changes in the amorphous structure;
however, detailed topological analysis of the a-C structure first developed by
Marians and Hobbs for silica [11], [12] may bring out subtle structural changes
that are produced by the presence of the interface.
4.2 Experiment
4.2.1 Bimaterial Synthesis
The carbon bimaterial consisting of crystalline and amorphous carbon is
prepared for subsequent High Resolution Transmission Electron Microscopy
(HRTEM) study and mechanical testing of the interface. The bimaterial is
generated by rf-sputtering a-C onto appropriate carbon substrates depending
on the desired degree of crystallinity.
Two substrate materials used in this work consist of Highly Oriented Pyrolytic
Graphite (HOPG) and chemical vapor deposited pyrolytic carbon. This grade of
HOPG (ZYH) is obtained from Union Carbide and has a density of 2.262 g/cm 3
(crystalline graphite - 2.265 g/cm 3 ). The pyrolytic carbon is produced by
chemical vapor deposition at -1300 "C, which is also from Union Carbide.
While HOPG resembles the perfect graphite structure, CVD pyrolytic carbon
has a turbostratic carbon structure. A turbostratic carbon structure is an
intermediate structure between perfect graphite and a-C and has both
misoriented basal planes and considerable amount of disordering within the
basal plane. Schematic drawing of the two structures are shown in Fig. 4.9. The
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Fig. 4.9 Schematic drawing of structure of (a) the turbostratic carbon and (b) the
perfect graphite crystal [13].
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differences between the two structures can be clearly seen in the selected area
diffraction (SAD) patterns of the two structures from TEM are shown in Fig.
4.10. Reciprocal lattice of the graphite structure is a hexagonal lattice as seen
by the electron diffraction pattern of HOPG in Fig. 4.10 (a). In case of pyrolytic
carbon, due to the random in-plane rotation of basal planes relative to each
other, the electron diffraction pattern normal to the basal plane in Fig. 4.10 (b)
shows rings instead of spots. When the two layered structures are seen edge-
on, further difference in structure can be noticed. As shown in Fig. 4.10 (d), (10)
and (11) lines represent a vertical cutaway view of the cylindrical reciprocal
lattice of the turbostratic structure. The curvature in (10) and (11) lines is
caused by the misorientation of the basal planes. Widened (001) spots which
reflect the stacking and orientation of the layers also indicate the
misorientation and disordered stacking in the turbostratic structure. In
contrast to the diffraction pattern of pyrolytic carbon, HOPG has multiple,
narrower (001) spots which is indicative of the near-prefect stacking of the
graphitic layers I .
Shown in Figs. 4.11 (a) and (b) are HRTEM micrographs of the pyrolytic carbon
and HOPG. The micrograph for HOPG has long and straight (002) fringes
suggesting the near-perfect graphite structure. In comparison, the pyrolytic
carbon has relatively wavy and misaligned (002) fringes and one can also
observe a number of (002) fringes bent or terminated within the structure.
A film of a-C coating on the substrates is prepared by rf-sputtering in a vacuum
with base pressure of 9 x 10-7 Torr. A 6-in-diameter turbostratic carbon target
is sputtered at 300 W at an Ar pressure of 5 mm Hg. The voltage between the
target and the substrate is maintained at 2.4 kV. Deposition rate of 1 A sec is
obtained at these conditions. Before the deposition run is started, the
substrates are in-situ sputter-etched to remove contaminated top-atomic
layers. The etching was done 100 W and 0.9 kV for approximately 5 minutes.
The substrate is cooled through running cold-water during deposition. To
I. For a complete description of the electron diffraction of carbon materials, see refer-
ence [14].
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Fig. 4.10 SAD electron diffraction patterns of HOPG and pyrolytic carbon. (a) and
(c) belong to HOPG, and (b) and (d) to pyrolytic carbon. In diffraction patterns (a)
and (b), the electron beam is normal to the basal plane while in (c) and (d), the
specimens are seen edge-on.
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Fig. 4.11 HRTEM images of two different carbon substrates used. (a) pyrolytic carbon and(b) HOPG showing their respective (002) fringes.
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Fig. 4.11 Continued.
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prevent overheating of the sputtering system, the system is allowed to cool
down for two hours after 45 minutes of deposition run. The process is repeated
to obtain up to 1.5 pm thick film. The cool-down should also assist in
maintaining the substrate materials relatively cold to prevent crystallization
of the coating.
Electron diffraction patterns reveal the produced coating to be fully
amorphous. The structure of deposited a-C film is believed to be that of low
density a-C. Color and conductivity of the film point to the graphitelike, sp 2
dominated a-C structure.
4.2.2 Mechanical Testing
In this experiment, attempt is made to directly estimate the interface
debonding strength between pyrolytic carbon substrate and rf- sputter coated
a-C and to gain insights to the fracture process occurring at the interface. In
experimentally characterizing mechanical integrity of interfaces found in
composite materials, the typical testing methods such as single fiber pullout
test are often limited and require extensive micromechanical modelling in
conjunction with the testing to properly interpret their results [15]. In addition,
it is very difficult to determine underlying mechanism of deformation.
Therefore, a new testing procedure is sought in this work which would
facilitate the comparison with the atomistic simulation result. Although the
experiment is designed so that the experimental results may be compared with
the simulation effort, the data obtained and the methodology developed here
should by themselves prove to be useful in controlling and designing optimal
properties of carbon-carbon composites and other carbon materials. In fact, a
similar experiment is pursued by Shimizu et al. to study the oxidation surface-
treatment process popularly used to alter the interfacial chemistry [16]. Their
system involved bulk pyrolytic graphite and epoxy resin while this mechanical
testing requires debonding of thin layer of a-C from the substrate, which forces
one to develop a new testing procedure.
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Fig. 4.12 describes preparation procedure for the test specimen. First the
pyrolytic carbon substrates are cut in an appropriate orientation to -5 mm x 5
mm x 5 mm cubes and are embedded in LR white epoxy (hard grade). The LR
white is designed for microtomy and for holding transmission electron
microscopy specimen; hence, the epoxy is strong and bonds well to carbon
surfaces. The epoxy is cold-cured with an accelerator and left overnight to
ensure full curing. Then the embedded pyrolytic carbon substrates are
machined down to -3 mm in diameter rod to remove any epoxy surrounding the
pyrolytic carbon substrate on which the interface is to be formed.
The exposed surface of the pyrolytic specimen is metallographically polished
using Mastermet TM for fine polishing. During polishing, a grinding fixture is
used to ensure that the polished surface is flat and parallel to other specimens.
After the specimen is cleaned ultrasonically in distilled water, the surface
structure of polished pyrolytic carbon is altered by oxygen plasma etching.
Oxygen plasma preferentially etches the surface of pyrolytic carbon to increase
the surface roughness. Branson/IPC S3000 plasma etcher is used at 100 W
with oxygen flow maintained at approximately 2 ft3/hr. The chamber is kept at
120 mtorr. After 5 minutes of etching, the system is allowed to cool down to
prevent overheating. To measure the surface roughness as a function of etching
duration the etched surface of polished pyrolytic carbon is imaged using a
scanning tunneling microscope (STM) after different etching times. The STM
used for imaging is Nanoscope III from Digital Instrument. The images are
shown in Fig. 4.13 (a) no etching, (b) after 15 minutes of etching, and (c) after
30 minutes of etching. The measured surface roughness is listed in Table 3.4
as a function of etching time. After the appropriate surface preparation, the
specimens are coated with RF sputterer to provide -1.5 gm thick a-C coating.
Two identically prepared specimens are joined using high-strength epoxy. A
number of bonding materials had to be tried to find the suitable bonding agent
since the bonding agent is required to form interfaces with a-C that is stronger
than the pyrolytic carbon and a-C interface; i.e. the bonding epoxy has to make
strong bridge between two specimens to guarantee that debonding will always
106
IFig. 4.12 Schematic drawing for preparing a test E
a-C/pyrolytic carbon interface.
specimen for measuring IDS of
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1. Pyrolytic carbon substrates
are embeded in LR white epoxy.
2. Substrates are machined and
metallographically polished.
3. -1.5 um thick layer of a-C
is deposited after in-situ
sputter-cleaned.
4. Two specimen are glued.
5. The specimen is tested in
tensile mode using a self-
aligning fixture in an Instron
machine.
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TABLE 4.2 Surface roughness after oxygen plasma etching
occur on the specimen side. It turned out that a common seal/repair agent,
Epoxy-PatchTM from Adhesives & Structural Materials Division performed
best. After two specimens are joined with Epoxy-PatchTM, the specimen couple
is once again left overnight to obtain full-strength of the chosen epoxy. Once the
epoxy is fully cured, excessive epoxy is ground off from the interface region with
a lathe and a piece of sandpaper.
The joined specimen couple is pulled apart in tension in Instron mechanical
testing machine (model 1125) using a special fixture which allows self-
alignment of the specimen. During the mechanical testing, crosshead speed
and chart are set at 0.1 in/min and 1 in/min, respectively. Specimen area for
stress calculation is estimated by photographing the fractured area and
weighing the micrographs.
The mechanical testing was done for three specimen conditions consisting of
different pyrolytic carbon orientation and surface modification conditions.
Specimen conditions and corresponding debonding strength are listed in Table
4.3.
For the case where the interface is oriented parallel to the basal plane
(condition 3 in Table 4.3), fracture occurs through the pyrolytic carbon
rupturing the weak bonds between basal planes. The interplanar strength of
2.58 MPa is consistent with the experimentally found value for the
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Etching Time Root Mean Square
(min) Roughness (nm)
0 6.10
15 23.0
30 33.6
TABLE 4.3 Interface debonding strength for a-C/pyrolytic carbon couple.
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.IDS (MPa)Specimen Conditions
1. Basal plane ±Interface 11.4
Ultrasonic clean, 15 min. etching
7.92
18.8
8.89
11.8 + 5.0
2. Basal plane Interface 2.96
No ultrasonic clean, no etching 1.82
3.12
2.63 + 0.70
3. Basal plane //Interface 2.41
0.54
S4.81
2.58 + 2.1
corresponding pyrolytic carbon orientation.
When the interface is normal to the basal planes of the pyrolytic carbon, and
surface modifications included 15 min. etching in oxygen plasma (condition 1
in Table 4.3), the average IDS is 11.8 MPa. It appears that fracture occurred
along the interface (with a possible deflection of crack into the a-C) as the
measured IDS is significantly lower than the tensile strength of the of the
pyrolytic carbon in this orientation I .
Finally, when the polished surface was not ultrasonically cleaned and not
plasma etched after fine-polishing (condition 2 in Table 4.3), IDS drops
markedly. It appears that complex chemical group is left behind from the
polishing compound, Mastermet TM which alters the chemical characteristics of
surface and leads to the sharp decrease in IDS. The effects of surface chemistry
on interface strength in addition to surface topology, have been also
demonstrated for graphite fibers [18].
Figs. 4.14 (a) and (b) show fracture surfaces of the carbon bimaterial
corresponding to the surface preparation condition 1 in Table 4.3, namely, 15
min. etching of pyrolytic carbon prior to the a-C deposition. Figs. 4.14 (c) shows
the area from the matching a-C side of the same specimen couple. It can be
observed by comparing Figs. 4.14 and 4.13 that the fracture surface is much
rougher than the corresponding surface of pyrolytic carbon. This suggests that
the fracture did not occur entirely through interfacial debonding, but in many
places the fracture path may have been re-directed through the a-C coating due
to the increased interface strength and existence of structural inhomogeneity
in the a-C coating. The degree of roughness also precluded the use of scanning
tunneling microscopy to evaluate the fracture surface topology and,
furthermore, to directly image atomic structure of the respective fracture
surfaces.
X-ray photoelectron spectroscopy (XPS) is used to provide further information
I. The tensile strength of CVD pyrolytic carbon can range from 100 MPa to 500 MPa
depending on the deposition conditions [171.
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(a)
(b)
Fig. 4.14 (a) and (b) SEM image of fractured a-C/pyrolytic carbon bimaterial with
15 min. etching of pyrolytic carbon substrate prior to a-C deposition. (c) the
matching fracture surface.
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(c)
Fig. 4.14 Continued.
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on the nature of the fracture process as observed in Fig. 4.14. Physical
Electronics Model 5100 is used for XPS measurement with MgKa X-ray source
in a vacuum of - 10-8 torr. The reference peak is the Cls peak of carbon
assumed to be at 284.6 eV. All specimens are in-situ cleaned by sputtering the
surface at low energy for 1 minute. Polished pyrolytic carbon and a-C film
deposited on Si wafer are included for comparison. By examining their Cls
spectrum together with those of both fracture surfaces, we can further
speculate where the fracture occurred.
Fig. 4.15 (a) shows the typical energy spectrum for the fractured surface
corresponding to the surface preparation condition 1 in Table 4.3. The plot
indicates that the surface is quite clean and no foreign elements are present
other than Ols peak at -550 eV and Mo peaks at -230 eV. The Mo is from the
holder on which the specimen is placed. The aperture used is apparently large
enough that X-ray beam is able to 'see' the Mo holder. The oxygen is either from
contamination or from oxygen plasma etching. Fig 4.15 (b) is the magnified Cls
peak of the same specimen. The Cls peak reveals that carbon is present as a
pure form with no complex carbon groups attached to the surface, which
precludes the possibility of fracture occurring at the epoxy/a-C interface. Table
4.4 lists the peak positions and full-width-at-half-maximum (FWHM) of the
examined specimens.
Position (eV) FWHM (eV)
Pyrolytic carbon 284.61 1.70
a-C 284.68 1.57
Fractured surface 1 (condition 1) 284.72 1.59
Fractures surface 2 (condition 1) 284.63 1.67
TABLE 4.4 Peak positions and FWHM of Cls spectrum
The XPS data suggest that over the area of XPS measurement (typically 1
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mm 2 ) structure of the fracture surface 1 resembles that of a-C, while structure
of the matching fracture surface 2 consists predominantly of pyrolytic carbon.
4.2.3 HRTEM
A EM-002B from TOPCON at 200 kV is used for the microscopy. Because the
spatial resolution limit (0.18 nm) of the microscope is beyond the interatomic
distance of carbon in the basal plane, imaging of the individual atomic columns
in the basal plane, which would allow direct determination of atomic structure
at the interface can not be done. Instead, the cross-sectional specimen is made
such that (002) lattice fringes can be imaged. Although (002) lattice fringe
images contain limited information on the atomic structure, they should reveal
large-scale structural characteristics that could be compared with the
atomistic simulation.
Cross-sectional specimen is made in a conventional way. The sandwiched
specimen is ground and mechanically polished to 50 gm - 80 gm thick disk and
ion-mill thinned till electron transparency.
Figs. 4.16 (a) and (b) are the low magnification bright field images of the a-C/
pyrolytic carbon interface. In Fig. 4.16 (a), the basal planes are oriented normal
to the interface whereas Fig. 4.16 (b) is the case where the basal planes are
parallel to the interface. Included in Fig. 4.17 are the corresponding magnified
images of the interfaces in Fig. 4.16 showing (002) lattice fringes. When the
interface is oriented parallel to the basal planes, the fracture during tensile
testing occurs in the bulk pyrolytic carbon rather than along the a-C/graphite
interface. This has been discussed in the previous section. The same fracture
process can be also observed on a microscopic level in Fig. 4.17 (b). These
observations imply that the interfacial bonding between a-C and pyrolytic
carbon is stronger than the interplanar strength of pyrolytic carbon. Carbon
atoms arriving at the surface of the substrates during a-C deposition appear to
be energetic enough to cause extensive damage to the top layers of pyrolytic
carbon. As can be seen in Fig. 4.18, the planar graphite structure characteristic
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Fig. 4.16 Bright field image of a-C/pyrolytic carbon interface. In (a), basal planes
are normal to the interface and in (b), basal planes are parallel to the interface.
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Fig. 4.17 (002) lattice fringes are shown for the a-C/pyrolytic carbon interface
where the basal planes are (a) normal and (b) parallel to the interface.
121
.:IIII:
Fig. 4.18 HRTEM image of the a-C/HOPG interface showing damage to the top
layers during depostion process.
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of HOPG becomes disordered near the interface as a result of a-C deposition.
As a result of the deposition process, the reduced graphite crystallites size and
increased misorientation between graphite crystallites impart higher interface
strength to pyrolytic carbon.
When the basal planes are oriented normal to the interface, the interface
appears to be morphologically rough both at the low and high magnifications.
The roughness seen at the low magnification in Fig. 4.16 (a) is probably
induced by cutting and polishing the pyrolytic carbon substrate. Strong in-
plane, a bonds and much weaker n bonds between basal planes make the
material very difficult to be polished flat in the edge orientation, but the
specimen preparation process alone could not have caused the rough features
at an atomic scale seen in Fig. 4.17 (b) and Fig. 4.19. Raman spectroscopic
study of the graphite edge planes after fine-polishing showed that polishing
does not lead to extensive disorder in the graphite edge planes [19]. The
distortion of the basal planes at the interface appears to be an intrinsic feature
of any graphitic interface as demonstrated by the atomistic simulation.
4.3 Comparison of Experiment and Simulation
In comparing the simulated a-C/graphite with the microstructures obtained
from HRTEM, there is much similarity between them, but also there exists
noticeable differences between the MD result and the real interface. Distortion
of the basal planes near the interface observed in HRTEM micrograph is very
much similar to the bending of the graphitic planes near the interface observed
in the MD simulation (see Fig. 3.15). In HRTEM micrographs of the interface,
(002) lattice fringes close to the interface are disconnected and bent compared
to the fringes away from the interface. Carbon atoms bombarding the substrate
are energetic enough to penetrate and open-up the basal planes. This allows
maximum possible formation of bonds with the incoming atoms even though
the substrate is cooled during sputtering. Therefore, the HRTEM observation
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Fig. 4.19 HRTEM image of the a-C/pyrolytic carbon interface showing substantial
distortion of the basal planes at the interface.
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of the interface is consistent with the simulated result in that it is the graphite
crystal that conforms to the a-C by bending its layers while retaining
individual hexagonal sheets more or less intact.
On the other hand, there is much difference between the HRTEM micrograph
of the interface and the snapshot of the simulated a-C/graphite interface. The
actual interface penetrates much deeper into the graphite and it has much
rougher morphology. We believe that the discrepancy is due to the relatively
low temperature which is dictated by the simulation model and to the small
system size. If the interface were allowed to heat up in the simulation, the rise
in kinetic energy would lead to a more pronounced bending and distortion of
graphitic planes in the x-direction and, at the same time, to increased interface
roughness. This could be reproduced in simulation if a larger system is used
without applying the PBC which exerts the external pressure on the system.
From the analysis of the simulated interface, it has been proposed that the a-
C/graphite interface is energetically unfavorable due to existence of many
under-coordinated atoms at the interface. The MD study also shows that if the
interface is allowed to form at an elevated temperature, the number of under-
coordinated atoms should decrease and one can obtain much more stable
interface. The mechanical testing of the a-C/pyrolytic carbon interface confirms
that the interface formed at a low temperature is relatively weak compared to
the bulk.
The mechanical testing also points out that the interface strength is very much
affected by the surface roughness and surface chemistry, which was not
addressed by the simulation effort. Here, we see a new possibility for future
MD simulation effort. With availability of potential functions that can treat
interaction between carbon atoms with different types of atoms [20] [22], one
has the potential to probe effects of the surface chemistry on the interface
strength. Furthermore, a large scale simulation by using parallel computing
could be done to also address the surface roughness issue.
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Chapter 5. Twin Interface in Graphite
Twins are usually formed by mechanical deformation under conditions of rapid
rate of loading and low temperature or as the result of annealing following
plastic deformation. The overall lattice strains needed to produce a twin
configuration in a crystal is small, so that the amount of total plastic
deformation that can be produced by twinning is small [1]. However, in h.c.p.
metals including graphite which possess a low number of slip systems twinning
can be important in the overall deformation of the materials. Especially, in
graphite which essentially has a single slip system in the basal plane, twinning
can be important means of producing additional plastic deformation. Twinned
region when terminated in the bulk of the material is also known to act as a
stress concentration site and leads to a premature fracture of graphite
materials.
The structure of graphite single crystals has been studied by a number of
investigators and they showed that there are three basic types of twins in
graphite [2]. Although numerous evidences of existing twins have been
observed in both artificial and natural graphite, the most frequent in
occurrence is the one whose habit plane in the matrix is {1121). The twin is
believed to be derived from the parent crystal by a rotation of 200 21' + 45' about
a <1010> direction. This kind of twin in graphite is easily produced by
indentation on the basal plane and is readily visible on the graphite surface
because of the change in elevation produced by the deformation.
5.1 Structure of {1121) Twin Interface
Deformation twin involves shearing movements of atomic planes over one
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another, which results in creation of a mirror image of the parent crystal. In a
simple lattice, each atom moves by a homogeneous shear a distance which is
proportional to its distance from the twin plane, but in many crystals,
including graphite, not every atom shifts by such homogeneous shear.
Although the Bravis lattice points undergo homogeneous shear, some of atoms
associated with the lattice point are not restored to their corresponding lattice
sites accompanying the shear [3]. Fig. 5.1 demonstrates how the original
Bernal structure of the graphite crystal is not restored after the homogeneous
shear. The unit cell in the twinned matrix has no longer original Bernal
structure. The shift of atoms can be clearly seen in Fig. 5.2 which compares the
<0001> projection of the graphite unit cell before and after the homogeneous
shearing. Fig. 5.2 (b) shows that every other graphite layer is being shifted by
a/2 in the direction of <1120> after the homogeneous shear; the unit cell now
does not have the normal ABAB stacking. To restore the original structure,
atoms in the shifted layers have to be 'shuffled' back to the proper unit cell
positions. Alternatively, a dislocation can be inserted at every other plane to
restore the structure in the twinned matrix.
5.1.2 Dislocation Model
In the dislocation model, the distortion of the graphite unit cell produced
during twinning is accounted for by inserting (or removal) of an extra full
hexagon width, a, on every alternate basal plane to restore the twinned region
into ACAC stacking. Such operation is equivalent to insertion of 1/3a[1120]
dislocation on every other plane. Then the twin boundary becomes a high-angle
symmetric tilt boundary consisting of total dislocation with Burgers vector, 1/
3a [1120] lying on every other basal plane [41, [5]. The angle of tilt becomes tan-
l(a/c) (= 200 9') which is close to the measured angle of tilt. The energy of the
interface can be further lowered when the total dislocation dissociates into two
partial dislocations according to the reaction
1/3 a[1120] -o 1/3 a[0110] + 1/3 a[1010] (1)
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Fig. 5.1 Arrangement of atoms at the { 121} twin boundary after a homogeneous
shear. An unit cell before and after the shear is shown by the solid line. 0, in plane
of drawing; 3,a3/6 behind plane of drawing; and A, a/3d/6 in front of plane of
drawing; shaded symbols indicate positions after the homogeneous shear [4].
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<11-20>
-- ,.-(a)
(b)
Fig. 5.2 (0001) basal plane projection of the graphite unit cell (a) before
deformation by a homogeneous shear and (b) after the homogeneous shear.
O, atoms in A plane; A, atoms in B plane; A, shifted atoms after twinning.
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The partial dislocations will be lying on each successive basal plane
alternately. Schematic illustration of the twin-matrix interface bound by
partial dislocations on each plane is shown in Fig. 5.3.
The energy per unit area of the twin boundary can be estimated using the
equation developed for grain boundary energy. If the interface were to consist
of the total dislocation, the energy per unit area of a boundary of angle 0 is
given by
Etotal= 1/2 t o a 6 [At -In ]01, (2)
where t o is the relevant elastic constant (C44 in this case). 6 is the angle of
boundary and At is a constant that depends on the dislocation core energy [6].
If the dislocation dissociates into 1/3 a[0110] and 1/3 a[1010] partial
dislocations, then the energy per unit area of the boundary will be
Epartial= (to'/ 3) a 0 [Ap - In 0], (3)
where to' is estimated to be 0.93 to and Ap is related to the core energy of the
partial dislocation. Assuming At - Ap, the energy of the boundary composed of
partial dislocations is approximately two-thirds that of the energy of the same
boundary composed of total dislocation [4].
At can be approximated to be roughly 0.1 for graphite using the equation
developed for metals [7]. After substituting appropriate values into the
equation (2), Epartial is found to be in the order of 0.01 J/m 2. However, the
calculated value is low compared to the surface free energy for (1120) planes
which should be 2-4 J/m 2. The discrepancy can be attributed to the failure of
the equation (2) to predict the energy of a high-angle tilt boundary [7]. One
would expect energy of such boundary to be at least several percent of the
11120) surface energy.
Although the dislocation theory satisfactorily explains the structure of {(1121)
twin boundary, it is difficult to envision how the twin is nucleated on the
graphite crystal using the dislocation theory. It is necessary to presuppose that
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Fig. 5.3 {1121} twin boundary in graphite composed of partial dislocations. be and
bs denote edge and screw component of the respective dislocations [4].
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the partial dislocations necessary to form such interface are already present on
every basal plane since difficulty of diffusion across the basal plane rules out
the possibility of climb of the given dislocations. While it is true that the partial
dislocations, 1/3 a[0110] and 1/3 a[1010] exist in graphite in abundance and are
mobile because of the weak interplanar bonding, nucleation of the twin would
require extensive amount of motion of the partial dislocations through the
matrix. Neither can graphite form the {11211 twins through the pole
mechanism proposed for b.c.c. and f.c.c. metals [8]. The theory would require a
nonbasal screw dislocation which is very difficult to form in graphite since a
nonbasal dislocation necessitates rupturing of C-C bonds.
The (11211 twins are also observed in many h.c.p. metals. In these materials, it
is unnecessary to include a dislocation with a particular Burgers vector at each
intersection of a basal plane with the twin-matrix interface. The twin-matrix
interface can be accommodated into the bulk by altering of bond lengths of
atoms (also called 'reshuffling') across the boundary [9]. A similar scheme has
been proposed by Platt for the twin in graphite and it will be discussed in the
next section.
5.1.2 Platt's Model
In this model, the proposed structure of the (1121) twin boundary in graphite
requires a special local atomic structure composed of so-called '8-4-8' polygons
along the twin interface [10]. The 8-4-8 structure results from intercalation of
an additional row of hexagonal rings having a width of, a in every second layer.
In the 8-4-8 structure, each carbon atom is still bonded to three neighbors
although interatomic angles are substantially altered as shown in Fig. 5.4.
Platt estimated the bond energy and activation energy for displacement of such
structure based on the force constants and stabilities of the analogous carbon
polygonal structures of small hydrocarbon networks, such as benzene and the
condensed-ring aromatics and their isomers. Platt predicted the strain energy
for inserting an extra row of hexagonal rings to be -1.1 J/m 2 and the activation
energy for motion of the twin plane to be -1 mJ/m 2 [10].
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5.2 Simulation of Twin Interface
Although the dislocation model can readily predict energetics and dynamics of
the twin interface using the existing dislocation theory, there is lack of
information on the twin interface which may be composed of the 8-4-8 polygons.
Hence, atomistic simulation is carried out to study the existence of 8-4-8
structure at the graphite twin interface using the Brenner's empirical potential
function combined with a pair potential function to account for the interplanar
interaction. The analytical model of graphite should provide detailed
information on both energetics and dynamics of such structure.
5.2.1 Minimum Energy Structure
Following a similar procedure from the earlier atomistic simulation study of
the twin boundaries in the h.c.p. metals [11],[12], two different initial atomic
configurations, namely, R-configuration and D-configuration for the twin
interface are used. In the R-configuration, the graphite crystal is cut along the
<1126> direction and joined with the mirror image of the crystal respect to
reflection in a (1121) plane P-P' as shown Fig. 5.5 (a). In the D-configuration in
Fig. 5.5 (b), the A basal planes of one-half crystal are continued as the B basal
planes in the other so that the stacking of the basal planes is ABAB in one half
of the structure while the other half has the BABA stacking sequence.
The simulation cell contains 560 particles distributed in eight basal planes.
Periodic boundary conditions are applied in both y-and z- directions. Along the
x-direction, the crystal has free surfaces to allow free movement in that
direction. The simulation cell is relaxed to its minimum energy configuration
using the steepest descent quench method [13].
When both initial structures (R- and D- configurations) are relaxed through the
steepest descent quench method, the proposed 8-4-8 structure was found to be
most energetically favorable configuration in the twin-matrix interface. The
resulting structure is shown in Fig. 5.4.
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(a)
B
A
B
A
B Z
A
B
(b)
Fig. 5.5 Initial configurations of twin boundary before relaxation. (a) R-
configuration (b) D-configuration (see text). 0, In plane of drawing;O, a,3/6
behind plane of drawing; A, aj1/6 in front of plane of drawing.
136
In the relaxed 8-4-8 structure, only first two rows of atoms on either side of the
twin plane are affected by the existence of the twin boundary. Most of the
atoms in the interfacial region retain their trigonal configuration except the
ones participating in the four-membered square ring shown in Fig. 5.4. The
atoms in the ring have one of its bond angle close to 900; thus, they have a
higher potential energy of -6.59 eV/particle due to the consequent angular
distortion. Due to a relatively small amount of overall distortion in the
interface, the whole boundary has the excess energy of only 0.09 J/m 2
compared to the perfect graphite structure. However, our twin boundary
energy is somewhat underestimated. By having free surfaces in the x-direction,
we have ignored the lateral strain energy arising from the accompanying
volume change as evidenced by increase of bond lengths across the interface
from initial 1.18 A to 1.56 A after relaxation. The interface energy is still
considerably lower than the value conjectured by Platt. The discrepancy is
likely to be from Platt's lack of consideration for further energy reduction due
to cooperative motion of atoms during relaxation and our omission of the
volume change effect in the energy calculation.
5.2.2 Motion of Twin Boundary
So far, the 8-4-8 appears to be stable as the strain energy involved is reasonably
low, but the (1121) twin boundary in graphite must have a small activation
energy for displacement, which is experimentally observed to occur easily
under slight pressure. Using the analytical potential model, an attempt was
made to predict the activation energy of the 8-4-8 structure and to observe its
propagation though the matrix in order to ensure validity of the 8-4-8
structure.
Migration of defects can be studied through computer modelling in essentially
two ways: (1) A fully dynamic lattice model containing defects can be given
thermal and mechanical agitation, and the time evolution can be followed on
the computer while monitoring motion of the defects. (2) The energy barrier to
propagation of the defects can be computed by moving the atoms to a saddle
point. The calculated energy can be inserted in a standard rate-theory formula
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[14]. In this computer modelling study of the twin interface propagation, both
methods are explored.
Like any other dislocation, the motion of 8-4-8 boundary will probably not
involve a jump of the whole twin plane, but an initial step or kink in the twin
boundary, which assists jumps of the subsequent section in the boundary. To
simulate such motion and calculate the barrier energy for the migration, a kink
is inserted in the 8-4-8 boundary as shown in Fig. 5.6. The simulation cell
consists of a single graphite sheet (216 particles), containing the kink. Excess
energy is calculated as one of atoms adjacent to the kink (labeled as 1 in Fig.
5.6) is displaced in the y-direction. Continuation of such motion will effectively
move the twin boundary by one atomic step in the x-direction. The calculated
energy is plotted in Fig. 5.7. The plot indicates that the energy drops
continuously except the small barrier in the initial stage of displacement. The
energy drop is achieved as atoms around the atom 1 attain more favorable
angular configuration during displacement of the atom 1. The initial barrier
observed in the curve is caused by breaking of the bond with its neighbor
labeled 2 in Fig. 5.6. Obviously, if the atom 2 is also allowed to move in the
opposite direction to that of atom 1, the energy of the system can be further
lowered. The plot of the energy for such simultaneous displacements is also
shown in Fig 5.7. When both atom 1 and atom 2 are appropriately displaced so
as to propagate the 8-4-8 twin boundary, the energy is always lower than that
of the initial structure with the kink. This suggests that once a kink is present
along the interface, the migration should be spontaneous; therefore, the
activation energy for the migration is solely due to nucleation of a step in the
boundary.
The energy required to nucleate such a kink was computed to be -3 eV. It is
largely due to the displacement required in the z-direction, which leads to
puckering of the graphitic plane at the kink. The calculated nucleation energy
is comparable to the formation energy of a vacancy in graphite, which is 5 eV
for the Brenner potential function used in this calculation (7.6 eV from ab initio
calculation [15]). Hence, existence of such step on the twin boundary is not
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highly improbable. In addition, the fact that the energy is required mostly to
displace the atom in the z-direction in creating the kink agrees well with the
experimental observation since the twins in graphite are easily produced by a
compressive stress on the basal plane [4].
In the next stage of the simulation study, we endeavored to observe the actual
propagation of the 8-4-8 twin boundary through computer modelling. In a
single sheet of twinned graphite crystal similar to the one used for the static
energy calculation, appropriate stresses are applied in order to move the
boundary. One end of the cell in the x-direction is held frozen while a
compressive stress is applied to the other end as shown in Fig. 5.8. An
additional compressive stress is applied on the rows of atoms along the twin
interface in the z-direction. The system is maintained at 20 K to thermally
excite the atoms (a higher temperature would pucker the graphitic plane). The
particles are followed for 5000 time steps. Fig. 5.9 shows the particle positions
around the kink before and after the application of the forces. One can observe
an incipient stage of the interface propagation as the atoms form bonds with
their neighbors (shown shaded) in the process of moving the kink along the
interface. However, it is believed that MD simulation is not suitable to observe
the kink moving through the entire crystal. Although a possible mechanism for
the twin interface propagation is demonstrated in this MD simulation, an
indirect approach is most likely to be required to actually observe the actual
propagation of the twin interface.
5.3 Conclusion
We have considered the (1121) twin interface using the Brenner's analytical
model of graphite. The simulation study indicates that the 8-4-8 structure first
proposed by Platt is a viable mechanism by which the given twin can be created
and displaced through the graphite crystal although the dislocation theory for
the twin/matrix is very plausible. It may be possible that such twin interface is
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Fig. 5.8 Simulation cell for the graphite twin showing the boundary condition
and the forces in order to propagate the interface. Forces are applied on the
entire row of atoms.
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(a)
Fig. 5.9 Atomic positions (a) before and (b) after the application of forces
to propagate the 8-4-8 twin boundary. Dased lines indicate the twin plane.
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composed of either the 8-4-8 polygons or a pair of alternating partial
dislocations depending on the condition of the matrix such as orientation and
magnitude of the applied stress and density of the existing dislocations.
Therefore, efforts for experimental confirmation of existence of the 8-4-8
structure is highly desirable.
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Chapter 6. Summary
In this thesis work, we have explored the possibility and the limitations of
using atomistic simulation in studying structure and properties of carbon/
carbon interfaces and its integration with appropriate experimental
techniques. In doing so, we have tested several interatomic potential functions
for carbon and concluded that the potential functions tested are not ideally
suited for all applications. One has to pay careful attention in choosing an
empirical potential function for a given application for carbon. The Tersoff
function performed best for diamond in all aspects while the Brenner function
appears to be suitable for most types of carbon if confined to studying structure
and energetics. Thus, the Tersoff function was used to produce a-C structures
by melting and quenching of the diamond lattice. The a-C structures based on
the Tersoffs function reasonably matched the experimental data although
failure of the Tersoffs function to treat p bonds lead to discrepancy in the high
pressure a-C.
The a-C/graphite interface has been selected as a model system in this work.
The methodology developed here can be extended to study the structure and
properties of other types of carbon/carbon interfaces which can be found in
monolithic carbon or carbon/carbon composites. To create an a-C/graphite
interface, the low-pressure a-C structure is joined with the graphite crystal
which is modelled by the Brenner function and a pair potential function to
handle the interplanar interaction. The interface is created by compressing the
amorphous carbon with perfect crystalline graphite terminated to expose
(1120) planes. The planar structure and weak interplanar bonding allow the
graphitic planes to deform in order to accommodate the bonds formed at the
interface. The simulation indicates that the generated interface mostly
consists of nearly sp 2 hybridized bonding connecting the two sides. The bonds
across the interface when formed are likely to maintain their equilibrium
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configurations. Due to the large interplanar spacing, both the graphite and a-
C sides have a high density of undercoordinated atoms (24%) leaving the
interface energetically unfavorable with respect to the bulk. These
undercoordinated atoms probably weaken the structural rigidity of the
interface providing a fracture path under stress.
HRTEM study of the a-C/pyrolytic carbon interface suggests that the a-C
deposition process induces defects in pyrolytic carbon to enhance bonding
between two materials. HTREM of the interface demonstrates that the basal
planes will distort or bend at the interface, which qualitatively agrees with the
simulation observation. To further validate the simulation result, a method to
perform mechanical testing of a-C/pyrolytic carbon is devised. SEM and XPS
study of the fracture surfaces show that fracture occurs predominantly through
the interface, thus, confirming the simulation prediction that the interface is
likely to be weak compared to the bulk phases in spite of presence of the
reactive edge atoms from graphite at the interface. The mechanical testing also
showed that the interface strength is sensitive to the surface roughness and
chemistry and the fracture path can be altered depending on the interface
conditions.
Lastly, the 11121) twin interface in graphite is studied using the analytical
model for graphite developed earlier because such twin interface represents an
example of graphite/graphite interfaces found in carbon/carbon composites and
the twins could also serve as an important source of plastic deformation of new
carbon materials such as carbon foam. The simulation study shows that the
{1.121) twin interface may consist of a special local atomic structure, namely,
the 8-4-8 polygons. The boundary composed of such structure has the energy of
0.09 J/m2 and the activation energy of -3 eV for migration (mostly due to the
formation of a kink along the boundary line). The result suggests that existence
of 8-4-8 structure at the twin interface is not improbable compared to the
dislocation model.
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Chapter 7. Conclusion and Recommendation
Although there has been extensive amount of research carried out on the bulk
properties of carbon materials, this thesis work represents the first attempt to
study carbon/carbon interfaces by means of atomistic simulation. In the
process, the Brenner's empirical function was modified to treat both in-plane
and out-of-plane bonding in graphite. In addition, amorphous/crystalline
interface was created by compressing the two phases, which represents a new
way of generating such interface.
This work is unique in that atomistic simulation using empirical potential
function is integrated with appropriate experiment. The experiment is
designed to validate key aspects of the simulation. It has been demonstrated
here that such integrated approach can be a powerful tool by providing insights
to adhesion of a-C to the graphite crystal. It was concluded from this integrated
approach that the unique structure of graphite renders the a-C/graphite
interface energetically unfavorable and leads to deformation of the graphitic
layers in the interfacial region to accommodate the distortion necessary to have
a maximum number of bonds across the interface.
The modified Brenner's graphite model is also utilized to probe the {1121) twin
structure in graphite. It has been shown that the twin interface composed of a
special atomic geometry ('8-4-8' polygons) can be stable and easily mobile,
which confirms the model previously proposed by Platt.
The approach here was developed for amorphous/crystalline and crystalline/
crystalline interfaces which represent structurally extreme ends of carbon
materials. However, the same methodology can be readily applied to other
carbon/carbon interfaces that may consist of intermediate degree of
crystallinity.
As an extension of this work, more reliable potential function and parallel
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computing to allow a large scale simulation are sought to study effects of
surface roughness and chemistry on the mechanical properties of interfaces
through atomistic simulation. To facilitate such effort, it is desirable to develop
a hybrid system which enables the use of more rigorous approach such as tight-
binding method for the critical portion of simulation cell and an empirical
potential function for rest of the cell.
Furthermore, using scanning tunneling microscope an experimental
confirmation of existence of 8-4-8 structure at the twin boundary is highly
desirable.
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