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VR E S U M O
São obtidos resultados essenciais na teoria 
dos grupos de Lie como aplicação da teoria das distribuições de 
Frobenius em especial é obtido caracterização do grupo de auto- 
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1
I N T R O D U Ç Ã O
O objetivo central deste trabalho é dar uma a 
presentação da teoria de grupos de transformações de Lie como a- 
plicação da teoria das distribuições de Frobenius, que nos conduz 
ao teorema de Shoshichi Kobayashi sobre o grupo de automorfismos 
de uma paralelização.
0 ponto de vista assumido é o de F. Brickell 
and R.S. Clark, em Differentable Manifolds, An Introduction.
É de se notar que enquanto no Capítulo 1 nos 
definimos distribuições e ainda fornecemos uma prova do teorema 
de Frobenius (que usa colchete de Lie), no Capítulo 3 ao tratar 
de Âlgebras de Lie de um grupo de Lie, obtemos uma construção bã- 
sica das bases de distribuições.
De certa forma este trabalho complementa o 
trabalho de Selma Veiga Korb, Um Enfoque de Variedades Diferen­
ciais com Aplicações a Equações Diferenciais, no sentido que tr*a- 
ta termos complementares a aquele trabalho, no qual foi fornecida 
uma visão das propriedades topolõgicas de variedades e aplicações 
diferenciais, com alguns exemplos relevantes, entre eles exemplos 
de estruturas diferentes em um mesmo conjunto, campo de vetores, 
operadores diferenciais, fibrado tangentes, variedades paraleliza 
veis.
i
2C A P Í T U L O  1
DISTRIBUIÇÕES
Definição 1.1 - Uma distribuição p_dimensional em uma variedade M
de dimensão n ê uma função Í2 em M tal que Hm é um 
espaço p dimensional de T^M (onde 0 < p < n) e que satisfaz a se­
guinte condição de diferencialidade:
Cada ponto m do domínio de tem uma vizinhan 
ça V sobre a qual os campos de vetores X-p.-.jX estão definidos, 
tal que Í2q é espandido por X^q,...,Xpq se q e V.
Chamamos um tal conjunto de campos de veto­
res, uma base para em m.
Existe uma distribuição n_dimensional em M e
dada por
mn- T M ■ m
Definição 1.2 - Uma carta x de M é chamada lisa com respeito a
distribuição em M se os campos de vetores - :
a
i
9 Xa = l,...,p formam uma base para
Definição 1.3 - Uma distribuição em M é integrável se cada ' ponto
de M esta no domínio de uma carta lisa.
As distribuições integráveis podem aparecer
assim:
Seja 4) uma submersão de uma variedade n_dimen 
sional M em uma (n-p)_variedade diferenciãvel M ’, onde 0 < p < n.
3Se
<b A : T M h  T . M ' Y "m m m '
ê a aplicação linear derivada, a função definida por
m H ► núcleo <f>
ê uma distribuição integrável em M de dimensão p.
Um campo de vetores X ê dito pertencer a uma
distribuição Q se: X e para cada m no domínio de X.
* m m r
Definição 1.4 - Uma distribuição é involutiva se [X ,Yj e sempre
que X,Y £ Q.
Proposição 1.1 - Uma distribuição integrável é involutiva.
í
Prova:
Sejam X,Y campos de vetores pertencentes a u- 
ma distribuição integrável Í2 e seja m um ponto do domínio de [X,y]. 
X,Y e Í2 integrável, implica que, todo m £ M está no domínio de u- 
ma carta lisa x.
; Se x e uma carta lisa com respeito a ti em M
_ 3 
então os campos de vetores ---; a=l,...,p formam uma base para fl.8 0Í x
Suponhamos m no domínio do campo de vetores
[X,Yj.
Escolhamos uma carta lisa x cujo domínio U in
clui m. Então qualquer campo de vetores X cujo domínio W toca U
concorda em U fl W com uma unica combinação linear £A --onde
3X1
! 4
A1 :M ■+ R esta definido por A1 - Xx1 para x1 e M
Nas condições acima
(1) X/U = EXxa— ; Y/U = EYxa —  ; a = l,...,p
«wa ", a3x 3x
Devemos mostrar que £x ,yJ e ; isto é, [x,Y] ê
~ 9a combinaçao linear dos vetores da base —
r\ a 3x
Por (1) e pela proposição 7.1.2 (Referência 1) 
[X,Y]/U = [X/U, Y/U]
e por definição
£X,Y]'f - XCYf) - Y(Xf)
Então
[X,Y]/U = E(X(Yxa ) - Y (Xxa)) —
3 xa
e a combinaçao linear dos vetores da base —r\ a3x
Proposição 1.2 - Sejam X um campo de vetores em uma variedade M tal
que
X i 0 m
I
e Y uma carta em m para a qual
= 0, Xya = 0 onde a=l,...,d < n
Então existe uma carta x em m em cujo domínio
~ a „ a 3x dy ’ a d+1Bx
= X
Prova:
Suponhamos que = 0
Seja h a funçao diferencial
As condições sobre o campo de vetores X garan 
te a existência de uma restrição que ê h_relacionada a um campo 
de vetores Z em Rn ^
Para ver isto seja 
X1 = Xy1 (i = l,... ,n)
Como




logo existem funções diferenciáveis Z' : Rn ^ ->• R tal que
X1 = Z1oh
em uma vinzinhança U de jn.
identidade em Rn
Suponhamos que w = . ,wn ) ê uma carta
Se q ê um ponto na intersecção dos domínios
de X,y então
4A1 :!“! -*■ K estã definido por A1 - Xx1 para x1 e M,
Nas condiçoes acima
(1) X/U = LXxa 3
3xa
Y/U = EYxa -2- ; a = 1,. . . ,p
3xa
a combinaçao linear dos vetores da base
Devemos mostrar que [X,Y] e fi: isto é, [x,Y] é
3
r\3x
Por (1) e pela proposição 7.1.2 (Referência 1)
[X,Y]/U = [X/U, Y/U]
e por definição
[X,Y]f = XCYf) - Y (Xf)
Entao
[X,Y]/U = £ (X(Yx ) - Y(Xx ) )CL \ \ 3
3xa
ê a. combinação linear dos vetores da base
3xa
Proposição 1.2 - Sejam X um campo de vetores em uma variedade M tal
que
X i 0 m
e Y uma carta em m para a qual
X, ~ a
3y J
0, Xy = 0  onde a=l,...,d < n
Entao existe uma carta x em m em cujo domínio
consequentemente
de modo que
(h,.X )ws = X (wSoh) = XS (s=d+l,. . . ,n)- q q q ’ ’
h.,X = E XS (— %)hg 
" * s 8 3ws






** n~donde Z é o campo vetorial em R definido por
Z - E ZS 3
3ws
Os campos vetoriais X ' e Z são portanto h_relacionados 
Como
ZO ^ 0
a proposição 8.3.2 (Referência 1) mostra que existe uma carta
de Rn d tal que
<j>0 = 0 e Z = 9
9<J>d+1
no domínio de <j>.
Se i e a carta identidade em R d então i x <p : Rn -> Rn ê um difeo- 
morfismo.
7Consequentemente
x = (ix<f>)oy 
ê a carta de M em cujo domínio
(2 ) xa = ya ; xs = <{)Soh
onde a=l,...,d e s=d+l,...,n
Então x ê uma carta em m e veremos que tem as 
propriedades requeridas.
No domínio de x
Xxa = Xya = 0
Mais do que isso, como este domínio estã contido em U , ,
XxS = X ' xs = X ' (<f)S oh) 
e assim, jã que, X' e Z são h„relacionados
XxS = CZ(J)S) oh = 9 d+1s
Segue que no domínio de x
X = E (Xx1 ) (— ~r) = 9~ i „ d +1 
8x 3x
Equação (2), mostra que
3 r.= d , i = 1 , . . . , n~ i ia 3x
e assim os outros requisitos são satisfeitos
8Proposição 1.3 - (Teorema de Frobenius)
Uma distribuição é integrável se só se é invo
lutiva.
Prova:
A Proposição 1.1 mostrou a condição necessá­
ria.
Devemos mostrar que a condição e suficiente. 
Vamos demonstrar isto por indução na dimensão
p da distribuição.
Para p=l ê verdadeiro pois toda distribuição 
1 -dimensional ê integrável.
Vamos supor que e verdadeiro quando p=d e mos
trar quando p=d+l.
Seja ü uma distribuição integrável em M de di
mensão p=d+l.
Escolhamos m no domínio de e Y 1 ,Y0 )...,Y,,Y,il
1 2 d d+1
uma base para ftm. Modificaremos esta base para obter uma distri­
buição involutiva de dimensão d em uma vizinhança de m.
Como
Y ,, , m t 0 d+ 1
então existe uma carta u em m em cujo domínio
Y - 3d+1 „ 1 3u
Definamos os campos de vetores
Xa = Ya - (¥aul) A  > Xd+l = r T  • a = l , . . . , d .
3u 3 u
9que formam uma base para Í2 em m.
Como ß é involutiva, os campos de vetores [Xa,X^ ]; 
(a,b = l , .. . ,d) devem pertencer a fim portanto eles são combinações 
lineares de , • • •
Mas as expressões para ^a ,X^ em termos dos cam 
pos de vetores não envolvem 3/3u^ e portanto isto também acontece 
para [Xa ,Xb] .
Consequentemente [X^jX^] é uma combinação li­
near de X-^,...,X^ somente.
Pelo exemplo 11.2.1 (Referência 1) isto impli­
ca que a distribuição d-dimensional Z determinada no domínio de u 
pelos campos de vetores X (a=l,...,d) é involutiva.
3.
Pela hipótese de indução E ê integrável ' então
por definição existe uma carta lisa y em m relativa ã distribuição




Vejamos que os campos vetoriais --- juntamente
3ya
com
X = Xd+1 - £ (Xd*l ^  A  ;b 3y
formam uma base em m para Í2:
De fato
£ ca A  + c<Xd*l - í(Xd+l  y3)) A  = °dy ôy
ou seja
(E(c -cX. , ya) + cX , - 0a d+1 ~ a d+1dy
mas os 3/3ya e são linearmente independentes, pois
10
(Z c --- ) + cX,,, = 0 implica que c = 0 e c = 0a ~ a d+l r 1 aày
cl **De fato se 3/3y e uma base então c = 0 e c = 0 porque X, , = 0a d+l
Portanto
clc - cX, , y = 0  implica c = 0a Q rl 3.
Concluímos que 3/3ya e X são linearmente independentes.
Vamos mostrar que X e a carta y satisfazem as 
condições da proposição 1.2 e garantimos assim a existência de u- 
ma carta x em m em cujo domínio
3/3xa = 3/3ya e 3/3xd + 1 = X
que formam uma base para Q e esta carta x é lisa para fi.
Desse modo ficará mostrado que £2 e .integrável
X = 3 7 3 u1
e as expressões para X^ (a=l,,..,d) em termos dos campos de veto­
res 3/3U1 não envolvem 3/3u^
Segue que E^d+]_5^a] ® uma combinação linear de
X^,...,X^ somente.
[x. 3 /9ya] sao combinações lineares de
3 /Sy1 , . . . ,3 /3yd .
Se b = 1 j...jd temos
[X, 3/3ya] yb = 0
e portanto'
[X, 3/3ya] = 0 , a=l,. . . sd.
logo
[X, 3./3ya] yb = X(3/3ya yb ) - 3/3ya (Xyb )
11
X O / 3 y a yb ) =
XI = 0 
XO = 0
a = b 
a i b
entao
[X, 3/3ya] yb = 0 - 0 = 0
Xya=0 pois Xya
xy 1 =xd+i y1-
X d t l  - í < xd+1 y b ) 9/3y ‘
b
r y ,  ^y \ 3 v




xy2 =xd+i y2 - (xd-n y 2) f r  = 03y
xya=xd+1 y a - (x ya > = o
3y
M+i
Portanto pela proposição 1.2 existe uma carta, x em m que ê lisa pa 
ra
Consequentemente fi ê integrável.
Veremos agora um tipo especial de variedade, 
pois são as variedades integrais de uma distribuição fi p.dimensio­
nal em uma variedade M.
Definição 1.5 - Dizemos que M' e uma variedade integral de fi se:
M' é uma subvariedade de M tal que -Vm e M'
onde j:M' •> M é a injeção natural.
12
Os vetores de M que são tangentes a M' perten
cem a distribuição.
Proposição 1.4 - Seja c uma curva integral não constante de um
campo vetorial X em uma variedade M.
0 posto C de c pode admitir uma estrutura na-
00
tural C que faz dele uma subvariedade 1.dimensional de M.
Se X não ê zero então C é uma variedade inte­
gral da distribuição determinada por X.
Prova:
Seja j :C -*• M a injeção natural 
Definamos a coleção de cartas
{y j : C -> R} onde y :K -* M
ê uma restrição de c que seja um mergulho.
Como c ê uma imersão o domínio destas cartas 
conjuntamente cobrem C.
Suponhamos que x e y são duas tais cartas cu- 
jo domínio se mterseptam. Para mostrar que yox e diferenciãvel, 
seja a um ponto no seu domínio e escrevamos
(yox ^)a = b
de modo que ca = cb = m
Então c(a+t) , c(b + t) são curvas integrais de 





Consequentemente yox  ^ concorda com a transia 
ção que vai de s»—* s + b - a em alguma vizinhança de a e ê por i_s 
so diferenciável em a.
Segue que a coleção de cartas acima é um atlas 
de C em R e usaremos a letra C para denotar a variedade correspon 
dente 1 _dimensional.
Seja m um ponto de C e escolhamos uma carta x 
de nosso atlas cujo domínio inclui m.
Como cox e uma restrição de j , j ê diferenciáve1 em m.
Alem disso
3 = G-’-( = XJ “ 3 x m " “ 3 x m " 3 L xm m
Como t 0 segue que j é uma imersão e por­
tanto C e uma subvariedade de M.
0 resto da proposição ê obvio.
Nosso proximo objetivo ê mostrar que varieda­
des integrais existem para qualquer distribuição integrável de 
dimensão p em uma variedade M de dimensão n.
Para fazer isto precisamos definir uma estru-
00
tura C no conjunto de pontos de li que faça dele uma variedade de 
dimensão p.
Começamos supondo que p < n.
Escolhemos um ponto q e M tal que xiM-KR^xE11 ^ 
seja uma carta lisa em q com domínio U.
Denotamos p^(xq) = a e seja U^ = x ^(R^xa)
14
Então u = p,ox/U é uma injeção M ->- com do
minio U .• ai
Como xU = (xU) f] (M^xa) segue que u U é a- a ° a
berto em e assim u ê uma carta p dimensional.
A medida que q varia no domínio destas cartas 
cobrem M e assim temos so que mostrar que qualquer par de cartas 
com domínios que se interseptam são relacionadas diferenciavelmen 
te.
Seja v:M •+ uma outra carta com domínio 
definida por uma carta lisa y em um ponto r tal que p^Cyr^b.
Suponhamos que os domínios U e se inter­
septam e escolhamos qualquer ponto m e CU íl V, ) .S. D
Mostraremos que uov  ^ ê diferenciãve 1. em v .^ m
Como os dois conjuntos de campos vetoriais
s 9 ~ _
e --- a = l,...,p sao ambos bases para 9, sobre U .íl V, segue~ a „ a  3x ày
so X.que -— — = 0 a = l,...,p; s = p + l,...,n, e assim, se denotarmos
3y
-1 . s
por x a funçao xoy , as derivadas parciais x sao todas nulas.
(X
Escolhamos uma vizinhança cúbica C-^  x C^ em 
em x Rn ^ com centro (vm,b) que esteja no domínio de x*
Então se z e C^
e concorda com a função
z h->- (X (z,b),......,X1 (z,b)) = a
-1
Portanto uov e diferenciavel em vm.
Um argumento similar mostra que vou  ^ ê defe- 
renciãvel em (1 ) e assim as cartas u,v são relacionadas di.ferenci_ 
avelmente.
00
Denotamos esta nova estrutura C no conjunto 
subjacente de M por M(fi).
Finalmente, se p=n definimos
Lema 1.1. Uma distribuição integrável Q em uma variedade M admite 
M(fl) como uma variedade integral.
Prova:
pecial mas logico.
0 caso de uma distribuição n-dimensional é es
Suponhamos que p < n.
Escolhamos um ponto m e M e seja x uma carta
lisa de M em m. Isto determina uma carta u de M(Q) com domínio U ,a5
onde a = P 2 (xm).
Se i:M(fi) M é a injeção natural, então :so-
bre Ua
xaoi = ua , a = l,...,p.
coordenados
Usando as cartas x e u, i tem representantes
i
16
e assim e1 uma imersão.
Consequentemente M(fi) e um subvariedade p-di-
mensional. de M.
Como
1 3 \ j, 3 Çxoi ) 3
m m
concluimos que M(Q) ê uma variedade integral de fi.
Proposição 1.5. Seja uma distribuição integrável sobre uma vari_
edade M.
Í2 se e so se ê uma subvariedade aberta de M(fi).
Prova:
0 caso de uma distribuição n-dimensional ê e_s 
pecial. Uma subvariedade aberta M' de M(fi) = M é uma variedade in 
tegral de jã que j t=T M' -> T^M é um isomorfismo.
gral de e tem dimensão n, ela deve ser portanto subvariedade a-
que mostrar que M ê uma subvariedade de M(Q). Mostraremos que em 
cada ponto de M' a injeção natural j':M' ->■ M(Í2) é diferenciãvel e 
tem posto p.
Uma variedade M' é uma variedade integral ; de
Por outra parte se M' é uma variedade inte-
berta de M(Q).
Suponhamos que ti tem dimensão p < n.
Primeiro seja M' uma variedade integral de Q.
Como M' e MCfi) ambas tem dimensão p a temos so
17
f
Escolhamos um ponto m e M' e seja x uma carta 
de M que seja lisa com respeito a fi em cujo domínio U inclui m. 
Como M' ê uma subvariedade de M podemos escolher uma carta w de 
M' com um domínio conexo W tal que m e  W CU. Como M' é uma varie 
dade integral de segue que
(1 ) — -2L-22.L - o a = l,...,p ; s = p  + l,...,n 
Swa
— — ~ s • ~onde j iM* -> M e a mjeçao natural. As funções x o] sao portanto
constantes em W e assim, usando nossa notação prévia, jW está no
domínio U d.a carta u e M(Í2). a
Consequentemente em W
6 . 3 
uoj ' = xoj ; 3 = 1 , . • . ,p
As funções uoj ' sao portanto diferenciáveis em 
m e assim j ' ê diferenciãvel em m.
Além disso como M' é um subvariedade p-dimen- 




é não singular em m e assim j ' tem posto p em m.
Receprocamente, suponhamos que M' ê uma sub­
variedade aberta de
Neste caso j 1 é um difeomorfismo e consequen­
temente se m e M'
j (T M(fl)) = fim J * m
18
Segue do lema: 1.1 que se i:M(fi) M ê a injeção identidade
i ,(T M(fi)) = fim* m
e assim a injeção natural j=ioj':M' -* H é diferenciãvel e
j ( T M 1) = fim J A m
:Concluimos que M ’ é uma variedade integral de fi.
Proposição 1 . 6 - Uma distribuição Í2 em M é integrável se so e se
qualquer ponto de M está contido em uma varieda­
de integral de fi.
Prova:
Proposição 1.5 mostrou que a condição e neces
sária.
Nos agora supomos que a condição ê satisfeita 
e provamos que fi ê involutiva e por isso integrável.
Escolhamos qualquer par de campos ti vetoriais 
X SY e fie seja m qualquer ponto no domínio de [X,Y].
Escolhamos uma variedade integral M 1 de fi que 
contem m. Como X,Y são tangentes a M', proposição 7.5.7 (Referên­
cia 1) mostra que existe campos vetoriais X ’,Y'em M' que são j-re 
lacionados a X,Y.
Portanto [X^Y'] ê j-relacionado a [X,Y] e
consequentemente
[X,Y]m = j .. ( [X ’ ,Y']m ) e fim
segue que [X,Y] e fi.
19
Definição 1.6 - Se fi e uma distribuição integrável em uma varieda
de M de dimensão n, a componente conexa de M(fi) 
contendo o ponto m é dita folha de fi através de m.
Ela ê a variedade integral conexa maximal que 
contêm m. Se a dimensão de fi é menor que n, M ê dita uma varieda­
de foleada. .
Definição 1.7 - Sejam M uma variedade n-dimensional, M ' uma varie
dade (n-p)-dimensional onde 0 < p < n; <jj:M ->■ M' 
uma submersão, vimos que a função
mt-+ Núcleo d>,
ê uma distribuição integrável de fi em M .
A fibra de $ através de m ê o subconjunto 
<p de M. A proposição 6.2.1 (Referência 1) mostra que ê uma
subvariedade de M.
Como j : F^ -> M é a injeção natual, segue que
j ,(TF ) = Núcleo á -fim m T*m
e assim qualquer fibra é uma variedade integral de fi.
As fibras portanto formam um cobrimento aber-,
to disjunto de M(fi).
Como as folhas são subconjuntos abertos cone­
xos de M(fi) qualquer folha deve permanecer totalmente numa fibra.
Proposição '1.7 - Seja j:M^ ■+ M uma função diferenciãvel cujo pos-’
to permanece na subvariedade M' de H e cuja ex­
tensão está na subvariedade M' de M.
20
Se M' ê urna variedade integral de uma distri­
buição integrável ti e m M e tem uma base contãvel para sua topolo­
gia, então a função induzida f ’:M^ -> M ' e diferenciãvel.
Prova:
Quando e uma distribuição n-dimensional, M ’ 
é uma subvariedade aberta de li e nossa proposição e conseqüência 
, da proposição 5.4.3 (Referência 1).
Suponhamos que ti tem dimensão p < n.
Escolhamos qualquer ponto m^ no domínio de f.
, Seja x uma carta de M, lisa com respeito a
em cujo domínio U inclui m=fJ mi
Como f ê contínua, podemos encontrar uma viz^
nhança conexa W de tal que fW C U.
Seja Ug " x ^(R^ x  c) , onde c e Rn ^
Temos visto que estes conjuntos Ug que não são 
vazios são domínios coordenados para M(fí).
! Como M' e um subconjunto aberto de M(fi), os
conjuntos Ug íl M ’ são subconjuntos abertos disjuntos de M' e, co­
mo M' tem base contãvel, os não vazios são contáveis em numero.
s
A imagem de W e qualquer uma destas xof e por 
í “
tanto um subconjunto contável de R.
s
Mas xof são contínuas e W ê conexo e assim sua 
imagem ê conexa e deve ser um ponto simples de R.
Segue que f W C  Ua , onde a = P2 (xm), usando nos_ 
sa notação prévia, temos em W
I
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a . , _ a c -iu oj'of = x of a = l,...5p
Como u ê uma carta de M(Q), uoj’ ê uma carta 
da subvariedade aberta M ’ de
~ Qt ~ -
Como as funções x of sao diferenciáveis em m^,
~ CLassim sao as funções u oj'of’
Consequentemente f 1 e diferenciâvel em »
Definição 1.8 - Suponhamos que Q, é uma distribuição integrável de
dimensão p em uma variedade M de dimensão n e que 
p < n.
Se x:M ->- x Rn ^ e uma carta lisa de M com
domínio U e se a £ p^CxU), o conjunto
U = x ^(R^ x a)O.
será chamado uma fatia de x.
Como U ê o dompinio de uma carta de U
o. 3.
e uma subvariedade aberta de M(íí) e assim e uma variedade integral 
de fi.
Qualquer componente conexa de uma fatia está
justo numa folha.
Definição 1.9 •- Qualquer carta x de M com domínio U ê dita regular
se e lisa e cada folha que toca U a intersepta em 
justo uma fatia.
Uma distribuição em M e regular se cada ponto 
de M está no domínio de uma carta regular.
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Proposição 1.8 - Seja <J> uma submersão de uma variedade n-dimensio
nal M em uma variedade (n-p) dimensional H', on­
de 0 < p < n .
A função fi definida por m t-*- Nucleo (|> é uma \ ' ■ *'^rn
distribuição regular em M de dimensão P.
Prova:
Supomos que cada ponto de M esta no domínio
* de uma carta regular.
Podemos escolher uma carta x de M, cujo domí­
nio U inclui m, cuja extensão é uma vizinhança cúbica de xm, e uma
, carta Y de M ’ tal quei
..s-p . s .Y * o (|) = x , s = p +1, . . . , n
Ja mostramos que x ê uma carta lisa, mostrare
i mos que ê regular.
Uma fatia de x ê um subconjunto aberto conexo 
de jã que ê um domínio coordenado em M(í?,) cujo posto é o cu




Por outra parte, uma fatia x (ív x a) se pro 
jeta sobre <j> ao ponto Y ^a e assim, duas fatias diferentes não po 
! dem estar na mesma fibra de cf>. Segue que qualquer folha contem ao 
mãximo uma fatia de x.
Como cada ponto de U esta em uma fatia de x, 
qualquer folha que toca U esta em exatamente uma fatia.
í
Logo x ê regular.
Proposição 1.9 - Quando ^ ê uma distribuição regular em uma varie
dade M, o conjunto M' das folhas de pode admi-
CO _
tir uma estrutura C de forma que w e um submer­
são de M em M '.
w é a projeção canônica de M sobre o conjunto M' 
das folhas de 0, definida por mf-* folha contendo m.
Prova:
Suponhamos que x:M x Kn ^ é uma carta re
guiar em M com domínio U e seja U' = wU. Como x é regular qual­
quer folha que toca U o faz em exatamente uma fatia.
A função x' :H' •* Rn ^ definida sobre U' por
|
m ft— =- p 2 (.xm) onde m é um ponto de w m 1 íl U, é portanto propriamen 
te definida.
Como x é uma injeção e sua extensão ê um con­
junto aberto P2 (xU)!x I é uma carta em M 1.
Os domínios de todas as tais cartas conjunta-
CO
mente cobrem M' e mostraremos que e definida uma estrutura C nes 
te conjunto.
Escolhamos qualquer ponto m ’£M'. Mostraremos 
que quaisquer duas destas cartas cujos domínios incluem m' são re 
lacionadas diferencialmente em m'.
Consideremos o conjunto S de cartas regulares 
em M e cujos domínios encontram L = folha w 1m '.
Duas tais cartas são definidas como equivalen 
tes se as cartas correspondentes em M ! são relacionadas diferen­
cialmente em m', o que dã lugar a uma relação de equivalência em S.
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Seja S' uma classe de equivalência, a união 
dos conjuntos (domínio x) f! L, para todo x e S' e denotado por 
Y (S ’) e ê um subconjunto aberto não vazio de uma subvariedade L 
de M .
Se dois conjuntos V(S'), V(.S") tem um pónto 
em comum entao S ’,S" incluem cartas x,y com domínios U,V tais que 
, U Í l V Í l L ^
Como vimos, isto implica que x,y sao equiva-
1 lentes e assim S'=S".
Segue que os conjuntos V(S 1 ),V(S , for­
mam um cobrimento disjunto de L.
j Mas a variedade L ê conexa e assim pode ter
somente um conjunto e uma so classe de equivalência.
Nossa condição ê portanto satisfeita e temos
00uma estrutura C em M .
\
Dado um ponto m e M, escolhamos uma carta re­
gular X de M cujo domínio inclui m e seja X 1 a carta corresponden 
te de M 1 . Como
‘ . S ”P VSi .. i X' row - X ; s - p+l,...,n
segue que w ê diferenciãvel e tem posto n-p em m.
Consequentemente w ê uma submersão de M sobre
1 M ! .
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C A P Í T U L O  2 
GRUPOS DE LIE
Definição 2■1 - Um grupo de Lie G ê um grupo que tem a estrutura
de uma variedade diferenciãve1 e para o qual a a- 
plicação de grupo
0 : GxG G 
( g 1 , g 2 ^  Slg2
ê diferenciãvel.
Definição 2.2 - Dado um elemento a de um grupo de Lie G , a função
L : G -+ G a
g ^  ag
ê chamada translação a esquerda.
Como a aplicaçao de grupo 0 ê diferenciãvel,
L_ é diferenciãvel.Cl
Sua inversa L -1 ê também diferenciãvel e as- 0.
sim L_, é um difeomorf is mo de G sobre si mesmo.a.
0 mesmo se aplica a translação ã direita
R : g t-> g a ° faa
Proposição 2.1 - Seja G um grupo de Lie





Como ¥ é uma bijeçio e é sua propria função in 
versa nos temos so que provar sua diferenciabilidade.
Basta mostrar que ê diferenciãvel no elemento 
unidade e , jã que dado g e G
Ÿ = R -io y o Lg“ 1
c>
e a diferenciabilidade de ï em g segue da diferenciabilidade ern e.
Para mostrar que y e diferenciavel em e, e|sco 
lhamos uma carta x de G com domínio U tal que xe = 0.
Exemplo 12.2.1 (Referência 1) mostrara que po
. . ? 
demos escolher uma vizinhança V de e tal que V CI V
Denotamos a restrição x/V por y
Considerando f :RnxRn Rn uma função represen 
tante para 0 que usa as cartas y x y e x para G x G e G respecti-i 
vãmente
Como
f ( w 3 0 ) = w
segue que
f • (0 ,0 ) = ô, . (i,j - 1 ,. . . ,n)
D -‘-D
Usando teorema da função implicita, existem vizi­
nhanças U' e V' de 0 em Rn tal que a um elemento dado w e U' cor­
responde um único elemento v e V' tal que
f ( v ,w) = 0
e a função x :w * v ® diferenciãvel.
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t
Como x é uma função representativa para se­
gue que ¥ é diferenciãvel em e.
Como vimos um grupo de Lie e um grupo que tem 
a estrutura de uma variedade diferenciãvel pela qual as funções de 
grupo são diferenciáveis, mas com isso restringimos a topologia 
da variedade.
Definição 2.3 - Um grupo topolõgico G e um grupo que tem a estru­
tura de um espaço topolõgico, pela qual as fun­
ções de grupos
0 : GxG ->■ G e 
y : G -> G
são contínuas.
Segue da proposição 2.1 que o grupo de Lie 
com topologia induzida por sua estrutura diferenciãvel e um grupo 
topolõgico.
Um subgrupo de um grupo topolõgico G que seja 
um subconjunto aberto de G e chamado subgrupo aberto de G.
Um subgrupo aberto H de G e necessariamente
i
fechado, já que seu complemento G-H e a união de todos os abertos 
gH, onde g e G-H, e assim ê aberto em G.
Proposição 2.2 - A componente Ge contendo a unidade e do grupo to
polõgico G ê um subgrupo normal de G.




Como G e um subconjunto conexo de G , G x G e -1 ’ e j e
é conexo e assim 0(G x G ) é uma vizinhança conexa de e.e e ^
Segue que 0( G x G ) C  G e e e
Mas Ge  ^ = VG^ também é um vizinhança conexa de
e e assim G Ge e
G sobre si mesmo.
Consequentemente Gg e um subgrupo de G.
Como uma translação em G é um homomorfismo de
Se g e Gj S^gg ^ é portanto uma vizinhança de
í
e e assim permanece em G .
Segue que Ge é um subgrupo normal de G.
Se Gg e uma componente de G contendo g, um ar
gumento similar msotra que gG C  G . e portanto g ^G Cl Ge g g ■ e
Concluimos que
G =
Proposição 2.3 - Se o espaço subjacente do grupo topologico satis_
faz o axioma de sepração então satisfaz o ax_i 
oma mais forte T2 •
Prova:
Primeiro mostraremos que qualquer ponto dado 
g e G que ê distinto de e é separado de e .
Como G tem T-^  _ topologia, podemos escolher u- 
ma vizinhança U de e que não contém g. Então exemplo 12.2.2 (Refe 
rência 1) mostra que existe uma vizinhança V de e tal que V H c u .
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i
Logo V e V são vizinhanças disjuntas de g e e
O
respectivamente. Já que h pertence a suas interseções então exis­
te um ponto k e V tal que kg = h . Mas então
g = k_1h e V-1V C U '
e isto é uma contradição.
Nais geralmente, supohamos que g,g' são pontos
distintos de G.
Os pontos e e g ^g’ admitem vizinhanças disjun
tas w e w'. Consequentemente gw e g , sao vizinhanças disjuntas 
de g e g 1 .
Proposição 2.H - A variedade subjacente de um grupo de Lie conexo
admite uma base contãvel para sua topologia.
Prova:
Escolhamos uma vizinhança coordenada U da uni­
dade e tal que U = U \
Como U ê homeomorfico a um subconjunto aberto 
de K n , podemos escolher um subconjunto contável S de U que seja 
denso em U,
0 conjunto S=S’U(S') ~ = S  ^ esta em U e e, cer 
tamente, denso em U.
Denotemos por Hq grupo gerado por S , que con­
siste de todos os produtos finitos de pontos de S.
H é portanto contevel e nossa proposição segue 
da proposição 3.3.6 (Referência 1) se mostramos que os domínios 
coordenados {hU}, e H conjuntamente cobrem nosso grupo de Lie.
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Temos que mostrar que qualquer ponto g eG per 
manece ao menos em um tal domínio.
Como G e conexo, G ê gerado por U e assim
g = gig2 »••'’Sn °nde ga £ U; a =
Como a aplicação de grupo 0 é contínua, exis­
te uma vizinhança U de e tal.que
s a toa 1
U1 U 2 .... Up C g U
Como S é denso em U, existe um ponto s^ e S
tal que s e U -o produto a a 5
h - s^S'2.... sp e H e h e gU
Consequentemente
e h.U 1 = h.U
Definição 2 . - Um grupo de Lie H que é ao mesmo tempo um subgrupo e
uma subvariedade de um grupo de Lie G e dito um 
subgrupo de Lie de G.
Proposição 2.5 - Um subgrupo H de um grupo de Lie G que e uma sub
variedade regular de G e um subgrupo de Lie de G.
Prova:
Seja j :H -> G a injeção natural 
A aplicação de grupo 0:G x G dã lugar a uma
função diferenciãvel
0o( j xj ) : H x H -> G
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que tem valores em H proposição 5.4.3 (Referência 1) mostra que 
isto induz uma função diferenciável
H x H H
que e a aplicação de grupo para H.
Definição 2.5 - 0 subgrupo de Lie H de G serã dito conexo se a va
riedade subjacente e conexa.
Proposição 2 .6 - A componente Gg que contem a unidade e de um gru
de Lie G é um subgrupo de Lie conexo de G.
Proposição 2.2 mostra que as componentes de
um grupo de Lie são as co-classes a esquerda de Gg em G, e como
são subvariedades regulares de G a bijeção de G sobre G determi
 ^ e g
nada pela'translação a esquerda L são difeomorficas.
ã
Proposição 2.7 - Cada componente de um grupo de Lie G e uma subva




Definição 2.6 - Um campo de vetores X em um grupo de Lie G diz-se
que ê invariante a esquerda se ê invariante sob 
todas as translações â esquerda de G.
Se denotarmos a diferencial de L pora.
a_,_:TG -*■ TG entao X ê invariante a esquerda se e sõ se
X(ag)=aA(Xg) para todo a,g e G
Um campo vetorial invariante a esquerda X so­
bre G ê determinado por seu valor na unidade e já que
= a, (Xe) para todo a e Ga.
Reciprocamente proposição 2.8 mostrará a se­
guir que se v e TgG então gi—»- g_,_v e o campo vetorial invariante ã 
esquerda cujo valor em e ê v.
Usando a operação colchete para definirmos mui 
tiplicação, o conjunto DG de campos vetoriais invariante ã esquer 
da sobre G tem uma estrutura de Álgebra de Lie de mesma dimensão 
de G.
Proposição 2.8 - A função DG TeG definida por Xt—>- Xg ê um iso­
morfismo do espaço vetorial DG sobre TeG.
Prova:
Como qualquer campo vetorial invariante a es­
querda X e determinado por seu valor em e , a função Xi—> Xg ê um 
isomorfismo de espaços vetoriais DG em TgG.
Para mostrar que esta função é sobrejetiva em 
TgG escolhamos um elemento v e T^G e mostramos que a função X de­
finida por gW. g v é um campo vetorial de G invariante ã esquerda 
cujo valor em e é v.
Identificando T(G x G) com TG x TG nos defini 
mos uma função diferencial G -+ T(G x G) por g>—>- (og,v).
Segue da proposição 4.5.2 (Referência 1) que 
X e a composição desta função com 0A , onde 6:GxG + G é uma aplica 
ção de grupo.
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X é portanto diferenciãvel e assim é um campo 
vetorial sobre G e é invariante a esquerda jã que se a,g c G
a ( Xg ) = a (g v ) = (ag) , v = X( ag )
e seu valor em e e
e v = v
Definição 2.7 - Se v,w e TgG e se X,Y sao campos vetoriais inva­
riantes â esquerda sobre G tal que
X = v e Y = w e e
definimos
[v5w] = [X 3 Y ]
Com esta estrutura adicional, T G e chamado de
Lie de G e e denotado por LG.
Proposição 2.8 mostra que se v^,...,v ê uma 
base para o espaço vetorial T^G então o campo de vetores X^,...,X 




= Z ch .X, 
h ^  h
truturais de G.
Os números reais c*?. sao chamados constantes es
iD
Em termos da base dada, multiplicação em LG e
dada por
£ vh (.h , i , j = 1 , . . . ,n)
35
Por outra parte, se S é uma subalgebra de LG então 
sim é involutiva.
AA„]en e as­co Bj
Proposição 2.10 - ' Seja H um subgrupo de Lie de um grupo de Li!e G
e j :H G a injeção natural então j é isomor 
fismo de LH sobre uma subalgebra de LG.
H é uma variedade integral da distribuição in­
variante â esquerda sobre G cujo valor em e ê j t(T H).
Prova:
Como j é uma imersão, j ê um isomorfismo do 
espaço vetorial TgH sobre um subespaço vetorial de TeG .
Vamos mostrar que preserva o produto. Escolha­
mos um elemento a e T H e seja
a
Se L'H e a translação à esquerda de H por um elemento h z H entao
(1 ) L-u°3 “jh J o h
Consequentemente o campo vetorial invariante a esquerda B sobre G 
determinado por b ê j-relacionado ao campo vetorial invariante ã 
esquerda A determinado por a.
Segue proposição 7.5.2 (Referência 1) que, quan 
do a^ ê um outro elemento de TeH, os campos vetoriais
e




A subalgebra j (T H) de L.G determina uma distribuição invariantev: 6 3
â esquerda fi sobre G.
Se h £ H , segue de (1) que
(L, oj ) T H = (j oL' ) T H = j (T, H) n* * e J {. híi e J * h
Logo H é uma variedade integral de .
Obs.: 1) Se H é um subgrupo de Lie de G, existe uma subalgebra de 
LG que é isomorfica a LH
2) LH é formada por todos os campos vetoriais invariantes ã 
esquerda sobre G que são tangentes a H em e .
Proposição 2.11 - Seja S uma subalgebra de LG, hã um único subgru
po de Lie conexo H de G tal que j te ê um isomor 
fismo de LH sobre S onde j é a injeção natural 
de H + G..
Prova:
A distribuição invariante a esquerda Q sobre 
G tal que fie=S é integrável.
Seja H a folha de Q contendo e.
Se g ê qualquer elemento de G, a função Lgoj 
é um mergulho de H sobre G e desse modo seu percurso gH recebe u- 
ma estrutura de subvariedade de G difeomorfica a H.
Como Í2 é invariante a esquerda a variedade gH 
ê também uma variedade integrável de Í2, e como é conexa está na 
folha K de contendo g.
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Realmente, deve coincidir com esta folha, por 
que de outra forma o conjunto.g ^K, com a estrutura de subvarieda 
de difeomorfica aK, seria uma variedade integral conexa de Í2 con­
tendo e e tendo H como subconjunto proprio.
Em particular, se g e H segue que gH=H.
Esta igualdade implica que, se g,h e H então 
gh e H e, como e e H então g  ^ e H.
Consequentemente H ê um subgrupo de üm grupo 
de Lie 6 as co-classes ã esquerda são as folhas de Q.
Para mostrar que H é um subgrupo de Lie de G, 
temos que mostrar que a aplicação de grupo y:H.H -y H que e induzi 
da pela função diferencial 0o(j.j):H.H -+■ G elas mesma diferencia- 
vel.
Como H. ê uma subvariedade conexa de G, impli­
ca que permanece na componente G .
Considerando proposição 2.7, é uma subvarieda­
de de Ge e tem uma base contãvel para sua topologia.
A diferenciabilidade de 'f segue da proposição
1.7.
Como H é uma subvariedade integral de fl
j , (T H) = fi = S J« e e
e consequentemente proposição 2.10 mostra que j _ e um isomorfis­
mo de LH sobre S .
Para estabelecer a unicidade de H, suponhamos





fismo de LH' sobre S, onde j ’:H' G é a injeção natural.
H' e também uma variedade integral de con­
tendo e, e, como é conexa é uma vizinhança de e em H .
Consequentemente H é gerado por H' e isto im­
plica que
H = H ’ .
Obs.: No caso especial quando S = LG é claro que o subgrupo de Lie 
H ê Gg . Qualquer grupo de Lie tem uma algebra de Lie real 
de dimensão finita. Ver (Referencia 9) teorema de Ado's.
Proposição 2.12 - Qualquer campo vetorial invariante â esquerda X
em um grupo de Lie G e completo.
1
Prova:
Existe uma curva integral c de X que começa 
em e e suponhamos que tenha domínio I .
Então se g e um ponto de G , a curva cg=Lg°c ê 
uma curva integral de X que começa em g e também tem domínio I, 
jã que, como X é invariante ã esquerda.
cg = Lg.;.°c = Lg*oXoc = Xocg
então proposição 8.2.5 (Referência 1) mostra que o campo vetorial 
X ê completo.
Definição 2.9 - Suponhamos que v ê qualquer vetor de T^G e que Xv
& o campo vetorial invariante ã esquerda sobre G
tal que X e = v. ^ v
í
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Se c e uma curva maximal integral de Xv come­
çando em e a função exp:TeG G
vl— ► c£
é chamada função exponencial do grupo de Lie G.
Vejamos esta funçao sobre outro ponto de vis­
ta .
Os campos vetoriais invariantes â esquerda so 
bre um grupo de Lie G de dimensão y forma um espaço vetorial real 
LG da mesma dimensão.
Um base X^,...,X de LG e uma paralelização so 
bre G e assim determina uma conexão linear de G.
Segue secção 9 (Referência 1) que esta cone­
xão não depende da nossa escolha de base.
0 Spray associado é chamado Spray invariante a
esquerda sobre G.
De acordo com proposição 10.3.1. i(Referência 
1) , a geodésica maximal K deste Spray, com condição inicial v ê 
uma curva maximal integral começando de Tf1 v em um campo invarian­
te ã esquerda gt— >- g” .
0 Spray invariante ã esquerda ê portanto com­
pleto e sua aplicação exponencial v*—>■ K£ e definida sobre TG e é 
denotada por Expg que é diferenciãvel.
Proposição 2.13 - A geodésica maximal com condição inicial v eTgG
do Spray invariante a esquerda sobre um grupo 
de Lie G ê a curva Exp tv.
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Prova:
Segue da proposição 10.5.1. (Referência 1) 
expsv = Expgsv -Vs e K
Proposição 2.14 - Se v e T^G e se r,s e R então
exp(r+v)v ■= Cexprv)(expsv)
Prova:
Corno exptv ê uma curva integral de um campo 
vetorial gi—»- g^ começando em e, segue do lema 8.2.1 (Referência 
1 ) que exp(r+t)v ê uma curva integral deste campo vetorial come­
çando em exprv e consequentemente
exp(r+t)v = (exprv)(exptv)
isto ê verdade sobre R em particular para um ponto s .
A proposição 2.14 mostra que exptv :R G e
um homomorfismo diferenciãvel do grupo aditivo de Lie R no grupo 
de Lie G.
Qualquer homomorfismo diferenciãvel de R em 
G ê chamado um subgrupo a um_parãmetro de G.
Proposição 2.15 - Qualquer subgrupo a um parâmetro <f> de um grupo
de Lie G e igual a exptv para um único vetor
v e T Gi e
Prova:
Como. <j>0 ê a unidade e de G o vetor 
v =. <j)0 pertence a TgG
]Seja X um campo vetorial invariante a esquer­
da sobre G tal que
X = v e
Como <p e homomorfismo
d)OÀ = L, ocb onde s e R T S (j)S s
onde X e a translação a <—*• a + s sobre K. s *
Como o campo vetorial 3/3t ê invariante sob qualquer tal transla­
ção
<j> = cj) (X ( 3 / 3 t ) n ) = (L ) (4>0)=X(cj)s) ;Y s Y * s * 0 cj) s *
segue que cj) é uma curva maximal integral de X começando em e e 
assim deve ser exptv.
Proposição 2.16 - Seja H um subgrupo de Lie de um grupo de Lie G
e j a injeção natural de H em G .
Então
exp ° ^*e = 3 °exPH 
Prova:
Suponhamos que y e TgH e seja v = j t\i
Como vimos na prova da proposição 2.10, os campos vetoriais inva­
riantes ã esquerda X,Y sobre G,H respectivamente determinados por 
p,v são j-relacionados.
Considerando proposição 8.4.1 (Referência 1) 
jo(exp^tu) é uma curva integral de X, que começa em e. Consequen­




j(exp^u) = expv = exp(j u)
Esta proposição implica que quando um vetor 
v e T G ê tangente a um subgrupo de Lie H o contra domínio (ima­
gem) da curva exptv permanece em H. Ha uma recíproca da proposição 
2.16.
Com a restrição sobre a topologia de H . j
Proposição 2.17 - Seja c uma curva em um grupo de Lie G cuja ima­
gem esta em um subgrupo de Lie H.
Se H tem uma base contãvel para sua topologia en 
tão cada vetor cs e tangente a H.
Prova:
Seja H uma variedade integral de uma distri­
buição integrável sobre G. '
Segue Proposição 12.3.4 (Referência 1) que e- 
xiste uma função diferenciãvel




cs = j tCc]s)
se s pertence ao domínio de c.
Obs.: Seja G um grupo de Lie
Uma escolhe de base para TeG determina um isomorfismo pa-
4 3 ’
drão de T G sobre Mn , se este isomorfismo é usado para iden e r —
tificar Mn com TgG então, como temos visto no caso geral de 
um Spray, a aplicação exponencial TgG G determina uma car 
ta normal em alguma vizinhança de e em G.'
Usaremos esta estrutura de grupo para constru 
ir outra classe de cartas de e.
T G. e
Suponhamos que nos ê dado um subespaço S de
Escolhamos uma base de T G cujos primeiros ve
Seja 6 o isomorfismo correspondente T G -»• R n J y e
consideremos a função x:T G G definida pore
x= CexpZô av )(expZ6Sv )(X s
onde a=lj...,p e s=p+l,...,n
Se f:G -> R ê qualquer função diferenciãvel cu 
jo domínio inclui e, então
(8/961(fox))q = (d/dt(foexptv^))q
onde i = l , ... ,n
Como exptv^ e uma curva integral de um campo 
vetorial, invariante ã esquerda X sobre G tal que ^e =v-j_i proposi­
ção 8.5.1 (Referência 1) mostra que
(d/dt( joexptv^) )q = v^ .f
Consequentemente se x e uma carta normal asso
ciada com abase dada de T Ge
036 1 9x
e x ê portanto um d.ifeomorf ismo sobre uma vizinhança de 0 em T G .
deste difeomorfismo e uma carta de G cujo domínio inclui e.
Obs.: Suponhamos agora que S ê uma subalgebra de L.G.
Então como vimos nas proposições 2.9, 2.10, 2.11, S determi­
na uma distribuição integrável Q sobre o grupo de Lie G.
A folha através de e é um subgrupo de Lie conexo H de G e 
as folhas restantes são as co-classes a esquerda de G.
Proposição 2.18 - A carta w é uma carta lisa para a distribuição 0,
determinada por S .
Prova:
Como a dimensão de Q, e P , basta mostrar que o
Quando identificarmos TeG com Rn , a inversa w
campo vetorial 3/8wa (a=l,...,P) pertence a fi.
Para fazer isto, seja V o subespaço de T^G 
complementar a S expandido por Vp + ]_ > • • • 5 vn
Escolhamos qualquer ponto
g = (expv).(exps )
onde v e.V, se S no domímio da carta w.
‘+5
Dado um inteiro 6 tal que 1 < 8  < p, conside-
R
remos em w a curva coordenada
6 = (expv)(exp(s+tvg))
Como
3 í ng = 6 0
9w
nos mostraremos que <5 0 e Q g , e para fazer isto, definimos uma cur 
va c:M G tal que
exp(.s + t V g )  = (exps)c
De acordo com a proposição 2.16, expCs+tv^) permanece em H pára 
todos os valores de t e assim a imagem de c está em H.
Proposição 2.17 mostra que c0 e tangente a H
e assim estar em tie.
Como 6 - g^ e Í2 e invariante a esquerda 
<5 0 = g_,_(c0) e Qg
Obs.: Qualquer subgrupo H de um grupo de Lie G age como um grupo 
de transformações sobre G com a função GxH -+ G
(g,h.)b-* gh
Proposição 2.19 - Seja V um espaço vetorial real de dimensão n com
a topologia padrão.
Se {va } (a=l,...,n) e uma sequência de vetores 
não nulos de V convergindo a zero, existe uma subsequência {a^ç^}
tal que a seqüência ÍÇa } de vetores tem limite não nulo ç.
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Prova:
Escolhamos uma base para V e então façamos a 
identificação padrão de V com Rn
Cada vetor v^ pode ser expressado como ^asa ’
onde s e Sn  ^ e b >0, Como a esfera Sn  ^ ê compacta e satisfaz a a
o primeiro axioma de contabilidade, admite uma subsequência
j-*_^
convergente "fS (a )^ com limite çeS
Tomando a = b , . e ç ! a y(a) a yCa)
a subsequência {a ç } de {v { tem a propriedade requerida.
QL CL CL
Proposição 2.20 - Seja H um subgrupo fechado de um grupo de Lie G
Se íça ) (a=l,.••,n) ê uma sequência de vetores
de T G com limite r tal que exp(a r ) e H, onde {a } ê uma sequên e v ^ ^ a a a —
cia de números reais não nulos com limite zero, então, exp Aç e H 
para todo X e R.
Prova:
Dado X e escolhamos um inteiro n tal quea
’• |,\~n a I < la I
' a a 1 1 a 1
e então X ê o limite da sequência { n a }
1 a a
Então Xç ê o limite da sequência {n^a^ç^}
* e portanto como a aplicação exponencial ê contínua, expXç ê o li­
mite de {exp(n^a^ç^)}, mas segue da proposição 2.14 que
n
: , exü(n a ) ) = (expa Ç )a a a a a
(X
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e assim qualquer valor desta sequência esta em um subconjunto fe~‘ 
chado H de G,
Consequentemente exp A.Ç e H.
Lema 2,1 •- Seja c :R ->• G uma curva começando em e cuja imagem está 
em um subgrupo fechedo H de um grupo de Lie G.
Se ç - cO então exp e H , para todo A e
Prova:
Para valores suficientemente pequenos (mas não 
nulos) de t podemos definir c como i
s»— >- exp s Cks )
onde k e uma curva em T Ge .
Escolhamos uma sequência Ia \ (a=l5*•■•) de 
números reais pertencentes ao domínio de k que tenha limite zero.
Então a sequência associada {ç = ka }de veto
(X Ct
res de TgG tem limite cO. Para provar isto, escolhamos uma carta 
normal x em e e seja
k = E k1 (8/8X1)e
Entao se C = xoc
C^ = x1 (.exp s(ks)) = s(k1s)
Segue que
lim , i lim C1s fdC1
s+o k s = s-o —  = — rs \ dt
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e portanto
lim {ç } = lim {ka } = cO a a
Por hipótese, exp aaCa e H e assim nosso lema e uma consequência 
imediata da proposição 2.20.
Com o objetivo de mostrar que um subgrupo H 
de um grupo de Lie G que é um subconjunto fechado de G
ou ê um subconjunto descrito
ou admite uma estrutura de um subgrupo de Lie 
de G
Suponhamos que H ê um fechado e conexo do gru
po de Lie G.
Definamos um subconjunto S de T G que devera
ser uma subalgebra de LG e então mostraremos que o subgrupo de 
de Lie conexo correspondente de G tem o mesmo subgrupo subjacen­
te de H. 1
Lema 2.2 - 0 conjunto S de vetores v e T G tal que exp Àv eH, pa 
ra todo X el e um subespaço vetorial de TgG .
Prova:
Consideremos a curva c:R ->• G tal que
c = (exptv)(exptw) onde v,w e S.
Segue da formula de Leibniz's que
c. 0 = v + w
íComo a extensão de c permanece em H, lema 2.1 implica que v+w e S 
Como
i exp À(av) = exp(Àa)v se a e R, segue que se
v e S então av e S .
Proposição 2.21 - 0 espaço vetorial S é uma subãlgebra de L.G.
f
Prova:
É trivial se S=0 ou T Ge
Caso contrario seguira da proposição 2.19 se
1 pudermos .provar que a distribuição ü, definida em G por gi—*- g_S é 
integrável.
Mostraremos que a carta w construída para pro 
posição 2.18 é uma carta lisa para Í2 e para fazer isto usaremos a 
notação da proposição 2.18; nosso proposito ê o mesmo, porque nos 
pretendemos mostrai' que cO permanece em fie o que implica em
6 0 = g_,_(c0)
permanecer em Q g .
Pela definição de S implica que exp(s+tVg)j es 
tã em H para todos os valores de t.
Consequentemente a extensão de c está no sub­
grupo fechado H e segue do lema 2.1 que cO permanece em Q e .
! - -1
Se g e um ponto dado de G , a carta woLg e
uma carta lisa para fi cujo domínio inclui g.




Proposição 2.22 - Um subgrupo conexo fechado H de um grupo de Lie
de G
ou ê a unidade e
ou admite a estrutura de um subgrupo conexo de 
Lie de G .
Prova:
Com a topologia de subconjunto conexo, H ê
um grupo topologico.
Considerando a subãlgebra S de LG determinada 
por H como na proposição 2.21, suponhamos que S=T G.
Como exp TeG é conexa, esta na componente G 
de G. Usando proposição 2.3 segue que o domínio expS ' de uma carta 
normal gera G .
Mas
expS'C  expS C  H
e assim expS ' e uma vizinhança de e em H e gera H. Consequentemen 
te o conjunto subjacente de H e Gg coincidem e assim H admite a 
estrutura de subgrupo de Lie G .
Suponhamos que 0 i S í TpG
Usaremos S e o subespaço complementar V de TeG 
para construir uma carta w como na proposição 2.18.
Restringimos w de tal maneira que sua exten­
são é <5(.S5+V') onde S',V' são vizinhanças de 0 em S,V respectiva­
mente .
Escolhendo V ' suficientemente pequena podemos 
assegurar que o domínio U' da restrição satisfaz.
(1) U 1 n K = expS'
Se este não fosse o caso, poderíamos escolher 
•orna sequência { }  de vizinhanças de 0 em V convergindo a 0 e pa­
ra cada a existiria um vetor não nulo v e V ' e um vetor s e S 'a a a
tal que í
(expv )(exps ) C. H c a a
Segue que expv e H e portanto, como a sequen 
cia íva } de vetores não nulos de V converge a 0, proposições 2.19 
e 2.20 mostraram que existe um vetor não nulo ç e V tal que 
exp Aç e H, para todo À e R:
Logo ç £ S é uma contradição.
Podemos supor que a equação Cl) é satisfeita.
Proposição 2.11 nos diz que a subãlgebra S de 
termina um subgrupo de Lie conexo H ' de G tal que
S = j (T H')e
se segue da proposição 2.16 que
expS' = expH ,S"
onde S" ê uma vizinhança de 0 em TH'.
Assim expS1 esta em H 1 e, como exp^, age como 
um difeomorfismo em alguma vizinhança de 0 em T H ', contêm uma vi 
zinhança de e em H'. Portanto expS' gera H'.
Poi-1 outra parte, LCfl H' ê uma vizinhança de 
e em um grupo topologico conexo H e assim gera H.
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Os conjuntos subjacentes de H e H' coincidem 
e H admite a estrutura de subgrupo de Lie H'.
Finalmente, suponhamos que S=0.
Seja V ! uma vizinhança de 0 em T G sobre a 
qual a função exp è um dif eomorf isrno .
Escolhendo V ' suficientemente pequena pode-
assegurar que
(.2) expV ' fl H = e
Se este não fosse o caso, poderíamos esco­
lher uma sequência { }  se vizinhanças de 0 em V' convergindo a
0 e para cada a existiria um vetor não nulo v eV tal quea a ^
expv^ e H que implica na existência de um vetor não nulo ç e TgG 
tal que ç e S. Como isto ê impossível, podemos supor que a condi 
ção (2) é satisfeita.
Segue então que e ê um subconjunto aberto de
H e assim gera H.
Consequentemente H = e.
TRANSFORMAÇÕES EM GRUPOS DE LIE
C A P Í T U L O  3
Definição 3.1 - Um grupo de. Lie G ê dito que age em uma variedade
diferenciável M como um grupo de transformação de 
Lie se é dada uma sobre, jeção global í>: GxM M que 
é diferenciável e tal que se g,h e G e m e  M
(1) <Kg , <Kh ,m) = $(gh,m)
Se g e G então <j> . : M ->- M dada por mi-*- <Kg ,m) e
g
composição de funções diferenciáveis.
Logo equação (1) fica
4> o cji = cfj , 
g n gh
Como $ e uma sobre jeção (j> ê a identidade so­
bre M, já que se m e M existe m' £ M, h e G tal que
4>, m ' - m h
e assim
b, m = ( d) ocl), ) m '  = ò  , m '  = m e Te Kh *eh
segue que e $ -1 são funções inversas entre se e $ :M -* M e um 
g g g 
difeomorfismo.
Definição 3.2 - Ura conjunto A de M é dito invariante sobre G se
<MGxA) C  A
onde G age como um grupo de transformações sobre M.
Obs.: G preserva a relação de equivalência P sobre M se:
Cm-, ,m0) e p e g e G então Cg , ,g 0) e p 1 2  ° °mr°m2
Definição 3. 3 - Se m e M, a função $ ;G -> M, definida por
gt—> $(g,m) é diferenciãvel.
Seja Z:M -*■ TM tal que m>-->■ d) v onde v e T G.m* e
Identificando TCGxM) com CTG)CTM) definimos 
M TCGxM) 
m'--v Cv,0m)
R(G,M) é o 'conjunto de campos vetoriais Z sobre M 
que aparecem desta forma
e mais y:RCG,M) TgG
vi— >- Z ê um homomorf ismo .
Proposição 3.1 - A curva maximal integral de um campo vetorial in 
, variante a direita Y sobre G que começa em e é
exptv, onde
Prova:
Se X é um campo vetorial invariante a esquer­
da sobre G tal que Xe=v então
Y = ,o (-X)o¥
5C
A curva maximal integral de -X que começa em 
e é exp(-tv) e portanto., como -X e Y são ^-relacionados, Voexpí-tv) 
ê a curva maximal integral de Y começando em 4* •
Proposição 3._2 - Seja Z e R(G5M) tal que Z=yv então (exptv)m ê u~
ma curva integral de Z com dominio R começando 
em m e M .
Prova:
Como Y e G e tal que Y =v ê cb relacionado a^ e pm
Z 5 segue da proposição 3.1 que <j> o(exptv) ê a curva integral de Z
com domínio R começando em cj e .
Proposição 3.3 - Seja G um grupo de Lie que age efetivamente so­
bre uma variedade de Hansdorff M como um grupo 
de transformação de Lie.
morfismo.
Entao o homomorfismo y : RG R(G5M) e um iso-
Prova:
Suponhamos que yv ê o campo vetorial nulo so­
bre M. Logo a curva integral de um tal campo ê uma função constan 
te e assim proposição 3.2 implica que
5 6
exp(tv)m = m, para todo rn e M 
Como G age efetivamente
exptv = e, para todo t
logo
v — 0
Como seu núcleo e zero, y é urn isomorfismo.
Definição-3.4 - A classe de equivalência que contêm um ponto m ê
a extensão da função <j) :G -* M que denominamos or 
bita de m.
Definição 3.5 - 0 conjunto H = ( ^ ) consiste daqueles elemen------- 5------  m m m ^m
tos de G tal que g^ = m que denominamos grupo iso 
trópico em m, que é um subgrupo de G.
Os grupos isotropicos em pontos equivalentes 
de M, são subgrupos conjugados considerando que se m'=g então 
(gHmg_1)m,^ m' e portanto g H ^ g ^ C  Hm , .
Um argumento similar mostra que gH^jg H
e consequentemente "*" •
Se m ê um ponto dado de M, cj) : G ->• M projeta a
uma função sobre o conjunto quociente G/H : ¥ :G/H -> M definidam m m
por gH^— »• g , cuja extensão ê urna orbita de m.
Sendo G um grupo de transformações de Lie so­
bre uma variedade Hansdorff, H ê fechado em G e é
5 rn
5 7
ou um subconjunto descrito de G
ou admite uma única estrutura como variedade 
regular de G.
Se m'=g temos visto que H e H , correspon- tom  ^ m m
dem sob um difeomorfismo L oR -1:G G.
g g
Os grupos isotrõpicos em pontos de uma orbita
sao portanto
i) ou discretos
ii) ou admitem ser’ subvariedades regulares de 
G.
Se (aberto) então cada grupo isotrõpico é 
união de componentes de G.
Se G tem número finito de componentes então 
G/H^ é finito e G consiste de um número finito de pontos.
Definigão 3.6 - G age transitivamente sobre M se, dado quaisquer
dois pontos m15m 2 e M, existe g e G tal que i^gjni
então existe uma única orbita que é o próprio M e
assim para todo m e  M: y :G/H -> M e uma bijeção
5 m m J
e (G5T 0)/H = M.
2 m
Definigão 3.7 - Um grupo G de transformações de uma variedade de
Hansdorff M e  um grupo de transformações de Lie
se admitir uma estrutura de grupo de Lie tal que
i) a função $:(g,m)t—> g^ e diferenciãvel
ii) se X e qualquer campo vetorial completo sobre
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M que ê tangente a G, o homomorfismo st—* é
um subgrupo a um_parâmetro de G.
Um grupo de Lie G de transformações de M tem 
a estrutura de um grupo de transformações de Lie G agindo efetiva 
mente sobre M.
Proposição 3.4 - Uma condição necessária para um grupo G de trans
formações de uma variedade de Hansdorff M admi­
tir uma estrutura de um grupo de Lie de transfor 
mações de M é que o conjunto dos campos veto- 
riais completos sobre M tangentes a G seja. uma 
álgebra de Lie-finita-dimensional.
Prova:
Suponhamos que G e um grupo de Lie de trans­
formações de M, qualquer campo vetorial yv de R(G,M) e completo e 
proposição 3.2 mostra que as transformações y são dadas por
m*—>- (expsv)m e assim pertencem ao grupo G. yv é portanto um campo 
vetorial completo sobre M que e tangente a G.
Por outra parte 3 suponhamos que X é qualquer 
campo vetorial completo sobre M que e tangente a G e ¥ as trans­
formações correspondentes de M.
Condição ii) estabelece que s>— >- V e um sub­
grupo a um.parãmetro de G e assim proposição 2.15 mostra que 
g^iri = (expsv)m para um único v e TeG.
Consequentemente os campos vetoriais X e yv 
tem as mesmas curvas integrais maximais e devem coincidir.
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R(G,M) portanto consiste de todos os campos 
vetoriais completos sobre M que são tangentes a G.
Definição 3.8 - Suponhamos que X^,...,X são campos vetoriais in­
dependentes que define uma paralelização sobre u- 
ma variedade Hansdorff M.
Qualquer campo vetorial Zw^X^, w e R; h=l,...,n 
serã chamado campo vetorial paralelo sobre M.
Proposição 3.5 - Se X ê um campo vetorial paralelo sobre uma vari
edade de Hansdorff com uma paralelização a fun­
ção ExpX:M + M é ura difeomorfismo e Exp(-X) ê a 
sua inversa.
Prova:
Escolhamos qualquer ponto m no domínio de Exp X 
e seja y a curva integral maximal de X que começa em m. A curva c 
definida por st—* y(l-s) ê uma curva integral de -X que começa em 
ExpXm. Consequentemente
(Exp-X)CExpX) = cl = yO = m
Segue que
(Exp-X)o(ExpX)m = m
Isto é a equação correspondente para o campo vetorial paralelo -X 
juntos provam a proposição.
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Proposição 3.6 - Se X é um campo vetorial paralelo sobre uma va­
riedade de Hansdorff com uma paralelização e se 
a,b £ E então
(ExpaX)o(.ExpbX) = Exp(a+b)X.
Prova:
Denotemos por $ o fluxo do campo vetorial X. 
A proposição segue imediatamente da equação 8.31 (Referência 1) 
onde mostra que
5>(a,m) = (ExpaX)m
sempre que qualquer dos dois lados seja definido.
Suponhamos que $(a,m) seja definido.
Se y ê uma curva integral maximal de X que co 
meça em m, a curva c definida por si— >- y(as) ê uma curva integral 
de aX que começa em m. Consequentemente
(ExpaX)m = cl = ya = <f>(a,m)
Um argumento similar mostra que isto é verda­
deiro quando (ExpaX)m ê definido.
Obs.: Suponhamos que M ê uma variedade de Hansdorff com uma para­
lelização .
Usaremos a função exponencial para construir 
um tipo especial de carta para M. j
Dado qualquer ponto m e M existe uma bijeção 
natural Vim de MxT^M sobre TM definida por (g,v)t—>- Xg onde X ê um 
campo vetorial paralelo sobre M tal que ^m =v-
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Se y é uma carta padrão correspondente para
uma base v,,v„,...,v de T m então 
1 2 ’ p m
Am(g,v) = E(y^v)(X^g)
onde ê o campo vetorial paralelo tal que
X.m = v. : i=l,...,n. x i 5 5
Suponhamos que nos é dado um subespaço pro- 
prio S de,T^M. Escolhamos uma base para T^M de modo que os pri­
meiros vetores v^,...^ são uma base para S. Consideramos a fun
cão x:T M ■+ M definida por 
5 m
x = Exp E ySXs(.Exp yava ) 
onde a = l , ... ,pjs = p + l ,...5n . Então x e igual a composição
ExpoAmo{Exp(Eyav ) , EySv }
(X s
e é portanto diferenciãvel
Além disso, se f:M -> R é qualquer função di- 
ferenciãvel cujo domínio inclui m então
— ^  (fox) \ = í—  f(Exptv-) I = v.f
\9^  I o ldt 1 / o 1
porque Exptv^ é uma curva integral do campo vetorial X^. Conse­
quentemente 'se x é uma carta normal associada com a base dada de
T M m
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í e X ê portanto um difeomorfismo sobre uma vizinhança de 0 em TmM .
Quando nos identificamos T M com Rn , a inver- x m
sa deste difeomorfismo e uma carta w de M cujo domínio inclui m.
Definição 3.9 - Suponhamos que M e uma variedade de Hansdorff com
uma paralelização X^,X^,•..,X^. Uma transformação 
g de M ê dito um automorfismo da paralelização se
g *°Xh = Xh°g ’ h = 1 , • • • 3 n
0 conjunto G de todos tais automorfismos for­
ma um grupo de transformações de M.
Proposição 3.7 - Seja M uma variedade de Hansdorff com uma parale
lização. Se g e um automorfismo e X ê um campb ve 
torial paralelo sobre M então
go(ExpX) = (ExpX)og
Reciprocamente, qualquer bijeção g:M -* M sa­
tisfazendo esta condição para todo campo setorial paralelo X so­
bre M e um automorfismo.
Prova:
Suponhamos que g ê um automorfismo e que X ê 
um campo vetorial paralelo sobre M. Seja m  qualquer ponto de M e 
seja y a curva integral maximal de X que começa em m. Como
i
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g oX = Xog segue que goy ê uma curva integral maximal de X que 
começa em-g . Proposição 10.3.1 (Referência 1) mostra que ExpXm=yl .
Consequentemente ExpX^ e definida se e so se ExpXíg^) e definida 
e então
g(ExpXm.) = g(yl) = (goy)l=ExpX(gm )
!
Para demonstrar isto, escolhamos uma carta normal x em m determi_ 
nada por valores de uma paralelização X^,...,Xm em m e uma carta 
similar y em g . Segue da equação 32 que para qualquer ponto P 
•; no domínio de x
g(ExpZ(x^P)(X• ))=ExpE(x^P)X.(g ) s ^ xm 1 i &m
e consequentemente,a função representativa para a bijeção g, com
I  ^ _
respeito as cartas x e y, ê uma funçao identidade sobre um con­
junto aberto.
Portanto g ê localmente um difeomorfismo e, como ê uma bijeção, 
ê uma transformação de M.
Nos também mostramos que g ê um automorfismo 
de uma paralelização. Para qualquer campo vetorial paralelo X e 






g (X )=X(g ).& * m &m
Obs.: 0 grupo G de automorfismo serã estudado através de suas 5r 
bitas.
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Proposição 3 .8 - Seja G^ uma orbita por um ponto m em uma varieda
de de Hansdorff M sob a ação de um grupo de auto 
morfismos de uma paralelização sobre M.
Se v e qualquer vetor tangente de M em m tal 
que Expv e G^ então ExpNv e G^ para qualquer inteiro N.
Prova:
Seja g um automorfismo tal que gm=Expv. Afir-
N .mamos que g^ = ExpNv para qualquer inteiro N. Provaremos isto pa-
inteiros positivos por indução.
Seja X um capo vetorial paralelo sobre M tal 
que Xm =v. Fazendo hipótese de indução, suponhamos que K ê um in­
teiro positivo tal que
gm = ExPKv
usando proposição 3.7 e 3.6, segue que
g^ +1 =■ g (. ExpKv) = ExpKX(gm )
- CExpKX)o CExpX)
= Exp CK+1)v .
Para estabelecer a afirmação para inteiros negativos -K, notamos 
que como
gK = ExpCKX)&m ^ m
segue da proposição 3.5 que
m = CExp-KX)CgK )
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proposição 3.7 portanto mostra que
g K - CExp-KX) = Exp-Kv &m ^ m ^
Obs.: Observamos que se M e uma variedade de Hansdorff conexa com 
uma paralelização X1 ,X2 , . . . ,X^; o grupo G de automorfismos 
da paralelização age livremente sobre M; pelo seguinte fa­
to :
Proposição 3.9 - Seja g um automorfismo de uma paralelização so­
bre uma variedade de Hansdorff conexa M.
Se g tem um ponto fixo, g deve ser a transfor 
mação identidade de M.
Prova:
Como M e conexa, ê suficiente mostrar que o 
conjunto S de pontos fixos de g ê aberto e fechado em MS ê a ima­
gem inversa da diagonal em MxM sob a função (i,g):M MxM, onde i 
ê a função identidade sobre M
Como M ê uma variedade de Hansdorff essa dia­
gonal e fechada e assim S ê fechado.
Mostraremos que S é aberto. Consideramos qual 
quer ponto m e S e seja U o domínio de uma carta normal em m. Ca­
da ponto em U pode ser expressado como ExpXm onde X e algum campo 
vetorial paralelo.
Proposição 3.7 mostra que ;
g(ExpXm) = ExpXCg^) - ExpXm
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e portanto U C  S. Consequentemente S e aberto.
Obs.: Se e a orbita de um ponto m e M, segue da proposição 3.9 
que a função : G •> G^ definida por g\— *- é uma bijeção.
00
Colocaremos uma estrutura C sobre G dando a
G uma estrutura de uma variedade regular de M. m b
Como temos visto na prova do corolário 10.6.4.1 
(Referência 1), hã uma estrutura Riemaniana definida positiva pa­
drão sobre M determinada, definindo os produtos escalares X.X.= 3..
i 3 iD
Como M ê uma variedade de Hansdorff conexa pro 
posição 10.6.2 (Referência 1) mostra que ela admite uma estrutura 
métrica e que sua topologia concorda com sua topologia métrica cor 
respondente.
Proposição 3.10 - Seja M uma variedade de Hansdorff conexa com u-
raa paralelização.
Qualquer automorfismo da paralelização ê uma 
isometria da estrutura métrica padrão sobre M.
Prova:
Seja g um automorfismo da paralelização X^^, 
...,X sobre M e seja p a função distância da estrutura métrica pa 
drão sobre M.
Temos que mostrar que
PtgPsgq) = P(p ,q) para todos p,q e M.
Se Y é uma curva em M podemos expressar seu
levantamento como
Y = E í^CX^o y ) ; i = l,...,n
onde as funções f1 :® -»■ R sao unicamente determinadas por y -
0 comprimento do vetor1 tangente ys e dado por
• 2 2 
IyJ =
Denotamos por y' a curva gOY- Entao como g é um automorfismo
Y'=g;,:OY-Efi (XioY ') e portanto \y^\ = | yg |
Consequentemente, se c ê qualquer curva diferenciãvel por partes 
de p a q , então goc. é uma curva similar de gp a gq com o mesmo 
comprimento que c. Isto mostra que p(gp;gq) < p(pq)
Mas g e também um automorf ismo e assim
p(p,q) = p(g 1(gp), g 1(gq)) < p(gp,gq)
Lema 3.1 - Seja M uma variedade de Hansdorff conexa com uma para 
lelização.
Suponhamos que P é um ponto dado de M e que 
{g^} é uma sequência de automorfismo tal que
lim
g p = qa->°° a
Entao para qualquer campo vetorial paralelo 
X para o qual ExpXP é definida, g (ExpXP) existe e é igual a
ExpXq.
Prova:
Segue imediatamente da proposição 3.7 uma
6 7
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vez que tenha sido mostrado que g esta no domínio da funçao contí 
nua ExpX.
Mas supondo este fato
lim g CExpXP) = llm ExpX(g p) = ExpXq(x-*-co i * a ^
Vamos mostrar que q está no domínio de ExpX.
Usaremos a funçao distância padrão p sobre M.
Podemos escolher uma bola aberta U com centro 
P, raio positivo e que esteja no domínio de ExpX.
Proposição 3.7 inplica que ExpX ê definida so 
bre g^U que, como g^ ê uma isometria, ê uma bola aberta com cen­
tro g p e raio e . 
a
Mas para valores sufici.entem.ente grandes de a,
ptg^p^q) < e de modo que q e g U.CC
Lema 3. 2 - Seja íga ) uma sequência de automorfismos de uma parale_ 
lização sobre uma variedade de Hansdorff conexa M.
1 ilTlSe existe um ponto q e M tal que g^q e-
xiste então
, lim - . , j Mm' = g m existe para todo m e M ea-*°° ba 1
lim -1 , m = g m 'a -y c o
I
Pr.ova:
Denotamos por S o conjunto de ponto p e M pa­
ra os quais g p existe. Mostraremos primeiro que S ê um sub-a-M» °a- 1 'i
conjunto aberto e fechado de M.
Consideremos uma sequência {m_. } c  S com limi­
te m. Segue proposição 1,4.6 (Referência 1) que para provar que S 
e fechado nos temos so que mostrar que rn e S . Para inteiros sufi­
cientemente grande K,m,, esta no domínio de uma carta normal de m 
e assim mK=Exp(~Xm ) onde X ê qualquer campo vetorial'paralelo so­
bre M. Consequentemente m=ExpXm^.
Como m,, esta em S, '*'im g-m,, existe e assim le
a-*-00 a ~
ma 3.1 mostra que ~lm g m existe. Portanto m e S.
a-*°° a
Para mostrar que S ê aberto, consideremos o 
domínio U de uma carta normal de qualquer ponto dado P e S . Qada 
ponto de U pode ser expressado como ExpP, para algum campo veto­
rial paralelo X sobre M, e lema 3.1 mostra que ExpXP e S. Segue 
que U C  S e que S ê aberto.
Agora escolhemos uma carta normal x em m ' de­
terminada pelos valores da paralelização X,,X„,...,X em m'.
1 l p n
Para todos os valores suficientemente grandes
de a 5 g m esta no domínio desta carta e assim ct
g m = Exp(-Y m ' ) a
onde Y = Zx1 (gam)X^ é um campo vetorial paralelo com a condição
1ÍIB v nque Y m = 01 ct-*03 a
Como m ' =ExpYa Cg in) , segue da proposição 3.7
70
lim -1 , „ ..lim „ N ~ g m = Exp ( Y m) = mCI-+00 t>Q r Q-t-CO Qf
Proposição 3.11 - Seja G um grupo de automorfismo de uma paraleli
zação sobre uma variedade de Hansdorff conexa M.
Então se P é qualquer ponto de M, a orbita Gp 
é um subconjunto fechado de M.
Prova:
Dada qualquer sequência íga } de automorfismos 
tal que q - ~lm g p, existe, então ê suficiente mostrar que esse^ ^ a -s-co ’ í
limite esta em Gp.
Para fazer isto, temos que encontrar um auto- 
morfismo g tal que gp = q. Como uma consequência do lema 3.2 pode 
mos definir uma funcão global g:M -> M por g = ^J~m g m e certamenj • • * m  o/->co °q/ —
te gp-q•
Provaremos que g ê um automorfismo. Lema 3.2
também mostra que podemos- definir uma função global ' M + M por
lim -1 , _ ^m>—> ^ g^ m e que e a inversa de g. Consequentemente g e uma bi-
jeção. Mais do que isto, se .X é qualquer campo vetorial paralelo 
sobre M e se m ê qualquer ponto no domínio de ExpX, lema 3.1 mos­
tra que
g(ExpXm) = llm g (ExpXm) = ExpX(g ) 
a-^ °° a m
segue da proposição 3.7 que g é um automorfismo.
Proposição 3.12.- Seja M uma variedade de Hansdorff conexa com u-
ma paralelização e seja G a orbita de um ponto 
m e M sob um grupo de automorfismos de uma para 
lelização.
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Se {ç } ê uma sequência de vetores de T M com 
a m
com limite ç tal que Exp(a ç ) e G , onde {a } e uma sequência den 1 a a ni5 1 a H
números reais não~nulos com limite zero, então Exp Ar e G para
m
todo A e R. ,
Prova:
Sabemos de propriedades gerais da aplicaçao ex 
ponencial que Exp Aç ê definida para A e I. Dado A e I escolhe­
mos um inteiro rr tal que IA-n a I < !a I então A ê o limite da se
a ' a a 1 ' a 1
quência { n a  }. Consequentemente Ac é o limite de {n a c } .  Propo-oi a • a a a
sição 3.8 mostra que cada valor da sequência {Exp n a r } esta em
a a a
G . Como Aç esta no domínio da função contínua Exp, segue que es­
ta sequência tem limite Exp Aç. Como G^ ê fechado, esse limite e£
tã em G .m
Corolário 3. 1 - Seja c:R -»■ Kl uma curva que começa em m cuja exten
são esta em G . Se ç=cO então Exp Aç e G para to m r m —
do A e R 
Prova:
Ver lema 2.1 - Capítulo 2.
Considerando uma distribuição il sobre M, uma. 
orbita G darã uma estrutura de variedade integral para essa dis­
tribuição.
Lema 3.3 - Para qualquer ponto m e M, o conjunto Sm de vetores
v e T M tal que Exp Av £ G para todo A e R ê um subes m ^ ^ m ^ —
paço vetorial de T M. E mais, a dimensão de Sm ê inde- x m 5
pendente de m.
Prova:
Escolhamos qualquer par de vetores v,w e Sm e
seja V,W os campos vetoriais, paralelos sobre M tal que V =v, W =w.
Como gv—► e é uma bijeção entre G e G , definimos funções a,(3:R->-G & °m J v m
por (as)m = Expsv; ($s)rrt = Expsw. Então usando proposição 3.7, se 
gue que
{ (as ) Cgs ) }m= (.as ) { (,(3s )m} = (as ) {Exp (sw)m) =Expsw(Expsv)
e assim a curva c:R M definida por s*—  ^ Expsw(Expsv) tem exten­
são em G .m
Para calcular o vetor cO e T^M observamos que c. e a composição 
<í>o (i , Y ) onde í> é o fluxo do campo vetorial W, i e a função identi 
dade sobre R e Y e a curva integral maximal de V que começa em m.
Uma aplicação da formula de Leibniz's mostra 
que cO=v+w e consequentemente do corolário 3.1, v+w £ Sm. Como
Exp A(av) = Exp(Aa)v se a £ R
segue que se v £ Sm então av e Sm. '
Portanto Sm e um subespaço vetorial de T M.J m
Seja X qualquer campo vetorial paralelo sobre
M e suponhamos que P está no domínio de ExpX. Como esta função - e








de modo que a dimensão de Sp é no máximo igual a dimensão de Sq.
A desigualdade reversa segue então do mesmo 
argumento, quando X e substituído por -X, e assim as dimensões de 
Sp e Sq são as mesmas.
Logo a. dimensão de Sp e a mesma em todos os 
pontos do domínio de qualquer carta normal de M. Como M e conexo, 
isso implica que a dimensão.e a mesma para todos os pontos de M.
Estabelecemos agora a inclusão 3
Seja v qualquer vetor em Sp. Definamos a fun­
ção a:R ->- G por
(as)P = Expsv 
entao usando proposição 3.7, segue que
(as)q = ExpX(Expsv) 
e assim a curva c:R M definida poi1
SH-v ExpX(Expsv) 
com extensão, em Gq. Corolário 3.1 mostra que
(ExpX),v = cO e Sq
Obs.: A função £2:m^ —>■ Sm e definida sobre qualquer variedade de 
Hansdorff conexa, com uma paralelização. A dimensão do subes 
paço Sm e chamada dimensão de Q.
I. Proposição 3.13 - Seja M uma variedade de Hansdorff com uma para-
lelização. A menos que tenha dimensão zero, a 
função fi e uma distribuição integrável sobre M.
Prova:
Se a dimensão P de fi é igual a dimensão n de
M então fi e a distribuição integrável m ^  T M.
. m
Suponhamos que 0 < P < n.
Escolhamos uma carta especial w de qualquer 
ponto dado m e M com S-Sm.
Para cada ponto q no domínio de w mostramos 
que os vetores (. 3/ 3w^ )q , (.3 = 1, . ,P) são uma base para Sg. Seja V 
o subespaço de T^M complementar a S espandido por Vp+p •••’vn ‘
Escolhemos 
q = ExpX(.Exps)
onde s e S e X e um campo vetorial paralelo sobre M tal que X eV.
m
Dado qualquer inteiro 3 tal que 1 < 8 < P, con 
sideremos a curva coordenada :
Y = ExpX(Exp(s+tv^))
Como
(— ~)q = y O 
3w
temos que mostrar yO e Sq e isso segue de corolário 3.1 e podemos 
mostrar que a extensão de y está na orbita G .q
Da definição de Sm vemos que, Exp(s+tVg) está
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em G para todos os. valores de t e assim vemos que existe a fun- 
m 1 ■
ção A :R -+ G para a qual A_, é o ünico elemento de G tal que
( A7 ) (.Exps ) = Exp(s-fv^)
usando proposição 3.7
(A )q = (A,){ExpX(Exps)} = y"Z 'Z-i Zj
Isto implica que a extensão de y esteja com
Gp.
Proposição 3.14 - Seja M uma variedade de Hansdorff conexa com u-
ma paralelizaçao. As órbitas sob um grupo de au 
tomorfismo de uma paralelização são
ou todos conjuntos de pontos discretos sobre 
M
ou cada um admite a estrutura de umes. subva.ri.e_ 
dade regular de M.
Prova:
Usaremos a função introduzida na proposição 
3.13. Primeiro suponhamos que a dimensão P de Q e igual a dimen­
são n de M. Escolhemos um ponto m em uma órbita dada Gp. Por defi
nição ExpSm Cl G . Mas G -Gp e no caso presente Srn^ T M e portanto * 1 m m r r m
Exp T M C  Ga.jr- m w
Em particular, o domínio de qualquer carta 
normal de m esta em Gq.
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Segue que Gq e um conjunto aberto de M. Vimos na proposição 3.11 
que Gq ê também um conjunto fechado de M. Consequentemente, como 
M é conexo, qualquer orbita Gq coincide com M.
A proposição é portanto verdadeira neste ca­
so especial.
Consideramos agora o caso 0 < P < n.
Proposição 3.13 estabelece que é uma dis­
tribuição integrável sobre M e vamos mostrar que qualquer orbita 
Gq ê união de folhas de Q .
Seja L a folha que intercepta Gq e considere
um ponto m e  L fl Gq. Uma carta especial w de rn, construída como
na prova da proposição 3.13 é uma carta lisa para ü. Uma fatia a
través de m esta contida em ExpSm e tais pontos estão em G . Co-m
mo uma fatia é um domínio coordenado de M(ft) encontra a varieda­
de L em um subconjunto aberto de L. Mas Gq é ura subconjunto fe­
chado de M e L é uma subvariedade de M, logo L D Gq é também um 
subconjunto de L.
Como L e conexo, L f) Gq é portanto igual a L 
e assim Gq é a união de folhas de Q .
_ CO
Daremos a bq uma estrutura C como variedade 
integral de í] e Gq toma-se uma subvariedade de M de dimensão P.
Seguirá da prova que, com esta estrutura, Gq 
é uma subvariedade regular de M .
Para ver isto, consideramos um ponto m e Gq
i  ^
e escolhamos a carta especial w em m. Usando a notaçao da prova
da proposição 3.13 restringimos w de modo que a extensão é
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y(S'+V'),  onde S' e V' sejam vizinhanças de 0 em S e V respectiva 
mente e y é a carta padrão de TmM descrita na proposição 3.5.
Agora mostraremos que escolhendo V' suficien­
temente pequeno podemos assegurar que o domínio U' da restrição sa 
t isfaz  a equação
(3.3) U1 fl Gq = ExPms '
Como S’ varia por todas as possíveis esco­
lhas, a coleção {ExpmS*} de vizinhanças coordenadas de m em Gq, 
fonnam uma base em m para a topologia induzida de Gq. Equação 
3.3 mostra que esses conjuntos são todos abertos na topologia de 
subconjunto de Gq. Como Gq é uma subvariedade de M, qualquer con­
junto aberto na topologia de subconjunto ê também aberto na topo­
logia induzida. Segue que a coleção também é uma base em m para a
í
topologia subconjunto de Gq.
Gq é portanto uma subvariedade regular de M.
Para estabelecer equação 3.3,  adaptamos um ar 
gumento usado na prova da proposição 2.22. i
Se não fosse possível obter esta equação por
escolha de V' então dada qualquer sequência ÍV^ } de vizinhanças
de 0 em V convergindo a 0, ex is t ir ia  para cada inteiro a um vetor
não nulo v e V' e um vetor s e S' ta l que a a a
ExpXa (Exps^) e Gq = Gjn
onde X é um campo vetorial paralelo sobre M ta l que X m = v 
a *  ^ a a
Podemos escrever
i
Exps = g m 
a a
onde e um automorfismo e, usando proposição 3.7
e (.Expv ) = ExpX (em) r Gm a a a a
consequentemente Expv^ e Gm.
Proposição 2.19 e 3.12 juntas mostram que e- 
xiste um vetor não nulo ç e V tal que Exp Aç c Gm para todo A £ R •
Mas isto implica que ç e S e isto e uma con­
tradição .
Finalmente suponhamos que P=0
Neste caso uma modificação simples do traba­
lho presente., (correspondendo ao caso S = 0 na prova da proposição 
2.22), mostra que cada ponto m e Gq tem uma vizinhaça U 1 tal que
U 1 D Gq = m
Logo Gq é um conjunto discreto de pontos em M.
Obs.: Nosso objetivo ê transferir a estrutura diferenciãvel das 
orbitas a grupos de automorfismos e mostrar quais grupos se 
transformam a grupos de Lie de transformações.
Lema 3.4 - Seja M uma variedade de Hansdorff conexa com uma para- 
lelização. Denotamos por Gm a orbita de um ponto m sob 
o grupo G de automorfismos da paralelização.
Então existe uma bijeção ypq: Gp ->• Gq para
quaisquer dois pontos p,q em M.
7 8
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Se as orbitas são conjuntos discretos de pon­
tos então Vpq ê ura difeomorfismo.
Prova:
-1
Definimos Vpq = Vp o Vq onde lembramos que, 
para qualquer m £ M, Vm:G -* Grn e a bijeção g1— >- g
Se as orbitas são conjuntos não discretos de 
pontos, a relação p ^ q se Vpq ê um difeomorfismo e uma relaçao 
de equivalência sobre M. Consequentemente, o lema segue da conexi 
dade de M onde mostramos que a classe de equivalência é um conjun 
to aberto de M.
Consideramos qualquer ponto P e M e suponha­
mos que o vetor v e T^M esta no domínio da função Exp. Seja X o 
campo vetorial paralelo sobre M tal que Xp=v. Denotamos por g qual 
quer elemento de G. De acordo com proposição 3.7
ExpX(gp) = g(Expv)
o qual mostra que a função ExpX:M -y M induz a função Vmp:Gp ->- Gm 
onde m=Expv. Como ExpX é um difeomorfismo e como Gp,Gm são subva- 
riedadesi regulares de M, segue da proposição 5.4.3 (Referência 1) 
que Vmp ê um difeomorfismo. Consequentemente P ê equivalente a to 
dos os pontos no domínio de uma carta normal em P e assim qual­
quer classe de equivalência ê um conjunto aberto de M.
Obs.: Um campo vetorial zero sobre uma variedade é tangente a ca­
da grupo de transformações de uma variedade.
Um grupo de transformações é dito discreto se 
ele ê constituído somente de campos tangentes a um grupo.
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Usando estas definições estabelecemos teorema
de Kobayashi.
Proposição 3.15 - 0 grupo G de autornorfismos de uma paralelização
sobre uma variedade de Hansdorff e
ou um grupo discreto de transformações
ou admite a estrutui^a de um grupo de Lie de trans 
formações
Prova:
Mostraremos que as duas possibilidades para a 
estrutura de G correspondem com as duas possibilidades dada na 
proposição 3.14.
Primeiro suponhamos que cada orbita admite a 
estrutura de- unia subvariedade regular de M.
Escolhamos um ponto q £ M e demos a G a única
00 _  
estrutura C tal que Vq:G ->- Gq e um difeomorfismo. De acordo com
lema 3.4, essa estrutura C e independente do ponto particular es
colhido. Para mostrar que G ê um grupo de Lie de transformações te
mos que demonstrar três coisas.
i) Que a ação ^tGxM -*■ M ê uma função diferen-
ciãvel.
Escolhemos qualquer ponto P e M e uma vizi­
nhança V de 0 em T^M sobre a qual Exp^ ê um difeomorfismo. Coloca 
mos U=ExppV e seja f a inversa da restrição Exp^/V. Então usamos 
proposição 3.7 para mostrar que
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gm=gCExpCfm))= ExpX(gp)
onde g e G , m e U e X é u m  campo vetorial. paralelo sobre H tal
que XP=f .^ m
Consequentemente, sobre GxU, 'F e igual a fun­
ção diferenciável
Exp o A p  o ((j o Vp)xf)
onde j:Gp -v M e a injeção natural e Ap:MxT M -> TM é o difeomorfis 
mo global definido na proposição 3.7. '
Como P ê qualquer ponto de M, segue que v e 
uma função diferenciável.
ii) Com a mesma notação, a função produto 
0:GxG G satisfaz a equação
j o Vp o 0 = '{'oCixC joVp) )
onde i e a função identidade sobre G. Como Gp e uma subvariedade 
regular de M segue da proposição 5.4.3 (Referência 1) que 0 ê di- 
ferenciãvel.
Consequentemente G é um grupo de Lie.
Denotemos por Y qualquer campo vetorial com­
pleto sobre M tal que são tangentes a G e seja $ :]RxM -*■ M seu flu­
xo. Dado s e R ,  a função <J> :m *—»- $(s,m) e uma transformação de M. 
Pa.ra mostrar que G e um grupo de Lie de transformações de M é su­
ficiente mostrar, finalmente,
iii) que o homomorfismo h:R -*• G definido por
h = <j) ê diferenciável. s s
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Escolhamos um ponto q e M. Como Y é tangente
a G, a imagem da curva <Kt,q) está em Gq. Como Gq é uma subvarie
dade regular de M essa curva induz uma curva em Gq e conse-
-1
quentemente h, que e igual a Vq o f ,  e diferenciável.
Concluimos mostrando que se as orbitas são 
todos conjuntos discreto de pontos em M então G é um grupo dis­
creto de transformações.
Seja Y um campo vetorial completo sobre M tan 
gente a G e escolhamos qualquer ponto P e M. A imagem da curva 
integral maximal de Y que começa em P está em G e e um subconjun 
to conexo de M.
Consequentemente e uma curva constante com
V
imagem P e assim YP=0.
Obs.: Se consideramos o caso para o qual G e um grupo de Lie de 
transformações de. M segue da prova da proposição 3.4 e 3.3 
que o conjunto dos campos vetoriais completos sobre M tan­
gentes a G formam uma álgebra de Lie R(G,M) isomorfica â 
álgebra de Lie de G.
Obteremos R(G,M) diretamente de uma paraleli 
zação e isto leva a um metodo indireto de determinar G.
Veremos a seguir uma interpretação do colche 
te de Lie de dois campos vetoriais X e Y sobre uma variedade de 
Hansdorff M.
Suponhamos que í> e o fluxo de X, como usual­
mente, seja. :M -> H a função diferenciável mt—> ®(s,m).
Essa funçao e definida se o numero real s es­
tá em uma vizinhança suficientemente pequena de 0 .
A prova da proposição 3.5 mostra que <|> e um 
dif eomorf ismo cuja inversa e cj>_ .
Proposição 3.16 - Suponhamos que X e Y são campos vetoriais sobre
uma variedade de Hansdorff e seja <*> o fluxo de
X. Para qualquer ponto dado m z M definimos a
curva c:R -> T M por m ^
cs = ( (J) o Y o; <j) 1)m
Se identificamos os espaços tangentes T^M em
co com T M entao 
m
co - [Y 5 X]
Prova
m
Seja K uma curva em T M e seja f e F(m). Defim
namos Kf:R -»■ R por st— > (Ks)f,
Se identificarmos T„ (T M) com T M então
K s  m  rn
(Ks)f = (—  (Kf)) 
dt s
onde t ê a carta identidade sobre R.
Desde que estabelecemos a proposição mostran- 





m = <j> m ’ s
( c s ) f = ( $ Y ,)f = Y t ( f o <j) ) ’ m ' m ss *
A curva maximal integral de Y que começa em m 1 e v(t,m’), onde y 
ê o fluxo de Y. Proposição 8.5.1 (Referência 1) mostra portanto 
que
(3.4) (cs)f = (-—• {foé o^Ct,m’)}) +
dt S t = 0
Considerando esta equação nos introduzimos di.
. - . 3 ?ferenciaveis F:3. ->• R e K.R* R definidas nas seguintes formas
F ( u 5 v , w ) - f { $ ( u , ¥ ( v , * ( w , m ) ) ) }
3
onde (u.v.w) e a carta identidade sobre R" e
K(x,y) = F(.x,y,-x)
onde (x,y) e a carta identidade sobre





A regra da cadeia mostra que
/
32K 9 2F s2f
9x9y Jq y9u3v ,3v3
85
Como











F (o , v j w ) = fi’i'iv^iWjm))}




Tomado com equação 3.5, esse resultado estabelece a proposição.
Corolário 3.2 - Com a notação da proposição 3.16
-1 .s - {c f ^ o L Y ^ o ^ -  )s m
Prova:
Usando equação 3.1 podemos mostrar que se y 
e uma curva integral de X então <f>r.oy também ê uma curva integral.
Segue entao que o campo vetorial X é (|) -rela-
cionado a si mesmo.
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Y é ^^-relacionado a um campo vetorial
e portanto
3.6 cj>s [Y , X] m 1 = [Ys ,x; m
onde m = è  m'
Mesmo que Y^ nao seja um campo vetorial glo-
bal ainda podemos aplicar proposição 3.16 a qualquer ponto m do 
seu domínio. Consequentemente
[Ys ,X]m = i so
onde a curva c :R -5- T M é definida por s m 1
csz = (<í)z*0Ys0cí,z' )m
como equaçao: 3.1 mostra que 4>zoc z + s
c z = c(s+z)
e portanto
cs = c o = fY ,Xl. s L s 5 Jm
0 corolário agora segue da equação 3.6
Proposição 3 7 Um campo vetorial completo X sobre uma varieda­
de de Hansdorff M ê tangente a um grupo de auto 
morfismos de um campo vetorial Y sobre M se so 
se [X,Y]=0 ,
Prova:
Suponhamos que X e tangente a um grupo G' de 
automorfismos de um campo vetorial Y.s
Então se $ ê o fluxo de X, as transformações 
<j> pertencem todas a G' e assim
<J> oYod)_1 = Y ; -V-s e Rr s * 1 s 5
Para qualquer ponto dado m e M, a curva c de_s 
crita na proposição 3.16 tem valor constante Ym. Consequentemente
' [X , Y] m - 0
Reciprocamente, suponhamos que [X,Y]=0 e esco 
lhemos qualquer ponto m e M. Corolário 3.2 mostra que
o
cs = 0, para todo s e K, 
e assim a curva c tem valor constante. Consequentemente
cs = co = Ym
Como isto é verdade para todo m e M, <j> e G' para qualquer s e K.
Segue que X é tangente a G'.
Proposição 3.18 -- Seja G um grupo de Lie de automorf ismos de uma
paralelização X , .,X sobre uma variedade de f v 1 5 5 n
Hansdorff conexa M.
Então R(G,M) e o conjunto de campos vetoriais 
completos sobre M tal que
[X.Xj] = 0 (i=l,...,n)
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Prova:
Como X é tangente a G se e so se e tangente ao 
grupo de automorfismos de X. , a proposição e uma consequência .ime 
diata da proposição 3.17.
Esta proposição mostra que uma álgebra de Lie 
R(G,M), pode ser calculada diretamente da paralelização.
A proposição seguinte mostra que esta álgebra 
de Lie determina a distribuição Çl associada com a paralelização.
Proposição 3.19 - Seja G o grupo de Lie de automorfismos de uma
paralelização sobre uma variedade de Hansdorff 
conexa M. Então qualquer base para R(G,M) e uma 
base para a distribuição Q.
Prova:
De acordo com proposição 3.3, existe um iso­
morfismo y : KG ■+ R(G,M), onde RG é a estrutura da álgebra de Lie
sobre T G e
Seja z e R(G,M) e 
v = y Z 
a proposição 3.2 mostra que
Ym = (exptv)m
e a curva maximal integral de Z que começa em um dado ponto m e M.
Temos duas condições conclusiva desta observa
ção :
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i) se Z ê zero em um ponto dado m então e um 
campo vetorial zero sobre M . Ja que neste caso y ê uma curva cons 
tante e, como G age livremente sobre M,
exptv = e
para todos os valores de t. Portanto
v = 0 e assim Z = ro 
e este ê o carnpo vetorial nulo sobre M.
ii) se Z pertence ã distribuição. Ja. que, se 
m e qualquer ponto de M, a imagem de y esta na orbita G qu.e ê u 
ma subvariedade regular de M.
Proposição 5.3.2 (Referência 1) mostra que
Zm = y 0 
1 m
e tangente a G^ em m. Mas G ê uma variedade integral de fi.
Nossa proposição segue desses dois fatos.
Seja Z^,...,Z uma base para R(G,M) de modo 
que G, e por>tanto Q tem dimensão P. Esses campos vetoriais per­
tencem a de modo que ê suficiente mostrar que seus valores 
Z^m,...>2^m sao linearmente independentes para todo ponto m de; M.
Escolhamos qualquer ponto m e suponhamos que
La (Z m) = 0 ; a e K, a=l,...,P a a ’ a ’ 5 5
Então o campo vetorial
Z = Ea Z a a
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pertencem a R(G,M) e e zero em m.
Consequentemente e um campo vetorial nulo 
bre M e, como Z,}...,Z são linearmente independentes sobre R,_L p
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