We investigate the stationary characteristics of an M/G/1 retrial queue where the server, subject to active failures, primarily attends incoming calls and directs outgoing calls only when idle. On finding the server unavailable (busy or failed), inbound calls join the orbit and reattempt for service at exponentiallydistributed time intervals. The system stability condition and probability generating functions of the number of calls in orbit and system are derived and evaluated numerically in the context of mean system size, server availability, failure frequency, and orbit waiting time.
Introduction
Blended call centers have recently evolved as an effective and profitable communication asset in bridging companies and their customers. Such communication systems are capable of managing a mixture of both, inbound and outbound call operations that require instant service [1] . Outbound calls are made by 5 the server only when there are no inbound calls in the system. This feature, commonly also referred to as coupled switching or two-way communication, increases productivity by reducing the idle time experienced by the service agents [2] . Besides, incoming calls that find the server busy have an intrinsic tendency to retry for service after some random time [3, 4] . As a result, stochastic behav-ior analysis of coupled switching in call centers under the influence of retrying customers is crucial to statistical practitioners and network service managers.
There exist a number of seminal works dedicated to coupled switching in the retrial queueing literature. In [5] , the authors analyzed some expected perfor-mance measures of the M/G/1/K priority retrial queue with coupled switching under the assumption that incoming and outgoing calls follow the same service distribution. Nevertheless, such an assumption limits the practicality of the model as customers may have different service needs. Although the authors of [6] derive the first partial moments for a M/G/1/1 retrial queue model with different service time distributions using mean value analysis, it cannot be used 20 to obtain the stationary distribution. In-depth analysis of the M/M/1/1 retrial queue with coupled switching and different service time distributions for single and multiple server cases have been reported in [7] . Artalejo et al. [8] proposed an embedded Markov chain approach to study the steady-state behavior of a couple-switched M/G/1 retrial queue with tailed asymptotic analysis of number 25 of customers in the orbit. Nonetheless, in practice, the server may experience multiple failures which, to our best knowledge, has not been scrutinized in modeling systems with two-way communication. Hence, continuous-time analytical characterization of an unreliable single server retrial queue with coupled switching under steady state is imperative from the viewpoint of both, queueing as 30 well as reliability analysis.
The immediate goal of this letter is to study the impact of server failure on the performance of the M/G/1 queue with two-way communication having an infinite orbit and generally distributed server repair time. In particular, we obtain the system stability condition using the embedded Markov chain technique,
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followed by the supplementary variable approach to obtain in closed-form the probability generating functions (pgfs) for incoming calls in orbit and the system. Furthermore, we conduct numerical simulations for various performance metrics to corroborate our theoretical analysis.
System Model Formulation
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We consider a single server retrial queue in which the primary inbound calls follow a Poisson arrival process with rate λ. If the server is idle, it makes an outgoing call in exponentially distributed time with rate α. As in reality, the time taken to serve incoming and outgoing calls is assumed to be different. If an incoming call finds the server busy, it then enters the orbit and re-attempts to 45 seek service after an exponentially distributed time with rate ν. Otherwise, the incoming call commences service immediately. Since the server may breakdown while serving calls, without loss of generality, we assume that the lifetime of the server follows an exponential distribution with rates β 1 and β 2 during the service of inbound and outbound calls, respectively. On failure, the server is 50 instantly sent for repair which has a generally distributed time.
For the sake of consistency, we define i ∈ {1, 2} to differentiate between incoming and outgoing calls. Henceforth, i = 1 refers to incoming calls, while i = 2 indicates outgoing calls. Let S i (x) and R i (x) be the cumulative distributions of service and repair times of i-type calls, respectively. Similarly, let s i (x) and r i (x) denote respectively, the probability density functions of service and repair times of i-type calls. The Laplace transform (LT) of the service and repair times for each type of call is denoted asS i (θ) andR i (θ), respectively. We also define and R o i (x) as the remaining service and repair times, respectively. Moreover, let µ i,k and γ i,k denote the k th moment of service and repair times, respectively. Additionally, the arrival flows of incoming calls, outgoing calls, service time, repair time, and intervals between successive re-attempts are all assumed to be mutually independent. Finally, let N (t) be the number of incoming customer calls in orbit at time t, M (t) be the total number of customers in the system at t, and C(t) be the server state defined as follows:
if the server is idle 1, if the server is busy with incoming calls 2, if the server is busy with outgoing calls 3, if the server f ails while serving incoming calls 4, if the server f ails while serving outgoing calls
(1) Figure 1 shows the state transitions of {(C(t), N (t)); t ≥ 0} with state space S = {0, 1, 2, 3, 4} × Z + for exponential service and repair times. Here, n is the number of incoming calls in orbit and each row represents the server state as defined in (1) . For generally distributed service and repair times, the system state at time t can be expressed as the following continuous-time Markov chain:
Based on K(t), we now define the state probabilities as follows where n, x, y ≥ 0:
Here, P 0,n (t) is the probability that the server is idle and there are n calls in the orbit at time t. Similarly, P i,n (x, t)dx denotes the joint probability that the server is busy with an i-type call during the remaining service time (x, x+dx) and there are n calls in the orbit at epoch t. For j ∈ {3, 4}, P j,n (x, y, t)dy refers 55 to the joint probability that at time t there are n calls in the orbit, the remaining service time is x, and the failed server is fixed within the remaining repair time (y, y +dy) while it was serving an inbound (j = 3) or an outbound (j = 4) call.
Steady-state Distribution
To identify the pgfs of orbit size and number of calls in the system, we first 60 determine the stability condition of the system using the following theorem. Theorem 1. The necessary and sufficient condition for system stability is given by the inequality λµ 1,1 (1 + β 1 γ 1,1 ) < 1.
Proof. LetX n be the service completion time of the n th call which includes possible down times (due to server failure) while providing service. For the sufficient condition, we need to prove the ergodicity of {L n ; n ≥ 1}, where {L n } is an irreducible and aperiodic discrete-time Markov chain of K(t) in (2) and is defined as L n = N (X + n ). Using Foster's criterion and undertaking the same approach as in [8] , {L n } is positive recurrent if |η k | < ∞ and lim k→∞ sup{η k } < 0 for all k, where
This definition of η k results in:
Obviously, if λµ 1,1 (1+β 1 γ 1,1 ) < 1, then for all k, η k < ∞ and lim k→∞ sup{η k } < 0, which proves the sufficiency. As pointed out in [9], the non-ergodicity of {L n } can be guaranteed if Kaplan's condition is satisfied, i.e. there exists some k 0 ∈ Z + such that η k ≥ 0 for k ≥ k 0 and η k < ∞ for all k ≥ 0. In our case, this condition is satisfied as r i,j = 0 for j < i − 1, where P = [r i,j ] is the one step transition probability matrix. Therefore, λµ 1,1 (1 + β 1 γ 1,1 ) > 1 implies the non-ergodicity of {L n ; n ≥ 1}, which completes the proof.
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Using supplementary variable technique, we obtain the following balance equations from (3) as time approaches infinity:
with the following normalization condition:
where the terms W (x) and Z(x, y) stand for P 1,n (x)+P 2,n (x) and P 3,n (x, y)+ P 4,n (x, y), respectively. Denoting LT[P i,n (x)] byP i,n (θ) and LT[LT[P j,n (x, y)]]
as P j,n (θ, s), we define the marginal generating functions as follows:
i,n (θ)z n ; where i = 1, 2 ,
P j,n (θ, s)z n ; where j = 3, 4 ,
j,n (θ, 0)z n ; where j = 3, 4 .
Applying LT on both sides of the equations in (5), multiplying z n in the resultant equations, summing over n, and through some algebraic manipulations, we obtain the following partial generating functions of the server state, wherein functions φ(z) = exp − and h i (z) = λ+β i −λz −β iRi (λ−λz):
The pgfs of the orbit occupancy size, P (z), and the system size, R(z), can be straightforwardly written in terms of the partial generating functions of (8) as given below:
From (8), the closed-form expressions for (9) can be easily obtained. By ignoring the non-zero probability of server failure, the following results are in complete agreement with [8] :
Performance Metrics
The four performance measures are defined in this section.
Expected Number of Calls in the System
This measure accounts for the mean number of incoming calls retrying for service, either due to server failure or it being busy, as well as those being served by the server. This is readily obtained by differentiating the equations in (10) and evaluating them at z = 1. The first equation yields the first moment of the orbit size (E[N ]) as follows:
where ρ = λµ 1,1 and σ = αµ 2,1 . Similarly, the second equation in (10) gives the following mean system size (E[M ]):
Server Availability
The probability that the server is operational at a given time instant t is defined as its point-wise availability, A(t), and its steady state availability (i.e. lim t→∞ A(t) = P a ) is given as follows:
Server failure frequency
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This corresponds to the probability that the server fails at time t > 0 given that it was operating at t = 0 [10] . The following closed-form results from (9):
Expected Waiting Time in Orbit
Denoted by W , the steady-state delay experienced by a customer in obit depends on the total idle time of the server not serving an incoming call (W 0 ), the total service time (including the server failure time) of the server providing service to an incoming call (W 1 ), and the total service time (including the server failure time) of the server busy with an outgoing call (W 2 ). The probability of an inbound call entering the orbit (P w ) is thus, given as follows:
Using (15) and the first moments of the pgfs in (8), we obtain the mean waiting time in the orbit to be [5] :
where 
Numerical Examples and Discussions
To illustrate the impact of system parameters on the performance primitives, we present numerical examples for service and repair times with three arbitrary distributions namely, exponential with density function c 1 e −c1x , Er- Figure 2 shows the variation in mean system size as functions of the inbound arrival rate (λ), outbound rate (α), retrial rate (ν), and inbound service (µ 1,1 ) and repair (γ 1,1 ) times. Increase in the number of arriving calls reduces the chances of finding the server active and idle. Consequently, these calls enter the orbit to retry for service as shown in the figure. In comparison to the failure-free 95 scenario, we note that the system size in our model increases with the failure rate β 1 as λ increases. A similar relationship can be observed between E[M ] and α as well. In regard to the retrial rate, E[M ] steeply decreases initially and gradually stabilizes to some constant value. This justifies the fact that the calls residing in orbit have higher chances of being served and thus, leaving 100 the orbit if they retry for service more frequently. For lower values of β 1 , the primary incoming calls are more probable to find the server available, resulting in a reduced orbit size. The influence of the service and repair times of primary calls is also evident in this figure. As the average time to serve incoming calls increases, E[M ] grows steeper. In other words, longer service times increases the number of incoming calls waiting in the orbit. Likewise, shorter the server repair time, the more active it would be thus, reducing the system size which is mainly dominated by the orbit length. Figure 3 depicts the impact of λ and β 1 on server availability. Note that all three distributions exhibit the same results for different values of β 1 and 110 β 2 . In absence of server failure, P a is always 1. However, as β 1 increases, the availability of the server to incoming calls reduces with rise in λ. For instance, at λ = 1.6, P a falls by slightly less than 1% as β 1 goes from 0.4 to 0.8. The figure also portrays the effect of β 1 under varying first moment values of service and repair times. Note that there is a steeper fall in P a as the service time of 115 incoming calls increases. Thus, the probability of finding the system available is higher when µ 1,1 < γ 1,1 and decreases with increase in µ 1,1 .
Similarly, Figure 4 describes the server failure frequency in terms of λ and β 1 . Apparent from (14), we see that P f monotonically increases with the number of incoming calls in our model. Additionally, at λ = 2, as β 1 increases from 0.4 120 to 0.8, P f rises drastically by over 74%. The profound contribution of (β 1 , β 2 ) is also reflected in this figure. For various values of (µ 1,1 , γ 1,1 ), W f increases constantly with β 1 and is higher when µ 1,1 is greater than γ 1,1 .
The mean orbit waiting time as functions of λ and β 1 are illustrated in Figure 5 . With respect to the benchmark, we observe the impact of server 125 failure while serving incoming calls on the gradual increase in E[W ]. As β 1 Figure 4 : Server failure frequency (P f ) versus inbound arrival rate (λ) and server failure rate while serving such calls (β 1 ). increases to 2, the average orbit delay grows exponentially with increase in µ 1,1 .
Conclusion
In this paper, we modelled call blending in call centers as an M/G/1 retrial queue with the possibility of server failure and studied the system behavior in 130 steady-state. In our analysis, we derived the system stability condition and closed-form expressions for the joint distribution of the server state and the expected number of customer calls in the system. Numerical results were provided for various performance measures to validate and compare our findings with that of a system with no breakdown.
