We prove that Entropy is a lower bound for the average compression ratio of any lossless compressor by giving a simple proof of an inequality that is a slightly variation of an inequality firstly proved by A. I. Khinchin in 1953. The same idea leads to a simple proof of the analogous Ornstein-Shields pointwise inequality of 1990. Our proof is simpler of the ones (of the same pointwise inequality) given by Shields in 1996.
Introduction
In [1, Theorem 3] , Shannon proves that it is possible to divide into two groups the set of all the sequences of independent, identically distributed (i.i.d. in short) random variables. The first group, usually named the typical set, contains all the sequences X 1 , . . . , X n of i.i.d. random variables for which − 1 n log 2 p(X 1 , . . . , X n ) is close to be the entropy H, when n is large, where p(X 1 , . . . , X n ) is the probability of observing the sequence X 1 , . . . , X n . The other group contains all the other sequences. Moreover, Shannon shows that the typical set has probability close to 1, the number of elements belonging to the typical set is close to 2 nH (to the first order of the exponent) and all the sequences of the typical set have probability close to 2 −nH . As Shannon says: "it is possible for most purposes to treat the long sequences as there were just 2 nH of them, each with a probability of 2 −nH ". The convergence of − 1 n log 2 p(X 1 , . . . , X n ) to the entropy is proved in [2] in L 1 (and thus in probability) and in [3, 4] almost surely, for any ergodic finite alphabet sequence. The convergence of above limit in probability is sufficient to derive the existence of the typical set with all its properties and it is known as the Shannon-McMillan Theorem. McMillan himself in [2] called such results as "asymptotic equiripartition property" or AEP . The almost surely convergence of above limit is known as the Shannon-McMillan-Breiman Theorem. The interested reader can see also [5] [6] [7] [8] but it is far beyond the scope of this short note to give an historical survey of the Shannon-McMillan Theorem and of its generalizations, extensions and consequences.
In [1, Theorem 4] it is also proved a more complex result. For any n, let the sequences of length n be arranged in order of decreasing probability. For any q, 0 < q < 1, define n(q) to be the number we must take from this ordered set, starting with the most probable one, in order to accumulate a total probability q for those taken. This theorem states that lim n→∞ log 2 n(q) n = H. Shannon, after stating his Theorem 4, claims, without proving anything, that: "We may interpret log 2 n(q) as the number of bits required to specify the sequence when we consider only the most probable sequences with a total probability q. Then log 2 n(q) n = H is the number of bits per symbol for the specification. The theorem say that for large n this will be independent of q and equal to H". This Shannon's interpretation is correct and starting from this seminal claim several formal consequences have been proved. In this short note we are mainly interested in one consequence of A. I. Khinchin. Indeed, exploiting [1, Theorem 4 ], Khinchin in [9] (see also [10] ) gives a formal definition of the average compression for sequences of fixed length and of the compression coefficient as lim sup of the average compression. Then he proves in [9, Theorem 4] , for the first time to our best knowledge, that the entropy is a lower bound for the compression coefficient of any injective function.
In this note we give, with a limited effort, a simple proof that entropy is a lower bound for compression. We derive the proof directly from the Shannon-McMillan Theorem and, in this way, we avoid the passage through [1, Theorem 4] . Our proof is thus overall lighter and shorter than the Khinchin's one, and it holds for any ergodic source. Our definition of average compression and compression coefficient, which we call respectively average compression ratio and compression ratio, are slightly different from the Khinchin's ones and our results is just slightly stronger but Khinchin's proof is valid also with our definition. From the same idea we also derive a simple proof of the analogous pointwise inequality given by Ornstein and Shields in [11] . Our proof is simpler of the elegant proof of same result given by Shields in 1996 [12, Section II.1.b]. It is worth highlighting that the average result follows from the pointwise result; anyway we have decided to keep both proofs, since the first one uses only elementary mathematical notions and instead the second one, although however quite simple, exploits deep results of Measure Theory.
It is also worth noticing that the Khinchin's inequality is proved in another context, i.e. in the case of linguistic sources, by Hansel-Perrin-Simon in [13] .
The Asymptotic Equiripartition Property
With the purpose of being clearer, we recall the definition of typical set and, since we will make use of it in the following, we state Shannon's Theorem 3 as being presented in [14] . McMillan in [2] called it the Asymptotic Equiripartition Property, or AEP in short. It holds for any ergodic sources.
with respect to p(x) is the set of sequences (X 1 , X 2 , . . . , X n ) ∈ X n with the property
where |A| denotes the number of elements in the set A.
A
As we said in the introduction, the previous theorem is proved by Shannon for i.i.d. sources [1] and it has been subsequently extended for the ergodic sources [2] and almost surely [3, 4] .
Here we report the almost surely version, or pointwise version, as being presented in [12, Theorem I.7.1].
Theorem 2. For each ǫ > 0, one has that (x 1 , . . . , x n ) ∈ A (n) ǫ , eventually almost surely.
For any notation not explicitely defined in this paper, we refer to [12] . For sake of completeness anyhow we report from [12] the following definition and the Borel-Cantelli Lemma (cf. [12, Lemma I.1.14]).
Definition 2.
A property P is said to be measurable if the set of all x for which P (x) is true is a measurable set. If {P n } is a sequence of measurable properties then P n (x) holds eventually almost surely, if for almost every x there is an N = N (x) such that P n (x) is true for n ≥ N .
In Theorem 2 we consider the property P of x = (x 1 , . . . , x n ) to be the membership in A Lemma 1 (Borel-Cantelli). If {C n } is a sequence of measurable sets in a probability space (X, Σ, µ) such that µ(C n ) < ∞ then for almost every x there is an N = N (x) such that x ∈ C n for n ≥ N .
Entropy and Compression
First of all, we define in the maximal generality what a compressor is.
Definition 3. A binary lossless compressor is any injective function
For the sake of simplicity, we restrict our attention to binary compressors. All the notations and results presented here can be extended to general finite alphabets, analogously as in Khinchin [9] .
As the reader can notice, for us a compressor is just an injective function, that grants for unique decodability. Notice that it does not grant for a compression in the usual meaning of this term, since a "compressor", following above Definition 3, can even expand texts in average.
Definition 4.
Let γ be a binary compressor over an ergodic source, then the average compression ratio T γ,n of γ over the strings of length n is
where |γ(x x x)| denotes the length of γ(x x x).
Definition 5. The compression ratio T γ of a binary compressor γ over an ergodic source is
We use the lim inf in Equation (2) because it always exists (on the contrary a simple limit may not exist).
Remark 1. In Khinchin [9] and in Hansel-Perrin-Simon [13] in the definition of average compression it is used a lim sup instead of a lim inf in the analogous definitions.
Khinchin called Compression Coefficient the analogous of T γ . He proved that the Compression Coefficient is always greater than or equal to the entropy H and this inequality is the one that gives the name of this note. Since a lim inf can be strictly smaller than a lim sup and since we are going to prove that such limit is greater than the entropy, our proof gives a result that is stronger, from a logical view point, with respect to such and analogous cases where it is used a lim sup. A lim inf is indeed used in the analogous pointwise inequality proved by Ornstein and Shields in [11] .
Entropy is a lower bound
We start this section with an easy lemma that is in the spirit of several lemmas described in [13] .
Lemma 2. Given a finite set S ⊆ {0, 1} * , for any linear ordering s 1 , s 2 , s 3 , ..., s |S| of all the elements of S and for any non increasing sequence of |S| non negative real numbers
where if |S| = 0 all above sums are considered to be equal to 0.
Proof. Let us prove by induction on |S| the statement. The cases |S| = 0 and |S| = 1 are straightforward since when |S| = 0 there is nothing to prove and when |S| = 1 one has that ⌊log 2 (1)⌋ = 0. Suppose now that Equation (3) holds for any setŜ of cardinality equal to n ≥ 1, we want to prove it in the case |S| = n + 1.
If the last element of our ordering s n+1 has a length that is not the greatest among all lengths of the elements of S, let us pick one of such elements s j . Thus for any i, |s j | ≥ |s i | and, in particular, |s j | ≥ |s n+1 |. Let us consider the new ordering of the elements of S that is equal to the original but with the elements s j and s n+1 swapped. One has that
where the last inequality holds because, since p j ≥ p n+1 then p j [ |s j | − |s n+1 | ] ≥ p n+1 [ |s j | − |s n+1 | ], and therefore p j |s j | + p n+1 |s n+1 | ≥ p j |s n+1 | + p n+1 |s j |. By Equation (4) it is sufficient to prove this lemma under the hypothesis that the length of element s n+1 is the greatest among all lengths of the elements of S. Consider now the setŜ = S \ {s n+1 } with the inherited linear ordering on its elements and apply the inductive hypothesis on it. We have that
where the first inequality holds by induction. The second inequality of previous equation, i.e. that |s n+1 | ≥ ⌊log 2 (n + 1)⌋ comes from the fact that for any integer t, in S ⊆ {0, 1} * there are at most 2 t strings of length exactly t and thus strictly less than 2 t+1 strings of length smaller than or equal to t. Therefore, if the maximal length of the elements of S is t, then n + 1 = |S| < 2 t+1 , i.e. t + 1 > log 2 (n + 1) that in turns implies that t ≥ ⌊log 2 (n + 1)⌋. But t is the length of s n+1 and the thesis follows.
Remark 2. In the general case, in order to extend all results to non-binary compressors, if S is a subset of words over an alphabet of size m, in the last passage of previous proof it is possible to use the fact that for any t there are in S at most m t strings of length t. Khinchin in [9] uses this technique in a similar context as well as Karush in his proof of the McMillan inequality [15] .
Theorem 3. Given any ergodic source, its entropy H is a lower bound for any compressor γ, i.e.
T γ ≥ H.
Proof. This proof is done for binary compressors but it can be easily extended to any finite alphabet of size m analogously as Khinchin does. Let us recall the definition of T γ,n , i.e. T γ,n = 1 n x x x∈ χn |γ(x x x)| · p(x x x) Let us apply Lemma 2 to the image through the compressor γ of the typical set, i.e. S = γ(A (n)
ǫ } with the sequence of non increasing real numbers equal to a sequence of probabilities p(x x x i ) ordered in a non increasing way, and we get that
where the last equality holds for any ǫ > 0 and for any positive integer K smaller than or equal to |A (n) ǫ |. For technical reasons in what follows we suppose ǫ < 1 2 . We choose and fix K = |A (n) ǫ |2 −3ǫn−1 and we derive that for any i ≥ K one has that ⌊log 2 
Now we can apply Theorem 1 to derive that for n sufficiently large
Notice that the last inequality of iii) holds whenever n is larger than 1 ǫ log 2 ( 1 ǫ ). Putting all together we have that for n sufficiently large
Since T γ = lim inf n∈N T γ,n then also
Since above inequality holds for any ǫ < 1 2 , a simple exercise of calculus shows that
The technical steps used in Equation (6) are, to our best knowledge, new and necessary to the proof. Remark 3. From above theorem one can derive simple proofs of several classical results in Information Theory, such as for instance the fact that the entropy is a lower bound of the average length of uniquely decodable block codes or a lower bound for the compression ratio of arithmetic compressors. Shannon's interpretation reported in the introduction as consequence of [1, Theorem 4] has been formalized in other forms and it is even reported in textbooks (see for instance [16] [17] [18] ) but it is usually stated for compressors coding blocks of uniform length n into blocks of uniform length k.
Almost sure convergence
The following theorem is due to Ornstein and Shields in [11] and we give a simpler original proof. The idea of our proof is similar to the one used to prove Theorem 3 as noticed in the subsequent discussion. Proof. For any ǫ > 0 and for any n define the sets C n as
is a subset of {0, 1} * , it can contain at most 2 t strings of length exactly t and less than 2 t+1 strings of length at most t. Putting all together
Notice that, since the elements of C ǫ . This fact means that for each ǫ, almost surely
where the value log 2 (1−ǫ) n disappears in a lim inf because ǫ is fixed and log 2 (1 − ǫ) is a constant. Since this holds for any ǫ, and in particular for the enumerable sequence ǫ m = 1 m , m = 1, . . . , +∞, a simple exercise completes the proof.
Clearly Theorem 4 implies Theorem 3. Anyway we have decided to keep also the proof of Theorem 3, since our proof of Theorem 4, although quite simple, exploits deep results of Measure Theory unlike our proof of Theorem 3 which uses only elementary mathematical notions.
Due to the analogy with the Shannon-McMillan-Breiman Theorem, that has been firstly proved in average for i.i.d. sources up to the almost surely proof of Breiman for ergodic sources, we decided to call above result the "Khinchin-Ornsten-Shields inequality".
The idea of above proof, that is essentially the same one of the proof of Theorem 3, consists of eliminating, for any fixed ǫ > 0, the strings in A (n) ǫ that have a coding length trough the compressor γ shorter than or equal to log 2 (K), where K = |A (n) ǫ |2 −3ǫn−1 is the same constant fixed in the proof of Theorem 3.
In [12, Section II.1.b, Section II.1.c] are reported two proofs of above theorem. One short and elegant and the second longer "which was developed in [11] , and does not make use of the Shannon-McMillan-Breimen Theorem [. . .]".
The first elegant proof makes use of several components: 1) For any n, converting in a prefix code "with no change in asymptotic performance" the images through γ of all input sequences of length n by using the Elias header technique. This technique, credited to Imre Csiszàr in [11] , essentially consists to prepend the Elias δ-coding [19] of the length |γ(x 1 , . . . , x n )| to γ(x 1 , . . . , x n ) itself.
2) The use of a Barron's lemma proved in [6] (see also [12, ii) The Borel-Cantelli Lemma (Lemma 1).
3) The Shannon-McMillan-Breiman Theorem.
We want to emphasize here that our simple proof of Theorem 4 makes use only of above points 2.ii) and 3).
Remark 4. We use in Theorem 4 notations that are different from the ones used in [11] and in [12] . In particular they state the analogous theorem for any functionγ that is not injective over χ * but that is, for any n, injective over χ n . They call such a function a "faithful-code sequence", that is the sequence of the restrictions ofγ to χ n .
Clearly any (overall injective) compressor γ is also injective for any n over χ n and thus it is a "faithful-code sequence". Conversely, it is easy to modify any faithful-code sequenceγ into an overall injective compressor γ by using the Elias header technique, again "with no change in asymptotic performance" as in previous point 1). More precisely γ(x 1 , . . . , x n ) can be obtained by prepending toγ(x 1 , . . . , x n ) the Elias δ-coding of n.
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