Inferring causality is necessary to achieve the goal of epidemiology, which is to elucidate the cause of disease. Causal inference is conducted in three steps: evaluation of validity of the study, inference of general causality, and inference of individual causality. To evaluate validity of the study, we propose a checklist that focuses on biases and generalizability. For general causal inference, we recommend utilizing Hill's 9 viewpoints. Lastly, individual causality can be inferred based on the general causality and evidence of exposure. Additional considerations may be needed for social or legal purposes; however, these additional considerations should be based on the scientific truth elucidated by the causal inference described in the present article.
INTRODUCTION
One of the goals of epidemiology is to elucidate the cause of disease [1] , and scientific methods are used to accomplish this goal. Hume [2] and other philosophers had questioned the logical validity of inductive reasoning (determining a relationship between cause and effect by observing recurring phenomena), for instance, merely observing that the sun rises every morning does not guarantee that it will rise tomorrow, and the proposition that "every swan is white," based on observing multiple white swans, could be disproved by only one observation of a black swan. Consequently, comparison to control and falsification of the null hypothesis became the scientific method of causal inference.
In the modern counterfactual frame, which has evolved as a logical framework to infer a relationship between cause and effect, the cause is defined as "a condition that, if present, makes a difference in (the probability of) the outcome" [3] , and the difference of probability is calculated by comparing the effect of the condition present to that of the condition not present. In epidemiology, the condition present is designated as an exposure and the condition not present is designated as an alternative exposure. However, it is almost impossible to observe and compare both conditions. For instance, if we want to determine the causal relationship between air pollution and health, we must compare the state of health of a subject per the level of exposure to air pollution when everything else is the same (ceteris paribus). However, we cannot observe a person who is exposed (exposure) and not exposed (alternative exposure) to the air pollution in a ceteris paribus condition, because there is no such state when the level of air pollution is high and low at the same time.
Thus, in a practical study design, the probability of outcome from exposure is compared to that from alternative exposure of surrogate of theoretical counterfactual subject, and this surrogate is called control. Although we assume ceteris paribus condition between study subject and its control, individual comparison between one each of subject and control cannot be free of inherent differences of individuals; therefore, the sum of individual effects, or population effects, among subjects and controls are compared [4] . Even in an experimental study with random assignment, which ensures comparable controls by distributing the different characteristics evenly between groups, does The evidence from epidemiological studies should be interpreted to give individual implications. For instance, while the association between exposure to humidifier disinfectant and occurrence of interstitial lung disease has been shown to be associated in population [5] , the causality of individual case should also be inferred for diagnosis, treatment and compensation. Unfortunately, the results of epidemiological studies are derived from population effect, and inferring causality at the individual level from epidemiological evidence needs additional considerations. The aim of the present article is to review those considerations and to provide guidance for causal inference based on epidemiological evidences in population and individuals. Evaluation of evidence to infer causality consists of three steps: evaluation of validity of the study, inference of causality in population (general causality), and inference of individual causality.
VALIDITY OF THE STUDY
Before evaluating causality of observed association, the precision and accuracy of the estimated association should be evaluated. The precision and accuracy of association is determined by the validity of the study, and it has two components: internal and external.
Epidemiologic studies are conducted by estimating the association between exposure and effect among study participants who were sampled from a source population. The internal validity ensures that the observed association was true among the source population. Most of the conditions which threaten internal validity can be classified into three categories: confounding, selection bias, and information bias [6] , and all arise from noncomparability between study subjects and its controls. Confounding occurs when difference in the probability of an outcome is due to difference in the inherent characteristics of the source population, rather than solely due to the exposure of interest. These inherent characteristics often include age, sex, ethnicity, and lifestyle. Selection bias also occurs because of difference in the probability of an outcome due to factors other than the exposure of interest. Selection bias, however, is not due to the inherently different characteristics that cause confounding, but rather to the difference between groups in the probabilities of being selected as study participants from the source population. One typical example of selection bias is known as the "healthy worker effect"; workers who are currently working often have better cardiovascular health than the general population (comparison group) because of the selective survival of healthy workers in the workplace (or selective dropout of unhealthy workers from the workplace) [7] . Lastly, information bias arises from the observed difference of gathered information between subjects and controls, which is not different in the source population. For instance, if there were differences in the methods of measurement of exposure or outcome between groups, and that led to differences between groups, the association observed would be biased.
The external validity concerns whether the result of study can be applied to the target population, i.e., generalizability. If there is no difference in the factors that modify the association between exposure and outcome between study population and target population, the result from the study can be generalized.
In Table 1 , we propose a checklist to assess the validity of the study based on Grading of Recommendations Assessment, Development and Evaluation guidelines [8] . Items 1 and 2 evaluate the possibility of random and systematic error. Non-differential random error will decrease the precision of the study and information bias may arise when systematic error or differential random error occur. Items 3 and 4 evaluate potential confounding, as well as whether the methods used to control the potential confounders are appropriate. Items 5 and 6 evaluate the possibility of selection bias. Lastly, item 7 evaluates generalizability (Table 1) .
INFERENCE OF GENERAL CAUSALITY
After the validity of study is ensured, the extent of the evidence being supportive of causality should be considered. Hill [9] has provided his famous 9 viewpoints (Table 2) for this task, and these viewpoints illustrate the aspects that need to be considered before claiming causality. While many have quoted these viewpoints as "criteria," and these have been misused as such, Hill himself called them viewpoints and specifically mentions that none of these are essential to infer causality [9] . However, temporality is logically necessary to claim causality, because the cause must precede the effect [10] .
Hill has provided these aspects comprehensively, but some Is there any difference in probability of being selected as study participants between study participants per groups? 6
Are the characteristics of study participants comparable to that of the source population? 7
Is the result generalizable to the target population?
concepts need to be elaborated to be applied to modern epidemiology, especially in regard to environmental exposures. Some environmental exposures, such as asbestos [11] and humidifier disinfectant [12] , show association with specific diseases. However, most of the exposures have associations with multiple diseases, and vice versa. Thus, a specific association is certainly strong evidence for causality, but specificity is rarely observed. Biologic gradient assumes linear association between exposure and outcome. However, many environmental exposures exhibit non-linear association with diseases, and this should be considered when analyzing and evaluating the evidence. Finally, the 8th viewpoint (experiment) is sometimes misunderstood as laboratory experiments, such as toxicological or animal studies. However, evidence from laboratory studies should be considered in the aspect of biological plausibility. What Hill intended to explain was a study design that incorporates experimental measure, which usually involve interventions to modify exposure. Many studies have applied experimental design in environmental epidemiology, and the results provide more robust evidence for causality. In his speech, Hill mentioned two more aspects regarding causal inference. The first is a test of significance. Statistical tests can only show the likeliness of chance being the cause of the association, but does not provide evidence for causality. The second aspect is that uncertainty of causal relationship is unavoidable and should not be a reason to postpone action [9, 13] . One of the common challenges in epidemiological investigations regarding environmental exposure is small sample size, and therefore a subsequent inability to obtain sufficient statistical power. This may happen, for instance, in an investigation on a small area exposed to a certain environmental exposure. In this case, a lack of statistical significance in the estimates of association between health outcome and exposure of interest should not be regarded as evidence of non-causality. Instead, the strength of association and consistency in the pattern of results among different groups or conditions can be reasoned in causal inference.
INFERENCE OF INDIVIDUAL CAUSALITY
In this step, it should be investigated that the individual who developed a disease that has a causal association with a certain environmental factor has been exposed to that causal environmental factor. Inference of individual causality is accomplished by deductive reasoning based on the general causality and individual evidence of exposure [14] . The evidence of exposure may be provided by the following conditions, which are not mutually exclusive: 1) the disease is specific to the exposure, 2) the biomarker for the factor of interest is detected, or 3) the patient has a valid history of exposure.
In the sufficient-component causal model, disease occurs when sufficient cause is present. Sufficient cause consists of multiple component causes, and it is possible for a certain disease to have different sets of component causes to comprise different sufficient causes [6] . When general causality is inferred and the patient's exposure to a relevant environmental factor can be assumed, the exposure is probably one of the component causes. Since it is impossible to determine which set of sufficient causes the patient had that led to the disease, the existence of other component causes should not be interpreted as evidence of non-contribution of the component cause of interest to the occurrence of the disease.
In some of the previous tort cases, relative risk (RR) or odds ratio ≥ 2 was considered as a benchmark for causality [15] . This is based on the notion that the attributable fraction (AF) is equal to the probability of the exposure being the cause of the disease, or probability of causation (PC). Under this notion, RR ≥ 2 should be converted to AF greater than 50%, and this was interpreted as probability of "more than not". However, the assertion of AF = PC depends on "restrictive assumptions" that are "unwarranted in typical cases", and AF usually underestimate PC [16] . In light of this, RR ≥ 2 or AF ≥ 50% does not mean "more than not". Rather, AF, which can be derived from RR, should be interpreted as the lower bound of the PC [16, 17] . 
CONCLUSION
In summary, when the evidence supports causality and the studies that produced the evidence are valid, the general causality can be inferred. The individual causality can be inferred based on the general causality and evidence of individual exposure. Inferring and interpreting causality may have different meanings per the purpose. The process presented in this article is to infer causality as a scientific truth, and additional considerations may be needed for social and legal purposes [15] . The decision to act depends upon how sufficient the evidence is to consist a case for action, and the extent of sufficient evidence may differ from case to case. Considering precautionary principles, relatively slight evidence may be enough to act, especially in environmental health issues where the cost of inaction probably far exceeds that of wrong action.
