Abstract. Seasonal snow cover and its melt regime are heterogeneous both in time and space. Describing and modelling this variability is important because it affects diverse phenomena such as runoff, ground temperatures or slope movements. This study presents the derivation of melting characteristics based on spatial clusters of ground surface temperature (GST) measurements. Results are based on data from Switzerland where ground surface temperatures were measured with miniature loggers (iButtons) at 40 locations referred to as footprints. At each footprint, up to ten iButtons have been distributed randomly over an area of 10 m × 10 m, placed a few cm below the ground surface. Footprints span elevations of 2100-3300 m a.s.l. and slope angles of 0-55 • , as well as diverse slope expositions and types of surface cover and ground material. Based on two years of temperature data, the basal ripening date and the melt-out date are determined for each iButton, aggregated to the footprint level and further analysed. The melt-out date could be derived for nearly all iButtons; the ripening date could be extracted for only approximately half of them because its detection based on GST requires ground freezing below the snowpack. The variability within a footprint is often considerable and one to three weeks difference between melting or ripening of the points in one footprint is not uncommon. The correlation of mean annual ground surface temperatures, ripening date and melt-out date is moderate, suggesting that these metrics are useful for model evaluation.
Introduction
Seasonal snowmelt is important for mountain hydrology and water supply to lowlands (Viviroli and Weingartner, 2004) ; it can contribute to the triggering of landslides and debris flows (Iverson et al., 1997; Wirz et al., 2011) and it is linked to many other physical and ecological processes and phenomena. Depending on environmental conditions, two distinct points in time can be recognized that help to quantify the temporal patterns of snowmelt. The melt-out date (MD) describes the time when the snow cover is depleted and no further release of meltwater occurs, allowing the ground surface to warm above 0 • C. The basal-ripening date (RD) describes the time when a frozen ground surface is warmed to 0 • C by melt-water percolation or by strong rain-on-snow events (cf. Westermann et al., 2011) . RD can only be detected in situations having negative temperatures at the snow-ground interface. In this paper, we use near-surface ground temperature, measured at depths of a few centimetres, as a proxy of ground surface temperature (GST).
MD can be investigated using optical space-borne (Bitner et al., 2002; Li and Wang, 2011; Parajka and Blöschl, 2008) or ground-based (Schmidt et al., 2009 ) remote sensing. Furthermore, attempts have been made to detect RD with optical space-borne remote sensing (Foster et al., 2011; Lampkin and Yool, 2004) . On the ground, measurements are feasible by means of miniature temperature loggers (Etzelmüller et al., 2007; Gadek and Leszkiewicz, 2010; Hoelzle et al., 1999 Hoelzle et al., , 2003 , hand tests (Techel and Pielmeier, 2011) or as part of more comprehensive measurement stations (Lehning et al., 1999) . First studies using GST to monitor snow cover evolution were carried out in North America (Lundquist and Lott, 2008; Tyler et al., 2008) . Patterns of snowpack evolution and melting are usually heterogeneous both in time and space, especially in mountain regions. This is because topography influences snow redistribution by wind and avalanches, surface micrometeorology and also the distribution of ground material. Grid-based snow cover distribution models are often used to estimate snow cover evolution (e.g. Bartelt and Lehning, 2002; Blöschl et al., 1991a, b; Lehning et al., 2002a, b; Luce et al., 1998) or ground temperatures (Dall'Amico et al., 2011; Luetschg and Haeberli, 2005) . Scales of gridded applications range from grid sizes of few meters (e.g. Groot Zwaaftink et al., 2011; Marsh et al., 2012) to tens or hundreds of kilometers in climate models (e.g. Best et al., 2011; Essery and Clark, 2003; Tribbeck et al., 2004) . Often, the interaction with vegetation (e.g. Endrizzi and Marsh, 2010; Rutter et al., 2009 ) and processes of snow redistribution (e.g. Groot Zwaaftink et al., 2011; Pomeroy et al., 1997) are simulated as well. While Anderton et al. (2002) show that the micro-scale spatial variability of the snow cover needs to be taken into account to model snowmelt at larger scales, most data products for the evaluation of models are based on satellite data with rather coarse resolution (Brown, 2000; Dyer and Mote, 2006; Gutzler and Rosen, 1992; Scherrer, 2006) . In contrast to this, the role of topography and fine-scale variability of snow cover evolution is investigated in a number of local studies by, e.g. Jost et al. (2007) , López-Moreno et al. (2011) , Grünewald et al. (2010) , and Schmidt et al. (2009) .
In the validation of grid-based models, point measurements are often implicitly assumed to adequately represent the area around them that constitutes a model cell. Variation at distances smaller than the grid used, however, can confound such studies by hiding the larger-scale landscape signal under investigation. This is especially true when small numbers of single-point measurements distributed over a landscape are used, which is a typical situation due to the high cost of site access in many cases. Gubler et al. (2011) showed that even within a distance of less than 15 m, mean annual ground surface temperatures (MAGST) can exhibit a range of more than 2 • C. Based on the same measurements but with a duration of two years, we investigate the potential of GST to provide reliable, inexpensive and distributed information about MD and RD. Specifically, we investigate (a) how to derive MD and RD in diverse topographic situations, and (b) how fine-scale variability affects the relationship between point measurements and grid-based representations with the aim to inform studies that validate grid-based models based on few point measurements.
Data

Research area and meteorological conditions during the measurement period
This study is based on the dataset described by Gubler et al. (2011) for which two measurement years are now available. The study area is situated around Piz Corvatsch, a mountain in the Eastern Swiss Alps, close to St. Moritz. The 0 • C isotherm of the mean annual air temperature (MAAT)
is situated at an altitude of about 2200 m a.s.l. The investigation area extends above 3000 m a.s.l. and is partially subject to permafrost conditions. The western and northern flanks of Piz Corvatsch feature large debris slopes and several rock glaciers, whereas further south in the Furtschellas area, inactive and relict rock glaciers are present. Figure 1 shows a map of the measuring locations. Air temperature from which the MAAT is derived is measured by MeteoSwiss at Piz Corvatsch in the research area and at the nearby weather stations Passo del Bernina and Samedan (Fig. 3) . Both periods had strong snowfall outside the winter season: significant events occurred in mid June and early October 2010 (Pielmeier, 2011; Stucki, 2010) .
Measurement design
Miniature temperature loggers iButton ® DS1922L with a resolution of 0.0625 • C were programmed to record GST every three hours, allowing for more than one year of autonomous operation with the memory available. The accuracy is stated to be ±0.5 • C by the manufacturer and has been determined to be ±0.125 • C near 0 • C by Gubler et al. (2011) . In July and August 2009, 390 iButtons were distributed within 40 so-called footprints. These span diverse topographic situations with elevations of 2100-3300 m a.s.l., slope aspects north, south, east, and west, slope angles of 0-55 • and various ground cover types (GCT). Each footprint consists of up to ten iButtons randomly placed within 10 m × 10 m in order to capture small-scale variability. The devices were generally buried a few cm below the ground surface at locations with no fine-grained material (i.e. exposed bedrock), placed in voids in the ground. Programming and read-out were facilitated by the software iAssist (Keller et al., 2010) . A digital elevation model with a resolution of 10 m (SwissPhoto) was used to derive elevation, slope angle and slope exposition of all footprints. The GCT classification defined by Schmid (2011) and Gubler et al. (2011) was used: GCT1 is fine-grained, sometimes partly organic material; GCT3 consists of large boulders (e.g. on rock glaciers); and GCT2 is an intermediate type between the two. GCT4 is characterized by strongly heterogeneous and steep footprints partially composed of bedrock.
In July and August 2010, 368 of 390 iButtons were retrieved and contained GST measurements for one year. In August 2011, 357 iButtons were recovered and 355 contained complete GST time-series. The one-year periods used for analysis range from 20 August to 19 August and are here referred to as 2010 and 2011, indicating the year of data readout. iButtons found on the surface during read-out were excluded from subsequent analysis because exposure to solar radiation may have affected their temperature. This resulted in 92 % (first year) and 89 % (second year) of valid time series. Data gaps during read-out have a maximum length of one day and are filled by linear interpolation between adjacent measurements. The analyses shown here are based on 343 iButtons from the 2010 period, 348 iButtons from 2011 and 338 iButtons with valid data spanning both years. The snow cover was measured at most sites during three campaigns in January, March and April in 2010 (Gubler et al., 2011; Schmid, 2011) . At each measured footprint, ten snowheight measurements and one SWE measurement were made (Table 1) . At all sites, a snow-free period occurs in late summer and autumn.
Methods
Melt-out date
Due to its low thermal conductivity, snow insulates the ground from the cold atmosphere during winter (Goodrich, 1982) and in several studies this effect is used to detect a snow cover based on GST time series. Based on the daily variance of GST, Danby and Hik (2007) considered a threshold of 1 • C (4 h sampling rate), and Schmidt et al. (2009) one of 0.09 • C (1 h sampling rate) to indicate snow-covered ground. Gadek and Leszkiewicz (2010) estimated the pres- ence of a snow cover simply based on days with GST ≤ 0 • C. All three approaches are based on rather small range of environmental conditions and, when applied to the large dataset of this study yield only partially satisfying results. The following observations are made based on visually inspecting time series of GST and their daily variance: (a) most locations clearly show the presence of an insulating snow cover during winter, few locations clearly show the absence of it, and some appear to lie in between. (b) The beginning of a snow cover, which at the time may be thin and provide little insulation, is more difficult to detect than the date of its melt-out (MD). (c) Detection of MD based on daily variance alone is unreliable and leads to spurious snow-free periods during winter. Furthermore, snow-cover days are overestimated at locations with a generally low daily GST variance when using fixed thresholds. (d) Detection of MD based on temperature alone is unreliable because low-elevation sites can maintain positive temperatures a few centimeters below the ground surface for prolonged periods when a thick snow cover is present.
As the detection of MD requires an insulating snow cover, we define a snow-cover reliability index (MDr) based on the mean daily standard deviation of GST during January, February and March:
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( 1) This threshold of 0.2 has been determined subjectively, based on visual interpretation of GST and its daily variance during winter. The sensitivity to the chosen threshold is relatively low, with a change of the sample size selected being smaller than 10 % when changing the threshold by 50 % (Fig. 2) . If MDr is greater than zero, we assume that the insulation effect of the snow cover is sufficient to allow the reliable derivation of MD. For iButtons with MDr > 0, days with a snow cover were detected based on the daily standard deviation. If the daily mean GST is positive, we chose a threshold of 0.1 • C, and if the daily mean GST is negative, we chose a threshold of 0.3 • C. Two different thresholds are necessary because, for days with negative GST, mostly the thermal insulation of the snow cover affects the standard deviation. Positive GST, however, can only occur under a partly wet snow cover where temperature fluctuations are additionally damped by phase change. Spurious gaps were closed for days with GST ≤ 0.5 • C. Days with a maximum GST > 3 • C are considered snow-free based on observations at the lowest site (2100 m a.s.l.). MD is defined as the end date of the snow cover period with the longest duration. It is aggregated to the footprint level as a mean value. Where MD could not be detected for all iButtons in a footprint, it was calculated if at least five values were available.
Basal ripening date
In many places, temperatures below 0 • C seasonally prevail in the snowpack and the ground below (Gubler et al., 2011) . Liquid water originating from surface melting or rain infiltrates and warms deeper layers through the release of latent heat during freezing (Westermann et al., 2011) . Once the meltwater reaches the ground surface and warms it to 0 • C, the snowpack above is mostly isothermal at a temperature of 0 • C, with the exception of refreezing near the surface during clear nights or cold periods. This point in time, the ripening date (RD), is detected as the beginning of the zero curtain period (defined here as the duration of the zero curtain effect, which is the effect of latent heat in maintaining temperatures near 0 • C over extended periods in freezing or thawing soils, e.g. Outcalt et al., 1990) in spring and marks the beginning of meltwater runoff or percolation into the ground (Taras et al., 2002; Tyler et al., 2008) . The development of preferential flow paths in snow (Williams et al., 2010) increases the lateral variability between cold and isothermal portions of the snowpack and ground below and, as a consequence, also the lateral variability of RD. Commonly, no cooling below 0 • C takes place at the ground surface after the RD; sometimes however, cold conditions can cause a complete refreezing of the melting snowpack and interrupt the zero curtain period in shallow ground levels below.
RD can only be determined together with MD for locations where the ground surface is frozen underneath the snowpack. This is expressed in the RD reliability index:
where FDD is the sum of negative daily mean GST during the snow-cover period with the longest duration. Only for RDr > 0 is RD derived. This is because zero curtain periods during freezing can only be distinguished from those during thawing if the ground can clearly be detected as frozen in between. At many low-elevation footprints, iButtons did not record negative temperatures, making it impossible to detect the start of an isothermal snowpack. Based on the calibration reported by Gubler et al. (2011) , days with GST between −0.25 • C and 0.25 • C were defined as a zero curtain period. RD was then detected as the beginning of zero-curtain days after the longest period having a daily mean GST smaller than −0.25 • C. RD is aggregated to the footprint level as a mean value. Where RD could not be detected for all iButtons in a footprint, it was calculated if at least five values were available. measurement series were recorded, the MAGST could be aggregated to the footprint level at all locations.
Algorithm testing with modelled data
We tested our algorithm based on simulations for which MD can be determined independently of GST. We performed numerical experiments with the open-source and physicallybased numerical model GEOtop that accounts for heat and water transfer in soil, including effects of phase change and partial saturation (Dall'Amico et al., 2011) . GEOtop contains a multi-layer snowpack that accommodates compaction as well as water percolation and refreezing. The influence of topography on micro-climatology is parameterized, allowing for the solution of the surface energy balance for differing topographic situations, based on one driving climate time series (Endrizzi and Marsh, 2010) . A distributed version of GEOtop exists but in this study, a one-dimensional mode was employed. In these experiments, the lower boundary condition was given by a zero heat and mass flux. Lateral drainage was parameterized by a free surface that can be placed at arbitrary distance below the surface. Snow was discretized into ten layers, which are finer near the interfaces with the atmosphere and the soil than in the middle of the snowpack. The thickness of the 14 soil layers was parameterized by where n is the layer number from the surface downwards, a = 1.5 governs the thickening of layers with depth and z min = 20 mm is the thickness of the top layer. The algorithm developed for the iButton dataset to detect MD was then driven with modelled ground temperatures and the results were compared to the MD based on the modelled SWE. Simulated points for which the minimum SWE during a year was larger than 0 were excluded.
This simulation-based approach is preferred over validation with field data because the scale difference between a ground temperature measurement and conventional snow height sensors is likely to challenge the interpretation of results. Usually installed at 4-7 m height, their opening angle of around 20 • (e.g. SR50, Campbell Scientific) caused them to integrate over an area with an approximate diameter of 1.5-4 m, much larger than that measured by an iButton. A future option for validation is a high-resolution automatic camera pointed at one footprint containing several iButtons, but this has not been pursued in the current study.
Results
Algorithm testing
In Fig. 4 , the difference between the MD based on GST and the MD based on the SWE is shown with simulated data from five years. The different boxes represent the modelled GST depths. The number of detected MD increases as the depth shifts from 10 mm to 50 mm to 100 m. The detected MD shifts slightly towards a later date with increasing depth. In general, detected MD from all depths fit very well with MD based on SWE with maximum differences of one day for 99 % of the simulated points at 10 mm; 97 % at 50 mm and 85 % at 100 mm depth.
General description
In Fig. 5 , typical characteristics of the measured locations are exemplified: iButton ALa04 is located on a ridge composed of gravel. After the freezing of the ground in autumn, the GST is strongly damped with respect to the atmosphere during winter, indicating the presence of an insulating snow cover. In spring, a zero curtain period occurs. For this device it is possible to detect both the RD and the MD. iButton ASa10 is located in a forest glade at 2100 m a.s.l. The insulating snow cover prevents the ground from freezing, and therefore MD but not RD was detected. iButton AOa03 classified as GCT4 has a standard deviation of 0.19, which is the www.the-cryosphere.net/6/1127/2012/ The Cryosphere, 6, 1127-1139, 2012 highest value where we still predict an insulating snow cover. An overview with the number of valid iButtons per footprint and the number of detected MD and RD is in Table 3 .
Intra-footprint variability
MD was detected in 2010 for 319 iButtons and in 2011 for 325. In both years, average values for footprint AGa and AOa were not calculated and in 2011 also AJa and AOb had to be excluded due to the absence of an insulating snow cover. The mean standard deviation of MD per footprint in both years is 8 days (Table 2 ). RD could be calculated only for approximately half the iButtons due to a lack of snow or ground freezing. Lack of snow was frequent on footprints of GCT 4 and lack of ground freezing mostly occurred at low-elevation sites. In 2010, RD could be calculated for 178 iButtons and aggregated for 20 footprints, and in 2011 for 167 iButtons or 16 footprints. A mean value per footprint over both years is calculated for 14 locations. The mean standard deviation of RD per footprint is 5 and 6 days. Table 2 shows the standard deviation to be expected within a radius of several meters, based on all footprints with at least Fig. 5 . Typical examples of temperature evolution. For all three iButtons an insulating snow cover is present. For ALa10, RD and MD are detected, whereas for ASa10, only MD can be detected. At AOa03, MD and RD were detected as well, but with a mean standard deviation of the GST (Jan-Mar) of 0.19, it is the location with the highest value where we still predict an insulation snow cover. AQa  2729  29  12  3  10  10  10  10  10  10  ARa  2528  28  288  2  6  6  0  9  9  3  ASa  2100  35  315  1  6  6  0  7  7  0  ATa  2790  36  100  1  10  10  0  9  9  0  AUa  2773  33  88  3  10  10  10  10  10  10  AVa  2538  0  212  1  10  10  0  10  10  0  AWa  2700  19  333  3  9  9  9  11  11  11  AXa  2810  23  135  1  10  10  2  10  9  4  AYa  2687  9  328  2  9  9  2  10  10  2  AZa  2876  7  61  1  10  10  0  10  10  0  BAa  2697  27  111  1  10  10  0  10  10  0  BBa  2763  14  103  1  10  10  0  9  9  0  BCa  2783  41  357  2  8  8  8  10  10  10  BDa  2705  27  247  2  10  10  4  8  8  2  BEa  2710  29  167  1  9  9  0  9  9  0  BFa  2645  5  31  1  10  10  0  10  10  0  BGa  2715  43  246  1  10  10  6  10  10  4  BHa  2693  6  243  3  10  10  6  10  10  6  BIa  2362  24  192  1  4  4  0  3  3  0  BJa  2997  36  90  2  10  10  10  10  10  7  BKa  2691  31  355  2  9  9  9  10  10  4  BLa  2875  19  35  3  10  10  10  9  9  9  BMa  2715  44  314  4  10  8  8  9  8  7  *Total  343 319 178  348 325 167 5 detected RD, respectively MD. In some cases, small-scale variability can be much higher with a standard deviation of more than 20 days, as shown in Fig. 6 for all footprints. This demonstrates the importance of understanding the limitation of single point measurements for the evaluation of grid-based models.
With a linear regression model, no direct relationship with topography (elevation, slope, sine and cosine of the aspect) or ground cover type could be detected for this or for the difference of the standard deviation between the two years. This difference shows no correlation with the standard deviation. meteorological conditions and their influence on processes such as snow drift and deposition exert a dominating control on intra-footprint variability. As a consequence, it is difficult to predict how well one single time series of GST represents RD and MD for a small area surrounding it or a model grid cell in a validation exercise. In 2011, the average RD is 20 days earlier than in 2010 and the MD is on average 12 days earlier than in 2010, taking in account only footprints where RD, respectively MD, were detected for both years. The shift of MD is more pronounced at locations with an early MD, whereas at locations with a late MD, the difference between the two years is much smaller. For 15 footprints, RD and MD could be detected in both years (Fig. 7) . This makes it possible to calculate an average melting period, which lasts from the RD to the MD, for the footprint. At most footprints, GST constantly remains at 0 • C from RD to MD, but in few cases GST briefly drops below 0 • C. This can be explained by the reduced insulation of the ground from the atmosphere due to a reduction of snow height and increase in thermal conductivity because of melting. The length change of the melting period is less pronounced with an average melting period for those 15 locations of 37 days in the first year, and 45 days in the second year. No relationship between the melt length and the GCT is visible, even though this has to be interpreted with caution due to the very small sample size.
Inter-footprint variability
At the footprint level, the coefficients of determination for the periods 2010 and 2011 are 0.60 and 0.83 between MAGST and RD, 0.28 in both years between MAGST and MD, and 0.55 and 0.38 between RD and MD. This suggests that these are useful and complementary metrics for model evaluation.
Inter-annual MAGST variations
The mean intra-footprint standard deviation of MAGST over all footprints is 0. A comparison of daily mean GST for 2010 and 2011 shows much larger differences during summer than winter (Fig. 8) . This can be explained by the effect of a snow cover that provides insulation between the ground and the atmosphere. Both the onset and the melt-out of the snow cover determine whether the seasonal snow cover has a warming or a cooling effect on MAGST (Zhang, 2005) . In this study both situations were observed. An absolute quantification is not possible because air temperature has not been measured at any of the snow-covered locations. GST in winter in the second year are slightly warmer than in the first year, even though the snow coverage was thinner in the second winter (Pielmeier, 2011; Stucki, 2010) . The difference of MAGST is also strongly influenced by air temperature during the snowfree period. For example, the cold July in 2011 led at all locations to significantly colder GST than in the previous year. Therefore, the average difference of MAGST from the two years is only 0.17 • C.
When looking at inter-annual GST differences and snow cover, a pattern exemplified by the three typical situations in Fig. 8 is visible: at footprints such as AGa or AOa with a low MDr indicative of a thin snow cover, large fluctuations and often slightly warmer temperatures during winter 2011 occurred. For footprints such as ANa or BAa with a high MDr, indicative of an insulating snow cover and a low RDr indicative of unfrozen ground, GST stayed close to 0 • C during winter. The earlier MD in 2011, however, caused earlier warming of the ground and a positive difference of GST between the two years in spring. In footprints such as AMa or AHa, with high values of MDr and RDr which are indicative of a well-developed snow cover and frozen ground below, a later onset of winter (Stucki, 2010) led to a stronger cooling of the ground and lower GST during winter in the 2010 period. These three classes fit into the classification done by Ishikawa (2003) , except that classes 3 and 4 (no shortterm GST fluctuation with gradually increasing or decreasing GST during winter time) are taken as one in this study. The strongly differing reactions of MAGST to the meteorological differences between 2010 and 2011 (some showing warming and some showing cooling), underscores the differences in transient response of frozen ground and permafrost conditions to be expected from climate change, even if the longer-term averaging will likely have a smoothing effect. Fig. 8 . Differences in the daily GST for footprints with no insulating snow cover (AOa), an insulating snow cover but no frozen ground (Ava), and an insulating snow cover with frozen ground (AHa). Based on air temperature measurements from Piz Corvatsch, the running mean of the difference between the air temperature of the two years is shown.
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The spatial resolution and replication of GST measurements in this study provides a sound basis for deriving RD, MD, and GST, as well as for investigating their spatio-temporal patterns. As measurements are from two years only, results regarding the inter-annual variability and to a lesser degree all absolute values, must be interpreted with caution since meteorological conditions, and especially snow cover, can vary strongly (cf. Brenning et al., 2005; Etzelmüller et al., 2007; Gruber, 2004; Hipp et al., 2011; Hoelzle et al., 2003; Isaksen et al., 2002) . Detection of the onset of a snow cover based on GST is inherently uncertain but also of minor importance for model validation as it is much more homogeneous than MD. As MD coincides with rapidly increasing GST, it is also relatively straightforward to detect. MD was only calculated for locations with a comprehensive snow cover, identified based on a standard deviation based reliability index to avoid imprecision. As no suitable ground truth data for RD and MD exists, no direct validation can be performed. The shown methods are to be interpreted as tools for the repeatable extraction of information that could also be interpreted subjectively. In comparison to other published GST-based snow-detection algorithms (Danby and Hik, 2007; Gadek and Leszkiewicz, 2010; Schmidt et al., 2009; Schneider et al., 2012) , the method proposed in this study has been tested in a far wider range of topographic situations. MD could be detected at nearly all locations, whereas RD was only detected at half of the locations. RD (the start of the zero curtain in spring) can be detected precisely based on GST where sufficient freezing occurs below the snowpack. While some uncertainties exist for locations with only slightly negative GST below the snowpack, the threshold of at least −50 FDDs (used in the reliability index RDr) effectively excludes these locations. The possible field of application for RD is more limited, as it only works for a subset of the places at which a snow cover is present. MD has a high correlation with maximum snow height (Anderton et al., 2004) , warranting a comparison of this study with results concerning the SWE from Jost et al. (2007) .
The average standard deviation of the intra-footprint variability for the RD and the MD is significant, with a length of around one week and a strong variation between footprints. The standard deviation could not be explained by topography or ground cover type, implying that at each new location, an intra-footprint variability much higher than the average can occur. The inter-footprint variability of RD and MD lies between three and four weeks. Absolute values have seen a strong shift between the two years, making both RD and MD earlier in 2011. The differences in the length of the melting period (MD-RD) between 2010 and 2011 are for nearly all footprints smaller than the absolute shift in days (Fig. 7) .
The algorithm testing performed with GST and SWE modelled with GEOtop shows that the algorithm developed to detect the MD works on a wide range of topographic situations.
The increasing number of locations where an insulating snow cover is detected the further in the depth GST is modelled shows the damping effect of the ground surface. For the same reason, the error of the MD based on GST develops towards a later MD with increasing depths.
Conclusions
Based on GST measurements, it is possible to derive MD for all locations with an insulating snow cover and RD if the ground below the snow cover freezes during parts of the winter. The methods described here have been tested in a wide range of topographic situations and provide reproducible results. Because MAGST, RD and MD are only moderately correlated, they are complimentary measures for model validation.
A large intra-footprint variability was observed for both RD and MD at many locations. This underscores the importance of using multiple measurement points to characterise one footprint. If validation of a grid-based model with single point measurements is undertaken, a difference of one to three weeks between RD or MD at the measured point and its immediate surroundings must be considered realistic in environments similar to that investigated here.
While based on the comparison of only two years, interannual variation of the GST-derived products provides interesting insight into the importance of snow cover in moderating ground thermal response to atmospheric forcing. The difference in MD between 2010 and 2011 is stronger for locations with an early MD than those with a late MD. This adds to earlier findings of a non-linear relationship between changing environmental conditions and snow cover (Beniston et al., 2003; Schöner et al., 2009) . Furthermore, the response of MAGST to a 0.4 • C increase of MAAT from one year to the other was diverse and included both warming and cooling.
In view of the anticipated environmental changes in cold regions, a GST-based distributed monitoring can provide a cost-effective method for detecting change and for validating models. Due to the strong variability of GST over short distances, the method of sampling fine-scale variability at the footprint level is important for deriving reliable measurements for interpretation or further aggregation. 
