The approach in Foias et al. (1996) is one of the well-developed methods to design H-infinity controllers for general infinite dimensional systems. This approach is applicable if the plant admits a special coprime inner/outer factorization. We give the largest class of single-input-single-output (SISO) time delay systems for which this factorization is possible and factorize the admissible plants. Based on this factorization, we compute the optimal H-infinity performance and eliminate unstable pole-zero cancellations in the optimal H-infinity controller. We extend the results on the finite impulse response (FIR) structure of optimal H-infinity controllers by showing that this structure appears not only for plants with input/output (I/O) delays, but also for general SISO time-delay plants.
INTRODUCTION
In control applications, robust controllers are desired to achieve stability and performance requirements under model uncertainties and exogenous disturbances [1] . The design requirements are usually defined in terms of H ∞ norms of the closed-loop functions including the plant, the controller and weights for uncertainties and disturbances. The optimal H ∞ controller design finds the optimal H ∞ controller stabilizing the plant and achieving the minimum H ∞ norm for the closedloop system.
The optimal H
∞ controller is designed for linear rational multi-input-multi-output (MIMO) systems based on Riccati and linear matrix inequality (LMI) methods by [2] and [3] . The optimal H ∞ controller is designed for different types of linear time-invariant time-delay systems.
The rational SISO system with an I/O time-delay:
The optimal H ∞ controller is designed in [4] [5] using operator theoretic methods; see also [6] [7] and their references. State-space solution to the same problem is given in [8] and [9] . Notably [9] showed the FIR structure of the optimal H ∞ controller.
The rational MIMO system with I/O time-delays:
This plant is the generalization of the previous plant to the MIMO case. The system with the single delay in the feedback loop is considered in [10] based on the J-spectral factorization approach and the FIR structure 2 S. GUMUSSOY of dead-time compensators is shown. [11] extended this approach and illustrated the FIR structure for multiple I/O time-delays.
The infinite dimensional SISO system admitting a coprime-inner/outer factorization:
The optimal H ∞ control problem is solved in [12, 13] based on the parameterization of the solution of an interpolation problem due to Adamjan, Arov and Krein (AAK) [14] . This technique is applied to stable pseudorational plants in [15] and to the plants in a cascade connection of a rational MIMO plant and a scalar infinite dimensional inner function [16, 17, 18, 19] . Note that these techniques assume that the plant has a special factorization such as a coprimeinner/outer factorization or a series connection of a rational plant and an inner function.
Using the method in [12, 13] based on AAK theory, we can design optimal H ∞ controllers for a large class of SISO infinite dimensional systems including SISO time-delay systems. The only requirement is that the plant should have a coprime-inner/outer factorization and the factorization terms should be obtained. In this paper, we give conditions for general SISO time-delay systems to check whether the coprime-inner/outer factorization in [12, 13] is feasible and we factorize the admissible plants.
It is well known that optimal H ∞ controllers have an feedback connection of a rational transfer function and a FIR block for rational MIMO systems with I/O time-delays [9, 10, 20, 11] . The htruncation operator is introduced which truncates the impulse response to its restriction on a finite support and using this operator, the FIR structure of optimal H ∞ controllers is shown. In AAK theory based methods [18, 19] , the h-truncation operator is extended to the generalized m-truncation operator which generates an FIR system when the inner function is a single delay and the outcome is not an FIR system for general inner functions. In this paper, we show that the FIR structure of optimal H ∞ controllers appears for not only systems with I/O time-delays, but also for more general SISO time-delay systems. We also prove that the FIR structure is due to the unstable polezero cancellations in the controller and any controller with time-delay operators and polynomials having such cancellations has an FIR structure.
The structure of the article is as follows. In Section 2 we introduce the necessary definitions and the assumptions. Main results are given in the next two sections. Section 3 describes the coprime-inner/outer factorization of SISO time-delay systems. Section 4 computes the optimal H ∞ performance and gives the FIR structure of optimal H ∞ controllers. Section 5 is devoted to the numerical examples. In Section 6 some concluding remarks are presented.
Notations
The notations are as follows: j : the imaginary identity, C, R, Q, Z + : sets of complex, real, rational and positive integer numbers, C + , C − : closed right and open left half complex planes, : set of natural numbers and set of natural numbers from n 1 to n 2 , deg p : degree of the polynomial p, σ min (A) : the minimum singular value of a matrix A, F ∞ : the supremum of the maximum singular value of the stable transfer function F (jω) ∀ω ∈ R.
DEFINITIONS AND ASSUMPTIONS
We define the inner and outer functions which are frequently used in the paper.
Definition 1
A function m(s) is called inner if |m(s)| ≤ 1 for all s ∈ C + and |m(jω)| = 1 almost everywhere
Outer functions are generalization of minimum phase functions and they have no poles and zeros inside the open right half complex plane. For further information, see [12] .
Given a SISO plant P (s), the optimal H ∞ control problem is defined as
where W 1 (s) and W 2 (s) are weights and rational transfer functions. The optimal H ∞ controller robustly stabilizes the closed-loop system under model uncertainties represented by a frequency dependent bound W 2 (s) and achieves robust performance such as good tracking over a low frequency range defined by the weight function W 1 (s). [12, 13] computed the optimal H ∞ performance γ opt and the optimal H ∞ controller C opt of this problem for SISO plants admitting a coprime-inner/outer factorization
where m n (s) is inner, infinite dimensional and m d (s) is a rational inner transfer function and N o (s) is outer, possibly infinite dimensional. Note that the plant P (s) is a general SISO plant. We will give conditions for SISO time-delay systems for which this factorization (2) is possible and obtain factorization terms in the next section.
The transfer function of SISO time-delay systems is defined as a ratio of quasi-polynomials. A quasi-polynomial is a generalization of a polynomial and frequently used in transfer function representation of time-delay systems [21] .
Definition 2
Let q i (s) for i ∈ N v 1 be polynomials with real coefficients and h i are non-negative real numbers in an ascending order. A function of the form
Moreover, a quasi-polynomial is a neutral type if there exists at least one i ∈ N v 2 such that deg q 1 = deg q i , otherwise, it is a retarded quasipolynomial.
The retarded and neutral quasi-polynomials have infinitely many roots in C [22] . The asymptotic root chains of retarded quasi-polynomials extend to the infinity in real and imaginary parts only inside C − whereas the asymptotic root chains of neutral quasi-polynomials contain at least one asymptotic chain of roots extending to the infinity parallel to the imaginary axis. We define the roots of a quasi-polynomial q(s) inside C + and C − as unstable and stable roots of q(s).
We represent general SISO time-delay systems by the transfer function,
where q n (s) and q d (s) are quasi-polynomials given in Definition 2. Any realizable proper and causal transfer function P (s) also satisfies the necessary conditions, deg q n,1 ≤ deg q d,1 and h n,1 ≥ h d,1 .
We assume that quasi-polynomials of the plant P (s) (4), q n (s) and q d (s), satisfy the following assumptions.
Assumption 1
Time-delays of q n (s) and q d (s) are rational numbers, i.e., ,
Assumption 2
The asymptotic root chains of q n (s) and q d (s) do not approach the imaginary axis.
By the first assumption, we consider SISO time-delay systems with commensurate delays. This assumption is necessary to characterize the behavior of asymptotic root chains of quasi-polynomials using numerical polynomial root finding algorithms and it is not restrictive in practical control applications. The second assumption excludes a particular case, time-delay systems with poles or zeros asymptotically approaching the imaginary axis. The stabilization of these systems is an on-going research area and it is properties are not fully understood [23, 24] . As we shall see in the factorization of time-delay systems, this case also requires the computation of infinitely many imaginary axis roots which is numerically not possible.
We give definitions of an asymptotic polynomial and a conjugate quasi-polynomial needed in the next section.
Definition 3
is an asymptotic polynomial of q(s) where
In order to compute the optimal H ∞ performance and obtain the optimal H ∞ controller using the method in [12, 13] we need to factorize SISO time-delay systems (4) as in (2). As we shall see, this is not possible for all SISO time-delay systems. We classify SISO time-delay systems (4) admitting the factorization (2) and factorize the admissible plants as in (2) in the next section.
COPRIME INNER/OUTER FACTORIZATION OF SISO TIME-DELAY SYSTEMS
The main difficulty in the approach of [12, 13] is to factorize a SISO time-delay system (4) in the coprime-inner/outer form (2). For simple cases, this factorization is easy to do, i.e.,
However, in the general case, it might be difficult to find the inner-outer factorization (p.23 [12] ). Since the inner function m d (s) in (2) is rational, the plant P (s) (4) (equivalently, the quasipolynomial q d (s)) has to have finitely many poles (roots) inside C + . By the following Lemma, We determine whether a given quasi-polynomial has finitely many roots inside C + .
Lemma 1
Let q(s) be a quasi-polynomial given in Definition 2 and satisfying Assumption 1, 2. Then the quasipolynomial q(s) has finitely many roots inside C + if and only if q(s) is a retarded quasi-polynomial or q(s) is a neutral quasi-polynomial and the magnitude of roots of its asymptotic polynomial is greater than 1.
Proof
By Definition 2, the quasi-polynomial q(s) is either retarded or neutral type. A retarded quasipolynomial has finitely many roots inside C + [22] . The neutral quasi-polynomial has finitely many roots inside C + if and only if all its asymptotic root chains extending to the infinity lie inside C − . The asymptotic root chains of a neutral quasi-polynomial either lie inside C − or extend to the infinity in the imaginary part and to a constant value in the real part σ o [21] . Therefore, it is enough to show that the real part of any asymptotic root chains extending to the infinity parallel to 5 the imaginary axis is negative, i.e., σ o < 0. For large values of the imaginary part ω, the behavior of these root chains are characterized by the asymptotic polynomial p(s), i.e., for any fixed σ o ∈ R and ǫ > 0, there exists ω * > 0 such that
(5) This establishes the connection between an asymptotic chain root of q(s), r q,i and the corresponding root of its asymptotic polynomial p(s), r p,i as
The real part of r q,i is negative, σ o < 0, if and only if the magnitude of the root of the asymptotic polynomial p(s) is greater than 1, |r p,i | > 1. The assertion follows.
Given a neutral quasi-polynomial with infinitely many roots inside C + , its conjugate quasipolynomial may have finitely many roots inside C + . This class of neutral quasi-polynomials plays an important role in the plant factorization (2) . The following Corollary allows us to classify such neutral quasi-polynomials.
Corollary 1
Let q(s) be a quasi-polynomial given in Definition 2 and satisfying Assumption 1, 2. The conjugate quasi-polynomialq(s) has finitely many roots inside C + if and only if the magnitude of roots of the asymptotic polynomial p(s) of q(s) is smaller than 1.
Proof
The roots of quasi-polynomialsq(s) and q(−s) in the complex plane are same. By following the steps of the proof in Lemma 1 for q(−s), we obtain
which is the reciprocal of the case in Lemma 1. The assertion follows.
It is not easy to see that whether a quasi-polynomial or its conjugate has finitely many roots inside C + without computing some of right-most roots of the quasi-polynomial. Lemma 1 and Corollary 1 answer this question by only computing the magnitude of the roots of its asymptotic polynomial.
Example 1
Consider the following quasi-polynomials, q 1 (s) = 3s + 0.5 + (2s + 7)e −1.5s
and q 2 (s) = s + 3 + (2s − 2)e −0.4s .
The quasi-polynomial q 1 (s) is neutral and its corresponding asymptotic polynomial is p 1 (s) = 1/3s 4 + 2/3s 3 + 1. The magnitudes of their roots are {1.6796, 1.0312} and greater than 1. By Lemma 1, q 1 (s) has finitely many roots inside C + . Figure 1 shows that there are four roots of
The asymptotic polynomial of the neutral quasi-polynomial q 2 (s) is p 2 (s) = 2s + 1. The magnitude of its root is smaller than 1 and by Lemma 1, q 2 (s) has infinitely many roots inside C + . This is illustrated in Figure 2 by computed roots of q 2 (s) shown with star markers. On the other hand, since the root is smaller than 1, the conjugate quasi-polynomialq 2 (s) has finitely many roots inside C + by Corollary 1. Figure 2 shows the roots ofq 2 (s) with circle markers and there is one root inside C + .
We now give the key lemma for the inner-outer factorization of quasi-polynomials in a closedform.
Lemma 2
Let q(s) be a quasi-polynomial given in Definition 2 and satisfying Assumption 2. It admits an inner-outer factorization if q(s) orq(s) has finitely many roots inside C + . Proof Let q(s) be a quasi-polynomial with finitely many roots inside C + . We construct a rational inner function m q (s) whose zeros are the roots of q(s) inside C + . Then, we can factorize the quasipolynomial q(s) as
Note that m(s) is an inner function by construction of m q (s) and N (s) is an outer function with no zeros or poles inside C + since all zeros of m q (s) are cancelled by the roots of q(s).
Similarly, letq(s) be a quasi-polynomial with finitely many roots inside C + . Having constructed a rational inner function mq(s) whose zeros are the roots ofq(s) inside C + , we factorize q(s) as
The magnitude of m(s) on the imaginary axis is 1. All roots ofq(s) inside C + are cancelled by the zeros of mq (s) , hence m(s) is stable. Then m(s) and N (s) are inner and outer functions respectively. The assertions follow.
The main result of this section allows us to classify SISO time-delay systems (4) admitting a coprime-inner/outer factorization (2) in a closed-form.
Proposition 1
Let q n (s) and q d (s) be quasi-polynomials given by Definition 2 and satisfying Assumption 2. The plant P (s) (4) admits a coprime-inner/outer factorization (2) if either of the following holds:
Moreover, the factorization for each case is
where m qn (s), mq n (s), and m q d (s) are inner functions and their zeros are the roots of q n (s),q n (s), and q d (s) inside C + respectively.
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Proof
Since the coprime-inner/outer factorization in (2) requires a rational inner function m d (s), q d (s) in (4) has to have finitely many roots inside C + . If q n (s) orq n (s) has finitely many roots inside C + , by Lemma 2, we can write the plant P (4) as
using the inner-outer factorizations of q n (s) and q d (s). The functions m n (s) and m d (s) are inner functions and N o (s) is an outer function as in (2) . Since q d (s) is rational, it is factorized using (6). We get the factorizations in C 1 and C 2 at (9), when q n (s) is factorized using (6) and (7) respectively. The assertions follow.
Proposition 1 give the conditions and the factorizations for the admissible plants. These conditions can be easily checked by Lemma 1 and Corollary 1. Note that we need to compute the roots of quasi-polynomials q d (s) and q n (s) orq n (s). There are available numerical methods and tools for the computation of roots of quasi-polynomials inside C + , see [25, 26, 27] .
Example 2
We determine the admissible plants of the following SISO time-delay systems (4), Both q n (s) and q d (s) of P 1 (s) are retarded quasi-polynomials and they have finitely many roots inside C + by Lemma 1. The plant P 1 (s) is an admissible plant by Proposition 1. The quasi-polynomial at the denominator of P 2 (s) is considered in Example 1 as q 1 (s) and it has finitely many roots inside C + . The numerator q n (s) of P 2 (s) is a neutral quasi-polynomial. Its asymptotic polynomial is p n (s) = 0.2s 8 + 0.1s + 1 and the magnitudes of its roots are {1.2396, 1.2306, 1.2164, 1.2051} which are greater than 1. By Lemma 1, q n (s) and q d (s) have finitely many roots inside C + and the plant P 2 (s) is admissible. The numerator of P 3 (s) is considered in Example 1 as q 2 (s) and its conjugateq n (s) has finitely many roots inside C + . The denominator of P 3 (s) is a retarded quasi-polynomial with finitely many roots inside C + by Lemma 1. Sinceq n and q d (s) have finitely many roots inside C + , we conclude that the plant P 3 (s) is admissible by Proposition 1. The coprime-inner/outer factorizations of the admissible plants P 1 (s), P 2 (s) using C 1 in (9) and P 3 (s) using C 2 in (9) are given in Appendix 7.1.
Our main result in this section, Proposition 1, allows us to obtain the coprime-inner/outer factorization (2) of the admissible plants. Using factorization terms, m n (s), m d (s) and N o (s) (9), we compute the optimal H ∞ performance and give the structure of the optimal H ∞ controller in the next section.
FIR STRUCTURE OF OPTIMAL H-INFINITY CONTROLLERS
We can compute the optimal H ∞ performance γ opt for the optimal H ∞ controller design problem (1) using the coprime-inner/outer factorization terms of (2) of the SISO time-delay system P (s) (4) and the given weight functions W 1 (s),W 2 (s) [13] . As described in the paper, we sweep a scalar parameter γ over an interval and compute the minimum singular value of a matrix, σ min (M (γ)), depending on the factorization terms m n (s), m d (s) and weight functions. The largest value of γ where σ min (M (γ)) = 0 is the optimal H ∞ performance γ opt . Having computed γ opt , we obtain the optimal H ∞ controller for the problem (1) as [13] . Unlike the finite dimensional case, the factorization terms are infinite dimensional because of time-delays and therefore exact cancellations are not possible. Our main result in Section 4.1 allows us to deal with unstable pole-zero cancellations in SISO time-delay systems. In Section 4.2, by rearrangement of terms in the optimal H ∞ controller and using this main result, we eliminate unstable pole-zero cancellations in the optimal H ∞ controller (10). This leads to optimal H ∞ controllers with FIR structures and extends the results in [9, 10, 11] by showing that the FIR structure of H ∞ controllers appears not only for plants with I/O delays, but also for general SISO time-delay plants.
FIR structure in unstable pole-zero cancellations of SISO time-delay systems
The unstable pole-zero cancellations in a transfer function can be eliminated for the finite dimensional case. This elimination is not possible for time-delay systems due to the irrational transfer functions. We consider SISO time-delay systems
where G k (s), k ∈ N v 1 are proper, rational transfer functions. We show that unstable pole-zero cancellations between a SISO time-delay system (11) and a rational SISO system can be transformed into a transfer function whose impulse response has a finite support, known as an FIR filter. The following proposition is a key result to eliminate unstable pole-zero cancellations in the optimal H ∞ controllers.
Proposition 2
Let G(s) be a SISO time-delay system (11), G 0 (s) be a bi-proper, rational system and S 
Proof
For simplicity assume that z 1 , z 2 , . . . , z nz ∈ S + z are distinct. We decompose
where F i (s) is strictly proper and its poles are all elements of S + z obtained by the partial fraction,
By construction, H(s) has no poles in S + z and F (z k ) is finite for k ∈ N nz 1 . We prove the assertion if we can show that the inverse Laplace transform of F (s) has a compact support and its support is equal to [0, h v ]. Since the function F (s) is entire and it can be bounded by an exponential function as |F (s)| ≤ Ce δ|s| for δ > 0, the support of its inverse Laplace transform is compact and inside [−δ, δ] by the Paley-Wiener theorem [28] . In order to show that its impulse response f (t) ≡ 0 for t > h v , the inverse Laplace transform of F (s) is written as
where u(t) and Res(.) are the unit step function and the residue of the function respectively. For t > h v , we have
The last equivalence follows from the fact that z k , k ∈ N nz 1 are the zeros of G(s), i.e., G(z k ) = 0 and Res(G 0 (s)) s=z k = 0. By similar arguments, the results can be proven for common roots with multiplicities in S + z . The assertion follows.
We define the operator Φ which decomposes the transfer function
The operator decomposes each rational SISO transfer functions
Note that the decomposition Φ(G(s), G 0 (s)) eliminates unstable pole-zero cancellations in G(s) and G 0 (s) and by Proposition 2, the cancellation terms are contained in an FIR term. This can be seen as the extension of exact pole-zero cancellations in a finite dimensional system to that in a time-delay system.
Example 3
Consider the following SISO time-delay and the rational SISO systems, The common unstable zeros of G(s) and G 0 (s) are 0.6235 ± 0.8514j. The unstable pole-zero cancelations can be eliminated by the decomposition operator Φ as
where F (s) = (−0.1260s + 0.3061) − (0.5588s + 0.0810)e −1.5s
The impulse response of F (s) is given in Figure 3 . As proven in Proposition 2, the response has a finite support, i.e., [0, 1.5] and therefore F (s) is an FIR.
By Proposition 2, we see that any SISO time-delay system with unstable pole-zero cancellations has an FIR structure. Since H ∞ controllers have always have unstable pole-zero cancellations due to the interpolation conditions, it is easy to see why H ∞ controllers of time-delay systems have FIR structures. This structure is illustrated in the next section.
FIR structure of optimal H ∞ controllers
The coprime-inner/outer factorization of the admissible plants is given in (9) of Proposition 1. Using the factorized terms m n (s), m d (s) and N o (s), we calculate the optimal H ∞ performance γ opt and the optimal H ∞ controller (10) as in [12, 13] . The admissible plants are composed of two groups: q n (s), q d (s) of P (s) (4) have finitely many C + roots (C 1 case in (9)) andq n (s), q d (s) of P (s) (4) have finitely many C + roots (C 2 case in (9)). We will eliminate unstable pole-zero cancellations for each case and give the FIR structure of corresponding optimal H ∞ controllers. 
Optimal H
∞ controller structure when q n (s) and q d (s) has finitely many C + roots By substituting the factorization terms for C 1 case of (9), the optimal H ∞ controller can be written as,
The optimal H ∞ controller has unstable pole-zero cancellations for the terms inside the second and third parenthesis in the numerator (13) because of the construction of the factorization terms. Due to the interpolation conditions, the zeros inside C + of E γopt (s) and m q d (s) are cancelled by the term in the denominator of (13) . These cancellations are eliminated and the structure of the H ∞ controller is obtained as the following.
Factorize the rational transfer function
where θ n (s) is a bi-proper transfer function whose zeros are C + zeros of E γopt (s) and m q d (s), 2. Rewrite the controller (13) as
where the zeros inside C + of the denominator terms in each parenthesis are the zeros of the numerator terms. 3. Eliminate unstable pole-zero cancellations by the decomposition operator Φ,
Then, the optimal H ∞ controller has no unstable pole-zero cancellations as,
where F n (s) and F d (s) are FIR filters by Proposition 2.
Optimal H ∞ controller structure whenq n (s) and q d (s) has finitely many C + roots Similarly, we substitute the factorization terms for C 2 case of (9) and rearrange the optimal H ∞ controller as
The optimal H ∞ controller for this case has the same form as in (15) . We conclude this section with few remarks. The FIR structure of optimal H ∞ controller (15) is the extension of well-known results for I/O time-delays [9] to general SISO time-delay systems. Note that the FIR system in time-delay systems is generally not so easy to implement due to the sensitivity to the numerical errors. For the digital implementation (15) , see [29, 30, 31] . The designed optimal H ∞ controller for the admissible plants is a time-delay system. If a rational H ∞ controller is desired in a practical implementation, the optimal H ∞ controller can be approximated by a rational controller with a H ∞ performance level close to the optimal H ∞ norm, see [32, 33, 34] .
NUMERICAL EXAMPLES
We compute optimal H ∞ performances and design optimal H ∞ controllers of the control problem (1) for SISO time-delay systems P 1 (s), P 2 (s), P 3 (s) in Example 2. The weight functions for each plant are given in Table I . The coprime-inner/outer factorizations of plants P 1 (s), P 2 (s), P 3 (s) are obtained in Appendix 7.1. Using the factorization terms and weights of each plant, the optimal H ∞ performances γ opt are computed by [12, 13] and are given in the last column of Table I . Having calculated E γopt (s), F γopt (s), L γopt (s), the optimal H ∞ controller can be written as (14) for P 1 (s), P 2 (s) and as (16) for P 3 (s). We eliminate unstable pole-zero cancelations in optimal H ∞ controllers by the decomposition operator Φ and obtain the transfer function in (15) . The transfer functions of the terms H n (s), F n (s), H d (s), F d (s) in optimal H ∞ controllers for P 1 (s), P 2 (s), P 3 (s) are given in Appendix 7.2. The impulse responses of F n (s) and F d (s) for P 1 (s), P 2 (s), P 3 (s) have a finite support as shown in Figure 3 -8. This illustrates that optimal H ∞ controllers have FIR structure for general SISO time-delay systems.
CONCLUDING REMARKS
We computed the optimal H ∞ performance and designed the optimal H ∞ controller for general SISO time-delay systems using the approach in [12, 13] . We classified SISO plants admitting a coprime-inner/outer factorization. We gave the conditions to check the admissible plants and gave the explicit factorization terms. Using the factorization terms, we obtained optimal H ∞ controllers. We eliminated unstable pole-zero cancellations in these controllers and showed that the FIR structure of H ∞ controllers appears not only for I/O time-delay plants but general SISO time-delay plants. We illustrated our design on numerical examples. The analysis of the sensitivity of the coprime factorization for time-delay systems with respect to its time-delay and its applications to the computation of H ∞ performance are our future research directions. 
