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概要
近年，画像や言語，音声情報など利用した対話を目的とするロボットの開発が進んでい
る．このような対話ロボットに求められる人の状態推定においては，マルチモーダルな情
報を考縣する必要があるまた，人の状態推定は“話しづらい”などに代表される内的状
態の推定と“今何をしているか”等の人動作の推定に分けられる．これらを始めと した多
くの識別問題で，大足の教師付きサンプルを用いた識別モデルの学習が注目されている．
しかしながら，シングルモーダルを用いる簡易な識別問題と異なり，時系列や画像等の複
数の情報を含む動画などを始めとしたマルチモーダルの組み合わせを用いる複雑な事例で
は，これらの大口の教師付きサンプルの入手は困難である．さらに，学習に要するサンプ
ル数も大きくなる傾向にある
本研究では，そのため複雑なマルチモーダル情報を簡易なシングルモーダルに分解し，
各要素で個別に識別モデルの学習を行う．その後，ルールベースの連想推論を用い，各識
別モデルの出力を統合することで人の状態を推定するシステムを構築した．また人の状態
を，非言語情報を用いた内的状態の推定（画像と音声情報の統合）と動画情報における動作
状態の推定（複雑な動画情報を複数の識別モデルに分解し，統合）の二項に分け，実験を実
施した．
人の内的状態の推定を目的とした実験では，対話中における人の“話しづらい’'と感じ
た内的状態を，対話中の動作や音声情報を用いて推定を行うことは，円滑なコミュニケー
ションを行うロボットのために必要不可欠な技術であると考える．心理学において人同士
の対話は言語情報のみでなく，無意識に非言語情報により相手の内的状態を考慮して対話
が行われるとされている． このような非言語情報の理解について様々な研究が実施され
ているものの，上記に述べたマルチーダル学習の困難さから未だ発展途上にある．そこで
本研究では，対話中の非言語情報を獲得するための実験を行い，得られたデータを用い
て，連想推論によるマルチモーダル情報の統合システムの検討を行なった．
動画像における人動作の認識を目的とした実験では，人が“今何をしているか”をロ
ボットが理解できれば，適切なタイミングでの発話，人への補助への応用実現のために用
いることができる．本研究では動画における人動作を認識することを目的とする．従来手
法で複雑な動画情報の識別を 1つの識別モデルの学習で試みたものの，教師付きサンプル
が大量に獲得できないこと，時系列情報が複雑である点で困難である．本研究では，動作
情報を人の周辺の物体情報とそれらの時系列での動き情報に分解し，連想推論で統合する
ことで動作認識を行なった．
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abstract 
In recent years, social robots have become more popular for use in the home. Especially, 
in human-robot interaction (HRI) research field, communication robot which uses any te-
chiniques of image, audio and natural language processing is expected to talk with people 
in daily life. It is important for these robots to have the ability of estimating human state 
during communication like human. These human states are devided into two parts, one is 
internal state like emotion or timid to talk about the topic, the other is activity information 
of person. For classifying or understanding these tasks by machine, deep neural networks 
(DNN) methods which utilize large amount of labeled data for creating the classifier israpidly 
increasing in research field. However, it is necessary to consider muJtimodal information for 
estimating complex task like human state or video processing which has time information. 
Futhermore, DNN for multimodal learning model is quite complex and requires labeled data 
more than general DNN, while labeled data of multi modal information is difficult to collect. 
In this research, we divide multi modal or complex information into simplified single modal 
information, and make classifers by learning simplified single modal information. Addi-
tionaly, we integrate these classifers results by using rule based architecture for estimating 
multimodal or complex information. We utilize this architecture to tackle estimating above-
mentioned human state, internal state and action information. 
To estimate human interanal state is useful for realizing smooth communication between 
robots and human. In this research, we focus on the state of timidding to talk and estimate the 
state by using motion and audio information during communication. According to psychologi-
cal study, nonverbal information is more important than verbal information in communication. 
Therefore, we employ the motion and audio information as nonverbal information and make 
classifiers respectively. 
To recognize action is for detecting what human does now. We divide action information 
into human motion and related objects. We make classifiers of motion and objects detection 
and integrate each result for estimating action. 
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1.1 ゴヒ早戸界
近年，我が国における経済産業省，新エネルギ ・ー 産業技術総合開発機構 (NEDO技術
開発機構），産業技術総合研究所が策定した技術戦略ロー ドマップの中で， ロボッ ト分野
が今後大きく普及及び力を入れるべきであるとされている．ロボッ ト市場は 2003年の約
5000低円から，20l0年は約 1兆8000憶円， 2025年は約 6兆 2000低円に拡大するとさ
れている．中でも これまで工場等の限られた環境を想定した工業用が中心であったのに
対し，実環境で人間と関わり合いながら生活することを目的と したコミュニケーション
ロボッ トの開発及び研究が盛んに行われるようになっている．家庭用犬型ペッ トロボッ
トAlBOの開発を皮切 りに，より人との関わり合いを意識した家庭用パーソナルロボッ ト
pepparや SOTAを代表する実際に人との対話を目的としたロボッ トが開発されている．
また更に福祉や介護の分野では，日頃から他者とコミュニケーションを取ることば情報の
伝達だけでなく ，うつ病や認知症予防になるとされている．そのためコミュニケーション
ロボットの対話技術は，超高齢社会へ突入するとともに増加している独居高齢者を始めと
した会話不足が問題となる方々への応用を始めとした幅広い分野において関心が高まって
いる．
これらコミュニケーションロボットが実環境で人と協調し， 自然で違和感のない会話を
行うために様々な技術が必要である．ロボットから人へ会話の中で情報を伝えるために，
自然言語処理分野の技術を用いた発話文の生成，生成した発話文を相手に向かって発声す
るための音声合成技術が代表的である．ここまでで述べたロボットの対話技術は，何を発
話したかといった内容やその意味に代表される言語情報を対象としている．一方，人同士
での自然な会話の中には，手振りや身振り，声の抑揚などを始めとした会話中の言語情報
以外の情報である非言語情報が加味されている．この非言語情報は， 言語情報だけでは表
現されないコミュニケーション中の話しづらさや盛り上がっているなどの人の内的状態を
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人同士で理解するために用いられている．そのため，ロボットから人に対してより自然な
会話を実現するために，非言語情報に代表される手振りや身振りなどを始めとした，口
ボットの手や頭部を用いたジェスチャー生成技術等も研究されている．またコミュニケー
ションのためには，ロボットから人への情報伝達だけでなく，ロボットが様々なセンサか
ら得られた情報を用いて，人や周囲の環境の情報や状態を理解する必要がある．ロボット
自身が実環境内で移動するための周囲環壊の把握技術，人が何を発話したのかを聞き取る
ための音声認識技術や，認識した発話文の理解などが挙げられる．さらに人の複雑な行動
や内的な状態の理解においても，ロボットは音声，視覚センサ等を用いて人の非言語情報
を捉える必要がある．
このようにロボットと人の自然なコミュニケーションの実現のために様々な技術，セン
サが組み合わせる必要がある． しかしながら， 言語情報と複雑な行動理解や内的状態を含
めた非言語情報の理解では大きく異なる問題が発生する．人が何を発話したのかといった
言語情報の理解は，音声認識で文を読み取った後，自然言語分野における文の意味理解を
行うといった複数の技術が順番に機能している．そのため，各技術分野において，精度の
高い認識，識別モデルが開発され，それらを順番に組み合わせることで容易に技術の向上
を図ることができる．また各技術分野において，機械学習または深暦学習に代表される教
師付きサンプルによる学習を用いた識別モデルの生成手法も開発されており，急速に実現
に向かっている．それに対して，人の状態や行動などの非言語情報では，視覚センサで得
られだ情報，音器等の他センサで得られだ清報が同時に発生し，様々な情報がお互いに影
密しあっていると考えられる．そのため，順番に各技術の識別モデルを実装することで実
現できた言語情報の理解に比べ，非言語情報を用いた人の理解では，得られた様々な有益
な清報をいかに統合するかといった困難さが課題となっている．多分野で用いられている
学習を用いた識別モデルの生成は大塁の教師付きサンプルが必要になることから，複数の
情報を一度に扱うことは難しい． 複数の情報を，効率の良い学習機構を用いて学習するこ
とで識別モデルの生成を試みる研究もあるものの，情報を組み合わせた教師付きサンプル
の数の少なさがボトルネックとなっている．センサ間だけでなく，単体のセンサにおいて
も複数の情報を捉えることができ，これら価値のある情報を統合して推論を行う技術が求
められている．
1.2 目的
本研究では連想推論を用いて様々な情報を統合するシステムを開発し，ロボットが人の
内的状態や行動を推定することを目的とする．本論文の前半では，コミュニケーション中
における人の発話した音声特徴，体の仕草といった非言語情報を本システムで統合するこ
とで，話しづらいといった人の内的状態を推定することを目的とする．また本システムの
1.3 本論文の構成
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有効性を確認するために，音声と体の仕草を従来通り 一つの識別モデルとして学習したも
のと，音声と体の仕草をそれぞれの識別モデルとして学習させた後に，本システムで統合
したものでの識別精度の比較も 目的とした．本論文の後半では，人が今何をしているかを
ロボットが理解するため，動画像情報から人の行動推定を行うことを目的とする．従来手
法では行動推定のための識別モデルの生成は，複雑且つ教師付きサンプルの少なさから困
難であった．本論文の後半では簡易的な事例である，画像中で捉えることが可能な物体の
情報と人の手の動き情報のそれぞれで識別モデルを生成し，本システムで統合することで
行動の推定を行う．
1.3 本論文の構成
まず2章では，学習による識別モデルの生成を用いた円滑なコミュニケーションのため
の人の内的状態の推定及び，人の行動認識に関する研究についてまとめる．これらの背景
を前提に， 3章で連想推諭を用いた各識別モデルの結果を統合する手法を提案する． 4章
では，人の内的状態の推定を目的とした実験について述べ，5章で人物行動認識手法につ
いてまとめる最後に 6章にて本諭文の結論を述べる．
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この章では，近年様々な分野において用いられている学習による識別モデルの生成手法
についてまとめる．これらの手法は，ロボットを始めとした機械が人と同じように，画像
を見て何が写っているのかを理解したり，人が何を発話したのかを聞き取るなどの応用で
用いられている． 2.1では機械学習，深眉学習における学習データによる最適化について，
2.2では複数のセンサ，情報を統合するマルチモーダル深陪学習に関する研究とその課題
点についてまとめる．またこの章では識別モデルの生成手法について焦点を当て，本論文
で定めた複雑且つマルチモーダル情報を用いる必要がある二つの課題 (4章内的状態の推
定と 5章動作状態の推定）の関連研究については各章の前半で述べることとする．
2.1 学習による識別モデルの生成
近年では，パターン識別や推論を行うための識別モデル生成のために，大磁のデータを
用いた学習を行う NeuralNetworks (NNs)及びDeepNeural Networks (DNNs)が様々な分
野で用いられている l]．上記の手法は深暦学習と呼ばれ，従来までに用いられてきた伝
統的な機械学習手法に比べ，多くの分野で高精度のモデル生成を可能にしている．機械学
習，深暦学習は共に大凪のデータを用いて識別モデルを生成するものであるが，深恩学習
はより膨大なデータ群を処理する最適化手法により複雑な問題にも対応可能である．この
膨大なデータの傾向，法則を学習する最適化手法は，何層にも繋がって構成された人間の
脳における電気信号の伝搬の仕組みを模倣したモデルとなっている．図2.1に示す通り，
深陪学習のモデルは，複数の陪が連結した構成となっている．各眉とその連結部分には伝
搬に対する重みが定義されており，大紐の学習データによって全ての重みを最適化するこ
とによって，複雑な識別に対しても精度を高めることができる．そのため，学習データを
大畠に収集可能な分野または課題においては，深陪学習の実装が一般的となっており，学
習データ数をどのように揃えるかが精度向上に寄与している．深陪学習の応用は，画像処
?
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理における人物検出 [2]，物体認識［3],音磐分野では音声認識[4]，自然言語処理のための
構文解析 [5]など多岐に渡る．識別モデルの生成手法は，教師あり学習と教師なし学習に
分けられる．教師あり学習（図 2.2)は，データとそのデータが表すクラスの組み合わせを
大羅に用意して学習させる方法である（一般的に正解もしくは教師と呼ばれる）．反対に教
師なし学習（図 2.3)は，正解となるクラス情報を必要とせず，膨大なデータから自動的に
算出した特徴誡から構造や傾向，法則を導くことで機械に学習させる方法である．教師な
し学習は，教師あり学習と比べ，教師となるクラス情報がないことから学習に要するデー
タ数が増大するため，ビッグデータ分野での活用が多い．後述する本論文の実験である，
内的状態の推定と動画像中の人物行動認識では，教師あり学習により識別モデルの生成を
行う．
入力層 中間層 出力層
．?
図2.1 深恩学習による識別モデル生成
2.2 マルチモーダル深層学習
上述した深恩学習手法は，単一の情報 （シングルモーダル）に基づいて， 学習と識別を
行っていた．例えば，画像での人物検出であれば，人物の正解画像とそのクラスのみを用
い，視覚に関する人物の見え方以外の情報を考慮していない．一方，人は識別や推論する
課題が複雑になるほど，複数の情報の組み合わせ（マルチモーダル）に基づいて判断を
行っている．そのため， 自動運転 [6]を始めとした複数のセンサを用いて，歩行者の検出，
周囲の車の走行， 信号機などといった複雑な状況判断を行うシステムには深層学習でマル
チモーダル情報を扱うことが必要不可欠である．本論文においても，人の複雑な内的状態
2.2 マルチモーダル深層学習
?
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固2.3 教師なし学習
の推定を目的としているため，会話中の人に関するマルチモーダル情報を考慮する必要が
ある．シングルモーダルでは達成が困難だった課題に対して，情報を補うことで精度の向
上を達成した研究が多い．マルチモーダル情報を扱った深庖学習の多くが，図 2.4に示す
ように入力部分に複数の情報を同時に組み込み，最適化計算を行うことで学習を行ってい
る．Afouraset al. [8]は，音声波形と唇の動きを捉えた画像情報を用いて音声認識を行っ
た．また，唇画像からはテキス ト情報に変換している．Mrouehet al.[9]の研究では，同
様に音声波形と唇の動きを用いているが， 唇の動きはテキスト化せず画像特徴のまま統合
?
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を行っている．
一
一
?
?
固2.4 マルチモーダル情報を扱う深庖学習
? ? ?
― m7 
國2.5 自然言語と画像情報のマルチモーダルアプリケーション(VisualQuestion Answering) 
マルチモーダル情報を用いた研究は，入力と出力を異なる情報で扱う手法も活発に報
告されている．画像や映像を入力として与えると，テキスト情報である説明文を出力す
ることを目的とし “ImageCaptioning" [10]や，反対にテキスト情報を画像や映像に変換
す “Text2Image"[11]がマルチモーダル情報の横断的な学習分野として代表的である．さ
らにこのようなマルチモーダル情報を用いた研究のアプリケーションとして，図 2.5に示
すような人と画像や映像に関する質問や対話を自然言語で行うことを目的とした “Visual
Question Answering" [12]という手法も研究されている．
さらに，学会がマルチモーダル情報を用いた研究を集める workshopを企画する例もあ
る． ACM学会の国際会議InternationalConference on Multi modal Interactionの “Emotion
Recognition in the Wild Chalenge’'が2013年から開始し，国際会議の一つである Associ-
ation for the Advancement of Affective Computingにおいても “TheAudio Visual Emotion 
Chalenge and Workshop"が 2011年から 2019年現在まで毎年開催されている．このよう
にマルチモーダル情報を扱う深層学習は研究が盛んであると同時に，様々な分野で求めら
れている．
しかしながら，マルチモーダル深暦学習手法に共通して，教師付き且つ，複数のモーダ
ルを備えた学習データの確保が困難であるという課題が残る．マルチモーダル情報をすべ
て深暦学習内で統合する場合， 5つの課題があるとされている [13]．まず，マルチモーダ
2.2 マルチモーダル深層学習 ，?
ル情報をどのように表現するか，またはモーダル間の関連性をどのように定義するかと
いった表現の問題がある． 2つ目の課題は，各情報を他の情報に変換するためのモデル設
計や，その変換結果をどのように評価するのかという変換に関する課題であり， 3つ目は
マルチモーダルの要素をどのように関連づけるかである．これは，像の画像とそれを表す
綽，哺乳類といったテキスト情報が，画像の位證等のどの要素と関連しているかの理解に
若目 している．4つ目は，マルチモーダルを組み合わせ，補いあうことでの予測精度の向
上を行うためにはどのような統合手法が良いかという点である．最後は 2つのモーダル情
報で学習された識別モデルに対し，他のモーダル情報を 3つ目として加えた際にはすべて
の情報で再学習し最適化を行う必要がある点である．それだけでなく，前述の設計の困難
さも含め複数のモーダルで最適化する複雑さから， DNNのパラメータの調整が困難であ
る問題もある．さらに最適化のために必要となる学習データ数が増大してしまうという技
術的な問題点と学習データ数の確保が難しいという 2つの特徴も解決手法が求められてい
る．このようにマルチモーダル情報を扱った学習はさまざまな課題に対し，手法に応じて
解決方法を提案しているものの，最適化とその学習データの課題解決は未だ困難となって
いる．
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本章では，従来では困難であったマルチモーダル情報の統合することによる高度な推論
モデルの生成を目的として，シングルモーダルとして学習されたそれぞれの識別モデルの
推定結果をルールベースにより統合する手法を提案する．従来では，マルチモーダルの組
み合わせの情報を一つの識別モデルで学習させる試みが一般的であった．複雑なマルチ
モーダル情報を扱うために，多くの研究で学習による識別モデル生成のためのモデル構造
を高度化を行っていた．しかしながら，学習の構造が複雑化するにつれ，学習に要する教
師付きサンプルデータが増大する技術的問題点も存在する．さらにマルチモーダル情報の
ような複数要素の組み合わせ，且つ教師情報を備えた，マルチモーダル情報の教師付きサ
ンプルデータの収集は困難である．このため，上述のように，マルチモーダル情報の識別
モデルの生成においても様々な研究が提案されているものの，学習の最適化構造の複雑性
や学習データ数の少なさから，未だ困難となっている．
そこで本手法では，画像復元などに用いられていた連想推論を，マルチモーダル情報の
統合に用いる．連想推論とは，画像復元課題のように曖昧な入力情報から最も適した出力
を連想する手法である．このために， 予め入力と出力の相関関係をルールから算出してお
＜．この相関関係から，最も適した，考えらえる出力を推定する．我々はこの連想推論の
入力情報として，シングルモーダルで学習された各識別モデルの識別結果を採用する．そ
してこの連想推論で，各識別モデルからの入力を統合し，出力を推論することでマルチ
モーダル情報の統合を行うまた，本システムは連想構造のルールの定義を簡単に行うこ
とができるため，センサ情報やモーダル情報が追加されても容易に，適したシステムの実
装が可能である．従来であれば，増やしたモーダル情報も含めて教師付きサンプルデータ
としてまとめ，学習をし直す必要がある．またモーダル情報が追加されるだけでも識別モ
デルのパラメータ調整が著しく困難であった．
本章ではこの連想推論構造やそれに関するファジィ理論，シンボルグラウンディングの
考え方や，提案する知能統合システムについて述べ，実際の実験については後述の 4章，
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固3.1 本研究におけるマルチモーダル梢報の統合実験
5章にて詳しく解説する．圏 3.1に本統合システムを用いた実験について示す． 4章では
会話中に生じるマルチモーダルな非言語情報を用いて，人の内的状態の推定を行う．さら
にシステムの有用性を確認するため，従来の一つの識別モデルですべての特徴を学習した
モデルと提案手法である統合モデルで精度の比較を行っている．5章では，複雑な人の行
動情報をマルチモーダル情報に分割した．人の手の動き情報と関連した物体情報に分け，
統合ルールに意昧関係を考感することで行動認識の精度向上を行った．
3.1 ルール定義による連想推論構造の理解
連想推諭構造は，ルール定義を人間によって行うため，相関関係や入力と出力の関係性
が明瞭で理解が可能であることが求めらえる．これは近年の大量の教師付きサンプルデー
タを用いた学習による識別モデル生成とは，異なる考え方となる．学習による識別モデル
生成手法では，大磁の教師付きサンプルデータから暗黙的なルールや相関を自動的に見つ
け，機械が人間と同じように理解できることを目指している．必要不可欠な技術であるも
のの，前述のように，複雑な課題やマルチモーダル情報では，暗黙的なルールや相関を見
つけることが複雑且つ，そのための教師付きサンプルデータが得られないという問題が
あった．また，マルチモーダル情報の統合が実現しても，どのような相関関係なのか，ど
のモーダル情報の値がどのように変化すると，出力の値が変わるかなどの解析が著しく困
難である．これはブラックボックス問題とも呼ばれ，学習による識別モデル生成手法の実
運用において懸念される点である [47]．それに対して，人間によるルール定義により，人
3.2 If-Thenルール定義モデル
間に理解しやすい構造での相関関係の記述は，様々なセンサ，モーダルを同時に扱う分野
においては必要不可欠であると考える．（シングルモーダルである場合，識別モデルの出
力が判別できたか，できないかで十分な情報である．また，判別できない場合は学習不足
などの原因が容易に検討できる．それに対し，一つのモデルでのマルチモーダル情報の統
合はどのセンサ，どの値が判別の根拠に貢献しているかの検討できない）．
このような人間が理解しやすい学習システムやその表現方法として，ファジィ理論やそ
れを用いたルール記述が挙げられる [49]．ファジィ理論ではメンバーシップ関数と呼ばれ
る，0から 1の範囲で時数値を変換する関数が用いられる．この 0から 1の範囲で，ルー
ルを定める．ある範囲に属した数値は，そのルールに従って決まった出力を返す仕組みで
ある．この数値情報から，クラスなどの言葉などのシンボル情報として変換することをシ
ンボルグラウンディングと呼ぶ．このファジィメンバーシップ関数の利点として，シンボ
ルグラ ウンディングを行う数値からクラスなどへの変換の関数が人間にとって理解しやす
いこと， 0から 1の値で示されるため，マルチモーダルなどの他の要素との関係性を考慮
する際にも同じ尺度で計算することができる．
さらに，Bi-directionalAsociative Memory (BAM)構造と呼ばれる 「481，ファジィメン
バーシップで定めたルールと推論結果の関係を相関行列で表現する連想構造が提案され
た．同様にファジィルールを用いてシンボルグラウンディングを行い，BAM構造で連想
推論を行うことで機械コントロールに応用した研究もある [50].BAMによる連想推論と
ファジィメンバーシップで定めたルールを用いる利点として，ファジィのシンボルグラウ
ンディングによる理解のしやすさと，使用者や環境に合わせてルールを適宜変更すること
ができる実運用上のロバスト性にある．それに対し，近年では深摺学習などを始めとした
学習による識別モデル生成手法の技術的な向上により，それらの識別精度がファジィメン
バーシップによる推定よりも上回る傾向にある．そのため，我々は従来ではファジィメン
バーシップによりシンボルグラウンディングを行ったあと， BAM を用いていた構造に対
し，学習による識別モデルの識別結果をシンボルグラウンディングとして扱い， BAMに
よるルールで複数のシンボルグラウンディングを統合する手法を提案する．図 3.2に本統
合システムによるマルチモーダル情報統合の構造について示す．これにより，どの識別モ
デルがどのような判断を行い，どのように連想されているかといった解析のしやすさの利
点を残したまま，簡易な課題は精度の良い学習モデルを用い，複雑な推論は連想推論で統
合する．
3.2 If-Thenルール定義モデル
BAMの推論では，ルールの定義を If-Thenルールモデルを用いる．If-Thenモデルは入
力と出力の関係性を記述し，各要素は数値ではなく，シンボル（シンボルグラウンディン
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定義した入力と出カルールの相関行列
図3.2 提案システムによるマルチモーダル情報の統合
グで得られる結果）が用いれれる．IFパートには入カルールの条件を記述し， THENパー
トでは，IFパートで示された入力情報に対応した出カシンボルを記述する． このような
ルールは，環境やマルチモーダル情報の関係性から適宜変更することが可能である． 以下
にIF-Thenルールモデルを用いたルール定義例を示す．
• Rule 1: IF Motion is Awkwardnes and Audio is Awkwardness THEN Awkwardnes. 
• Rule 2 : IF Motion is Awkwardness and Audio is Natural THEN Awkwardness. 
• Rule 3: IF Motion is Natural and Audio is Awkwardness THEN Awkwardness. 
• Rule 4 : IFMotion is Natural and Audio is Natural THEN Natural. 
3.3 連想推論モデルの学習
圏 3.2にBAMの構造図を示す．マルチモーダル情報をそれぞれの識別モデルで識別
し， BAMの入力として扱うことで統合を行う．また，事前にルールの定義を行う BAM
は人間による少屈の教師あり学習と考えることもできる． BAMは二暦の簡易的なNeural
Networksのよ うな構造になっており， 一層目が入力値処理し，二層目に出力値が格納さ
れている． この入力暦と出力暦の間を結ぶ構造上で，相関行列を用いる．連想推論モデル
の学習とは，定義された If-Thenルールから，相関行列を算出することを意味する．
学習において， If-Thenルールで定義したルールを， 1と0の onehot vectorの値で表
す．そして入カルールの集合を行列として表現する．この時， 一つの横軸は一つのルール
を表し，縦軸にはマルチモーダル情報が一つの要素ずつ記述される． マルチモーダル情報
が多くなるにつれ，この縦軸の数は増加し，ルールの数が増えれば，横軸の数が増加する．
3.3 連想推論モデルの学習
同様に出力も行列として表現する．出カルールは，各ルールに対応して，他の要素と異な
ることが示すことができればよいため，対角行列として表現される．相関行列の計算は，
この入力行列と出力行列から算出することができる．また，行列計算では，エネルギー最
小化問題を用いて最適化するために，バイポーラ変換を行列の値に対して処理し， 0と 1
の組み合わせから， 0と4の組み合わせへ変換する．式 lが相関行列を求める式となる．
M は相関行列で， Iが入力行列， Rが出力行列を表す． nは行列要素数を示している．ま
た，入カルールの行列，出カルールの行列を定義する際，出カルール行列の要素に複数の
値が格納されている場合，相関行列を箆出する学習が収束しないことが考えらえれる．こ
の複数の値を同一ルールに格納する理由として，記憶するルールの数を増加させる目的に
ある．従来の手法では，計算の際に対応の要素以外を負の値にするなどの計算上の考慮が
行われていたものの，本実験では簡略化のために一つの出カルール行列に一つの要素のみ
を記述し，他を 0の値とすることで相関行列の計算を簡略化している．
n 
Mrn = LikRkT (3.1) 
k=l 
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本章では，人とロボットの円滑なコミュニケーションの実現を目的として，話題に対す
る人の話しづらいといった内的状態を非言語情報から推定する手法を提案する．人同士の
日常生活でのコミュニケーションでは，人の発話内容である言語情報だけでなく，視覚，
声の抑揚などの音密的な情報を含めた非言語情報も同時に用いられている．このような非
言語情報は， 言語情報と比べ人の心理状態や意図を表すことが多い．そのため，ロボット
を始めとした対話を目的とした機械においても，人間と同じように非言語情報を加味し
て，人の内的状態を考阻することが求められる．このような中，人の内的状態に代表され
る感情認識を始め，人から表出される非言語情報を用いた人の内的状態を推定する手法に
ついて盛んに研究が行われている．しかしながら，従来の非言語情報による内的状態推定
手法は，音声情報のみ，もしくは身体の仕草情報のみを用いて識別を試みた研究が多い．
人同士のコミュニケーション中で加味される非言語情報は， lつの情報だけでなくマルチ
モーダルな情報を無意識的に考恐しているため，複数の非言語情報を扱う識別モデルの生
成が求められる．マルチモーダル情報の識別モデルの生成においても様々な研究が提案さ
れているものの，学習の最適化構造の複雑性や学習データ数の少なさから，未だ困難と
なっている．本手法では，うれしいや悲しいといった感情認識ではなく，話題の話づらさ
の推定を対象とし，話しづらい状態の非言語情報の取得実験と非言語情報の統合手法の評
価を行った．
まず4.1節では，人の内的状態推定の関連研究について述べる．続く 4.2節では，話づ
らいという内的状態の非言語情報を取得するための実験方法について説明する．そして
4.3節では，得られた非言語情報を解析して有用な特徴凪の検討について説明する．4.4節
では，提案手法を用いた非言語情報の統合と，非言語情報を従来通り一つの識別モデルと
して学習したものでの識別精度の比較結果を示す．最後に 4.5節では非言語情報による内
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的状態の推定手法についてのまとめを行う．
4.1 関連研究：内的状態の推定
ここでは人の内的状態の推定を 目的とした関連手法として，代表的な感情認識技術も
含めた研究事例をまとめる 言語情報と非言語情報について述べたのち，人の内的状態を
クラスとして表現する手法について説明する．その後，非言語情報の取得方法について述
ベ，本研究が着目している音声や身体の動きなどの非言語情報による研究をまとめた．
4.1.1 言語清報と非言語情報
人と人との円滑なコミュニケーションを成り立たせる情報は， 言語情報と非言語情報に
分けることができる． 言語情報はコミュニケーションにおいて発話音声の言語による論理
的な話の内容で構成され，非言語情報はジェスチャーや視線などの動作， 声の抑揚などか
ら構成される人はコミュニケーション中に， 言語情報は会話内容の把握，非言語情報は
人の心理状態や意思といった内的状態の考慮のために無意識的に使用されている．また非
言語情報が時には音声情報以上に情報を伝達すると言われ [14]，メッセージの約 6割か
ら9割を非言語情報が占めるという研究結果もある [15]．また，この人間の感情や会話
中の話しづらさといった内的状態は無意識的に非言語情報を用いて表出されているといわ
れ，この非言語情報を解析することで言葉では表さない内的な状態の推定を試みる研究も
多い．そのため，非言語情報を計測し，コミュニケーションに利用することで，人同士や
人とロボット間でも自然で円滑なコミュニケーションを実現できる可能性があると考えら
れる．
4.1.2 人の内的状態に対するモデル化及びクラス表現手法
心理学，神経科学及び認知科学の分野において，人の内的状態をモデル化した手法も
数多 く存在する．さらに，それら指標を用いてロボットやエージェントの内的状態の
表出に用いた研究もある．代表的なもので， categoricalmodels, djmentional modelsと
composition models [17]がある．
categorical models [18]は，人の内的状態はいくつかの離散のクラスに分けるモデル化
である．このそれぞれのクラスは， 幸せや悲しさなど直感的に人がわかりやすい表現とな
る．一方でこのような状態は継続的もしくは，相互に関係しあっているため離散的なクラ
ス分けは表現上，不足があるともされている．
dimentional modelはより 一般的な方法として知られている ．ラッセルの円環モデ
ル [I9]が代表的で， arousalとvalenceの2軸で感情を表現している．モデル上のarousal
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軸は relaxから arousedまで， valence軸は unpleasantから plesantまでで構成されてい
る．同様な手法は他にも提案されており， 三次元で感情を表現する Pleasure,Arousal and 
Dominance (PAD) [20]モデルがラッセルの円環モデルに比べ， dominance軸を加えてい
る．さらに， expextation軸を加えた四次元のものも提案されている [21]. 
3つ目の compositionmodelsは，心理学の理論である時点での状況や他の構成要素の関
係性から内的状態を推論する Appraisal理論[22]が用いられている．これは，人から感謝
されたり，何かも貰ったという出来事のあとに，嬉しいという気持ちになる関係性に看
目している人工的な内的状態の生成手法の多くは， appraisalmodelsを用いている．中
でも，OrtonyClore Colins (OCC) [23] modelがエージェントの感情合成手法が代表的で
ある．
本手法では，話題に対して話しづらいと感じているかの 2値分類として捉え，学習に用
いる非言語情報の値を継続的な値として扱い，教師とするクラスを categoricalmodelsの
ように話しづらい，話しづらい状態でないとした．
4."1.3 接触式センサと非接触式センサによる非言語情報の取得
人の非言語情報を取得するセンサ群は，大きく接触式センサと非接触式センサに分けら
える．接触式センサは，心拍センサや血圧計，発汗センサなどの人への装着が必要なもの
を指す．膨大なセンサによるポリグラフ検査により得られたデータを用いた人の内的状態
を推定する手法も提案されている [24]．一方，ロボットに搭載されるマイクロフォンなど
の音声入カセンサやカメラなどの視覚センサは，人に接触することなく非言語情報を取得
することができる．日常的な人との対話を考慮した際，ロボットに搭載されている非接触
式センサを用いた内的状態の推定が求められる．しかしながら，非接触式センサは接触式
センサに比べ，直接的に生体情報を取得しているわけではないため，情報凪やその信頼度
が低下することが研究の困難さを引き起こしている．以下には，非接触式センサで得られ
る非言語情報として代表的な音声，およびカメラで得られた人のしぐさなどの身体情報に
関した研究について述べる．
音声情報を用いた内的状態の推定
自然言語処理による文の解析によって感情を推定する手法 [16]も研究されているもの
の， SNSやショッピングサイトにおける商品の評価コメントがポジティブかネガティブ
な発言かを推定する応用に留ま っている． Web上のテキストによる会話情報からの内的
状態の推定では有用であるものの， 上述した非言語情報の重要性から，実環境での対話の
場合，音声などの非言語情報からの内的状態の推定が望ましい．
ロボットシステムにおいて音声を用いた内的状態の推定手法が提案されている ．
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Kismet [25]は，声の音声から 5つのカテゴリ(approval,prohibition, comfort, attention and 
neutral)に機械学習手法である GaussianMixture Model (GMM) [26]を用いて分類する．
これら 5つのカテゴ リは， arousal,valenceとstanceの指標で構成された感情マップに
マッピングされ識別される． Neurobaby[27]は，幼児を模擬したエージェントで， Neural
Networkで感情状態を推定し，声と動作を変化させるシステムである． Depauloet al.[28] 
は発話音声におけるピッチと強さを人が嘘をついているといった内的状態の推定に用い
た．これらから音声の特徴が人の内的状態を捉えるために重要な要素であることがわか
る．ただ，これら手法は共通して人間の識別精度への到達はかな り困難となっている．原
因として，音声のみのため状況を考慮していない点や発話者の音声特徴への依存などが考
えられている．同時に，上述したように人間は音声以外の情報も無意識に考慮しているこ
とから， マルチモーダルに非言語情報を扱う必要があると考える．
身体情報を用いた内的状態の推定
視覚センサで得られた身体情報による内的状態の推定は，対話中に人の無意識的な反応
によって生じた しぐさなどを用いる．関連研究としてダンスやジェスチャーの動きから，
内的状態の推定を行う研究についてもまとめた．これは本手法の目的とする日常会話での
使用とは条件が異なるものの，人の身体の動きが内的状態推定のための特徴となることを
示唆した事例研究と して調査している．
RGBカメラを用いた笑顔の検出システムが開発されている[30]．こちらは，笑顔の人
の顔を大量に集め，アピアランスベースの特徴を用いて機械学習で識別モデルを生成して
いる．ただし， 自然な笑いかどうかの推定は非常に困難な課題と して残っている．視覚セ
ンサの一つである，サーマルカメラを用いて血流の流れと温度変化を非言語情報として取
得する手法も検討されている [30]．こちらは取得精度を向上させるために高価なサーマル
カメラを用意する必要があるため，コミュニケーションを目的と したロボッ トヘの搭載は
現実的でない． Manciniet al. [31]は人が踊っている動画清報から，その踊 りが表現して
いる感情の検出を試みている． しかしながら，踊りの感情表現と日常での会話におけるし
ぐさは大きく異なるため，本手法の目的である話しづらい状態の推定への応用は困難であ
る．動画中の人の頭部と手領域のブロブの変化を追跡し記録することで， 3つの異なる内
的状態に識別する手法も提案されている [32]．ブロブ検出器は学習した人物にのみ追跡可
能などのように制限的ではあるものの，頭部などの人の部位の動きに反映されることが知
見として得られた．人の動きを用いる研究事例として， Balihiet al.[33]はポジティブか
ネガティブの内的状態の 2値分類を RGB-Dデータを用いて行っている．上半身の動きを
指標と して，動きの最中の内的状態を推定可能であることを示唆している．
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4.2 実験方法：話しづらい状態の非言語情報の取得
本節では，人が会話中に話している話題に対して話しづらいと感じる時における，人の
無意識的な非言語情報を取得するための対話実験の方法について述べる．まず対話実験の
流れを 4.2.1実験の構成で述べ，取得する非言語情報の詳細と，非言語情報の取得に用い
た非接触式のセンサデバイスについての説明を 4.2.2にてまとめる．
4.2.1 実験の構成
本実験の構成を図4.1に示す．実験では人の内的状態である話しづらい状態の動作を発
話音声を取得した．実験では被験者に対して四項目の話題の質問を対話形式で行なった．
さらに，一項目の話題の内， 三回の質問を行なって話題に関する詳細を尋ねることとし，
計 12回の質問を被験者に対して行なった．また，この一項目の話題に対する三問の質問
の内，最初の一問目と二問目ははい，または，いいえの二択で答えることが出来る質問と
した．それに対し三問目の質問は，話題に対する詳細を尋ねた一問目と二問目に対する被
験者の回答結果の理由について尋ねることと した．そのため， 三問目は実際の対話と同様
に話題や状況に応じて，考えて発話する必要がある課題としている．
被験者に実験の対話中，話しづらいと感じてもらうために，上述の実験の四項目の質問
の内二項目は，被験者が思ったことと異なる回答をしてもらった．ここでの思ったことと
異なる回答とは， 二択の質問に対して自分に当てはまる回答の反対の回答を行うことを指
す．条件として被験者は二択の質問に対して，思ったことと反対の回答を行うのみなので
容易に実施することができる．なお，思ったことと異なる回答をしなければならないの
は，二択で詳細を答える一問目と二問目であり， 三問目は通常通り 一問目と二問目の回答
に応じた理由を考えて答えてもらった． この時， ー問目と二問目で思ったことと異なる発
言をした場合には，その理由を三問目で理由を質問された際にその場で考えなければなら
ない．思ったことと異なる回答を行なっているため，被験者自身が回答内容に合わせて理
由を作る必要があるため，この三問目の回答区間を被験者の話しづらい状態とした．学習
による識別モデルの生成に用いる非言語情報の取得区間を，この三問目の回答区間とし
た．話しづらい状態を識別のためのクラスと考えると，反対に話しづらいと感じなかった
状態のクラスとその非言語情報を同時に学習に用いる必要がある．そのため，話しづらい
特徴を取得するために二項目は思ったことと異なる回答を行なってもらい，残り二項目は
思った通りの回答を通常通り行なってもらい，この時の被験者の状態を話しづらいと感じ
なった状態とし，その非言語情報も取得した． 表4.1に本実験で実施した四項目の話題と
各項目に対する三問の詳細を尋ねる質問を示す．
21 
22 第4章 非言語情報による人の内的状態の推定
学習によって非言語情報から話しづらいかを識別モデル生成に用いるためには，実際に
話しづらいと感じた非言語情報の特徴を採用する必要がある．本実験では前述のように話
しづらい状態とするような実験構成としているものの，話しづらいと感じない被験者及び
その非言語清報は例外として学習時のサンプルデータから除外する必要がある．これは機
会学習及び深層学習におけるデータの前処理及び正解クラスのラベル付与，アノテーショ
ンと呼ばれる作業に相当する．本実験においては， 上記実験に関し，被験者対して実験終
了後に実際に話しづらかったかどうかを確認するアンケートを行なった．結果として ］l
名全員の被験者に話しづらいと感じたとアンケート回答により確認したため，被験者から
得られた非言語情報を学習による識別モデルの生成に用いた．
［実験設定］ 3質問X4話題
自然な状態 話しづらい状態
~ 呵
思ったことを回答 思ったことと、
異なる回答
[Ql]二択で回答可の質問
J --- J 三
l 訂Q2]二択で回答可の質問 ク＼ ｀ ＿＿＿＿―-国
:[ [Q3]理由を答え
しぎ立歪質阿＿―-―-―-―-―-三 ］
03の理由を答える状況で話しづらい
図4.1 実験手順
4.2.2 実験環境
本実験では取得する非言語情報は，発話中の動作と音声情報の二つと している．実験環
境の設定を図 4.2に示す．被験者と実験のための質問者が向かい合わせで座り ，間に机が
4.2 実験方法 ：話しづらい状態の非言語情報の取得
表4.1 対話実験に用いた質問
カテゴリ 質問内容 種類
料理は普段しますか？ Yes/ No 
料理 上手くなりたいですか？ Yes /No 
どう してですか？ 理由
東北に行ったことありますか？ Yes I No 
旅行 楽しかったですか？ ／行ってみたいと思いますか？ Yes I No 
なぜですか？ 理由
バドミントンをしたことがありますか？ Yes/ No 
運動 楽 しいですか？ ／やってみたいと思いますか？ Yes/ No 
なぜですか？ 理由
プログラミングをしたことがありますか？ Yes/ No 
趣味 好きですか？ ／やってみたいと思いますか？ Yes/ No 
なぜですか？ 理由
設證されている．非言語情報である発話中の動作情報を取得するために，カメラ型モー
ションキャプチャデバイスである Kinect(Microsoft, Kinect v2)を用いた．対話中の被験
者の動作を取得するため，Kinectを机の上に設置した．本実験では椅子に座っている被
験者の対話中の動きを取得を想定している．そのため，本実験で得られる動き情報は無
意識的な被験者の上半身や頭部の動きとなっている．机は日常的に使用する一般家庭用
のものを使用 し， その高さは 1.2m, Kinectは机から高さ 0.3mの位置に設置 した．ま
たKinectは被験者から 0.8m離れた位爵とした． Kinectの設置位置は，事前に人物の検
出，及び動き情報の取得精度を計測しておき，最も検出精度の位置として決定した． 撮
影の際の照明環境は一般的な家屋の環境と同様のものとした．また，人の検出誤差等を防
ぐため，カメラにより撮影される範囲である Kinectの視野角内に，被験者以外の人物が
映らない条件としている．被験者の回答時の音声を取得するため，マイクロフォン (Sony,
ICD-SXlOOO)をあわせて使用した．さらに音声情報を取得するため，被験者及び実験の
ための質問者の音のみの静かな環境とした．なお被験者は質問者が質問を言い終わった後
に回答を開始し，被験者が回答中は質問者は発言しないようにしている．それぞれの非言
語情報の取得に関しての詳細を後述する．
深度カメ ラを用いた動き情報の取得
Kinectはマーカーレスで動き情報を取得可能な RGB-Dカメラである．RGB-Dカメラ
とは，通常のカメラと同じくカラー画像の取得とカメラを起点とした距離を同時に取得可
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図直•?
ICD-SXlOOO 
．疇
国 ：Kinectv2 (Microsoft) 
図 ：マイクロフォン (Sony)
Kinect v2 
[a]正面固 [b]設置位置の詳細
図4.2 実験環境の設定
能なカメラを指す．従来の人の細かな動きの情報を取得するデバイスとして，マーカーと
呼ばれる目印を人の各関節位箇に設置（設悩個数と人の動き情報の細かさは比例）し，天
井等に複数設置したカメラを用いてそのマーカを検出することで，人の動きや関節位置を
取得する方法が一般的である．これは現在でも，人の動きを精度良く取得できる手法であ
るとされ，研究用途だけでなく CG映画の作成などに用いられるモーションキャプチャと
いう技法でも使用されている．このように して得られる関節情報は，スケル トンデータと
も呼ばれる． しかしながら，人にマーカーを装着し， 屋内に設置した複数のカメラを用い
るという大規模な設備の用意は，人とロボットの日常的な会話を想定した場合には現実的
ではない．そこで本実験では，ロボットに搭載可能な深度カメラによるマーカを必要とし
ない動き情報の取得を採用した． Kinectは視野角内の人物の検出とその関節情報の推定
を赤外線センサを用いて得られた距離情報から行なっている．この関節情報を継続的に取
得，追跡することによって，人の動きの取得が可能になる．さらに， Kinectは人物の顔の
目や恥，口といった顔の特徴と顔の傾きや回転(pitch,rol, yaw)の取得も可能である．動
き情報は， Kinectによ って時系列で得られた関節，顔情報の座標デ ター， 顔の各回転軸の
値から速度ベクトルを算出することで得られる • Kinect によって得られた距離画像の解
像度は，512*424 pixelsで 15fpsのframerateで取得可能である．本実験では，人の姿勢
や動きを表現する関節情報を Kinectを用いて取得を行なった． Kinectで得られる関節情
報は，図4.3のように表される．各関節情報は， Kinectを始点として x軸， y軸， z軸が
取得される． Kinectの関節情報の取得時間は， 実験のための質問者が被験者に質問を言い
終えた時を始まりとして，被験者が質問の回答を終了した時までとした．また，前述のよ
うに本実験構成の質問のうち，各話題に対して理由を尋ねる三問目のみを非言語情報とし
て取得している．
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マイクロフォンを用いた音声情報の取得
多くの発話音声を用いた研究及び実装において，音声情報をテキスト情報に変換し，自
然言語処理技術によって構文の解析等を行う手法が一般的である．しかしながら，前述の
ように人同士のコミュニケーションにおいて伝達される情報は，テキスト情報だけでな
く，声の抑揚などの非言語情報を多く含んでいる．発話音声の非言語情報は，音声信号処
理として捉えることができる．この音声信号が，声のトーンや速さ，大きさなどを表し，
発話音声の非言語情報としての要素を表している．これは，従来の発話音声からテキスト
への変換では捉えることができなかった，言葉と言葉の間の言い澱み等も音声信号を解析
することによって推定することも可能である．本実験ではロボットに搭載可能な一般的な
マイクロフォンを用いて，被験者の発話音声を取得する．他の物音や喋り 声などの雑音を
除去するために，実験環境を被験者と実験のための質問者のみとした．音声信号処理の分
野では，日常での使用を想定した混雑状況や雑音などによるノイズが大きく発生する状況
での復元や解析も研究されているものの，本研究の趣旨と異なる点から，本システム内に
は組み込まず，上述した理想環境での実験とした．実際の開発に本システムを使用する場
合，この音声情報の取得部分をノイズに関する音声信号処理分野の技術を取り入れること
で，複雑な環境にも実装可能になると考える．音声の取得時間は，Kinectの関節情報の取
得と同様に，実験のための質問者が被験者に質問を言い終えた時を始まりとして，被験者
が質問の回答を終了した時までとした．また，本実験構成の質問のうち，各話題の対する
理由を尋ねる三問目のみの取得に関しても動作情報と同様に取得する．
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4.3 非言語情報の特徴量の解析
前述した対話形式での実験で得られた，話しづらい状態の非言語情報から，学習に有用
な特徴量を見つけるために各情報の解析を行った．この節での解析は，機械学習や深層学
習における生データの前処理やそのデータ分析による削減に相当する．本研究での学習
は，学習による識別モデルの生成手法を用いて，対話中の人物の非言語情報から，人の話
しづらい状態の推定を行うものである．各被験者で得られた非言語情報で話しづらい状態
と話しづらいと感じていない自然な状態における，数値上で差異が見られる特徴を検討し
た．そしてその特徴を用いて，本実験で行った詳細を尋ねる 3問の質問で検出精度の比較
を簡易的な機械学習による識別機を用いて検証した．結果として，本実験の想定通り三問
目の理由を問う問題での非言語情報が最も識別精度が高いことがわかった．そのため，次
節では詳細を問う問題のうち， 三問目での非言語情報のみを用いて学習を行っている．本
節では，これら非言語情報の特徴足の解析についてまとめる．
4.3.1 身体情報の解析
非言語情報の一つである身体情報から，識別モデル生成に有用な特徴量を選定する．
身体情報とは，前述した対話実験において非接触式モーションキャプチャカメラである
Kinect v2を用いて得られた頭部，首，肩， 肘などの上半身の関節情報である．また，位置
だけでなく動き情報として，実験中に継続的に得られた動画フレームから各関節の速度情
報を算出することができる．本解析では，これら関節の動きを表す速度情報を，被験者の
話しづらい状態と自然な状態のときで差異を検討した．また，各関節で加速度の情報を用
いて差異を比較してみたものの，速度が加速度に比べ差異が顕著であったため，本実験で
は速度を採用した．表4.3.2に身体情報と音声情報で，被験者の話しづらい状態と自然な
状態での差異が見られた特徴をまとめた．表に示している速度情報は，非言語情報抽出区
間における関節情報の平均速度である．表中では被験者の話しづらい状態と自然な状態で
の各関節速度の平均値を比較し，数値が大きい値を太字として表している．この非言語情
報抽出区間は，前述した質問のための実験者が質問を言い終えた後から，被験者の回答が
終了するまでとしている．また表には三人の被験者（被験者 A,B,C)の例を示している．
この前処理の結果として，頭部の回転である PitchとYawの速度情報と頭部の動きの x軸
方向と z軸方向で顕著な差異が生じた．
4.3 非言語情報の特徴品の解析 27 
4.3.2 音声清報の解析
音声情報の解析では，得られた音声信号から PRAATsoftware [51]を用いてピッチ，音
圧，発話区間などを音声特徴を抽出した．ピッチは， 音声信号の基本周波数として表され
る．このピッチの特徴はストレス検出などの分野において用いられることが多い．音圧は
音声信号の振幅から得られる信号の強度を表す．発話区間は，質問のための実験者が質問
を言い終えた後から被験者が回答を終了するまでとした．また，ピッチ，音圧は発話区
間中において，最大値，最小値，平均値，最大値から最小値までの差であるレンジも併せ
て算出している．図4.4に解析により得られる音声特徴について示す．これらの値を用い
て，被験者の話しづらい状態と自然な状態で差異が現れる特徴を検討した．身体情報と同
様に表4.3.2に音声情報で被験者の話しづらい状態と自然な状態での差異が見られた特徴
をまとめた．表中では被験者の話しづらい状態と自然な状態での音声情報を比較し，数値
が大きい値を太字として表している．解析の結果， 三人の被験者においてピッチの最大値
と発話区間が共通して，被験者の話しづらい状態と 自然な状態の間で顕著な差異が見ら
れた．
I ピッチ I 一 一? ? ? ? ?Pitch Sound 
t 
音声の周期 音声の振幅
ャDuration 
発話の長さに着目
図4.4 解析により得られる音声特徴
娑
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表4.2 特徴量の解析によって差異が見られた非言語情報
特徴量
被験者 A 被験者B 被験者C
自然な対話 話しづらい状態 自然な対話 話しづらい状態 自然な対話 話しづらい状態
身体特徴
顔の回転
0.08377 0.12509 0.0512 0.12946 0.06728 0.18781 
Pitch [m/frame] 
顔の回転
0.12230 0.18125 0.11410 0.14080 0.07185 0.25163 
Yaw [m/frarne] 
頭部の動き
0.02582 0.04527 0.01674 0.02544 0.21020 0.07405 
x軸 [m/fame]
頭部の動き
0.03453 0.04737 0.02326 0.02715 0.01973 0.07992 渫
z軸 [m/frame] や
音声特徴
薇
ピッチ 井
594.34 372.73 427.81 305.79 459.87 129.97 噂
最大値 [Hz] 稲
発話長 [s] 9.750 2.081 4.577 3.623 8.089 2.117 
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4.3.3 正規化と質問に応じた識別精度の比較
前述の解析により，被験者が話しづらいと感じている状態での特徴凪を検討した．身体
情報と音声情報を併せて，頭部の回転である PitchとYawの速度情報と頭部の動きの x軸
方向と z軸方向と音声ピッチの最大値と発話区間である．この実験では ll人の被験者の
話しづらいと感じる状態の非言語情報を取得した．
本実験では，実験段階で想定している質問のうち， 三問目の詳細を尋ねる段階で話しづ
らさの特徴が顕著に現れるという仮定を，前実験において確認した．本節では，この前実
験について詳細に説明する．本研究での対話実験で行った三問の質問，はい，いいえの
二択で答えることが可能な問を二問と今までの回答の理由を答える問の一問をそれぞれ，
Ql, Q2, Q3として説明する．全てで四つの話題があるため， 一つの問ごとに四つの非言
語情報データがある．その四つのうち， 二つは自然な状態での非言語情報で，残り二つは
話しづらい状態での非言語情報となる．この時，機械学習や深層学習での学習時に扱い
やすいデータとするために，それぞれの非言語情報を 0,1の範囲の数値へと正規化を行っ
た．また，個人差の考慮も行っている．話しづらい状態や自然な状態での動作の大きさな
どは被験者によって異なる場合がある．例えば，話しづらい状態時に無意識の動作が大き
なる傾向が全被験者で共通しても，その動き方が，他の被験者の自然な状態と近似する可
能性も考えらえる．このような被験者によっての動きの平均値の変化を考慮するために，
図4.5に示すように被験者ごとに得られたそれぞれの回答区間での最大値，最小値を抽出
し，これらの値を使って各領域で正規化を行っている．
表 4.3では， 二つの機械学習による識別モデルを用いて [53],QI, Q2, Q3それぞれの
Precision, Recall, F-rneasureによる精度評価を行った [52]．二値の分類問題における統計
的解析手法として，F-measureの値は識別器の精度評価によく用いられる． F-measureは
recalとprecisionの値を考慰している． Recalは実際に正しいものであるうち，正しい
と予測されたもの割合で， Precisionは，正しいと予測したもののうち，実際に正しいも
のの割合と表す．また，この実験のための機械学習の実装にはWekasoftware [54]を用い
た．この時 neuralnetworksの学習には， 上述したWekaSoftwareのMulti-perceptronの
デフォルトのパラメータを用いた．実験の結果，本実験の想定通り， Q3時の特徴による
機械学習モデルが最も精度よく， 話しづらい状態を識別することができ， Q3の非言語情
報を本システムの学習に用いることとした．
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図4.5 各特徴における最大値と最小値を用いた正規化
表4.3 詳細を尋ねる質問ごとにおける特徴塁の有意性
識別器 Question Precision Recall F-measure 
Q1 0.000 0.000 0.000 
SVM Q2 0.100 0.125 0.111 
Q3 0.750 0.750 0.750 
Ql 0.367 0.375 0.365 
Random Forests Q2 0.5 0.5 0.5 
Q3 0.633 0.625 0.619 
4.4 学習による識別モデルの生成
従来の全ての要素を一つの識別モデルで学習を行う手法と本手法の統合システムでの比
較を行うために，学習の評価実験は a)Neural Networks (NN)で全学習，b)NNで動作と
音声の特徴を用いて個別に学習を行い，連想推論を用いてマルチモーダル情報の統合を行
う．この連想推論には提案システムの章で述べた通り， Bi-directionalAssociated Memory 
(BAM)を用いて，ルールとして動作，音声の関係を定義した．その関係性から，各マル
チモーダル情報の入力とその統合結果である出力の相関行列を算出することができる．マ
ルチモーダル情報の各識別結果が入力として使用された際，その相関行列を用いることに
よって，適した推論結果を算出することができる． これは外部知識を用いた簡易的な教師
あり学習ともみなすことができる．本実験における提案システム構造を図 4.6に示す．連
想推論構造による推論では， If-Thenモデルによるルール定義が必要となる．If-Thenモデ
ルで扱う情報は， 話しづらい状態と自然な状態である． Ifで入力信号の記述を行い， Then
ではIfの条件に対応する出力を記述する．本実験では以下の四つのルールを連想推論構
造に定めた．
4.4 学習による識別モデルの生成
入力 相関 出力
話しづらい：0.8ご〗鴫
話｀しづらい：0.
驀□疇1傘如 自然：0.
図4.6 提案システムによる非言語情報の統合
表4.4 本システムを用いた識別精度の評価．
Class Precision Recall F-measure 
NN (trained al sources) 0.625 0.625 0.625 
Proposed system 0.750 0.667 0.706 
• Rule 1: IF動作is話しづらい and音声 is話しづらい状態THEN話しづらい状態．
• Rule 2: IF動作is話しづらい and音声 is自然な状態THEN話しづらい状態．
• Rule 3: IF動作is自然な状態and音声 is話しづらい状態THEN話しづらい状態．
• Rule 4: IF動作is自然な状態and音声 is自然な状態THEN自然な状態．
また，連想推論構造の相関関係を以下の数式を用いて算出している．
n 
M[R＝区IKRKT (4.1) 
k=l 
精度比較では，それぞれ学習させた識別モデルの評価を行う．a)NNで全学習では，動
作情報と音声情報の特徴量を用いて， 一つの NNで学習を行うこれは従来のマルチモー
ダル情報を扱う学習方法であり ，本手法のベンチマークとなる．b)NNで動作と音声の特
徴を用いて個別に学習を行い，連想推論を用いてマルチモーダル情報で統合では，動作情
報と音声情報のそれぞれの特徴で，動画情報，音声情報に特化させた NNの学習を行う．
その後，前述した BAMを用いて，各 NNの識別結果を統合する．精度検証の結果を表
4.4に示す． a)手法，b)手法共に， Precision,Recal, F-measureの値を箆出し，識別精度
を評価した結果として，本手法が認識精度の向上を果たしており ，本手法の有効性を示
した．
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4.5 まとめ：内的状態の推定
本研究では，人物の内的状態として会話中の話しづらいという状態の推定を行った．本
研究で扱った人の話しづらい状態とは，会話中の話題に対して考えて発話を行わなければ
いけないような，その話題の継続が困難な状況での人の内的状態を指す．この内的状態推
定のために，非接触で得られたマルチモーダルの非言語情報に着目した．本手法で用いた
非言語情報は，対話中における無意識的な声の抑揚などに相当する発話音声の音響信号と
体のしぐさである．従来では，これらマルチモーダル情報を一つの学習による識別モデル
の生成のみで判断しようと試みられていた．そのため，マルチモーダル情報の関係性やそ
れぞれの特徴を一度に学習しようとするため，大量の教師付きサンプルデータを必要とし
た． しかしながら，マルチモーダル情報を考慮した教師付きサンプルデータの収集は困難
であるため，シングルモーダルを扱う研究に比べ学習が困難であった．
それに対し，本研究ではマルチモーダルの非言語情報をそれぞれの識別モデルで処理し
た後，その識別結果を統合するシステムを用いて内的状態の推定を行った．話しづらい状
態の非言語情報の教師付きサンプルデータを収集するために，対話実験を行った．その
際，非接触式のモーションキャプチャデバイスとマイクを用いて，動作と音声をそれぞれ
取得した．話しづらい状態とするための実験設定を行い，被験者に複数の質問に対して
思ったことと異なる発言とその理由を答えてもらうこととした．実際に被験者に，話しづ
らく感じたかのアンケートを行うことで，収集したデータの有効性も確認した．また，収
集したデータで学習に用いる特徴塁を決定するために，各被験者間で話しづらい状態と，
話しづらくない状態の特徴量を比較し，顕著な差が生じたデータのみを学習データとして
使用した．本研究の精度評価として，従来通りマルチモーダル情報を一つの識別モデルで
学習させたものと，マルチモーダル情報のそれぞれの情報を，各識別モデルで学習した後
その結果を統合する本システムでの精度比較を行った．その結果，本研究で提案したマル
チモーダル情報の統合システムの有効性を確認した．
本システムによって，円滑なコミュニケーションを行うことを目的としたロボットが家
庭内などで人と対話を行う際に，対話中の話題に対する人の話しづらさを推定できる．そ
のため，従来の対話相手である人の返答の言語的な意味情報のみを用いて次の対話である
返事を生成していたものに比べ，人の話しづらい話題を推定した後に他の話題へ切り替え
るといった人間のような円滑な対話が実現できると考える．また，本手法で用いたマルチ
モーダル情報の統合構造は，さらにセンサ情報の追加などのモーダル情報を追加した際に
も，ルール構造を追記することで対応関係を再学習させる必要がなく，対応できる．その
ため，実環境で運用されるロボットが持つ様々なセンサ情報を統合に用いることで，複雑
な課題への応用が期待できる．
第 5章
動画情報における動作状態の推定
本章では，人が今何をしているかをロボットなどの機械が理解するため，複雑な動画情
報から人の行動推定を行うことを目的とする．人間が外界情報の 8割を視覚から得ている
ように [34]，ロボットにおいても視覚センサを用いて周囲の環境や人が今何をしているか
といった行動認識が璽要である．本論文では， GoogleGlass (Google)に代表されるインテ
リジェントグラスに搭載されるカメラで撮影された動画中での人の行動を認識する．この
ような眼鏡型デバイスは現在でも様々な応用が検討されており，視力が低く物が見えづら
い人へのサポートとして，取得した画像中の文字を音声情報に変換する技術が開発されて
いる．さらに，工場などの手作業の工程をハン ドフリーで確認することができ，作業効率
を向上させる技術もある．この眼鏡型デバイスで撮影された動画を EgocentricVideoと呼
び，動画中の行動認識はEgocentricAction Recognitionと呼ばれる． さらにインテリジェ
ントグラスに対話形式のシステムと行動認識技術を実装させれば，ロボットと同様に，人
工知能を用いた人のサポートを行うデバイスになり得る．例えば高齢者の日常生活へのサ
ポートヘの応用では，インテリジェントグラスは，薬を飲むべき時間に薬を飲む行動の推
陀を行う．使用者が薬を飲もうとした際に，その薬が飲むべき薬かどうかを物体認識を用
いて判別を行い，異なる薬の誤飲を防ぐ．その後，行動認識を用いて薬を飲んだか，飲ん
でいないかを確認することができる．これは家庭内での料理などにも応用ができ，日常生
活の人の行動から様々なサポートが期待できる．
近年では，機械が人と同じように認識するために学習を用いた識別モデルの生成が一般
的である前述のように学習に用いる教師付きサンプルデータを大足に集め，識別モデル
がその情報の構造を理解することによって，新しい情報にも判断，認識できるモデルを生
成する．画像上に何が写っているかといった物体認識の技術は急激に発展し，人間と同等
に近い精度まで向上してきたものの，人の行動の認識は未だ発展途上にある．物体認識の
精度向上の理由として，画像の教師付きサンプルデータの確保が他の課題に比べ容易，ま
たは大規模データセットが整備されてきた経緯がある他，画像の縦軸，横軸を考慇した
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DNNsの手法の開発されたことが挙げられる． しかしながら，動画情報における行動に関
する教師付きサンプルデータは未だ入手が困難であることと，時系列の情報である行動の
学習のためには，縦軸，横軸に加え時間軸を考慰する必要がある．時間軸を考慮した学習
手法も開発されているが，その複雑さからパラメータの調整が困難であることと，学習
データ数が大凪に必要になってしまう技術的な問題が残っていた．
そこで本手法では複雑であった行動の認識課題を，人の手の動きとそれに関係した物体
の検出に分割し，それぞれの推定結果を意味関係で統合することで行動の認識を行う．本
論文ではこの意味関係やコンテキストと呼ばれる関係性を，水の入ったボトルを持ってい
るときに次の行動の予測候補として，注ぐや飲むなどの動詞の確率が高く，切るなどの動
詞の確率は低くなるような事象を指すこととする．このコンテキストにより，人の動きと
それに関係した物体の情報から行動の推定を行う．そのため行動認識を扱う識別モデルは
生成せず，人の手の動き情報の識別モデルと物体検出を行う識別モデルの 2つを生成す
る．これら識別モデルを同一の動画像上で動作させ，各情報をマルチモーダル情報と捉
える． 3章で述べた本システムを用いて，マルチモーダル情報を統合させることで複雑で
あった行動の推定を行う ．本手法の有用性を， 行動推定を目的とした既存の研究と比較を
行うことで示した．
まず5.］節では，人行動認識手法の関連研究について述べる．続く 5.2節では，本手法
で評価用に用いるデータセットの説明と提案手法の適用方法について説明する．そして
5.3節では，行動認識結果とその精度の検証を行う ．最後に 5.4節では動画情報における
動作状態の推定手法についてのまとめを行う．
5.1 関連研究
ここでは動画情報を扱った行動認識を 目的とした関連手法として，時系列の考慇をした
機械学習と深層学習手法について述べる．まず深屈学習登場以前の画像処理，動画処理に
用いられる手法について述べる．次に画像処理分野で注目を浴びた深層学習手法である
Convolutional Neural Networksとその動画情報への応用についてまとめる．
5.1.1 画像や動画情報を扱う機械学習手法
物体検出手法
動画情報は画像情報が複数連なって時系列を含んだ情報である．そのため画像処理にお
ける物体検出手法についてまとめた後，動画情報における行動認識手法についてまとめ
る． EgocentricVideoにおける物体検出は， 手と物体のインタラクション情報の理解のた
めに非常に有用な情報となる．物体検出手法はEgocentricVideoへの応用よりも先に，設
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置されたカメラや手で保持されたカメラでの，人物や環境を第三者視点で捉えた画像にお
いて古くから研究が進められてきた．多くの画像処理の分野における研究では，視覚的
な特徴である HOG特徴位 [55],MBH特徴届 [56]やHOF特徴鎚 [57]を使用して画像
情報を機会に理解させるこ とを挑戦してきた．さらに， DNNを始めとした深層学習手法
が急速に進展しており， CNN,Faster Region based Convolutional Neural Network (Faster 
R CNN) [58], Region based Fuly Convolutional Neural Network (59], Multibox [60], Single 
Shot Detector (SSD) [61]，やYOLO: Real-Time Object Detection [62]は， 一般消黄者向け
の製品に組み込まれるにあたり，十分な精度と処理速度を誇っている．
行動認識手法
行動や活動を認識する手法は， ComputerVisionにおける分野において様々な研究にお
ける課題となっている．また行動や活動認識においても，画像処理と同様に第三者視点か
らの画像を対象とした研究が古くから進められてきた．行動認識のための標準的な手法
として，人間の手作業で全て重要な点や描画をあらかじめ特徴として保存しておき，そ
の特徴を用いて判別を行う ものである．その後，STIP特徴磁 [631,3D-STFT特徴鼠 [641,
SURF特徴足[651,HOG3D特徴量 [661などを用いた近年の研究では，上記の特徴砿に基
づいて画像上に散布された点群の動き方や組み合わせから，その物体や行動の見え方の特
徴や動きの情報を記録することによって行動認識を試みていた．
5.1.2 動画情報を扱った深層学習手法
画像や映像の内容を識別，認識や検出を扱う動画，画像処理分野は，深暦学習手法によ
る学習を用いて識別モデルを生成を用いた研究が急速に進んでいる．その始まりは，深
同学習手法の一つである ConvolutionalNeural Networks (CNN) [35]を基盤技術とした研
究が，画像中の物体検出の精度を競うコンペティションで “ImagenetLarge Scale VisuaJ 
Recognition Challenge" (ILSVRC) 2012 [36]＂において俊秀な成紹を修めたことで注目を浴
びた．CNNはカーネルを共通とした階爵的な畳み込み眉を連ねることで，画像上の空間
的な関係性を保持しながら学習を行うことができる深庖学習手法である．図 5.1にCNN
の構造を示す． CNNは五種類の暦の連なりによって構成される．
1.入力眉：サイズ調整された RGB画像などの生データ
2.畳み込み摺 ：前の暦の値に対して昼み込み処理
3. Relu層 ：深層学習における活性化関数
4. Pooling唇 ：前の恩を扱いやすい値にして情報を圧縮
5.全結合層 ：前の思と後の暦の要素が全て繋がっており ，前暦までで得られた特徴を
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入力層 畳み込み層 Rclu層 Pooling層 全結合層
図5.1 Convolutional Neural Network 
用いた識別に使用
CNNも教師あり学習である他の深層学習手法と同様に，学習による識別モデル生成の
ためには，大量の教師付きサンプルデータと graphicalprocessing units (GPU)を用いる
ような強力な計算処理能力を持つ計莫機が必要となる．近年の画像処理分野において，
様々な CNN構造が最先端のパフォーマンスを毎年更新している．これら提案されている
CNN構造は，研究が進むにつれ，屈の数が増えていくと同時にパラメータの数も増大し
ている．近年での研究成果では阿の深さと精度が比例しており，パラメータの増加や最適
化の困難さの問題を抱える摺を深くすることに対し，どのようにモデル化するかという手
法がCNNの技術基盤を急速に向上させているといえる．様々な CNN構造は層の数が異
なったり，カーネルサイズ，眉と層を結ぶ際の重みが異なっている．特に代表的なモデル
として， Alexnet[35], Googlenet [37], VGG19 [38]が挙げられる． CNNは空間情報を畳
み込む層の連なりであるため，特徴抽出器として用いることも可能である．CNNを通し
て得られた特徴を，物体検出，物体領域推定，説明文生成といった様々な課題の識別に用
いられる．
画像情報から動画情報の処理への応用を考えると，動画情報の識別は画像情報の処理よ
りも複雑となっている．その理由として，動画情報は画像情報に比べ，前後の時間や順番
を示す時間の特徴を考慮する必要があるからである．画像処理分野では， 一枚の画像に写
る物体の検出やその領域の推定，説明文の生成が代表的である．それに対して，動画情報
では人がある物体を移動させた，または，水を飲むなどの，一枚の画像のみでの判別は困
難で，複数のフレーム画像を確認して判別する必要がある課題となる．画像処理による物
体検出は名詞を推定，動画処理による物体検出は，名詞と動詞の組み合わせを答える課題
と解釈できる．同じ行動やクラスを示す動画情報においても，背景や似た物体の移動など
を考慇する必要があり，空間的な情報と時間的な情報を判別に用いる必要がある．動画情
報は，二次元の空間情報と一次元の時間情報の三次元情報として捉え，識別モデルの生成
を行う手法も登場した．三次元情報を扱う CNNを3DCNNと呼び，動画情報処理におい
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て様々な手法が提案されている． ［39][40] [41] 
三次元情報として動画情報を CNNへ入力することを考えると ，動画情報の要素
をH*W*T(Height x Width x Time)として扱う場合， 二種類の二次元の畳み込み
(t = 1) t = T)と三次元の畳み込み (1< t < T)の三種類に分類できる． 従来手法 [41]を
元に図5.2に示す．
| 2DCNN(Onlyx, Yaxis) | ! 3D CNN (add time axis) ］ 
グ'r
↑?
図5.2 3DCNN 
また動画像情報の時系列での関係性を学習するために，各画像フレームの情報を一度に
組み合わせるフレーム数やそのタイミングにも議論が活発に行われている [40]．このパラ
メータも扱う課題などによって細かな調整が必要になる．上述の二次元，三次元の畳み込
みにおいて，動画情報を用いる CNNは，四種類の統合方法に分類される．図5.3に各統
合方法を示す．これら四種類の統合方法について述べる． “SingleFrame’'は，一枚の画像
フレームのみを学習と予測に用いる． “LateFusion’'は，動画像の最初と最後のフレーム
を用いて CNNの特徴抽出を行い，最後の全結合恩において統合する． “EarlyFusion’'は
最初の二次元畳み込み層で全ての画像フ レームを統合する (t= T)．これら三種類の統合
方法は，ネットワーク中で二次元畳み込みのみを使用している． “SlowFusion"は三次元
畳み込み眉を用いて時間情報も含めての統合を試みている．
動画情報を扱う CNNは二つのフレームワークに分類される．画像処理に特化した 2D
CNNが陪の構造に時間情報を考慮する機構がないため，時間情報を含んで学習すること
ができなくても，時間情報を表す情報を学習に用いれば，統合するこ とで動画情報の学習
に用いることができる．時節では，画像情報を学習した CNNへの動き情報の学習につい
て述べる．
5.i.3 画像情報を学習した CNNを用いた動き情報の学習
2DCNNは空間要素により直接的には動きの情報を学習できないものの，動画の前処
理によって精度の出る識別モデルとして用いることが可能である． Simonyanet al. (42] 
は，動画情報処理のために， 二つの2DCNNを並列で使用する Two-StreamConvolutional 
Networksを提案した．これは，空間情報を扱う CNNと時間情報を扱う CNNに分かれて
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図5.3 [40]で提案されている四つの統合手法
おり， 空間情報はRGB画像の生データで学習，時間情報は同じ動画の OpticalFlow [44] 
による速度情報を学習させる．図5.4にTwo-StreamConvolutional Networksの構造を示
す．Opticalflowは，物体やカメ ラの移動によ って生じつ隣接フレーム間の物体の動きの
見え方を軌跡として表現する．各ベクトルが 1フレーム目から 2フレーム目への変移ベク
トルを表す二次元ベクトルで表され，速度ベクトルとも捉えることができる．それぞれの
CNNは，動画情報の RGBとOpticalFlowの二つの特徴について学習 し，空間情報は背
景などの静的な情報，時間清報は物体の動きなどの動的な情報を扱う．この情報を組み合
わせることによって動画情報の識別を行う．我々の手法は，この手法の複雑な情報を複数
の要素に分けるという考え方に影響を受けている．これに対し，我々はその統合の際に，
単純な静的情報と動的情報でなく，人の動きとその人が行動中に作用した物体を検出し，
意味関係やコンテキストを用いている．
RGB 
(space) 
Optical 
Flows 
(time) 疇；疇！會
函5.4 Two-Stream Convolutional Networks 
また 2DCNNを用いた動画情報の処理を行う研究は [43]でも報告されている． Feature
Pooling Arhictectureと名付けられ， maxpooling処理を時間軸を横断して，特徴を統合す
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るために用いている．図2にFeaturePooling Architectureの構造を示す．このときの特徴
は，動画の opticalflowやRGBなど，画像情報を学習した 2DCNNでそれぞれ得られた
ものを指す． “convpooling’'は従来手法[43]で用いられた featurepoolingの一つで，他の
feature poolingに比べ最も性能が良かったものとなる．この maxpoolingは，最後の岱み
込み層で処理が行われ，空間情報を考慮していると考えらえる．“latepooling”では，max
poolingは全結合恩の後に処理が行われおり，空間情報が消失していると考えらえ，精度
も‘‘convpooling"に比べ低くなっている．
動画情報をまとめたデータセットの 2DCNNへの適用は，画像情報を学習 した CNN
を特徴抽出器，事前学習モデルとして使用した 3DCNNに比べ，効率よく学習すること
ができるものの，時間情報が上手く扱うことができない問題点がある．前述した従来手
法 [42],[43Jの通り，時間情報を組み合わせるフレームワークは二種類提案されている．
手法[42]では，画像情報を学習した CNNのパラメータチューニングによる空間情報と追
加の時間情報である opticalflowを学習した CNNを用いた．手法r431では，動画情報を
CNNを用いて特徴として抽出し， featurepoolingを時間を超えて統合することで，時間情
報の考感を試みている．
5.1.4 3D Convolutional Neural Network 
3D Convolutional Neural Network (3D CNN)は三次元の入力情報(Height,Width, Time) 
を扱う ．動画のデータセットを用いた評価実験を行った研究で 3DCNNが空間情報と時
間情報を組み合わせた手法と して提案された [40][41]. 3D CNNは大凪のパラメータを
含むこ とから， 2DCNNに比べ学習がさらに困難となっている．精度の良い 3DCNNを
学習するためには，大凪の動画データセットと長時間と莫大な計符処理に耐えうる良く定
義された学習戦略が練られた構造が必要となる．手法 [40]では，周囲の環瑳とその物体
の関係性の理解を考慮するために，複数の解像度の動画情報を空間情報として学習する．
一つ目の解像度は画像の中心部のみを切り抜いた画像（画像サイズは縦，横共に半分のサ
イズとしている）を用いてる． 二つ目の解像度として，サイズを変更せず，ダウンサンプ
リングを行うことで画像を粗くし，より抽象的な情報が得られるような工夫を行ってい
る．そのため， 二つの入力はそれぞれ元の動画情報の半分のサイズを入力として使用して
いる．これにより 3DCNNの学習構造において，複雑化を減少させている．しかし， こ
のような解像度の工夫を行っているものの，Sports-1M large-scale datasetと呼ばれる動画
情報の大規模データセットで実験を行った場合，論文によると学習に 1か月の時間を費や
している．
また， deeper3D CNN (C3Dとも呼ばれる）も動画情報を処理する手法として提案されて
いる [41]．前述の手法と同様に，大規模データセットである Sports-1M large-scale dataset 
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を用いて高い精度を実現している．また，論文中では他の大規模データセット (UCF101,
ASLAN, YUPENN)をパラメータ調整などを併用して，高い精度を実現している．しかし
ながら，現実世界で動画に対する教師付きサンプルデータの収集は他の分野に比べ困難に
も関わらず， 3DCNNは大規模データセットを始めとした，巨大な塁の教師付きサンプル
データを学習に必要とする欠点がある．3DCNNはその構造性や未だ発展途上であるも
のの動画処理において高い精度を実現していたことから，このフレームワークをそのまま
用い，パラメータを変更したり， 学習目標を変更した研究が多く提案されていた．しかし
ながら， 3DCNNが本当に動き情報を捉えているかに疑問視の声が上がっていた．その
理由として， 三次元のうち，画像の縦軸，横軸の二次元と時間軸の一次元に情報の特性が
大きく異なることが挙げられる． Huanget al. [45]は， 3DCNNが動き情報を捉えている
のかという検証を行っている．結論として，動き情報を捉えているわけではなく，複数フ
レームから識別に重要なフレームの選択を行っている可能性が高いという検証結果を示し
ている．
5.1.5 人と物体の関係性を用いた識別処理
本手法では，行動認識を行うために，人の動作とそれに関連した物体検出を行うため，
行動等に関する人と物体の関係性の記述を行なった研究をまとめる．
行動認識や物体検出の精度向上のために周囲物体との関係性をコンテキストとしてモ
デル化する手法が多く提案されている． Mannet al. [67]の手法では，関節の動作と物
体の動的な特徴を，それらが関係しているかどうかを理解する試みであった．Mooreet 
al. [68]の研究では，人間と物体の関係性を手の行動の分析のために用いている．Ryoo
and Aggarwal [71]の研究では．物体認識とその物体の動きを意味的な関係性を用いて，人
と物体の関係性の推定に使用している． Liand Fei-Fei [69]は， 画像中に出現している物
体のカテゴリから，画像中に生じているイベントの判別を行う研究を行なっている． Wu
et al.[70]は， 活動認識のために物体の時系列でのパターンを使用しており， RFIDタグを
物体に取り付けることで識別精度の向上も計っていた．Guptaet al.[72]はベイズによる
確率計算法を用いて， 手の動き情報から人と物体の関係性を推定する尤度モデルを提案し
ている．本手法でも前述の手法で得られた手の情報が重要であるという知見に基づき，本
システムで統合し， 考船する情報の一つに手の動きを含んでいる．また， 意味関係の分野
における研究から周囲物体の重要性が高いということを確認し，本手法では二つの識別モ
デルを組み合わせる際に，人の手の動きとそれに関係した物体の情報を統合することとし
た．さらに最近では，コンテキストを用いて行動認識の精度向上を試みる手法が提案され
ている． Marzaleket al. [73]は，周固環境の情報や物体関係などの情報をあらかじめ外部
知識として保存しておいたシーンコンテキストを用いることで，行動認識のパフォーマン
5.2 提案手法 ：統合システムを用いた動作状態の認識
スを向上させる試みを行なっている．Yaoand Fei-Fei [75]は，相互に関係ある物体と人間
の姿勢のコンテキストを使って，第三者視点での画像中の活動認識を行なった．Yanget 
al. [74]は，画像中の人の姿勢を行動認識の精度向上に用いた．本研究では，これら従来
研究の知見を得つつ， EgocentricVideoでの行動認識を行うさらに，従来ではコンテキ
ストの学習等も複雑かつ困難であったのに対し，本システムでは外部知識として入力した
相関を用いて，各識別モデルから得られた結果を統合することで行動認識を行う．
5.2 提案手法：統合システムを用いた動作状態の認識
動画情報における行動認識の分野では，画像認識に用いられていた識別モデルに時間軸
を加えて考慮するなど学習モデルを工夫することで，複雑な行動認識の精度向上を試みて
いた．しかしながら， 一つの識別モデルが複雑なモデルとなりパラメータ調整が困難に
なってしまうことと，それに伴い，教師付きサンプルデータが大鰍に必要になるなどの技
術的な問題点が残っていた．本手法では複雑であった行動認識の課題を複数の簡易的な情
報に分割するここでの簡易的な情報とは，行動認識と異なり深暦学習による識別モデル
の学習において，教師付きサンプルデータが集めやすく既に実用を意識できるほど精度が
高いもの，もしくは機械学習などの学習データを大伍に必要としない識別モデルで判別可
能な課題と した．本システムではこの分割された複数の簡易的な情報を，マルチモーダル
情報として捉え，連想推論モデルを用いて統合することで，複雑な行動認識を行う．今回
は行動認識を，人の手の動き情報と手に関係した物体情報の二つに分割した．人の手の動
きは行動ではなく，動画上で連続的な手の位證を検出することによって，得られる手の位
惜変化の軌跡を意味する．物体情報は既に多くの研究が精度向上に貢献している物体認識
技術を用いて，手の周辺や人の動きに関係している物体を時系列でのトラッキング情報か
ら推定する．そのため直接行動認識の識別モデルを生成せず，これら人の手の動き情報
の識別モデルと物体検出の識別モデルの二つを生成する．図 5.5に本システムのフ レーム
ワークを示す．本手法では，これら二つの情報の推定結果を統合する際のルールに意味関
係を採用することで行動認識を行う．今回はこの意味関係を，水の入ったボトルを持って
いるときに次の行動候補と して，注ぐや飲むなどの動詞の確立が高く，切るなどの動詞の
確率が低くなるような事象を指すこととする．
上述した意味関係を連想推論を行う Bi-directionalAssociative Memory (BAM)構造で実
装した．連想推論のために IF-THENルールモデルを定義する必要がある． IFパートは入
力情報で表し， THENパートは出力を表している．どちらも数値ではなく，シンボル情報
（関係性や物体）で記述する．このとき，手に持った物体を handledobject, handled object 
によって影密が受けるものを targetobjectと定義した．例として，包丁で肉を切るという
行動の場合は，包丁がhandledobjectで，肉がt釘getobject，切るが行動を示す． IF-THEN
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図5.5 行動認識を複数情報に分割した連想推論による認識フレームワーク
ルールモデルの定義例を以下に示す．図5.6に複数の物体と手の動きの意味関係のルール
の学習及び，推論の流れを示す．
• Rule 1 : IF handled object isマヨネーズボトル andtarget object is存在しない
THENマヨネーズを手に取っている．
• Rule 2 : IF handled object isマヨネーズボトルandtarget object is存在する THEN
マヨネーズを注いでいる．
• Rule 3 : IF handled object isチーズandtarget object is存在しないTHENチーズを
手に持っている
• Rule 4 : IFhandled object isチーズ andtarget object is存在する THENチーズを
置く ．
5.3 画像中の物体検出
動画像情報内における人の行動の認識において，周囲の物体や人と用いた物体を理解す
ることは必要不可欠である．本節では，物体検出に用いた深層学習モデルの説明と，特定
の物体を検出するように識別モデルの調整を行う転移学習について述べる．
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図5.6 連想推論による意味関係ルールの学習と推論
5.3.1 CNNによる物体検出
本手法の物体検出では，ConvolutionalNeural Network (CNN)を用いた．CNNは画像処
理における物体検出の分野で，従来の手法を大きく超える精度を実現し， 現在でも CNN
を改良した様々な学習モデルが検討されている．また，物体検出は行動認識に対し時系列
情報を考慮する必要がないことから，教師付きサンプルデータが収集可能な他，学習モデ
ルも行動認識のモデルに比べ簡易的なモデルで精度向上を実現できる．このような行動認
識に比べ実装が容易な点から，本手法では行動認識を簡易な情報に分割する際に，分割
情報の一つと して物体検出技術を採用している．今回，物体検出を行うために CNNのモ
デルの一つである SingleShot MultiBox Detector (SSD)を用いた．SSDは画像の解像度
が低かったり ，小さく細かな物体に対しても頑健に検出精度が見込める他， YOLOobject 
detectionモデルに比べ僅かに高速に動作する．上記の点から，本手法では SSDを用いて
物体検出を行った．
SSDの構造を図 5.7に示す．SSDは大きく 二つの構成から成り立っている．一つ目は
VGG 16と呼ばれるCNNモデルで画像の特徴を抽出するために用いらえている．実装
上，入力する画像データを VGGl6を通して，画像特徴と抽出した後に様々な処理を行う
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手法も多い．次に様々なサイズの特徴を参照する層を用いて，物体の領域を予測する．そ
の後，実際に探索した結果のスコアを予測した全ての領域で比較して選別することで，物
体検出を行っている．
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図5.7 Single Shot MultiBox Detector (SSD)による物体検出
5.3.2 転移学習
本実験では，料理中などを始めとした人の一人称動画で且つ，人の行動に用いる物体を
検出する必要がある．例えば，前述のマヨネーズボトルやチーズ，包丁などが挙げらえれ
しかしながら，従来の SSDや一般的なCNNモデルは既に様々な物体を学習済みであ
るものの， Egocentr.icVideoで用い られるような料理中の物体などは含まれていないもの
も多いこの SSDに学習済みのモデルはPASCALvoe 2007データセットと呼ばれる，
大規模データセットを用いている．車や船といった一般物体は多く含んでいるものの，本
手法にはそのまま適用できない． また，含まれていない物体の教師付きサンプルデータを
用いての再学習は膨大なデータが再度必要になってしまうことから，現実的でない．
そこで本手法では， SSDに含まれていない物体を学習するために，転移学習を用いた．
転移学習とは，他の領域で学習させたモデルを別の領域に適応させる技術で，少ないデー
タで精度の高い学習結果を得るこ とができる手法である．この元の領域で学習させたも
のは，大量の学習データで学習している必要がある．つまり，元で使用 した大量の教師
付きサンプルデータから，物体はどんなものなのかといった漠然とした知識として引継
ぎ，新しい物体に対して教師付きサンプルデータが少旦でも理解させる手法である．
こでは， PASCALvoe 2007での学習したモデルを元のモデルとして，本実験で用いる
データセ ットの物体に合わせて転移学習を適用する．また，このために各物体を教師付き
る．
?
5.4 人の手の動き推定
サンプルデータを 200毎ずつ収集した．本研究では物体検出及び行動認識の精度検証に，
Kitchenで料理等の動作を行う一人称視点動画での動作認識用データセット GeorgiaTech 
First Person Video Dataset (GTEA) [76]を用いた．
図5.8に転移学習の構成を示す．図中の青い箇所が事前に学習されたモデルである．本
実験においては PASCALvoe 2007を用いて学習した SSDモデルである．CNNは大き
く二つの構造に分かれてお り，最初は特徴を抽出するパートで， 二つ目は抽出された画像
特徴から，事前に学習した物体のどれに近いかを判別する．転移学習においては，この特
徴を使って事前に学習した物体のどれに近いかを判別する部分を新しいモデルに変更す
る．図中のピンク色部分が目標となる物体識別を行う部分となる．また，特徴抽出部分は
大規模データセットで用いたものをそのまま用いる．
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5.4 人の手の動き推定
本実験では，物体を検出するだけでなく ，検出された物体を人が使用したか，または人
が持っている物体によって他の物体に影密を与えたかといった情報を取得する．例とし
て，包丁で肉を切る行動であれば，人が持っている包丁という物体で，肉という物体に影
密を与える動作という分解が可能である．また， EgocentricVisioonでの行動認識を対象
としているため，手の動きを人に関する動きとして捉えている．本手法では機械学習を用
いて，人が手に持った物体が他の物体に影密を与えているか，いないかの二値分類を行
う．これは推定される行動が自動詞であるか，他動詞であるかと同じ意味を持つ．人が
手に持った物体を handledobject,人が手に持った物体が影孵を与えている物体を target
objectとして定義した．これらの関係を図 5.9に示す．固中ではチーズ (handledobject) 
をパン (targetobject)に乗せる (action)状態での例となる．本手法では handledobjectを
行動中の時系列での画像情報において，物体検出結果による手と最も近い位置にある物体
をhandledobjectと定義した．さらに， targetobjectをhandledobjectから近い，もしくは
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時系列の移動遷移において距離が近づくものとした．またこの時の手と二つの物体の関係
をグラフ構造とし，距離を遷移軌跡を保持する．この時系列での距離関係を，教師あり学
習である SVMを用いて学習し， targetobjectに影響を与えているか，与えていないかの
二値分類を行った．図 5.10に，物体検出からの流れを示す．
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図5.10 物体検出から手の動き推定の流れ
5.5 精度検証
本研究では行動認識を二つの情報（手の動きと関連した物体検出）に分解しそれぞれの
識別モデルから得られた結果を， 意昧関係を連想推論で統合することによって行動認識
を行った．前述したように，本実験での行動認識の精度検証は，Kitchenで料理等の動作
を行う一人称視点動画での動作認識用データセッ トGTEAを用いた．この GTEAデー
タセットは，フレームレベルのアノテーションと， 15fpsで 1200frameが記録されてい
る．精度検証として， GTEAデータセットを用いた 3DCNNによる行動認識， two-stream
convolutional networkを用いた行動認識手法との比較を行った．従来手法での two-stream
5.6 まとめ： 動作状態の推定
CNNでは，spatial-cnnはRGB画像を学習したもの，temporal-cnnは， opticalflowの画
像を学習している．表 5.1に関連分野との精度比較結果を示す．
表 5.1 行動認識の識別精度
方法 精度
Li et al. 
object-motion-hand 61.1 
object-hand 66.8 
temporal-cnn 34.3 
K.Shimoyan et al. 
spatial-cnn 53.7 
temporal+spatial-svm 46.5 
temporal+spatial-joint 57.6 
Proposed Method Context Fusion 69.0 
5.6 まとめ：動作状態の推定
本研究では今人が何をやっているかといった日常での人の行動認識を，カメラ付きメ
ガネ型デバイ スなどで撮影可能な EgocentricVideosの画像内で適用する ことを目的 し
たまたその実現のために本論文で提案した複数の識別モデルの統合システムを用い，
Egocentric Videosにおける人の行動認識へ適用してその有用性を確認した．本手法での
行動認識は， 人の手の動き情報とそれに関連した物体の情報を，意味的な関係性やコンテ
キストを用いて統合することで実現した．従来までの動画情報の教師付きサンプルデータ
の少なさによる学習による識別モデル生成の精度向上の難しさを，行動認識の識別モデル
を生成せず，行動情報を手の動き情報とそれに関連した物体情報に分割し，意味的に統合
することで解決している．従来までは複雑かつ困難な人の行動認識を， 一つの深暦学習に
よる識別モデルの生成によって解決を試みていた研究が多く提案されていたものの，深庖
学習モデルの複雑さから，その学習にために大規模な教師付きサンプルデータ数を必要と
していた．さらに動画像情報での人の行動に関する教師付きサンプルデータの収集は困難
であることも，実装のための技術的なボ トルネックとなっていた．深暦学習による識別モ
デル生成のため，複数の特徴を用いる手法も提案されていたものの，この手法も動画情報
の特徴である時系列情報を考慮することが困難となっていた．
本研究では，EgocentricVisionの料理中の動画情報をまとめた評価用のデータセットを
用いて精度検証を行った．また，精度比較の対象は，前述の一つの深暦学習による識別モ
デルと二つの特徴を用いる識別モデルとした．いずれも同様の評価用のデータセットを用
いている．結果と して本システムによる行動認識の有用性を確認した．しかしながら，本
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手法において行動の認識に失敗した行動も存在した．これは，ボトルなどの蓋を開ける動
作か閉める動作かの判別ができないことによる認識精度の低下であった．この理由を考察
すると，本手法は人の手の動き情報とその関連した物体の情報を用いて，行動の推定を
行っている．そのため，人の手の動きが類似し，関連物体が同一のものである，ボトルの
蓋を開ける，または閉める動作の識別が困難である．今後は，動作推定の時系列情報だけ
でなく，複数の行動での時系列情報も推定に用いることを検討している．それは，ボトル
を手にもって，ボトルの蓋を開ける，もしくは閉める動作をした場合は，開ける動作であ
ると認識する．その後，再びボトルの蓋を開ける，または閉める動作が発生した場合，行
動の時系列データを参照すれば，同一のボトルは既に蓋が開いており，閉める動作が適切
であることが推定できる．
本システムによって，メガネ型デバイスを装着した高齢者に対する見守りや間違った薬
を飲んでしまうことを予防することや，物忘れによりどこに置いたかわからなくなった物
を行動履歴から探すなどを始めとして，人の行動ログなどに基づいた行動の推薦を音声案
内のコミュニケーション形式で行うことができる．これにより，メガネ型デバイスを含め
たロボットが人への生活支援を行うことができると考えている．
第 6章
結論
本論文では，ロボッ トをはじめとする人とのインタラクションを目的としたデバイス
が，人の内的状態や行動といった様々な情報を考慮する必要がある複雑な情報を理解する
ことを目的として，マルチモーダルな情報を統合するシステムの研究に取り組んだ．従来
では困難であったマルチモーダル情報の統合することによる高度な推論モデルの生成を，
シングルモーダルとして学習されたそれぞれの識別モデルの推定結果をルールベースによ
り統合する手法を提案した．このルールによる統合モデルにより，膨大な教師付きデータ
や複雑なパラメータ調整を必要とせず，簡易に様々な環境や個人に適合させることができ
る．特に膨大な教師付きデータを必要とする点と，複雑な情報の学習には通常よりも大凪
に教師付きデータを要する技術的な課題に対して， 一石を投じた且つ，個人適合を見据え
たモデル設計が本論文の貢献となると考える．本論文ではこのマルチモーダル情報の統合
システムを用いて，複雑な情報とした対話中の人の話しづらいと感じる状態の推定（画像
と音声情報の統合）と人の行動状態の推定（複雑な動画情報を複数の識別モデルに分割し，
統合）について取り組んだ．
本論文の前半では，人とロボットの円滑なコミュニケーションの実現を目的として，話
題に対する人の話しづらいといった内的状態をマルチモーダルな非言語情報から推定し
た．この内的状態の推定のために，心理学における人同士の対話でのマルチモーダル情報
の扱い方を参考とした．人同士の日常生活でのコミュニケーションでは，人の発話内容で
ある言語情報だけでなく，視覚， 声の抑揚などの音密的な情報を含めた非言語情報も同時
に用いられており，非言語情報は言語情報と比べ人の心理状態や怠図を表すことが多い．
このような知見から，人の話しづらいといった内的状態の推定のための特徴として非言語
情報を用いた．この話しづらい状態でのマルチモーダルな非言語情報を取得するため，対
話実験を行った．対話実験では， 二択で答えられる質問を被験者に継続的に実施し，最後
にそれまでの答えた理由を答えるものとした．話しづらい状態をするため，被験者には話
題によって二択で答えられる質問を，思ったことと異なる発言をしてもらい，最後の理由
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を答える際に理由をその場で考え出さなければいけないため，話しづらい状態とした．こ
のとき，非接触式のモーションキャプチャセンサで動作を，マイクロフォンを用いて音声
情報を取得し，話しづらい状態と 自然な状態間で差異が見られた情報を，学習のための特
徴として用いた．本手法の有用性を確認するため，マルチモーダルな非言語情報を一つの
識別モデルで学習したモデルと，マルチモーダル情報をそれぞれの識別モデルで学習し，
本システムで統合したモデルの精度を比較した．結果として本システムで統合したモデル
の有用性を確認した．またこの結果から，センサ情報の追加により学習に用いる情報が追
加されても，ルールを変更することで簡易に統合することが可能であると考える．
本論文の後半では，人が今何をしているかをロボットが理解するため，動画情報から人
の行動推定を行うシステムを構築した．特に人とのインタラクションにおいて，視覚を共
有した WearableDeviceである眼鏡型音声案内デバイスヘの応用を検討し， 一人称視点で
の動画の行動認識に取り組んだ．従来手法においても動画情報の理解は，時系列情報と
空間情報を同時に扱う必要がある複雑性から一つの識別モデルでの学習は困難となって
いた．そこで本論文では複雑な動画情報を，動画中の人の手の動き推定 と関連した物体
情報のマルチモーダル情報として捉えた．これらマルチモーダル情報を連想推論による
ルールベースで統合 した． このルールでの統合に，関連 した物体と手の動き方の意昧関係
を考屈することで行動の認識を行った．例として，チーズを手にも っていて，パンの方
向に動いている状況の場合，行動は“切る”より“置 く’'が適切である．動画中の物体検
出には， 学習済みの空間情報を捉えた DeepNeural Networkモデルである Convolutional
Neural Networkを用い，本実験で検出する物体に合わせ転移学習を用いて適合させた．人
の手の動き情報は，時系列の動画情報で継続的に人の手を含めた物体検出を行い，それぞ
れの物体の位置関係から，人の手に保持されている物体，保持されている物体から影勝を
受けている物体などを識別した．結果として本手法による行動情報をマルチモーダル情報
として捉えて統合 したモデルと，従来の一つの識別モデルで精度を比較し，本手法の有用
性を確認 した．
本論文で提案した手法は，人の知見を用いたルールの決定によって簡易に様々な環境や
個人に適合するマルチモーダル情報の統合システムとなる．複数のセンサ，情報を考慮し
て判断させる必要があるロボット分野，複雑な人とのインタラクションを行うデバイス分
野の研究において貢献できると考える．今後の発展として，人の知見を用いたルールによ
る連想は定義されたルールによって精度に大きく影懇を与えることや，教師付きサンプル
が得られにくい状況においてもルールですべて教示することも困難である事例も考えられ
る．連想推論に加え， 類似事例をクラスタリングする処理を取り入れた人の知見でのルー
ルから， 類似した事例の判断が行う発展が必要であると考察する．
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