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Fernández-Ramos∗b
The kinetics of the reaction of methanol with hydroxyl radicals is revisited in light of reported new
kinetic data, measured in cold expansion beams. The rate constants exhibit an approximately
102-fold increase when the temperature decreases from 200 to 50 K, a result that cannot be
fully explained by tunneling, as we confirm by new calculations. These calculations also show
that methanol dimers are much more reactive to hydroxyl than monomers and imply that a dimer
concentration of about 30 % of the equilibrium concentration can account quantitatively for the
observed rates. The assumed presence of dimers is supported by the observation of cluster
formation in these and other cold beams of molecules subject to hydrogen bonding. The calcula-
tions imply an important caveat with respect to the use of cold expansion beams for the study of
interstellar chemistry.
Introduction
The reaction of methanol with hydroxyl radicals, producing
methoxy and hydroxymethyl radicals has received much atten-
tion because of its importance in combustion chemistry.1–3 In ad-
dition, Shannon et al.4 (hereafter SBGH) have recently suggested
that it may also play a part in interstellar chemistry as a possi-
ble source of recently detected methoxy radicals,5–7 a suggestion
based on their remarkable observation using a Laval nozzle that at
low temperatures the reaction proceeds at a rate that is up to two
orders of magnitude larger than at room temperature. A more
recent report by the same group8 added more data points (in-
cluding flow tube experiments above 120 K) and a more detailed
discussion of the reaction kinetics, but without changing the in-
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terpretation of SBGH, who, on the basis of potentials calculated





namely formation of a metastable complex, C, between the two





In this picture a high rate of reaction will result when the life-
time of the complex is long on the time scale of the tunneling
rate, since then the reaction rate would equal the rate of com-
plex formation (the capture rate). Since the lifetime of the com-
plex is governed by the sum of the dissociation and the tunneling
rates, the argument requires a low dissociation rate at low tem-
perature. This is a critical requirement since the association step
yields a hot complex, which will have a short lifetime unless it is
effectively cooled. SBGH addressed this problem, but their cal-
culated rates at low temperatures significantly underestimate the
observed rates (by an order of magnitude) and also the tempera-
ture dependence of the rates. The discrepancy is large enough to
call the interstellar application into question.
It is the purpose of this article to investigate whether this dis-
crepancy can be removed by recalculating the relevant potentials
and the reaction dynamics, or requires a new interpretation of
the experiments. The experimental results indicate that, as the
temperature is lowered from 200 to 50 K, the rate constants in-
crease by roughly two orders of magnitude. This may indicate
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that tunneling is faster than redissociation back to reactants. It
may also indicate that the overall rate kM approaches the associ-
ation rate constant k1,M, where every complex formed will react.
While the observed low-temperature results allow both interpre-
tations, the low value of k−1,M required for k2,M > k−1,M to be
true, is incompatible with the observed pressure independence of
the low-temperature rate, since the lack of a significant pressure
effect implies that the complex retains (most of) its internal en-
ergy and thus its high dissociation rate during the reaction. This
is the apparent reason why the low-temperature rates calculated
by SBGH are too small by an order of magnitude.
In the present article, we review these calculations and also
explore another mechanism based on the tendency of molecules
with hydroxyl groups to form clusters, in particular dimers.
Methods
We have carried out new electronic structure calculations at
the MPWB1K level with the 6-31+G(d,p) basis set.9 This DFT
method is specially recommended for thermochemistry and ther-
mochemical kinetics,10,11 and together with canonical variational
transition state theory with small-curvature tunneling corrections
(CVT/SCT) it has been shown to perform well for hydrogen shift
reactions at or below room temperature.12,13 Additionally, we
have performed specific tests for the reaction under study, which
confirm the adequacy of the MPWB1K/6-31+G(d,p) method in
this case. For a more detailed discussion we refer to the Support-
ing Information (SI).
For the barrierless R1 reaction we started with the reactants at
a distance of about 12 Å and followed the gradient along the min-
imum energy path (MEP) using a stepsize of 0.01 Bohr and per-
forming Hessian calculations every 0.1 Bohr. The normal-mode
frequencies along the path were scaled by the recommended fac-
tor of 0.964.14. For reactions R2a and R2b the MEP was also
calculated, and this information was used to evaluate quantum
effects by the small-curvature multidimensional tunneling (SCT)
approximation.15,16 Under the conditions of the experiment, vari-
ational transition state theory cannot be applied because reaction
R1 leads to a complex which is not thermalized and, therefore,
R-1 cannot be obtained from the equilibrium constant. In fact
k−1,M will be much higher than the rate constant obtained assum-
ing equilibrium. In other words, the internal energy distribution
of the molecules of the complex will be very far from a ther-
malized Boltzmann distribution and therefore we proceed simi-
larly to SBGH: firstly we calculate the thermal rate constant of
association k1,M(T ), and secondly, we obtain the microcanonical
rate constants kT1,M(E) using an inverse Laplace transform (ILT)
method,17–19
kT1,M(E) = k1,M(T )P
T
M(E) (1)
where PTM(E) is the internal energy distribution function at tem-
perature T . The thermal association rate constants k1,M(T )
were obtained by building an analytical potential energy sur-
face based on the MPWB1K/6-31G(d,p) electronic structure cal-
culations and using quasi-classical trajectories (QCT). This poten-
tial energy surface was fitted to about fourteen hundred single-
point MPWB1K/6-31G(d,p) calculations. The dissociation mi-
crocanonical rate constants k−1(E) were calculated using varia-
tional Rice-Ramsperger-Kassel-Marcus (RRKM) theory and all the
modes were treated as harmonic oscillators except the ones cor-
responding to the two lowest vibrational frequencies in the reac-
tant (C) and variational transition state, which are associated to
the OH motion with respect to the methanol molecule. These two
harmonic frequencies were replaced by a hindered hard-sphere
two-dimensional rotor.20 In particular, since the reactant complex
rotors are more sterically-hindered than those of the variational
transition state, the effective rotational constant of the reactant
complex was chosen to be 1.6 times larger than that of the transi-
tion state to obtain the same rate constant as SBGH at T = 200 K.
For the tunneling rates associated with reactions R2a and R2b,
RRKM theory was employed together with the tunneling proba-
bilities obtained from the SCT approximation. Additionally, pres-
sure effects were taken into account by including collisional en-
ergy transfer (CET) rates using an exponential down model with
the same parameters as SBGH. From these results, one can then
calculate the total thermal rate constant kM(T ) using the master


























Fig. 1 Flowchart showing the different methodologies used to obtain the
individual and overall thermal rate constants
The various methods used to calculate the rates are schemati-
cally displayed in Figure 1. The left side outlines the steps taken
to obtain the kM(T ) thermal rate constant. Details on the calcula-
tions and on the parametrization of the potential energy surface
are given in the SI. During the KMC simulations it is possible to
monitor the concentration of the different species as a function
of time. In fact, KMC can be regarded as a computational kinetic
experiment and kM(T ) was obtained in the same manner as the
experimental values, i.e., from the decay of the OH radicals.
For the calculation of the total hydrogen abstraction reaction
starting from the methanol dimer we have followed a similar pro-
cedure as for the monomer (see Figure 1). The microcanonical
rate constants k−1(E), k2a(E) and k2b(E) which are the same as
2 | 1–6Journal Name, [year], [vol.],
before, are used to calculate the total thermal rate constant kD(T )
from KMC with different association rates k1,D(T ) and internal
energy distributions of the complex.
The association rates were obtained by performing QCT calcu-
lations on a linked potential energy surface obtained from the
methanol M + OH potential energy surface plus that of the
methanol dimer obtained from Ref. 22 (details are given in the
SI).
The electronic structure calculations were performed with
Gaussian09.23 The dynamics QCT calculations were performed
with VENUS.24 The SCT tunneling probabilities were obtained
with PolyRate 9.7.25 RRKM and KMC rate constants were calcu-
lated with programs from our research group.
Results and Discussion
Methanol monomer mechanism
Relative energies of the stationary points are given in Figure 2.
The geometry of the complex is similar to the one obtained by Xu
and Lin,1 with the hydrogen of the OH molecule pointing towards
the oxygen atom of methanol, although the complex obtained at
the MPWB1K level is 0.7 kcal/mol more stable then the one re-
ported in Ref. 1. Recently, this complex has been detected using



















Fig. 2 Relative energies (in kcal/mol) of the stationary points calculated
at the MPWB1K/6-31+G(d,p) level for the methanol plus OH hydrogen
abstraction. Zero-point inclusive energies in brackets.
SBGH carried out master equation calculations based on elec-
tronic structure calculations of Ref. 1; in addition they used em-
pirical one-dimensional Eckart barriers for their tunneling calcu-
lations with parameters derived from the observed rate constants,
i.e. optimized towards the desired results. For instance, for re-
action R2a they adopted an imaginary frequency of 2564 cm−1,
leading to a barrier which is too high and too thin. Our calcu-
lated imaginary frequency equals 1737 cm−1, which is clearly a
more realistic value. For hydrogen abstraction from methanol
by atomic hydrogen one of us also found that the Eckart barrier
led to an overestimation of the tunneling contribution when com-
pared to a multi-dimensional tunneling method.27 For instance
at 100 K, the calculated values by SBGH and by us are 2.14×
10−12 cm3 molecule−1 s−1 and 0.99×10−12 cm3 molecule−1 s−1,
respectively. In this context, the SBGH calculations can be re-
garded as an upper limit for the monomer mechanism at low tem-
peratures. With the newly calculated potentials,tunneling prob-
abilities and reaction dynamics models, the discrepancy between
experimental and theoretical results does not disappear; in fact it
is further enhanced, since the rate constants calculated in this
study are smaller than those obtained by SBGH. We therefore
abandoned this route in favor of a more promising alternative:
investigating the reactivity of dimers.
Methanol dimer mechanism
In the low-temperature experiment (below 100 K) of Refs. 4 and
8, the reaction mixture is cooled by expansion with a carrier
gas through a pulsed Laval nozzle. The reaction mixture con-
sists of methanol and a hydroxyl radical precursor. The progress
of the reaction is monitored by measuring the disappearance of
these radicals. It is known, however, that such an expansion of
a gas with molecules that can interact through hydrogen bond-
ing28,29 or other intermolecular forces30,31 tends to produce not
only monomers but also dimers and, depending on the struc-
ture and experimental conditions, larger clusters. This is also the
case with methanol, which at low temperatures and under certain
conditions, including experiments in supersonic Laval nozzles,32
forms clusters,33 and mainly dimers.34 Because of the low col-
lision rate of the beam, the resulting mixture of monomers and
dimers (with the dimer having a binding energy of 6.1 kcal/mol),
is not in chemical equilibrium, i.e., dimers formed during the ex-
pansion will tend to survive until they collide with hydroxyl rad-
icals. Therefore the possible presence of dimers (and possibly
larger clusters, which we will neglect henceforth) in the expanded
gas should not be ignored.
Compared to monomeric methanol (M), the cross-section of the
dimer (D) may be larger, thus being a preferred target for the
hydroxyl radical. But more important is the fact that the dimer
can dissociate, thus providing the required third body to stabi-
lize the reaction complex. The probable outcome of a collision
of the dimer with hydroxyl is that the hydroxyl moiety, because
of its stronger binding, replaces a methanol molecule, and that
the small amount of heat generated will be mostly carried off as
kinetic energy by the replaced molecule, thus leaving a cool com-










Since the opening of this new channel would provide a way out of
the dilemma discussed above, an investigation of its quantitative
effects is called for.
QCT calculations carried out for the association reaction (R1’)
yield an internal energy distribution function for the nascent com-
plex (C’) of Gaussian form (see Fig. 3). However, since this Gaus-
sian enters the quantum mechanically forbidden region (below
the zero-point energy of the complex), we have also employed
unshifted but 10 times thinner Gaussian distributions. This pro-
cedure resembles the Gaussian binning method,35 and avoids to
a large extent zero-point energy leakage. The effect of this modi-
fication in the total thermal rate constant kD(T ) is about a factor









































Fig. 3 Internal energy distributions of the nascent complexes in the monomer and dimer mechanisms. The blue numbers indicate the average internal
energies of the complexes formed in the dimer mechanism (in kcal/mol and including ZPE).
of two. For instance, at T = 50 K with the original distribution
kD(T ) = 1.82×10−10 cm3 molecule−1 s−1, whereas the modified
distribution leads to kD(T ) = 3.59× 10−10 cm3 molecule−1 s−1.
Table 1 lists the average of the two values.
As expected, the D + OH association rate constant k1,D is 2
to 3 times larger than the M + OH capture rate k1,M (Table 1).
Additionally, the QCT simulations show that two different mech-
anisms can take place upon capture in the D + OH reaction: (i)
Inelastic scattering, where the dimer survives the collision with hy-
droxyl, and the only consequence of the interaction is an energy
exchange; these capture trajectories are therefore considered un-
reactive; (ii) Substitution, where the hydroxyl replaces either of
the methanol molecules in the dimer, which leads to the complex
C’. This mechanism enhances the overall rate, as the resulting
complexes are much cooler than those formed in the correspond-
ing M + OH reaction. According to our QCT simulations, the
substitution mechanism accounts for 72%, 69%, 68% and 68% of
the total at T = 50, 100, 150 and 200 K, respectively. Representa-
tive movies of each mechanism are included in the SI. Apparently,
the inelastic scattering mechanism is more favored in the reaction
of hydroxyl with bulkier alcohols such as ethanol and 2-propanol,
possibly because the methyl groups screen the hydroxyl group.
That would explain that these alcohols display less reactivity to-
wards OH at low temperatures.36
Figure 3 demonstrates that in D + OH collisions a significant
amount of energy is carried off by the leaving monomer, lead-
ing to rovibrationally cold complexes. The nascent complexes
(C’) have average internal energies of −2.06, −1.68, −0.78 and
0.09 kcal/mol (with respect to the M + OH dissociation limit)
for T = 50, 100, 150 and 200 K, respectively. For the lowest two
temperatures the average internal energies are well below the dis-
sociation energy, which means that an important fraction of these
complexes will proceed to products before they can redissociate.
This result indicates that the overall rate constant kD(T ) for the D
+ OH mechanism is greater than that of the M + OH mechanism,
and close to the association rate constant k1,D(T ) (see Table 1).
Table 1 Association (k1,M(T ) and k1,D(T )) and total (kM(T ) and kD(T ))
thermal rate constants for the reaction of methanol monomer (M) and
methanol dimer (D) with the OH radical. The last column list the total rate
constant for the hydrogen abstraction reaction obtained from eqn 2. All
thermal rate constants in 10−12 cm3 molecule−1 s−1
T (K) k1,M(T ) k1,D(T ) kM(T ) kD(T ) k(T )
50 278 499 1.67 271 41.8
100 233 489 0.99 248 26.3
150 213 446 0.90 205 0.98
200 174 412 0.80 114 0.80
Comparison with experiments
The main result of this study is that, under cold beam conditions,
methanol dimers react much faster with hydroxyl radicals than
methanol monomers. Whether this result has relevance for the
observations reported in Refs. 4 and 8 depends on the presence
or absence of dimers in the beams. This can only be established
experimentally. If equilibrium conditions prevailed, the dimer
fraction would vary from close to zero above 150 K to close to
100 % below 50 K for the calculated dimer binding energy of 6.1
kcal/mol. However, it has been found that Laval nozzles gen-
erate beams in which the actual concentration need not be the
equilibrium concentration but may be smaller or larger depend-
ing on the conditions.37 Presumably, the value is set inside the
nozzle and remains virtually unchanged in the beam where there
are few collisions. In the absence of specific information about
the dimer fraction in the beam, we start our analysis from the ob-
served rate constants and use our calculation scheme to calculate
the dimer fraction required to reproduce these rate constants the-
oretically. Taking into account that the methanol concentration
[Met] relates to the monomer [M] and dimer [D] concentrations
by [Met] = [M] + 2[D], the total rate constant can be expressed
as:
k(T ) = kM(T )(1−2y)+ kD(T )y, (2)
where y=[D]/[Met] is the unknown in the equation. Notice that
the dimer fraction y is assumed to be constant for every tem-
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perature, i.e., the dimer concentration depends linearly on the
methanol concentration, which accounts for the linear depen-
dence of the pseudo-first order experimental rates on methanol
concentration.4,8 This assumption is supported by a recent Laval-
nozzle experiment with propane as the condensable gas, in which
the average size of the clusters was found to be nearly indepen-
dent of the propane concentration for low gas densities, an obser-

























Shannon et al. (L)
G.-M. et al. (L)





Fig. 4 Calculated and observed thermal rate constants plotted logarith-
mically against temperature. (L) and (FT) mean Laval and flow tube ex-
periments, respectively.
The observed rate constants, displayed in Fig. 4, were obtained
by a variety of methods and show considerable scattering. The
calculated equilibrium rate constants (see SI) for the reaction
2M−−⇀↽− D
indicate that at T < 100 K the dimer fraction strongly dominates
(2yeq ∼ 1) and that at T > 150 K, the dimer fraction is negligible
(2yeq∼ 0), where yeq=[D]eq/[Met] and [D]eq is the dimer concen-
tration at equilibrium. Because of the scarcity of accurate data in
the critical intermediate region (100-150 K), we cannot fit y reli-
ably using this data. By contrast, the available rates at T < 100 K
are accurate, and a good fit to the experiments is obtained when
2y ' 0.30. Here we are assuming that the ratio α = y/yeq is tem-
perature independent and equals that obtained at T < 100 K,
namely 0.30. We can now express eqn 2 as a function a single
and constant parameter α:
k(T ) = kM(T )(1−2yeqα)+ kD(T )yeqα, (3)
In Fig. 4, the choice of α = 0.30 for all temperatures is repre-
sented by the solid curve, which yields a good fit to the experi-
mental data from T = 50 to 200 K. It slightly underestimates the
rates observed in the intermediate region; this may suggest that
the dimer concentration could be closer to its equilibrium value,
which would not be a surprise,37 but cannot be firmly stated on
the basis of the scattered data presently available. However, the
significant point of this comparison is that it offers a concrete esti-
mate of the dimer concentration in the Laval-nozzle beam at low
temperatures, which can be tested experimentally.
Our estimate is supported by the observed very weak pressure
effect. To show this, we computed the variation of the bimolecu-
lar rates with bath gas density for a density range of 0−17×1016
molecule cm3 at a temperature of 82 K. The theoretical result at
this temperature was obtained via a linear interpolation between
the 50 K and 100 K results. The rates obtained for the M + OH
reaction show a slight increase with pressure (17% when [N2]
changes from 0 to 17× 1016 molecule cm3), while the D + OH
rates are very close to the capture limit and thus virtually inde-
pendent of pressure. For the chosen value α = 0.30 there is an
almost perfect match with the observed rates (see the SI).
Moreover, the calculated branching ratios are in agreement
with the observations and calculations of SBGH,4 who predicted
that at 70 K the dominant product is methoxy, whereas at room
temperature the main product is hydroxymethyl.3 Our results at
T = 50, 100, 150 and 200 K yield 86, 67, 46 and 38% of methoxy
radical formation, respectively. These results indicate that tun-
neling plays a role even at temperatures at which the reaction is
controlled by the association reaction (T < 100 K) with a dom-
inant contribution by the methanol dimer. In fact, most of the
complexes formed from the methanol dimer have not enough en-
ergy to dissociate nor to proceed over the barrier, so tunneling
decides which product dominates. Because tunneling is very sen-
sitive to the width of the potential barrier, it is not surprising that
the process with the highest imaginary frequency at the transition
state (i.e. the narrowest potential) provides the dominant chan-
nel. As the temperature increases, overbarrier processes start to
dominate for which the main product is the one whose formation
is governed by the lowest barrier.
Conclusions
The present calculations show that dimerization greatly enhances
the reactivity of methanol towards hydroxyl radicals at low tem-
perature. This raises the question whether the recently observed
increase in reactivity with decreasing temperature in Laval-nozzle
beams is due to dimerization or formation of a hot collision com-
plex with a lifetime long enough to allow reaction by proton tun-
neling. Our calculations indicate that both reaction channels con-
tribute but that below a temperature of 100 K the dimer channel
dominates. Specifically, they predict that at those temperatures,
the concentration of dimers in the beam used in the experiments
needs to be about 30 % of the equilibrium concentration in or-
der to account for the observed rates, a conclusion that can be
tested experimentally, since the dimer has been identified spec-
troscopically. If the test result is positive, the problem of the high
reactivity at low temperatures is basically solved; if it is negative
the problem remains open, since the available calculations based
exclusively on the monomer channel lead to rates at least an or-
der of magnitude lower than observed.
Our calculations have also astrophysical relevance since the re-
action has been proposed4 as a source of methoxy radicals re-
cently detected in interstellar space, where the dimerization chan-
nel should not be available. This leads to the general conclusion
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that for reactions that are enhanced by the formation of clusters,
including dimers, data obtained from cold-beam experiments can
be applied to interstellar chemistry only if they can be corrected
for the presence of clusters.
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