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ABSTRACT
We study graph realization problems from a distributed perspective. The problem is naturally ap-
plicable to the distributed construction of overlay networks that must satisfy certain degree or con-
nectivity properties, and we study it in the node capacitated clique (NCC) model of distributed
computing, recently introduced for representing peer-to-peer networks.
We focus on two central variants, degree-sequence realization and minimum threshold-connectivity
realization. In the degree sequence problem, each node v is associated with a degree d(v), and the
resulting degree sequence is realizable if it is possible to construct an overlay network in which the
degree of each node v is d(v). The minimum threshold-connectivity problem requires us to construct
an overlay network that satisfies connectivity constraints specified between every pair of nodes.
Overlay network realizations can be either explicit or implicit. Explicit realizations require both
endpoints of any edge in the realized graph to be aware of the edge. In implicit realizations, on the
other hand, at least one endpoint of each edge of the realized graph needs to be aware of the edge.
The main realization algorithms we present are the following.
• An O˜(min{√m,∆}) time algorithm for implicit realization of a degree sequence. Here, ∆ =
maxv d(v) is the maximum degree and m = (1/2)
∑
v d(v) is the number of edges in the final
realization.
• O˜(∆) time algorithm for an explicit realization of a degree sequence. We first compute an
implicit realization and then transform it into an explicit one in O˜(∆) additional rounds.
• An O˜(∆) time algorithm for the threshold connectivity problem that obtains an explicit solution
and an improved O˜(1) algorithm for implicit realization when all nodes know each other’s IDs.
These algorithms are 2-approximations w.r.t. the number of edges.
We complement our upper bounds with lower bounds to show that the above algorithms are tight
up to factors of log n. Additionally, we provide algorithms for realizing trees and an O˜(1) round
algorithm for approximate degree sequence realization.
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1 Introduction
Graph Realization problems, which deal with constructing graphs that satisfy certain specified properties, have been
studied quite extensively for over half a century, focusing on problems related to realizing graphs with specified
degrees [10, 18, 20], as well as other properties, like connectivity and flow [13, 14, 15, 16] or eccentricities [9, 23].
The most prominent realization problems deal with degree sequences. A (typically non-increasing) sequence of non-
negative numbers D = (d1, d2, . . . , dn) is said to be realizable or graphic if there is a graph on n nodes whose
sequence of degrees matches D. By the handshaking lemma, dating back to Euler’s work on the Konigsburg bridges
problem [11], we know that if D is graphic, then
∑
i di must be even. In 1960, Erdo¨s and Gallai [10] gave a complete
characterization, showing that D is graphic iff
∑k
i=1 di ≤ k(k − 1) +
∑n
i=k+1 min(di, k) for every k ∈ [1, n].
Havel [20] and Hakimi [18] independently gave a recursive algorithm that can determine whether a given D is graphic
and compute a realizing graph when it is graphic. Being constructive, their method has played a crucial role in many
subsequent studies, and ours is no exception.
Over the last two decades, peer-to-peer (P2P) networks have developed as a versatile and effective platform for coop-
erative distributed computations. Research on P2P has lead to ideas that have become crucial in a variety of contexts,
ranging from fully decentralized applications like blockchain networks to more controlled contexts like Akamai’s
network services [32]. Overlay construction is an important P2P component, involving the formation of new links
– so called overlay links – that comprise an overlay network tailored to benefit P2P applications. In the typical sce-
nario, starting from some basic network state, the nodes in a P2P network must interact with each other in a fully
decentralized manner and form an overlay network to be used for specific purposes.
The constructed overlay network G is often required to possess certain desirable properties. A common requirement
is that G be of bounded degree, so that the overhead for network formation and maintenance at each node is bounded.
Additionally, one can envision a variety of other desired properties that the overlay G should possess, like bounded
diameter, well-connectedness, flow guarantees, tolerance to both benign and malicious failures, and so on.
Note, however, that such overlay constructions can be viewed as (distributed) graph realization problems. This natural
connection makes it plausible that ideas from graph realization theory may lend interesting new techniques allowing
us to build better overlay networks. Conversely, the endeavor to build useful overlay networks is expected to pose new
theoretical challenges that are likely to enrich graph realization theory. We hope that our work will initiate this new
synergy between these two areas that, to the best of our knowledge, has not been formally explored in the past.
Towards the goal of formulating and studying distributed graph realization problems, we employ the node capacitated
clique (NCC) model [3] that captures several key aspects of P2P networks. In this model, we have n nodes V with
unique identifiers called IDs. Any node u can send messages of bounded size to any other node v provided u knows
v’s ID; we can think of v’s ID as its IP address. In this sense, the NCC model is somewhat similar to the congested
clique (CC) model [22, 24]. However, in the interest of being useful in the P2P context, NCC limits each node to send
and receive a bounded number of messages, which, interestingly, makes NCC quite distinct from CC.
In the first paper that introduced NCC [3], node IDs were assumed to be common knowledge. This knowledge of all
other IDs corresponds roughly to the KT1 version of the CONGEST model (cf. [28]) and for this reason we call it the
NCC1 model. One may argue that NCC1 is somewhat impractical in the P2P context because peers are highly unlikely
to have so much knowledge about other nodes. To address this, we introduce a variant of NCC that corresponds to the
KT0 version of the CONGEST model, which we call NCC0, that limits the number of IDs known to each node. The
directed graph on V in which the (out) neighbors of each v are the nodes whose IDs were known to v at the start is
called the initial knowledge graphGk. In our case, we assumeGk is a path of n nodes. Since NCC0 is more restrictive,
algorithms designed for it will also work in NCC1. Consequently, we focus on algorithms for NCC0 (unless stated
otherwise). Further details of the model are described in Section 2.
Problem Statements. We say that an overlay graph G = (V,E) is constructed if, for every e = (u, v) ∈ E, at
least one of the endpoints is aware of the ID of the other and also aware that e ∈ E. We say that the overlay graph
is explicit if, for every edge in the graph, both endpoints are aware of the edge. Otherwise, the overlay is said to be
implicit. In this paper, we focus on distributed realization problems in which, from a given initial knowledge graph
and some other required input parameters, we are to construct an overlay graph that satisfies certain requirements. We
study both explicit and implicit versions of the following two realization problems.
Degree Realization: Each node vi in the distributed network knows its required degree d(vi) = di. The goal is to
construct a realizing graph (if it exists). Formally, our input is a vector D = (d1, d2, . . . , dn) such that each di is only
known to the corresponding node vi. The required output is an overlay graph in which every vi has degree di if D is
realizable; otherwise, at least one node outputs Unrealizable.
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Connectivity Threshold Realization: The local edge connectivity threshold of two nodes u and v captures the minimum
number of edge disjoint paths required between the nodes u and v. In the connectivity realization problem, each node
v in the distributed network is provided with a vector that captures the required minimum local edge connectivity
threshold (denoted by σ(u, v)) to every other node u.1 The goal is then to compute an overlay graph G with as few
edges as possible so that any two nodes u, v in G satisfy the edge-connectivity relation ConnG(u, v) ≥ σ(u, v).
For this problem, we primarily focus on an approximate solution. In particular, we ensure that the number of edges in
the overlay network is larger by at most twice that of the optimal realization.
1.1 Our Contributions
We present a number of new algorithms. Unless stated otherwise, these are randomized (Las Vegas) algorithms, whose
running time bounds hold with high probability (w.h.p.)2. For the following results, m is the number of edges, and ∆
denotes the maximum degree in the given degree sequence.
1. For the distributed degree sequence realization problem, we provide an O˜(min(
√
m,∆)) time3 algorithm
that produces an implicit realization of the given graphic degree sequence. We then adapt this algorithm to
provide an O˜(∆) time algorithm for explicit realizations. We also study tree realizations, and present an
algorithm for implicit realization in O˜(1) rounds. Furthermore, we optimize the diameter of the realized tree.
2. We give an O˜(1) round algorithm for implicit connectivity threshold realizations in the NCC1 model that uses
at most twice the optimal number of edges needed for satisfying
the connectivity threshold requirements. For NCC0 model, we give an O˜(∆) round explicit realization algo-
rithm.
3. All our algorithms are tight up to factors of log n in the NCC0 model. Specifically, we show that for implicit
realizations of degree sequences there are instances that require at least Ω˜(
√
m) rounds and other instances
that require Ω˜(∆) rounds in NCC0. In comparison, we also show that every instance of explicit realization
requires at least Ω˜(∆) rounds in NCC0.
4. To facilitate the design of algorithms in NCC0, we provide some algorithmic primitives that may be of in-
dependent interest. First, we show that the nodes can be arranged in the form of a balanced binary tree in
deterministic O(log n) time. Furthermore, they can be rearranged to form a path sorted according to some
parameter known locally to each node in deterministic O(polylog(n)) rounds. Finally, we show how a series
of primitives presented in [3] for NCC1 can be adapted to work in NCC0.
1.2 Related Work
A variety of graph realization problems have been studied in the literature. For the problem of realizing degree
sequences, Havel and Hakimi [18, 20] independently came up with the recursive algorithm that forms the basis for our
distributed algorithm. Non-centralized versions of realizing degree sequences have also been studied, albeit to a lesser
extent. Arikati and Maheshwari [1] provide an efficient technique to realize degree sequences in the PRAM model. To
the best of our knowledge, graph realization problems have not been explored in the distributed setting.
Other graph realization problems studied are eccentricities [9, 23], connectivity [14, 15], degree interval sequences
(cf.[7] and references therein), and more (cf. [6, 8]).
Overlays in distributed settings have been well studied, as they provide structure and stability which are best exem-
plified by structures such as Chord [31], CAN [29], and Skip Graphs [2]. They can also be used to handle dynamism
and faults. For example, Fiat and Saia [12] introduced an overlay using butterfly networks that is tolerant of faults.
This was used in [3, 4] to provide a low diameter structure that is also easily addressable. Detailed surveys of various
overlays and their properties can be found in [25, 26].
Our work uses the NCC model [3] for P2P networks. This model is similar to the CC model [24], introduced well over
a decade ago and studied extensively since then (see [22] and references therein).
Organization. In section 2 we formally define the NCC model of communication. Then, to lay the groundwork for our
algorithms, Section 3 presents a series of primitives along with a brief description of the Havel-Hakimi algorithm. Our
main contributions are in sections 4 through 7. Section 4 presents algorithms for realizing general graphs given graphic
1Here σ is a symmetric relation, that is, σ(u, v) = σ(v, u).
2An event such as running time staying within some bound is said to hold with high probability if its probability is at least
1− n−c for any constant c independent of n, but may depend on the constants used within the algorithm.
3We use O˜ and Ω˜ as asymptotic notations that hide polylog n factors.
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degree sequences. The special case of trees is treated in Section 5. Section 6 studies the problem of connectivity
threshold realization. Our lower bounds are presented in Section 7. Finally, in Section 8 we conclude.
2 The NCC model of communication
We consider the node capacitated clique model (NCC) recently introduced in SPAA’19 [3]. The NCC comprises n
nodes V = {v1, v2, . . . , vn} that can communicate with each other via synchronous message passing. Each node is
uniquely identified by an ID drawn from [1, nc] for some fixed c 1. A node can send at most O(log n) messages of
size O(log n) bits each per round. However, in order for a node u to send a message to another node v, u must know
the ID of v. (Intuitively, v’s ID can be viewed as its IP address.)
Since inter-node communication is significantly slower than local computation at the nodes, our focus is on mini-
mizing the round complexity (a.k.a. time complexity), which measures the number of synchronous communication
rounds it takes an algorithm to terminate. Hence, the NCC model allows nodes to perform an unbounded amount of
local computation per round. However, we emphasize that in our algorithms, the computation is bounded by some
polynomial in n.
We distinguish the NCC setting into two variants, NCC0 and NCC1, based on the IDs initially known to the nodes.
In NCC1, which matches the NCC model introduced in [3], all nodes have full knowledge of each others’ IDs. Thus,
w.l.o.g., we can assume that the IDs are in [1, n]. Thus, this version of the NCC is similar to the KT1 variant of the
CC model [24], except with a bound on the number of messages that can be sent/received at a node in every round. In
NCC0, on the other hand, each node only knows the IDs of a few other nodes. Formally, each node knows only the
IDs of its neighbors in some directed initial knowledge graph Gk = (V,Ek), such that a pair (u, v) ∈ Ek iff u knows
v’s ID at the beginning. For concreteness, in this paper we assume that Gk is a directed path consisting of the n nodes
arranged in some arbitrary order4.
Remark. Any algorithm that can be executed in the NCC0 model can be executed in the NCC1 model without any
increase in its time complexity. Thus, unless stated otherwise, all our algorithms are designed for NCC0.
3 Preliminaries
Sections 3.1 and 3.2 describe several fundamental structural and computational primitives in NCC0 that are used quite
extensively later on. Then, Section 3.3 briefly describes the classical (sequential) Havel-Hakimi algorithm [18, 20],
which serves as a basis for many of our algorithms.
3.1 Structural Primitives
Structural primitives deal with arranging the nodes in suitable ways. Specifically, we show how to connect the nodes
in the form of a tree, or linearly, sorted by some parameter of the nodes. Recall that the initial knowledge graph Gk in
our model is a directed path. In one round, the directed path can be converted into an undirected (but ordered) path,
by having u send its ID to v, for each edge (u, v) in Gk. We say that the path is ordered because, for each (u, v) in the
initial knowledge graph, u can remember v as its successor and v can remember u as its predecessor.
3.1.1 Balanced Binary Search Tree
Our goal is to rearrange the nodes in the form of a balanced binary search tree of height at mostO(log n). The tree that
is formed must be a search tree in the sense that, for every node u in the tree, the nodes in the left subtree must appear
earlier (i.e., precede u) in Gk and nodes in the right subtree must appear later (i.e., succeed u) in Gk. As a warm up,
we first present a simple and straightforward approach to building a balanced binary tree that will not be a search tree.
To build the balanced binary tree, we exploit the fact that the nodes are arranged in a path, and that in one round, each
node can learn the ID of its neighbors’ neighbors (when present). This can be accomplished by having every node
send each of its neighbors’ addresses to the other neighbor. With this ability to learn one’s neighbors’ neighbor, we can
decompose a path into two paths comprising nodes in odd and even positions, respectively. Now our algorithm can be
described succinctly in the following recursive manner. Initially, there is a single path, but as the algorithm progresses,
several paths will be created and the recursive step, described as follows, must be applied to every path. The left-most
node r makes its immediate neighbor a its left child; r then makes a’s other neighbor b its right child. Then, r removes
itself from the path and the path is decomposed into two paths comprising nodes in odd and even positions, with a and
b being the left-most and rightmost nodes in the two paths. This process is then repeated recursively (and in parallel)
in the two paths that are created, and the recursion terminates when empty paths are created. In O(log n) rounds, all
recursive calls would have terminated because the length of the paths halve in each recursive call.
4We choose to make Gk a path for ease and clarity in exposition. Typically, Gk will be a low-degree graph.4
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Figure 1: The balanced binary tree built on Gk using the recursive construction. For any path, r, a, and b indicates the
parent and its left and right child respectively.
We now provide a more elaborate algorithm to produce a balanced binary search tree. We first design a structure L and
then perform a controlled breadth first search that results in a balanced binary tree. Our construction is fully distributed
and deterministic. The structure L comprises dlog ne+ 1 levels (L0, L1, . . . , Ldlogne). Each level i, 0 ≤ i ≤ dlog ne,
comprises up to 2i paths (set of nodes with structure similar to Gk, but undirected). L0 has just one path, which is
the undirected form of Gk. Subsequently, each path ` at level Li−1 produces up to two paths `0 and `1 at level Li; `0
comprises nodes at even position in ` and `1 contains the nodes in odd position. We say that path ` is the parent path
of paths `0 and `1, and conversely, `0 and `1 are the children of `. In order to bypass the problem of nodes having to
determine the parity of their positions, we do not require nodes in `0 and `1 to be aware of whether they are in `0 or `1.
To construct `0 and `1, each node in ` sends its predecessor’s ID to its successor and vice versa and then each node v in
` connects to its grand-predecessor p∗ (i.e., predecessor’s predecessor) in ` and (the similarly defined) grand-successor
s∗ (both, only if present). Node p∗ and s∗ now serve as the predecessor and successor, respectively, of v in the newly
formed path in level Li. After all paths in level Ldlogne are constructed, the first node in Gk (i.e., the node with no
predecessor at level L0) becomes the root node r and initiates a controlled BFS as described in Algorithms 1 to form
a BFS tree TBFS .
Theorem 1. The fully distributed deterministic construction outlined above takes a linear arrangement of nodes as
the knowledge graphGk and produces a binary tree TBFS of height at most dlog ne+1 inO(log n) rounds. Moreover,
an inorder traversal of this tree yields the original Gk.
Proof. The paths on each level are close to half the length of their parent path on the previous level, so there are clearly
at most O(log n) levels and the construction of each path takes at most O(1) parallel rounds. Thus L is constructed
in O(log n) rounds. Since, in the binary tree construction, invitations and subsequent acceptances happen in parallel,
each iteration only takes O(1) rounds of height at most O(log n), thereby making the overall running time O(log n).
To argue the correctness of the binary tree construction, we observe the following properties of TBFS .
Single Parent. Each node has exactly one parent because it only accepts one invitation. (Once it joins TBFS , it stops
accepting invitations.)
Two Children. Each node v has at most two children because it gets at most one predecessor child and one successor
child.
5
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Figure 2: The structure L and the corresponding balanced binary search tree built on L. The letters p and s indicate
the predecessor and successor of a node in a level respectively.
Algorithm 1: A controlled BFS algorithm to arrange nodes in the form of a balanced binary tree.
Input: L has been constructed and the root r knows that it’s the root.
Output: A balanced binary tree rooted at r such that an in-order traversal will yield the nodes in the input knowledge
graph ordering.
/* Sets Sp, Ss are maintained implicitly in the sense that each node in Sp or Ss knows its
membership. */
1 Sp ← Ss ← {r};
2 for i from dlog ne − 1 down to 0 do
3 foreach v ∈ Sp (in parallel) do
4 if v has a predecessor p in level i then
5 v invites p as its left child in the BFS;
6 Sp ← Sp \ {v};
7 foreach v ∈ Ss (in parallel) do
8 if v has a successor s in level i then
9 v invites s as its right child in the BFS;
10 Ss ← Ss \ {v};
11 foreach node u not already in the BFS tree that was invited (in parallel) do
12 u accepts the invitation from, say, v;
13 u connects to v forming a BFS tree edge between parent v and child u;
14 Sp ← Sp ∪ {u};
15 Ss ← Ss ∪ {u};
Balanced. The depth of TBFS is at most O(log n) (which again holds because there are only O(log n) levels in L and
each parent is always at a higher level than its children).
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Spanning Tree. Finally, we argue that TBFS spans all the nodes in V . Observe that the 2i lists in level i form a
partition of V because each list in level i > 0 is formed as a partition of a list in level i− 1. We use ti to denote the list
in level i that contains the root node r. Thus, tdlogne is just the singleton list containing r and t0 is the initial knowledge
graph which is a linear arrangement of all nodes in V . For each node v, define its elevation elev(v) , max{i | v ∈ ti}.
To show that TBFS spans V , we need to argue that each node v is added to TBFS at level elev(v). Suppose not. Then,
there must be a v with maximum elevation that did not get an invitation at level elev(v) (and of course it couldn’t have
gotten an invitation at any level higher than elev(v) because v 6∈ ti for i > elev(v)).
Consider the case where v has exactly one neighbor v′ at level elev(v); Wlog, let v be the successor of v′ at level
elev(v). The node v′ must have a higher elevation as both v and v′ cannot have the same parity in telev(v). Thus, by our
assumption, v′ must have been invited, entered TBFS , and put itself in both Sp and Ss at level elev(v′). From level
elev(v′) down to elev(v) + 1, v′ could not have had any successor, as otherwise, v would not be its successor at level
elev(v), so v′ must invite v at level elev(v), contradicting our assumption.
The case when v′ has two neighbors in telev(v) can be argued similarly. In fact, we can argue that exactly one neighbor
v′ of v in telev(v) will have elevation elev(v) + 1. To see this, notice that both neighbors will be in telev(v)+1 as they
had the same parity in telev(v) and only one can be in level telev(v)+2 as they both have different parities in telev(v)+1.
Thus, since v′ entered TBFS at level elev(v) + 1, it must have invited v in level elev(v), which again contradicts our
assumption. Thus, TBFS is indeed a binary tree containing all n nodes and is balanced. Moreover, for every node v,
every node in its left (resp., right) subtree appears before (resp., after) v in the original path. Therefore, the original
ordering can be recovered by an in-order traversal of TBFS .
Finally, we show that each node can compute its position in the path graph Gk in O(log n) rounds. We first construct
TBFS on Gk. Recall that the inorder traversal of TBFS is Gk, so the problem reduces to each node calculating its
inorder traversal number in TBFS . This can be done efficiently in O(log n) rounds [4]. The key idea is to perform
a bottom up phase in which nodes learn the size of their (and their children’s) subtrees, and then a top down phase
in which the nodes learn their inorder traversals. We assume that n is known, but the algorithm can be modified to
work as long as we have a reasonable upper bound for it. In such situations, the exact number of nodes can inferred
from TBFS as the inorder traversal number of the last node in the original ordering. Thus, once n becomes common
knowledge, the median node’s ID can also be inferred in O(log n) rounds (and flooded to all nodes if needed). Thus,
Corollary 2. The position of a node in a path graph can be found in O(log n) rounds. Similarly, the address of the
median node can be made common knowledge to all nodes within O(log n) rounds.
3.1.2 Sorting in NCC0
Consider the NCC0 model with knowledge graph Gk being a path of n nodes. Furthermore, let each node be assigned
a unique value. We now show how to build a sorted path on those n nodes. To be more precise, we define a sorted
path as a path of nodes such that the first node has the smallest value and is called the head node, the last node has
the largest value and is called the tail node, and all other nodes have values greater than (resp., smaller than) their
predecessor (resp., successor). Every node in a sorted path must know its predecessor and successor’s IDs (when
present). In addition, for convenience, we assume that a balanced binary search tree has been constructed on the set of
nodes, i.e., a tree of height that is asymptotically at most logarithmic in the number of nodes such that for every node
v, the values in its left (resp., right) subtree are smaller (resp., greater) than v’s value. The head node’s ID will serve
as the handle for the sorted path.
Our approach is to first build a balanced binary search tree T (see Theorem 1) that may not be ordered according to
node values, and then build a sorted path of the n nodes in a bottom up manner starting with the leaves. To build the
sorted path, first each leaf node sends its value up to its parent. Then the parent sorts them, constructs the sorted path
with itself and its children, and informs the leaves of their neighbors in the sorted path. This is then repeated at higher
levels, i.e., each node u passes on the ID of the head node of the sorted path containing all nodes in u’s subtree up
to its parent v. Node v will receive up to two such IDs, one from each of its children. Node v then uses the merging
techniques described shortly to merge the two corresponding paths (also including itself) and passes on the merged
path’s head ID to its parent. This bottom-up procedure will therefore require us to go through O(log n) levels. At each
level, the nodes must merge the two sorted paths they receive from their children, for which we provide an O(log2 n)
rounds procedure. Thus, the overall round complexity is O(log3 n).
We now focus on a node v that has received two head node IDs corresponding to the sorted paths R1 and R2 of nodes
from v’s left subtree and right subtree, respectively. Node v initiates a recursive merge procedure that combines the
two paths into one sorted path R and then inserts itself into the sorted path (taking advantage of the fact that the sorted
7
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path R will include a balanced binary search tree). Thus, the output will be a sorted path containing all nodes in the
subtree rooted at v.
The merge procedure is defined recursively. Without loss of generality, let R1 be the larger of the two paths (breaking
ties arbitrarily) that v receives from its children in T . If R2 has just one node y in it, that singleton node y and v are
just inserted into R1 to produce the required merged sorted path R. Otherwise, The median node x of R1 is computed
(see Corollary 2) and each of the two sorted paths is split into two sorted paths as follows. Path R1 is split into R<1
(resp., R>1 ) comprising nodes in R1 with values less than (resp., more than) the value of x. Path R
<
2 and R
>
2 are
defined similarly. These paths can be constructed in a straightforward manner by searching for the value of x in the
two paths R1 and R2. For example, the node in R1 with the largest (resp., smallest) value that is less than (resp., more
than) the value of x will be R<1 ’s tail (resp., R
>
1 ’s head) and having computed the required tails and heads, we can
apply Theorem 1 to complete the construction of the required sorted paths. Thus, these sorted path constructions will
take O(log n) time. We now recursively merge R<1 and R
<
2 to form the merged path R
< comprising all nodes from
R1 and R2 whose values are less than that of x. The path R> whose values are greater than that of x is also obtained
similarly. The two paths R< and R> are sorted, so they can now be merged easily (with x placed in between) to form
the required sorted path R.
The correctness of the procedure is straightforward and similar to mergesort. Note that the recursion depth of each
merge procedure will be at most O(log n) because the sum of the nodes in the two paths at any recursive step will be
at most 3/4 of the number of nodes in the two paths at the previous recursive step. This follows from our choice of x as
the median element in the larger of the two paths. Thus, the depth of the recursion employed by the merge procedure
is O(log n). At each recursive step, we will be required to compute the median element (see Corollary 2) of the larger
sorted path, search within the sorted paths, and build a balanced binary search tree (see Theorem 1), each requiring at
most O(log n) rounds.
Algorithm 2: Recursive-Merge
Input: A node v in the network receives two paths R1 and R2.
Output: The path R, where R is created by merging (in a sorted order) of R1 and R2.
1 Create balanced binary search trees for both R1 and R2 (see Corollary 2). if either R1 or R2 has only one node y.
then
2 Insert y in the appropriate position using the balanced binary search tree;
3 Return R.
4 else
5 Find the median of the larger path using the balanced binary trees;
6 Use it to split R1 and R2 into four sub-paths R<1 , R
>
1 and R
<
2 , R
>
2 ;
/* Here R<1 (respectively R
>
1 ) represents the parts of path R1 whose values are less
than (respectively, greater than) that of the median. R<2 , R
>
2 are defined
similarly. */
7 Call the recursive merge procedure on the pairs R<1 , R
<
2 and R
>
2 , R
>
2 .
Theorem 3. There exists an algorithm for creating a sorted path graph on n nodes of a balanced tree T in O(log3 n)
rounds in the NCC0 (and hence also in NCC1) model.
3.2 Computational Primitives
The computational primitives described next are primarily for aggregating, collecting, broadcasting and multicasting
information in NCC0. The following problem variations have been presented in [3] for the NCC1 model. We briefly
state how we adapt them to NCC0 and restate the results for the sake of completeness.
3.2.1 Global Computational Primitives
In global broadcast, a token token initially held by a designated leader node ` is to be sent to all other nodes. After
constructing the balanced binary tree, the leader can simply send the token to the root and the root can then send it
down to all nodes.
For global aggregation, we first need to define a few terms. An aggregate function is a function on any given
set of items I . In the context of distributed computing, we may encounter the items in I in various orders, so
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we use a special form of aggregate functions called distributive aggregate functions. An aggregate function f
is distributive if there is another aggregate function g such that for every partition of I into sets I1, I2, . . . , Ik,
f(I) = g({f(I1), f(I2), . . . , f(Ik)}). We assume that g is known whenever f is known; in fact, they are often
the same (e.g, maximum and minimum). In global aggregation, a designated leader node ` is known to all nodes,
and every node u in V has an input, valueu, of size at most O(log n) bits, and is aware of a distributive aggregate
function f over I that produces f(I) of size at most O(log n). The goal is for the leader to learn f({valuev}v∈V ).
Again, constructing a balanced binary tree, we may aggregate the values to the root using the standard convergecast
technique, which will then send f(I) to `.
Theorem 4. Global broadcast and global aggregation can be performed in O(log n) rounds.
3.2.2 Global Collection
Again, a designated leader ` is known to all nodes. For some A ⊆ V of size |A| = k, each v ∈ A has a token tokenv
of size O(log n) bits and the goal is to collect {tokenv}v∈A at `. Using the balanced binary tree and pipelining, we
get:
Theorem 5. Global collection can be performed in O(k + log n) rounds.
3.2.3 Local Computational Primitives
The first local task is local aggregation in which we seek to aggregate data over g different aggregation groups
A1, A2, . . . , Ag ⊆ V . Each node v ∈ Ai has an input, valuev,i. The Ai’s are not necessarily disjoint, so the number
of input values each v has equals the number of Ai’s that contain it. Each aggregation group Ai has an associated
destination node ti (not necessarily in Ai) that must learn fi({valuev}v∈Ai) for some distributive aggregate function
fi known to all v ∈ Ai. Each aggregation group Ai has a unique identifier5 gidi ∈ [n] known to all its members.
Define L =
∑
i |Ai|, `1 = maxv∈V |{i ∈ [g] | v ∈ Ai}|, and `2 = maxv∈V |{i ∈ [g] | v = ti}|.
The participants of Ai ∪ {ti} are not required to know the other participants.
To perform the aggregation task (and other subsequently defined tasks), we need to ensure that the nodes in V can
emulate a butterfly network (see [27] for definition and details) within the framework of NCC0. This can be accom-
plished in O(log n) time by adapting a recursive procedure given in [4]; also see [3] for specifications of the required
emulation.
Theorem 6 (Theorem 2.2 in [3]). Aggregation can be performed by a randomized algorithm in
O
(
L
n +
`1+`2
logn + log n
)
rounds w.h.p.
The second primitive is local multicasting. This task concerns sets A1, A2, . . . , Ag ⊆ V and source nodes
{s1, s2, . . . , sg}. Each multicast group Ai ∪ {si} has a unique group identifier gidi, known to all its participants.
Each source node si has a token tokeni that must reach all nodes inAi. The parameters L and `1 are defined as before.
Also let `3 = maxv∈V |{i ∈ [g] | v = si}|.
Theorem 7 (Theorem 2.5 in [3]). Multicast can be performed in O
(
L
n +
`1+`3
logn + log n
)
rounds.
Finally, we consider the task of collecting tokens, where we again have groups A1, A2, . . . , Ag ⊆ V , and each v ∈ Ai
has an input token tokenv,i of size at most O(log n). the Ai’s are not necessarily disjoint, so the number of tokens at
each v equals the number of Ai’s that contain v (assuming v has a different token for each group it belongs to). Each
groupAi has an associated destination node ti (not necessarily inAi) that must collect the tokens in {tokenv,i|v ∈ Ai}.
As usual, each group i has a unique group ID associated with it. For simplicity, we assume that no two groups share
the same destination.
Theorem 8. Token collection can be performed in O
(
L
n +
`1
logn + log n
)
rounds.
Proof. The goal is to map the given token collection task into a suitable aggregation task. Our approach is to create
aggregation groups – one group for each token – that comprises just two nodes each, namely, the source of the token
and its destination. Concretely, consider tokenv,i at v ∈ Ai that must reach ti. Then, we need to form an aggregation
group with the singleton set {v} and destination ti. The challenge is to get both nodes in each group to agree on a
group ID because, if we use any property of the source v (either its ID or position), the destination ti may not know it.
5In [3], the unique group identifier happens to be the ID of ti, but as commented in [3], any arbitrary unique identifier will
suffice equally well. Some of our algorithms, however, crucially require choice of group identifiers other than the ID of ti.
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Instead, we form a unique group ID by concatenating the following: the group ID of group i (in the token collection
instance) and ui(v), where ui(v) is the inorder traversal number of v in the multicast tree [3] that is used by group i,
which we know how to compute from Corollary 2. Now we can apply Theorem 6 to get the required result.
3.3 Sequential Havel-Hakimi Algorithm
The characterization of Havel [20] and Hakimi [18] for graphic sequence can be stated concisely as follows.
Theorem 9 (Based on [20] and [18]). A non-increasing sequence D = (d1, d2, ..., dn) is graphic if and only if the
sequence (d′2, ..., d
′
n) is graphic, where d
′
j = dj − 1, for j ∈ [2, d1 + 1], and d′j = dj , for j ∈ [d1 + 2, n]
This characterization directly implies an O(
∑
i=1 di) time sequential algorithm, known as the Havel-Hakimi algo-
rithm, for constructing a realizing graph G = (V,E) where V = {v1, ...vn} and deg(vi) = di, or deciding that no
such graph exists. The algorithm works as follows. Initialize G = (V,E) to be an empty graph on V . In step i: (a)
remove di from D, and set dj = dj − 1 for all j ∈ [i + 1, di + i + 1]; (b) set the neighborhood of the node vi to
be {vi+1, vi+2, ...vi+1+di}; (c) finally, sort the updated D (as well as associate nodes). If, at any step, D contains a
negative entry, then the sequence is not realizable.
4 Distributed Degree Realization in Graphs
Subsection 4.1 presents an O˜(min{√m,∆}) time algorithm for implicit realization, where ∆ is the maximum degree
andm is the number of edges in the realizing graph. Subsection 4.2 extends this to an O˜(∆) time algorithm for explicit
realization. Then, Subsection 4.3 presents a distributed degree realization algorithm that, allowing for small variations
in the assigned degrees, obtains a realization in the scenarios where the degree sequence is not graphic. This plays a
crucial role in the connectivity threshold realizations presented later in Section 6.
4.1 Implicit Degree Realization in O˜(min{√m,∆}) Time
We first give a high-level description of our approach to implicit degree realization. The detailed pseudocode is
presented in Algorithm 3. It is a parallel version of the well known Havel-Hakimi procedure [18, 20]. Recall that
the Havel-Hakimi algorithm works by ensuring that the highest degree node is satisfied first (and once satisfied, its
degree is set to 0). In our case, we slightly adapt the algorithm to allow several nodes of the highest degree to be
satisfied in parallel. We ensure that in every round, the nodes having the highest degree disappear (they are assigned
their neighbors in the final realizing graph G).
Our algorithm proceeds in phases. Each phase operates as follows. We first sort the nodes in non-increasing order of
degrees in O(log3 n) rounds via techniques presented in Section 3. These nodes are arranged in a path graph L. Each
node determines its position in L (see subsection 3.1). Let δj be the value of the maximum degree of any node in the
jth phase of the algorithm and N denote the number of nodes of degree δj in that phase. Define q = max{1, b Nδj+1c}.
Then on L, starting with the highest degree nodes, divide the first q(δj + 1) nodes into q multicast groups, g1, . . . , gq
of δj + 1 nodes each. In every group gi, i ∈ [q], the leftmost node ti (in the path graph L) multicasts its ID to nodes
in gi. Thus, every other node v ∈ gi, k, knowing ti’s ID, forms an implicit overlay edge with ti. Note that each group
gi can use i as the group’s unique identifier. The nodes ti, i ∈ [g] set their degrees to 0, while all other nodes in the
groups decrease their degree by 1. This mean that q nodes of degree δj have now disappeared from the graph (as they
have been realized and are no longer under consideration). We then re-sort the list and repeat the above procedure
until all nodes have degree 0.
Lemma 10. The while loop in Algorithm 3 is invokedO(min{∆,√m}) times (i.e., there are at mostO(min{∆,√m})
phases).
Proof. At any phase j (jth iteration of the while loop), let δj be the maximum degree and N be the number of nodes
of degree δj . We distinguish two cases.
If N ≤ δj + 1, then the nodes x2, x3, . . . , x1+δj store ID(x1) in their neighbor-list, and decrease their degree by 1.
Also, x1 is removed by setting its degree to zero. So overall, the maximum degree in graph has decreased by at least
1.
Otherwise (N > δj + 1), for q = b Nδj+1c distinct values of i, the nodes xi+1, xi+2, . . . , xi+δj , store ID(xi) in their
neighbor-list, and decrease their degree by 1. Intuitively, we remove q stars from G. Though the maximum degree
may remain δj after this process, the number of nodes left with degree δj must be at most δj . This implies in the next
round, N would be bounded by δj + 1, so at most one additional round would be needed to eliminate δj .10
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Algorithm 3: Distributed-Degree-Realization
Input: An n-node network in which each node x is provided with a degree d(x).
Output: A corresponding implicit realization that satisfies the degrees assigned to the nodes.
1 j = 0
2 while (1) do
3 j ← j + 1
4 Sort the nodes in the non-increasing order of degrees; refer to the nodes as x1, . . . , xn such that
d(x1) ≥ d(x2) . . . ≥ d(xn).
5 (After sorting, each node knows its position in L.)
6 Broadcast δj = d(x1), the current maximum degree, to all the nodes in the network.
7 if δj ≥ 1 then
8 Aggregate and broadcast to all the nodes the value N = max{i | d(xi) = δj}.
9 Let q = max{1, b Nδj+1c}.
10 foreach i ∈ {α(δj + 1)− δj | α ∈ [q]}, in parallel do
11 Set d(xi) = NIL.
12 Broadcast ID(xi) to the next consecutive δj successors of xi, i.e. xi+1, xi+2, . . . , xi+δj .
13 The nodes xi+1, . . . , xi+δj store ID(xi) in their neighbor-list, and decrease their degrees by 1. In the
process, if the degree of a node becomes negative, then it broadcasts UNREALIZABLE, and the execution
terminates.
14 else exit the while loop;
Basically, in each iteration of the while loop (or in some cases with an additional iteration), the maximum degree for
that phase is removed from consideration. This guarantees the number of iterations to be at most ∆. Observe that,
the number of nodes of degree greater than
√
m in any m-edge graph is at most O(
√
m). Also, in each iteration,
the degree of at least one node of maximum degree becomes zero; it follows that the number of iterations required
to remove all nodes with degree >
√
m is at most O(
√
m). For the remaining nodes with degree ≤ √m, the O(∆)
bound translates to a O(
√
m) bound. Hence, the number of iterations is bounded by O(min{∆,√m}).
We next describe an O˜(1) time implementation of as single phase in Algorithm 3 in the NCC model. We briefly look
at the sorting, aggregation of frequency/maximum, and selective broadcasting procedures in an individual phase (steps
2-10 in Algorithm 3). The sorting in step 2 is accomplished inO(log3 n) rounds via the sorting techniques presented in
Sect. 3. This allows all nodes to be arranged in the sorted path L (sorted by the decreasing order of degrees). Crucially,
at the end of step 2 each node knows its position in L. We then accomplish step 4 via a global broadcast and inform
all the nodes in the network of the value δj . Step 6 can then be accomplished by aggregation and broadcast. First, we
calculate the value of N by having each node xi, such that d(xi) = δj , aggregate towards the node x1 using the group
ID 1, Then x1 performs a global broadcast to inform the nodes in L of N . All of the above can be accomplished in
O(log n) rounds using the global aggregation and broadcast techniques discussed in Sect. 3 (Theorem 4).
Once N is known to all the nodes in the network, each node can locally compute the value of q. In step 7, we
form q distinct groups for i ∈ [1, q]. Each i is a group ID for any node that is going to become a neighbor for xi.
Note that a node can calculate which distinct group it belongs to locally (with information about its position and N ).
Thus, for any i, each node xi can use i as the group ID and use the multicast algorithm to broadcast its ID to nodes
xi+1, xi+2, . . . , xi+δj . All of this can be done in parallel. Notice that by Theorem 7, steps 5-7 can be done inO(log n)
rounds. Thus, we have:
Theorem 11. There exists a procedure for implicitly realizing any given length-n graphic sequenceD = (d1, . . . , dn)
in O˜(min{√m,∆}) rounds, in both the NCC0 and NCC1 models, where ∆ is the maximum degree inD andm is the
number of edges required for the realization.
Proof. By lemma 10, Algorithm 3 involves at most O(min{√m,∆}) iterations of the while loop. By the above
discussion, a single iteration of the while loop (steps 2-10) can be performed in O˜(1) rounds. It follows that the entire
construction process takes O˜(min{√m,∆}) rounds.
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4.2 An O˜(∆) Time Algorithm for Explicit Degree-Realization
We now describe the extension of Theorem 11 for explicit realization. We first execute Algorithm 3. At the end of
its execution, each edge is stored implicitly. That is, for any edge e = (u, v) that was formed, at least one of its
endpoints (say u) is aware of the edge’s existence (and v’s ID). Therefore, u must communicate its ID to v to make
the realization explicit. To accomplish this, we create a group for each v such that the associated set is all nodes that
must communicate their IDs to v. Now applying Theorem 8, we can say that
Theorem 12. There exists a procedure for explicitly realizing any given length-n graphic sequenceD = (d1, . . . , dn)
inO(m/n+∆/ log n+log n) rounds, in both theNCC0 andNCC1 models, wherem = (1/2)
∑
i di and∆ = maxi di.
4.3 Approximately Realizing Non-Graphic Sequences
We next consider the case of a non-realizable degree sequence D = (d1, d2, . . . , dn). An upper envelope to D is a
degree sequence D′ = (d′1, d
′
2, . . . , d
′
n) satisfying d
′
i ≥ di for every i. A natural goal is to find a realization for an
upper envelopeD′ of low total discrepancy withD, defined as ε(D,D′) =
∑n
i=1(d
′
i−di). The question of minimizing
the discrepancy was studied by Hell and Kirkpatrick in the centralized setting [21]. We present a distributed solution
that provides an explicit realization of an upper envelope D′ for a given non-realizable sequence, with a discrepancy
of at most
∑n
i=1 di. This only requires the following alteration to step 13 of Algorithm 3.
Step 13: The nodes xi+1, . . . , xi+δj store ID(xi) in their neighbor-list, and decrease their
degrees by 1. In the process, if degree of a node becomes negative, then it resets its degree to
0.
Let D′ = (d′1, d
′
2, . . . , d
′
n) be the degree-sequence of the output graph. It is easy to see that the total degree increase∑n
i=1(d
′
i − di) is bounded by
∑n
i=1 di. This is because when a node’s degree is reset to 0, the resorting ensures that
it will again be used as a neighbor at most di times, yielding the following.
Theorem 13. There exists a procedure for explicitly realizing, for any given length-n (possibly non-graphic) sequence
D = (d1, . . . , dn), an upper envelope D′ = (d′1, . . . , d
′
n) satisfying (i) d
′
i ≥ di for every i, and (ii)
∑n
i=1 d
′
i ≤
2
∑n
i=1 di. This can be done in O˜(∆) rounds in both the NCC0 and NCC1 models, where ∆ is the maximum degree
in D.
5 Degree-Sequence Realization in Trees
In this section, we consider the degree realization problem when we restrict our realizations to trees. We refer to
this as the tree-realization problem. Note that a degree sequence (d1, d2, . . . , dn) is realizable as a tree if and only
if
∑
i di = 2(n − 1) [19]. Since this condition can be verified in NCC0 in O(log n) rounds by aggregation, we can
quickly test whether a given degree sequence has a valid tree-realization.
We present two O(polylog(n)) round algorithms for realizing trees in NCC0. The first is a simple algorithm yielding
a tree-realization of the maximum possible diameter. We then show how with some modification to the first algorithm,
it is possible to output a minimum diameter tree.
A detailed pseudocode of our first algorithm is presented in Algorithm 4. Given a realizable sequence, the key idea
here is as follows. First we sort the nodes according to their degrees. This allows us to separate out the leaves and the
non-leaves. Let V = {x1, x2, . . . , xn} be the nodes in the network such that d(x1) ≥ d(x2) ≥ . . . ≥ d(xn). Assume
that they are arranged in a sorted path graph L. Define k = |{x | d(x) > 1}|. Thus, xk+1, . . . , xn are the leaves.
First, for each i in [1, k], xi creates an edge with xi+1 by exchanging IDs. Now for any xi such that i ∈ [2, k], as that
node has a predecessor and a successor, the remaining degree requirement is d(xi)− 2; for x1, the degree requirement
is d(x1) − 1. Each of these can be satisfied by simply attaching the required number of leaves (as the analysis in [1]
shows that there will be a sufficient number of leaves). Once k is made known to the nodes, node xi is only required
to know how many leaves are required for the nodes x1, . . . , xi−1. In the algorithm, we capture this by the prefix sum
pi, which allows node xi to calculate the number of children its predecessors require. Once pi is known, xi knows the
position of its leaves in L and can inform its ID to them.
We now show how to achieve a polylogarithmic implementation of Algorithm 4. Steps 1-3 can be performed by a
combination of sorting and aggregation. First, sort the nodes according to their degrees, after which each node can
12
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Algorithm 4: Distributed-Tree-Realization-1
Input: An n-node network with each node x provided with a degree d(x).
Output: A corresponding implicit tree realization.
1 Sort the nodes into a list L, represented as x1, . . . , xn, in non-increasing order of degrees. After sorting, each node
knows its position in L.
2 Aggregate the value S =
∑
x∈V d(x) at a single node (say x1). If S 6= 2(n− 2), then x1 broadcasts
UNREALIZABLE, and the procedure terminates.
3 Aggregate and broadcast to all the nodes the value k = |{x | d(x) > 1}| such that x1, . . . , xk are the non-leaf nodes
and xk+1, . . . , xn are leaves in L.
4 Compute the prefix sums pi = 2 +
i−1∑
j=1
(
dj − 2
)
for 2 ≤ i ≤ k. p1 = 2.
5 foreach i ∈ [k], in parallel do
6 if i = 1 then
7 Set I = 0
8 else Set I = 1;
9 Node xi stores ID(xi−1) and ID(xi+1) in its neighbor-list (when exists).
10 Broadcast ID(xi) to the following di − 1− I contiguous leaves xk+pi+I , . . . , xk+pi+di−2.
11 The nodes xk+pi+I , . . . , xk+pi+di−2 store ID(xi) in their neighbor-list.
12 %there will always be sufficiently many leaves ([1], section 3.2)
be made to know its position in the path (via the BFS tree construction). Then we perform steps 2 and 3 by global
aggregation operations (to the node in position 1, x1).
The prefix sums pi (in step 4) can be computed in O(log n) rounds in a manner that is reminiscent of computing
inorder traversal numbers. In fact, inorder traversal numbers are (close to) prefix sums when the degree values are
1. Our approach is to build a local binary tree on the nodes x1, . . . xk. Then we apply a two-phase process. Phase 1
involves a bottom-up convergecast (to calculate sum of the degree values of nodes in sub-trees). At the end of phase 1,
the root will know its prefix sum and phase 2 involves a recursive top-down computation in the binary tree for nodes
to deduce their prefix sums.
Step 9 can be performed in O(1) rounds by neighbors simply exchanging their IDs. Note that at the end of step 4,
each node xi (for any i ∈ [1, k]) knows how many leaves it requires. Thus any xi can locally calculate the positions
of its leaves in the path L. Suppose xi’s leaves are located in positions j to j + (di − 3). Then xi can inform these
nodes of its ID in the following manner. First, using j as the group ID, xi informs xj of its ID using the aggregation
algorithm. Then it does the same for node xj+di−3. Note that this would only requireO(log n) rounds via aggregation
(Theorem 6). We now treat the problem of the nodes xj and xj+di−3 informing the other nodes between their position
in L as a smaller instance of the global broadcast problem in the NCC (containing only the di − 2 nodes), which can
be solved in O(log n) rounds (Theorem 4). Also, each xi can simultaneously inform its ID to all its leaves without
congestion by running the above procedure concurrently. Thus we have,
Theorem 14. There exists a procedure for implicitly realizing a length-n tree realizable sequence by a tree overlay
network in O(log3 n) rounds in the NCC0 model.
Next, we give an algorithm for obtaining a minimum diameter tree realization from a degree sequence. The resulting
Algorithm 5 is in fact a distributed version of the sequential algorithm studied in [30], and the resulting tree is referred
to therein as the greedy tree TG.
The key idea here is to put the nodes with the higher degrees as high up in the tree as possible, without violating the
realization requirement. Initially, the highest degree node x1 becomes the root and connects to next d(x1) highest
degree nodes. Thereafter, each node xi satisfies its degree requirement by connecting with d(xi) − 1 nodes (as it is
already connected to its parent) of highest degree that do not yet have a parent.
We next claim that the greedy tree TG constructed by Algorithm 5 has minimum diameter.
Lemma 15. The output of Algorithm 5 is a minimum diameter realization of the input degree sequence D.
Proof. Let T be the class of trees realizing D. The eccentricity of a node v in the tree T is ecc(v, T ) =
maxu∈T distT (v, u). Let n`(T ) = |{v | ecc(v, T ) ≤ `}|. It is shown in [30] (Theorem 16) that n`(TG) ≥ n`(T ) for
every non-negative integer ` and tree T ∈ T . Fix ` = δG − 1, where δG is the diameter of TG. Then
13
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Algorithm 5: Distributed-Tree-Realization-2
Input: An n-node network with each node x provided its degree d(x) in the tree.
Output: An implicit tree realization of min diameter.
1 Initialization: As in Algorithm 4, line numbers 1 – 3.
2 Compute the prefix sums pi = 2 +
i−1∑
j=1
(
dj − 1
)
for 2 ≤ i ≤ k. Set p1 = 2.
3 foreach i ∈ [n], in parallel do
4 if i = 1 then
5 Set I = 0
6 else Set I = 1;
7 Broadcast ID(xi) to the di − 1− I nodes xpi+I , . . . , xpi+di−1.
8 The nodes xpi+I , . . . , xpi+di−1 store ID(xi) in their neighbor-list.
n`(TG) ≤ n − 2. Since TG maximizes n`(T ), also n`(T ′) ≤ n − 2 for every other T ′ ∈ T . Hence, every T ′ ∈ T
must have diameter at least `+ 1 = δG, establishing the lemma.
In the NCC model, Steps 1-2 of Algorithm 5 can be performed in polylogarthmic rounds via sorting and global
aggregation. Step 3 is performed just as step 4 in Algorithm 4. Steps 8-10 can be performed in a similar manner.
Each node xi, once it knows its childrens’ positions in the path (via the prefix sums), does the following. Suppose xi’s
children are in positions j to j + di − 2. Then xi informs node xj and xj+di−2 of its ID (by a multicast). Then these
two children inform the other nodes (as before this can be seen as a smaller instance of broadcast in the NCC with
di − 1 nodes). Note that no node will belong to more than one multicast group. Thus, we get:
Theorem 16. There exists a procedure for implicitly realizing a length-n tree realizable sequence D by an overlay
tree network T in O(polylog(n)) rounds, in the NCC0 model, such that T has the minimum diameter possible for the
given D.
6 Connectivity Threshold Realizations
In this section we study the minimum connectivity threshold realization problem in the NCC model. The connectivity
between nodes u and v in graph G is given by ConnG(u, v), that refers to the minimum number of edge disjoint
paths between u and v. Initially, each node v in the network is locally provided with a connectivity threshold vector
σ¯(v) = 〈σ(v, u1), · · · , σ(v, un)〉, which specifies the required minimum edge connectivity that needs to be satisfied
at v w.r.t. every other node u 6= v. Normally, the goal is then to compute the sparsest possible graph G with, say m
edges, such that any two nodes u, v in G satisfy ConnG(u, v) ≥ σ(u, v).
Here, we focus on a 2-approximate solution, ensuring that the number of edges in the overlay network is at most 2m.
To do this, we actually require a stronger condition. Define ρ(v) = maxu∈V σ(u, v) for each v ∈ V . Our algorithms
output realizations that satisfy the following condition:
ConnG(u, v) ≥ min{ρ(u), ρ(v)}.
This allows us to assume that each node v is provided with just the value ρ(v), rather than the length-n vector σ¯(v),
or equivalently, that all the entries of σ¯(v) are identical to ρ(v).
6.1 An O˜(1) Time Implicit Realization in NCC1
We first consider the simplest scenario of implicit realization in the NCC1 model. Our algorithm has two steps.
1. We first find a node w of maximum ρ value, i.e., such that ρ(w) = maxv∈V ρ(v), breaking ties arbitrarily.
The node w is found using data-aggregation, and its address is broadcast to all the nodes, all in O˜(1) time.
2. Next, each node v 6= w chooses an arbitrary subset Xv = {xv1, . . . , xvρ(v)} of V satisfying that w ∈ Xv , and
outputs Xv × {v} as the edges stored at node v. This step is done in O(1) time in the NCC1-model since v
already knows the addresses of all the nodes in Xv .
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Correctness: Consider any node v 6= w. We assume w.l.o.g. that xv1 , the first node in Xv , be w. Then
(v, w), and (v, xvi , w) for i ∈ [2, ρ(v)], are ρ(v) edge disjoint paths from v to w, proving that ConnG(w, v) =
ρ(v) for every v 6= w. Now for any two nodes v1, v2 6= w, by Menger’s Theorem [17] ConnG(v1, v2) ≥
min{ConnG(v1, w),ConnG(v2, w)} = min{ρ(v1), ρ(v2)}. Node w satisfies the connectivity requirement, since
it has edges to all the other nodes.
Approximation factor: Observe that any graph that adheres to the minimum connectivity threshold constraints, the
degree of each node v must be at least ρ(v). Thus, any such realizing graph must contain at least 12
∑
v∈V ρ(v) edges.
Our algorithm obtains a realization G where each node v 6= w adds ρ(v) edges. (Since each node v 6= w adds an edge
to w, w need not add any more edges.) The total number of edges is determined by
∑
v∈V \{w} ρ(v) ≤
∑
v∈V ρ(v)
edges. Hence, our algorithm gives a 2-approximation solution.
Theorem 17. There exists a O˜(1) time procedure for implicitly realizing, in the NCC1 model, a given collection of
connectivity threshold vectors by a graph G such that number of edges in G is at most twice the number of edges in
the optimal realization.
6.2 An O˜(∆) Time Explicit Realization in NCC0 and NCC1
In this section, we present a connectivity threshold algorithm that works also in the NCC0 model. The algorithm
crucially uses the degree-realization results of Section 4. Our results here are inspired by the work of Frank and
Chou [15] that presents a 2-approximation in the centralized setting.
The algorithm begins by first sorting the nodes in the non-increasing order of ρ. Let x1, . . . , xn be the sorted nodes
and let d0 = ρ(x1). The algorithm proceeds in two phases.
1. The first phase focuses on the nodes x1, ..., xd0+1. The node x1 broadcasts d0 to everyone. Next, the nodes
x1, ..., xd0+1 try to realize (ρ(x1), ρ(x2), . . . , ρ(xd0+1)) as a degree sequence (i.e., using the ρ values as
assigned degrees) either exactly or approximately using the algorithm given in Section 4.3. This ensures that
each node xi, for i ∈ [2, d0 + 1], in the partially computed graph is connected to x1 and to at least ρ(xi)− 1
nodes from the set x2, . . . , xd0+1.
2. In the second phase, for each i ∈ [d0 + 2, n], in parallel, xi broadcasts ID(xi) to ρ(xi) predecessors of xi,
i.e., xi−1, xi−2, . . . , xi−ρ(xi). These nodes store ID(xi) in their neighbour-list. This ensures that for every
i ∈ [d0 + 2, n], the degree of xi in the graph induced by the nodes x1, . . . , xi is at least ρ(xi). To make the
realization explicit, the nodes xi−1, . . . , xi−ρ(xi) also broadcast their own IDs to xi (after receiving xi’s ID).
Algorithm 6: Distributed-Connectivity-Realization
Input: An n-node network with each node x provided with a connectivity threshold ρ(x).
Output: An explicit connectivity threshold realization.
1 Sort the nodes in the non-increasing order of ρ, let these be represented as x1, . . . , xn. (After sorting, each node
knows its position in the sorted list).
2 Broadcast d0 = ρ(x1) to all the nodes.
3 Obtain a distributed degree-realization for sequence (ρ(x1), ρ(x2), . . . , ρ(xd0+1)) over the first d0 + 1 nodes using
Theorem 13.
4 foreach i ∈ [d0 + 2, n], in parallel, do
5 Broadcast address(xi) to ρ(xi) predecessors of xi, xi−1, xi−2, . . . , xi−ρ(xi).
6 The nodes xi−1, . . . , xi−ρ(xi) after receiving the address of xi store it in their neighbor-list, and also broadcast
their own addresses to node xi, which in turn stores them in its neighbor-list.
Correctness: Let G1 be the graph induced by the nodes x1, . . . , xd0+1 computed in the first phase, and G2 = G be
final graph after the second phase. We show that ConnG(x1, xi) ≥ ρ(xi), for each i > 1. First consider G1. Since
degree of x1 in G1 is d0, it is adjacent to all nodes in G1. Consider a node xi for i ∈ [2, d0 + 1]. Let w1, . . . , wρ(xi)−1
be xi’s neighbors in G1, other than x1. Then (xi, x1) and (xi, wj , x1) for j ∈ [1, ρ(xi) − 1] are ρ(xi) edge disjoint
paths from xi to x1. SinceG1 is a subgraph ofG, for each i ∈ [2, d0+1], ConnG(x1, xi) ≥ ConnG1(x1, xi) ≥ ρ(xi).
It is easy to prove by induction that for i ≥ d0 + 2, ConnG(x1, xi) ≥ ρ(xi). Finally, using Menger’s Theorem [17],
we get ConnG(xi, xj) ≥ min{ConnG(xi, x1),ConnG(xj , x1)} ≥ min{ρ(xi), ρ(xj)}.
Approximation factor: By Theorem 13, the number of edges in G1 is at most
∑d0+1
i=1 ρ(xi). The second phase adds
ρ(xi) edges for every i ≥ d0 + 2. Hence the number of edges in G is at most
∑n
i=1 ρ(xi). By arguments similar
15
A PREPRINT - FEBRUARY 14, 2020
to those of Subsection 6.1, 12
∑n
i=1 ρ(xi) is a lower bound on the number of edges in G, implying that our algorithm
achieves an approximation factor of two. We thus have the following.
Theorem 18. There exists a O˜(∆) time procedure for explicitly (as well as implicitly) realizing, in the NCC0 and
NCC1 models, a connectivity threshold realizing graph G such that number of edges in G is at most twice the number
of edges in the optimal realization.
7 Lower Bounds for Degree Realization
In this section, we establish a number of lower bounds applicable to the distributed graph realization problem in NCC0,
some of which are fairly straightforward. We begin with the simplest case.
In any instance of the explicit version, a node of maximum degree needs to know the addresses of its ∆ neighbors.
Thus,
Theorem 19. Any distributed NCC0 algorithm for explicit realization of a degree sequence D with maximum degree
∆ requires at least Ω(∆/ log n) rounds for all instances.
We now turn our attention to implicit realizations. Let Dn,m be the class of length-n degree sequences D = (di)i∈[n]
such that m =
∑
i di/2. Furthermore, let D′∆ be the class of length-n degree sequences with maximum degree ∆.
Theorem 20. Any distributed algorithm to realize degree sequences inDn,m in NCC0 requires at least Ω(
√
m/ log n)
rounds. Similarly, any distributed algorithm to realize degree sequences inD′∆ inNCC0 requires at least Ω(∆) rounds.
Proof. Let k = b√mc, and let D∗n,m ⊂ Dn,m be the family of degree sequences in which di = 0 for all i > k.
Consider an arbitrary D∗ = (d1, d2, . . . , dk, dk+1, . . . , dn) ∈ D∗n,m. Any NCC0 algorithm must ensure that the first k
nodes combined learn Ω(m) IDs. By the pigeonhole principle, at least one of these nodes
must learn Ω(m/k) = Ω(
√
m) IDs, which requires Ω(
√
m/ log n) rounds in NCC0.
The lower bound of Ω(∆) for realizing degree sequences in D′∆ can be argued similarly by considering the degree
sequence (di = ∆)1≤i≤n.
8 Conclusion and Future Work
We have initiated the study of graph realization problems in the distributed setting, and presented efficient algorithms
in the NCC model for realizing overlay networks that satisfy degree or connectivity requirements. We believe that
such formal study of overlay network design may facilitate the design
of a wide range of fundamental tools with strong guarantees. In addition to building such theoretical foundation, we
hope our line of work may produce new ideas leading to practical improvements in building overlay networks. Our
work also opens up a number of interesting new directions for future exploration.
1. First, it is unclear if the lower bounds we have provided for NCC0 hold also for NCC1. If not, it will be
interesting to achieve improved algorithms for NCC1.
2. Overlays need to be robust against a wide range of failures. Modeling these requirements in the form of
properties that must be satisfied could lead to new graph realization variants that have not been studied so far.
3. It will be interesting to realize graphs from suitable graph classes. We have already studied realization of
trees, but we believe that realizing graphs in other classes like planar graphs, chordal graphs, etc. can also be
of value.
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