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QUASI-GEOSTROPHIC EQUATION IN R2
TOMASZ DLOTKO, MARIA B. KANIA AND CHUNYOU SUN
Abstract. Solvability of Cauchy’s problem in R2 for subcritical quasi-geostrophic equation is discussed
here in two phase spaces; Lp(R2) with p > 2
2α−1
and Hs(R2) with s > 1. A solution to that equation in
critical case is obtained next as a limit of the Hs-solutions to subcritical equations when the exponent α
of (−∆)α tends to 1
2
+
. Such idea seems to be new in the literature. Existence of the global attractor in
subcritical case is discussed in the paper. In section 7 we also discuss solvability of the critical problem
with Dirichlet boundary condition in bounded domain Ω ⊂ R2, when ‖θ0‖L∞(Ω) is small.
1. Introduction
The dissipative quasi-geostrophic equation considered here has the form:
θt + u · ∇θ + κ(−∆)αθ = f, x ∈ R2, t > 0,
θ(0, x) = θ0(x),
(1.1)
where θ represents the potential temperature, κ > 0 is a diffusivity coefficient, α ∈ [ 12 , 1] a fractional
exponent, and u = (u1, u2) is the velocity field determined by θ through the relation:
(1.2) u =
(− ∂ψ
∂x2
,
∂ψ
∂x1
)
, where (−∆) 12ψ = −θ,
or, in a more explicit way,
(1.3) u =
(−R2θ,R1θ),
where Ri, i = 1, 2 are the Riesz transforms.
This paper is devoted to the global in time solvability and properties of solutions to the Cauchy
problem (1.1). There is a large literature devoted to that problem published in the last 20 years; compare
[5, 6, 16, 30, 33, 34] for more references. The basic approach was to obtain a weak solution to (1.1) using
the viscosity technique (e.g. [20]), that means adding the viscosity term ǫ∆θ to the right hand side of the
equation, solving the regularized problem and letting ǫ→ 0+. Our approach is different. We consider first
the family of subcritical problems (1.1) with α ∈ (12 , 1], which can be treated in the framework of [13, 3]
as semilinear parabolic equations. Thanks to a Maximum Principle valid for (1.1) (Lemma 2.3), we have
a uniform in α ∈ (12 , 1] estimates of the solutions to that subcritical problems in Lp(R2), 1 ≤ p ≤ +∞.
Letting α→ 12
+
over a sequence of regular H2α
−+s(R2), s > 1, solutions θα to (1.1), this property allows
us to introduce in Theorem 5.2 a ’weak Lp solution’ of the limiting critical problem (1.1). Such approach
seems to be new in the literature. Our considerations relates most closely to the J. Wu papers [33, 34],
using however another approach of semilinear parabolic equations with sectorial operators [13, 3].
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1.1. Description of the results. The quasi-geostrophic equation (1.1) considered in this paper is a
challenging problem to study; compare [15, 16, 33, 34]. Probably because of that many papers devoted
to it were published only very recently; some of them are listed in the references.
There are different possible choices of the phase space for that problem. Following the considerations
of J. Wu [33, 34], we chose Lp(R2) with p sufficiently large and Hs(R2) with s > 1 as the base spaces (in
which the equation is fulfilled) for our problem; see also [16]. Our aim was to include, in a subcritical case
of exponent α ∈ (12 , 1], the problem (1.1) into the frame of semilinear parabolic equations with sectorial
operator (see [13, 3]). This offers a simple but formalized proof of the local solvability and regularity
in subcritical case. The presented in section 5 approach to critical nonlinearity is new here. However,
using weak compactness of bounded sets in reflexive Banach space as a tool for getting convergence to
a weak solution of the critical problem, we will not be able to show that the limit of the nonlinearities
of subcritical problems equals to nonlinearity of the limiting critical problem. The existing uniform in
α ∈ (12 , 1] a priori estimates are too weak to guarantee such property. However, they work well in case
of all the linear components in the equation. The main result obtained in that direction is formulated in
Theorem 5.2 of section 5, where we introduce the notion of the weak Lp solution to the critical equation
(1.1). It is followed by four technical observations used in the proof of that theorem; the main technical
result there seems to be Lemma 5.4, vital when letting α→ 12
+
in (1.1).
Another result reported in our paper is existence of the global attractors for a variant of subcritical
problem (with added linear damping term λθ, needed in case of R2) in the phase space Hs(R2), s > 1.
Asymptotic compactness, the most difficult point there is obtained using the tail estimates technique; see
[31] as a source reference for that technique. The final section of the paper contains some known but
interesting facts used in the main body of the paper. We are using in the paper the technique originated
in our recent publications [7, 8, 9].
The final section 7, following the earlier considerations of [4], is devoted to the global in time solvability
of the critical Quasi-geostrophic equation with Dirichlet boundary condition in a bounded domain Ω ⊂ R2.
Using technique similar as in earlier sections we prove there the convergence, in a sense of H−
1
2 (Ω) space,
of the sequence θα of solutions to subcritical problems to the solution θ of the limit critical problem.
Notation. We are using standard notation for Sobolev spaces and Riesz potentials. For r ∈ R, let r−
denotes a number strictly less than r but close to it. Similarly, r+ > r and r+ close to r. When needed
for clarity of the presentation, we mark the dependence of the solution θ of (1.1) on α ∈ (12 , 1], calling it
θα. Same time we do not mark explicitly the dependence of u on α, since u always stays next to θα.
2. Solvability of subcritical (1.1), α ∈ (12 , 1], in W 2α
−,p(R2).
2.1. Formulation of the problem and its local solvability. Our first task is the local in time
solvability of the subcritical problem (1.1) when equation is treated in the base space X := Lp(R2). We
will use a standard approach of Dan Henry [13] to semilinear ’parabolic’ equations. To work with a
sectorial positive operator (see [13, 3]), we will rewrite (1.1) in an equivalent form:
θt + u · ∇θ + κ(−∆)αθ + κθ = f + κθ, x ∈ R2, t > 0,
θ(0, x) = θ0(x).
(2.1)
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Define Aα := κ[(−∆)α + I], α ∈ (12 , 1], where (−∆)α is the fractional Laplacian. Also, setting
(2.2) F (θ) = R2θ
∂θ
∂x1
−R1θ ∂θ
∂x2
+ f + κθ,
the problem (2.1) will be written formally as
θt +Aαθ = F (θ), t > 0,
θ(0) = θ0,
(2.3)
which is an abstract ’parabolic’ equation with sectorial positive operator. To assure that the nonlinearity
F is bounded and Lipschitz continuous on bounded sets as a map from the phase space Xβ :=W 2α
−,p(R2)
to X (Xβ - domain of the β fractional power of the sectorial operator Aα), we need to have a sufficiently
large value of p. More precisely, we assume the following condition known e.g from the references [30, 33]:
(2.4) 2α− 2
p
> 1.
Theorem 2.1. When the condition (2.4) holds, f ∈ Lp(R2) and θ0 ∈ W 2α−,p(R2), then there exists
a unique local in time mild solution θ(t) to the subcritical problem (1.1) considered on the phase space
W 2α
−,p(R2). Moreover,
θ ∈ C((0, τ);W 2α,p(R2)) ∩ C([0, τ);W 2α−,p(R2)), θt ∈ C((0, τ);W 2γ,p(R2)),
with arbitrary γ < α−. Here τ > 0 is the ’live time’ of that local in time solution. Moreover, the Cauchy
formula is satisfied:
θ(t) = e−Aαtθ0 +
∫ t
0
e−Aα(t−s)F (θ(s))ds, t ∈ [0, τ),
where e−Aαt denotes the linear semigroup corresponding to the operator Aα := κ[(−∆)α + I] in Lp(R2).
Proof. To guarantee the local solvability (see e.g. [3], p. 55) we need to have the local Lipschitz condition:
(2.5) ∀θ1,θ2∈BXβ (r)∃L(r)‖F (θ1)− F (θ2)‖X ≤ L(r)‖θ1 − θ2‖Xβ ,
where BXβ (r) denotes an open ball in X
β centered at zero of radius r. Using (1.3) and, for θ1, θ2 ∈ B(r)
denoting: u1 = (−R2θ1, R1θ1), u2 = (−R2θ2, R1θ2), we obtain
‖F (θ1)− F (θ2)‖Lp(R2) ≤ κ‖θ1 − θ2‖Lp(R2) + ‖R2(θ1 − θ2)
∂θ1
∂x1
+R2θ2
∂(θ1 − θ2)
∂x1
‖Lp(R2)
+ ‖R1(θ1 − θ2) ∂θ1
∂x2
+ R1θ2
∂(θ1 − θ2)
∂x2
‖Lp(R2).
(2.6)
Next, using Ho¨lder inequality and (6.2), we estimate the second term above as follows:
(2.7) ‖R2(θ1 − θ2) ∂θ1
∂x1
‖Lp(R2) ≤ ‖R2(θ1 − θ2)‖L2p(R2)‖
∂θ1
∂x1
‖L2p(R2) ≤ C‖θ1 − θ2‖L2p(R2)‖θ1‖W 1,2p(R2).
Note that the embeddingsW 2α
−,p(R2) ⊂W 1,2p(R2) ⊂ L2p(R2) are valid since the condition 2α−− 1p ≥ 1
is satisfied. Estimating the others components in (2.6) analogously we conclude:
‖F (θ1)− F (θ2)‖Lp(R2) ≤ const
(‖θ1‖W 2α−,p(R2), ‖θ2‖W 2α−,p(R2))‖θ1 − θ2‖W 2α−,p(R2),
which is the required local Lipschitz condition. 
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Remark 2.2. It is seen from the estimate (2.7) that the quasi-geostrophic equation (1.1) fall into
the class of equations with quadratic nonlinearity. This is typical also for another equations originated
in fluid dynamics as the Burgers equation (see e.g. [2]) or the celebrated Navier-Stokes equation where
a significant part of the considerations is devoted (see e.g. [27, Chapt. III]) to the studies of the bi-
linear or tri-linear forms connected with the nonlinearity there. In our problem, at the first view, the a
priori estimate following from the Maximum Principle seems to be sufficient to assure the global in time
solvability of such type problems. But usually the detail considerations leading to such conclusion require
more attention.
2.2. Global solvability. Having already the local in time solution of (1.1), α ∈ (12 , 1], to guarantee
its global extendibility we need to have suitable a priori estimates. Such role in case of the viscous
quasi-geostrophic equation (1.1) is played by the Maximum Principle:
Lemma 2.3. For arbitrary q ∈ [2,∞), and a sufficiently regular solution of (1.1), if f is non-zero
and in Lq(R2) then
(2.8) ‖θ(t, ·)‖qLq(R2) ≤ ‖θ0‖qLq(R2)e(q−1)t +
e(q−1)t − 1
q − 1 ‖f‖
q
Lq(R2).
When f = 0, the corresponding estimate will take the form:
(2.9) ‖θ(t, ·)‖Lq(R2) ≤ ‖θ0‖Lq(R2).
Proof. Note that for smooth solutions after multiplying the nonlinear term u · ∇θ by |θ|q−1sgn(θ) and
integrating the result over R2 the resulting term will vanish:∫
R2
(
∂θ
∂x1
∂
∂x2
[(−∆)− 12 θ]− ∂θ
∂x2
∂
∂x1
[(−∆)− 12 θ]
)
|θ|q−1sgn(θ)dx
=
1
q
∫
R2
(
∂(|θ|q)
∂x1
∂
∂x2
[(−∆)− 12 θ]− ∂(|θ|
q)
∂x2
∂
∂x1
[(−∆)− 12 θ]
)
dx = 0,
thanks to integration by parts. Consequently, multiplying (1.1) by |θ|q−1sgn(θ), we obtain∫
R2
θt|θ|q−1sgn(θ)dx + κ
∫
R2
(−∆)αθ|θ|q−1sgn(θ)dx =
∫
R2
f |θ|q−1sgn(θ)dx.
Since for all the values 1 ≤ q <∞ and 0 ≤ α ≤ 1, as was shown in [5] and [6, Lemma 2.5],∫
R2
(−∆)αθ|θ|q−1sgn(θ)dx ≥ 0,
using Ho¨lder and Young inequalities, we get
1
q
d
dt
∫
R2
|θ|qdx ≤
∫
R2
f |θ|q−1sgn(θ)dx ≤ 1
q
‖f‖qLq(R2) +
q − 1
q
‖θ‖qLq(R2).
Solving the above differential inequality we get (2.8) when f 6= 0 and (2.9) otherwise. 
Recall, see [3, pp. 72-73], that to be able to extend globally in time the local W 2α
−,p(R2)-solution
constructed above, with bounded orbits of bounded sets, we need to have a subordination condition for
it of the form:
‖F (θ(t, θ0))‖Lp(R2) ≤ const(‖θ(t, θ0)‖Y )
(
1 + ‖θ(t, θ0)‖ηW 2α−,p(R2)
)
, t ∈ (0, τθ0),
with certain auxiliary Banach space W 2α,p(R2) ⊂ Y and certain η ∈ [0, 1). The dependence of the
solution on θ0 is marked in the notation here.
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We will chose Y := Lp(R2) ∩ L2p(R2) for the problem (1.1). By the Ho¨lder inequality and the
Nirenberg-Gagliardo estimate (e.g. [3, p. 25]) we obtain
‖F (θ)‖Lp(R2) ≤ c‖θ‖L2p(R2)‖θ‖W 1,2p(R2) + ‖f‖Lp(R2) + κ‖θ‖Lp(R2)
≤ const (‖θ‖Lp(R2), ‖θ‖L2p(R2)) (1 + ‖θ‖ηW 2α−,p(R2)) + ‖f‖Lp(R2),
where 1
2α−− 1
p
< η < 1. Since, due to Lemma 2.3, all the Lq(R2), q ≥ p, type norms are estimated a
priori, we have the required bound sufficient for the global in time extendibility of the local solution. We
thus claim:
Theorem 2.4. The local solution constructed in Theorem 2.1 will be extended globally in time. More-
over, the orbits of bounded subsets of W 2α
−,p(R2) are bounded. For arbitrary θ0 ∈ W 2α−,p(R2) we have
introduced a semigroup on W 2α
−,p(R2) by the formula:
S(t)(θ0) = θ(t), t ≥ 0,
where θ(t) denotes the corresponding to θ0 global in time W
2α−,p(R2)-solution of (1.1).
2.3. Regularizing effect of the equation. The solutions of semilinear equations with sectorial operator
are regularised for t > 0. Our solution constructed above belongs to W 2α,p(R2) for t > 0.
Multiplying equation (1.1) by t(−∆)αθ, we obtain∫
R2
tθt(−∆)αθdx+
∫
R2
t(−R2θ ∂θ
∂x1
+R1θ
∂θ
∂x2
)(−∆)αθdx+ κ
∫
R2
t[(−∆)αθ]2dx =
∫
R2
tf(−∆)αθdx.
The components are next estimated in the following way:∫
R2
tθt(−∆)αθdx = 1
2
∫
R2
t
∂
∂t
[(−∆)α2 θ]2dx = 1
2
d
dt
∫
R2
t[(−∆)α2 θ]2dx− 1
2
∫
R2
[(−∆)α2 θ]2dx,
where we need earlier estimate of θ in L2((0, T );Hα(R2)). The nonlinear term is estimated as
t|
∫
R2
R2θ
∂θ
∂x1
(−∆)αθdx| ≤ t‖R2θ‖L∞−(R2)‖
∂θ
∂x1
‖L2+ (R2)‖(−∆)αθ]‖L2(R2),
where 1∞− +
1
2+ +
1
2 = 1. Since ‖R2θ‖L∞−(R2) ≤ const by Lemma 2.3 and
‖ ∂θ
∂x1
‖L2+(R2) ≤ ‖θ‖W 1,2+ (R2) ≤ c‖θ‖1−νL2(R2)‖θ‖νH2α(R2),
where ν ≥ 1−
1
2+
α will be chosen less than one, such nonlinear term will be controlled by t‖θ‖2H2α(R2).
Another components are estimated in a standard way.
3. Solvability of subcritical (1.1), α ∈ (12 , 1], in Hs+2α
−
(R2).
As in [16], it is also possible to chose Hs(R2) as a base space where we consider the equation (1.1).
In that case the resulting phase space will be equal H2α
−+s(R2) and, when s > 1, it will enjoy the
embedding H2α
−+s(R2) ⊂W 1,∞(R2).
Local solvability. As in the previous case X = Lp(R2) in subsection 2.1, we need to check that the
nonlinearity (2.2) is Lipschitz on bounded sets as a map from H2α
−+s(R2) into Hs(R2), s > 1. Indeed,
as in (2.6), we have
‖F (θ1)− F (θ2)‖Hs(R2) ≤ κ‖θ1 − θ2‖Hs(R2) + ‖R2(θ1 − θ2)
∂θ1
∂x1
+R2θ2
∂(θ1 − θ2)
∂x1
‖Hs(R2)
+ ‖R1(θ1 − θ2) ∂θ1
∂x2
+R1θ2
∂(θ1 − θ2)
∂x2
‖Hs(R2).
(3.1)
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The second term above we estimate using the property (e.g. [1, p. 115]), that when Ω is a domain in
RN then Wm,r(Ω) is a Banach Algebra provided that mr > N . In our case 2s > 2 since s > 1. Hence
(3.2) ‖R2(θ1− θ2) ∂θ1
∂x1
‖Hs(R2) ≤ C‖R2(θ1− θ2)‖Hs(R2)‖
∂θ1
∂x1
‖Hs(R2) ≤ c‖|u1−u2|‖Hs(R2)‖θ1‖H2α−+s(R2),
where ui, i = 1, 2, correspond to θi through relation (1.3).
Applying the property (6.3) (see also [33, p. 12]) to the first term in (3.2) we get
‖R2(θ1 − θ2) ∂θ1
∂x1
‖Hs(R2) ≤ c‖θ1 − θ2‖H2α−+s(R2)‖θ1‖H2α−+s(R2).
The others components in (3.1) are estimated analogously. Consequently we obtain that
‖F (θ1)− F (θ2)‖Hs(R2) ≤ c′(‖θ1‖H2α−+s(R2), ‖θ2‖H2α−+s(R2))‖θ1 − θ2‖H2α−+s(R2),
which proves local solvability of (1.1) in H2α
−+s(R2) phase space. More precisely, following [13, 3], we
formulate:
Theorem 3.1. Let s > 1 be fixed. Then, for f ∈ Hs(R2) and for arbitrary θ0 ∈ H2α−+s(R2), there
exists in the phase space H2α
−+s(R2) a unique local in time mild solution θ(t) to the subcritical problem
(1.1), α ∈ (12 , 1]. Moreover,
θ ∈ C((0, τ);H2α+s(R2)) ∩ C([0, τ);H2α−+s(R2)), θt ∈ C((0, τ);H2γ+s(R2)),
with arbitrary γ < α−. Here τ > 0 is the ’live time’ of that local in time solution. Moreover, the Cauchy
formula is satisfied:
θ(t) = e−Aαtθ0 +
∫ t
0
e−Aα(t−s)F (θ(s))ds, t ∈ [0, τ),
where e−Aαt denotes the linear semigroup corresponding to the operator Aα := κ[(−∆)α + I] in Hs(R2),
and F is given by formula (2.2).
Global solvability. To guarantee the global in time solvability of (1.1) in H2α
−+s(R2) the a priori
estimate (3.6) below will be used. It shows that c′(‖θ1‖H2α−+s(R2), ‖θ2‖H2α−+s(R2)) is bounded on the
solutions. Consequently we have global Lipschitz continuity and boundedness of the nonlinear term F as
a map from H2α
−+s(R2) to Hs(R2).
3.1. Further a priori estimates. Following calculations in [34, p. 1165] we are able to estimate higher
Sobolev norms of the solutions to (1.1). Let l ≥ α be fixed and f ∈ H l−α(R2). Multiplying the equation
by (−∆)lθ we obtain
(3.3)
1
2
d
dt
∫
R2
[(−∆) l2 θ]2dx+ κ
∫
R2
[(−∆) l+α2 θ]2dx =
∫
R2
(−∆) l−α2 f(−∆) l+α2 θdx−
∫
R2
u · ∇θ(−∆)lθdx.
The nonlinear term is transformed as follows:
| −
∫
R2
u · ∇θ(−∆)lθdx| = |
∫
R2
(−∆) l−α2 (u · ∇θ)(−∆) l+α2 θdx|
≤ ‖(−∆) l+α2 θ‖L2(R2)‖(−∆)
l−α
2 (−R2θ ∂θ
∂x1
+R1θ
∂θ
∂x2
)‖L2(R2).
(3.4)
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Using a nontrivial estimate (6.1) with 1q +
1
r =
1
2 we obtain
‖(−∆) l−α2 (−R2θ ∂θ
∂x1
+R1θ
∂θ
∂x2
)‖L2(R2)
≤ c[‖(−∆) l−α2 R2θ‖Lq(R2)‖ ∂θ
∂x1
‖Lr(R2) + ‖R2θ‖Lr(R2)‖(−∆)
l−α
2
∂θ
∂x1
‖Lq(R2)
+ ‖(−∆) l−α2 R1θ‖Lq(R2)‖
∂θ
∂x2
‖Lr(R2) + ‖R1θ‖Lr(R2)‖(−∆)
l−α
2
∂θ
∂x2
‖Lq(R2)
]
.
(3.5)
Next we will use the property (e.g. [21, p. 300]) that for f ∈ D((−∆)β), β > 0, j = 1, 2,
(−∆)βRjf = Rj(−∆)βf,
and (6.2). Thus, estimate (3.5) extends to
‖(−∆) l−α2 (−R2θ ∂θ
∂x1
+R1θ
∂θ
∂x2
)‖L2(R2) ≤ c
[‖(−∆) l−α2 θ‖Lq(R2)‖θ‖W 1,r(R2) + ‖θ‖Lr(R2)‖θ‖W l+1−α,q(R2)].
Taking q = 11−α− and r =
2
2α−−1 , by the Nirenberg-Gagliardo inequality, we have
‖θ‖W l+1−α,q(R2) ≤ c‖θ‖ηHl+α(R2)‖θ‖1−ηL2(R2),
‖θ‖W l−α,q(R2) ≤ c‖θ‖η1Hl+α(R2)‖θ‖1−η1Lr(R2), and ‖θ‖W 1,r(R2) ≤ c‖θ‖η2Hl+α(R2)‖θ‖1−η2Lr(R2),
with some η < 1 and η1 + η2 < 1.
Using Young inequality, due to Lemma 2.3, the nonlinear term in (3.4) is estimated through
| −
∫
R2
u · ∇θ(−∆)lθdx| ≤ κ
4
‖(−∆) l+α2 θ‖2L2(R2) + const(‖θ0‖L2(R2); ‖θ0‖Lr(R2)).
Consequently, from (3.3) and the above estimate we obtain a differential inequality:
(3.6)
d
dt
∫
R2
[(−∆) l2 θ]2dx+ κ
∫
R2
[(−∆) l+α2 θ]2dx ≤ c(‖θ0‖L∞(R2), ‖θ0‖L2(R2); ‖f‖Hl−α(R2)),
providing us, together with Lemma 2.3, the bound for ‖θ‖Hl(R2), l ≥ α, through ‖f‖Hl−α(R2).
4. Asymptotic behavior of solutions to (4.1).
In this section we consider regularization of quasi-geostrophic equation
θt + u · ∇θ = 0, x ∈ R2, t > 0,
of the following form
θt + λθ + u · ∇θ + κ(−∆)αθ = f, x ∈ R2, t > 0,
θ(0, x) = θ0(x),
(4.1)
where κ, α, and u are like in (1.1) and (1.2) and λ > 0. We changed the equation (1.1) by adding to
its left hand side the linear damping term λθ; compare [12] for discussion of the role of such a damping.
This modification allow for existence of a global attractor. Using the techniques of the tail estimates (e.g.
[31]), we study existence of such global attractor. Like for problem (1.1) in section 3 we choose Hs(R2),
s > 1, as a base space. It is easy to check that the global in time solvability and properties of solution of
problem (1.1), obtained in section 3, are also true for solutions of (4.1). The following theorem holds:
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Theorem 4.1. Let s > 1 be fixed. Then, for f ∈ Hs(R2) and for arbitrary θ0 ∈ H2α−+s(R2), there
exists in the phase space H2α
−+s(R2) a unique global in time mild solution θ(t) to the subcritical problem
(4.1), α ∈ (12 , 1]. Moreover,
θ ∈ C((0,+∞);H2α+s(R2)) ∩ C([0,+∞);H2α−+s(R2)), θt ∈ C((0,+∞);H2γ+s(R2)),
with arbitrary γ < α−. Furthermore, the Cauchy formula is satisfied:
θ(t) = e−Aα,λtθ0 +
∫ t
0
e−Aα,λ(t−s)F1(θ(s))ds, t ∈ [0,+∞),
where e−Aα,λt denotes the linear semigroup corresponding to the operator Aα,λ := κ(−∆)α+λI in Hs(R2),
and
F1(θ) = R2θ
∂θ
∂x1
−R1θ ∂θ
∂x2
+ f.
The global solution to (4.1) constructed in Theorem 7.1 define on the phase space Hs+2α−(R2) a
semigroup
Sα,λ(t)θ0 = θ(t, θ0), t ≥ 0, α ∈ (1
2
, 1], λ > 0.
Remark 4.2. For arbitrary q ∈ [2,∞), and a sufficiently regular solution of (4.1), if f is non-zero
and in Lq(R2), then
‖θ(t, ·)‖qLq(R2) ≤ ‖θ0‖qLq(R2)e−
λqt
2 + C(λ)
(
1− e−λqt2
)
‖f‖qLq(R2).
Remark 4.3. The estimates of higher Sobolev norms H l(R2), l > α, of solutions to (1.1) obtained in
subsection 3.1 hold also for solutions to (4.1).
We study now existence of the global attractor for the semigroups generated by the problem (4.1). We
choose the smooth (at least C2, but we prefer η ∈ C∞) cut-off function η : R2 → [0, 1],
η(x) =

1, |x| > 2,0, |x| 6 1.
Lemma 4.4. For any α ∈ (0, 1), there exists a constant M =M(α, η) > 0 such that
|(−∆)αη(x)| 6M <∞ for all x ∈ R2.
Let ηk(·) = η( ·k ), k = 1, 2, . . .. Then the following identity is obvious
Lemma 4.5. For any s ∈ (0, 2),
(−∆) s2 ηk(x) = 1
ks
(−∆) s2 η(z)|z= x
k
.
We obtain now for solutions θ of (4.1) the, so called, tail estimates in L2(R2) as introduced in [31]:
Lemma 4.6. For each ǫ > 0 and arbitrary θ0 ∈ H2α−+s(R2), there exist k = k(ǫ; ‖θ0‖L2(R2); ‖θ0‖L4(R2))
and T = T (ǫ; ‖θ0‖L2(R2); ‖θ0‖L4(R2)) such that the corresponding to θ0 solution θ(t) of (1.1) satisfies∫
Ok
|θ(t)|2dx ≤ ǫ for all t ≥ T,
where Ok = {x ∈ R2 : |x| ≥ k}.
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Proof. Taking the scalar product of (4.1) with θηk, we obtain∫
R2
θtθηkdx+ λ
∫
R2
θ2ηkdx = −
∫
R2
u · ∇θθηkdx− κ
∫
R2
(−∆)αθθηkdx+
∫
R2
fθηkdx.
We will transform the components one by one. We have∫
R2
θtθηkdx =
1
2
d
dt
∫
RN
θ2ηkdx.
Integrating by parts, due to (6.2), we get
−
∫
R2
u · ∇θθηkdx = −1
2
∫
R2
u · ∇θ2ηkdx = 1
2
∫
R2
( ∂
∂x1
θ2
∂
∂x2
ψηk − ∂
∂x2
θ2
∂
∂x1
ψηk
)
dx
=
1
2
∫
R2
(−θ2 ∂
∂x1
∂
∂x2
ψηk − θ2 ∂
∂x2
ψ
∂
∂x1
ηk + θ
2 ∂
∂x2
∂
∂x1
ψηk + θ
2 ∂
∂x1
ψ
∂
∂x2
ηk
)
dx
≤ 1
2
∫
R2
θ2|u||∇ηk|dx ≤ c
k
(∫
R2
θ4dx+
∫
R2
|u|2dx
)
≤ const
k
(∫
R2
θ4dx+
∫
R2
θ2dx
)
.
Thanks to the pointwise estimate from [6] which states that
∀α∈[0,1]∀φ∈C20(RN ) 2φ(−∆)
αφ ≥ (−∆)α(φ2),
we have
−κ
∫
R2
(−∆)αθθηkdx ≤ −κ
2
∫
R2
θ2(−∆)α(ηk)dx ≤ const
k2α
∫
R2
θ2dx.
The last component is transformed as follows∫
R2
fθηkdx ≤ 1
2λ
∫
R2
f2ηkdx+
λ
2
∫
R2
θ2ηkdx ≤ 1
2λ
∫
Ok
f2dx+
λ
2
∫
R2
θ2ηkdx.
Consequently,
(4.2)
1
2
d
dt
∫
RN
θ2ηkdx+
λ
2
∫
RN
θ2ηkdx ≤ const
k2α
∫
R2
θ2dx+
const
k
(∫
R2
θ4dx +
∫
R2
θ2dx
)
+
1
2λ
∫
Ok
f2dx.
Note that, since f ∈ L2(R), then
(4.3)
∫
Ok
f2dx→ 0 as k →∞.
Combining (4.2) together with (4.3), and Lq(R2) uniform in time estimate of solution θ, q ∈ [2,∞), we
obtain thesis. 
Lemma 4.7. The semigroups {Sα,λ(t)}t≥0 are asymptotically compact in Hs+2α−(R2).
Proof. The asymptotic compactness in Hs+2α
−
(R2) follows directly from Lemma 4.6, Remark 4.3 and
interpolation inequality. 
Remark 4.8. As a consequence of the abstract results in [28, 23], asymptotic compactness reported
in Lemma 4.7 and estimates in Remark 4.3, the semigroups {Sα,λ(t)}t≥0 possess Hs+2α−(R2) global
attractors Aα,λ.
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5. Critical equation (1.1); α = 12 .
5.1. Passing to the limit. A precise description of letting α→ 12
+
in the equation (1.1) is given next.
Technical details used in the main considerations below are discussed in the following subsection.
In this section we consider the solutions θα (we add the superscript for clarity) constructed in section 3
on the base spaceHs(R2), s > 1. Such solutions, for any α ∈ (12 , 1], are varying continuously in H1+s(R2),
s > 1, hence also in each of the spaces W 1,p(R2), 2 ≤ p ≤ +∞.
In particular they fulfill the uniform in α ∈ (12 , 1] estimates in Lp(R2) of Lemma 2.3, the main
information allowing us to let α→ 12
+
in the equation (1.1). More precisely, for such solutions, we have:
(5.1) ∃const>0∀α∈( 12 , 34 ]∀p∈[2,+∞) ‖θ
α‖L∞([0,T ];Lp(R2)) ≤ const,
where T > 0 is fixed arbitrary large. To work with sectorial positive operator Aα := κ[(−∆)α + I], we
add to both sides of (1.1) the term κθ to obtain:
θαt + u · ∇θα +Aαθα = f + κθα, x ∈ R2, t > 0,
θα(0, x) = θ0(x),
(5.2)
We look at (7.3) as an equation in Lp(R2), p ≥ 2, and ’multiply’ it by the test function (A−1α )∗φ where
φ ∈ Lq−2(R2), 1p + 1q = 1, to get:
(5.3) < [θαt + u · ∇θα], (A−1α )∗φ >Lp,Lq= − < Aαθα, (A−1α )∗φ >Lp,Lq + < [f + κθα], (A−1α )∗φ >Lp,Lq .
We will discuss now the convergence of the terms in (5.3) one by one. Note that when α → 12
+
, then
by Lemma 5.4, (A−1α )
∗φ → (A−11
2
)∗φ for φ ∈ Lq−2(R2). Thanks to boundedness of θα in Lp(R2), p ≥ 2,
uniform in α ∈ (12 , 1] (Lemma 2.3), adding and subtracting, we obtain:
< [f + κθα], (A−1α )
∗φ >Lp,Lq= < [f + κθ
α], (A−1α )
∗φ− (A−11
2
)∗φ >Lp,Lq + < [f + κθ
α], (A−11
2
)∗φ >Lp,Lq
→< [f + κθ], (A−11
2
)∗φ >Lp,Lq ,
(5.4)
where θ is the weak limit of θα in Lp(R2) as α → 12
+
(over a sequence {αn} convergent to 12
+
; various
sequences may lead to various weak limits).
For the intermediate term, we have the equality:
(5.5) < Aαθ
α, (A−1α )
∗φ >Lp,Lq=< θ
α, φ >Lp,Lq .
Moreover, since θα ∈ W 1,p(R2), p ≥ 2, we have: θα ∈ Lp(R2) and A 1
2
θα =: Tα ∈ Lp(R2), which gives
that θα = A−11
2
Tα for some Tα ∈ Lp(R2). Inserting to the equation above we obtain:
< θα, φ >Lp,Lq=< A
−1
1
2
Tα, φ >Lp,Lq=< T
α, (A−11
2
)∗φ >Lp,Lq .
Since the left hand side has a limit as αn → 12
+
, the right hand side also has the same limit:
(5.6) < Tα, (A−11
2
)∗φ >Lp,Lq→< Θ, (A−11
2
)∗φ >Lp,Lq=< θ, φ >Lp,Lq for all φ ∈ Lq−2(R2);
note that Lq−2(R2) is dense in Lq(R2) and that θ,Θ ∈ Lp(R2).
Consequently, returning to (5.3), we see that the first term also has a limit:
(5.7) < [θαt + u · ∇θα], (A−1α )∗φ >Lp,Lq→ ωφ,
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as α→ 12
+
.
Considering the limits together, taken over the same sequence {αn} convergent to 12
+
, we find a weak
form of the limit equation:
(5.8) ∀φ∈Lq
−2(R
2) ωφ = − < θ, φ >Lp,Lq + < f + κθ, (A−11
2
)∗φ >Lp,Lq .
Remembering that the set {(A−11
2
)∗φ;φ ∈ Lq−2(R2)} is dense in Lq(R2), the right hand side above defines
a unique element in Lp(R2).
Separation of terms. The time derivative will be separated from the term [θαt +u ·∇θα] when letting
α→ 12
+
. More precisely we have:
Remark 5.1. Since the approximating solutions θα satisfy
(5.9) θα ∈ L∞(0, T ;Lp(R2)), θαt ∈ L2(0, T ;Lp(R2)), α ∈ (
1
2
,
3
4
],
then by [27, Lemma 1.1, Chapt.III]
(5.10) ∀η∈Lq(R2) < θαt , η >Lp,Lq=
d
dt
< θα, η >Lp,Lq→ d
dt
< θ, η >Lp,Lq ,
(here 1p+
1
q = 1) the derivative
d
dt and the convergence are in D′(0, T ) (space of the ’scalar distributions’).
Consequently,
(5.11) ωφ =
d
dt
< θ, (A−11
2
)∗φ >Lp,Lq +ω
1
φ,
where ω1φ is a limit in D′(0, T ) of < u · ∇θα, (A−1α )∗φ >Lp,Lq over a chosen sequence αn → 12
+
.
The construction presented above allow us to formulate the following theorem:
Theorem 5.2. Let {θα}α∈( 12 , 34 ] be the set of regular Hs+2α
−
(R2) solutions to subcritical equation
(1.1). Such solutions are, in particular, bounded in each space Lp(R2) for p ∈ [2,+∞), uniformly in α.
As a consequence of that and the smoothness properties of regular solutions (they vary continuously in
W 1,p(R2)), for arbitrary sequence {αn} ⊂ (12 , 34 ] convergent to 12
+
we can find a subsequence {αnk} that
the corresponding sequence {θnk} converges weakly in Lp(R2) to a function θ fulfilling the equation:
(5.12) ∀φ∈Lq
−2(R
2) ωφ = − < θ, φ >Lp,Lq + < f + κθ, (A−11
2
)∗φ >Lp,Lq .
Due to denseness of the set Lq−2(R2) (see Definition 5.6) in Lq(R2), 1p + 1q = 1, the right hand side of
(5.12) defines a unique element in Lp(R2). The left hand side ωφ is defined in (5.7) and discussed in
Remark 5.1. We will call such θ a weak Lp solution to the critical equation (1.1), α = 12 .
5.2. Some technicalities. When passing to the limit in the considerations above it was important that
the estimates, in particular the constants in it, can be taken uniform in α. Therefore, in the technical
lemmas below we need to care on a very precise expression of that uniformity. Even some estimates can
be found in the literature, usually such uniformity is not clear from the presentation, thus we include
here the proofs for completeness.
Lemma 5.3. When (12 , 1] ∋ α→ 12
+
, then A−α → A− 12 pointwise on the domain of A−1, where A is
a sectorial non-negative operator in a reflexive Banach space X.
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Proof. Indeed, using the formula (e.g. [21, p. 175]) for negative powers of non-negative operators:
A−αφ =
sin(πα)
π
∫ ∞
0
λ−α(A+ λI)−1φdλ,
we find that, for φ ∈ D(A−1) and any L > 1,
(5.13) ‖A−αφ−A− 12φ‖X = 1
π
‖
∫ ∞
0
[sin(πα)
λα
− 1
λ
1
2
]
(A+ λI)−1φdλ‖X ≤ 1
π
‖
∫ L
0
+
∫ ∞
L
‖X .
Further we will need the following two estimates:
‖(A+ λI)−1‖X ≤ M|λ| ,
‖(A+ λI)−1φ‖X = ‖A(A+ λI)−1A−1φ‖X = ‖[I − λ(A + λI)−1]A−1φ‖X ≤ (M + 1)‖A−1φ‖X .
(5.14)
Consequently we will estimate the right hand side terms in (5.13) as follows:
1
π
∫ L
0
∣∣ sin(πα)
λα
− 1
λ
1
2
∣∣‖(A+ λI)−1φ‖Xdλ ≤ M + 1
π
‖A−1φ‖X
∫ L
0
λ−α
∣∣sin(πα) − λα− 12 ∣∣dλ,
1
π
∫ ∞
L
∣∣ sin(πα)
λα
− 1
λ
1
2
∣∣‖(A+ λI)−1φ‖Xdλ ≤ M‖φ‖X
π
∫ ∞
L
(
1
λα+1
+
1
λ
3
2
)
dλ ≤ 4M‖φ‖X
L
1
2 π
.
We will chose now L > 1 so large that the second term is less than ǫ‖φ‖X , next chose α > 12 so close to
1
2 that the first term is less than ǫ‖A−1φ‖X . Consequently,
(5.15) ‖A−αφ−A− 12φ‖X ≤ ǫ
(‖φ‖X + ‖A−1φ‖X) .
This proves A−α → A− 12 pointwise in the domain of A−1. Indeed, recall here the general definition of
the domain of linear operator in the space X applied to A−1:
D(A−1) = {φ ∈ X ;A−1φ ∈ X}.
Thus, the convergence in (5.15) holds for φ ∈ D(A−1). 
In fact, when passing to the limit in (7.3), we need a variant of the above lemma which uses the formula
(e.g. [21, p. 117]):
(I +Aα)−1 =
sin(απ)
π
∫ ∞
0
λα
λ2α + 2λαcos(πα) + 1
(λI +A)−1dλ,
valid for α ∈ C : ℜα > |α|2; in particular for 0 < α < 1. Applying the above expression to A = (−∆),
with α and with 12 , we have:
Lemma 5.4. Let p ∈ [2,+∞) be arbitrary. When (12 , 1] ∋ α → 12
+
, then A−1α :=
1
κ [(−∆)α + I]−1 →
A−11
2
pointwise in
D((−∆)−1) = {φ ∈ Lp(R2); (−∆)−1φ ∈ Lp(R2)} = Lp−2(R2);
compare (5.17) for the definition of Lp−2(R2). The same proof works for a general sectorial non-negative
operator in a reflexive Banach space X.
Proof. We need to estimate the difference:
[I+(−∆)α]−1− [I+(−∆) 12 ]−1 = 1
π
∫ ∞
0
[ sin(πα)λα
λ2α + 2λα cos(πα) + 1
− sin(
π
2 )λ
1
2
λ+ 2λ
1
2 cos(π2 ) + 1
]
(λI+(−∆))−1dλ.
QUASI-GEOSTROPHIC EQUATION IN R2 13
Now the proof goes as in the previous lemma separating the integral into two parts; over (0, L) and
(L,∞), and estimating them using (5.14). More precisely, for φ ∈ D((−∆)−1), we have:
1
π
∫ L
0
∣∣ sin(πα)λα
λ2α + 2λα cos(πα) + 1
− λ
1
2
λ+ 1
∣∣‖((−∆) + λI)−1φ‖Lp(R2)dλ
≤ M + 1
π
‖(−∆)−1φ‖Lp(R2)
∫ L
0
∣∣ sin(πα)λα
λ2α + 2λα cos(πα) + 1
− λ
1
2
λ+ 1
∣∣dλ,
1
π
∫ ∞
L
∣∣ sin(πα)λα
λ2α + 2λα cos(πα) + 1
− λ
1
2
λ+ 1
∣∣‖((−∆) + λI)−1φ‖Lp(R2)dλ
≤ M‖φ‖Lp(R2)
π
∫ ∞
L
(
λ−1−α
1 + 2λ−α cos(πα) + λ−2α
+
λ−
1
2
λ+ 1
)
dλ.
Note that the two terms under the final integral are bounded, moreover uniformly in α ∈ (12 , 34 ]. For such
a range of parameter we have:
λ−1−α
1 + 2λ−α cos(πα) + λ−2α
≤ λ
−1−α
1− cos2(3π4 )
=
2
λ1+α
.
We will chose next L > 1 so large that the integral over (L,∞) is less than κǫ‖φ‖Lp(R2), next chose α > 12
so close to 12 that the integral over (0, L) is less than κǫ‖(−∆)−1φ‖Lp(R2). Consequently,
1
k
‖[I + (−∆)α]−1φ− [I + (−∆) 12 ]−1φ‖Lp(R2) ≤ ǫ
(‖φ‖Lp(R2) + ‖(−∆)−1φ‖Lp(R2)) .
This proves A−1α → A−11
2
pointwise in Lp−2(R2). 
When passing to the limit constructing weak solution to the critical equation (7.3), we were using
the ’test functions’ φ ∈ Lq−2(R2). In that calculations we need to be sure that for such φ, (A−1α )∗φ and
(A−11
2
)∗φ are in Lq(R2) (rather; form a dense subset).
This property follows from the observation taken from [21, Corollary 12.2.5 (iii)], or [22, Corollary
4.7], which states that:
Corollary 5.5. If 1 < q < +∞ and 0 < ν < N2q , then [Rν ]q = (−∆q)−ν is a sectorial operator of
amplitude π2 . Moreover, if ν, β ∈ C are such that 0 < ℜν < ℜβ < N2q , then
(5.16) D([Rβ ]q) ⊂ D([Rν ]q).
We immediately obtain from the above that: Lq−2(R2) ⊂ Lq−2α(R2) ⊂ Lq−1(R2) when (1, 2] ∋ q (note,
that we consider α ∈ (12 , 34 ] and p ≥ 2, and 1p + 1q = 1 so that q near 1 are interesting).
The information reported in Lemma 5.4 will be used for letting α→ 12
+
in the equation (1.1) provided
the test functions will vary in D((−∆)−1). We recall a characterization of this domain. We start with
the definition of the spaces Lpγ(RN ) (e.g. [34, p. 1164]); note that the definition in [26, Chapt. V], using
the powers of (I −∆)− 12 instead of (−∆)− 12 , leads to usual fractional order Sobolev spaces.
Definition 5.6. For 1 ≤ p ≤ ∞ and γ ∈ R we define
(5.17) Lpγ(RN ) = {f ∈ Lp(RN ) : f = Iγg := (−∆)−
γ
2 g for certain g ∈ Lp(RN )},
normed by ‖f‖Lpγ(RN ) = ‖g‖Lp(RN ).
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It is known (e.g. [21, p. 303]), that when 0 < γ < m, 1 < p <∞, then:
Lpγ(R2) .= Sγ,p(RN ) .= [Lp(RN ),Wm,p(RN )] γm ,
the last bracket stands for the complex interpolation.
Following [25, §25] we recall here the description of the space D((−∆)−1) = I2(Lp(RN ))∩Lp(RN ) (we
are using it in Lemma 5.4).
Observation 5.7. Characterization of the spaces Lγp,r(R
N ) for arbitrary γ > 0, 1 ≤ p <∞, 1 ≤ r <
∞, was given in [25] §25, 7o. The auxiliary spaces there are the Lizorkin spaces
Φ = {φ ∈ S (RN ) : (Djφ)(0) = 0, |j| = 0, 1, 2, ...},
which contain in particular φ(x) = exp(−|x|2 − |x|−2). Next, the class Ψ, consisting of the Fourier
transforms of all elements of Φ is introduced:
Ψ = F(Φ) = {ψ ∈ S (RN ) : ψ = F(φ), φ ∈ Φ}.
The last class is characterized as all the Schwartz functions ψ, that are orthogonal to the polynomials:
∫
RN
xjψ(x)dx = 0, |j| = 0, 1, 2, ....
Denoting
Iγ(Lp(RN )) = {f : f = Iγ(ψ), ψ ∈ Lp(RN )},
the class of the Riesz potentials of functions in Lp(RN ), when γ ≥ N , the space Iγ(Lp(RN )) is understood
in a sense of distributions on the Lizorkin class Ψ:
< Iγψ, ω >=< ψ, Iγω >, ω ∈ Ψ.
Description of the class Iγ(Lp(RN )), γ > 0, 1 < p <∞, is given in [25, Theorem 26.8, 2)]:
Proposition 5.8. Let f be locally integrable and lim|x|→∞ f(x) = 0. Then f ∈ Iγ(Lp(RN )), γ > 0,
1 < p <∞, if and only if
• When 1 < p < Nγ , then f ∈ Lq(RN ) with q = NpN−γp and Dγf ∈ Lp(RN ),
• When p ≥ Nγ , then
(△lhf) ∈ Lp(RN ), and there exists in Lp(RN ), lim
ǫ→0
∫
|h|>ǫ
|h|−N−γ(△lhf)(x)dh,
where l > 2[γ2 ]. For the definition of the difference operators (△lhf) we refer to [25, Lemma 26.5].
Moreover, Iγ(Lp(RN )) ∩ Lr(RN ) = Lγp,r(RN ), γ > 0, 1 ≤ p <∞, 1 ≤ r <∞.
We are using the above description for N = γ = 2 with I2(ψ) =
∫
R2
ln( 1|x−y|)ψ(y)dy. We also have
Lpγ(R2) = Lγp,p(R2).
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6. Appendix. Properties of the Riesz operators, and estimates.
We recall first the properties of the Laplace operator in Lp(RN ), 1 < p < +∞ (e.g. [21, p.37]).
The distributional Laplacian restricted to Lp(RN ); ∆p, with the domain D(∆p) = W
2,p(RN ), has the
following properties:
• ∆p is a closed operator,
• (−∆p) is m-accretive,
• If 1 < p < +∞, then (∆p) is injective and has dense domain and range.
As a particular consequence of the last property, the set I2(Lp(RN )) = (−∆)−1(RN ) is dense in Lp(RN )
since the range R(−∆) = (−∆)(Lp(RN )) = D((−∆)−1) is dense.
Nice description of the Riesz operators Rj , j = 1, ..., N , is given in [26]. We quote here only few of its
properties. The first one says that the Riesz operator
Rj(f)(x) = lim
ǫ→0
cN
∫
|y|≥ǫ
yj
|y|N+1 f(x− y)dy, j + 1, 2, ..., N, cN =
Γ(N+12 )
π(N+1)/2
,
is well defined for f ∈ Lp(RN ), 1 ≤ p < ∞, and bounded as a map from Lp(RN ), 1 ≤ p < ∞ into itself.
Moreover ([21, p. 299]), for f ∈ L2(RN ) ∩ Lp(RN ), 1 < p <∞, they have the characterization:
Rjf =
(
−i xj|x| fˆ
)∨
, 1 ≤ j ≤ N.
Further, if f ∈ W 1,p(R2), then (e.g. [21, p.299])
∂f
∂xk
= −Rk(−∆) 12 f,
moreover, if f ∈ C20 (RN ), then
∂2f
∂xj∂xk
= −RjRk∆f.
The following commutator estimate is known in the literature: [24, p. 61], or [19, p. 54] in particular
case; for γ > 0,
(6.1) ‖(−∆)γ(FG)‖Lp(R2) ≤ c
[‖(−∆)γF‖Lr(R2)‖G‖Lq(R2) + ‖F‖Lq(R2)‖(−∆)γG‖Lr(R2)],
where 1 < p < q ≤ ∞ and 1r + 1q = 1p , and the right hand side is sensible for F and G.
Moreover, we quote the observation (e.g. [26, Chapter III], [21, p. 299]), that the Riesz transforms Rj
are bounded operators from Lq(RN ) into Lq(RN ), 1 < q <∞:
(6.2) ∃C>0∀ψ∈Lq(RN )‖Rj(ψ)‖Lq(RN ) ≤ C‖ψ‖Lq(RN ), j = 1, 2, ..., N.
We have also the following property taken from the paper [33, p. 12]:
(6.3) ‖|Dju(t, ·)|‖Lq(R2) ≤ c‖Djθ(t, ·)‖Lq(R2), q ∈ (1,∞), |j| ≤ k.
6.1. Properties of the fractional powers operators. Recall first the Balakrishnan definition of frac-
tional power of non-negative operator (e.g. [17, p. 299]). Let A be a closed linear densely defined operator
in a Banach space X , such that its resolvent set contains (−∞, 0) and the resolvent satisfies:
‖λ(λ+A)−1‖ ≤M, λ > 0.
Then, for η ∈ (0, 1),
Aηφ =
sin(πη)
π
∫ ∞
0
sη−1A(s+A)−1φds.
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Note that there is another definition, through singular integrals, of the fractional powers of the (−∆)−α
in Lp(RN ) frequently used in the literature. See [21, Chapter 2.2] for the proof of equivalence of the two
definitions for 1 < p < N2ℜα ; see also [10, section 4.3].
Moment inequality. We recall here, for completeness of presentation, themoment inequality estimate
valid for fractional powers of non-negative operators having zero in the resolvent. Recalling [35, p. 98],
we have the following version of the moment inequality; for 0 ≤ α < β < γ ≤ 1:
‖Aβφ‖ ≤
(sin π(β−α)γ−α )(γ − α)2
π(γ − β)(β − α) (M + 1)‖A
γφ‖ β−αγ−α ‖Aαφ‖ γ−βγ−α ,
where φ ∈ D(Aγ). In particular, for 12 < β ≤ 1, this reduces to
‖Aβφ‖ ≤ sin(2π(β −
1
2 ))
4π(1− β)(β − 12 )
(M + 1)‖Aφ‖2β−1‖A 12φ‖2−2β ,
for φ ∈ D(A). Evidently we can let β ց 12 in the formula above.
7. Critical problem α = 12 in bounded domain Ω ⊂ R2.
Solvability for small initial data. It is known from [4], that the critical equation possess smooth global
solution provided the ‖θ0‖L∞ is sufficiently small. Within our technique similar result will be now proved
for the Dirichlet problem. The same will be shown also in case of the space periodic boundary conditions.
7.1. Quasi-geostrophic equation in bounded domain Ω. Very briefly we discuss now an extension
of the earlier result obtained for the Cauchy problem in R2 to the case of the Dirichlet boundary value
problem for the quasi-geostrophic equation in bounded domain Ω ⊂ R2:
θt +∇ · (uθ) + κ(−∆)αθ = f, x ∈ Ω ⊂ R2, t > 0,
θ = 0 on ∂Ω,
θ(0, x) = θ0(x),
(7.1)
Note, the nonlinear term above is now written in an equivalent form. Indeed, we have used the property,
which will be checked by a direct calculation on the expression u = (− ∂ψ∂x2 ,
∂ψ
∂x1
), that for regular solutions:
(7.2) u · ∇θ = ∇ · (uθ).
Such equivalent form will be more suitable for getting the required estimates.
Working with sectorial positive operator Aα := (−∆)α, α ∈ [ 12 , 1], in Ω with zero boundary condition
(e.g. [13, 3]), we rewrite equation (7.1) in an abstract form:
θαt +∇ · (uθα) +Aαθα = f, x ∈ Ω, t > 0,
θα(0, x) = θ0(x).
(7.3)
Precisely as in the case of the Cauchy problem in R2 one can get the following local existence result.
Theorem 7.1. Let s > 1 be fixed. Then, for f ∈ Hs(Ω) and for arbitrary θ0 ∈ H2α−+s(Ω) ∩
D((−∆)[ s2α ]+1), there exists in the phase space H2α−+s(Ω) a unique global in time mild solution θ(t) to
the subcritical problem (7.3), α ∈ (12 , 1]. Moreover,
θ ∈ C((0,+∞);H2α+s(Ω)) ∩ C([0,+∞);H2α−+s(Ω)), θt ∈ C((0,+∞);H2γ+s(Ω)),
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with arbitrary γ < α−. Furthermore, the Cauchy formula is satisfied:
θ(t) = e−Aαtθ0 +
∫ t
0
e−Aα(t−s)F1(θ(s))ds, t ∈ [0,+∞),
where e−Aαt denotes the linear semigroup corresponding to the operator Aα := (−∆)α in Hs(Ω) (with
proper number of boundary conditions when s is large), and
F1(θ) = R2θ
∂θ
∂x1
−R1θ ∂θ
∂x2
.
Further, a version of the Maximum Principle (2.8) will give us global in time extendibility of that local
solution, precisely as in the case of the Cauchy problem.
Our main result, for the Dirichlet problem case, is that for small ‖θ0‖L∞(Ω) the solutions to subcritical
problems (7.1) converge to the solution of the critical problem as α→ 12
+
.
In this section we denote the solution of (7.3) as θα (the superscript is added for clarity). Such
solutions, for any α ∈ (12 , 1], are varying continuously in H1+s(Ω), s > 1, hence also in each of the spaces
W 1,p(Ω), 2 ≤ p ≤ +∞. In particular they fulfill the uniform in α ∈ (12 , 1] estimates in Lp(Ω) of Lemma
2.3, the main information allowing us to let α→ 12
+
in the equation (7.1). More precisely, we have:
(7.4) ∃const>0∀α∈( 12 , 34 ]∀p∈[2,+∞) ‖θ
α‖L∞([0,T ];Lp(Ω)) ≤ const,
with T > 0 fixed arbitrary large.
Note also that we will let q → +∞ in the estimate (2.8). Indeed, for θ0, f ∈ L∞(Ω), taking q-th roots
in (2.8), letting q → +∞ and notifying that limq→+∞ e
(q−1)t
q = et, we obtain:
(7.5) ‖θ(t, ·)‖L∞(Ω) ≤
(‖θ0‖L∞(Ω) + ‖f‖L∞(Ω))et.
Consequently p = +∞ is allowed in (7.4). The last estimate is valid also for the Cauchy problem.
To prove the convergence of solutions as α → 12
+
, consider the difference of two equations (7.3) with
different α ∈ (12 , 34 ], say 12 < α2 < α1 ≤ 34 . For simplicity we will use now the notation: θi; i = 1, 2, are the
solutions of (7.3) (constructed in Theorem 7.1 in Hs(Ω), s > 1) corresponding to proper αi. Multiplying
the above difference in L2(Ω) by A−1α1 (θ1 − θ2) we obtain:∫
Ω
(θ1 − θ2)tA−1α1 (θ1 − θ2)dx = −
∫
Ω
(Aα1(θ1 − θ2) + (Aα1 −Aα2)θ2)A−1α1 (θ1 − θ2)dx
−
∫
Ω
(
u1 · ∇θ1 − u2 · ∇θ2
)
A−1α1 (θ1 − θ2)dx.
(7.6)
Working in a Hilbert space L2(Ω) is a bit simpler than in general Lp(Ω); we need not use the ’conjugate’
operators like in general case, and our task is to get a weak form of convergence of the two solutions θ1
to θ2 in H
− 12 (Ω). With the use of our previous regularity knowledge of the solutions such knowledge will
be extended to better norms convergence using the interpolation argument.
We will transform the components one by one as follows.
(7.7)
∫
Ω
(θ1 − θ2)tA−1α1 (θ1 − θ2)dx =
1
2
d
dt
∫
Ω
(A
− 12
α1 (θ1 − θ2))2dx,
(7.8) −
∫
Ω
Aα1(θ1 − θ2)A−1α1 (θ1 − θ2)dx = −‖θ1 − θ2‖2L2(Ω),
−
∫
Ω
(Aα1 −Aα2)θ2A−1α1 (θ1 − θ2)dx = −
∫
Ω
A−1α1 (Aα1 −Aα2)θ2(θ1 − θ2)dx
≤ ‖A−1α1 (Aα1 −Aα2)θ2‖L2(Ω)‖θ1 − θ2‖L2(Ω),
(7.9)
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|
∫
Ω
(
u1 · ∇θ1 − u2 · ∇θ2
)
A−1α1 (θ1 − θ2)dx| = |
∫
Ω
A−11
2
(
u1 · ∇θ1 − u2 · ∇θ2
)
A−1
α1−
1
2
(θ1 − θ2)dx|
≤ ‖A−11
2
(
u1 · ∇θ1 − u2 · ∇θ2
)‖L2(Ω)‖A−1α1− 12 (θ1 − θ2)‖L2(Ω),
(7.10)
we leave estimating the nonlinearity for a moment.
To deal with intermediate term, we will use the following property.
Lemma 7.2. Let A be a positive operator in a Banach space X ([29, 21, 3]). For arbitrary φ ∈ X,
we have
∀ǫ>0∃L‖(I −A−β)φ‖X ≤ sin(πβ)
(2L(1 +M)
π
+ L−1M)‖φ‖X + ǫ.
Consequently, the left hand side tends to zero as 0 < β → 0+.
We will use that lemma to estimate the difference (I −A−1α1 Aα2) when 12 < α2 ≤ α1 → 12
+
.
Proof. Our task is, for fixed φ ∈ X and β near 0+, to estimate the expression:
(A−β − I)φ = sin(πβ)
π
∫ ∞
0
λ−β(λ +A)−1φdλ − sin(π(1 − β))
π
∫ ∞
0
λ(1−β)−1
λ+ 1
dλ φ
=
sin(πβ)
π
∫ ∞
0
λ−β [(λ +A)−1φ− 1
λ+ 1
φ]dλ.
(7.11)
In the estimates we are using the following properties; taken from [21, p. 62] equality valid for η ∈ (0, 1)∫ ∞
0
λη−1
λ+ 1
dλ =
π
sin(πη)
,
the simple formula:
(7.12) (λ+A)−1φ− 1
λ+ 1
φ =
1
λ+ 1
[
λ(λ +A)−1φ− φ+ (λ +A)−1φ],
and the two asymptotic properties of non-negative operators valid on functions φ ∈ X taken from [21,
Proposition 1.1.3]:
lim
λ→∞
λ(λ+A)−1φ = φ,
lim
λ→∞
(λ+A)−1Aφ = 0.
(7.13)
Returning to the proof, we split the integral in (7.11) into (0, L) and (L,∞) and estimate the first
part,
sin(πβ)
π
‖
∫ L
0
λ−β(
1
λ+ 1
− (λ +A)−1)φdλ‖X ≤ sin(πβ)
π
∫ L
0
λ−β(1 +M)dλ‖φ‖X
=
sin(πβ)
π
L1−β
1− β (1 +M)‖φ‖X ,
(7.14)
where L > 0 will be chosen later. Note that letting β → 0+ the result of the estimate above is bounded
by | sin(πβ)π |2L(1 +M)‖φ‖X → 0, for any fixed L > 0.
Next using (7.12), the integral over (L,∞) is, for φ ∈ X , estimated as follows:
(7.15)
sin(πβ)
π
‖
∫ ∞
L
λ−β [(λ+A)−1φ− 1
λ+ 1
φ]dλ‖X ≤ sin(πβ)
π
∫ ∞
L
λ−β
λ+ 1
‖λ(λ+A)−1φ−φ+(λ+A)−1φ‖Xdλ,
where due to (7.13) we see that
(7.16) ‖(λ+1)(λ+A)−1Aφ−φ‖X ≤ ‖λ(λ+A)−1φ−φ‖X+‖(λ+A)−1φ‖X ≤ ǫ+ M
1 + λ
‖φ‖X as λ→∞,
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ǫ > 0 arbitrary fixed. Consequently we obtain
sin(πβ)
π
∫ ∞
L
λ−β
λ+ 1
(
ǫ+
M
1 + λ
‖φ‖X)dλ ≤ sin(πβ)
π
∫ ∞
L
λ−β−1
(
ǫ+
M
λ
‖φ‖X)dλ
≤ sin(πβ)
π
L−β
β
ǫ+
sin(πβ)
π
L−β−1
β + 1
M‖φ‖X ,
(7.17)
for sufficiently large value of L ≥ 1, as specified in (7.16). Note that letting β → 0+ in the resulting
estimate we have:
(7.18)
sin(πβ)
πβ
L−βǫ+
sin(πβ)
π
L−β−1
β + 1
M‖φ‖X ≤ ǫ+ sin(πβ)L−1M‖φ‖X ,
for chosen large value of L.
For such L we get a final estimate of the integral in (7.11) having the form:
(7.19)
‖(A−β−I)φ‖X ≤ sin(πβ)
π
‖
∫ ∞
0
λ−β [(λ+A)−1φ− 1
λ+ 1
φ]dλ‖X ≤ sin(πβ)
(2L(1 +M)
π
+L−1M
)‖φ‖X+ǫ,
where ǫ > 0 was arbitrary. The right hand side of (7.19) will be made small when we let β near 0+,
noting ǫ was an arbitrary positive number. 
Now we intent to estimate the nonlinearity in terms of the difference (α1 − 12 ). As a consequence of
the property: u · ∇θ = ∇ · (uθ), in the case of the difference, we obtain
(7.20) u1 · ∇θ1 − u2 · ∇θ2 = ∇ · (u1θ1 − u2θ2),
so that
‖A−11
2
(u1 · ∇θ1 − u2 · ∇θ2)‖L2(Ω) = ‖(−∆)−
1
2∇ · (u1θ1 − u2θ2)‖L2(Ω)
= ‖(−∆)− 12∇ · (u1θ1 − u1θ2 + u1θ2 − u2θ2)‖L2(Ω) ≤ c
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖L2(Ω),(7.21)
where we have used (6.3) with j = 0 and boundedness of the operator (−∆)− 12∇ in L2(Ω).
Note further that, from the formula of negative powers
(7.22) A−βφ =
sin(πβ)
π
∫ ∞
0
λ−β(A+ λI)−1φdλ,
by splitting the integral over (0, L) and (L,∞), we get an estimate
‖A−βφ‖X ≤ sin(πβ)
π
M‖φ‖X
(L1−β
1− β +
L−β
β
)
,
and then by taking L = 1 we have, as β ∈ (0, 12 ),
‖A−βφ‖X ≤ sin(πβ)
π
M‖φ‖X
( 1
1− β +
1
β
)
6
2
π
M‖φ‖X + sin(πβ)
πβ
M‖φ‖X 6 ( 2
π
+ 2)M‖φ‖X .
Thus, thanks to the last estimate used for β = α1 − 12 ,
|
∫
Ω
(
u1 · ∇θ1 − u2 · ∇θ2
)
A−1α1 (θ1 − θ2)dx|
6 c
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖L2(Ω)‖(−∆)α1− 12 (θ1 − θ2)‖L2(Ω)
6 (
2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖2L2(Ω).
(7.23)
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Putting estimates (7.7)-(7.9) and (7.23) together, using Cauchy’s and Young’s inequalities, we obtain
a differential inequality of the form:
d
dt
∫
Ω
(A
− 12
α1 (θ1 − θ2))2dx ≤ −‖θ1 − θ2‖2L2(Ω) +O(α1 − α2)‖θ2‖L2(Ω)‖θ1 − θ2‖L2(Ω)
+ (
2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖2L2(Ω)
6
(
−1 + ( 2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))
)
‖θ1 − θ2‖2L2(Ω) + c3O(α1 − α2)
6 c1
(
−1 + ( 2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))
)
‖A−
1
2
α1 (θ1 − θ2)‖2L2(Ω) + c3O(α1 − α2),
(7.24)
where O(α1 − α2) comes from (7.9) (O(·) means that O(α) → 0 as α → 0) and c1 is an embedding
constant for L2(Ω) ⊂ H−α1(Ω).
We consider the last estimate under the ’smallness hypothesis’: Let ‖θ0‖L∞(Ω) be so small, that the
collected coefficient above
(7.25) − c2 := c1
(
−1 + ( 2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))
)
< 0,
is negative on [0, T ]. Since
∫
Ω
(A
− 12
α1 (θ1(0)− θ2(0)))2dx = 0, applying the differential inequality to y(t) :=∫
Ω(A
− 12
α1 (θ1(t)− θ2(t)))2dx, we get an estimate
(7.26) y(t) ≤ c3
c2
O(α1 − α2) as α1 − α2 → 0,
when α1 ց 12 .
Consequently, under the smallness hypotheses (7.25), we have the convergence
(7.27) ‖θ1 − θ2‖
H−
1
2 (Ω)
→ 0.
Using the interpolation argument and Maximum Principle, the last convergence will be strengthened to
(7.28) ‖θ1−θ2‖H−ǫ(Ω) ≤ c‖θ1−θ2‖2ǫ
H−
1
2 (Ω)
‖θ1−θ2‖1−2ǫL2(Ω) ≤ c‖θ1−θ2‖2ǫH− 12 (Ω)
(‖θ1‖1−2ǫL2(Ω)+‖θ2‖1−2ǫL2(Ω))→ 0,
where ǫ > 0 is an arbitrary small number. Therefore the convergence holds in each negative order space,
but not in H0(Ω) = L2(Ω).
We note also, that since H
1
2 (Ω) ⊂ L4(Ω), N = 2, then by duality L 43+(Ω) ⊂ L 43 (Ω) ⊂ H− 12 (Ω), and
the following convergence as α1 ց 12 holds:
(7.29) ‖θ1 − θ2‖
L
4
3
+
(Ω)
≤ c‖θ1 − θ2‖µ
H−
1
2 (Ω)
‖θ1 − θ2‖1−µL2(Ω) → 0,
where µ ∈ (0, 1).
Remark 7.3. Consider now the case when the smallness hypotheses (7.25) is violated. Since we have
Maximum Principle valid also in L4(Ω), we will divide the first right hand side term in (7.24) into two
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parts and estimate the result using Nirenberg-Gagliardo inequality, as follows:
d
dt
∫
Ω
(A
− 12
α1 (θ1 − θ2))2dx ≤ −‖θ1 − θ2‖2L2(Ω) +O(α1 − α2)‖θ2‖L2(Ω)‖θ1 − θ2‖L2(Ω)
+ (
2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖2L2(Ω)
6− 1
2
‖θ1 − θ2‖2L2(Ω) + (
2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖2L2(Ω) + c3O(α1 − α2)
6− 1
2
‖θ1 − θ2‖2L2(Ω) + (
2
π
+ 2)Mc
(‖θ1‖L∞(Ω) + ‖θ2‖L∞(Ω))‖θ1 − θ2‖L4(Ω)‖A− 12α1 (θ1 − θ2)‖L2(Ω)
+ c3O(α1 − α2).
(7.30)
We obtain, for y(t) :=
∫
Ω(A
− 12
α1 (θ1(t)− θ2(t)))2dx, a differential inequality of the form:
y′(t) ≤ −1
2
y(t) + C2
√
y(t) + c3O(α1 − α2),
y(0) = 0,
(7.31)
with positive constants C2, c3. Unfortunately, its solution need not tend to zero when α1 ց 12 . It is only
bounded by the argument ymax, the positive zero of the right hand side function f(y) := − 12y + C2
√
y +
c3O(α1 − α2), y ≥ 0. This gives the bound y(t) ≤ ymax, valid for all positive times.
7.2. Passing to the limit in equation (7.3). Having proved the convergence θα → θ in H− 12 (Ω)
together with its consequences (7.28), (7.29), we consider equation (7.3):
θαt +∇ · (uαθα) +Aαθα = f, x ∈ Ω, t > 0,
θα(0, x) = θ0(x),
We apply to (7.3) the operator A−1α = (−∆)−α and will reduce the two operators as in the proof of
convergence above. Multiplying the result by a ’test function’ η ∈ H1(Ω) (note, H1(Ω) ⊂ L4(Ω), N = 2),
we obtain
(7.32)
∫
Ω
A−1α θ
α
t ηdx+
∫
Ω
A−1α ∇ · (uαθα)ηdx +
∫
Ω
θαηdx =
∫
Ω
A−1α fηdx,
or equivalently,∫
Ω
(−∆)−α2 θαt (−∆)−
α
2 ηdx+
∫
Ω
(−∆)−(α− 12 )(−∆)− 12∇ · (uαθα)ηdx+
∫
Ω
θαηdx
=
∫
Ω
(−∆)−α2 f(−∆)−α2 ηdx.
(7.33)
Now, for the nonlinear term,
(7.34)
∫
Ω
(−∆)−(α− 12 )(−∆)− 12∇ · (uαθα)ηdx =
∫
Ω
(−∆)− 12∇ · (uαθα)(−∆)−(α− 12 )ηdx.
Noting boundedness of the operator (−∆)− 12∇ in L 43+(Ω) and (7.29), we justify that
‖uαθα − uθ‖
L
4
3
+
(Ω)
≤ ‖uα(θα − θ)‖
L
4
3
+
(Ω)
+ ‖(uα − u)θ‖
L
4
3
+
(Ω)
≤ ‖uα‖L∞(Ω)‖θα − θ‖
L
4
3
+
(Ω)
+ ‖uα − u‖
L
4
3
+
(Ω)
‖θ‖L∞(Ω) → 0,
(7.35)
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and, thanks to Lemma 7.2, the convergence∫
Ω
(−∆)−(α− 12 )(−∆)− 12∇ · (uαθα)ηdx =
∫
Ω
(−∆)− 12∇ · (uαθα)(−∆)−(α− 12 )ηdx
→
∫
Ω
(−∆)− 12∇ · (uθ)ηdx =< (−∆)− 12∇ · (uθ), η >
L
4
3
+
(Ω),L4− (Ω)
,
(7.36)
as αց 12 . We will also write:
(7.37)
∫
Ω
θαηdx =
∫
Ω
(−∆)− 12 θα(−∆) 12 ηdx→
∫
Ω
(−∆)− 12 θ(−∆) 12 ηdx,
to allow letting α ց 12 in that term. In the term containing time derivative θαt we can pass to the limit
in the sense of ’scalar distributions’ (see [20]). Indeed, since the approximating solutions θα satisfy, in
particular,
(7.38) θα ∈ L∞(0, T ;L2(Ω)), θαt ∈ L2(0, T ;L2(Ω)), α ∈ (
1
2
,
3
4
],
then by [27, Lemma 1.1, Chapt.III]
(7.39) ∀η∈L2(Ω) < θαt , η >=
d
dt
< θα, η >→ d
dt
< θ, η >,
the derivative ddt and the convergence are in D′(0, T ) (space of the ’scalar distributions’). Consequently,
(7.40)
∫
Ω
A−1α θ
α
t ηdx =
∫
Ω
θαt A
−1
α ηdx =
d
dt
< θα, A−1α η >→
d
dt
< θ,A−11
2
η >
in D′(0, T ) as αց 12 .
Collecting all the limits together, we find the form of limit critical equation:
(7.41)
d
dt
< θ, (−∆)− 12 η > + < (−∆)− 12∇·(uθ), η >
L
4
3
+
(Ω),L4− (Ω)
+
∫
Ω
(−∆)− 12 θ(−∆) 12 ηdx =
∫
Ω
f(−∆)− 12 ηdx.
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