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The diagnostic of human breast cancer is an intricate process and speciﬁc indicators may produce
negative results. In order to avoid misleading results, accurate and reliable diagnostic system for breast
cancer is indispensable. Recently, several interesting machine-learning (ML) approaches are proposed for
prediction of breast cancer. To this end, we developed a novel classiﬁer stacking based evolutionary
ensemble system ‘‘Can–Evo–Ens’’ for predicting amino acid sequences associated with breast cancer. In
this paper, ﬁrst, we selected four diverse-type of ML algorithms of Naïve Bayes, K-Nearest Neighbor,
Support Vector Machines, and Random Forest as base-level classiﬁers. These classiﬁers are trained indi-
vidually in different feature spaces using physicochemical properties of amino acids. In order to exploit
the decision spaces, the preliminary predictions of base-level classiﬁers are stacked. Genetic program-
ming (GP) is then employed to develop a meta-classiﬁer that optimal combine the predictions of the base
classiﬁers. The most suitable threshold value of the best-evolved predictor is computed using Particle
Swarm Optimization technique. Our experiments have demonstrated the robustness of Can–Evo–Ens sys-
tem for independent validation dataset. The proposed system has achieved the highest value of Area
Under Curve (AUC) of ROC Curve of 99.95% for cancer prediction. The comparative results revealed that
proposed approach is better than individual ML approaches and conventional ensemble approaches of
AdaBoostM1, Bagging, GentleBoost, and Random Subspace. It is expected that the proposed novel system
would have a major impact on the ﬁelds of Biomedical, Genomics, Proteomics, Bioinformatics, and Drug
Development.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Cancer is one of the rapidly growing diseases in the world.
Nearly, fourteen million people are diagnosed per year with cancer.
It is estimated that this ﬁgure will increase up to 19 million in
2025. It is assessed that out of 24 million cancer patients, half of
them could be prevented in 2035 [1]. There are many types of can-
cers associated with human organs such as breast, colorectum,
lung, and prostate. The most commonly diagnosed cancers are
related to lung (1.8 million, 13.0% of the total), breast (1.7 million,
11.9%), and colorectum (1.4 million, 9.7%) [2]. Human breast can-
cer is the second foremost cause of worldwide cancer related
deaths. It is most widespread cancer among women. Like other
cancers, breast cancer can be successfully treated if predicted in
early stages. Approximately 1.5 million cases of women breast
cancer are registered per year, worldwide. About 88% of womendiagnosed with breast cancer would survive at least 10 years. In
US, due to early detection and treatment, more than 2.9 million
women diagnosed with breast cancer were alive in 2012 [3]. In
Pakistan, approximately 36,750 new women breast cancers cases
are estimated for 2015 and about 17,5521 women would die due
to breast cancer. In order to increase the survival rate and to reduce
cost, early prediction of breast cancer with reliable decision support
system is essential. Such a system would also be helpful in avoiding
unnecessary toxicity to the patient.
Human body cells normally grow in a regular and controlled
pattern. However, during cancer development, body cells grow
without control. The causes of uncontrolled growth of abnormal
cells are due to mutation in genes. Cancer genomes are very unsta-
ble and usually show extensive genomic alterations. These changes
vary from intragenic mutations to gross gains and/or loss of chro-
mosomal material [4,5]. Genetic mutations, deletions, and allelic
loss of tumor suppressor genes produce aberrant RNA transcriptfrom the
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Examples of commonly mutated tumor suppressor genes in human
cancer are BRCA1, BRCA2, and P53. Usually, majority of the muta-
tions inﬂuence these genes and effect in protein sequences with
deletions, insertions or truncations. This variation in protein
sequences of amino acids would be helpful for developing cancer
diagnosis system.
Breast cancer refers to a malignant tumor that occurs in human
breast cells. It is a genomically complex and heterogeneous disease
[6]. Breast cancer is widely studied with genomic technologies
with efforts to develop molecular predictors of clinical outcomes
and drug response. It is very different from other types of cancers.
For instance, breast cancer and prostate cancer are two types of
diseases. Their response could vary under different diagnosis and
treatment methods. That is why for diagnosis, treatment, and drug
discovery of breast cancer different types of signatures/features are
required. The molecular signatures of breast cancer are identiﬁed
using fundamental knowledge of system biology, cell biology,
structural biology, genomics, and proteomics. However, in our
view, proteins molecules based features that we have extracted
using hydrophobicity (Hd) and hydrophilicity (Hb) properties of
amino acids of protein would be quite helpful for breast cancer
prediction. These physicochemical properties have been used in
the study of protein foldings, structures, protein–protein interac-
tion, and sequence-order effects [7].
In literature, several breast cancer prediction systems are devel-
oped using different feature extraction strategies [8–13]. A review
of different feature extraction and selection techniques related to
protein sequence analysis is presented in [14]. Protein sequences
of amino acids have been utilized for the prediction of ovarian can-
cer, lung cancer [15], colon cancer, and breast cancer [16]. Jene-
Sanz et al. have identiﬁed levels of 1200 genes expression [17].
They are directly controlled by enzyme, EZH2, which is correlated
with the aggressiveness of breast cancer cases. Ahmad et al. have
used Bayesian network technique to construct a gene regulatory
network from microarray data [18].
Research interest is growing exponentially by integrating vari-
ous classiﬁers to improve the performance. The integration
approach is referred to as ensemble or collective decision-making
system. Xin Ma et al. have applied Random Forest based ensemble
system using protein sequence-based features for prediction of
DNA-binding residues [19]. Goodman et al. have used non-
evolutionary methods Optimized-LVQ (Learning Vector Quantization),
Big-LVQ, and Artiﬁcial Immune Recognition System (AIRS) [20]
with clinical features computed from digitized image of a ﬁne nee-
dle aspirate (FNA) of breast mass. The combination of Evolutionary
Algorithms (EAs) and SVM, with clinical features obtained from
digitized image of FNA of breast mass have yielded 97.07% accu-
racy [21]. Protein features of malignant and benign cancers are
evaluated using different screening methods. For example, Deci-
sion Tree models, generalized rule induction, and clustering meth-
ods for identiﬁcation of similarity patterns in benign and
malignant breast cancer tissues [22]. In another study, Aminzadeh
et al. have developed RotBoost ensemble approach with micro-
array genes and attained 94.39% accuracy [23]. RotBoost ensemble
is constructed by integrating the ideas of Rotation Forest and Ada-
Boost. Lavanya and Rani have applied Bagging and Boosting for
ensemble based decision making systems [24]. Their ensemble sys-
tems have used Classiﬁcation and Regression Trees for feature
selection and achieved prediction accuracies up to 97.85% and
95.56%, respectively.
Though, several ensemble systems are proposed for various
applications. However, it is still a challenging task to develop a
high performing ensemble system for cancer prediction. Earlier,
Boosting, Bagging, and RF based ensemble systems are developed
by generating a set of classiﬁers that are trained from single learn-ing algorithm. These approaches attempt to improve the prediction
performance by iteratively retraining the base classiﬁers with a
subset of most informative training data. These approaches have
limited performance due to small number of biological samples
and class imbalance. Another limitation is that these approaches
have merely one level by taking the original input data to give sin-
gle output prediction. On the other hand, our proposed stacking
ensemble system has generated a set of classiﬁers that are trained
from different learning algorithms.
Our approach effectively combines multiple level models for
prediction [25–27]. It has two level classiﬁer structures; (i) base
classiﬁers are used for generation of preliminary predictions, and
(ii) meta-classiﬁers are used for fusion of base classiﬁers. The 1st
level base classiﬁers are trained on the original input dataset,
and their predicted results are extracted called meta-data. Then,
2nd level meta-classiﬁer is trained on this new dataset to obtain
ﬁnal prediction. The role of 2nd level classiﬁer is to ﬁnd out how
best to combine the results of the base classiﬁers. However, to
the best of our knowledge, in previous studies, GP based evolution-
ary ensemble as stacking classiﬁer is not tailored for early predic-
tion of breast cancer using amino acid sequences. GP technique is
based on the principles of natural selection and recombination
under deﬁned ﬁtness criterion. It is a powerful evolutionary
approach, which searches for possible solutions in the deﬁned
problem space. This approach was used effectively in different
applications of pattern recognition [28–31]. Here, we employed
GP to develop a new ensemble system of ameliorated performance
by taking advantage of its ability to explore and exploit the search
space in an effective way for breast cancer prediction.
The proposed evolutionary ‘Can–Evo–Ens’ system is developed
by exploring diversities in both feature and decision spaces. The
input data of protein primary sequences is converted into features
of Amino Acid Composition (AAC), Split Amino Acid Composition
(SAAC), Pseudo Amino Acid Composition-Series (PseAAC-S), and
Pseudo Amino Acid Composition-Parallel (PseAAC-P). We have
chosen four diverse types of ML algorithms of Naïve Bayes (NB),
K-Nearest Neighbor (KNN), Support Vector Machines (SVM), and
Random Forest (RF) as base-level classiﬁers/predictors. These pre-
dictors are trained in different feature spaces. Next, predictions of
base-level predictors are stacked. During GP evolution process,
predictions of the base-level predictors are combined using ﬁtness
criterion of Area Under Curves of Receiver Operating Characteristic
(AUCs-ROC). Finally, the performance of best individual evolved at
the end of GP simulations is computed using optimal threshold
obtained from Particle Swarm Optimization (PSO) algorithm. The
performance is evaluated on two benchmark cancer datasets using
various quality measures of AUC, Accuracy (Acc), Speciﬁcity (Sp),
Sensitivity (Sn), G-mean, F-score, and Mathews Correlation Coefﬁ-
cient (MCC). The overall performance of individual predictors is
reported using 10-fold cross-validation data sampling technique
[32]. Our results show that evolutionary ensemble systems are
more accurate than either Bagging or Boosting ensembles. The
comparative performance highlights that the proposed approach
is superior to individual, conventional ensemble, and previous
approaches. It is observed that PseAAC-S feature space has better
discrimination power over the rest of feature extraction strategies
for cancer prediction.
2. Material and methods
Fig. 1 shows the basic block diagram of the proposed system for
cancer prediction. Fig. 1a indicates data preprocessing, develop-
ment and predictions stacking of base-level predictors (1st level).
Fig. 1b demonstrates the working principle of GP (2nd level), PSO
based optimal threshold, and system performance evaluation
module.
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Fig. 1. Basic block diagram of the proposed ‘Can–Evo–Ens’ ensemble system: (a) Stage-I represents the data preprocessing and base-level predictors. (b) Stage-II indicates GP
evolution process.
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We performed experiments on two real datasets of human pro-
tein amino acid sequences for cancer/non-cancer (C/NC) and
breast/non-breast cancers (B/NBC) datasets. These datasets were
obtained from Sjoblom and Dobson groups [33,34]. These groups
have extracted cancer-related proteins from the experimental
analysis of 13,023 genes in 11 breast and 11 colorectal cancers.
They extracted total of 1056 proteins sequences, in which 865
are non-cancer protein sequences (ﬁrst dataset) and 191 cancer
related protein sequences (2nd dataset). The 191 cancer protein
sequences contain 122 protein sequences that are related to
breast-cancer sequences.
In the present study, we merely focused on the variation of
amino acid compounds in cancerous protein primary sequences
using physicochemical properties of amino acids in early stages
of cancer development. Supplementary Fig. S1(a–c) highlights the
percentage change in concentration of amino acid compounds for
general-cancer and breast-cancer protein with respect to non-
cancer protein sequences. From this ﬁgure, it is obvious that com-
position of all amino acids is disturbed in cancerous proteins. From
this analysis (Supplementary material), we inferred that this
behavior of amino acid compounds of cancer proteins could be
useful in prediction, treatment and drug targeting of cancer.
2.2. Feature generation strategies
Suitable representation of protein sequences makes informative
patterns for a predictor to recognize underlying regularities in the
sequences. Protein sequence of amino acids holds intrinsic depen-
dencies between their contiguous constituent elements. Suchdependencies in the data increase the richness of the representa-
tion. Therefore, in order to develop appropriate representation of
protein sequences, the dependencies in sequence data are modeled
in the form of mathematical expressions. These expressions satis-
factorily reﬂect the inherent correlation with corresponding target
labels. These expressions are used to generate different types of
feature spaces for protein system. Features generated from physi-
cochemical properties of amino acids are quite useful in the predic-
tion of cancer. Due to differences in side chains, each amino acid
has different physicochemical properties. These properties are
used to convert amino acid codes into numerical values to extract
effective protein features [35,36].
We used four correlation based discriminant feature extraction
strategies of AAC, SAAC, PseAAC-S, and PseAAC-P for the prediction
of breast cancer. The details of feature extraction strategies are
provided in Table 1. Simple AAC based features are unable to ﬁnd
important concealed information of protein sequences. However,
PseAAC based features of a protein are represented without losing
its sequence-order information [37]. These features are widely
employed to predict various attributes of proteins. PseAAC is pop-
ular for the predictions of protein related problems such as predict-
ing enzyme family class, protein subcellular localization, outer
membrane proteins, and protein structural class [38,39]. We have
employed both series correlation and parallel correlation based
PseAAC features. In series correlation (PseAAC-S), a protein feature
vector is extracted by 20 + r ⁄ k discrete components. We employed
hydrophilic and hydrophobic as amino acid attributes to form 60D
feature vector (k = 20 and r = 2). In this series correlation, set of
20 + 2k components is termed as the amphipathic pseudo amino
acid composition. In parallel correlation (PseAAC-P), a protein fea-
ture vector is represented by 20 + k discrete components.
Table 1
Feature space extraction strategies and protein vectors.
Feature space Protein vector Dim.
1. Amino acid composition (AAC)
[38,40]
PAAC = [p1, p2, . . . , p20]T where p1, p2, . . . , p20 are the native composition discrete numbers of 20 amino acids of a
protein P
20
2. Split amino acid composition (SAAC)
[41]
The protein primary sequence is splitted into three parts, i.e., N-terminal, C-terminal, and internal segments. The
amino acid compositions at N-terminal and C-terminal segments were separately calculated. In this work, length of
each segment, N-terminal, internal and C-terminal is set at 20. In this way, the vector length for SAAC becomes 60D
60
3. Pseudo amino acid composition-
Series (PseAAC-S) [37] Pseries ¼ ½p1 . . .p20p21 . . . p20þ kp20þkþ1 . . .p20þ2kT with pu ¼
f uP20
i¼1 f iþx
P2k
j¼1sj
for 1 < l < 20
xsuP20
i¼1 f iþx
P2k
j¼1sj
for 21 < l < 20þ 2k
8><>: where
fi(i = 1, 2, . . . , 20) are the normalized occurrence frequencies of 20 native amino acids in the protein P and sj the jth-
tier sequence-correlation factor computed according to s2k1 ¼ 1Lk
PLk
i¼1Hdi;iþk and s2k ¼ 1Lk
PLk
i¼1Hbi;iþk , where, L is
the amino acid residues. The constant factor x is the weighting factor. Here, for simplicity, we set x equal to 0.05
60⁄
4. Pseudo amino acid composition-
Parallel (PseAAC-P) [37] Pparallel ¼ ½p1 . . . p20p20þ1 . . . p20þkT with pu ¼
f uP20
i¼1 f iþx
Pk
j¼1hj
for 1 6 l 6 20
xhu20P20
i¼1 f iþx
Pk
j¼1hj
for 21 6 l 6 20þ k
8><>: where hk represents k-tier
correlation factor, which reﬂects the sequence order correlation between all the k most contiguous residues along a
protein chain. It is computed according to hk ¼ 1Lk
PLk
i¼1HðRi;RiþkÞ, The value of H(Ri, Rj) is calculated as follow:
HðRi;RjÞ ¼ 13 ½HdðRjÞ  HdðRiÞ2 þ ½HbðRjÞ  HbðRiÞ2
n o
where Hd and Hb are hydrophobicity, and hydrophilicity of ith
amino acid Ri and jth amino acid Rj, respectively
40⁄⁄
⁄ 20 + rk and ⁄⁄ 20 + k where k is tiers level and ‘r’ is number of amino acid attributes, we used k = 20 and r = 2.
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In preprocessing module, we performed various tasks of data
balancing, class labeling, and training/testing datasets formation.
Generally, in medical applications data samples are imbalanced
that results in poor prediction performance for the minority class.
The decision boundary of the predictor is biased toward the major-
ity class. Oversampling/under-sampling techniques can be utilized
to handle the imbalanced problem. However, under-sampling can
discard useful medical and biological information of the majority
data class that could be important for the induction process. There-
fore, to avoid the risk of deleting useful information form majority
data class, we employed Mega Trend Diffusion (MTD) function.
This function generates diffuse samples of the minority class in fea-
ture space. The details of MTD is available in our previous work
[32]. We scaled feature’s values in the datasets between [0,1] so
that features with large values could not dominate the features
with small values.
The dataset of protein amino acid sequences is randomly
divided into two separate parts: (i) training dataset (Trn) and (ii)
validation or testing dataset (Tst). On the average, about (1e1)
 2/3 data is used for training and about e1  1/3 data is leaving
for model evaluation. Each base predictor (classiﬁer) is train for Trn
dataset and thereby obtained a new meta-data (Trn_pred) for the
development of GP based evolutionary ensemble ‘‘Evo–Ens’’. The
performance of base level prediction models is reported using
Trn dataset. On the other hand, independent validation dataset
(Tst) is used to evaluate the performance of Can–Evo–Ens system
(i.e. the optimal model generated using PSO to ﬁnd the optimal
threshold). Here, the ‘‘Evo–Ens’’ represents the output of GP mod-
ule that is developed at the end of GP process. However, ‘‘Can–Evo–
Ens’’ denotes the complete cancer evolutionary ensemble system.
2.4. Classiﬁer stacking
The predictions of base-level predictors are stacked to develop
Evo–Ens model. A set of base-level predictors {C1, C2, . . . , Cm} is
constructed on training dataset of N samples, St ¼ ðxðnÞ; tðnÞÞ
 N
n¼1,
where x(n) represents the nth feature vector of protein sequences
correspond to target t(n). We obtained a set of predictions
x^i1; x^
i
2; . . . ; x^
i
m
 
in numerical form using m base predictors i.e.,
x^ij ¼ CjðxiÞ represents jth predictor on ith examples. Note that,these predictions in the form of numerical values are very impor-
tant related to the evolved GP function because the base prediction
values are used as the leaf nodes of individuals in GP. The most
commonly used arithmetic, trigonometric, logarithmic, etc. func-
tions are deﬁned in GPLAB and it assured and automatically care
that no leaf node becomes a negative value (e.g. sin(X2) in Fig. 4).
Hence, at meta level training, m-dimensional feature vector is
formed bXm ¼ ðx^1; x^2; . . . ; x^mÞ . In this way, for GP training a new
meta data of N sample points is constructed, i.e.,
Sd ¼ ðbXðnÞ; tðnÞÞn oN
n¼1
. GP technique maps prediction vectors bXðnÞ of
base-level predictors to target labels t(n). At the end of GP process,
the best numerical Evo–Ens function, represented FhðbXÞ, is
developed.
2.5. GP evolution process
GP evolutionary approach can effectively exploit the search
space to ﬁnd the best candidate solution [42]. In GP evolution pro-
cess, ﬁrst, initial population of predictor functions is constructed,
i.e., / ¼ IhðbXÞ, where bX 2 Rm;/ 2 R, Rm is m dimensional real vec-
tor and h denotes set of selected GP parameters. We provided a set
of functions {plus, minus, times, divide, log, sin, cos, exp, power},
variables (X1, X2, X3, and X4), and randomly generated constants,
in order to ﬁnd suitable structure of target function. The candidate
solutions IhðbXÞ are representing in the form of tree structure. This
tree-like representation consists of variable size. Adaptable tree
representation automatically discovers the underlying useful pat-
tern within data. The terminal set of tree comprises of useful fea-
ture vectors and random constants generated with uniform
distribution. The most informative values of parameters and vari-
ables are chosen. The initial population of 100 individuals is gener-
ated using ramped half-and-half method.
In second step, the ﬁtness scores of individual candidates IhðbXÞ
are evaluated. The ﬁtness score demonstrates how well GP individ-
ual moves toward the optimal solution. The success of evolutionary
approach depends upon the accurate design of the ﬁtness function.
In this study, AUC-ROC is used as GP-ﬁtness criterion. The area is
calculated using the trapezoids method, deﬁned as:
Is ¼
XNt1
k
1
2
ðFPkþ1  FPkÞðTPkþ1  TPkÞ ð1Þ
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represent the true positive and the false positive at class threshold
k. The equation sums the area of the individual trapezoids of heights
h1 and h2 and width w, ﬁtted under the ROC points. This measure
returns values between 0 and 1; higher the value, better the
performance. The AUC corresponds to the probability that a minor-
ity class example is correctly predicted. Fig. 2a and b represents
computation of GP solution on input examples and ROC curve for
each threshold T. The maximum ﬁtness score Is indicates how suc-
cessfully an individual IhðbXÞ moves towards the optimal point.
During third step, current population is used to choose the best
candidates. In population of size Ps, the ﬁtness probability of
individual candidates, IhðbXÞ is obtained as
PrðIhÞ ¼ IhP
Ps Ih
ð2Þ
where
P
Ps Ih denotes the total ﬁtness of the total population size.
The individual with higher probability values has grater possibility
to produce offspring. Fourth step creates new population by apply-
ing crossover, mutation, and replication operators to individual par-
ents. GP process is initialed to automatically speed up the
convergence process while maintaining the population diversity.
During simulation, we selected the genetic operator probabilities,
crossover, and mutation rates to ‘variable’. The GPLAB software
adopts the rates of these search operators to reﬂect their perfor-
mance, based on the procedure as described in [43]. The rate of
the operator will increase that has performed well in the previous
search processes. That operator has more chance to produce off-
spring again. We used two simulation stopping criteria:
(i) maximum generations reach up to 200, or
(ii) maximum ﬁtness score ðIs P 0:999Þ.
Ultimately, the best individual FhðbXÞ in the population, i.e.,
IhðbXÞ ! FhðbXÞ is chosen. Since values of FhðbXÞ varies with different
threshold, it is desirable to choose the most suitable threshold to
classify the dataset as cancer and non-cancer.
2.6. Computing optimal threshold
Conventional search techniques such as grid search can be used
to obtain the threshold values for Evo–Ens functions. However, for
these search techniques, we have to adjust manually suitable grid
range and step size. The computational complexity of the problem
depends on grid range and its step size. However, for efﬁcient com-
putation, we preferred to use Particle Swarm Optimization based
intelligence technique to ﬁnd optimal threshold for the Evo–Ens
functions in different feature spaces. The dimensionality of the−∞
 ++++++++
-----------------------------------
mT
Positive examples
(minority class)
Negative examples
(majority class)
Two different  class threshol
(a)
nT
Fig. 2. (a) GP solution in the form of numeric outputs, where ‘+’ and ‘’ be the cancer a
thresholds. (b) ROC curve, which indicates two thresholds points Tm and Tn and correspsearch space is the same as the dimension of the feature space.
In PSO, initial population is started with a random set of threshold
(particle) for the GP expression. The position of each particle refers
to a candidate solution. PSO ﬁnds the ﬁtness value of each particle
to determine personal best (Pbest) and global best (Gbest) parti-
cles. The particles are moved toward the optimal area by updating
their position and the velocity according to the algorithm [44]. PSO
has selected the best threshold values cFSpso for different feature
space (FS) of AAC (20 dimensions), SAAC (60 dimensions),
PseAAC-S (40 dimensions), and PseAAC-P (60 dimensions). The
best predictions g^FSEns are computed for Cancer and Non-Cancer
classes as:
g^FSEns ¼
Cancer; if FFSh ðbXÞP cFSpso
Non-Cancer; otherwise
(
ð3Þ3. Parameter settings
In the following subsections, ﬁrst, we explain selection proce-
dures of parameter setting of individual predictors and then it is
describe how Evo–Ens is develop using proper parameter setting
in different feature spaces. Several simulations were carried out
to select these parameters. A summary of the parameters used
for the development of individual predictors (base level classiﬁers)
and Evo–Ens are provided in Table 2.
3.1. Parameter settings of individual predictors
The individual predictors are trained using Trn datasets in AAC,
SAAC, PseAAC-S and PseAAC-P feature spaces. In the design of Evo–
Ens, we selected four diverse types of base learners NB, KNN, SVM,
and RF. Here, RF learner is selected, instead of Decision Tree, as a
base learner, because Decision Tree learner has low accuracy and
higher variance. On the other hand, Bayesian approach is computa-
tionally less complex and this approach has proved to be very
effective in biological data classiﬁcation problem. Detail informa-
tion of NB, KNN, SVM, and RF learning algorithms is available in
the literature of computational intelligence. We have implemented
these algorithms in MATLAB R2013 environment. LibSVM software
is used for the development of SVM models [45].
Description of parameters selection of different parametric indi-
vidual predictors is given in Table 2 and their performance is
depicted in Supplementary Fig. S2. KNN predictor is tuned by
varying the values of K for different feature spaces (Supplementary
Fig. S2a). We have selected those values of K, which gave minimum
prediction errors. Supplementary Figs. S2a and S2b depict+∞
ds
(b)
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nd non-cancer output classes, respectively, and Tm and Tn be the two different class
onding area of a trapezoid.
Table 2
Summary of the parameters settings for individual predictors and Evo–Ens.
Algorithm Parameter Description/Value
KNN K = Number of Nearest Neighbors C/NC dataset: K = 1 for AAC and SAAC, and K = 22 for PseAAC-S and PseAAC-P
B/NBC dataset: K = 5 for AAC and SAAC, and K = 22 for PseAAC-S, and PseAAC-P
SVM (C,r), where C denotes penalty parameter of the error term
and r be the width of the Gaussian kernel
C/NC dataset: (120,0.01) for AAC, (100,0.05) for SAAC, PseAAC-S and (100,0.005) for
PseAAC-P
B/NBC dataset: (100,0.00045) for AAC and SAAC, and (100,0.0005) for PseAAC-S and
PseAAC-P
RF Number of trees to generate (ntree), and number of candidate
predictors (mtry)
C/NC dataset: ntree = 60 for AAC, ntree = 90 for SAAC, ntree = 40 for PseAAC-S, and
ntree = 160 for PseAAC-P
B/NBC dataset: ntree = 60 for AAC, ntree = 30 for SAAC, ntree = 40 for PseAAC-S, and
ntree = 30 for PseAAC-P
mtry  ﬃﬃﬃnp , where n is dimension of feature space
GP Terminals/non-terminal set Set of feature vectors, bX ¼ fX1X2X3X4g, where X1, X2, X3, and X4 represent the predictions
of base-level predictors RF, SVM, KNN, and NB, respectively.
Parameters set, h = {Functions, Constants}
Functions = {plus, minus, times, divide, log , sin , cos , exp , power} Constants = random
numbers from interval [0,1]
Fitness criterion Area under the receiver operating characteristic curve (AUC-ROC)
Population Initialization Ramped half and half
Selection method Generational
Generations 180 for C/NC dataset and 140 for B/NBC dataset
Population size 85
Expected offspring Rank89
Sampling Tournament
Maximum Tree depth/size 32
Survival criterion Keep the best individual
Operators probabilities Select crossover and mutation rates to ’variable’
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neighbors for C/NC and B/NBC datasets, respectively. In these ﬁg-
ures, number of neighbors (K) is approximately evenly spaced on
a logarithmic scale. These ﬁgures helped to select the best nearest
neighbors in different spaces. Supplementary Fig. S2c illustrates
the response of SVM predictor by varying the number of samples
of minority class for breast cancer dataset. Table 2 shows the
optimal parameter values of SVM predictors of the error term C
and width of the Gaussian kernel r. Similarly, for RF predictor this
Table indicates the number of trees (ntree) and number of selected
variables (mtry) in various feature spaces. For B/NBC dataset,
Supplementary Fig. S2d shows their prediction accuracy against
number of trees. Similar is the case for C/NC dataset, Table 2 gives
the suitable number of trees used in different feature spaces.
3.2. Parameter setting of Evo–Ens
Table 2 shows the summary of necessary parameters to gener-
ate the best GP expressions. Several GP simulations were carried
out to adjust these parameters using GPLAB toolbox (http://
gplab.sourceforge.net/download.html) in MATLAB R2013a envi-
ronment. Approximately 15–20 GP runs were carried out to obtain
the best individual. The computational time of each GP simulation
depends on several input parameters of input data size, population
size, and number of generations. While, developing FFSh ðbXÞ func-
tion, the most informative arithmetic and trigonometric functions
are selected during GP evolution. Its performance depends on the
useful combination of local information of the protein amino acid
sequence. For C/NC dataset, during GP evolution process, we
observed the progress of the best individual generations in differ-
ent feature extraction strategies. A considerable improvement in
ﬁtness of the best GP individual is observed up to 8 generations
for PseAAC-S and 50 generations for PseAAC-P feature spaces. For
AAC and SAAC spaces, enough improvement is found in the best
GP individual up to 40 generations. After about 50 generations,
there occur smooth ﬁtness transition and best-ﬁt individual con-
verges to near optimal for AAC, SAAC, and PseAAC-P. It is noticed
that after 18 generations, best-ﬁt individual for PseAAC-S space
converges to optimal or near optimal.For C/NC dataset, the best numerical functions are developed
using AAC, SAAC, PseAAC-S, and PseAAC-P spaces. These functions
in the preﬁx form are given below:
FAACh ðbXÞ¼minusðminusðminusðminusðX1;X3Þ;timesðX4;sinðX2ÞÞÞ;
ðtimesðminusðminusðX1;X3Þ;
logðcosðsinðplusðplusðX1;X3Þ;sinðX2ÞÞÞÞÞÞ;
cosðdivideðsinðX2Þ;0:63288ÞÞÞ;X4ÞÞ;X3Þ ð4Þ
FSAACh ðbXÞ ¼ divideðtimesðminusðX3;
ðtimesðplusðlogðplusðX3;X1ÞÞ;X2Þ;
ðcosðsinðdivideðminusðabsðdivideðX4;X4ÞÞ;
ðX3;minusð0:59321;X2ÞÞÞ;minusðX1;0:68599ÞÞÞÞ;
sinðX2ÞÞÞ; timesðX4; sinðdivideðtimesðX2; cosðX3ÞÞ;
ðsinðtimesðcosðX3Þ;X3ÞÞ; sinðX1ÞÞÞÞÞÞÞ;X3Þ;
logðlogðcosðX2ÞÞÞÞ ð5Þ
FPseAAC-Sh ðbXÞ ¼minusðsinðdivideðX3;X1ÞÞ;minusðplusðsinðX1Þ;
ðcosðminusðX4; timesðlogðlogðX1ÞÞ;0:49498ÞÞÞ;
ðX3; logð0:016173ÞÞÞÞ;X4ÞÞ ð6Þ
and
FPseAAC-Ph ðbXÞ¼plusðplusðcosðX2Þ;
ðtimesðminusðminusðminusðcosðcosðminus
ðminusðminusðX4;X3Þ;X3Þ;X3ÞÞÞ;cosðsinðX1ÞÞÞ;X1Þ;X3Þ;
absðsinðcosðminusðminusðcosðX2Þ;X2Þ;
cosðminusðabsðX3Þ;X3ÞÞÞÞÞÞÞ;X3ÞÞ;
cosðminusðminusðcosðX2Þ;X2Þ;
cosðminusðabsðX3Þ;X3ÞÞÞÞÞ ð7Þ
The tree structure of Evo–Ens for SAAC feature space is shown
in the Supplementary Fig. S3. This graphical representation dem-
onstrated its functional dependency on the predictions of base-
level predictors bX ¼ X1X2X3X4f g along with selected arithmetic
and trigonometric functions.
Fig. 3. For breast cancer dataset, (a) improvement in best GP individuals in each
generation and (b) increase in complexity with respect to number of nodes and
level of tree depth against generations.
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best-ﬁt individual in different feature spaces. Fig. 3a demonstrates
that in the later generations sufﬁcient ﬁtness improvement is
observed. For PseAAC-S and PseAAC-P spaces, after 30 generations
a smooth ﬁtness transition take place and the best-ﬁt individual
converges to near optimal. For AAC and SAAC spaces, the best GP
individual is improved up to 65 generations.
Fig. 3b shows increase in complexity in terms of level of tree
depth and number of nodes against number of generations. Gener-
ally, in GP evolution process, constructive blocks are formed that
attempt to protect the useful genetic material. Consequently, in
many regions of this ﬁgure, the size of best GP individuals grows
with no adequate improvement in performance curve of the best
individual. Under the bloating phenomenon, trees keep growing
without any improvements in ﬁtness that is some branches do
not contribute in the performance [46]. Thus, total number of
nodes increases exponentially. It is observed that for PseAAC-S
space, average tree depth becomes large and best genome’s total
number of nodes increases as compared to other feature spaces.
However, PseAAC-P space has relatively small average number of
nodes and tree depth as compared to other feature spaces. It is
inferred that as the genome complexity increases, the performance
curve of the best individual approaches towards the optimal
solution.For breast cancer, optimal numerical functions FFSh ðbXÞ are
developed for AAC, SAAC, PseAAC-S, and PseAAC-P spaces. These
functions are given below:
FAACh ðbXÞ ¼minusðcosðtimesðX1; timesðminusðcosðX2Þ;X2Þ;
ðcosðX1Þ;0:75846ÞÞÞÞ;X3Þ ð8Þ
FSAACh ðbXÞ ¼ plusðminusðplusðminusðX1;X3Þ;
ðminusðplusðX3;plusðminusðcosðdivide
ðminusðX1; sinðcosðX1ÞÞÞ;X1ÞÞ;X1Þ;X3ÞÞ;X3Þ;
minusð0:49256;X3ÞÞÞ;X3Þ;
minusðminusðminusðcosðX3Þ;X3Þ;
minusðX3;minusðminusðsinðX1Þ;X3Þ;X1ÞÞÞ;X1ÞÞ: ð9Þ
FPseAAC-Sh ðbXÞ ¼minusðsinðsinðsinðsinðcosðplusðtimesðX2;
cosðtimesðsinðX2Þ; sinðabsðX4ÞÞÞÞÞ;
timesðminusðX2;X4Þ; timesðplusðtimesðX3;
minusðX1; timesðplusðplusðX4;0:0057079Þ;
minusð0:70858;X1ÞÞ; cosðX1ÞÞÞÞ;X3Þ;
plusðX4;0:33607ÞÞÞÞÞÞÞÞÞ;minusðplusðX1;X3Þ;
cosðtimesðX2; timesðX2;plusðX4;minusðX3;X4ÞÞÞÞÞÞÞ:
ð10Þ
and
FPseAAC-Ph ðbXÞ ¼minusðcosðcosðminusðplusðplusð
cosðminusðcosðX1Þ;divideðtimesðdivideðX3;
cosðcosðlogðtimesðX4;X4ÞÞÞÞÞ; cosðcosð0:30436ÞÞÞ;
cosð0:49206ÞÞÞÞ;X3Þ;X3Þ;plusðX3; sinðX1ÞÞÞÞÞ;
divideðtimesðdivideðcosð0:14211Þ; cosð0:14211ÞÞ;
divideðtimesðcosð0:30436Þ;X3Þ; cosðtimesðX1;X1ÞÞÞÞ;
cosð0:49206ÞÞÞ: ð11Þ
Generally, the complex structure of predictor functions may not
be analyzed/understood by human expert. However, these empir-
ical functions can be easily computed by machine. For example,
Fig. 4 and Supplementary Fig. S4 show the tree structures of the
best individual functions for PseAAC-P and SAAC spaces, respec-
tively. These graphical representations highlight the functional
dependency of GP expressions on predictions of base predictors.
4. Results
In this section, we present the experiment results of the pro-
posed Can–Evo–Ens system for C/NC and B/NBC datasets. The per-
formance of individual and proposed predictors is assessed using
different quality measures in various feature spaces (see supple-
mentary material). The overall results are obtained using 10-fold
cross-validation data sampling technique. We compared the over-
all performance of our Can–Evo–Ens system with individual (base-
level predictors) and approaches from previous studies.
4.1. Performance of individual predictors
Table 3 highlights the performance achieved, using 10-fold
cross-validation data sampling technique, by individual base pre-
dictors in different feature spaces for C/NC and B/NBC datasets.
For C/NC dataset, NB predictor has obtained Acc value of 93.12%
in PseAAC-P and overall highest MCC value of 74.97% in SAAC space
compared to other feature spaces. KNN predictor has attained the
best values of Acc 95.43%, Sn 96.53%, Sp 94.34%, Gmean 95.43%, F-
score 95.38%, and MCC 64.36% for PseAAC-S feature space. The
Fig. 4. For breast cancer, tree structure of the best individual of Evo–Ens in PseAAC-P feature space.
Table 3
Performance of individual base predictors using different feature extraction strategies.
Method/feature C/NC dataset B/NBC dataset
ACC Sp Sn Gmean Fscore MCC ACC Sp Sn Gmean Fscore MCC
NB
AAC 90.75 82.08 99.42 90.34 91.49 73.19 93.84 88.97 98.72 93.72 94.13 70.92
SAAC 88.96 77.92 100.0 88.27 90.05 74.97 93.47 86.94 100.0 93.24 93.87 73.14
PseAAC-S 90.81 96.42 85.20 90.64 90.26 54.45 88.06 90.47 85.65 88.03 87.77 54.72
PseAAC-P 93.12 86.24 100.0 92.87 93.56 73.28 94.33 90.15 98.50 94.23 94.55 70.43
KNN
AAC 93.12 93.3 92.95 93.12 93.11 62.98 92.61 93.58 91.65 92.61 92.54 61.44
SAAC 91.04 90.75 91.33 91.04 91.07 61.18 91.86 90.47 93.25 91.85 91.97 63.54
PseAAC-S 95.43 96.53 94.34 95.43 95.38 64.36 94.91 94.97 94.86 94.91 94.91 65.13
PseAAC-P 94.51 96.3 92.72 94.49 94.41 62.51 95.45 94.86 96.04 95.45 95.48 66.57
SVM
AAC 96.99 95.49 98.49 96.98 97.09 69.57 94.00 91.33 96.68 93.97 94.16 67.82
SAAC 96.65 95.26 98.04 96.64 96.69 69.02 94.11 88.22 100.0 93.93 94.44 72.89
PseAAC-S 92.14 84.51 99.77 91.82 92.70 73.27 94.06 90.90 97.22 94.00 94.24 68.58
PseAAC-P 96.19 93.18 99.19 96.14 96.30 70.86 94.33 89.83 98.82 94.22 94.57 70.92
RF
AAC 96.76 96.76 96.76 96.76 96.76 67.23 94.47 97.32 95.61 96.46 96.44 65.78
SAAC 96.82 97.23 96.41 96.82 96.81 66.75 94.41 96.79 96.04 96.41 96.40 66.35
PseAAC-S 97.92 98.26 97.57 97.91 97.91 68.01 95.34 97.64 96.04 96.83 96.82 66.25
PseAAC-P 96.94 97.69 96.18 96.93 96.91 66.42 95.13 96.90 97.32 97.10 97.12 67.90
Bold values indicate the highest value of the predictors.
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other spaces. However, it is observed that RF predictor in
PseAAC-S space has achieved the highest values of Acc 97.92%,
Sn 98.26%, Sp 97.57%, Gmean 97.91%, F-score 97.91%, and MCC
68.01%. For B/NBC dataset, KNN predictor in PseAAC-P has given
the best Acc value 95.45%. SVM predictor in PseAAC-P space has
provided the best Acc value 94.33%. NB predictor has gained Acc
value 94.33%, again, in PseAAC-P feature space compared to other
spaces. But, in SAAC space it has best MCC value 72.89% among
other feature spaces.
Fig. 5A(a–d) and B(a–d) demonstrates the partial ROC curves of
individual predictors, using 10-fold cross-validation technique, for
different feature spaces of C/NC and B/NBC datasets. From
Fig. 5A(a–d), it is observed that PseAAC-S based RF predictor hasprovided the best AUC value 99.57%, followed by PseAAC-P
(99.48%), SACC (99.41%), and AAC (99.32%) spaces. It is observed
that predictors have provided the highest values of AUC measure
in different feature spaces, for instance, NB (97.47%) in PseAAC-P
space, KNN (98.55%) in PseAAC-S space, SVM (99.26%) in SAAC
space. The average prediction performances of RF are higher
0.81%, 2.87%, and 2.01% than SVM, KNN, and NB predictors,
respectively.
Fig. 5B(a–d) shows that RF has the best value of AUC for all fea-
ture spaces. From this ﬁgure, again, it is observed that PseAAC-S
space has provided the best AUC value 99.19% for RF predictor.
However, other predictors have provided highest values of AUC
in different spaces, for example, NB (98.71%) in SAAC space, KNN
(98.86%) in PseAAC-P space, SVM (98.88%) in SAAC space.
(a)
(b)
Fig. 5. (A and B) ROC curves (partial) of individual predictors, NB, KNN, SVM, and RF for (A) C/NC and (B) B/NBC datasets using: (a) AAC, (b) SAAC, (c) PseAAC-S, and (d)
PseAAC-P spaces. (Partial ROC curves are plotted for better visualization of region of interest. High sensitivity levels are desirable in a medical decision.)
Table 4
The values of average Q and optimal cFSpso of individual predictors in different spaces.
Feature
space
Average Q cFSpso
C/NC
dataset
B/NBC
dataset
C/NC
dataset
B/NBC
dataset
AAC 0.3979 0.3985 0.4034 0.5018
SAAC 0.3971 0.3921 0.7593 0.5659
PseAAC-S 0.3965 0.3923 0.4141 0.6391
PseAAC-P 0.3987 0.3989 0.1383 0.7193
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Table 4 shows the values of average Q statistics of individual
predictors in different feature spaces for C/NC and B/NBC datasets
(2nd and 3rd columns). The lower value of Q gives the higher
improvement in the proposed predictor. Further, Table 4 shows
PSO algorithm based optimal threshold cFSpso values for the best
GP individuals, in different feature spaces, using C/NC and B/NBC
datasets (last two columns).
Table 5
Performance of the proposed predictors in different feature spaces for C/NC and B/NBC datasets.
Proposed predictor C/NC dataset B/NBC dataset
Acc Sp Sn Gmean Fscore MCC Acc Sp Sn Gmean Fscore MCC
gAACEns 98.84 98.61 99.08 98.84 98.85 69.80 97.81 98.72 96.90 97.80 97.79 67.14
gSAACEns 98.90 98.61 99.19 98.90 98.90 69.94 97.70 97.64 97.75 97.69 97.70 68.32
gPseAAC-SEns 99.02 98.73 99.30 99.01 99.02 70.07 98.39 99.36 97.43 98.39 98.38 67.69
gPseAAC-PEns 98.38 97.34 99.42 98.37 98.40 70.45 98.29 98.18 98.40 98.29 98.29 69.03
Table 6
Analysis of variance (a = 0.05) for the average accuracy using C/NC and B/NBC datasets.
Dataset Source Sum of squares df Mean square F-score P-value
C/NC Models 2.30266 3 0.76755 7.22 0.001
Acc (rows) 0.67621 9 0.07513 0.71 0.6973
Error 2.86889 27 0.10626
Total 5.84776 39
B/NBC Models 3.58647 3 1.19549 40.14 0.0000
Acc (rows) 0.27105 9 0.03012 1.01 0.4554
Error 0.80406 27 0.02978
Total 4.66158 39
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posed predictors in different feature spaces. For C/NC dataset, it is
observed that PseAAC-S based predictor (g^PseAAC-SEns ) has achieved the
highest values of Acc 99.02%, Sp 98.73% Gmean 99.01%, and F-score
99.02%. In case of B/NBC, again, our predictor g^PseAAC-SEns has gained
the highest values of Acc 98.39%, Sp 99.36% Gmean 98.39%, and
F-score 98.38%.
The statistical analysis is carried out using Analysis of Variance
(ANOVA) to estimate the signiﬁcance improvement of models in
different feature spaces. Table 6 shows the results of this analysis
for C/NC and B/NBC datasets. These results highlight a signiﬁcant
difference among the models because the returned p-value
(0.001) for the C/NC dataset is lower than the deﬁned a-value
(0.05). Further, we performed multiple comparison tests to check
whether each pair of the four models is signiﬁcantly different or
not. The results obtained using multiple comparison procedures
are given in supplementary Fig. S6a. This ﬁgure indicates that
PseAAC-S feature space is only signiﬁcantly different from
PseAAC-P. However, PseAAC-P is signiﬁcantly different from AAC
and SAAC spaces. In case of B/NBC dataset, the p-value is near to
zero. This is evidence that the Acc performance varies from one
model to another. The graph of Supplementary Fig. S6b shows that
PseAAC-S feature space is signiﬁcantly different from AAC and
SAAC feature spaces for B/NBC dataset.
Additionally, to assess the scalability of the approach, we have
computed the computational time for different feature spaces.
The average training time of the proposed approach is computed
to be 1235.8 and 570.4 s in the feature spaces of PseAAC-S (60
dimensions) and PseAAC-P (40 dimensions), respectively, while
keeping all other parameters constant. Therefore, the ensemble
models in PseAAC-S space consumed about twice more time than
PseAAC-P space.
From Fig. 6a, for C/NC prediction, it is observed that our system
in PseAAC-S space has provided the best AUC value 99.95%, fol-
lowed by SACC (99.93%), AAC (99.91%), and PseAAC-P (99.87%)
spaces. For B/NBC prediction, Fig. 6b demonstrates that, again,
PseAAC-S based predictor has provided the best AUC value
99.89%, followed by PseAAC-P (99.86%), ACC (99.82%), and SAAC
(99.70%).
Supplementary Fig. S5 shows performance comparison of the
proposed system in different feature spaces for C/NC and B/NBC
datasets. This ﬁgure highlighted that our system is better for C/
NC dataset in all feature spaces, except PseAAC-P. In case ofPseAAC-P, our system has provided similar results for both
datasets.4.3. Overall comparison
In this subsection, we carried out a performance comparison of
the proposed approach with individual and approaches from pre-
vious studies. Tables 3 and 5 summarize the overall performance
of individual predictors and the proposed predictors. Our
approach outperformed individual predictors in terms of Acc,
Sp, Gmean, and F-score for C/NC and B/NBC datasets. NB predictor
has shown slight progress over our predictor in terms of Sn and
MCC for all feature spaces except PseAAC-S. SVM models show
improvement in terms of MCC using PseAAC-S space for C/NC
and B/NBC datasets. By comparing Figs. 5 and 6, it is also
observed that among individual predictors, RF has achieved better
AUC value 99.57% (Fig. 5A(c)), although our predictor (Fig. 6a) has
attained highest AUC value 99.95% in PseAAC-S space for C/NC
dataset.
For comparison purpose, we developed four well-known con-
ventional ensemble approaches of AdaBoostM1, Bagging, Gentle-
Boost, and Random Subspace. AdaBoostM1 and GentleBoost are
implemented using Decision Tree as base learners. However, Bag-
ging and Random Subspace are implemented using Discriminant
Analysis as base learning algorithm. Supplementary Table S1 pre-
sents the results of ensemble approaches of AdaBoostM1, Bagging,
GentleBoost, and Random Subspace. Fig. 7 shows performance
comparison of the proposed ensemble system with conventional
ensemble approaches in the best feature space PseAAC-S. For C/
NC dataset, from Fig. 7a, it is evident that our proposed system
has outperformed the conventional ensemble by providing the best
AUC value of 99.95%. For B/NBC dataset, Fig. 7b highlights the com-
parison of our approach with other ensemble approaches in the
best performing feature space (PseAAC-S). Again, it is observed that
our approach has outperformed the previous ensemble approaches
by producing the best AUC value of 99.89%.
We computed the relative improvement (RIA) of our approach
with respect to other approaches. It is deﬁned as: RIA ¼P ala0ia0
i
,
where al represents the performance of the proposed approach in
the ith dataset and a0i denotes the performance of the approach
being compared with our proposed. Table 7 highlights relative
improvement of our approach over the base predictors and the
(a)
(b)
Fig. 6. ROC curves (partial) of the proposed predictors for (a) C/NC dataset and (b)
B/NBC dataset using AAC, SAAC, PseAAC-S, and PseAAC-P spaces.
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approach has the highest values of RIA measure over individual
predictors, particularly, for NB approach with C/NC and B/NBC
datasets. In case of conventional ensembles, again our approach
has the highest RIA values, particularly, over Random Subspace
ensemble for C/NC and B/NBC datasets.Fig. 7. Performance comparison of the proposed ensemble system with well-known en
datasets.In Table 8, we carried out accuracy comparison of the proposed
approach with previous well-known approaches for breast cancer.
Optimized-LVQ and Big-LVQ models have provided accuracy near
to 96.80% [47]. The prediction performance using clinical features
has enhanced accuracy in the range of 97.07–97.51% for Fuzzy-
GA, AR + NN, SVM + EAs, and SBS-BPPSO approaches. Ensemble
(NF, KNN, QC) using information gain based selected clinical fea-
tures has provided accuracy of 97.14% [48]. Topological indices
based QPDR models have achieved maximum accuracy of 90.81%
[16]. On the other hand, for C/NC dataset, our system using
PseAAC-S feature space has given the best prediction of 99.02%.
Similarly, for B/NBC dataset, we have achieved the best prediction
of 98.39%.5. Discussion
Our experimental results have demonstrated that the proposed
evolutionary ensemble approach is more effective than individual
and conventional ensembles approaches in predicting cancerous
protein sequences. For the development of ensemble system, accu-
rate and diverse characteristics of base predictors are vital. From
Table 3 and Fig. 5, we found that the performance of individual
base predictors varies in different feature spaces. RF predictor in
PseAAC-S space has achieved the highest Acc compared to other
spaces. This accurate response of predictors is helpful for our pro-
posed system. Additionally, the lower values of average Q-statistic
(Table 4) highlight the generation of useful diversity of base pre-
dictors in different feature spaces. Such diverse-type of response
of individual predictors are beneﬁcial for development of the pro-
posed system. Through GP evolution process, we exploit effectively
the useful diversity of base predictors. As a result the performance
of the proposed system is ameliorated in different feature spaces.
We observed improved results of the proposed predictor
(Table 5) than individual predictors (Table 3) using C/NC and B/
NBC datasets. It is observed (Table 5) that using variation of amino
acid compounds in cancerous protein primary sequences (see Sup-
plementary Fig. S1), our proposed predictor has attained the high-
est Sp values of 99.42% and 98.40% for C/NC and B/NBC datasets,
respectively. For B/NBC dataset, the average Sp of the proposed
approach is higher with respect to Sn measure. Hence, our predic-
tor has predicted cancerous protein sequences more precisely. It is
evident from Tables 3 and 5 that after combining the predictions of
base predictors, the value of Sp and Sn considerably ameliorate. It is
found (Table 5) that although the Sn decreases slightly (Table 3)
when applying GP module, the Sp is improved. Supplementary
Fig. S2c also accentuates that the Sn of the classiﬁcation is consid-
erable improved by varying the imbalance ratio of the classes. Thesemble approaches in the best PseAAC-S space for (a) C/NC dataset and (b) B/NBC
Table 7
Relative Improvement (RIA) of the proposed approach.
Approach RAI (C/NC dataset) (%) RAI (B/NBC dataset) (%)
AUC Acc Sp Sn Gmean Fscore MCC AUC Acc Sp Sn Gmean Fscore MCC
Base predictor
NB 10.79 34.77 61.96 14.81 36.61 32.75 13.48 10.43 24.68 42.00 9.56 25.20 24.01 9.79
KNN 8.1 22.63 17.71 27.68 22.63 22.81 46.72 5.82 18.61 21.54 15.72 18.60 18.50 24.43
SVM 4.38 13.98 28.07 1.53 14.41 13.10 3.29 5.04 16.67 37.37 2.23 17.07 15.63 11.24
RF 1.98 6.90 3.45 10.42 6.91 6.99 17.69 2.88 5.54 5.40 5.69 5.54 5.56 8.87
Conventional ensemble
AdaBoostM1 10.01 21.77 26.54 17.25 21.83 21.42 26.53 10.41 28.11 27.32 29.09 28.17 28.38 47.89
Bagging 9.62 18.76 31.07 7.24 18.97 18.03 6.87 7.4 15.38 31.96 0.05 15.62 14.58 6.17
GentleBoost 8.88 17.40 21.53 13.40 17.43 17.11 20.02 9.06 20.81 28.81 13.06 20.84 20.37 18.56
Random Subspace 19.05 45.82 45.32 55.38 48.05 47.49 88.26 16.31 36.41 21.80 56.38 37.82 39.41 93.47
Proposed approach – – – – – – – – – – – – –
Table 8
Prediction comparison of our proposed approach with other approaches.
Approach Feature extraction strategy Accuracy (B/NBC) (%) Ref.
Ensemble (AdaboostM1 + SVM-SMO) Clinical features 82.0 [49]
Boosting 95.43 [24]
Bagging 96.96 [24]
Optimized-LVQ 96.70 [20]
Big-LVQ 96.80 [20]
Fuzzy-GA 97.36 [50]
AR + NN 97.40 [51]
SVM + EAs 97.07 [21]
SBS-BPPSO Entropy based clinical features 97.51 [52]
Fuzzy-SVM Clinical features extracted with Principal Component Analysis 96.35 [53]
Ensemble (NF KNN QC) Information gain based clinical features 97.14 [48]
C/NC B/NBC C/NC B/NBC Ref.
QPDR pTIea (embedded) TIe + dTIea (embedded) 90.00 91.80 [16]
RF PseAAC-S PseAAC-S 97.92 95.34 Present study
GentleBoost AAC PseAAC-S 96.36 93.74
Bagging PseAAC-S PseAAC-P 94.54 94.75
Proposed approach PseAAC-S PseAAC-S 99.02 98.39
a With embedded star graph, dTIe = same topological indices (TIs) minus average TIs for cancer, pTIe = cancer probability TIs, ﬁnd out more details from [16].
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and F-score are also improved because these values depend on
Sn and Sp measures.
The prediction performance of proposed system is analyzed in
terms of ROC curves for C/NC and B/NBC datasets. Similarly,
Fig. 6a and b shows the improved ROC curves of our system in
different feature spaces. The improved ROC curve is helpful in
selecting operating point of the predictor. The performance com-
parison of our system is conducted in different feature spaces for
C/NC and B/NBC datasets (Supplementary Fig. S5). This comparison
highlighted that our system is better for C/NC dataset in all feature
spaces, except PseAAC-P. Using PseAAC-P feature space, our predic-
tor has provided similar results for both datasets. Thus, experimen-
tal results supported that our system could be effectively
employed for cancer prediction.
Now, we discuss the relative improvement in the proposed
approach. For C/NC dataset, Table 7, our approach has gained the
relative improvement in AUC-ROC measure of 10.79% with NB,
8.10% with KNN, 4.38% with SVM, and 1.98% with RF. In terms of
Acc, the relative improvement of 34.77% is observed with NB,
22.63% with KNN, 13.98% with SVM, and 6.90% with RF. Our
approach has attained the highest relative improvement over NB
in Sp (61.96%), Sn (14.81%), Gmean (36.61%), and F-score (32.75%).
In terms of MCC measure, the highest relative improvement of
46.72% is observed over KNN. However, the proposed approach
has obtained the smallest relative improvement over RF predictor
for AUC-ROC (1.98%), Acc (6.90%), Sp (3.45%), Gmean (6.91%), and F-score (6.99%) measures. For B/NBC datasets, we observed similar
performance trend.
In case of conventional ensembles (Table 7), for C/NC dataset,
the proposed approach has obtained relative improvement in
AUC-ROC measure of 10.01% (AdaBoostM1), 9.62% (Bagging),
8.88% (GentleBoost), and 19.05% (Random Subspace). The relative
improvement of accuracy values of 21.77%, 18.76%, 17.40%, and
45.82% has been observed with AdaBoostM1, Bagging, GentleBoost,
and Random Subspace, respectively. The proposed approach has
gained the highest relative improvement over Random Subspace
in terms of Sp (45.32%), Sn (55.38%), Gmean (48.05%), and F-score
(47.49%), and MCC (88.26%). Our approach has attained the small-
est relative improvement over GentleBoost using AUC-ROC (8.88%),
Acc (17.40%), Sp (21.53%), Gmean (17.43%), F-score (17.11%) and over
Bagging using Sn (13.40%) and MCC (6.87%). Similar behavior is
observed for B/NBC datasets. On the other hand, our approach
has shown sufﬁcient improvement over previously approaches
(see Table 8) for both of C/NC and B/NBC datasets.
During GP evolution process, complex structure of predictor
functions is developed. These functions in the form of equations
and ﬁgures accentuated the functional dependency on the predic-
tions of base predictors. Therefore, the proposed approach has
potential to exploit most informative feature spaces, which are
extracted from the numerical descriptors based on physicochemi-
cal properties of amino acids. In the study, we found that our pre-
dictor in PseAAC-S space has provided the best performance for
cancer prediction. This is because PseAAC-S feature space carries
268 S. Ali, A. Majid / Journal of Biomedical Informatics 54 (2015) 256–269the most discriminant information. This discriminant information
is due to effective use of Hd and Hb properties of amino acids of
Proline, Tyrosine, Serine, Arginine, Asparagine, Isoleucine, and Cys-
teine (Supplementary Fig. S1).
The overall performance of the proposed system is impressive
due to two reasons. First, the utilization of most informative fea-
tures derived from the physicochemical properties of amino acids.
At feature level, these features have a potential to accommodate
the variation of amino acid composition in cancer and breast-can-
cer protein sequences with reference to non-cancer proteins. Sec-
ond, our GP approach is designed differently from conventional
approaches. At decision level, our approach has optimal combined
the predictions of diverse types of learning algorithms and thereby
ameliorate the performance. On the other hand, the proposed
study has some limitations due to the stochastic nature of the GP
technique. In order to ﬁnd the best parametric values from the
large search space, during GP training process, we had to run GP
simulation several times. Further, the candidate solutions may
convergence slowly near the global optima.6. Conclusion
In this study we have proposed classiﬁer stacking based evolu-
tionary ensemble approach and developed Can–Evo–Ens system
for the reliable prediction of breast and non-breast cancer. GP evo-
lution process has combined effectively the diverse-type of useful
information of base predictors by generating better decision space
than individual and conventional ensemble approaches. The per-
formance of the GP function also depends on useful information
extracted from protein primary sequences in different feature
spaces. The proposed system has demonstrated its robustness for
independent validation dataset.
The proposed system using PseAAC-S space has achieved the
highest values of accuracies 99.02% and 98.39% for C/NC and B/
NBC datasets, respectively. Our approach has yielded excellent dis-
crimination power in PseAAC-S space over other feature extraction
strategies. In PseAAC-S space, the proposed system has provided
the highest AUC values of 99.95% and 99.89% for C/NC and B/NBC
datasets, respectively. Comparative analysis has demonstrated that
our approach has performed superior than conventional ensemble
approaches of AdaBoostM1, Bagging, GentleBoost, and Random
Subspace. We have shown that if all the individual predictors are
optimized even then our predictor is capable of improving the
overall performance. It is anticipated that our study would be help-
ful for clinical prediction and future research related to biomedical,
bioinformatics, genome, proteome, and drug discovery.
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