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SUPERCONVERGENCE OF RITZ-GALERKIN FINITE ELEMENT
APPROXIMATIONS FOR SECOND ORDER ELLIPTIC PROBLEMS
CHUNMEI WANG ∗
Abstract. In this paper, the author derives an O(h4)-superconvergence for the piecewise linear
Ritz-Galerkin finite element approximations for the second order elliptic equation −∇ · (A∇u) = f
equipped with Dirichlet boundary conditions. This superconvergence error estimate is established
between the finite element solution and the usual Lagrange nodal point interpolation of the exact
solution, and thus the superconvergence at the nodal points of each element. The result is based on
a condition for the finite element partition characterized by the coefficient tensor A and the usual
shape functions on each element, called A-equilateral assumption in this paper. Several examples are
presented for the coefficient tensor A and finite element triangulations which satisfy the conditions
necessary for superconvergence. Some numerical experiments are conducted to confirm this new
theory of superconvergence.
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1. Introduction. Superconvergence is a phenomena in numerical methods that
refer to faster than normal convergence for the approximate solutions arising from the
numerical procedures. The research on superconvergence for finite element methods
has been conducted extensively by many researchers over the last four decades. To
the best of our knowledge, this phenomenon was first addressed in [14], and the term
“superconvergence” was first used in [6]. Since then, superconvergence has become to
be an active research topic in finite element methods for partial differential equations;
see [1, 2, 3, 4, 7, 12, 15, 16, 17, 18, 19, 20, 21] and the references cited therein for an
incomplete list of publications. An extensive bibliography on superconvergence was
given in [13], and many references for 3D problems can be found in [11].
In this paper, we are concerned with new developments of superconvergence for
the classical piecewise linear Ritz-Galerkin finite element solutions of the second order
elliptic equations. The model problem seeks an unknown function u satisfying
−∇ · (A∇u) =f, in Ω,
u =g, on ∂Ω,
(1.1)
where Ω ⊂ R2 is an open bounded domain with Lipschitz continuous boundary ∂Ω,
and the coefficient tensor A ∈ R2×2 is a symmetric, positive definite and constant
matrix. The usual weak form for the model problem (1.1) seeks u ∈ H1(Ω) such that
u = g on ∂Ω and satisfying
(1.2) (A∇u,∇v) = (f, v), ∀v ∈ H10 (Ω).
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2where H1(Ω) is the Sobolev space on Ω consisting of L2-functions with square-
integrable first order partial derivatives, H10 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0} is a
closed subspace of H1(Ω), and (·, ·) denotes the standard L2 inner product in L2(Ω).
The Ritz-Galerkin finite element method for (1.1) is based on the weak formula-
tion (1.2) by restricting the continuous Sobolev spaces into their subspaces consisting
of C0-piecewise polynomial finite element functions. In the classical theory for the
Ritz-Galerkin finite element method, the optimal order of error estimate in H1 for the
finite element solution is bounded by O(h) when linear elements are employed. This
error estimate was well-known to be sharp. Any convergence with an order higher
than O(h) in the H1 norm would be considered as superconvergence. The goal of this
paper is to derive an O(h4)-superconvergence error estimate for the finite element
solution and the usual nodal point interpolation of the exact solution in H1 and L∞
norms. This result shall be established for uniform finite element partitions consisting
of a particular set of triangles known as A-equilateral triangles. Briefly speaking, a
triangle T is said to be A-equilateral if (A∇φi,∇φi)T = const for every shape function
φi of the triangle T . For the identity matrix A = I, a triangle is A-equilateral if and
only if it is equilateral in the conventional sense.
We follow the usual notation for Sobolev spaces and norms [5, 8, 10, 9]. For any
open bounded domain D ⊂ Rd with Lipschitz continuous boundary, we use ‖ · ‖s,D
and | · |s,D to denote the norm and seminorms in the Sobolev space Hs(D) for any
s ≥ 0, respectively. The inner product in Hs(D) is denoted by (·, ·)s,D. The space
H0(D) coincides with L2(D), for which the norm and the inner product are denoted
by ‖ · ‖D and (·, ·)D, respectively. When D = Ω, we shall drop the subscript D in the
norm and inner product notation.
This paper is organized as follows. In Section 2 we first review the classical
Ritz-Galerkin finite element scheme for the model problem (1.1) and then state the
superconvergence result. Section 3 is devoted to a proof of the superconvergence error
estimates in both the H1 and L∞ norms. In Section 4, we shall discuss the invariance
of A-equilateral triangles under translation and certain rotation and reflections; these
properties are essential for the construction of finite element meshes on which O(h4)-
superconvergence is possible. In Section 5, we report some numerical results to confirm
the O(h4)-superconvergence developed in Section 3. Finally in the Appendix section,
we state and prove the well-known Euler-Maclaurin formula which plays an important
role in the superconvergence analysis.
2. The Ritz-Galerkin Finite Element Method and Superconvergence.
In this section, we shall briefly review the classical Ritz-Galerkin finite element method
for the second order elliptic problem (1.1).
Let Th be a finite element partition of the Ω consisting of shape-regular trian-
gles. Figure 2.1 illustrates a uniform finite element partition for a rectangular domain
constructed as follows: First, the domain Ω is partitioned uniformly into n× n rect-
angles; Secondly, each rectangle is divided into two triangles by its diagonal line with
a positive slope.
Denote by Sh the finite element space consisting of C
0 piecewise linear functions;
i.e.,
Sh = {v : v is continuous in Ω, v|T ∈ P1(T ), T ∈ Th},
3퐾
Fig. 2.1. Finite Element Partition Th.
where Pk(T ) stands for the space of polynomial of total degree k ≥ 0 or less. Denote by
S0h the subspace of Sh consisting of finite element functions with vanishing boundary
value; i.e.,
S0h = {v : v ∈ Sh, v|∂Ω = 0}.
For any function w ∈ H1(Ω) ∩ C0(Ω), denote by wI ∈ Sh the usual interpolation of
w by using the Lagrange nodal basis.
The following is the well-known Ritz-Galerkin finite element scheme for the second
order elliptic problem (1.1) based on the weak form (1.2): Find uh ∈ Sh such that
uh = gI on ∂Ω and satisfying
(2.1) (A∇uh,∇v) = (f, v), ∀v ∈ S0h.
Note that S0h ⊂ H10 (Ω). Thus, it follows from (2.1) and (1.2) that we have the
following orthogonality
(2.2) (A(u−∇uh),∇v) = 0, ∀v ∈ S0h.
The above equation is also known as the error equation.
For each triangular element T ∈ Th, denote by φi,T (i = 1, 2, 3) the usual shape
functions with value 1 at one of the three vertices and 0 at the other two. An element
T is said to be A−equilateral if there exists a constant αT such that
(2.3) (A∇φi,T ,∇φi,T )T = αT , i = 1, 2, 3.
The finite element partition Th is said to be uniformly A−equilateral if there is a
constant α such that
(2.4) (A∇φi,T ,∇φi,T )T = α, i = 1, 2, 3, T ∈ Th.
4V3
V1 M V2
`31 `23
`12
n2 n1
n3
Fig. 3.1. An illustrative triangular element
The finite element partition Th is said to be uniform if any two adjacent triangles
that share a common edge form a parallelogram. The rest of this paper will assume
that Th is uniform and the coefficient tensor A is a constant matrix.
The following is the main result of this paper regarding superconvergence for the
finite element solution of the model problem (1.1).
Theorem 2.1. Let uh be the Ritz-Galerkin finite element approximation arising
from (2.1) and uI be the nodal point interpolation of the exact solution of (1.2).
Assume that the finite element partition Th is uniform and that the elements in Th
are uniformly A−equilateral. If the exact solution is sufficient smooth such that u ∈
H5(Ω), then there exists a constant C satisfying
(2.5) ‖∇(uh − uI)‖0 ≤ Ch4‖u‖5.
Moreover, one has
(2.6) ‖uh − uI‖∞ ≤ Ch4| log(h)| 12 ‖u‖5.
The error estimate (2.6) shows that the Ritz-Galerkin finite element solution is
super-convergent to the exact solution at the rate of O(h4| log(h)| 12 ) when measured at
the set of vertices in the maximum norm. Likewise, the error estimate (2.5) implies a
superconvergence of order 4 in a discrete H1 norm for the finite element approximation
uh.
3. A Proof for Theorem 2.1. In this section we shall provide a proof for the
superconvergence given by Theorem 2.1. To this end, for any triangle T ∈ Th with
vertices V1, V2 and V3 ordered in the counterclockwise direction, denote by |T | the
area of the triangle T and n the unit outward normal direction to ∂T . Let ϕj the
shape function associated with the nodal point Vj which assumes the value 1 at the
vertex point Vj and 0 at all other two vertices Vk for k 6= j(k, j = 1, 2, 3). Denote
by `ij the edge ViVj as well as its length (i, j = 1, 2, 3). Denote by n1, n2 and
n3 the unit outward normal directions to the edges `23, `31 and `12, respectively, see
Figure 3.1 for an illustration. Denote by t12, t23 and t31 the unit tangential directions
along the directions
−−→
V1V2,
−−→
V2V3 and
−−→
V3V1, respectively. For convenience, we use D12u,
D23u and D31u to denote the partial derivatives along the directions t12, t23 and t31,
respectively.
5Let φi,T be the shape function corresponding to the vertex Vi. As functions
increase the most rapidly along their gradient directions, we then have
(3.1) ni = −∇φi,T /‖∇φi,T ‖, i = 1, 2, 3,
where ‖∇φi,T ‖ is the Euclidean norm of the vector ∇φi,T . We claim that
(3.2) ‖∇φ3,T ‖−1 = 2|T |/`12.
In fact, denote by M ∈ `12 the endpoint of the perpendicular line segment passing
through V3 (see Figure 3.1). Let H be the length of the segment MV3. From the
definition of the shape function φ3,T we have
1 = φ3,T (V3)− φ3,T (M) = −−→MV3 · ∇φ3,T = H‖∇φ3,T ‖,
which, together with `12H = 2|T |, gives rise to (3.2). The relation (3.2) can be
extended to other two edges to give
(3.3) ‖∇φ1,T ‖−1 = 2|T |/`23, ‖∇φ2,T ‖−1 = 2|T |/`31.
Substituting (3.2) and (3.3) into (3.1) yields the following result.
Lemma 3.1. For any T ∈ Th with vertices Vi ordered in the counterclockwise
direction, the following identities hold true:
(3.4) n1 = −2|T |∇φ1,T /`23, n2 = −2|T |∇φ2,T /`31, n3 = −2|T |∇φ3,T /`12.
The following lemma provides three identities which are very useful in the super-
convergence analysis.
Lemma 3.2. For any T ∈ Th and w ∈ H1(T ) there hold the following identities:
(3.5)
∫
`12
wds = −`23`12
2|T |
∫
T
D23wdT + `12
`31
∫
`31
wds.
(3.6)
∫
`23
wds = −`31`23
2|T |
∫
T
D31wdT + `23
`12
∫
`12
wds.
(3.7)
∫
`31
wds = −`12`31
2|T |
∫
T
D12wdT + `31
`23
∫
`23
wds.
Proof. To prove (3.5), from the usual integration by parts we have∫
T
D23wdT =
∫
`12
wn3 · t23ds+
∫
`31
wn2 · t23ds.(3.8)
From the definition of the shape function φ3,T , it is not hard to see that
∇φ3,T · t23 = `−123 .
6Hence, we have from Lemma 3.1
t23 · n3 = −2|T |∇φ3,T · t23/`12 = − 2|T |
`12`23
.
Analogously, we have
t23 · n2 = −2|T |∇φ2,T · t23/`31 = 2|T |
`31`23
.
Combining the last two identities with (3.8) gives∫
T
D23wdT = − 2|T |
`23`12
∫
`12
wds+
2|T |
`23`31
∫
`31
wds.
This completes the proof of (3.5). The other two identities (3.6) and (3.7) can be
proved in a similar fashion, and the details are omitted.
Denote by eh = uh − uI the error between the Ritz-Galerkin finite element ap-
proximation uh and the nodal point interpolation uI of the exact solution u. From
the error equation (2.2) we have
(3.9) (A∇eh,∇v) = (A∇(u− uI),∇v), ∀v ∈ S0h.
Using the divergence theorem and the fact that ∇v is a constant vector on each
element we obtain
(A∇eh,∇v)
=
∑
T∈Th
∫
T
A∇(u− uI) · ∇vdT
=
∑
T∈Th
∫
∂T
(u− uI)(A∇v · n)ds
=
∑
T∈Th
∫
`12
(u− uI)(A∇v · n3)ds+
∑
T∈Th
∫
`23
(u− uI)(A∇v · n1)ds
+
∑
T∈Th
∫
`31
(u− uI)(A∇v · n2)ds
=I1 + I2 + I3,
(3.10)
where Ij are defined accordingly.
For simplicity of analysis, we shall focus on the treatment of the first term
(3.11) I1 =
∑
T∈Th
∫
`12
(u− uI)(A∇v · n3)ds
in the forthcoming mathematical derivation; the other two terms can be handled by
using the same method with minor and straightforward modifications.
Note that v ∈ S0h can be represented by using the shape functions φi,T on each
element T ∈ Th. For simplicity of notation, we shall drop the subscript T from the
notation of the basis functions. Thus, on the element T we have
v = v(V1)φ1 + v(V2)φ2 + v(V3)φ3.
7It follows that
∇v = v(V1)∇φ1 + v(V2)∇φ2 + v(V3)∇φ3,
which, together with ∇φ1 +∇φ2 +∇φ3 = 0, gives
∇v = (v(V2)− v(V1))∇φ2 + (v(V3)− v(V1))∇φ3
= `12D12v∇φ2 − `31D31v∇φ3.
Substituting the above into (3.11) yields
I1 =
∑
T∈Th
∫
`12
(u− uI)(A∇v · n3)ds
=
∑
T∈Th
`12A∇φ2 · n3
∫
`12
(u− uI)D12vds
−
∑
T∈Th
`31A∇φ3 · n3
∫
`12
(u− uI)D31vds
=−
∑
T∈Th
`31A∇φ3 · n3
∫
`12
(u− uI)D31vds.
(3.12)
where we have used the fact that
∑
T∈Th `12A∇φ2 · n3
∫
`12
(u− uI)D12vds = 0 on the
last line due to a similar contribution from its adjacent element which shares the same
edge `12 and hence forms a parallelogram with T , plus D12v is continuous across `12
and n3|T = −n3|T ′ ; cf. Figure 3.2.	
𝑉"	
𝑉#	
𝑉$′	
𝑉$	
Fig. 3.2. A parallelogram formed by two adjacent elements T = ∆V1V2V3 and T ′ = ∆V1V3′V2.
Now substituting n3 = −2|T |∇φ3/`12 into (3.12) gives
(3.13) I1 =
∑
T∈Th
2`31|T |A∇φ3 · ∇φ3
`12
∫
`12
(u− uI)D31vds.
Furthermore, we apply the Euler-Maclaurin formula (6.1) to the line integral
∫
`12
(u−
8uI)ds to obtain
I1 =
∑
T∈Th
∫
`12
(u− uI)(A∇v · n3)ds
=
∑
T∈Th
2`31|T |A∇φ3 · ∇φ3
`12
∫
`12
(u− uI)D31vds
=
∑
T∈Th
2`31|T |A∇φ3 · ∇φ3
`12
(
− `
2
12
12
∫
`12
D212uD31vds
+
(
`12
2
)4 ∫
`12
GD412uD31vds
)
.
(3.14)
Using (3.5), the line integral
∫
`12
D212uD31vds can be expressed as
(3.15)
∫
`12
D212uD31vds = −
`23`12
2|T |
∫
T
D23D212uD31vdT +
`12
`31
∫
`31
D212uD31vds.
To deal with the second line integral
∫
`12
GD412uD31vds, we shall extend the weight
function G from the line segment `12 to the element T by assigning a constant value
along the direction of `23. Denote by G23 this extension of the weight function G.
Figure 3.3 illustrates how this extension was done geometrically: on each line segment
AB that is parallel to the edge `23 = V2V3, one sets G23|AB = G|`31(A) = G|`12(B).
As G23 has constant values along the direction V2V3, we then have D23G23 = 0.
Fig. 3.3. Extension of weight function G to the element T = ∆V1V2V3.
Using the function G23, we may rewrite the line integral
∫
`12
GD412uD31vds as
follows:
(3.16)∫
`12
GD412uD31vds = −
`23`12
2|T |
∫
T
G23D23D412uD31vdT +
`12
`31
∫
`31
G23D412uD31vds.
9Now substituting (3.15) and (3.16) into (3.14) yields,
I1 =
∑
T∈Th
∫
`12
(u− uI)(A∇v · n3)ds
=
∑
T∈Th
`212`23`31A∇φ3 · ∇φ3
12
∫
T
D23D212uD31vdT
−
∑
T∈Th
`212|T |A∇φ3 · ∇φ3
6
∫
`31
D212uD31vds
−
∑
T∈Th
`412`23`31A∇φ3 · ∇φ3
16
∫
T
G23D23D412uD31vdT
+
∑
T∈Th
`412|T |A∇φ3 · ∇φ3
8
∫
`31
GD412uD31vds
=
∑
T∈Th
`212`23`31A∇φ3 · ∇φ3
12
∫
T
D23D212uD31vdT
−
∑
T∈Th
`412`23`31A∇φ3 · ∇φ3
16
∫
T
G23D23D412uD31vdT,
(3.17)
where we have used the following cancellation property
∑
T∈Th
`212|T |A∇φ3 · ∇φ3
6
∫
`31
D212uD31vds = 0,
and
∑
T∈Th
`412|T |A∇φ3 · ∇φ3
8
∫
`31
GD412uD31vds = 0,
due to a similar contribution from its adjacent element that shares the same edge
`31 and makes a parallelogram, plus the fact that D31v has the same value on this
parallelogram.
Similarly, we can derive the following identities:
I2 =
∑
T∈Th
∫
`23
(u− uI)(A∇v · n1)ds
=
∑
T∈Th
`223`31`12A∇φ1 · ∇φ1
12
∫
T
D31D223uD12vdT
−
∑
T∈Th
`423`31`12A∇φ1 · ∇φ1
16
∫
T
G31D31D423uD12vdT,
(3.18)
10
and
I3 =
∑
T∈Th
∫
`31
(u− uI)(A∇v · n2)ds
=
∑
T∈Th
`231`12`23A∇φ2 · ∇φ2
12
∫
T
D12D231uD23vdT
−
∑
T∈Th
`431`12`23A∇φ2 · ∇φ2
16
∫
T
G12D12D431uD23vdT,
(3.19)
where G31 and G12 are similar extensions satisfying D31G31 = 0 and D12G12 = 0.
Going back to (3.10), by using (3.17), (3.18) and (3.19) we arrive at
(A∇(u− uI),∇v)
=
`12`23`31
12
∑
T∈Th
∫
T
(`12D23D212uD31vA∇φ3 · ∇φ3
+ `23D31D223uD12vA∇φ1 · ∇φ1 + `31D12D231uD23vA∇φ2 · ∇φ2)dT
−
∑
T∈Th
`412`23`31A∇φ3 · ∇φ3
16
∫
T
G23D23D412uD31vdT
−
∑
T∈Th
`423`31`12A∇φ1 · ∇φ1
16
∫
T
G31D31D423uD12vdT
−
∑
T∈Th
`431`12`23A∇φ2 · ∇φ2
16
∫
T
G12D12D431uD23vdT
=− `12`23`31
12
∑
T∈Th
∫
T
D12D23D31(A∇φ3 · ∇φ3`12D12 +A∇φ1 · ∇φ1`23D23
+A∇φ2 · ∇φ2`31D31)uvdT + Eh,
(3.20)
where
Eh =−
∑
T∈Th
`412`23`31A∇φ3 · ∇φ3
16
∫
T
G23D23D412uD31vdT
−
∑
T∈Th
`423`31`12A∇φ1 · ∇φ1
16
∫
T
G31D31D423uD12vdT
−
∑
T∈Th
`431`12`23A∇φ2 · ∇φ2
16
∫
T
G12D12D431uD23vdT.
As Th is uniformly A-equilateral, then there is a constant α such that A∇φi ·∇φi = α
for i = 1, 2, 3. It follows that
A∇φ3 · ∇φ3`12D12 +A∇φ1 · ∇φ1`23D23 +A∇φ2 · ∇φ2`31D31)u
=α(`12D12 + `23D23 + `31D31)u
=0.
Substituting the above into (3.20) yields
(A∇(u− uI),∇v) = Eh.
11
Finally, since |∇φi| = O( 1h ) for i = 1, 2, 3, then we have
(3.21) |Eh| ≤ Ch4‖u‖5‖∇v‖0.
Combining the last two gives rise to the following estimate
(3.22) |(A∇(uh − uI),∇v)| = |(A∇(u− uI),∇v)| ≤ Ch4‖u‖5‖∇v‖0
for all v ∈ Sh0 . In particular, by setting v = uh − uI we arrive at
|(A∇(uh − uI),∇(uh − uI))| ≤ Ch4‖u‖5‖∇(uh − uI)‖0,
which implies the superconvergence error estimate (2.5).
Since uh − uI = 0 on ∂Ω, there holds
‖uh − uI‖∞ ≤ C| log(h)| 12 ‖∇(uh − uI)‖0.
It follows that the superconvergence estimate (2.6) in the maximum norm holds true.
4. On Sufficient Conditions for Superconvergence. The proof for Theorem
2.1, particularly the identify (3.20), provides the following sufficient condition for
superconvergence
(4.1) A∇φ3 · ∇φ3`12D12 +A∇φ1 · ∇φ1`23D23 +A∇φ2 · ∇φ2`31D31 = 0.
The condition (4.1) is satisfied if the triangular elements are A-equilateral; or equiva-
lently if A∇φi ·∇φi = α, i = 1, 2, 3, for a fixed real number α. The goal of this section
is to present some examples of the finite element partitions that are A-equilateral, and
thus superconvergence can be concluded for the corresponding Ritz-Galerkin finite el-
ement solutions.
4.1. Example 1. Our first example is concerned with the reference element T̂
with vertices V̂1 = (0, 0), V̂2 = (1, 0), and V̂3 = (1, 1). The three shape functions for
this reference element are given by
φ̂1 = 1− x̂,
φ̂2 = x̂− ŷ,
φ̂3 = ŷ.
For the coefficient matrix
Â =
[
a11 a12
a12 a22
]
,
it can be easily calculated that
Â∇̂φ̂1 · ∇̂φ̂1 = a11,
Â∇̂φ̂3 · ∇̂φ̂3 = a22,
Â∇̂φ̂2 · ∇̂φ̂2 = a11 + a22 − 2a12.
Thus, the reference element T̂ is Â-equilateral if and only if
a11 = a22 = a11 + a22 − 2a12,
12
or equivalently,
a11 = a22 = α, a12 = α/2.
The coefficient matrix Â is thus given by
Â = α
[
1 0.5
0.5 1
]
.
4.2. Example 2. Our second example is concerned with an element T with
vertices V1 = (0, 0), V2 = (1, 0), and V3 = (x0, y0), where y0 6= 0. We claim that T is
A-equilateral if and only if
(4.2) A = SÂαS
T ,
where
S =
[
1 x0 − 1
0 y0
]
and
(4.3) Âα = α
[
1 0.5
0.5 1
]
.
In fact, the element T is linked to the reference element T̂ through the following linear
map: [
x
y
]
=
[
1 x0 − 1
0 y0
] [
x̂
ŷ
]
.
A straightforward calculation shows that ∇φi = S−T ∇̂φ̂i. It follows that
A∇φi · ∇φi = AS−T ∇̂φ̂i · S−T ∇̂φ̂i
= S−1AS−T ∇̂φ̂i · ∇̂φ̂i.
Thus, from Example 1, the triangle T is A-equilateral if and only if
S−1AS−T = Âα,
which is equivalent to (4.2).
4.3. Example 3. In the third example, the triangular element T has a generic
position with vertices Vi = (xi, yi), i = 1, 2, 3. We claim that T is A-equilateral if
and only if
(4.4) A = SÂαS
T ,
where
(4.5) S =
[
x2 − x1 x3 − x2
y2 − y1 y3 − y2
]
13
and
(4.6) Âα = α
[
1 0.5
0.5 1
]
.
Note that the element T can be transformed to the reference element T̂ through the
following affine map:[
x− x1
y − y1
]
=
[
x2 − x1 x3 − x2
y2 − y1 y3 − y2
] [
x̂
ŷ
]
.
A straightforward calculation shows that ∇φi = S−T ∇̂φ̂i. Thus, we have
A∇φi · ∇φi = AS−T ∇̂φ̂i · S−T ∇̂φ̂i
= S−1AS−T ∇̂φ̂i · ∇̂φ̂i.
From Example 1, the triangle T is A-equilateral if and only if
S−1AS−T = Âα,
which gives rise to (4.4).
4.4. Invariance of A-equilateral elements. Let T be a triangular element
with vertices Vi = (xi, yi), i = 1, 2, 3. T
′ is said to be a translation of T if there exists
a point (x∗, y∗) such that T ′ is given by the set (x, y) + (x∗, y∗) for all (x, y) ∈ T .
This translation shall be denoted as T ′ = T + (x∗, y∗). For example, in Figure
4.1 the triangular element T ′ = ∆V ′1V
′
2V
′
3 is a translation of the reference triangle
T = ∆V1V2V3 as V
′
i = Vi + (1.25,−1) for i = 1, 2, 3.
Lemma 4.1. (translation invariance) If T is A-equilateral with A∇φi · ∇φi = α
and T ′ is a translation of T , then T ′ is also A-equilateral with the same α.
Proof. The Example 3 shows that T is A-equilateral with A∇φi · ∇φi = α if and
only if A = SÂαS
T , where S and Âα are given by (4.5) and (4.6). As the matrix S is
translation invariant and Âα is fixed, the same representation then holds true on T
′.
It follows that T ′ is A-equilateral with the same value α.
Assume that the element T is A-equilateral with value A∇φi · ∇φi = α. We
would like to know among all the triangles that share vertex V1 with T , which are
also A-equilateral with the same value of α. For simplicity, we shall consider the case
of T = T̂ with α = 2. From Example 1, the matrix Â must be given by
Â =
[
2 1
1 2
]
.
Let T˜ be an arbitrary triangle that shares V˜1 = (0, 0) with the element T̂ . Without
loss of generality, we may assume the other two vertices of T˜ are given by V˜2 = (x˜2, y˜2)
and V˜3 = (x˜3, y˜3). If T˜ is also Â-equilateral with value α = 2, then from Example 3
we must have
(4.7) Â = A˜ = S˜ÂS˜T ,
where
(4.8) S˜ =
[
x˜2 x˜3 − x˜2
y˜2 y˜3 − y˜2
]
.
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V1
V2
V3V4
V5V6
V7
X
Y
V ′1 V
′
2
V ′3
Fig. 4.1. A-equilateral triangles generated by the reference triangle T̂ = ∆V1V2V3 through
translation, rotation and reflections.
It follows from (4.7) that (det(S˜))2 = 1. Furthermore, a tedious calculation can be
performed to show that the matrix S˜ can only take the following values:
S˜ =
[
1 0
0 1
]
,
[ −1 0
0 −1
]
,
[
0 1
1 0
]
,
[
0 −1
−1 0
]
.
As illustrated in Figure 4.1, the first value of S˜ corresponds to the original triangle
T̂ = ∆V1V2V3, the second gives the triangle ∆V1V7V6, the third one yields ∆V1V3V4,
and the last one gives us the triangle ∆V1V6V5. A finite element partition with the
superconvergence as described in Theorem 2.1 must be formed by any subset of the
elements in Figure 4.1 through translations with various values of (x∗, y∗) that gives
a valid computational partition of the domain.
5. Numerical Tests. In this section, we report some numerical results that
confirm the superconvergence established in Theorem 2.1 for the Ritz-Galerkin finite
element solutions of the second order elliptic model problem (1.1). The Ritz-Galerkin
finite element method was implemented on uniform finite element partitions consisting
of uniformly A-equilateral triangles. In our numerical tests, the exact solutions are
taken as u = sin(x) sin(y) and u = cos(x) cos(y), respectively. The right-hand side
function f is computed to match the exact solutions.
Our first numerical example was conducted on the unit square domain Ω = (0, 1)2.
The model problem has the coefficient tensor A =
(
2 1
1 2
)
. The finite element
partition was constructed so that it is uniformly A-equilateral. Tables 5.1-5.2 contains
the error information plus rate of convergence in the L2 norm, H1 semi-norm and L∞
norm. It is clear that the convergence in all three norms are of order O(h4) for both
the exact solutions u = sin(x) sin(y) and u = cos(x) cos(y). The numerical results are
consistent with the theory established in this paper.
The domain in the second test case is a parallelogram with vertices
(0, 0), (1.1462, 0.9042), (0.6941, 2.2924), (−0.4521, 1.3882).
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Table 5.1
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = sin(x) sin(y) and coefficient tensor A = [2, 1; 1, 2].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 3.2847e-005 1.3139e-004 4.6453e-005
4 2.1222e-006 3.9521 1.0867e-005 3.5958 2.7046e-006 4.1023
8 1.3194e-007 4.0076 7.2445e-007 3.9069 1.7945e-007 3.9138
16 8.23041e-009 4.0027 4.6022e-008 3.9765 1.1186e-008 4.0039
32 5.1417e-010 4.0006 2.8883e-009 3.9940 7.0079e-010 3.9965
64 3.2149e-011 3.9994 1.8078e-010 3.9979 4.3828e-011 3.9991
Table 5.2
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = cos(x) cos(y) and coefficient tensor A = [2, 1; 1, 2].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 3.5382e-005 1.4153e-004 5.0037e-005
4 2.2782e-006 3.9571 1.1620e-005 3.6065 2.9128e-006 4.1025
8 1.4162e-007 4.0078 7.7330e-007 3.9093 1.9125e-007 3.9288
16 8.8348e-009 4.0027 4.9105e-008 3.9771 1.1922e-008 4.0038
32 5.5192e-010 4.0007 3.0814e-009 3.9942 7.4860e-010 3.9933
64 3.4433e-011 4.0025 1.9247e-010 4.0009 4.6708e-011 4.0025
The coefficient tensor is given by A =
(
2 2
2 8
)
, and the finite element partitions
again consist of only A-equilateral triangles as required in Theorem 2.1. Tables 5.3-5.4
illustrate the numerical performance with rate of convergence computed in various
Sobolev norms. It can be seen that the numerical results confirm the theoretical
predictions developed in the previous sections.
Table 5.3
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = sin(x) sin(y) and coefficient tensor A = [2, 2; 2, 8].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 2.3693e-005 9.4770e-005 3.3506e-005
4 8.4839e-006 1.4816 6.3017e-005 0.5887 1.3099e-005 1.3550
8 5.3785e-007 3.9794 4.6241e-006 3.7685 7.8251e-007 4.0652
16 3.3512e-008 4.0044 3.0020e-007 3.9452 4.9613e-008 3.9793
32 2.0923e-009 4.0015 1.8943e-008 3.9862 3.1083e-009 3.9965
64 1.3074e-010 4.0004 1.1868e-009 3.9965 1.9455e-010 3.9979
Our last numerical test was conducted on another parallelogram domain with
vertexes
(0, 0), (0.7917, 0.7672), (1.1238, 1.8184), (0.3322, 1.0512).
The coefficient tensor is given by A =
(
2 3
3 5
)
, and the finite element partition can
be constructed to satisfy the uniform A-equilateral property as required by Theorem
2.1. Tables 5.5-5.6 show that the convergence rates in various norms. The numerical
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Table 5.4
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = cos(x) cos(y) and coefficient tensor A = [2, 2; 2, 8].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 7.5777-005 3.0311e-004 1.0716e-004
4 9.6454e-006 2.9738 6.7760e-005 2.1613 1.6506e-005 2.6987
8 6.0766e-007 3.9885 4.9168e-006 3.7847 9.9509e-007 4.0520
16 3.7857e-008 4.0046 3.1850e-007 3.9483 6.3017e-008 3.9810
32 2.3637e-009 4.0014 2.0088e-008 3.9869 3.9341e-009 4.0017
64 1.4770e-010 4.0003 1.2584e-009 3.9967 2.4582e-010 4.0003
results are very much in consistency with the superconvergence developed in Theorem
2.1.
Table 5.5
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = sin(x) sin(y) and coefficient tensor A = [2, 3; 3, 5].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 6.1090e-005 2.4436e-004 8.6395e-005
4 8.1524e-006 2.9056 5.8490e-005 2.0628 1.4715e-005 2.5536
8 5.1367e-007 3.9883 4.2611e-006 3.7789 8.8043e-007 4.0629
16 3.1999e-008 4.0047 2.7633e-007 3.9468 5.4626e-008 4.0106
32 1.9980e-009 4.0013 1.7433e-008 3.9865 3.4292e-009 3.9936
64 1.2489e-010 3.9999 1.0922e-009 3.9965 2.1480e-010 3.9968
Table 5.6
Numerical error and convergence rates in the L2 norm, H1 semi-norm and L∞ norm with
exact solution u = cos(x) cos(y) and coefficient tensor A = [2, 3; 3, 5].
1/h ‖uh − uI‖0 order ‖∇(uh − uI)‖0 order ‖uh − uI‖∞ order
2 6.1392e-005 2.4557e-004 8.6821e-005
4 8.1616e-006 2.9111 5.8523e-005 2.0690 1.4733e-005 2.5590
8 5.1423e-007 3.9884 4.2631e-006 3.7790 8.8150e-007 4.0629
16 3.2034e-008 4.0047 2.7645e-007 3.9468 5.4693e-008 4.0105
32 2.0002e-009 4.0014 1.7440e-008 3.9865 3.4338e-009 3.9935
64 1.2487e-010 4.0016 1.0920e-009 3.9973 2.1480e-010 3.9988
6. Appendix. In this section, we shall derive the Euler-MacLaurin formula
that plays a crucial role in the superconvergence analysis for the finite element so-
lution of the second order elliptic problem. As the Euler-MacLaurin formula can
be found in most standard textbooks, the presentation of this formula is merely for
self-completeness of the mathematical analysis.
Lemma 6.1. (Euler-MacLaurin Formula) Assume that f(x) is sufficiently regular
satisfying f(x) ∈ H4([a, b]). There holds
(6.1)
∫ b
a
f(x)dx =
∫ b
a
fI(x)dx− (b− a)
2
12
∫ b
a
f ′′(x)dx+R(x),
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where fI(x) is the linear interpolation of f(x) on the interval [a, b] given by fI(x) =
b−x
b−af(a) +
x−a
b−a f(b), R(x) is the reminder term given by
R(x) =
(
b− a
2
)4 ∫ b
a
G(x)f (4)(x)dx
with the weight function G(x) = 14!
((
2
b−a
)2 (
x− a+b2
)2 − 1)2.
Proof. It suffices to derive the Euler-MacLaurin formula on the reference interval
[a, b] = [−1, 1]. To this end, we use the usual integration by parts to obtain∫ 1
−1
(f(t)− fI(t))dt =−
∫ 1
−1
f ′(t)tdt
=− 1
2
∫ 1
−1
f ′(t)d(t2 − 1) = 1
2
∫ 1
−1
f ′′(t)(t2 − 1)dt
=− 1
3
∫ 1
−1
f ′′(t)dt+
1
3!
∫ 1
−1
f ′′(t)d(t(t2 − 1))
=− 1
3
∫ 1
−1
f ′′(t)dt− 1
3!
∫ 1
−1
f ′′′(t)t(t2 − 1)dt
=− 1
3
∫ 1
−1
f ′′(t)dt− 1
4!
∫ 1
−1
f ′′′(t)d(t2 − 1)2
=− 1
3
∫ 1
−1
f ′′(t)dt+
1
4!
∫ 1
−1
(t2 − 1)2f (4)(t)dt.
The Euler-MacLaurin formula on the general interval [a, b] can now be obtained
through the transformation x = h(t) = a+b2 +
b−a
2 t and the above expansion. Details
are left to interested readers as an exercise. This completes the proof of the lemma.
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