If G is any finite product of orthogonal, unitary and symplectic matrix groups, then Wilson loops generate a dense subalgebra of continuous observables on the configuration space of lattice gauge theory with structure group G. If G is orthogonal, unitary or symplectic, then Wilson loops associated to the natural representation of G are enough.
Introduction
On a compact Lie group, the Peter-Weyl theorem asserts that the characters of irreducible representations generate a dense subalgebra of continuous functions invariant by adjunction. In lattice gauge theory, configuration spaces are powers of a Lie group on which another power of the same group acts, according to the geometry of a given graph and in a way which extends the adjoint action of the group on itself. Peter-Weyl theorem can be adapted to this situation and the functions that play the role of the characters are called spin networks. Despite the fact that spin networks were introduced about forty years ago in a physical context 1 , their importance in lattice gauge theory has been recognized rather recently [1] . In the mean time, another set of functions, easier to define, has been used as the standard set of observables: Wilson loops. However, it is not clear at all a priori that this set is complete, that is, that Wilson loops generate a dense subalgebra of continuous invariant functions on the configuration space. A. Sengupta has proved in [7] that it is true when the group is a product of odd orthogonal, unitary (and symplectic) groups. In this paper, an approach similar to that of Sengupta but with a little more classical invariant theory combined with the use of spin networks allows us to add even orthogonal groups to the list and, hopefully, to clarify the argument.
The problem of completeness of Wilson loops can be expressed in three equivalent ways. The first one is described above. The second one is more geometrical and consists in asking whether a connection on a principal bundle is determined up to gauge transformation by the conjugacy classes of its loop holonomies. The third one is more algebraic: is it true that the diagonal conjugacy class of a finite collection of elements of a compact Lie group is determined by the conjugacy classes of all possible products one may form with these elements and their inverses ? The equivalence of these questions is discussed in [7] , and we will make an important use of the equivalence between the first and the third point of view.
The configuration space
Let G be a compact connected Lie group. Let Γ = (E, V ) be a graph with oriented edges. By this we mean that V is a finite set and E is a set of pairs of elements of V . Diagonal pairs are allowed and a pair can occur several times in E. If e = (v, w) ∈ E is an edge, we define the source and target of e respectively by s(e) = v and t(e) = w. We make the assumption that no vertex is isolated, that is, s(E) ∪ t(E) = V .
Define an action of G V on G E , as follows.
t(e) g e φ s(e) . The configuration space for lattice gauge theory on Γ with structure group G is the topological quotient space C G Γ = G V \G E and it can be thought of as a finite-dimensional approximation of a space of connections modulo gauge transformations. For this graph, G E = G r on which G V = G acts by diagonal conjugation, and we will call diagonal conjugacy classes of G r the points of C G Lr .
Remark 2.3
If Γ is a tree, you may check that C G Γ is a single point.
Wilson loops are continuous functions on C G Γ or, equivalently, continuous functions on G E invariant under the action of G V . We recall briefly how they are defined. Let E ± denote the set containing twice each edge of Γ, once with its natural orientation and once with the reversed one. Formally, set E ± = E × {+, −}, extend the functions s and t to E ± by s(e, +) = s(e), s(e, −) = t(e) and the two similar rules for t. A point of G E determines a point of G E ± by the rules g (e,+) = g e and g (e,−) = g −1
e . For the sake of clarity, we identify e with (e, +) and denote (e, −) by e −1 . Moreover, we use the notation e to denote a generic element of E ± . A path in Γ is a finite sequence p = (e 1 , . . . , e n ) of elements of E ± such that t(e i ) = s(e i+1 ) for all i = 1, . . . , n − 1. It is a loop based at v if t(e n ) = s(e 1 ) = v. To a loop l = (e 1 , . . . , e n ) one associates a function h l :
s(e 1 ) so that, given any finite-dimensional representation α of G with character χ α , the function
Remark 2.4 A wider class of functions can be defined on C G Γ . Instead of considering one loop, we can consider several loops l 1 , . . . , l n based at the same point. Then, for any function f :
is well-defined. In words, the diagonal conjugacy class of (h l 1 (c), . . . , h ln (c)) is well-defined for every c in the configuration space.
Statement of the result
In this paper, O(n) and SO(n) denote respectively the groups O n R and SO n R. By the symplectic group Sp(n) we mean the subgroup 2 U(2n)∩Sp 2n C of GL 2n C. It is isomorphic to the quaternionic unitary group U H (n). The main result is the following. Theorem 3.1 Let G be a finite product of groups among U(n), SU(n), O(n), SO(n), Sp(n). Let Γ = (E, V ) be a graph. Then the algebra generated by the Wilson loops is dense in the space of continuous functions on C
Example 3.2 In the case of the graph L 1 , Theorem 3.1 is equivalent to Peter-Weyl theorem.
2 Sp 2n C is the group of matrices which preserve the skew-symmetric form whose matrix in the canonical basis is This proposition is proved in a slightly different language in [6] . For the convenience of the reader, we recall the argument.
Proof. Fix once for all a vertex v. Choose g and g ′ in G E representing c and c ′ . For any finite family F of loops based at v, let K F be the closed subset of G consisting of those k such that h l (g ′ ) = kh l (g)k −1 for all l ∈ F . By assumption, K F is non-empty, just as any finite intersection of sets of the form K F . By compactness of G, there exists k such that h l (g ′ ) = kh l (g)k −1 for every loop l based at v. By letting the element of G V equal to k at v and 1 anywhere else act on g ′ , we are reduced to the case where
Now, for every vertex w, choose a path p in Γ joining w to v.
Then one checks easily that φ w does not depend on p and that the element φ = (φ w ) w∈V of G V built in that way satisfies φ · g = g ′ . Hence, c = c ′ .
We have reduced the problem as follows.
Proposition 3.6 Theorem 3.1 is logically equivalent to its specialization to the graphs
L r , r ≥ 1
, which is in turn equivalent to Proposition 3.4.
Proof. We prove that Proposition 3.4 implies Theorem 3.1. Let Γ be a graph. Let g and g ′ be two points of G E such that all Wilson loops take the same value at g and g ′ . Let v be a vertex of the graph and l 1 , . . . , l r r loops based at v. Since any product of the l i 's and their inverses is still a loop based at v, Proposition 3.4 applied to the elements (h l 1 (g), . . . , h lr (g)) and (
Hence, by Proposition 3.5, g and g ′ belong to the same orbit under the action of G V . Hence, Wilson loops separate the points on the configuration space. Since this space is compact, the result follows by the Stone-Weierstrass theorem.
The translation in algebraic language allows us to reduce the list of groups that we need to consider. The proof of the following lemma is straightforward.
Lemma 3.7 If Proposition 3.4 holds for two groups
According to this lemma, it is enough to prove Theorem 3.1 when G is one of the groups O(n), SO(n), U(n), SU(n), Sp(n).
Remark 3.8 One might expect that the property expressed by Proposition 3.4 is preserved by standard transformations of the group such as quotients or central extensions. Unfortunately, no such result seems easy to prove. For central extensions, A. Sengupta has stated and proved in [7] a partial result, namely that a property slightly stronger than that of Proposition 3.4 is preserved. I have not been able to improve this result.
Spin networks
From now on, we concentrate on the case where Γ is the graph L r for some r ≥ 1 and G is one of the groups listed above. Instead of working on the configuration space, we prefer to work on G E = G r and consider only objects which are invariant under the diagonal adjoint action of G.
Spin networks provide us with a very natural dense subalgebra of the space of invariant continuous functions. They are defined as follows.
Choose r finite-dimensional representations α 1 , . . . , α r of G with spaces
This means that I is a linear endomorphism of V 1 ⊗ . . . ⊗ V r commuting with the action of G. Let g be an element of G r . Set α = (α 1 , . . . , α r ). Then the function ψ α,I :
is invariant under the action of G. It is called a spin network.
The following proposition has been proved by J. Baez [1] . For the sake of completeness and because we find it illuminating, we give a short proof of Theorem 4.1.
Proof. The irreducible representations of G r are exactly the tensor products of r irreducible representations of G. Thus, Peter-Weyl theorem applied to G r implies that the functions ψ α,J on G r , where α is as before, but J is any endomorphism of V 1 ⊗. . .⊗V r , generate a dense subalgebra of C(G r ). Now, it is readily seen that the average under the diagonal action of G of such a function ψ α,J is a spin network ψ α,I , where I is the orthogonal projection of J on
Let us call the spin network ψ α,I irreducible if α is irreducible as a representation of G n , that is, if every α i is irreducible.
Proposition 4.3 Any spin network is a linear combination of irreducible spin networks.
Proof. Let ψ α,I be a spin network. Decompose α as a sum k α k of irreducible representations of G n . Accordingly, decompose the space V of α as V = k V k . For each k, define I k as the component of I lying in End G (V k ) in the decomposition
Then we leave it for the reader to check that ψ α,I = k ψ α k ,I k .
In order to establish Theorem 3.1 for the graphs L r , it is thus enough to prove the following result. We have now almost reached the formulation of the problem under which we are going to solve it.
Natural representations
The main problem we are going to encounter in handling with spin networks is that they involve invariant endomorphisms of spaces of representations of G, which are in general very difficult to describe.
In the case where G is a group of complex matrices of some size n, that is, an orthogonal, unitary or symplectic group 3 , G acts by left multiplication on V = C n and this is called the natural representation. The contragredient of this representation is the action on V * given by g · ϕ = ϕ • g −1 . The first fundamental theorems (FFT) of classical invariant theory describe a set of generators of the space End G (V ⊗p ⊗ (V * ) ⊗q ) when p and q are given integers, for the different kinds of matrix groups G.
This gives us what we are looking for in a special case, namely when each representation α i is of the form V ⊗p ⊗ (V * ) ⊗q . The two following results allow us to reduce the general case to this particular one. In this statement, α ∨ denotes the contragredient representation of α. We use the convention α ⊗0 = C, the trivial representation. This result is of course well-known 4 in the sense that the representations of compact Lie groups are completely classified and that a proof "by inspection" is almost possible, see for example the end of [2] . However, we were not able to find a direct proof in textbooks on Lie groups. Therefore, we propose a short analytical argument.
Proof. Let α be a faithful finite-dimensional representation of G. Since α is unitary for some Hermitian scalar product, its character satisfies the inequality |χ α (g)| ≤ χ α (1) with equality only if α(g) = ± Id. Hence, |χ α (g)+1| is maximal only when α(g) = Id, that is, since α is faithful, when g = e, the identity element of G. This implies immediately that the probability measures
on G converge weakly to the Dirac mass δ e . Here, dg denotes the unit-mass Haar measure on G. In particular, let ρ be any irreducible representation of G. Since µ n (χ ρ ) converges to χ ρ (e) = 0, there exists an integer n ≥ 0 such that
, where C denotes the trivial representation of G. Thus, ρ is a subrepresentation of the n-th tensor product of this representation. This tensor product breaks into (non-necessarily irreducible) factors of the form α ⊗p ⊗ (α ∨ ) ⊗q , so that ρ, being irreducible, is a subrepresentation of one of them.
Remark 5.3
We have not used the fact that G was a Lie group, we have only used its compactness. However, a compact group admits a faithful finite-dimensional representation if and only if it is a Lie group (see for example [5] ).
For matrix groups, Proposition 5.2 ensures that every irreducible representation arises as a subrepresentation of some tensor product of a number of copies of the natural representation and its contragredient. We are now reduced to prove the following result.
Proposition 5.4 Let G be a group of the following list: O(n), SO(n), U(n), SU(n), Sp(n). Let r ≥ 1 be an integer. Let α be a r-tuple of representations of the form
V ⊗p ⊗ (V * ) ⊗q ,
where V is the natural representation of G. Then any spin network ψ α,I on G r is a linear combination of products of Wilson loops.
We leave it to the reader to check that Proposition 5.4 implies Propostion 4.4.
Unitary groups
Let n ≥ 1 be an integer and let G be either U(n) or SU(n). The group G acts on V = C n by multiplication on the left. For any integer d ≥ 1, there is a corresponding diagonal action of G on V ⊗d , that we denote by ρ : G −→ GL(V ⊗d ). On the other hand, the symmetric group S d acts by permutation of the factors on V ⊗d . We denote this action by π : S d −→ GL(V ⊗d ). It is obvious that the actions ρ and π commute to each other. The following theorem is known as Schur-Weyl duality theorem. In other words, End U (n) (V ⊗d ) is generated as a vector space by the permutations of the factors. The case of SU(n) follows immediately, since End SU (n) (V ⊗d ) = End U (n) (V ⊗d ).
Proof. By the bicommutant theorem (see [4] for example), it is equivalent to prove that π(CS d ) ′ = ρ(CG) or to prove that ρ(CG) ′ = π(CS d ). The second statement is the most important for us, but the first one is the easiest to prove.
By definition, π( 
We must prove that Sym d (End(V )) is generated by the endomorphisms of the form ρ(g) ⊗d , g ∈ U(n). This is true because U(n) is Zariski-dense in End(C n ) and, for any finitedimensional vector space W , Sym d (W ) is generated by {x ⊗d | x ∈ X} as soon as X is Zariski-dense 5 in W .
Consider the following isomorphisms of G-modules:
where the second one is chosen in the simplest possible way, namely
If σ belongs to S p+q , let us denote by I σ the element of End(V ⊗p ⊗(V * ) ⊗q ) corresponding via (1) to π(σ). Schur-Weyl duality implies that End G (V ⊗p ⊗ (V * ) ⊗q ) is generated by the endomorphisms I σ .
Let p 1 , . . . , p r , q 1 , . . . , q r be non-negative integers. For each i = 1 . . . r, consider the representation Proof. Let us denote by n the natural representation of G and n ∨ its contragredient. By definition,
, by definition of the contragredient. Thus,
where we see now both endomorphisms as elements of End(V ⊗p+q ). This trace can now easily be evaluated. Before that and for the sake of clarity, let us rename the sequence  (g 1 , . . . , g 1 , . . . , g r , . . . , g r , g , as (h 1 , . . . , h p+q ) . Then the tensor product appearing in the last equation is just h 1 ⊗ . . . ⊗ h p+q . Hence,
where the product runs over the cycles of σ. We claim that each factor in this product is a Wilson loop. To see this, define the functions j : {1, . . . , p + q} −→ {1, r} by
and ε : {1, . . . , p+q} −→ {1, −1} such that ε(a) is +1 if 1 ≤ a ≤ p and −1 if p+1 ≤ a ≤ q. They are designed in such a way that h a = g ε(a) j(a) . Let us now give a name to the edges of the graph L r , namely set E = (e 1 , . . . , e r ). For
j(a 1 ) ). Then the last equality can be rewritten simply as
and the result is proved.
This proof has a nice graphical representation which allows one to understand very easily the generalization to the orthogonal and symplectic cases.
Let us represent a tensor of V ⊗p ⊗ (V * ) ⊗q by a box with p + q oriented legs, p outwards and q inwards. We put inside the box a schematic description of the tensor. For example, the leftmost picture in figure 2 represents a tensor of V * ⊗ V . It could be labeled by an element of End(V ) or End(V * ). The middle picture represents the tensor π((123)) ∈ End(V ⊗3 ). The rightmost picture represents the same tensor, via the identification In this representation, tensor product corresponds to juxtaposition of the boxes and a contraction is represented by joining an outcoming leg with an incoming one.
Let us consider a particular case, for example r = 2, p 1 = q 2 = 0, q 1 = 1 and p 2 = 2. We take the permutation σ = (123). Choose (g, h) ∈ G 2 . The picture corresponding to tr(n ∨ (g) ⊗ n(h) ⊗2 • I σ ) is drawn below (Figure 3) . 1 ,e 2 ,e 2 ) .
If one remembers that, through the identification End(V * ) ≃ End(V ), n ∨ (g) corresponds to n(g −1 ), it becomes almost evident that the trace we are computing is also a Wilson loop, namely tr n(g −1 h 2 ).
Orthogonal and symplectic groups
Let n ≥ 1 be an integer. Let G be either O(n), SO(n) or Sp(n). Recall that, by the two first groups of this list we mean respectively O n R and SO n R. By the third we mean the subgroup U(2n)∩Sp 2n C of GL 2n C, which preserves, via the identification H n ≃ C n ⊕jC n , the standard quaternionic Hermitian scalar product on H n . We are going to treat at once the orthogonal and symplectic case, although they are not exactly identical. For example, the space V of the natural representation of G is C n in the orthogonal case, C 2n in the symplectic case. We shall use the letter m to denote the dimension of V in both cases.
In the orthogonal case, we are going to use orthonormal bases of V . In the symplectic case, we say that (e 1 , . . . , e 2n ) is a standard basis for V if e i , e i+n = 1 for i = 1, . . . , n and e i , e j = 0 if |i − j| = n.
The situation here differs from the preceding one in two main respects because G preserves a non-degenerate quadratic form ·, · on V . First of all, this quadratic form induces an isomorphism v → v, · between V and V * which intertwines the natural representation and its contragredient. So, there is no need in this case to consider V * . Then, if ρ denotes as before the diagonal action of G on V ⊗d , ρ(CG) ′ is larger than 7 π(S d ). The first fundamental theorem tells us how much larger.
In this section, we will identify freely End(V ⊗d ) with V ⊗2d by saying that
Let τ be a partition of the set {1, . . . , 2d} in pairs. Let (e 1 , . . . , e m ) be an orthonormal or standard basis of V , according to the nature of G. We define J τ ∈ End(V ⊗d ) by
One checks easily that this definition of J τ does not depend on the choice of the orthonormal basis of V and that J τ commutes to the action of G, that is,
. The graphical representation introduced in the preceding section may be helpful to clarify the situation. An example is given by Figure 4 . Note that we do not need arrows to distinguish between V and V * anymore, since we are working in tensor powers of V alone. The following theorem is proved in [3] . Theorem 7.1 (FFT for orthogonal and symplectic groups) The subspace
is spanned by the endomorphisms J τ , where τ runs over the partitions of {1, . . . , 2d} in pairs.
Remark 7.2 The proof of this theorem is longer than that of Schur-Weyl duality, so we do not give it here. However, it is usually stated and proved for complex Lie groups rather than compact ones. Let us explain how the former can be deduced from the latter.
If G is O(n) (resp. Sp(n)), let us denote by G C the group O n C (resp. Sp 2n C). Since G is contained in G C , one needs just prove that any u ∈ End G (V ⊗d ) is invariant by the whole G C . Via the isomorphism End(V ⊗d ) ≃ V ⊗2d ≃ (V * ) ⊗2d , we can think of u as a polynomial, that we denote byũ, in 2d variables on V , homogeneous of degree one in each variable, invariant under the action of G. This means that, for every v ∈ V ⊕2d , the functionũ(· v) : G C −→ C which sends g toũ(gv) is constant on G. Since, on one hand, this function is polynomial in g and on the other hand, G is Zariski-dense in G C , the function is constant on G C . So, u is invariant by the whole complex orthogonal group.
The theorem for SO(n) follows from that for O(n) just because ρ(CSO(n)) = ρ(CO(n)).
We proceed now as before. Let p 1 , . . . , p r be integers. For each i = 1 . . . r, let α i denote V ⊗p i and set α = (α 1 , . . . , α r ). Set p = p 1 + . . . + p r . Let τ be a partition of {1, . . . , 2r} in pairs. The proof is very similar to that of Proposition 6.2. We are going to show that, up to some isomorphism, J τ acts as a permutation operator. For this, define for each i = 1 . . . p
Lemma 7.4 Let τ be a partition of {1, . . . , 2p} in pairs. There exist i 1 , . . . , i k ∈ {1, . . . , p} and σ ∈ S p such that
Remark 7.5 It is worth saying what this lemma means graphically, because this is much simpler than the aspect of the proof might suggest. Let us represent, as we did in Figure  4 , a partition like τ as a pairing of 2p points by p lines. We put the points 1, . . . , p on the top edge of a box and p + 1, . . . , 2p on the bottom edge, with p + i below i. Then the lemma says that, by switching the positions of i and p + i for some well-chosen i's without changing the pairing τ , we can make sure that every line connects a point on the top edge with a point on the bottom edge. The diagram one gets in that way corresponds to a permutation operator.
Proof. It is convenient in this proof to think of τ as a fixed-point free involution of {1, . . . , 2p}. Let θ 1 , . . . , θ p denote the transpositions (1, p + 1) , . . . , (p, 2p). Then, given some integers i 1 , . . . , i k between 1 and p, one checks easily that
where the product in the subscript of J is a composition of permutations of {1, . . . , 2p}. On the other hand, if σ is a permutation of {1, . . . , p} and τ pairs i with σ(i) + p for each i = 1 . . . p, then J τ = π(σ). Thus, the lemma will be proved if we show that, for some i 1 , . . . , i k between 1 and p and some σ ∈ S p , θ i 1 . . . θ i k τ θ i 1 . . . θ i k pairs i with σ(i) + p for i = 1 . . . p. Now, observe that, for u and u ′ in End(V ⊗p ), one has tr(u • T i (u ′ )) = tr(T i (u) • u ′ ) for all i = 1 . . . p. Hence, we have For the sake of clarity, let us rename the sequence (g 1 , . . . , g 1 , . . . , g r , . . . , g r ), where g i appears p i times, as just (h 1 , . . . , h p ). Thus, g Then by definition, h a = g j(a) . If E = {e 1 , . . . , e r } denotes the set of edges of the graph L r , then we can define for every cycle C = (a 1 . . . a k ) of σ the loop l C = (e W n,l C , where n denotes the natural representation. This proves the proposition.
