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Abstract
There have been many important contributions to imaging for biomedical applica
tions. The most popular methods include X-ray mammography, magnetic resonance im
aging (MRI), ultrasound, and most recently, microwave imaging. While the first three of
these have been used for biomedical applications for over three decades, microwave im
aging has seen many developments over the last few years. This is primarily due to the
large contrast in electrical parameters between different body tissues (including differ
ences between healthy and diseased tissues) at microwave frequencies. There are also
vast improvements possible for the comfort of the patient undergoing such imaging as
compared to mammography. However, there has been no relevant work to date on extrac
tion of the electrical characteristics of tissues within a living patient. Rather, all of the
work in the field of microwave imaging has focused on utilizing the vast contrast in elec
trical parameters to create an image of internal body structures.
The electrical properties of human body tissues can be considered as non
magnetic, lossy, frequency-dependent dielectrics in the general case. All that is needed to
fully describe these tissues is the frequency-dependent complex relative permittivity. The
present work focuses on a unique application of Ultra-Wideband (UWB) radar to extract
the frequency-dependent electrical properties of tissues modeled as multiple layers of di
electric regions. By applying an incident pulse to this series of dielectric regions, and by
analyzing the reflected signals, the electrical characteristics can be extracted. The results
can be expressed in terms of frequency-dependent relative permittivity and conductivity.
This work focuses on the time-domain processing to determine the thickness of dielectric
in
regions. Also, a calibration method is proposed to remove interference from the outer di
electric region. Finally, a generalized methodology is proposed to extract the electrical
parameters of multiple dielectric regions in the frequency-domain. In all cases, excellent
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Chapter 1 : Introduction
1. Introduction
In the past two decades, there has been a great deal of work in characterizing bio
logical dielectric tissues, formulating finite-difference time-domain (FDTD) simulations,
and microwave imaging using UWB Electromagnetic (EM) pulse. This work seeks to
utilize all three of these subjects to generate a new application and method: extraction of
the electrical characteristics of multiple regions using UWB EM pulse. To aid in this
analysis, frequency-dependent finite-difference time-domain ((FD)2TD) is used to simu
late pulse propagation through multiple dielectric regions. What follows is a literature
survey of the past and current work in these research areas, as well as the contributions
and organization of the current work.
1.1 Literature Survey
The properties ofmany dielectric tissues encountered in bioelectrical applications
are well-known, thanks to the efforts of many researchers over the past two decades. Al
though the methods (performed on both human and animal subjects) and frequency of
interest has varied greatly, the end result is usually the extraction of both the
frequency-
dependent relative permittivity and the conductivity. However, the work is always con
cerned with measuring one tissue at a time, and is typically performed in-vitro (excised
matter); no researchers have developed a reliable way to extract the electrical parameters
ofmultiple tissues within a living organism (in-vivo).
One popular method of analysis of dielectric tissues is the use of an equivalent
transmission-line model [1]. This method has been used to analyze the reflection, absorp
tion, and transmission of human tissue when exposed to a microwave source. A common
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use for this approach is the power measurements involved in cell phones in close prox
imity to the human head. One useful paper provides a summary of various studies over
the past century [2]. This work concerns normal, benign, and malignant breast tissue for
10kHz-20GHz. This paper also provides a description of the RC circuit models used in
the original study.
For the HF and some of the VHF bands (0.4-110 MHz), an acceptable measure
ment probe is the open-ended coaxial with Teflon as the dielectric filling [3]. This struc
ture is considered a monopole antenna, with the inner conductor length of 3mm (very
small compared to the wavelength) and ground plane of 30 mm diameter (large compared
to wavelength). This type of probe measures the impedance (Zin) via the HP 4193A im
pedance meter, from which the permittivity and conductivity can be extracted. One step
of this procedure requires the measurement of free-space to determine the equivalent ca
pacitance of the probe before measurement of the dissipative medium is performed.
Another researcher has performed measurements at a much higher frequency of
9.4 GHz [4] via the Zjn method. The samples used are all excised tissue and it was neces
sary to stuff them into the end of a rectangular waveguide. This work presents the micro
wave system diagram used as well as previously unavailable measurements of the relative
permittivity and loss tangent of internal organs and a skin-fat-muscle combination.
In addition to extracting the electrical parameters of dielectrics, researchers and
scientists have developed many models to accurately reflect the electrical parameters of
biological (among others) tissues. These models include the Debye [5], Cole-Cole [5],
and Lorentz [6] models. While the Debye model does not accurately describe biological
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tissues below tens ofMHz [5], it was deemed sufficient to be used in the present research
in the first decade of GHz frequencies (1-10 GHz). For much lower frequencies, the
Cole-Cole model may be used to describe human tissues characterized by spreading dis
persive regions [5], while the Lorentz model may be used to describe tissues with double
poles [6].
When analyzing the body tissues of human subjects, some researchers have found
it necessary to remove the near reflections of skin [7]. This compensation is sometimes
necessary when extracting tissue parameters in the present work. In order to justify this
procedure, it can be argued that the electrical properties of skin do not vary greatly be
tween human subjects in the same regions of the body [8]. Here, researchers perform
measurements below 0.5 GHz, but the work could be extrapolated to higher frequencies.
In this work, variations are only 12% in permittivity and 24% in conductivity at 450
MHz, with a trend towards decreasing variation as the frequency increases [8]. This paper
also presents a method to measure the m-vivo characteristics of skin. Other necessary
steps besides calibration include integration of many returned signals to maximize SNR
as well as compensation for the decrease in amplitude and radial spreading of the pulse in
multiple dimensions [7].
The use of microwave imaging has become a well-accepted improvement over
other methods such as X-rays for biomedical purposes because of its stronger interaction
with most biological tissues [9]. However, although it is often used to image living tis
sues, the few attempts at extraction of in-vivo electrical parameters of tissues have been
limited [10-12] to one layer [10] or frequency-independent media [11].
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The biomedical applications of UWB radar have been known for several years,
including the detection of heart movement [13]. This is possible because the difference in
the impedance of cardiac muscle and blood (about 60 and 50 Q., respectively) presents a
10% reflection of RF energy. This kind of radar detection can be used to detect motion of
the lungs or chest wall, as well [13]. However, some obstacles have still been encoun
tered, including the sensitivity to phase errors in time-domain analysis, and the interac
tion of the pulse with multiple layers [13]. Other safe biomedical applications include as
sessing vocal cord activity for speech analysis and detection of Sudden Infant Death Syn
drome (SIDS), since the a couple of watts (peak power pulse) and very low duty cycles
results in the order of tens of microwatts mean emitted power. There are also many pos
sibilities for UWB radar for rescue operations and law enforcement [13].
Work on UWB imaging is so extensive that much work has been done on just the
coupling medium for imaging systems [7,14]. This coupling media is used to reduce the
initial reflection from the outer tissue (e.g., skin), and may improve spatial resolution by
as much as nine times while better coupling the incident signal to the body under test
[15]. Appropriate resolution for imaging systems include 7mm spatial, 1% contrast, and
0.5C over a frequency range of 1-4 GHz [15]. Microwave imaging did not reach these
goals until the early 90s because of the low penetration into and high attenuation in living
tissues [15]. Another limitation was the low resolution (i.e., large pulse-width) of micro
wave systems. The dielectric properties of tissue can vary substantially with alterations in
the physiological parameters such as blood flow, or the heating of tissues during hypo
thermia treatment of patients [15]. This creates applications such as detecting and locat-
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ing a hemorrhage in a brain, or detection of thromboses in limbs and other blood flow
conditions [15].
When dealing with complex imaging systems, it is often necessary to calibrate the
equipment with theoretically calculated values, or assumed a priori models that include
the outer surface such as skin, fat, and bone [15] for brain imaging. Even with this cali
bration, imaging has remained a qualitative process; only the image and relative charac
teristics of the objects is reconstructed. This is because of the breakdown of the Bom ap
proximation used in many reconstruction algorithms, which presumes that the field inside
of the scanned object is approximately equal to the incident field [15]. This assumption is
not made in the present work, and the high contrast between biological tissues which de
stroys the Bom approximation is exactly why this parameter-extraction method works.
There has been some work to solve the problems involved with inverse-scattering
in microwave medical imaging (MMI). These problems include the nonlinearity and
ill-
posedness (i.e., no unique solution), which requires computationally demanding algo
rithms or neural-networks [16-17]. These challenges exist even in non-dispersive media
[17]. New developments in neural networks help to significantly reduce computational
time and memory resources as compared to previous methods. Moreover, this online
computation can be combined with iterative inverse-scattering techniques to reduce the
total number of iterations. Measurements have been simulated and applied to the prolifer
ated bone marrow inside of the lower leg using the Finite-Element Method (FEM) [18]
and FDTD [19] at 800 MHz. These simulations are performed With a priori knowledge of
the spatial distributions of fat, muscle, bone, regular and proliferated bone marrow, while
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ignoring the presence of skin, veins, and arteries (because the electrical parameters of
blood are almost the same as muscle at microwave frequencies [19]) for the leg immersed
in water. This paper also presents results for SNR varying from infinite to 20-40 dB.
Extensive work has been done to detect breast cancer by exploiting the contrast
between dielectric properties of normal and malignant breast tissues [7,20]. This method
is referred to as microwave tomography. The microwave tomographic approach has a
limited angle of observation because of the anatomical features involved. One researcher
has used the gradient method as a reconstruction algorithm [12]. The core limitations here
are the restriction of the observation to the vertical direction and the high contrast of the
chest wall behind the breast [12]. One group of researchers refers to their method as
Con-
focal Microwave Imaging, which involves illuminating the breast with an ultra-wideband
(UWB) pulse from many transmit antennas, and then synthetically focusing the returned
reflections and using coherent addition of returns to focus on possible tumor locations
[7,20]. The main purpose of this technique is to suppress interference due to the clutter
generated by the skin layer and the heterogeneity of the breast tissue in order to detect
stronger scatterers like malignant tumors and lesions. The feasibility of detecting and lo
calizing tumors with diameters of less than 1cm has been shown as early as 2002.
Since the safety of microwave imaging procedures is very important, some re
searchers have shown that UWB pulses do not have a detrimental effect on the cardiovas
cular system [21]. The pulses used had rise times of 318-337 ps, pulse width of 6 ns,
maximum E-field of 19-21 kV/m with an exposure of 1 kHz rates for 0.5 s, or to repeti
tive pulse trains (50% duty cycle pulse trains for 2 min) [21]. This pulse has a dominant
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frequency content of 0-500 MHz, peak at 100 MHz, with content up to 30 GHz. This is a
worse scenario as far as exposure is concerned when compared to the proposed differen
tiated Gaussian pulse of full-width half-maximum (FWHM) of 0.17 ns in the time do
main and 6 GHz in frequency, with the maximum content near 4 GHz [7].
Much of the current and previous work has been concerned with calculating Spe
cific Absorption Rates (SAR) of EM pulse, often performed with FDTD [22-24]. This is
done to learn about bioelectromagnetics for diagnosis and therapy, as well as to analyze
the hazards of electromagnetic radiation. Guidelines for safe limits of human exposure to
RF EM fields are published by the American National Standards Institute (ANSI) accord
ing to [22]. This analysis has been performed from hundreds ofMHz to millimeter wave
frequencies, and sometimes even takes into account the effect that clothing has on ab
sorption [24]. Much of this analysis is concerned with the use of cell phones or radio-
handsets [25]. However, since there is generally only a single frequency of interest with
these types of simulations, these results are generally limited to a continuous wave, such
as 900 MHz or 1.9 GHz [25], and 1.8 GHz [26]. Research on this subject goes back at
least 30 years. Even though the SAR analysis is performed with continuous wave, some
times a Gaussian pulse is still used to perform impedance and radiation pattern calcula
tions. This is done in [25], where a 250 ps pulse is used to analyze these qualities for 0-6
GHz. Other researchers have also done some work with frequency-dependent media SAR
and induced current using (FD)2TD [27]. Here, the researchers use the Debye model with
two relaxation constants, but uses sub-nanosecond rise time and nanosecond pulse dura
tion pulses, and simulations are performed for 20-915 MHz.
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The most influential researchers in the area of microwave imaging have concen
trated their efforts in breast cancer detection applications. These authors include, but are
not limited to, Jack E. Bridges, Elise C. Fear, Susan C. Hagness, and Allen Taflove.
These researchers have done extensive work in microwave imaging, including journal
and conference papers [7,9,20,28-45] as well as several patents [46-49]. There is also an
excellent textbook concerning both Finite-Difference Time-Domain (FDTD, which will
soon be in its third edition [50].
Other useful work has been done on FDTD by many different researchers [51-54].
This includes the research group of Om P. Gandhi, who coined the term (FD)2TD
[55-
61]. In order to simulate frequency-dependent biological tissues, many papers are avail
able which provide the necessary Debye and/or Cole-Cole model parameters [62-71].
Perhaps the most useful reports come from the researchers Sami and Camelia Gabriel,
who have compiled measured data and models from 10 Hz to 20 GHz [62-65].
1.2 Contributions of PresentWork
The are several core contributions of this work:
1) Use ofDebye model to characterize biological tissues, including curve-fitting
of new model parameters to extracted data.
2) One-dimensional (FD)2TD program to simulate pulse propagation in multiple
dielectric regions (C-code).
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3) Decomposition of the reflected signals to determine the information contained
therein (post-processing in MATLAB). Closed-form equations are analytically
developed to accomplish this.
4) Extraction of the frequency-dependent electrical characteristics, including
permittivity and conductivity in the frequency-domain.
5) Estimation of tissue thickness from reflected signals in the time-domain.
6) Calibration procedure to remove effects of thin second region.
7) Generalized methodology to extract electrical characteristics of multiple di
electric regions.
1.3 Organization of Present Work
This chapter is given to provide the necessary background information and to
specify the unique contributions provided by the present work. In Chapter 2, the proper
ties of frequency-dependent media are discussed. This includes the available models, in
cluding the multi-pole Debye and Cole-Cole models, as well as the model of choice for
this work (the single-pole Debye model).
Chapter 3 is a thorough discussion of pulse propagation in frequency-dependent
(FD) dielectric media. This includes the general electrical properties of a FD media, the
interaction of a pulse with a boundary between two dielectric regions, and a discussion of
how a pulse may experience multiple reflections and transmissions when three or more
dielectric regions are present. Chapter 4 gives the complete formulation for (FD)2TD us-
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ing the single-pole Debye model, as well as an overview of the implementation in C.
Also, a discussion is presented for the possible UWB pulses to be used.
The next three chapters give a detailed method and analysis of tissue characteriza
tion via UWB EM pulse, as well as results for actual biomedical examples. Chapter 5
gives an explanation of processing the time-domain pulse by taking the Fourier Trans
form and extracting the electrical parameters in the frequency-domain. These parameters
include the reflection coefficient, intrinsic impedance, and finally the complex relative
permittivity. All of this post-processing of the (FD)2TD results is performed in
MAT-
LAB.
Chapter 6 extends the extraction of dielectric parameters to three dielectric re
gions. This is facilitated by presenting several time-lapse plots of the pulse as it propa
gates through both boundaries and is reflected back to a probe. Next, the extraction of the
parameters, including the dielectric properties in the frequency-domain and the determi
nation of thickness in the time-domain, is performed for several different scenarios, in
cluding differing electrical parameters and varying thicknesses. Finally, a sensitivity
analysis of the extraction procedure is performed. Chapter 6 also provides an explanation
of the extraction procedure for up to four dielectric regions, accompanied by a sensitivity
analysis. Chapter 7 concludes the present work, and proposes possible future work.
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2. Frequency-DependentMedia andModels
The parameters typically used to fully describe a dielectric material are the rela
tive permittivity er and conductivity a [S/m]. These parameters are all that is required
to describe lossy, frequency-independent media, assuming non-magnetic materials
(M = Mo)- The combination of these two parameters may be expressed as the complex
permittivity by:














[F/m] the permittivity of free-space,
'
= Re{r }= r real part of complex relative permittivity (positive),
"(a>) = lm{ir } imaginary part of complex relative permittivity (negative).
Therefore, if the region is lossless (<7= 0), the complex relative permittivity is simply
equal to the relative permittivity ('r in this case), and the imaginary component is equal
to zero.
These values are usually used to describe the single-frequency or narrowband
characteristics of a dielectric region, but they may vary greatly as the frequency changes.
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In order to adequately describe the wideband characteristics of dielectric materials, it is
generally not acceptable to give only the relative permittivity and conductivity. For fre
quency-dependent media, therefore, it is necessary to utilize models of the relative per
mittivity with more terms than that of (2.1c). These will be discussed in the following
sections.
2.1 Common Frequency-DependentModels Investigated
In this work, several different frequency-dependent models were considered to
describe the desired complex biological tissues in simulation. Among the most popular of
these models are the single- and multiple-pole Debye and Cole-Cole models. Below is a
general description of the more complex models, as well as a comparison to the
single-
pole Debye model that was chosen for this work.
2.1.1 Multiple-Pole Debye and Cole-Cole Models
In order to properly describe a tissue over a very wide range of frequencies, it is
often necessary to use complex multi-pole models. These commonly include the multi
ple-pole Debye and Cole-Cole models [62-71]. Gabriel et. al. developed models with four
dispersion regions (poles) in order to match published and experimental data from 10 Hz
to 100 GHz [64]. According to these authors, with the exception of muscle tissues, the
existence ofmodels and data before this time was severely limited to frequencies below 1
MHz.
The first extended model to be used was the multi-pole Debye model [64]:
12
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r(a>) =
n.+-rs- + 1L-, ^ (2.2)
where,
Tpn [s] relaxation-time or pole location of the dispersion region n,
<70 [S/m] conductivity at zero frequency (coxpi 1),
r0n relative permittivity at low frequency (0JTpn 1),
rx, relative permittivity at high frequency (C0Tpn 1),
Am change in the relative permittivity over dispersion region n.
Each combination of Am and Tpn terms provides a different dispersion region (i.e., TV
Debye dispersion regions in this case), and all other terms are as in (2.1c). However, this
multi-term Debye model gives no control over the broadening of the dispersion regions,
which may sometimes be desired. This type of control may be added by using the
Cole-





JCO0 ^l + [jCOTpJ
J
where the distribution parameter or
= (0.0, 1.0) measures the degree of the broadening of
dispersion for each of the N poles.
2.2 Single-Pole Debye Model
Although there exists many possible models for
frequency-dependent dielectrics,
it was determined that the single-pole Debye model would be sufficient and appropriate
13
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for all materials of interest for a feasibility study in the present work. This is done be
cause several of the models are already given for the one-pole version (e.g., normal and
malignant breast tissue [44]). Also, it was determined that fitting the parameters to meas
ured data [66] was possible with the one-pole model over the desired frequency range
(i.e., 1-10 GHz) for Dry Skin. Another reason to use the single-pole Debye model is that
the simulation with (FD^D is simple to formulate.
2.2.1 Properties of the Single-Pole Debye Model
In the simplest case, the Debye model consists of a one-pole equation that fully
describes the complex relative permittivity, ,.(&>), of frequency-dependent dielectric ma
terials. Using N = 1 in (2.2), the one-pole Debye model for complex relative permittivity
is as follows [64]:
Sr(a>) = enm+-^+
-p = efr + je'r (2.4)
JCO0 l + jQJTp
where,
T [s] relaxation time or pole location of the material,
(J0 [S/m] conductivity at zero frequency (corp 1),
er0 relative permittivity at zero frequency (coxp 1),
^ relative permittivity at infinite frequency (cdtp 1),
Ar =frt -^ change in the relative permittivity from DC to
light.
Since the dielectric constant (i.e., relative permittivity) of a material is always a
positive number, r0
> rao for the one-pole model. If r0
=
^ , then there is no variation
14
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in the relative permittivity nor the conductivity, and the one-pole Debye model reverts to
the case of the frequency-independent lossy dielectric of (2.1c). Although only the second
term in (2.4) explicitly contains conductivity a , a portion of the last term is also reactive
and therefore represents a loss. In order to find the actual frequency-dependent relative
permittivity and conductivity via the complex relative permittivity, it is first necessary to
find the real and imaginary parts as:
{co) =Re{r {co)}= +f*Z=. (2.5a)
1 + CO Tp





con 1 + co t:
(2.5b)
and therefore the frequency-dependent conductivity can be described as:
a{co)
=
-coe0 Jm{ir }= -co0"r (2.6)
2.2.2 Single-Pole Debye Models Used in Present Work
In order to properly simulate the electrical properties of human tissues, it is neces
sary to find accurate 1-pole Debye models for simulation with (FD^D. Some of these
were readily available in literature [44], while others have been derived here based on
measured results [66].
There are several tissues of importance which do not have readily available sin
gle-pole Debye parameters, which was the model of choice for the present work. The
most critical of these was skin. The nearest substitute in literature was given in [67], but
for rabbit skin in-vitro at higher frequencies (20-30 GHz). It was found that simple elimi-
15
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nation of the additional poles and/or or term from the multiple-pole Debye and Cole-
Cole models [64] was not adequate to produce a good fit to the measured data of 1-10
GHz. Instead, curve-fitting using MATLAB is performed for the single-pole Debye
model as done with the four-pole Cole-Cole model via Excel spreadsheets in past re
search [64]. The single- and double-pole Debye models for Dry Skin are given fig. 2.1
from [64], as well as the measured experimental data from [66], and a new Debye model
(1-pole) for Dry Skin created for this work via curve-fitting. Here, the existing 1 and 2
pole Debye models have nearly identical plots over this range. For the existing 1-pole
model, only the dominant (i.e., first) pole is retained from the Cole-Cole model of [64],
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Fig. 2.1: Various Debye Models ofDry Skin
. Published One-Pole [64] , - Published Two-Pole [64] ,
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The Debye parameters used throughout this work, as well as their source, are
listed in Table 2.1, below. Typically, least-squares minimization and other adaptive tech
niques are used to fit the appropriate model to the measured data. However, when the
measurements span such a large bandwidth, there is a tendency to create non-unique solu
tions which are biased towards the lower frequencies [64]. Therefore, any models devel
oped within this work have been done via visual inspection of the graphical results when
adjusting the parameters of the single-pole Debye model, just as done in [64]. The fol
lowing is a compilation of the Debye parameters used for each human tissue as well as
plots of the resulting frequency-dependent relative permittivity and conductivity.
Table 2.1: Researched and Derived Parameters oft le Single-Pole Debye Model





Normal Breast 10 7 3 0.15 7.0 [44]
Malignant Tumor 54 4 50 0.7 7.0 [44]
Dry Skin 40 20 20 1.0 15.0 Derived [66]
In order to find the Debye model of Dry Skin, it was necessary to find the closest
fit Debye parameters to match the measured data from [66]. To fully demonstrate the
characteristics of the single-pole Debye model, the parameters for Normal Breast tissue
are plotted for a very large frequency range in fig. 2.2. These plots are generated directly
from (2.5a) and (2.6) in MATLAB. In this case, the pole frequency is equal to 22.74 GHz
(from / = l/2^T ), which indicates the point of average relative dielectric permittivity
and conductivity:
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As the frequency is increased from DC to light, the dielectric constant ranges
from r0 at DC, decreasing to ravg at the relaxation pole (corp
= 1), and settling atf^ for
very high frequencies. As for the frequency-dependent conductivity, it is always positive,
starting at a0 near DC, increasing with frequency but eventually asymptotically ap
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Fig. 2.2: Full-Range Single-Pole Debye Model ofNormal Breast Tissue
The frequency range shown in fig. 2.2 is much to high for any type of analysis,
but only is meant to serve as a visualization of the single-pole Debye model. Usually, one
pole would not be sufficient to describe the media over such a large frequency range, and
another model would have to be considered. All additional plots will include only the
values over the range 1-10 GHz, the potential frequency band of an UWB antenna. Fig.
2.3 shows this decade frequency band of interest for the Dry Skin tissue, while figs. 2.4
18
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3. Pulse Propagation inMultiple Regions
In order to understand and extract the electrical parameters of multiple dielectric
regions, it is first necessary to understand how a pulse propagates through loss}', fre
quency-dependent regions. This requires an understanding of electrical properties of each
region, including the complex propagation constant and intrinsic impedance. Once these
parameters are given, it is necessary to understand the interaction of a pulse at a boundary
between two dielectric regions.
3.1 Electrical Properties of Frequency-DependentMedia
In order to analyze the reflections and transmissions of EM pulses in regions of
multiple dielectric layers, it is first important to define the necessary properties of an
UWB EM pulse propagating through frequency-dependent, lossy, non-magnetic dielec
trics.
There are several important relations needed to analyze the propagating pulse in
any region that must be considered before analysis of the boundary conditions is possible.
These include the complex propagation constant y, the attenuation constant (X, and the
phase constant/? , given for any region as [72]:
y{co)
= jcojjijt = a+jp (3.1)
a{co)
= Rc{y} (3.2a)
/?M = Im{f} (3.2b)
20
Chapter 3: Pulse Propagation in Multiple Regions
where (3.2a) is necessary to calculate the attenuation of an EM pulse within- a lossy re
gion. Also necessary for each dielectric, the intrinsic impedance of a region is given as
[72]:
^KHVl=-p?H 0.3)
where the electric-field intensity is related to the magnetic field intensity as:
Ex=rjHy (3.4)
This intrinsic impedance is necessary to calculate the reflection and transmission coeffi
cients at a boundary, which is discussed in the following section.
Another important concept needed to understand the pulse propagation through a
dielectric region is that of the velocity of the propagating pulse. In the general case, the
phase velocity is given as [72]:
v=-|
[m/s] (3.5)
which is the velocity of propagation of an equiphase wavefront. This equation will give a
very different phase velocity for each frequency when dealing with dispersive media.
When dealing with very dispersive media, it is useful to find the group velocity.





which is still only valid for a group of velocities over a
narrow band of frequencies [72].
For lossless media, (3.2a) and (3.2b), respectively, will reduce to
21
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(3.7a)
P = ^Moor (3.7b)












(3.8a) may be reduced to the form of
vp =-= [m/s] (3.8c)
which may be used for any non-dispersive media, for media that is only slightly disper
sive (with conductivity, but not frequency-dependent), or to calculate the speed of a spe
cific frequency component of an UWB EM pulse through frequency-dependent media.
This phase velocity is used in this work to determine the velocity of the fastest
frequency-
component of a pulse (i.e., the start of the pulse).
3.2 Pulse Reflection and Transmission at a Single Dielectric Boundary
The boundary in fig. 3.1 represents the most general case, although under certain
conditions the regions may be frequency-independent or frequency-dependent (disper
sive), lossy or lossless, and possibly free-space. The core change in fig. 3.1 for lossless
22
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media would be that no absorption (attenuation) would occur, and there would be no dis

















Fig. 3.1: Boundary Between Two Lossy, Non-Magnetic Dielectrics
Considering the incident, reflected, and transmitted
pulse of fig. 3.1, the reflection









If the pulse had been incident from region #2 on the boundary,










All of the above equations fully describe the interaction of the EM pulse at the boundary
of two lossy, frequency-dependent dielectrics.
3.3Multiple Reflections and Transmissions
When there are more than two regions (i.e., multiple boundaries), then a series of
multiple reflections and transmissions will occur. This is illustrated in fig. 3.2 for M re
gions or (M-l) boundaries. The sizes of the regions are chosen to illustrate multiple layers
that are similar in both thickness and dielectric properties. This is done to show a general
case, but many different cases are possible. Also, the EM pulses shown are assumed to be




is the incident pulse, which propagates from the RX/TX antenna
and hits the first boundary. Because of the electrical contrast between the two regions, a
portion of this pulse is reflected back towards the antenna ( E7a ), and the remainder is
transmitted through to region #2 {E\a ). This process continues for each region, with E*a
traveling to the second boundary where a portion is reflected (E~a)
and transmitted
(E^ ). It is also important to note that if the region is lossy,
the signal will experience an
attenuation of
e'"*
as it travels through distance the d.
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Fig. 3.2: Spacing and Notation forMultiple Dielectric
Regions
In fig. 3.2, the distances d2 through dM-i give the
thickness of each region. In the
case of di, the distance is actually the measured from the
RX antenna/probe antenna to
the surface of the first boundary. If there were a
separation between the TX and RX an
tenna, then that distance would be
referred to as d0. However, the RX/TX is taken to be
the same point in this case for simplicity.
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The time t2 through tM.j refer to the time it takes for the fastest frequency compo
nent of an EM pulse to travel from the start of the region to the end (or, in the case of tt,
from the antenna to the first boundary). In general, this value is given as
tm~~
[s] (3-Ha)
which is the common relationship from physics of motion. Here, the distance dm and time
tm are discussed above, and v may be either the phase velocity vp or the group velocity vg,
as given by (3.5) and (3.6), respectively. As a general estimate for a single frequency-
component of an EM pulse, assuming relatively lowloss media, the relationship of (3.8c)





for the time it takes to travel region #m. It is important to note that the time given by
(3.11b) is only an estimate for lossy media, where the conductivity has an influence, and
must be calculated for each frequency component of interest using r for frequency-
dependent media. For thefastest frequency component, r is used in (3.1 lb) because it is
always less than &, and therefore will result in the smallest time, tm.
Since there exists many possible boundaries, the transmission and reflection
coef-
th
ficients must be defined in a more general case. These are, at the m boundary:




form = [2,M] (3.12b)
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for the transmission coefficients, and
7+i-7nrm=r'
T, form = [l,M-l] (3.i3a)
r~(<p)=^-1"'?w, form = [2,Af] (3.13b)
for reflection coefficients at the
m'h
boundary.
3.4 Decomposition of Reflected Signals for Analysis
As shown in fig. 3.2, only the first two received signals will be free from corrup
tion of other signals that have been reflected more than once, in this specific example.
This scenario would occur for multiple regions of similar depth and dielectric properties.
At r = 2tj, the first signal received at the antenna can be expressed as:
E;a=Eitl+e-2a>d>
(3.14a)
This is because all that the first incident signal experiences before it is returned to the an
tenna is the reflection from the first boundary and attenuation in the first region over a
distance of 2d\ (because of the round trip distance).
The second received signal (at time t = 2(tj + t2)) will contain slightly more in
formation than that of (3.14a). This is because the pulse has been transmitted through the
first boundary twice (once in the +z direction, once in the -z direction on the return trip),
as well as experiencing attenuation during both round trips, and finally (the desired un
known), the reflection coefficient at the second boundary. Therefore, the following com-
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and finally accounting for the second transmission coefficient and the attenuation, the





= 0 if the first region is air or a lossless dielectric medium (for coupling







Note that in (3.16a) and (3.16b), the value of interest, f+, is still present in the
equation, which must be solved for as:
(3.17a)
(3.17b)
As for other possible examples, if region #2 is much thicker than region #3, or if it
has higher relative permittivity than region #5, then there will not be the interference that
occurs at time t = 2(tj + t2 + t3) between E~c and E7d . Instead, the second reflection from
the
2nd
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the
3rd
boundary (from 3+fc). Now the information about region #4 may be extracted, as
suming that the pulses are actually impulses. However, there may still be interference oc
curring for a reflection from a region past #4. This is why it is important to carefully ana
lyze each problem before beginning the parameter extraction. If the
2nd
region is very thin
(as for skin), then the second reflection from the
2nd
boundary will occur before the first
reflection from the
3r
boundary. Furthermore, since actual pulses will have some pulse
width to them, there will also be interference between pulses if they are recorded at the
antenna in close succession. For example, even if the dielectric regions are arranged in
such a way that the pulses do not return at exactly the same time, they may overlap if one
pulse occurs before the previous pulse has decayed completely.
Assuming interference does not occur, then as can be seen by the trend in (3.17a)










m=2 m=\ m=2 m=\
where Erl =E7a,Er2 = E~b,...ErP for the first, second, ...
Pth
returned signal. For the
first reflected signal, (3.17a) may be used. This extraction of the reflection coefficient
information will be farther discussed in Chapters 5-7.
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4. One-Dimensional Frequency-Dependent Finite-Difference Time-
Domain - (FD)2TD-ID
In order to simulate realistic biological tissues, it was necessary to formulate a
frequency-dependent FDTD method. This has been done in literature [6], but a complete
explanation is presented here.
4.1 One-Dimensional (FD)2TD Formulation for LossyMedia
The formulation of any finite-difference time-domain program begins with Max
well's equations in the time domain. When dealing with frequency-dependent media, it is






D{co) = {co)E{co) (4.3)
i{co) = 0r{co) (4-4)
which fully describes the frequency-dependent characteristics of the
dielectric media.
Since this feasibility study is based on Uniform Plane Waves (UPWs) in a
one-
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dDx{z,t)_ 1 dHy(z,t)
dt 0 dz




Equations (4.5) and (4.6) fully characterize a uniform plane wave where the electric field
Ex (and hence, the electric flux density Dx) is oriented in the x-direction and the magnetic
field Hy is oriented in the y-direction, as shown in fig. 4. 1 . Note that Dx is no longer the
true definition of flux density, because q has been moved to the right hand side of (4.5)
to assist with the implementation of the C-code; this is done so that the relative complex
permittivity can be used in each equation instead of the complex permittivity. The direc
tion of propagation dm is obtained by:
am=aEXaH (4.7)













Fig. 4. 1 : General One-Dimensional FDTD Space
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4.1.1 Conversion ofMaxwell's Equations to a Discrete System
All of the above equations represent waves in continuous space and time. In order
to implement these equations in a computer simulation, (4.5) and (4.6) must be converted
into discrete space and time equations. This is done by taking the central difference ap
proximation for all derivatives [6] as:
)n+Kl ,-x






The operations in the above equations represent derivatives by taking the difference over
two cells k (or times n) and dividing by the cell size Az (or time step At). Since (4.9) and
(4.10) are non-causal equations, they must be reduced to a form that can be readily pro

















Now, the electric and magnetic field components of each cell for the
present time-step
(n+J/2 or n+J) depend only on the past {n-Vi





for discrete time and
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4.1.2 Simulation Space and Mechanism
In (4.11) and (4.12), n-'/2 and n+% show that a field component is occurring be
tween n-1 and n, or between n and n+1, respectively. Similarly, the notation k-Vz and
k+'A is meant to show that the electric and magnetic fields are located between each
other. For example, given a single cell, the magnetic field is located at the center of the
cell while the electric field is located on the edges, as shown in fig. 4.2. This notation

















k-l'/2|| k-Vz II k+'/2 II k+P/2
I k-1 II k || k+1 l
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4.1.3 Implementation of Single-Pole Debye Model
Now that equations in discrete form have been developed that describe the inter
action of Ex, Hy, and Dx in time and space, it is necessary to account for the
frequency-
dependent relationship between Ex and Dx, as given in (4.3). This multiplication in the
frequency-domain is easily expressed in the time-domain using convolution. The
single-









0 jco0 l + jcarp
In order to transform (4.16) into the time-domain, it is useful to break the right-hand-side





p(a,) = -a-E{a>) (4-18)
S{co) =^^-E{co) (4-19)
which are both equal to zero in frequency-independent regions, giving
the relationship
D{a>) =M{a>) (4'2)
for the frequency-independent permittivity, .
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As with (4.20), the first term of the RHS of (4.17) is a simple multiplicative rela
tionship, which holds when transformed into the time-domain. Now (4.18) and (4.19)
may be considered, both of which bring the frequency-dependence into these
time-
domain simulations. Noting that dividing by jco in the frequency-domain (FD) is simply






P{t) = ^-'\E{z)dT (4.22)
fc0 0






While this equation is sufficient, it would require that all values of E from /
= 0 to n
(length of the simulation) to be stored in memory. To circumvent this unnecessary
bur
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Therefore, the current value of P only depends on the current value of E and the previous
values of P. This is the first necessary auxiliary equation to be used in addition to Max
well's Equations in (FD^D.
In order to convert (4.19) into a programmable form, the following transform is
given:
A Ae 'r ^T~'Y





r- \e ApE{r}iT (4.28)
tp o
approximated in the sampled-time domain as [6]:
sn
= AAL^e /r,Ei (429)
^p i=o
which again would require knowledge of stored values ofE for all time. To convert into a





















where the implicit reference of the current cell, k, is assumed. Also, the current value of 5
only depends on the current value of E and the
previous value of S, resulting in the sec
ond auxiliary equation.
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which contains the frequency-dependency with only the current value ofD and the previ
ous values of the auxiliary variables P and S. From (4.1 1) and (4.12), the C-code will be





This frequency-dependent formulation is complete with the above equations. Ap
pendix A contains the actual C-code used. Expansion of this code to simulate multiple-
pole models is possible as given in [60], but has not been done in the present work since
the single-pole Debye model is sufficient to model biological tissues from 1-10 GHz.
Also, now that the feasibility of the pulse-extraction procedure has been shown by this
work, extension of the (FD^D simulation to three-dimensions (3D) can be facilitated
with [50].
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4.2 Excitation
Literature sources suggest several different useful UWB pulse shapes for micro
wave imaging [7,9,44]. These are typically Gaussian pulses, and include the baseband,
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Fig. 4.4: Baseband Gaussian Pulse
(4.39)
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Fig. 4.5: Modulated Gaussian Pulse
38














0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
t[ns]
0 5 10 15 20 25 30 35 40 45 50 55 60
f [GHz]
Fig. 4.6: Differentiated Gaussian Pulse
Although all of the above choices produce an UWB signal, the modulated Gaus
sian is chosen in the present work because it excludes the frequencies below 1 GHz. This
is necessary because there is a capacitance term using the
FDTD method within the cells.
Therefore, propagation of a signal with a DC component will tend to harm the results
[50]. The signal used in the present work was chosen to be modulated at/m
= 6 GHz, with
the spread of the Gaussian pulse equal to r= 10 ps, and the delay chosen to be t0 = 5r.
This signal corresponds to a Full-Width Half-Maximum (FWHM) of 22 ps, as calculated
from [73]:
FWHM = 2V21n2r 2.355r (4-41)
This FWHM value was chosen because it was the best industrial specification available,
according to [74]. To resolve thin
dielectric regions, the more narrow a pulse, the better.
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5. Results for Extraction of Electrical Characteristics for One Boundary
Before investigating the extraction of the electrical parameters for multiple-
regions, it is first necessary to understand how the time-domain information can be proc
essed to find all parameters in the frequency-domain. Then, the reflection coefficient at a
boundary may be found, and in-turn all of the electrical characteristics of the unknown
region are determined.
5.1 Results for Extraction ofReflection Coefficient
In order to illustrate the steps used in the extraction of electrical parameters, it is
useful to demonstrate the process with an example from literature [58], as given in Fig.
5.1. This is a simple two-region (one-boundary) simulation space with Air (free-space) as
region #i and Water simulated with the single-pole Debye model as region #2. The probe
is placed directly on the surface (1 cell from the boundary = \dz) of the water region, and
the other parameters are given as in [58]. Fig. 5.2 is a log record of the critical simulation












Fig. 5.1: (FD)2TD-1D Simulation Space for Validation
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dz = 37.5000 [urn]
dt = 0.0625 [ps]
Modulated Gaussian Pulse Applied at Cell
#
-->F_MOD = 0.0000 [GHz]
-->SPREAD = 9.5000 [ps]
-->spread = SPREAD/dt = 152.00 Time Steps
-->t_0 = 400.00 Time Steps




























Fig. 5.2: (FD)2^) Simulation Parameters for ComparisonWith Published Work [58]
The results from the (FD)2TD program consist of a time-domain record of the
electric and magnetic field intensities. These may be plotted versus distance for the entire
simulation-space at a specific time, or they may be plotted versus time for a specific loca
tion (e.g., the probe). Fig. 5.3 shows the time-domain plot of the incident and reflected
pulses as measured at the probe for 0.5 ns of simulation time. Note that since the probe is
only one cell {dz) away from the boundary, these pulses would combine with each other
to create an incident plus reflected total. However, since the incident pulse is created in
(FD)2TD, and is therefore known, it is simply subtracted from the incident+reflected
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Fig. 5.3: Time-Domain Plot of Incident and Reflected Pulses Probed at Boundary
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After simulating in (FD)2TD, MATLAB scripts were used to extract information
from the boundaries. Using the incident
E*
(where the plus sign is generally assumed be
cause there is only one initial incident pulse defined in a given simulation) and reflected




where 3 is the Fourier transform, and the incident and reflected signals must be refer
enced to the same start time (as shown in fig. 5.3, where the start of the pulses line-up).
The operation in (5.1) is performed in MATLAB via a Fast Fourier transform




This result is equivalent to (3.17a). To ensure accurate results, P is chosen to be much
greater than the number of time points in the -field time data vectors. This is done to
make sure all of the information in each pulse is transformed, and also to use uniform
time windows. For example, the start of each time window is chosen so that the pulses




points respectively, then the discrete Fourier transform must use at least
8xl04
points for both waveforms. In MATLAB, this will pad the last half of the incident wave
form with
6xl04
zeros before performing the transform. The final result is uniform
time-
windows, assuming the pulse has decayed to approximately
zero. In MATLAB, P =
2.5xl05
in order to accommodate any possible number of data points in the time-vectors
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for the incident and reflected pulses. Attempting to increase P any more than this slows
down the MATLAB processing considerably (on a Pentium m, 900 MHz, 512 MB RAM
desktop PC). Figs. 5.4 and 5.5 give the results of performing pulse extraction with (5.2)
in MATLAB, showing excellent agreement with published and expected results, respec
tively. Here, only the magnitude of the reflection coefficient is given in the literature
[58], so all additional extracted results (such as the phase of the reflection coefficient) are
compared to the expected value as obtained from using the equations in Chapter 3 di
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5.2 Results for Extraction of Intrinsic Impedance and Complex Permittivity
Once found, the reflection coefficient on the left side of the boundary between re
gions 1 and 2 is related to the intrinsic impedance of each region as given in (3.9a). Rear
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Fig. 5.6: Magnitude of Intrinsic Impedance Fig. 5.7: Phase of Intrinsic Impedance
For the first region, this fjx is known and is equal to
*o=/%,~120*[Q] (5.4)
or the intrinsic impedance of free-space, since the measurement is done in air. Finally,
from (3.3), the complex permittivity of the region #2 can be determined:
r2{co)
= (5.5)
Now that the complex permittivity has been determined for the unknown region,
it can be related to the real and imaginary parts by (2.4). Using (2.5a) and (2.6), r and
a , respectively, can be easily extracted and plotted versus
frequency. These results are
shown in fig. 5.8 as compared to the expected results by plotting (2.4) directly. Again,
this shows excellent agreement with expected results. The slight error at higher frequen
cies is of little consequence, since most pertinent results will only be considered from
1-
10 GHz. These results are shown here up to 60 GHz in order to make a direct comparison
to the reference [58].
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Fig. 5.8: Extracted Results from (FD^D for Validation
Since a direct comparison is being made between the ideal materials (expected
results) and a well understood (FD)2TD simulation (extracted results),
there should be no
discernable errors. Although the discrepancy at higher frequencies for figs. 5.6-5.8 is only
slight, this is easily explained by a slight error in the phase of the reflection coefficient in
fig. 5.5. By referencing the incident and reflected time pulses to the same point, the
phase
constant f3 is accounted for, and the phase change between the incident and reflected
pulses (due to traveling the distance between the probe and
the boundary) is eliminated.
However, since (FD)2TD is really just a discrete approximation of the continuous
equa
tions (Chapter 4), there is some ambiguity as to where the boundary is actually is defined.
Therefore, the error in overlapping the pulses may be as much as
dt in time or dz in
distance. This causes the phase constant to have some effect on the phase delay, and thus
an effect on the extracted results concerning phase (note that
the magnitude of the reflec
tion coefficient contains no error). The reason this phenomenon has
a greater effect at
higher frequencies is because the phase constant is greater, according to (3.7b).
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6. Results for Extraction of Electrical Characteristics for Two or More
Boundaries
The extraction of the electrical characteristics for two boundaries (three regions)
helps to illustrate the important points of transmission, reflection, and attenuation of a
pulse traveling through multiple lossy, frequency-dependent dielectric layers. There are
several factors to be considered when multiple regions are simulated. These include the
necessary use of the transmission coefficients from one region to the next, the attenuation
of a signal traveling through a lossy region, and the interference of signals due to multi
ple-reflections. Several different scenarios will be outlined in this chapter, along with the
necessary parameter-extraction methods.
6.1 Pulse Propagation in One-Dimension Using (FD)2TD
In order to help illustrate the pulse propagation in multiple regions, it is first use
ful to utilize the visualization properties of (FD)"TD. To do this, several plots of the EM
pulse can be shown versus distance z for different instants in time t. This is done in the
following section for a pulse propagating through frequency-dependent media, and then
the same is done for frequency-independent media.
6.1.1 Pulse Propagation in Frequency-DependentMedia
It is first necessary to simulate a simple case of three frequency-dependent re
gions. This setup is shown in fig. 6.1. The modulated Gaussian pulse is generated at the
source, which is placed 10 cells from the start of the simulation space. The measurement
probe is placed almost 1 cm from the start of the simulation space, even though in
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(FD)^ it only needs to be placed a few cells from the source. This gives the pulse a
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Pulse Begins to Propagate
To demonstrate the propagation of an Ultra-Wideband pulse through a medium
like that shown in fig. 6.1, the following figures are presented. The first figure (fig. 6.2)
shows the initial conditions before the simulation has started, at 0 time steps; the probe is
placed at 1cm (in air), the second region spans from 4 cm to 7 cm, while the last region
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extends from 7cm to infinity (ideally), and the electric field is zero everywhere. After 500
time steps (fig. 6.3), the pulse can be seen propagating in the +z direction. This pulse is
actually being applied as a soft source at cell number 10, which corresponds to location
0.375mm, and the resulting UPW propagates in both the positive and negative z-
direction. However, this pulse is absorbed by the left (FD)2!!) absorbing boundary condi
tions. After 1500 time steps (fig. 6.4a), the pulse is about halfway to the first boundary.
As calculated by (3.1 lb), it takes approximately 2133 time steps for the start of the pulse
to reach the first boundary, as shown in fig. 6.4b.
In fig. 6.4c, the pulse is halfway through the first boundary, creating some con
structive interference with the first pulse that makes the magnitude greater than the inci
dent pulse. After 3733dt, the first reflected pulse has returned to the antenna (fig. 6.4d).
This is because even though the dielectric constant at infinity rao is the same as for the
frequency-independent case, the permittivity at zero frequency is twice this value (ro =
18). It is this value that dictates the peak of the pulse, and since a larger contrast between
regions one and two means higher reflection, less of the incident pulse is transmitted
through the first boundary at all frequencies except for very high ones, creating a smaller
pulse. As shown in fig. 6.4e, the pulse in region #2 appears slower than with the fre
quency-independent case, and the material is obviously more dispersive and lossy (the
magnitude of the pulse is decreased more quickly and the pulse spreads out within the
region). This behavior is consistent with dispersive materials. This is farther illustrated in
fig. 6.4f, where the fastest frequency component has been calculated to reach the second
boundary.
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(d): Ex After 3733dt (233.31 ps)
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Fig. 6.4: Pulse Propagation in Frequency-DependentMedia
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In the following figures, it is important to note that the y-axis scale has been dras
tically increased to better show the pulses. In fig. 6.5a, the slowest component of the
pulse has reached the
2nd
boundary, which corresponds to the first peak (in this case, a
minimum). In fig. 6.5b, the second peak (a maximum) has reached the boundary. Note
that although the magnitude of the pulse increases when it enters the last region in the
frequency-independent case (next subsection), the second transmitted pulse has decreased
in this case. This behavior indicates that last region has a higher dielectric constant than
region #2, which is true for the lower frequencies.
After a little more time has progressed, fig. 6.5c shows that the second reflected
and transmitted pulses have roughly the same magnitude and shape. However, this trans
mitted pulse becomes very distorted as it travels through region #3. This demonstrates
how dispersive this material is, even compared to region #2. At this point, the fastest fre
quency-component of the second reflected pulse should have returned to the first bound
ary. Fig. 6.5d shows that the pulse traveling in region #3 has distorted even further.
Again, to show how fast the peak of the pulse travels in relation to its base, fig.
6.5e is plotted at the time when the slowest frequency component of the second reflected
pulse returns to the
Ist
boundary (the maximum peak). Similarly, fig. 6.5f shows the snap
shot of the pulse returning to the probe. This time is calculated via (3.11b) to show the
slowest component of the pulse returning to the antenna, but as shown the first peak (a
maximum) is not exactly being probed. This illustrates that there are some inaccuracies in
calculating the speed of the pulse. These miscalculations could be in any of the regions,
but they are the most apparent in the free-space region because higher speed.
50






- - - I it- \ | -
T j
T | i \ 1
- i \ i i
] |
l ! :
0 12 3 4 5 6 7
z [cm]
10






















: : : I ; !
I
\ : \ I , [ ; _
; : ; i i i !
I -: I
:
: i : i : ;
"
I : i i T i ;-"""
"""
- I . ....!
z[cm]
10
(c): Ex After 1 1733dt (733.31 ps) -
2nd
















(e): Ex After 15709dt (981.81 ps) -
Slowest Component Returns to Boundary
!









(d): Ex After 13333dt (833.31 ps)
,nd




i. '. \ \ : 4 \ : _
" | i \ I -j \ !
z[cm]
10
(f): Ex After 17309dt (1081.81 ps) -
Slowest Component Returns to Probe
Fig. 6.5: Pulse Propagation in Frequency-Dependent Media - Zoomed-In
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Once this distortion of the pulses propagating through dispersive media has been
shown, it is easier to describe the difficulties in extracting the parameter values of the
third (and any additional) region. Also, there is a major advantage in extracting the values
of the first region, because the pulse has yet to travel through any dispersive material
when the initial reflection is returned to the antenna, and the material the pulse is re
flected from has more realistic wideband characteristics than with frequency-independent
media. However, extracting the values past the first boundary when the pulse has traveled
through very dispersive thin media or thick slightly dispersive layer is a problem of great
difficulty.
6.1.2 Pulse Propagation in Frequency-IndependentMedia
To illustrate the visualization possibilities associated with (FD)2TD, it is also use
ful to simulate a simple case of three frequency-independent regions. This setup is shown
in fig. 6.6. Again, the measurement probe is placed 1 cm from the start of the simulation














Fig. 6.6: Three-Region Simulation Space with Frequency-IndependentMedia
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The values (permittivity, conductivity, and thickness) of each region are chosen
so as to maximize the visual impact to the viewer, as well as to present a simple example
for parameter extraction. For example, the probe is placed 3cm from the first boundary
because the pulse will propagate the fastest in free-space, and therefore the reflection will
interfere with the incident pulse if the probe is placed much closer. Also, the last region is
extended to a very large distance to prevent any reflections from the end of the simulation
space, and to allow the signal to decay naturally.
Fig. 6.7a illustrates the absorbing boundary conditions (ABCs) of the ex
treme left-hand-side of the free-space region. Here, the reflected pulse appears to con
tinue past the first cell in the -z direction, when actually it is being absorbed. Without
these ABCs, the pulse would be completely reflected back into region #1 in the +z direc
tion (as if the boundary was a metal wall). In fig. 6.7b, the reflected pulse has been com
pletely absorbed and the start of the transmitted pulse has just reached the
2nd
boundary
(region #3). Considering figs. 6.7a and 6.7b, there is some small attenuation due to the
finite conductivity in region #2 (the magnitude of the transmitted pulse is smaller in fig.
6.7b).
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Fig. 6.7: Pulse Propagation in
Frequency-IndependentMedia
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To illustrate the effect the
2nd
boundary has on the (second) incident pulse, fig.
6.7c shows the simulation after 500 ps. This clearly shows that the magnitude of the pulse
increases and the shape spreads out as it is transmitted through the boundary. This is be
cause the relative permittivity of the last region is less than that of the middle region. Af
ter another 2000 time steps (fig. 6.7d), the reflection from the
2nd
boundary as well as the
second transmitted pulse are clearly seen. This transmitted pulse has attenuated faster in
the third region because the conductivity is twice that of region #2. In fig. 6.7e, the sec
ond reflected pulse has reached the
1st
boundary again, and the second transmitted pulse
has continued off the right hand side of the graph. If shown, this transmitted pulse would
eventually attenuate to negligible values. Finally, fig. 6.7e shows the final transmitted and
reflected pulse of interest. At 13333 time steps (fig. 6.1f), the last pulse of interest has
reached the probe. Note that it has spread out to the original shape, but at a much less
magnitude.
6.2 Extraction ofElectrical Parameters for Thick Regions
The process of extracting the relative permittivity and conductivity is relatively
simple for pulses reflected at the first region, as illustrated in Chapter 5. However, when
dealing with reflections from subsequent boundaries, both reflection and transmission
coefficients must be taken into account. As shown in fig. 3.2, the general problem space
consists ofM lossy, frequency-dependent, non-magnetic dielectric regions which are fi
nite in the z-dimension but extend to infinity in both the x and y dimensions.
In order to perform the same extraction at the
2nd
boundary, (3.17b) is used,
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and substituting for the transmission coefficients from (3.9b) and (3.10b):






Once this reflection coefficient is found, the intrinsic impedance may be calculated by




Then, (3.3) may be used in the final step to solve for the complex permittivity, as done in
(5.5) for the
1st
boundary. Of course, in order to use these relationships, d2 must be
known. Determination of the distance is discussed in the next sub-section.
6.2.1 Results for Frequency-Dependent (FD) Media
In order to extract the electrical parameters of multiple dielectric regions when the
only known is the time-domain signal recorded at the probe, it is first necessary to inspect
this signal to determine what information is present. As shown in the time-domain plot
of the frequency-dependent simulation (fig. 6.8), only the incident and first reflected
pulses are very distinctive. The other reflected pulses are spread out due to the dispersive
material, and reduced in amplitude due to the higher dielectric constants at lower fre
quencies. Increasing the scale on the y-axis makes it easier to see the original and multi
ple-reflected pulses (fig. 6.9). As shown in this plot, the second reflected and all addi
tional reflected signals have become very distorted compared to the original incident
pulse.
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Fig. 6.9: E^ Measured at the Probe for Frequency-Dependent Example - Detail
6.2.1.1 Extraction of Second Region for FDMedia
Upon examining the first reflected pulse (fig. 6.10) and the detail (fig. 6.11), it is
easy to see that the pulse decays faster (i.e., has a shorter tail) then with the
frequency-
independent case. This is because, even though the conductivity of region #2 is greater
for most frequencies, the more realistic frequency-dependent (FD) material creates a
more realistic pulse propagation [51]. This decreased tail in turn improves the extracted
results for region #2 (fig. 6.12), as compared to the frequency-independent case.
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Fig. 6.10: Incident and First Reflected
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Fig. 6.11: Detail of Reflected Decaying












Fig. 6.12: Expected and Extracted Values of the 2 Region for FD Case
6.2.1.2 Problems with Determination ofDistance Between Boundaries for FD Media
The thickness of a region can be estimated however by using only the phase ve
locity for the fastest component of the pulse (the start) or the slowest component (the
peak). The estimation of the time for the start of the pulse to make the round trip is shown
in figs. 6.13 and 6.14 (detail), where the result is d2 = 3.5 cm. This 16.7% error (expected
is 3 cm) is much worse when compared to the
frequency-independent example estimation
because of the thick, dispersive region #2.
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6.2.1.3 Problems with Extraction of Third Region for FD Media
For the same reason parameter-extraction at the first boundary is improved by the
more realistic wideband materials, the frequency-dependent media is very harmful to
wards extracting information about any additional regions. As shown in
figs. 6.15 and
6.16 (detail), the incident and second pulses have been aligned in windows according to
the calculated arrival time of the fastest frequency-component. However, because of the
distortion, the reflected pulse no longer relates to the incident pulse by the same phase
constant as with the frequency-independent case, and therefore it is not possible to extract
the parameters by aligning the pulses during signal processing. Therefore, when dealing
with any frequency-dependent media,
either average-value frequency-independent media
must be simulated or additional steps must be used to extract the correct values. Fig. 6.17
gives the simulation parameters for (FD)2!!) used for this example.
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Fig. 6.15: Incident and Second Reflected
Pulse for FD Media
Fig. 6.16: Incident and Second Reflected
Pulse for FDMedia - Detail
dz = 37.5000 [urn]
dt = 0.0625 [ps]
Modulated Gaussian Pulse Applied at Cell #: 10.0
-->F_MOD = 6.0000 [GHz]
>SPREAD = 10.0000 [ps]
-->spread = SPREAD/dt = 160.00 Time Steps
-->t_0 = 800.00 Time Steps
Field Probed at Cell #: 267.0
******************************i***************RJOHJ5****ft***********************************
START_CELL EPSILON_R_INF DELTA_R_EPSILON SIGMA_0 [S/m] TAU_POLE[s] THICKNESS [m] END_CELL
0{ 1.000 0.000 0.000 1.000e+00 0.040
}1067
1068{ 9.000 9.000 0.100 5.000e-12 0.030
}1866
1867{ 4.000 50.000 0.200 5.000e-ll 0.450
}13865
*********************************************************************************************
Recommended Time Steps -- 50000
NSTEPS --> 14000
Fig. 6.17: (FD)2TD Simulation Parameters for Frequency-DependentMedia
6.2.2 Results for Frequency-IndependentMedia
The -field measured at the probe for the frequency-independent (FT) example is
shown in fig. 6.18 where the incident and both of the reflected signals of interest are
clearly shown. Fig. 6.19 shows the
detail of the reflected pulses. This illustrates how a
pulse will decay after being reflected from a lossy region, and also
how a multiple reflec
tion may occur and corrupt results,
as discussed below.
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Fig. 6. 19: ExMeasured at the Probe for Frequency-Independent Example - Detail
6.2.2.1 Problems with Truncation of FI Signal for FFT
In order to extract the electrical properties of each region, the individual incident
and reflected pulses are separeted into time windows, ideally containing only complete
information about said pulse (including any long-decaying tails), but containing no
corruption due to other pulses. In order to achieve good results, the distance travelled by
the pulse must be known (or approximated, by measuring where the pulse begins). This
allows each window to begin at the start of the pulse (i.e., the start of each reflected pulse
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window is referenced to the same point as the start of the incident pulse window). As for
the length of the time-window, the window gernally stops right as, or slightly before, the
next window begins. However, care must be taken not to include any significant multiple
reflections that would impair the extracted results. Several cases are presented below in
order to illustrate these concerns.
The incident and first reflection are shown in fig. 6.20, where the time windows
are plotted as overlapping signals. Here, the incident pulse time window actually ends at
0.20 ns, and the reflected pulse time window is a full 0.60 ns long, which is the maximum
possible length before the next reflected pulse begins. The results for this parameter
extraction are shown in fig. 6.22. Although there is some deviation in the conductivity at
higher frequencies, this is entirely due to the fact that the reflected signal is still decaying.
Although this is not readily appearent in fig. 6.20, it is easily seen in fig. 6.21. This
demonstrates that the signal must be allowed to naturally decay to steady-state (zero)
before exact parameter-extraction can occur, a problem less severe with frequency-

















Fig. 6.20: Incident Pulse and First Re- Fig. 6.21: Detail of Reflected Pulse De
flected Pulse caying Signal
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Fig. 6.22: Expected and Extracted Values of the Second Region (First Boundary)
6.2.2.2 Determination ofDistance Between Boundaries for FIMedia
The first necessary step is to determine the time between incident and reflected
pulses, which in-turn gives the distance between boundaries. In general, dj of fig. 3.2 will
always be known, just as the dielectric properties of region #1 will be known (typically
free-space/air, or some lossless matching media). This is because this region is generally
the location of the antenna(s) or probe(s), which can be placed any distance from the
subject under test (i.e., every region excluding region #1). Even though this region is
typically known, it is useful to show that the distance
can be determined from the first
returned pulse. Upon examining fig. 3.2 closer, the time needed for
the EM pulse to
travel from the probe to the
1st
boundary and back (2tj) is shown in fig. 6.23. Using
(3.1 lb), this time of 0.2 ns correpsonds to a dj of 3cm, as expected. In this region, (3.
1 lb)
is the same for all of the frequency components of the EM-pulse, since it is traveling in a
non-dispersive region. A detail of this measurement is given in fig. 6.24.
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Fig. 6.25: Time Between Incident and
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Fig. 6.26: Time Between Incident and
,nd
Reflection From 2 Boundary - Detail
As discussed above for the first distance estimation, the thickness d2 of region #2
must be found to perform the correct windowing and calculation of (6.2). The
time-
measurement is shown in fig. 6.25 and 6.26, resulting in an extracted value of d2 = 3 cm.
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6.2.2.3 Extraction ofThird Region for FI Media - Benefits of Truncation for FFT
As shown in fig. 6.27, the time window for the second incident pule is 2.325 ns
long, which is chosen to correspond with the entire length of the simulation. However,
when the detail of the signal is examined (fig. 6.28), there is significant amplitude of the
multiple reflection which occurs around 0.60 ps. To allieviate this problem, the time
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As shown in fig. 6.29, the second reflected pulse is truncated so as to prevent cor
ruption by any additional reflections. In this case, there is still a significant amount of de
cay of the signal (fig. 6.30). However, despite loosing some of this decay information by
truncating the second reflected pulse, results (fig. 6.31) are still far superior then if fig.
6.28 had been used, where the multiple reflections would corrupt the signal. The simula









Fig. 6.3 1 : Expected and Extracted Values of the !hird Region - !runcated
dz = 37.5000 [um]
dt = 0.0625 [ps]
Modulated Gaussian Pulse Applied at Cell #: 10.0
-->F MOD = 6.0000 [GHZ]
-->SPREAD = 10.0000 [ps]
>spread = SPREAD/dt = 160.00 Time Steps
>t 0 = 800.00 Time Steps
Field Probed at Cell #: 267.0
it it it it it it it it it it it it it it it it it it it it it it it it it it i' i' * * i' it it i< it it it it it it it it i ***REGIONS**! -j it it it it it it it it it it it it
* it it it it it it it it it it it it it it it it it it it it it it it
START CELL EPSILON R INF DELTA R EPSILON TAU_POLE[s] THICKNESS [m] END_CELL
0 { 1.000 0.000 0.000 1.000e+00 0.040
}1067
1068 { 9.000 0.000 0.100 1.000e+00 0.030
}1866
1867 { 4.000 0.000 0.200 1.000e+00 0.450 }--13865
******************************************* ************* * A it it it it it it it it it it it
J it it it it it it it it it it it it it it * * * * * it it it it
Recommended Time Steps = 50000
NSTEPS --> 14000
Fig. 6.32: (FD)2TD Simulation Parameters for Frequency-IndependentMedia
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6.3 Method and Application for Thin Biological Tissues
While the explanations and procedures in the above sections work fine for the
specific examples given, other complications arise when dealing with actual biological
tissues. The core complication is that many biological tissues may have a layer much
thinner than the width of the best possible Gaussian pulse used in industry. The solution
to this problem is presented in the following sub-sections.
6.3.1 Extraction of Second Region Parameters
In order to properly analyze tissues when the first layer is very thin (i.e., less than
lcm), it is necessary to perform a calibration procedure to remove the initial reflection
from outer surface of the first tissue (second region). In the case of breast cancer detec
tion, this first region is skin and will typically be 2mm or less in thickness. To demon
strate this calibration procedure, a typical example is presented from literature [44]. The

















Fig. 6.33: Three-Region Simulation Space for Diseased Tissue Detection
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Simulation of these regions in (FD)2TD produces the results shown in fig. 6.34
when the Ex field is probed lcm away. Obviously, it is difficult to differentiate between
the incident signal ,-, reflection from the skin E]a-, and the reflection from the malignant
tissue Eib-. In order to separate , and E]a-, it is easy enough to probe from farther away
(e.g., 2cm away). However, the signals Ela- and Elb- will still interfere with each other
for this pulse width. To alleviate this problem, a Gaussian pulse with a spread of less then
lps would be required.
250- 250-
Fig. 6.34: Three-Region Simulation
Incident and Both Reflected Signals
Fig. 6.35: Three-Region Simulation
Incident and First Reflected Signal
6.3.2 Calibration Method to Remove Reflection from Skin
A simple solution to the interference of the skin layer is the use of a calibration
procedure that may be used in simulation or in
real-life scenarios. To create a reference
signal for calibration purposes, the simulation space of fig. 6.33 is altered so that region
#3 is eliminated, and the skin region is infinite in the +z direction for all intensive pur
poses. Simulation of this setup produces fig. 6.35, which contains only the incident signal
and the reflection Ela- from the skin/air boundary. As illustrated by comparing figs. 6.34
and 6.35, the reflection from the skin/air interface is dominant compared to the reflection
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from the skin/malignant interface. This burden is faced by microwave imaging research
ers, and a calibration procedure is typically deemed necessary [34]. It would be simple to
measure and subtract the effect of skin with another method, such as a coaxial probe [70].
Once the reference data is collected, and since the incident pulse is known and
generated by the user (fig. 6.36), the reflections from the skin and malignant tissues may
be isolated (figs. 6.37 and 6.38, respectively). Note the change of the y-axis labels for
figs. 6.37 and 6.38; the magnitude of the first reflected pulse is about 60% compared to
the original incident pulse, while the magnitude of the second reflected pulse in only
about 2%. This is partially due to the difference in contrast between two tissues at each
boundary, and partially due to the attenuation of the second reflected pulse when travel
ing through the lossy skin region.
-25:
0.05 0.1 0.15 0.2 0 25 0 3
tins]
Fig. 6.36: Incident Pulse
I
-200,
Fig. 6.37: First Reflected Signal
(Reflection from Dry Skin)
Fig. 6.38: Second Reflected Signal
(Reflection from Malignant Tissue)
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6.3.3 Determination of Thickness of Second Region
In order to demonstrate how to find the thickness of the second regions, d2, it is
first useful to show how to find d,, even though this value is easily found in free-space.
Plotting both the incident pulse and the first reflection on the same graph obtains fig.
6.39, as well as zooming in on the pulse detail as in fig. 6.40. As shown clearly in fig.
6.40, the time delay (which corresponds to twice the time it takes a pulse to travel from
the probe to the surface of the skin) is roughly equal to 65ps. Using the relationship:
dx = txvpX =
65ps
~^2j
c = 9.75 [mm] 6.4
which is roughly equal to the expected 1 cm (percent error of 2.5%). Here, the phase ve
locity vpX is simply equal to the speed of light since the first region is air (i.e., free-
space). The accuracy in which this distance may be determined can be improved by de
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Fig. 6.40. Incident and First Reflection
- Detail
In order to determine the thickness d2 of the second region, the distance between
probe and the skin surface, as well as the minimum permittivity e^ of the second region,
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must be known. Again, the pulses are visually inspected as above, and as shown in figs.





V , V -
V^ pi p2,max J
(6.5)
where vpX is as before and vp2 max is specified as the fastest component of the phase veloc
ity of the pulse in region #2. It is necessary to specify the maximum velocity because the
skin region is very dispersive. In this case, ra2
= 20, and the fastest portion of the pulse
will travel at:
p2,max
J r 2 V20
(6.6)
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Fig. 6.41. Incident and
Second Reflection
Fig. 6.42. Incident and
Second Reflection - Detail
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6.4 Sensitivity Analysis
To illustrate the accuracy and robustness of the possible diagnostic applications, it
was necessary to perform a sensitivity analysis by slightly varying the electrical parame
ters of the last region and determine the ability to extract these changes and differentiate
between similar tissues. The chosen parameters, along with the corresponding expected
plots, are given in Table 6.1 and fig. 6.43, respectively. These values represent possible
conditions that might exist during the development of a tumor, or diagnostics during a
treatment program.
Table 6.1: Single-Pole Debye Models used for Sensitivity Analysis of Last Region
Name r0 fc-roo Aer Go
[S/m] [ps]
Reference
Malignant Tumor 54 4 50 0.7 7.0 [44]
High Risk 43 4.75 38.25 0.5625 7.0 derived
Medium Risk 32 5.5 26.5 0.425 7.0 derived
Low Risk 21 6.25 14.75 0.2875 7.0 derived










Fig. 6.43: Single-Pole Debye Models used for Sensitivity Analysis of Last Region
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6.4.1 Third Region Dielectric Properties
The results of varying region #3 of fig. 6.33 are given in figs. 6.44-6.46, ranging
from Malignant tissue ("high risk") to Normal Tissue Clow risk"), while using the aver
age, frequency-independent values for the Dry Skin region. As shown by these results,
the sensitivity of the procedure is very good, and the extracted values track the expected
values in all cases. The actual range is mainly limited by the upper and lower frequency
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Fig. 6.45: Sensitivity Analysis of Region #3 forMedium Risk Tissue
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Fig. 6.46: Sensitivity Analysis of Region #3 for Low Risk Tissue
6.4.2 Validation of Tissue Thickness Estimation
Another aspect of sensitivity analysis is to determine the amount of error caused
by using the estimated distance in the calculation to extract the electrical characteristics.
Assuming d2 = 2mm, fig. 6.47 and 6.48 give the results assuming the extracted d2 equals
2.01 mm and 2.10 mm, respectively. These extracted distances correspond to a
percent-
error of 0.5% and 5% in the estimated distance, respectivly. As shown in both figures, the
parameters are still extracted, although there is more error noticable in fig. 6.48. Also,















Fig. 6.47: Electrical Parameters ofDebyeMalignant Breast Tissue with d2
= 2.01mm
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Fig. 6.50: Electrical Parameters ofDebyeMalignant Breast Tissue with d2 = 1.5mm
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6.5 GeneralizedMethodology forMultiple Regions
To calculate the electrical characteristics of four or more regions, this section is
provided to demonstrate the performance of the extraction process with three boundaries.
This provides an overall method for a typical problem faced with biological tissues.
6.5.1 Extraction of all Regions
Fig. 6.5 1 shows the incident and reflected pulse obtained from (FD)2TD. A two-
region space is simulated with air and the one-pole Debye model ofDry Skin. The result
ing pulses are measured in the air region by a probe located lcm from the air-skin inter
face. The incident and reflected pulse are referenced to the same point knowing the dis
tance between the probe and skin surface and the fact that the pulses are traveling in
free-
space. Fig. 6.52 shows the extracted values of the skin region via MATLAB. These plots
show excellent agreement between the one-pole Debye model for Dry Skin (erco = 20, Ar
= 20, Go = 1 [S/m], xp
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Fig. 6.51: Incident and Reflected Pulse lcm from Dry Skin
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23456789
f [GHz]
Fig. 6.52: Electrical Parameters ofDry Skin Probed lcm from Surface
10
To further illustrate that distance does not matter, the simulation space can be
probed directly on the surface of the skin boundary (more precisely, 1
cell away from the
interface). The results of this (FD)2TD simulation can be seen in figs. 6.53 and 6.54. As
shown in fig. 6.54, the results of probing on the skin surface are only slightly better
than
probing lcm away (fig.
6.52). This slight improvement is likely due to greater accuracy
of calculating the time
traveled between the probe and the boundary, and also perhaps
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Fig. 6.53: Incident and Reflected Pulse in
Contact with Dry Skin
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Using the same Debye model for dry skin, a simulation was performed for three
regions (i.e., two boundaries), where the last region consists of the one-pole Debye model
for normal breast tissue (ero_ = 7, Aer = 3, a0 = 0.15 [S/m], xp
= 7ps). After running this
(FD )TD simulation, the incident and reflected pulse from the skin surface are subtracted
via the calibration process. The remaining signal is the reflection from the normal tissue
beneath the 2mm skin layer. As shown in fig. 6.55, this signal is highly distorted from
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Fig. 6.55: Incident and Reflected Pulses for Normal Tissue
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Fig. 6.56: Electrical Parameters ofNormal Tissue
In order to analyze additional boundaries without the burden of sending pulses
through highly dispersive tissues, it was necessary to estimate any layers between the sur
face of the skin and the last boundary as frequency-independent averages of the one-pole
Debye model. This average corresponds to the Debye values at 6GHz for dry skin (,. =
36.0 and a = 4.0 [S/m]) as reported by [44]. The first step for this analysis was to rerun
the removal of the skin-interference via the calibration method. This is shown in fig. 6.57
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Fig. 6.57: Incident and Reflected Pulses for Average Skin
Tissue
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Fig. 6.58: Electrical Parameters ofAverage Skin Tissue
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After using performing the simulation of average values for dry skin, a third re
gion (second boundary) was simulated. The first used was the one-pole Debye model for
Normal Breast tissue. As shown in fig. 6.60, the extracted values do not closely match the
Debye model for both permittivity and conductivity. However, as shown in fig. 6.59,
there are additional signals caused by multiple reflections within the skin layer. In order
to remove these additional reflections, the signal must be truncated at the location where
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Fig. 6.59: Incident and Reflected Pulses for Debye Normal
Breast & Average Skin
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Fig. 6.60: Electrical Parameters ofDebye Normal Breast & Average Skin
In order to improve the previous results, the window around the reflected signal
may be truncated after the pulse naturally approaches zero. It is necessary to be careful
when doing this so as to not loose information of the decaying signal by truncating it pre
maturely. As shown in fig. 6.61, the reflection from the normal tissue is truncated right
before the second reflection occurs. As shown in fig. 6.62, the results of parameter
extraction are greatly improved at higher frequencies, while the results at lower frequen
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Fig. 6.61: Incident and Reflected Pulses for Debye Normal Breast Tissue
- Truncated
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Fig. 6.62: Electrical Parameters ofDebye Normal Breast Tissue - Truncated
Keeping all else the same, the third region is changed to that of the Debye
model
for Malignant Breast tissue (e^ = 4, Ar = 50, rj0 = 0.7 [S/m], xp
= 7ps) in order to ana
lyze the sensitivity of the process. As shown in
fig. 6.63, the multiple reflection is much
less pronounced then in the previous example. This is because the contrast between the
skin and the malignant tissue is much less, reducing the amount of reflection. Because of
this, the results of fig. 6.64 are much improved
without any truncation at all. This
demon
strates the importance of monitoring the results, including the multiple reflections,
in or



















Fig. 6.63: Incident and Reflected Pulses for Debye Malignant &
Average Skin
82























i i i i i
1023456789
f [GHz]
Fig. 6.64: Electrical Parameters ofDebye Malignant Breast Tissue & Average Skin
Keeping all regions the same, truncation (fig. 6.65) was
performed in an attempt
to improve the results of fig. 6.64. However, because the degree ofmultiple reflections in
this case is negligible compared to the decay of the signal of interest, it is important to
note that truncation in this case actually impairs the results
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Incident and Reflected Pulses for Debye
Malignant & Average Skin - Trunc.
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Fig. 6.66: Electrical Parameters ofDebye Malignant & Average Skin - Truncated
To demonstrate the limitations of the parameter-extraction process when the skin
layer is kept as a Debye model, another example is run. As shown in fig. 6.67, the distor
tion of the returned pulse from the second boundary is very significant, which prevents
accurate results as shown in fig. 6.68. Note that there is no need to truncate the results
since the amount of multiple reflections is negligible due to the dispersion of the original
pulse.
0.05 0.1 0.15 0.2
0.45 0.50 25 0.3 0.35 0.4
' Insl
Fig. 6.67: Incident and Reflected Pulses for Debye Skin and
Malignant Breast Tissue
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Fig. 6.68: Electrical Parameters ofDebye Skin and Malignant Breast Tissue
Before continuing the analysis to the last region (forth region, third boundary),
where perhaps a tumor may be detected, it is necessary to define an average set of values
for the normal breast tissue. Using the average corresponding to the Debye values at
6GHz for normal breast tissue (r = 9.8 and a = 0.4 [S/m]) as reported by [44], the proc
ess is performed again to analyze the new tissue. As shown in fig. 6.69, a truncation was
necessary to remove the multiple
reflections. Fig. 6.70 gives the results of parameter-
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Fig. 6.69: Incident and Reflected Pulses for Average
Normal Breast Tissue
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Fig. 6.70: Electrical Parameters ofAverage Normal Breast Tissue
10
To begin the analysis of the last region, it was desired to determine the sensitivity
of the processes in order to differentiate between the average and Debye regions of nor
mal breast tissue. In this example, the Debye model of normal breast tissue will be re
ferred to as a "benign
tumor,"
while the surrounding tissue is considered normal breast









Fig. 6.71: Four-Region Simulation Space with Typical Biological Tissues
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Fig. 6.73: Electrical Parameters ofAverage Normal and Debye Breast Tissue
As shown in fig. 6.72, the reflection from the benign tumor is very small since the
region on the left side of the third boundary is simply the average of the Debye material
on the right side of the boundary. However, as shown in fig. 6.73, the extracted results
closely match the expected for a
benign tumor. In order to check the sensitivity of pa
rameter-extraction in the last region, the benign tumor was replaced with the Debye
model of a malignant tumor, keeping all else the same. As shown in fig. 6.74, the re
flected signal is more intense then that from a benign tumor. This is because of the vast
difference in electrical properties between normal and malignant tissues. The Debye
model of a malignant tumor yields e, = 50.7 and a
= 4.8 [S/m], at 6 GHz. This results in a
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contrast of 5:1 in permittivity and 12:1 in conductivity at 6 GHz [44]. However, as shown
in fig. 6.75, the results are not as accurate as that of the benign tumor. This is because the
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Fig. 6.75: Electrical Parameters ofAverage Normal and DebyeMalignant Breast Tissue
6.5.2 Sensitivity Analysis of Forth Region
Figs. 6.76-6.78 provide a sensitivity analysis of the last region, just as done in sec
tion 6.4.1 for the three-region case. Here, is it obvious that it is slightly more difficult to
88
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properly extract the electrical parameters of the last region, with the worst results for the
























Fig. 6.76: Sensitivity Analysis ofRegion #4 for High-Risk Tissue


























Considering all of the work in the past decade on microwave imaging, the next
obvious trend will be to extract more information from these images. Since there is a high
contrast between the electrical characteristics of different body tissues, it is possible to
analyze the reflected UWB EM pulses and extract the characteristics of the tissues. The
present work focuses on the feasibility, process, and challenges yet to come of extracting
electrical characteristics, in particular the frequency-dependent dielectric profile for mul
tiple dielectric regions.
7.1 Contributions of PresentWork
To reiterate the opening chapter, the core contributions of this work are:
1) The single-pole Debye model was used to characterize frequency-dependent
biological (human) tissues, including the curve-fitting of new model parame
ters to measured data. This was done for dry human skin, and for several pos
sible cases of diseased and healthy tissues.
2) Formulation of a Frequency-Dependent Finite-Difference Time-Domain
((FD)2TD) program was done to simulate pulse propagation in multiple
dielectric regions. This was done in C and verified by comparing to published
results. By simulating many different examples, the pulse propagation, trans
mission, and reflection phenomena have been demonstrated through several
dielectric regions. Many possible scenarios are presented of how the reflected
pulses may be measured in time and processed.
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3) The reflected signals were correctly decomposed to determine the information
contained therein. Closed-form equations have been analytically developed to
extract the electrical characteristics of multiple regions.
4) The frequency-dependent electrical characteristics were successfully ex
tracted, including permittivity and conductivity. These extracted values were
compared with the expected, always with excellent agreement.
5) The tissue thickness was estimated from the reflected signals in the
time-
domain. This was done for the first two regions of interest, and a sensitivity
analysis on the error from distance estimation was performed.
6) A calibration procedure was determined for a thin second region. This was
done for the case of dry skin, were the first reflection from the skin was re
moved.
7) A generalized methodology to extract the electrical
characteristics ofmultiple
layers of biological tissue was developed. A test case of a human breast with
four regions was considered and the electrical parameters were successfully




The following is a brief list of the proposed extension of studies for the present
work:
Simulation of multiple-pole models in (FD)2TD is possible, as mentioned in
Chapter 4 [51]. To make a more complex (FD)2TD for multiple-pole Debye mod
els, the Debye summation can be expressed in a partial fraction representation
[69], and then by using MATLAB functions invfreqs and residue to convert from
Cole-Cole parameters to Debye.
Although the One-Dimensional simulations serve as a quick alternative for a fea
sibility study, extension directly to three-dimensional (FD)2TD-3D will be the
next necessary step to model exactly the size and shape of biological tissues.
Some likely problems to be addressed include the pulse spreading in multiple di
mensions, as well as scattering from irregular surfaces. Also, noise analysis and
heterogeneous media will eventually need to be considered.
A problem of critical importance is the dispersion a pulse experiences inside of a
region of frequency-dependent media. This problem must be addressed and com
pensated for in order to extract the electrical parameters of regions set behind very
dispersive layers. Time-Frequency methods may be useful for this work [76].
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Presented in joint Session 88: Microwave Imaging and Reconstruction (AP/URSI
K), this talk received very good feedback from the audience, including Susan C. Hagness
(co-chair), Elise C. Fear, and Allen Taflove. From the encouraging comments made and
the level of interest in this pulse-extraction method, it is clear that this research is headed
in the right direction. Most of the other presentations in the session neglected frequency-
dependent media completely, and only qualitative imaging and/or distance estimation
was performed (as opposed to quantitative extraction of the electrical characteristics).
Now that the feasibility of this pulse-extraction method has been shown, extension of the
work to three dimensions and compensation for dispersive media are the next critical
steps. The Thesis Defense presentation in Appendix C is very similar (with twice the con










































































i********************************* lD_FDTD_Debye_simulator . c
******************************
Simulates an ultra-wideband pulse propagating in multiple dielectric regions.
1) 1D-FDTD (Frequency-Dependent) simulation
2) The Ex and Hy field components are demormalized
3) Dx is normalized w.r.t. the Permittivity of Free-Space
3) Absorbing Boundary Condition (ABC) for Free-Space only
4) Relative Complex Permittivity given by Single-Pole Debye Model
5) Permeability of Free-Space assumed
6) Finite Conductivity
7) Modulated Gaussian Pulse (including Baseband pulse)
8) Soft excitation source






































// number of FDTD time steps to run
// number of cells to be used:
// [0, NUMBER_0F_CELLS-1] Cells
// number of program STEPS required
// to travel one cell of FS
// number of dielectric regions in sample
// number of receive antennas
// value of pi out to ten decimal places
// permittivity of Free-Space [F/m]
// permeability of Free-Space [H/m]
// width of the incident pulse [s]
// modulation frequency of Gaussian pulse [Hz;
// magnitude of Gaussian pulse [V/m]
ft****************************************************************************************/
/**************************** DEFINE VARIABLES *******************************************/
,*****************************************************************************************/
main ( )
int dz_thickness[NUMBER_REGIONS] , dz_distance [NUMBER_REGIONS] ;
int m,n,k, t,p, q, d, count_loops;
char any_key;
float Dx[NUMBER_CELLS] , Ex [NUMBER_CELLS] , Hy [NUMBER_CELLS] ;
float Px[NUMBER_CELLS] , Sx [NUMBER_CELLS] ;
float epsilon_r_inf [NUMBER_CELLS] ,
delta_epsilon_r [NUMBER_CELLS] ;
float tau_pole [NUMBER_CELLS] , sigma_0 [NUMBER_CELLS] ;
float coef_l [NUMBER_CELLS] , coef_2 [NUMBER_CELLS] ,
coef_3 [NUMBER_CELLS] ;
float coef_4[NUMBER_CELLS] , coef_5 [NUMBER_CELLS] ,
coef_6 [NUMBER_CELLS] ;
float mu_r[NUMBER_CELLS] ;
float Ex_first [STEPS] , Ex_last [STEPS] ;












































,j.******************************** 1n m-m^ _-. -, ./*
J-D_,UTD_Debye_simulator . c ******************************
Simulates an ultra-wideband pulse propagating in multiple dielectric regions.
1D-FDTD (Frequency-Dependent) simulation
The Ex and Hy field components are demormalized
Dx is normalized w.r.t. the Permittivity of Free-Space
Absorbing Boundary Condition (ABC) for Free-Space only
Relative Complex Permittivity given by Single-Pole Debye Model
Permeability of Free-Space assumed
Finite Conductivity
Modulated Gaussian Pulse (including Baseband pulse)
Soft excitation source







































// number of FDTD time steps to run
// number of cells to be used:
// [0, NUMBER_0F_CELLS-1] Cells
// number of program STEPS required
// to travel one cell of FS
// number of dielectric regions in sample
// number of receive antennas
// value of pi out to ten decimal places
// permittivity of Free-Space [F/m]
// permeability of Free-Space [H/m]
// width of the incident pulse [s]
// modulation frequency of Gaussian pulse [Hz]
// magnitude of Gaussian pulse [V/m]
7 /*****************************************************************************************/




int dz_thickness[NUMBER_REGIONS] , dz_distance [NUMBER_REGIONS] ;
int m,n,k, t,p, q, d, count_loops;
char any_key;
float Dx[NUMBER_CELLS] , Ex [NUMBER_CELLS] , Hy
[NUMBER_CELLS] ;
float Px[NUMBER_CELLS] , Sx [NUMBER_CELLS] ;
float epsilon_r_inf [NUMBER_CELLS] ,
delta_epsilon_r [NUMBER_CELLS] ;
float tau_pole[NUMBER_CELLS] , sigma_0 [NUMBER_CELLS] ;
float coef_l [NUMBER_CELLS] , coef_2 [NUMBER_CELLS] ,
coef_3 [NUMBER_CELLS
float coef_4 [NUMBER_CELLS] , coef_5 [NUMBER_CELLS] ,
coef_6 [NUMBER_CELLS]
float mu_r [NUMBER_CELLS] ;
float Ex first [STEPS] ,Ex_last[STEPS] ; ,_,.
float pulse, t_0, tau, dz_tx_antenna,
dz_rx_antenna [RX_ANTENNA] ;
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float thickness [NUMBER_REGIONS] =





float thickness [NUMBER_REGIONS] =
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135
float delta_epsilon_r_region[NUMBER_REGIONS] = {0,
136 0}
L37
float sigma_0_region[NUMBER_REGIONS] = {0,
138 4}
129
float tau_pole_region[NUMBER_REGIONS] = {1,
140 1}
141
float thickness [NUMBER_REGIONS] = {0.02,
142 0.5};//*/
143
!44 /*// INCIDENT PLUS REFLECTED 2 NORMAL TISSUE (AVG DRY SKIN)
145 float epsilon_r_mt_region[NUMBER_REGIONS] = {1,
146 36,
147 7};
148 float delta_epsilon_r_region[NUMBER_REGIONS] {0,
149 0,
150 3};
151 float sigma_0_region[NUMBER_REGIONS] = {0,
152 4,
153 0.15};
154 float tau_pole_region[NUMBER_REGIONS] = {1,
155 1,
156 7e-12} ;
157 float thickness [NUMBER_REGIONS] = {0.02,
158 0.002,
159 0.498} ; //*/
160
161 /*// INCIDENT PLUS REFLECTED 2 MALIGNANT TISSUE (AVG DRY SKIN)
162 float epsilon_r_inf_region[NUMBER_REGIONS] = {1,
163 36,
164 4};
165 float delta_epsilon_r_region[NUMBER_REGIONS] {0,
166 0,
L67 50};
L68 float sigma_0_region[NUMBER_REGIONS] = {0,
169 4,
L70 0.7};











































































































































FILE *fp_rx_antenna_5, *fp_rx_antenna_6 , *fp_rx_antenna_7 ;
FILE *fp_epsilon_r_inf , *fp_sigma_0, *fp_tau_pole, *fp_delta_epsilon_r ;








* * * * I
Tt7t7lTijtTiitnr.i\i*r.t*r.KKn .nnt nnnnr,7tn
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*************************************************************************************

















fp_regions = fopen ( "regions . txt
"
, "w");























































































































// frequency [Hz] --> used to calculate lambda only
// speed of light in a
vacuum [m/s]
// cell size [m]
// time step size [s]
lODTU_DEBYE_SIMULAT0R.C
July 5/ 2Q04 page 5
269 dz_rx_antenna[0] = ceil (rx_antenna [0] /dz) ;
270 fprintf (fp_antenna, "%9.7e\n", dz_rx_antenna [0] )
271 for (p=l; p<RX_ANTENNA; p++){
272 dz_rx_antenna[p] = ceil (rx_antenna [p] /dz)
273 fprintf (fp_antenna, "%9.7e\n", dz_rx_antenna [p] ) ;
274 }
275
276 // Initialize thickness and distance vectors (in terms of dz)
277 for (p=0; p<NUMBER_REGIONS ; p++){
278 dz_thickness[p] = ceil (thickness [p] /dz) ;
279 }
280 dz_distance [0] = dz_thickness [0] ;
281 for (q=l; q<NUMBER_REGIONS ; q++){





287 /**************************** OUTPUT CONFIRMATION ****************************************/
288 /*****************************************************************************************/
289
290 fprintf (fp_pulse, "%e\n", SPREAD);
291 fprintf (fp_pulse, "%e\n", t_0 ) ;
292 fprintf (fp_pulse, "%e\n", F_MOD) ;
293 fprintf (fp_sim, "%d\n", TIME_STEPS);
294 fprintf (fp_sim, "%d\n", NUMBER_CELLS ) ;
295 fprintf (fp_sim, "%e\n", dz ) ;
296 fprintf (fp_sim, "%e\n", dt);
297 printf("dz =
%e\n"
, dz ) ;
> 298 printf("dt =
%e\n"
, dt);
299 printf ("SPREAD =
%e\n"
, SPREAD);
300 printf ( "F_MOD = %e\n", F_MOD) ;
301 printf ( "spread = SPREAD/dt = %6.2f\n", tau) ;
302 printf ("t_0 = %6.2f\n", t_0 ) ;
303
304 // Print regions to file and screen
305 printf (
" ************************** *REGIONS* **********************************************
************ \y*tt \ .






"%6d-- { %10 . 3 f %15.3f %13.3f %0.3e %15 . 3 f ) , 0, epsilon_r_inf_region [ 0 ]
, delta_epsilon_r_region [0] , sigma_0_region [0] , tau_pole_region [ 0 ] , thickness [0], dz_distan
ce[0]);
308 fprintf (fp_regions, "%d %e %e %e %e %e
%d\n"
, 0, epsilon_r_inf_region [ 0 ] , delta_epsilon_r
_region[0],
sigma_0_region [ 0 ] , tau_pole_region [ 0 ] , thickness [ 0 ] , dz_distance [ 0 ] ) ;
309 for (d=l; d<NUMBER_REGIONS ; d++){
310 printf ("%6d--{%10.3f %15.3f %13.3f %0.3e %15 . 3f ) , dz_distance [d-1 ] +1 , eps
ilon_r_inf_region[d] , delta_epsilon_r_region[d] , sigma_0_region[d] , tau_pole_region[d] , thic
knessfd], dz_distance [d] ) ;
311 fprintf (fp_regions,
"
%d %e %e %e %e %e
%d\n"
,
dz_distance [d-1] +1 , epsilon_r_inf_region









317 /**************************** INITIALIZE MATERIALS ***************************************/
318 /*****************************************************************************************/
319
320 for (k=0; k<NUMBER_CELLS ; k++){





epsilon_r_inf [k] = epsilon_r_inf_region[NUMBER_REGIONS-l] ;
323
tau_pole[k] = tau_pole_region [NUMBER_REGIONS-l] ;








































































epsilon_r_inf [k] = epsilon_r_inf_region[0] ;
tau_pole[k] = tau_pole_region[0] ;
delta_epsilon_r [k] = delta_epsilon_r_region [0]
}
for (d=l; d<NUMBER_REGIONS-l; d++){
for (k=dz_distance [d-1] ; k<dz_distance [d] ; k++){
sigma_0[k] = sigma_0_region [d] ;
epsilon_r_inf [k] = epsilon_r_inf_region[d] ;
tau_pole[k] = tau_pole_region [d] ;
delta_epsilon_r [k] = delta_epsilon_r_region [d
}
// region #1







































epsilon_r_inf [k] + sigma_0 [k] *dt/EPSILON_0 + delta_epsilon_r [k] *dt/ tau.
[k] = sigma_0 [k] *dt/EPSILON_0;
[k] = delta_epsilon_r [k] *dt/tau_pole [k]












fprintf ( fp_coef ,
fprintf ( fp_coef_2 ,
fprintf ( fp_coef_3 ,
fprintf ( fp_coef_4 ,
fprintf ( fp_coef_5 ,







epsilon_r_inf [k] ) ;
. sigma_0 [k] ) ;
'
,



















fclose ( fp_regions )
"TODTD_DEBYE_SIMULAT0R . C







































































/******************************************i,*iri!*i,i,jr*irim,i,iriri, + + it + + + ir + j: + iri!iriri,itititi,irici,it + i,i<imir/
/****************************
START ANALYSIS *********************************************/
/*********************************************VrJtJtJt + ^iVr^JtiiiiJtVciVrVti^VtVti + JtVtiii^J(i^^^yriJc^^^ii/
printf ("Hit Enter to begin");
scanf("%c", &any_key) ;
for (n=0; n<=TIME_STEPS ; n++){
t = t + 1;
if (t%1000 == 0) {





// counts how many times main loop has executed
// Main FDTD Loop
for (k=l; k<NUMBER_CELLS ; k++) {








(t-t_0) *dt) *exp(-0.5* (pow( ( (t - t_0)/tau), 2.0)))
Dx[dz_tx_antenna] = Dx [dz_tx_antenna] + pulse; // apply source to Dx




(Dx[k] - Px[k] - coef_3 [k] *Sx [k] ) ;
Px[k] = Px[k] + coef_5[k] *Ex[k] ;
Sx[k] = coef_3 [k] *Sx[k] + coef_6 [k] *Ex [k] ;
}
// Absorbing Boundary Conditions (ABC) near start of mesh (Free-Space only)
Ex[0] = Ex_first[0] ;
for (p = 1; p < STEPS; p++) {
Ex_first [p-1] = Ex_first [p] ; // shift ABC buffer to the left
}
Ex_first[STEPS-l] = Ex[STEPS-l];
// Absorbing Boundary Conditions (ABC) near end of mesh (Free-Space only)
Ex[NUMBER_CELLS-l] = Ex_last[0];
for (q = 1; q < STEPS; q++) {
Ex_last[q-1] = Ex_last[q]; // shift ABC buffer to the left
}
Ex_last[
STEPS- 1] = Ex [NUMBER_CELLS-STEPS] ;
Ex[k]) ;





// calculate Hy field
// Print Ex field to output text file at each probe
fprintf (fp_rx_antenna_l, "%9.7e\n", Ex[dz_rx_antenna [0] ]
fprintf (fp_rx_antenna_2, "%9.7e\n", Ex [dz_rx_antenna [1] ]
fprintf (fp_rx_antenna_3, "%9.7e\n", Ex [dz_rx_antenna [2] ]







if (t%10 == 0) {
for (k=0; k<NUMBER_CELLS ; k++)
fprintf (fpl, "%9.7e%s", Ex[k],
// <-- Uncomment to make Movie
");
BJ!DTL)_DEBYE_SIMULATOR . c






























} // End of Main FDTD for Loop
fclose (fpl) ;
fclose ( fp_rx_antenna__l )
fclose ( fp_rx_antenna_2 )
fclose ( fp_rx_antenna_3 )
fclose ( fp_rx_antenna_4 )
fclose ( fp_rx_antenna_5 )
fclose ( fp_rx_antenna_6 )
fclose ( fp_rx_antenna_7 )
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12 line_width = 1.5;







































incident = incidental cm';
load incident_plus_reflected1_dry_skin_1cm_avg.txt;
incident_plus_reflected1 = incident_plus_reflected1_dry_skin_1cm_avg';
























lambda_0 = c/f ;
beta_0 = 2*pi./lambda_0;
alpha_0 = 0;
% Permittivity of Free-Space [F/m]
% Permeability of Free-Space [H/m]
% Speed of light in Free-Space [m/s]
% Intrinsic Impedance of Free-Space [Ohms]
% Number of points for FFT
% Sampling Frequency [Hz]
% Time vector [s]
% Frequency Vector [Hz]
% Angular Freqeuncy Vector [Hz]
%Wavelength of each Freqeuncy in Free-Space [Hz]
% Phase constant of each Freqeuncy in Free-Space [rad/m]
% Attenuation Free-Space [Np/m]
G:\FINAL_THESIS_MDSeymour\third_boundary.m Page 2
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50
5 1 % Calculated Expected EM Parameters of Each Region
52 epsilon_r_infinity_2 = regions2(2);delta_epsilon_r_2 = regions2(3);sigma_0_2 = regions2(4);tau_p_2 = regions2(5);
5 3 epsilon_r_2 = epsilon_r_infinity_2 + sigma_0_2./(j*omega*epsilon_0) + delta_epsilon_r_2./(1 +j*omega*tau_p_2);
54 eta_2 = eta_0./sqrt(epsilon_r_2);
55 gamma_2 = j*omega.*sqrt(mu_0*epsilon_0*epsilon_r_2);
56 alpha_2 = real(gamma_2);
57 beta_2 = imag(gamma_2);
58
59 epsilon_r_infinity_3 = regions3(2);delta_epsilon_r_3 = regions3(3);sigma_0_3 = regions3(4);tau_p_3 = regions3(5);
6 0 epsilon_r_3 = epsilon_r_infinity_3 + sigma_0_3./(j*omega*epsilon_0) + delta_epsilon_r_3./(1 +j*omega*tau_p_3);
6 1 eta_3 = eta_0./sqrt(epsilon_r_3);
6 2 gamma_3 = j*omega.*sqrt(mu_0*epsilon_0*epsilon_r_3);
63 alpha_3 = real(gamma_3);
64 beta_3 = imag(gamma_3);
65
6 6 epsilon_r_infinity_4 = regions4(2);delta_epsilon_r_4 = regions4(3);sigma_0_4 = regions4(4);tau_p_4 = regions4(5);
67 epsilon_r_4 = epsilon_r_infinity_4 + sigma_0_4./(j*omega*epsilon_0) + delta_epsilon_r_4./(1+j*omega*tau_p_4);
6 8 eta_4 = eta_0./sqrt(epsilon_r_4);
6 9 gamma_4 = j*omega.*sqrt(mu_0*epsilon_0*epsilon_r_4);
7 0 alpha_4 = real(gamma_4);
7 1 beta_4 = imag(gamma_4);
72
73
74 % Construct Time Windows - Assuming d is known
75 d1_by_dz = regions2(1)
-
rx_antenna_by_dz;
7 6 time_1 = ceil(d1_by_dz*dz/(c*dt));
7 7 reflectedl = reflectedl ((2*time_1 ):length(reflected1 ));
78
7 9 d2_by_dz = regions3(1 ) - regions2(1 );
8 0 time_2 = ceil(d2_by_dz*dz/((c/sqrt(epsilon_r_infinity_2))*dt));
81 reflected2 = reflected2_3((2nime_1+2*time_2):((2nime_1+2*time_2)+2100));
82
8 3 d3_by_dz = regions4(1 )
- regions3(1 );
84 time_3 = ceil(d3_by_dz*dz/((c/sqrt(epsilon_r_infinity_3))*dt));
8 5 reflected3 = reflected2_3((2*time_1 +2*time_2+2*time_3):((2*time_1 +2*time_2+2*time_3)+21 00));
86
87
8 8 % Plot Results (Second Region, First Boundary)
89 figure;hold on






















105 h = plot(t*1e9,incident,'k-.',t(1:length(reflected1))*1e9,reflected1,,k-');
106 set(h,'LineWidth',line_width);
107 box on;











119 % Calculate Extracted Values
12 0 fft_reflected1 = fft(reflected1 , N);
121 fft_incident = fft(incident, N);
122 fft_reflected1 = fft_reflected1(1:N/2+1); % throw away half of the points
123 fft_incident = fft_incident(1:N/2+1); % throw away half of the points
124
12 5 Gamma_calc_1 = fft_reflected1 ./fft_incident;
12 6 eta_calc_2 = eta_0*(1+Gamma_calc_1)./(1-Gamma_calc_1);












139 set(gca,'YTick',[1 10 20 30 40 50]);
























159 % Third Region, Second Boundary
16 0 figure;hold on
161 h = plot(t*1e9,incident,'k-.^t(1:length(reflected2))*1e9,reflected2,lk-,);
162 set(h,'LineWidth',line_width);
163 box on;











175 % Calculate Extracted Values
176 fft_reflected2 = fft(refIected2, N);
177 fft_reflected2 = fft_reflected2(1 :N/2+1 ); % throw away half of the points
178 Gamma_calc_2 = fft_refIected2./fft_incident;
179 Gamma_divider_2 = (4*eta_0*eta_2./(eta_0 + eta_2).A2).*exp(-alpha_2*2*d2_by_dz*dz);
180 Gamma_calc_2 = Gamma_calc_2./Gamma_divider_2;
181 eta_calc_3 = eta_2.*(1+Gamma_calc_2)./(1 -Gamma_calc_2);
182 epsilon_r_calc_3 = (eta_0./eta_calc_3) A2;
183
184 figure;hold on









194 seUgca/YTick'.ll 5 10 15 20 25 30]);
G:\FINAL_THESIS_MDSeymour\third_boundary.m Page 5
July 5, 2004 3:36:12 PM
195 set(gca,'YTickLabel',[1 5 1 0 1 5 20 25 30]);
196 grid on;
197



















214 % Forth Region, Third Boundary
215 figure;hold on
216 h = plot(t*1e9,incident,'k-.',t(1:length(reflected3))*1e9,reflected3,'k-');
217 set(h,'LineWidth',line_width);
218 box on;











230 % Calculate Extracted Values
231 fft_reflected3 = fft(reflected3, N);
232 fft_reflected3 = fft_reflected3(1 :N/2+1 ); % throw away half of the points
233 Gamma_calc3 = fft_reflected3./fft_incident;
234 Gamma_calc3 = Gamma_calc3./(1 6*eta_0*eta_2.*eta_2.*eta_3./(((eta_0 + eta_2).A2).*((eta_2 + eta_3).A2)));
235 Gamma_calc3 = Gamma_calc3.*exp(2*d2_by_dz*dz*alpha_2).*exp(2*d3_by_dz*dz*alpha_3);
236 eta_calc_4 = eta_3.*(1 +Gamma_calc3)./(1 -Gamma_calc3);







July 5, 2004 3:36:12 PM
243 set(h,,FontSize',font_point,'FontWeight', 'normal', 'color'.'k');
244 box on;
245 grid on;




25 0 set(gca,'YTick',[1 5 10 15 20 25 30]);
251 set(gca,'YTickLabel',[1 5 10 15 20 25 30]);
252









259 set(h,'FontSize',font_point,'FontWeight', 'normal, 'color'.'k');
260 grid on;
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Summary of past work/background information
Contributions of present work/motivation
Debye model and complex permittivity _(&>)
Formulation of Frequency-Dependent Finite-Difference Time-Domain
(FD)2TD program
Analysis of pulse propagation, reflection, transmission, and
attenuation in multiple dielectric layers
Results of parameter extraction:
- Comparison with published results (air-water interface)





Measurements of biological tissues [1-5]
Frequency-dependent models to characterize tissues [6-9]
(FD)2TD programs for frequency-dependent dielectrics [9-12]
Use of Ultrawideband (UWB) Electromagnetic (EM) pulse for
microwave imaging [13-17]
-> No work has been done to extract electrical characteristics of internal
body tissues via UWB EM pulse
mmmm
1 . Use of the Debye model to characterize tissues (curve-fitting)
2. One-dimensional (FD)2TD program to simulate pulse propagation in
multiple regions (C-code)
3. Decomposition of the reflected signals (post-processing in MATLAB)
4. Extraction of the frequency-dependent parameters (er and a)
5. Estimation of tissue thickness (time-domain)
6. Calibration procedure for thin second region










altiple Pole Debye Model
Lossy, non-magnetic, Frequency-Dependent dielectric medium [6]:
- i \ ~0 V1 An,
rH=^+^T+L-
-
jax0 ^,1 + 7-yr.
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0r (lb)
r [s] relaxation-time (pole location)
C70 [S/m]
f^ for infinite frequency
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22 7- 50 75 100 125 15
Fig.
f [GHz]
Full-Range Single-Pole Debye Model of Normal Breast Tissue (T = 7 ps) [13]
umwmmmmmwmMwmim ii ...uiiiniu imhi l ii
,;777-';" :-77-'7 '.'-'''''
de-Pole Debye Model ofHuman Tissues 8
Table 1: Available and Derived Parameters of the Single-Pole Debye Model
Tissue ErO r* Ae, Or, [S/m] TP [ps] Reference
Healthy in 7 3 0.15 7.0 [13]
Diseased 54 4 50 0.7 7.0 [13]
Drv Skin 4(1 2n 2(1 1.0 15.0 Derived [3]
8 9 10
f [GHz]
Fig. 2: Single-Pole Debye Fig. 3: Single-Pole Debye
Model of Healthy Tissue Model of Diseased Tissue
13] [13]
Fig. 4: Single-Pole Debye







Published -> One-Pole [6]
Published -> Tv.o-Pole [6]
Curve Fitting (Measured [3])
Measured Data [31










Frequency-Dependent Finite-Difference Time-Domain (FDj2TD is used to simulate
any dielectric media
Uses Maxwell's Equations for the Electric Flux Density (D) and Magnetic Field
Intensity H using relevant boundary conditions
D related to E by ,{a>)
mm
TO^D: Units Cells and Boundary Conditions 12
























c Fig. 7: One-Dimensional Unit-Cells [10]
EXl=E2, (4a)








k-'/2 II k+'/2 II k+1'.-
\y\y\y
I k-1 II k [| k+1
space
Fig. 8: Electric Flux Density and Magnetic Field in
kLh Cell [10]











J?- = VxH <5a) = -ivx (5b) Dt{aj) = {oj)E,(oj) (5c
at dt jj.
Central-Difference Approximation for One-Dimension [10]:
i d;->%-]-p;-%-] i n:\k+y2\-H;[k-y2\
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|Ip)2Tb: Frequency-Dependent Formulation 14
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Incorporate the frequency-dependence ofD:
















































,(FJD)2TD:UW EM Pulse 16










(14b) FWHM = 22ps







Region #1: Frequency-Dependent, j Region #2: Frequency-Dependent.

















Reflected Pulse ri I r:
y
r; i iy
Fig. 10: Boundary Between Two Lossy, Non-Magnetic Dielectrics [1









Fig. 1 1: Spacing and Notation for Multiple Dielectric Regions
L.n.rimiiii
m
Reflection and Transmission Coefficient 20
1+1
= [l..U-l] (21a)
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dz = 37.5 u.m
dt = 0.0625 ps
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Fig. 14: Magnitude of
Reflection Coefficient
t[ns]
Fig. 13: Time-Domain Plot of Incident and Reflected Pulses
f[GHz]








Fig. 16: Magnitude of
Intrinsic Impedance
f[GHz]
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Fig. 22: Incident and First Reflected Pulse for F-D

















Fig. 23: Expected and Extracted Values of the
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Fig. 25: Incident and Second Reflected Pulse for F-D
Example ( Reflected, Incident)
Estimated cl, ~ 3.5 cm
->16.7% error
(expected = 3 cm)
Dispersion









































Fig. 27: Three-Region Simulation with
Typical Biological Tissues
?Wi'iv .
W" mm mmmmmm mwm.
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Fig. 29: Incident Pulse
Fig. 30: First Reflected Signal
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Fig. 31: Incident plus
First and Second Reflected
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Fig. 33: Second Reflected Signal


























































^> 005 Q< 0-5 02 :_25
tins]
i on in o is : ii
#1 #2 #3
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mm ->0.5% error
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Debve Model for Diseased
1 23*56769 10
f[GHz]






Average Values for Skin













Table 2: Sample Tissues used for Sensitivity Analysis
Tissue Erf) r~ A% a. [S/m] Xp[ps] Reference
Diseased 54 4 50 0.7 7.0 [13]
High Risk 43 4.75 38.25 0.5625 7.0 demed
Nfecburn Risk 32 5.5 26.5 0.425 7.0 demed
Low Risk 21 6.25 14.75 0.2875 7.0 demed











































Fig. 40: Four-Region Simulation Space with Typical Biological Tissues


















Fig. 41: Results of F
12 3 4 5 67691
f [GHz]
'arameter Extraction of Fourth Region for Hea



















Fig. 42: Results of P
23456789 10
f [GHz]




























1 . Used Debye model for frequency-dependent tissues
2. Formulated (FD)2TD program to analyze pulse propagation
3. Correctly decomposed reflected signal to identify characteristics
4. Successfully extracted er(co) and o(co) for second, third, and forth
region
5. Estimated thickness of first and second regions
6. Developed calibration procedure for thin second region
7. Created general methodology to extract electrical characteristics of
multiple regions







Extension directly to (FD)2TD-3D will be necessary to model exactly
the size and shape of biological tissues
Compensation for the distortion experienced in a dispersive region
Simulation of multiple-pole models in (FD)2TD for higher frequencies
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