This paper provides a new approach to forecasting time series that are subject to discrete structural breaks. We propose a Bayesian estimation and prediction procedure that allows for the possibility of new breaks occuring over the forecast horizon, taking account of the size and duration of past breaks (if any) by means of a hierarchical hidden Markov chain model. Predictions are formed by integrating over the parameters from the meta distribution that characterizes the stochastic break point process. In an application to US Treasury bill rates, we find that the method leads to better out-of-sample forecasts than a range of alternative methods.
Introduction
Structural changes or "breaks" appear to affect models for the evolution in key economic and financial time series such as output growth, inflation, exchange rates, interest rates and stock returns. 1 This could reflect legislative, institutional or technological changes, shifts in economic policy, or could even be due to large macroeconomic shocks such as the doubling or quadrupling of oil prices experienced over the past decades.
A key question that arises in the context of time-series forecasting is how future values of the variables of interest might be affected by breaks. 2 If breaks have occurred in the past, surely they are also likely to happen in the future. For forecasting purposes it is therefore not sufficient just to identify past breaks, but it is also necessary that the stochastic process that underlies such breaks is modeled. Questions such as how many breaks are likely to occur over the forecast horizon, how large such breaks will be and at which dates they may occur need to be addressed. Approaches that view breaks as being generated deterministically are not applicable when forecasting future events unless, of course, future break dates as well as the size of such breaks are known in advance. In most applications this is not a plausible assumption and modeling of the stochastic process underlying the breaks is needed.
In this paper we provide a general framework for forecasting time series under structural breaks that is capable of handling the different scenarios that arise once it is acknowledged that new breaks can occur over the forecast horizon. Allowing for breaks complicates the forecasting problem considerably. To illustrate this, consider the problem of forecasting some variable, y, h periods ahead using a historical data sample {y 1 , ...., y T } in which the conditional distribution of y has been subject to a certain number of breaks. First suppose that it is either known or assumed that no new break occurs between the end of the sample, T , and the end of the forecast horizon, T + h. In this case y T +h can be forecast based on the posterior parameter distribution from the last break segment. Next, suppose that we allow for a single new break which could occur in any one of the h different locations. Each break segment has a different probability assigned to it that must be computed under the assumed breakpoint model. As the number of potential breaks grows, the number of possible break locations grows more than proportionally, complicating the problem even further.
Although breaks are found in most economic time-series, the likely paucity of breaks in a given data sample means that a purely empirical approach to the identification of the break process would not be possible, and a more structured approach is needed to learn about future breaks from past 1 A small subset of the many papers that have reported evidence of breaks in economic and financial time series includes Alogouskofis and Smith (1991) , Ang and Bekaert (2002) , Garcia and Perron (1996) , Koop and Potter (2001, 2004a) , Pastor and Stambaugh (2001) , Pesaran and Timmermann (2002) , Siliverstovs and van Dijk (2002) , and Stock and Watson (1996) . 2 Hendry (1998, 1999) view structural breaks as the main source of forecast failure and introduce their 1999 book as follows: "Economies evolve and are subject to sudden shifts precipitated by legislative changes, economic policy, major discoveries and political turmoil. Macroeconometric models are an imperfect tool for forecasting this highly complicated and changing process. Ignoring these factors leads to a wide discrepancy between theory and practice." breaks. For example, a formal modeling approach would be needed to exploit possible similarities of the parameters across break segments. A narrow dispersion of the distribution of parameters across breaks suggests that parameters from previous break segments contain considerable information on the parameters after a subsequent break while a wider spread suggests less commonality and more uncertainty about the nature of future breaks. To model the break process we propose a hierarchical hidden Markov chain (HMC) approach which assumes that the parameters within each break segment are drawn from some common meta distribution. Our approach provides a flexible way of using all the sample information to compute forecasts that embody information on the size and frequency of past breaks instead of discarding observations prior to the most recent break point. As new regimes occur, the priors of the meta distribution are updated using Bayes' rule. Furthermore, uncertainty about the number of break points during the in-sample period can be integrated out by means of Bayesian model averaging techniques.
Our breakpoint detection, model selection and estimation procedures build on existing work in the Bayesian literature including Gelman et al (2002) , Inclan (1994) , Kim, Nelson and Piger (2004) , Koop (2003) , Koop and Potter (2004a,b) , McCulloch and Tsay (1993) and, most notably, Chib (1998) . However, to handle forecasting outside the data sample we extend the existing literature by allowing for the occurrence of random breaks drawn from the meta distribution. We apply the proposed method in an empirical exercise that forecasts US Treasury Bill rates out-of-sample. The results show the success of the Bayesian hierarchical HMC method that accounts for the possibility of additional breaks over the forecast horizon vis-a-vis a range of alternative forecasting procedures such as recursive and rolling least squares, a time-varying parameter model, and the random level or variance shift models of McCulloch and Tsay (1993) .
The paper is organized as follows: Section 2 generalizes the hidden Markov chain model of Chib (1998) by extending it with a hierarchical structure to account for estimation of the parameters of the meta distribution. Section 3 explains how to forecast future realizations under different break point scenarios. Section 4 provides the empirical application, Section 5 conducts an out-of-sample forecasting experiment, and Section 6 concludes. Appendices at the end of the paper provide technical details.
Modeling the Break Process
Forecasting models used throughout economics make use of assumptions that relate variables in the current information set to future realizations of the variable that is being predicted. For a given forecasting model, this relationship can be represented through a set of distributions parameterized by some vector, θ. Suppose, however, that the distribution of the predicted time-series given the predictor variables is unstable over time and subject to discrete breaks. For example, in a given historical sample, two breaks in the model parameters may have occurred at times τ 1 and τ 2 , giving rise to three sets of parameters, namely θ 1 (the parameters before the first break), θ 2 (the parameters between the first and second break) and θ 3 (the parameters after the second break).
The presence of parameter instability in the historical sample introduces a new source of risk from the perspective of the forecaster and means that an understanding of how these parameters were generated across different break segments becomes essential. When the parameters of a forecasting model are subject to change, the predictive distribution, let alone the conditional mean, can only be computed provided that parameter uncertainty following future breaks is integrated out. To this end, we introduce in this paper a set of meta distributions which contain essential information for forecasting. Intuitively, the meta distributions characterize the degree of similarity between the parameters across different regimes. We propose an approach that not only accomplishes this, but also updates posterior values of the parameters of the meta distribution optimally (using Bayes' rule) given the evidence of historical (in-sample) breaks.
The idea that the parameters characterizing the data generating process within each break segment are themselves drawn from some underlying distribution can be captured through the use of a hierarchical prior. Intuition for the use of hierarchical priors comes from the shrinkage literature since one can think of the parameters within the individual regimes as being shrunk towards a set of so-called hyperparameters that characterize the 'top' layer of the hierarchy−in our case the distribution from which the parameters of the individual regimes are drawn.
Using a hierarchical prior for the predictive densities has several advantages. First, hierarchical priors can be viewed as mixtures of more primitive distributions and such mixtures are known to provide flexible representations of unknown distributions. This is a particularly appealing aspect when (as in many economic applications and ours in particular) economic theory has little to say about how the distribution of the model parameters evolves through time. Second, while hierarchical priors always have an equivalent non-hierarchical representation (see Koop (2003) , p. 126), the distribution of the hyperparameters provides potentially important information about the 'risk' associated with changes to model parameters across regimes. For example, if the variance of the hyperparameters is large, there will be a greater chance of large shifts in the predictive density following a break. Third, the use of hierarchical priors is often convenient numerically and hence makes the approach more tractable and relatively easy to apply in practice.
More specifically, our break point model builds on the Hidden Markov Chain (HMC) formulation of the multiple change point problem proposed by Chib (1998) . Breaks are captured through an integer-valued state variable, S t = 1, 2, ..., K + 1 that tracks the regime from which a particular observation, y t , of the target variable is drawn. Thus, s t = l indicates that y t has been drawn from
represents the location and scale parameters in regime l, i.e. θ t = θ l if τ l−1 < t ≤ τ l and Υ K = {τ 0 , ...., τ K+1 } is the information set on the break points. 3 The state variable S t is modeled as a discrete state first order Markov process with the transition probability matrix constrained to reflect a multiple change point model. At each point in time, S t can either remain in the current state or jump to the next state. Conditional on the presence of K breaks in the in-sample period, the one-step-ahead transition probability matrix takes the form
where p j−1,j = P r ( s t = j| s t−1 = j − 1) is the probability of moving to regime j at time t given that the state at time t − 1 is j − 1. Note that p ii + p i,i+1 = 1 and p K+1,K+1 = 1 due to the assumption of K breaks which means that, conditional on K breaks occurring in the data sample, the process terminates in state K + 1. 4 Two issues are worth discussing in relation to the specification in (1). First, the assumption of a constant transition probability (or, equivalently, a constant hazard rate) implies that the regime duration follows a geometric distribution. Alternative specifications are possible−for example, Koop and Potter (2004b) propose a uniform prior on the break points or durations, while Koop and Potter (2004a) propose a hierarchical prior setup that models the regime duration using a (conditional) Poisson distribution. This approach leads to a non-homogenous transition probability matrix that depends on the duration of each regime and puts prior weights on breaks that occur outside the sample, but Koop and Potter develop estimation methods that can handle these potential complications.
Second, as argued by Koop and Potter (2004a,b) , the assumption of a fixed number of regimes may be too restrictive in many empirical applications. To address this issue and to avoid restricting the in-sample or out-of-sample analysis by imposing a particular value of K, the number of insample breaks, we show in Section 4 that uncertainty about K can be integrated out using Bayesian model averaging techniques that combine forecasts from models that assume different numbers of breaks.
The regime switching model proposed by Hamilton (1988) is a special case of this setup when the parameters after a break are drawn from a discrete distribution with a finite number of states. If identical states are known to recur, imposing this structure on the transition probability matrix can lead to efficiency gains as it can lower the number of parameters that need to be estimated. Conversely, wrongly imposing the assumption of recurring states will lead to inconsistent parameter estimates.
To complete the specification of the break point process, we assume that the non-zero elements of P, p ii , are independent of p jj , j 6 = i, and are drawn from a beta distribution, 5 p ii ∼ Beta (a, b) , for i = 1, 2..., K.
(2) 4 Strictly speaking the transition probability matrix, P, and the other model parameters, should be indexed by the assumed number of breaks, K, and the sample size, T , i.e. PK,T . However, to keep the presentation as simple as possible we do not use this notation. 5 Throughout the paper we use underscore bars (e.g. a) to denote parameters of a prior density.
The joint density of p = (p 11 , ..., p KK ) 0 is then given by
where
The parameters a and b can be specified to reflect any prior beliefs about the mean duration of each regime. 6 Since we are interested in forecasting values of the time-series outside the estimation sample, we extend this set up to a hierarchical break point formulation (see Carlin et al. (1992) ) by making use of meta distributions for the unknown parameters that sit on top of the model parameters that characterize the distribution of the dependent variable within each break segment. We do so by assuming that the coefficient vector, β j , and error term precision, σ −2 j , in each regime are themselves drawn from common distributions, β j ∼ (b 0 , B 0 ) and σ −2 j ∼ (v 0 , d 0 ), respectively, where b 0 and v 0 are the location and B 0 and d 0 the scale parameters of the two distributions. 7 The assumption that the parameters are drawn from a meta distribution is not very restrictive and provides a flexible and parsimonious statistical representation. For example, the pooled scenario (all parameters are identical across regimes) and the regime-specific scenarios (parameters are regime specific) can be seen as special cases. Which scenario most closely represents the data can be inferred from the estimates of B 0 and d 0 .
More specifically, we posit a hierarchical prior for the regime coefficients {β j , σ −2 j } using a random coefficient model. The hierarchical prior places structure on the differences between regime coefficients, but at the same time posits that they come from a common distribution. We assume that the vectors of regime-specific coefficients, β j , j = 1, ..., K + 1 are independent draws from a normal distribution, β j ∼ N (b 0 , B 0 ), while the regime error term precisions σ −2 j are identically, independently distributed (IID) draws from a Gamma distribution, i.e. σ −2 j ∼ Gamma (v 0 , d 0 ). At the next level of the hierarchy we assume that
where W (.) represents a Wishart distribution and µ β , Σ β , v β and V −1 β are hyperparameters−i.e., parameters of the meta distribution from which the parameters within each regime are drawn−that need to be specified a priori. Finally, following George et al. (1993) , the error term precision hyperparameters v 0 and d 0 are assumed to follow an exponential and Gamma distribution, respectively, with hyperparameters ρ 0 , c 0 and d 0 :
6 Because the prior mean of p ii equals p = a/ (a + b), the prior density of the regime duration, d, is approximately π (d) = p d−1 1 − p with a mean of (a + b) /b. 7 We model the precision parameter because it is easier to deal with its distribution in the hierarchical step.
Appendix A contains details of how we estimate this model using the Gibbs sampler. 8 This setup has a number of advantages and can be generalized in two main respects. First, it is reasonably parsimonious and flexible as it draws the underlying regime parameters from simple mixture distributions. However, one can readily adopt more flexible specifications for the distribution of the hyperparameters. This is most relevant in the analysis of time series that are subject to a large number of breaks so the parameters of the meta distribution can be estimated with reasonable precision. Second, the independence assumption across breaks can readily be relaxed either by maintaining a time-series model for how the parameters {β j , σ −2 j } evolve across regimes or by relating them to a vector of observables. We provide more details of such extensions in Section 4.5 and 4.6.
Model Comparisons Under Different Numbers of Breaks
To assess how many break points (K) the data supports, we estimate separate models for a range of sensible numbers of break points and then compare the results across these models. A variety of classical and Bayesian approaches are available to select the appropriate number of breaks in regression models. A classical approach that treats the parameters of the different regimes as given and unrelated has been advanced by Perron (1998, 2003) . This approach is not, however, suitable for out-of-sample forecasting as it does not account for new regimes occurring after the end of the estimation sample.
Here we adopt the Bayesian approach developed by Chib (1995 Chib ( , 1996 that is well suited for model comparisons under high dimensional parameter spaces. Let the model with i breaks be denoted by M i . The method obtains an estimate of the marginal likelihood of each model, f ( y 1 , ..., y T | M i ), and ranks the different models by means of their Bayes factors:
Here Y T = {y 1 , ..., y T } 0 is the information set given by data up to the point of the prediction, T , while Θ i are the parameters of the model with i breaks (i ≥ 0). The unknown parameters, Θ i and p can be replaced by maximum likelihood estimates or by their posterior means or modes. Large values of B ij indicate that the data supports M i over M j (Jeffreys, 1961) . Appendix B gives details of how the three components of (8) are computed.
Comparison with Other Approaches
It is insightful to compare our approach to that of McCulloch and Tsay (1993) , who allow for outlier detection in a time series in the form of shifts to either the level or variance of an r th order autoregressive model. In the case of a level shift their model is given by
where Pr(δ t = 1) = 1 − p, u t ∼ IIDN(0, σ 2 u ) and γ β 0 t , the size of the level shift, is assumed to be drawn from a known distribution. δ t is a switching indicator so there is a break whenever δ t = 1. In case of a variance shift, the McCulloch and Tsay model takes the form
where γ σ t is now the proportional shift in the standard deviation (1 + γ σ t > 0). According to these models the probability of a break is 1 − p each period. Both models assume a partial break that occurs either in the level or variance, but unlike in our setting does not affect the autoregressive dynamics as captured by the coefficients (β i ), or the duration of the regimes (p). Another difference to our setup is that (9)-(10) are 'random walk on random steps' specifications and are therefore fundamentally non-stationary models. They allow for the possibility of predicting breaks but, unlike our approach, do not provide a method for characterizing and efficiently updating the (meta) distribution from which the parameters across break segments and after a new break are drawn.
Our model also differs from standard time-varying parameter models β t = β t−1 + γ t which assume a (typically small) break in the location parameters every period. Instead, we allow for occasional breaks that can affect both location and scale parameters and may introduce both randomwalk and/or mean-reverting behavior within different regimes. Furthermore, the probability of a break varies across regimes as it depends on the realization of the stayer probability parameter, p ii .
Posterior Predictive Distributions
In this section we show how to generate h−step-ahead out-of-sample forecasts from the model proposed in Section 2. Having obtained the estimates of the break points and parameters in the different regimes, we update the parameters of the meta distribution, b 0 , B 0 , v 0 , d 0 and use this information to forecast future values of y occurring after the end of our sample, T .
Conditional on the information set Y T , density or point forecasts of the y process h steps ahead, y T +h , can be made under a range of scenarios depending on what is assumed about the possibility of breaks over the period [T, T + h]. For illustration we compare the 'no break' and 'break' scenarios. Under the 'no break' scenario, y T +h can be forecast using only the posterior distribution of the parameters from the last regime, (β K+1 , σ 2 K+1 ). Under the 'break' scenario we allow for the possibility of multiple new breaks between T and T + h. In the event of such breaks, forecasts of y T +h based solely on the posterior distribution of β K+1 and σ 2 K+1 will be biased and information about the break process is required. To compute the probabilities of all possible break dates, an estimate of the probability of staying in the last regime, p K+1,K+1 , is required. The meta distribution for the regression parameters, β j ∼ (b 0 , B 0 ), and the error term precisions,
, assumed in the hierarchical structure provide the distributions from which the parameters of any new regimes over the forecast horizon can be drawn.
Using the Markov chain property and conditioning on being in regime K + 1 at time T and in regime K + 2 at time T + h, the probability of a break at time T + j (1 ≤ j ≤ h) satisfies
where τ K+1 ∈ [T +1; T +h] tracks when break number K+1 happens and p K+1,K+1 is the probability of remaining in state K + 1. 9 Notice that, for forecasting purposes, an estimate of the transition probability in the last regime, p K+1,K+1 , is required in order to compute the probability of a new break occurring in the out-of-sample period. Hence, while the transition probability matrix (1) conditional on K breaks during the in-sample period assumes that p K+1,K+1 = 1, for out-of-sample forecasting purposes (1) needs to be replaced by the following open-ended transition probability matrixP
where the (K + 1) × (K + 1) sub-matrix in the upper left corner pertains to the observed data sample, (y 1 , ..., y T ) and is identical to (1) except for the final element, p K+1,K+1 , which in general is different from unity. The remaining part ofP describes the breakpoint dynamics in the out-ofsample period. 10 Out-of-sample forecasts depend on estimates of the (updated) probabilities,P, and are therefore not conditioned on remaining in state K + 1 after period T . Rather, they reflect information both from the full sample (through the meta distribution) and from the last regime. Our approach uses the number of periods stayed in state K + 1 along with the meta distribution 9 To simplify notation in the following, we do not explicitly condition posterior distributions on the fixed prior hyperparameters in (4)- (7). 10 Although our approach to modelling the transitions between breaks is quite different from that proposed in Koop and Potter (2004a,b) , the two approaches are similar in the sense that they both allow for future breaks to occur during the out-of-sample period.
for the state transition parameters to obtain an updated estimate of p K+1,K+1 , the probability of remaining in state K + 1. Hence, information on the number of historical breaks (K) up to time T is primarily used to estimate the time of the most recent break and to update the parameter estimates of the meta distribution.
Uncertainty about Out-of-Sample Breaks
We next show how forecasts are computed under different out-of-sample scenarios before computing a composite forecast as a probability-weighted average of the forecasts under each out-of-sample breakpoint scenario and showing how to integrate out the uncertainty surrounding the number of in-sample breaks.
No new Break
If it is assumed that there will be no break between T and T + h, the new data is generated from the last regime
We thus proceed as follows:
is the collection of values of the latent state variable up to period T .
Draw y T +h from the posterior predictive density,
Single out-of-sample Break
In this case, after a new break the process is generated under the parameters from (unobserved) regime number K+2. For a given break date,
To see how we update the posterior distributions of b 0 , B 0 , v 0 and d 0 , define β 1:
We then proceed as follows:
Draw β K+2 and σ 2 K+2 from their priors given by π
, respectively, for a fixed set of hyperparameters.
To obtain the estimate of p K+1,K+1 needed in (11), we combine information from the last regime with prior information, assuming the prior p K+1,K+1 ∼ Beta(a, b), so
where n K+1,K+1 is the number of observations from regime K + 1.
Multiple out-of-sample Breaks
Assuming h ≥ 2, we can readily extend the previous discussion to multiple out-of-sample breaks. When considering the possibility of two or more breaks, we need an estimate of the probability of staying in regime K + j, p K+j,K+j , j ≥ 2. This is not needed for the single break case since, by assumption, p K+2,K+2 is set equal to one. To this end we extend the hierarchical setup by adding a prior distribution for the hyperparameters a and b of the transition probability, 11
values of p K+j,K+j are now drawn from the conditional beta posterior
The distribution for the hyperparameters a and b is not conjugate so sampling is accomplished using a Metropolis-Hastings step. The conditional posterior distribution for a is
To draw candidate values, we use a Gamma proposal distribution with shape parameter ς, mean equal to the previous draw a g q ( a * | a g ) ∼ Gamma (ς, ς/a g ) , and acceptance probability
Using these new posterior distributions, we generate draws for p K+2,K+2 based on the prior distribution for the p ii 's and the resulting posterior densities for a and b, 12
Allowing for up to n b breaks out-of-sample and integrating out uncertainty about their location, we have
Using these equations, the predictive density that integrates out uncertainty both about the number of out-of-sample breaks and about their location−but conditions on K in-sample breaks by setting s T = K + 1, i.e., p K (y T +h |Y T ) ≡ p ( y T +h | s T = K + 1, Y T ) −can readily be computed:
×p(s T +h = K + j|s T = K + 1, Y T ).
Uncertainty about the Number of in-sample Breaks
So far we have shown how to integrate out uncertainty about the number of out-of-sample (future) breaks. However, we have not dealt with the fact that we typically do not know the true number of in-sample breaks in most empirical applications and so it is reasonable to integrate out uncertainty about the right number of break points in the historical data.
To integrate out uncertainty about the number of in-sample breaks, we compute the predictive density as a weighted average of the predictive densities under the composite distributions, (17), each of which conditions on a given number of historical breaks, K, using the model posteriors as (relative) weights. We do this by means of Bayesian model averaging techniques. Let M K be the model that assumes K breaks at time T (i.e., s T = K + 1). The predictive density under the Bayesian model average is
whereK is some upper limit on the largest number of breaks that is entertained. The weights used in the average are given by the posterior model probabilities:
where f ( y 1 , ..., y T | M K ) is the marginal likelihood from (8) and p(M K ) is the prior for model M K .
Empirical Application
We apply the proposed methodology to model U.S. Treasury Bill rates, a key economic variable of general interest. This variable is ideally suited for our analysis since previous studies have documented structural instability and regime changes in the underlying process, see Ang and Bekaert (2002) , Garcia and Perron (1996) and Gray (1996) .
Data
We analyze monthly data on the nominal three month US T-bill rate from July 1947 through December 2002. Prior to the beginning of this sample interest rates were fixed for a lengthy period so our data set is the longest available post-war sample with variable interest rates. The data source is the Center for Research in Security Prices at the Graduate School of Business, University of Chicago. T-bill yields are computed from the average of bid and ask prices and are continuously compounded 365 day rates. Figure 1 plots the monthly yields.
Prior Elicitation and Posterior Inference
In Section 2 we specified a Beta distribution for the diagonal elements of the transition probability matrix, a Normal-Wishart distribution for the meta distribution parameters of the regression coefficients and a Gamma-Exponential distribution for the error term precision parameters. Implementation of our method requires assigning values to the associated hyperparameters. For the p ii -values we assume a non-informative prior for all the diagonal elements of (1), and set a = b = 0.5. For the Normal-Wishart distribution, we specify µ β = 0, Σ β = 1000 × I r+1 , v β = 2 and V β = I r+1 , where 0 is an (r + 1) × 1 vector of zeros, while I r+1 is the (r + 1) × (r + 1) identity matrix and r + 1 is the number of elements of the location parameter, β. These values reflect no specific prior knowledge and are diffuse over sensible ranges of values for both the Normal and Wishart distribution. Similarly, we set ρ 0 = 0.01, c 0 = 1 and d 0 = 0.01, allowing the prior for v 0 and d 0 to be uninformative over the positive real line. We also conducted a prior sensitivity analysis to ensure that the empirical results presented below are robust to different prior beliefs. For the transition probability matrix, P, we modified a and b to account for a wide set of regime durations; we also changed the beta prior hyperparameters µ β and Σ β , and the regime error term precision hyperparameters c 0 , d 0 and ρ 0 . In all cases we found that the results were insensitive to changes in the prior hyperparameters.
More care, however, is needed when dealing with the prior precision hyperparameters, V β , characterizing the dispersion of the location parameters across regimes. For small enough values of its diagonal elements, the meta distribution for the regression coefficients will not allow enough variation across regimes, and as a consequence the regime regression coefficients are clustered around the mean of the meta distribution, b 0 . Empirical results were found to be robust for values of the diagonal elements of V β greater than or equal to 1.
Model Estimates
In view of their empirical success and extensive use in forecasting, 13 we model the process underlying T-bill rates {y t } as an r th order autoregressive (AR) model allowing for up to K breaks over the observed sample (y 1 , ....., y T ):
t= 1, ..., τ 1 β 2,0 + β 2,1 y t−1 + ... + β 2,r y t−r + σ 2 t , t= τ 1 + 1, ..., τ 2 . . .
Within the class of AR processes, this specification is quite general and allows for intercept and slope shifts as well as changes in the error variances. Each regime j , j = 1, ...K +1, is characterized by a vector of regression coefficients, β j = ¡ β j,0 , β j,1 , ...β j,r ¢ 0 , and an error term variance, σ 2 j , for t = τ j−1 + 1, ..., τ j .
Following previous studies of the T-bill rate, we maintain the AR(1) model as our base specification, but we also considered results for higher order AR models to verify the robustness of our empirical findings. In each case we obtain a different model by varying the number of breaks, K, and we rank these models by means of their marginal likelihoods computed using the method from Section 2.1. Table 1 reports maximized log-likelihood values, marginal log-likelihoods and break dates for values of K ranging from zero to seven. The maximized log-likelihood values are reported for completeness and form an important ingredient in the model selection process. But since they rise automatically as the number of breaks, and hence the number of parameters, is increased, on their own they are not useful for model selection. To this end we turn to the marginal likelihoods which penalize the likelihood values for overparameterization. Furthermore, under equal prior odds for a pair of models, the posterior odds ratio commonly used for model selection will equal the ratio of the models' marginal likelihood values. For our data the marginal log-likelihood is maximized at K = 6 and the model with K = 7 break points obtains basically the same marginal log-likelihood, suggesting that the additional break is not supported by the data. Similar results were obtained for an AR(2) specification. Figure 2 plots the posterior probability for the six break points under the AR(1) model. The local unimodality of the posterior distributions shows that the break points are generally precisely estimated and appear sensible from an economic point of view: Breaks in 1979 and 1982 are associated with well-known changes to the Federal Reserve's monetary policy, while the last break occurs relatively shortly after the beginning of Alan Greenspan's tenure as chairman of the Federal Reserve. 14 For this model, Table 2 reports the autoregressive parameters, variance, transition probability and the average number of months spent in each regime. In all regimes the interest rate is highly persistent and close to a unit root process. The error term variance is particularly high in regime 5 (lasting from October 1979 to October 1982, a period during which interest rate fluctuations were very high), and quite low for regime 1 (September 1947 -November 1957), regime 3 (July 1960 -September 1966) and regime 7 (July 1989 -December 1997).
To get insight into the degree of commonality of model parameters across regimes, Table 3 reports prior parameter estimates, i.e. the meta distribution parameters. From the properties of the Gamma distribution, the mean of the precision of the meta distribution is almost 18 and the standard error is around 20. These values are consistent with the values of the inverse of the variance estimates shown in Table 2 .
Unit Root Dynamics
The persistent dynamics observed within some of the regimes may be a cause for concern when calculating multi-step forecasts. Unit roots or even explosive roots could affect the meta distribution that averages parameter values across the regimes. To deal with this problem, we propose the following alternative constrained parameterization of the AR(1) model:
where t+1 ∼ N (0, σ 2 j ). If φ j = 0, the process has a unit root while if 0 < φ j < 2, it is a stationary AR(1) model. Notably, in the case with a unit root there is no drift irrespective of the value of α j . Assuming that the process is stationary, its long run mean is simply α j .
We estimate our hierarchical HMC model under this new parameterization. To avoid explosive roots and negative unconditional mean, we constrain φ j to lie in [0, 1] and α j to be strictly positive. We accomplish this by assuming that the priors for the regime regression parameters β j = ¡ α j , φ j ¢ 0 and error term precisions are drawn from distributions
while the priors for the meta-distribution hyperparameters in this case become (22) and (23) is an indicator function that equals 1 if β belongs to the set A = [0, ∞) × (0, 1] and is zero otherwise. No changes are needed in the priors for the meta-distribution hyperparameters of the error term precision, v 0 and d 0 . We obtain the same posterior densities as under the unrestricted model although these distributions are now truncated due to the inequality constraints.
Tables 4 and 5 report parameter estimates for this model, again assuming six breaks. The detected break points are the same as those found for the unrestricted AR(1) model. To be comparable to the earlier tables, the regime coefficients and meta distribution results refer to α j φ j and 1 − φ j . The mean of the persistence parameter now varies from 0.88 (regime 2) to 0.991 (regime 1). Regimes 1 and 3 are more likely to be non-stationary as both have a unit root probability slightly above one third. This is also reflected in the meta distribution results in Table 5 which show that the probability of drawing a regime with a unit root is 0.38. Results for the remaining hyperparameters are very close to those reported in Table 3 .
Dependence in Parameters Across Regimes
So far we have assumed that the coefficient vector, β j , and error term precision, σ −2 j , in each regime are independent draws from common distributions. However, it is possible that these parameters may be correlated across regimes and change more smoothly over time, so we consider a specification that allows for autoregressive dynamics in the scale parameters across neighboring regimes, β j,i ∼ (µ i +ρ i β j−1,i , σ 2 η,i ), i = 0, 1. We posit a hierarchical prior for the regime coefficients {β j , σ −2 j } so the (r + 1) × 1 vectors of regime-specific coefficients, β j , j = 1, ..., K + 1 are correlated across regimes, i.e. β j ∼ ¡ µ + ρβ j−1 , Σ η ¢ , where ρ is a diagonal matrix, while we continue to assume that the error term precisions σ −2 j are IID draws from a Gamma distribution, i.e. σ −2 j ∼ Gamma (v 0 , d 0 ). As for the earlier specification in (4) and (5), at the level of the meta distribution we assume that
where µ β , Σ β , v β and V −1 β are again hyperparameters that need to be specified a priori. We continue to assume that the error term precision hyperparameters v 0 and d 0 follow an exponential and Gamma distribution, see (6)-(7). Table 6 and should be compared with those reported in Table 4 . The changes in the intercept and autoregressive parameter estimates within each regime are minor and fall well within the standard error bands for these parameters. Furthermore, the estimates in Table 7 show that there is only little persistence in the intercept and autoregressive parameters across regimes; in both cases the mean of the parameter characterizing persistence across regimes (ρ i ) is below one-half and less than two standard errors away from zero.
Results under this specification are shown in

Heteroskedasticity, non-Gaussian Innovations and Variance Breaks
Another potential limitation to the results is that the assumption of Gaussian innovations may not be accurate and the innovations could have fatter tails. To account for this possibility, one can let the innovations in (20), t , follow a student-t distribution, i.e. t ∼ IID t ³ 0, σ 2 j , v λ´f or τ j−1 ≤ t ≤ τ j , with v λ the degrees of freedom parameter. When this model was fitted to our data, empirical estimates that continue to allow for intercept and slope shifts as well as changes in the error variances across regimes were very similar to those reported in Table 4 . The main change was that the autoregressive parameter in the second regime (from 1947 to 1957) was somewhat lower and the innovation variance a bit higher in some of the regimes.
Allowing the residuals to be drawn from a student-t distribution is one way to account for unconditional heteroskedasticity. Another issue that may be relevant when forecasting T-Bill rates is the possible presence of autoregressive conditional heteroskedasticity (ARCH) in the residuals. In our framework ARCH effects can be explicitly accounted for through a Griddy Gibbs sampling approach, c.f. Bauwens and Lubrano (1998) , although this will be computationally cumbersome.
To a large extent our approach deals with heteroskedasticity by letting the innovation variance vary across regimes so the volatility parameter effectively follows a step function. To investigate if the normalized residuals (scaled by the estimated standard deviation) from our model remain heteroskedastic, we ran Lagrange Multiplier tests, regressing the squared normalized residuals on their lagged values. Even though some ARCH effects remain, after scaling the residuals by the posterior estimates of the standard deviation, we found that the R 2 of the Lagrange Multiplier regression was reduced from 12% to 2%.
Testing for breaks that exclusively affect the variance provides further insights into the interest rate series. When we estimated a model with breaks that only affect the variance parameters similar to the variance shift specification proposed by McCulloch and Tsay (1993) , we continued to find evidence of multiple breaks. Some of these are similar to the breaks identified by our more general specification−such as the breaks in 1979 and 1982, suggesting that variance shifts are an integral part of the breakpoint process. 15
Uncertainty about the Number of in-sample Breaks
The empirical results presented thus far were computed from the hierarchical HMC model under the assumption of six breaks during the in-sample period. As mentioned in Section 3.2, however, one can argue that it is not reasonable to condition on a particular number of historical breaks. We therefore explicitly consider models with different numbers of break points, integrating out uncertainty about the number of break points in the data by means of the Bayesian model averaging formulas (18)- (19) . Specifically, we consider between zero and seven breaks and assign equal prior probabilities to each of these scenarios. Our results reveal that a probability mass close to zero is assigned to the models with five or fewer break points while 76 and 24 percent of the posterior mass is assigned to the models with six and seven break points, respectively.
To gauge the importance of uncertainty about the number of historical breaks, the solid line in Figure 3 plots the combined predictive density under Bayesian model averaging along with the predictive density that conditions on six breaks, both computed as of 1997:12, the last point for which a five-year forecast can be evaluated. The graphs reveal that the two densities are very similar. At least in this particular application, it appears to make little difference whether one conditions on six in-sample breaks or integrates out uncertainty about the number of breaks.
Forecasting Performance
To assess the forecasting performance of our method, we undertook a recursive out-of-sample forecasting exercise that compares our model with seven alternative approaches in common use. These include a model that assumes no new breaks so that the parameters from the last regime remain in effect in the out-of-sample period (see Section 3.1.1), a time-varying parameter model that lets the β parameters follow a random walk, the random level shift and random variance shift autoregressive models of McCulloch and Tsay (1993) given in equations (9) and (10), a recursive least squares model that uses an expanding estimation window and finally two rolling window least squares models with window lengths set at five and ten years, respectively. Such rolling windows provide a popular way of dealing with parameter instability. The hierarchical forecasting model considers all possible out-of-sample break point scenarios in (17) . We refer to this as the composite-meta forecast. 16 To obtain the predictive density under the no new break scenario we use information from the last regime of the hierarchical model as in (14). All forecasts are based on an AR(1) specification, but predictive distributions under an AR(2) model are very similar.
We next explain details of how the time-varying parameter and random shift models were estimated. For the time-varying parameter model we adopted Zellner's g-prior (Zellner (1986) ) and considered the specification
As initial values we set σ ε = 0.5 and δ = 1, while we use uninformative priors for β t , namely β t ∼ N (b 0 , V 0 ) , with b 0 = ( 0 0 ) 0 and V 0 = 50 × I 2 .
We implement the McCulloch and Tsay (1993) random level shift model as follows. When a shift occurs in this model, increments to the intercept, β 0t , are generated from a Normal distribution ,  N (b 1,0 , V 1,0 ) . The autoregressive parameters (β 1 , ..., β r ) 0 remain constant and are drawn from a Normal distribution N (b 2,0 , V 2,0 ). The variance in this model is also constant and is drawn from an Inverse Gamma distribution, σ 2 ∼ IG (v 0 , d 0 ) . Our analysis assumes that b 0 = (b 0 1,0 , b 0 2,0 ) 0 = 0 k , V 1,0 = 1000, V 2,0 = 1000 × I, v 0 = d 0 = 10 −8 . For the random variance shift model we assume that the constant drift and autoregressive coefficients are drawn from a Normal distribution N (b 0 , V 0 ), but we allow for time-varying variances, σ 2 t , with draws from an Inverse Gamma, IG (v 0 , d 0 ) .The parameters of this model are b 0 = 0 k , V 0 = 1000 × I, v 0 = d 0 = 10 −8 . In both cases, the prior of the probability of observing a shift, p, is assumed to follow a beta distribution, p ∼ Beta(1, 0.05).
We forecast interest rates h =12, 24, 36, 48 and 60 months ahead to obtain five different series of recursive out-of-sample forecasts. Twenty years of data from July 1947 to December 1968 is used for initial parameter estimation and multiperiod forecasts are computed in December of each year from 1968 through (2002 : 12)−h. The latter is the final point for which an h-period forecast can be evaluated given the end-point of our sample. Both the parameter estimates as well as the number of breaks are determined recursively so that only information that was historically available is used at each point in time. Figure 4 plots the modes of the recursively estimated break point locations as a function of the forecasting date. For example, when the sample size goes from 1947:7 to 1968:12, the model with the highest posterior probability identifies two break points whose posterior distribution modes are located at November 1957 and July 1960. As the forecasting date moves ahead, additional breaks in 1965, 1979, 1982 and 1989 get identified. The recursively estimated break dates tend to be quite stable, consistent with the in-sample performance of the model used to identify breaks.
To compare forecasting performance across models we report out-of-sample root mean squared forecast errors in Table 8 . This is a common measure of forecasting performance. Each panel in this table represents a different forecast horizon. Over the full sample−and across all forecast horizons−the composite model outperforms the last regime specification that assumes no out-ofsample breaks. In addition, the composite model always outperforms the McCulloch and Tsay level and variance shift specifications, the time-varying parameter model in addition to the least-squares specifications with expanding or rolling estimation windows. Turning to the sub-sample results, the composite model is always best during the 1980s and produces the lowest root mean squared forecast errors for most horizons during the 1990s. No single model dominates during the 1970s, but again the composite model does quite well and is the second best model for four out of five forecast horizons. The forecasting performance of the composite model improves as the sample size expands. This is explained by the fact that our approach performs better the more breaks are identified prior to the point of the forecast, since this will allow the parameters of the meta distribution to be more precisely estimated. This also explains why the model that assumes no new breaks, and hence does not need to integrate out uncertainty about the parameters after future breaks, performs quite well at the beginning of the out-of-sample experiment, i.e. during the 1970s when relatively few breaks had been identified.
Since the predictive densities are highly non-normal, root mean squared forecast error comparisons provide at best a partial view of the various models' forecasting performance. A more complete evaluation of the predictive densities that can be applied to the Bayesian forecasting models (namely the last regime model and the McCulloch and Tsay (1993) random level and variance shift models), is provided by the predictive Bayes factor. This measure can be applied for pair-wise model comparison, c.f. Geweke and Whiteman (2005) . A value greater than one suggests out-performance of the benchmark model which in our case is the composite model. Since the posterior distributions for the different scenarios do not have simple closed form solutions, we compute the predictive Bayes factors as follows. To get the predictive Bayes factor that compares, say, the last regime (lr) model against the composite (c) model for a particular time period t, we first generate, for both models, an empirical probability density function (pdf) by using a kernel estimator. 17 The predictive Bayes factor for c against lr is given by the ratio of their pdfs evaluated at the realized value y t ,
.
A number greater than one suggests that the composite model better predicts y t than the last regime model. This calculation is performed for each observation in the recursive forecasting exercise and the average value across the sample is reported. Empirical results are shown in Table 9 . Across all subsamples, the composite model produces Bayes factors that exceed unity and thus performs better than the last regime model (no new break) and random level and variance shift specifications.
Conclusion
The key contribution of this paper was to introduce a hierarchical hidden Markov chain approach to model the meta distribution of the parameters of the stochastic process underlying structural breaks. This allowed us to forecast economic time series that are subject to unknown future breaks. When applied to autoregressive specifications for U.S. T-Bill rates, an out-of-sample forecasting exercise found that our approach produces better forecasts than a range of alternative methods that either ignore the possibility of future breaks, assume a break every period (as in the time-varying parameter model) or allow for shifts in the mean or variance during the in-sample period (as in McCulloch and Tsay (1993) ). Our approach is quite general and can be implemented in different ways from that assumed in the current paper. For example, the state transitions could be allowed to depend on time-varying regressors tracking factors related to uncertainty about institutional shifts or the likelihood of macroeconomic or oil price shocks.
The simple 'no new break' approach that forecasts using parameter estimates solely from the last post-break period can be expected to perform well when the number of observations from the last regime is sufficiently large to deliver precise parameter estimates, and the possibility of new breaks occurring over the forecast horizon is very small, see Pesaran and Timmermann (2005) . However, when forecasting many periods ahead or when breaks occur relatively frequently, so the last break point is close to the end of the sample and a new break is likely to occur shortly after the end of the estimation sample, this approach is unlikely to produce satisfactory forecasts.
Intuition for why our approach appears to work quite well in forecasting interest rates is that it effectively shrinks the new parameters drawn after a break towards the mean of the meta distribution. Shrinkage has widely been found to be a useful device for improving forecasting performance in the presence of parameter estimation and model uncertainty, see, e.g., Diebold and Pauly (1990) , Stock and Watson (2004) , Garratt, Lee, Pesaran and Shin (2003) , and Aiolfi and Timmermann (2004) . Here it appears to work because the number of breaks that can be identified empirically tends to be small and the parameters of the meta distribution from which such breaks are drawn are reasonably precisely estimated. Chib (1995) shows that the generic element of (A1) can be decomposed as
where the normalizing constant is easily obtained since s t takes only two values conditional on the value taken by s t+1 . The second term in (A2) is simply the transition probability from the Markov chain. The first term can be computed by a recursive calculation (the forward pass through the data) where, for given p(
where, for k = 1, 2, ..., K + 1,
and p lk is the Markov transition probability. For a given set of simulated states, S T , the data is partitioned into K + 1 groups. To obtain the conditional distributions for the regression parameters, prior locations and scales, note that in the model in Section 2 the conditional distributions of the β j 's are mutually independent with
X j is the matrix of observations on the regressors in regime j, and y j is the vector of observations on the dependent variable in regime j. Defining β 1:K+1 = ¡ β 0 1 , ..., β 0 K+1 ¢ 0 and σ 2 1:K+1 = ¡ σ 2 1 , ..., σ 2 K+1 ¢ 0 , the densities of the location and scale parameters of the regression parameter meta-distribution, b 0 and B 0 , can be written
and v β = v β + (K + 1)
Moving to the posterior for the precision parameters within each regime, note that
where n j is the number of observations assigned to regime j. The location and scale parameters for the error term precision are then updated as follows:
Drawing v 0 from (A2) is slightly more complicated since we cannot make use of standard distributions. We therefore introduce a Metropolis-Hastings step in the Gibbs sampling algorithm (for details see Chib and Greenberg (1995) ). At each loop of the Gibbs sampling we draw a value v * 0 from a Gamma distributed candidate generating density of the form
This candidate generating density is centered on the last accepted value of v 0 in the chain, v g−1 0 , while the parameter ς defines the variance of the density and, as a by-product, the rejection in the Metropolis-Hastings step. Higher values of ς mean a smaller variance for the candidate generating density and thus a smaller rejection rate. The acceptance probability is given by
With probability ξ
he candidate value v * 0 is accepted as the next value in the chain, while with probability
he chain remains at v g−1 0 . The acceptance ratio penalizes and rejects values of v 0 drawn from low posterior density areas.
Finally, p is easily simulated from π ( p| S T ) since, under the beta prior in (2) and given the simulated states, S T , the posterior distribution of p ii is Beta(a + n ii , b + 1) where n ii is the number of one-step transitions from state i to state i in the sequence S n .
Appendix B. Estimation of the Break Point Model
This appendix provides details of how we implement the Chib (1995) method for comparing models with different numbers of break points and how we compute the different components of (8).
Consider the points (Θ * , p * ) in (Θ, p), which could be maximum likelihood estimates or posterior means or modes. The likelihood function evaluated at Θ * and p * is available from the proposed parameterization of the change point model and can be obtained as
where the one-step-ahead predictive density is
For simplicity we suppressed the model indicator. The prior density evaluated at the posterior means or modes is easily computed since it is known in advance. The denominator of (8) needs some explanation, however. We can decompose the posterior density as
The first part can be estimated as b
π ( Θ * | Y T , S T,g ) using G draws from the run of the Markov Chain Monte Carlo algorithm, [S T,g ] G g=1 . The second part π ( p * | Θ * , Y T ) requires an additional simulation of the Gibbs sampler from π ( S T | Θ * , Y T ). These draws are obtained by adding steps at the end of the original Gibbs sampling in order to simulate S T conditional on (Y T , Θ * , p * ) and p * conditional on (Y T , Θ * , S T ).
The idea outlined above is easily extended to the case where the Gibbs sampler divides Θ into B blocks, i.e. Θ = ¡ Θ (1) , Θ (2) , ...,
we can use different Gibbs sampling steps to calculate the posterior π ( Θ * | Y). In our example we have Θ (1) = β j , Θ (2) = σ −2 j (j = 1, ..., K + 1), Θ (3) = b 0 , Θ (4) = B 0 , Θ (5) = v 0 and Θ (6) = d 0 . The Chib method can become computationally demanding, but the various sampling steps all have the same structure. For some of the blocks in the hierarchical Hidden Markov Chain model, the full conditional densities are non-standard, and sampling requires the use of the Metropolis-Hastings algorithm (see for example the precision prior hyperparameter v 0 ). The Chib (1995) algorithm is then modified following Chib and Jeliazkov (2001) . 
