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Seznam uporabljenih kratic
kratica anglesˇko slovensko
ELBP eliptical local binary patterns elipticˇni lokalni binarni vzorci
KNN k-nearest neighbor metoda k-najblizˇjih sosedov
LBP local binary patterns lokalni binarni vzorci
LDA linear discriminant analysis analiza linearne diskriminante
LPOG local patterns of gradients lokalni vzorci gradientov
LPQ local phase quantization kvantizacija lokalne faze
PCA principal component analysis metoda glavnih komponent
SVM support vector machine metoda podpornih vektorjev

Povzetek
Naslov: Metode prepoznavanja obrazov ob nenadzorovanih pogojih zajema
slik
Avtor: Dusˇan Kalanj
V okviru magistrskega dela smo preiskovali prepoznavanje obrazov pri nenad-
zorovanih pogojih, kamor priˇstevamo spremenljivo pozo in osvetlitev, obra-
zni izraz, nizko locˇljivost, staranje, prekrivanje ter infrardecˇe slike. Delo tako
vsebuje pregled podrocˇja ter temeljit opis metodologije, uporabljene pri pro-
totipu sistema za prepoznavanje obrazov, ki je nastal v procesu. Pri tem
smo se osredotocˇili na korak ekstrakcije znacˇilk, preucˇili pa smo tudi razlicˇne
resˇitve v korakih normalizacije, zmanjˇsevanja dimenzionalnosti ter klasifi-
kacije. Delo se zakljucˇi z analizo dosezˇenih rezultatov pri testih na bazah
obrazov FERET, SCface in ChokePoint, kjer smo preucˇili tudi efekt fronta-
lizacije. Pri bazah SCface in ChokePoint smo, vsaj kolikor nam je znano,
dosegli najboljˇse rezultate v literaturi.
Kljucˇne besede: Prepoznavanje obrazov, nenadzorovani pogoji, ekstrak-
cija znacˇilk, normalizacija, zmanjˇsevanje dimenzionalnosti, FERET, SCface,
ChokePoint.

Abstract
Title: Face recognition methods under uncontrolled conditions of image
capture
Author: Dusˇan Kalanj
In the scope of this master thesis we investigated the problem of face recogni-
tion in unconstrained environments, where a system has to be robust against
varying face pose, expression and illumination as well as low resolution, age-
ing of subjects and infrared capturing mode. The work contains a survey of
the field and a detailed description of the methodology used in the making
of the face recognition system prototype that was developed in the process.
While focusing on feature extraction, we also examined different solutions
in the stages of normalization, dimensionality reduction and classification.
The work concludes with an analysis of the results achieved during testing,
which was performed on the FERET, SCface and ChokePoint datasets. On
the first two of the three mentioned datasets we also examined the effect of
frontalization. To the best of our knowledge, we achieved the best results in
literature on SCface and ChokePoint datasets.
Keywords: Face recognition, uncontrolled conditions, feature extraction,
normalization, dimensionality reduction, FERET, SCface, ChokePoint.

Poglavje 1
Uvod
To poglavje je namenjeno seznanitvi z osnovnimi koncepti tehnologije pre-
poznavanja obrazov, njeni uporabi in problematiki, s katero se podrocˇje tre-
nutno soocˇa. Poglavje vsebuje tudi predstavitev ciljev in prispevkov teze ter
se zakljucˇi s povzetkom preostalih poglavij.
1.1 Kontekst
Kamorkoli se danes ozremo, vidimo obraze. Naj bo to v zˇivo, na namizni
fotografiji, v cˇasopisu, na obcestnem panoju ali pa na zaslonu. V zadnjih
desetletjih smo pricˇa obsezˇni disipaciji na slednjem mediju, kar gre pripi-
sati zlasti razvoju ter dostopnosti naprav za zajem slik in pojavu socialnih
omrezˇij, oboje pa je nedvomno posledica digitalne revolucije.
Vzporedno z eksponentnim porastom obrazov na zaslonih pa so se po-
vecˇale tudi prilozˇnosti za uporabo na novo pridobljenih informacij, kar je vo-
dilo v sunkovit razvoj tehnologije za prepoznavanje obrazov. Tako se je njena
uporaba v zadnjih dveh desetletjih razsˇirila na sˇtevilna podrocˇja, med kate-
rimi na prvih mestih najdemo video nadzor, forenziko, komunikacijo cˇlovek
racˇunalnik (predvsem za namen avtentikacije), obrazni tagging, itd. A da
bi do potankosti doumeli obseg njihove uporabe ter tezˇave, s katerimi se
soocˇajo, je najprej potrebno razlozˇiti, kako delujejo.
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1.2 Biometricˇni sistemi
Sistemi za prepoznavanje obrazov se uvrsˇcˇajo med biometricˇne sisteme, ka-
mor spadajo tudi na primer sistemi za identifikacijo na podlagi ocˇesne sˇarenice,
mrezˇnice, prstnega odtisa in glasu [7]. Primere taksˇnih biometricˇnih lastnosti
lahko opazujemo na sliki 1.1.
Slika 1.1: Primeri biometricˇnih znacˇilnosti [10].
Vsi omenjeni sistemi sledijo isti koracˇni shemi, prikazani na diagramu na
sliki 1.2. V prvem koraku se izvede pridobivanje dolocˇene biometricˇne zna-
cˇilnosti osebe. Primer taksˇnega procesa je detekcija obraza. Temu sledi
obdelava pridobljenih podatkov, kot naslednja pa se nad obdelanimi podatki
uporabi dolocˇena metoda za ekstrakcijo znacˇilk, ki iz podatkov izlusˇcˇi najbolj
razpoznavne lastnosti.
Za tem se izvede t.i. preverjanje kvalitete, kjer se dolocˇene pridobljene
znacˇilke zavrzˇe, v kolikor se ugotovi, da prispevajo premalo k prepoznavnosti
osebe. Proces se zakljucˇi s korakom klasifikacije, kjer se znacˇilke zadevne
osebe primerjajo z vnaprej shranjenimi referencˇnimi primeri, ki so predhodno
pridobljeni po istem postopku. Na ta nacˇin se osebi dodeli identiteta [49].
Slika 1.2: Diagram konceptualnega biometricˇnega sistema [49].
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1.3 Sistemi za prepoznavanje obrazov
Kot zˇe recˇeno, sisteme za prepoznavanje obrazov uvrsˇcˇamo med biometricˇne
sisteme, ki kot taki sledijo zgoraj opisani koracˇni shemi. Podrobneje opi-
sano shemo, ki ponazarja korake sistema za prepoznavanje obrazov, lahko
opazujemo na sliki 1.3. Pod sliko sledi sˇe podroben opis korakov.
Slika 1.3: Diagram sistema za prepoznavanje obrazov [23].
Detekcija obraza
Pri dani sliki je naloga detekcije obraza najti podrocˇje slike, ki vsebuje obraz,
ne glede na njegovo lokacijo, rotacijo in svetlobne pogoje. Rezultat tega ko-
raka je slika, ki vsebuje le podrocˇje obraza. V literaturi sta najbolj popularni
resˇitvi za detekcijo obrazov Rowley [46] ter Viola in Jones [62].
Obdelava slike oz. normalizacija
Naloga tega koraka je minimizirati vpliv lastnosti slik, ki so spremenljive
glede na obraz in mu ne pripadajo intrinzicˇno. Pod omenjene lastnosti se
priˇsteva osvetlitev, locˇljivost slike ter rotacija obraza. Rezultat tega koraka je
normalizirana slika obraza. Zelo popularna resˇitev za normalizacijo osvetlitve
slik je delo od Tana in Triggsa [55], rotiranje, skaliranje ter obrazovanje pa
so trivialne operacije, ki se ne razlikujejo glede na razlicˇna dela.
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Ekstrakcija znacˇilk
V tem koraku se nad obdelano sliko uporabi izbrana metoda za ekstrakcijo
znacˇilk, katere naloga je, da iz slike zajame najbolj razpoznavne lastnosti
obraza za namen cˇim ucˇinkovitejˇse klasifikacije. Rezultat tega koraka je t.i.
vektor znacˇilk, ki je unikaten za vsak obraz. Metode se v literaturi [72]
v glavnem delijo na globalne in lokalne, najbolj znani predstavnici vsake
druzˇine pa sta Eigenfaces [61] ter Lokalni binarni vzorci (ang. Local Binary
Patterns - LBP) [2].
Zmanjˇsanje dimenzionalnosti
Da bi bili pridobljeni vektorji znacˇilk kar se da diskriminantni, se v nasle-
dnjem koraku uporabi dolocˇena metoda s podrocˇja strojnega ucˇenja. Ome-
njena metoda zmanjˇsa dimenzionalnost vektorjev tako, da ohrani le n sˇtevilo
najbolj diskriminantnih znacˇilk. Najbolj znani metodi, ki opravljato opisano
nalogo, sta Metoda glavnih komponent (ang. Principal Component Analysis
- PCA) [19] ter Analiza linearne diskriminante (ang. Linear Discriminant
Analysis - LDA) [56].
Klasifikacija
Pri sistemih za prepoznavanje obrazov razpolagamo z dvema vrstama obra-
znih slik: slike znanih oseb oz. oznacˇene ali referencˇne slike ter slike neznanih
oseb. V zadnjem koraku se torej neznanemu obrazu dodeli identiteta, ki pa
se podeli glede na njegovo stopnjo podobnosti z vsemi referencˇnimi, predho-
dno shranjenimi obrazi, ki so bili pridobljeni po istem postopku. V literaturi
sta najvecˇkrat omenjeni resˇitvi Metoda podpornih vektorjev (ang. Support
Vector Machine - SVM) [22] ter metoda k-najblizˇjih sosedov (ang. k-Nearest
Neighbor - KNN) [40].
Zgoraj so opisani koraki procesa obrazne identifikacije, sistemi za obrazno
prepoznavanje pa znajo opravljati sˇe eno nalogo in sicer obrazno verifikacijo.
Slednja se razlikuje v tem, da ima neznana oseba pri vstopu v sistem zˇe
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dodeljeno domnevno identiteto, ki se nato v koraku klasifikacije preverja s
samo enim znanim obrazom. Delo, predstavljeno v tej tezi, se nanasˇa samo na
obrazno identifikacijo, a bomo ohranili poimenovanje prepoznavanje obrazov.
Posebno opombo si zasluzˇi sˇe opis prvega koraka, kjer smo do sedaj pred-
videvali, da v sistem vselej posreduje 2D sliko. Sistem je lahko namrecˇ prire-
jen tudi za video posnetke, sekvence slik ter 3D slike, primere katerih lahko
opazujemo na sliki 1.4, a v tem delu smo se osredotocˇili le na 2D slike zaradi
sledecˇih razlogov:
• Tudi pri video in slikovnih sekvencah je elementarna podatkovna enota,
ki se v danem trenutku procesira, sˇe vedno 2D slika.
• Delo s 3D slikami zahteva naprednejˇsa orodja ter veliko vecˇjo racˇunsko
mocˇ kakor delo z 2D slikami, s cˇimer pa pri nasˇem delu zˇal nismo
razpolagali.
• Nasˇe delo se posvecˇa predvsem prepoznavanju obrazov pri nenadzoro-
vanih pogojih. To je, ko sistem razpolaga le z delnim sodelovanjem
zadevne osebe. Pri taksˇnih pogojih je 3D rekonstrukcija obraza zelo
otezˇena.
Cˇe torej povzamemo delovanje sistemov za prepoznavanje obrazov, je resˇitev
na videz zelo enostavna: ko sistemu predstavimo sliko neznane osebe, bo
sliko obdelal, izlusˇcˇil najbolj prepoznavne znacˇilnosti ter jih primerjal s ti-
stimi od slik znanih oseb. Tako bo identiteta najbolj podobne znane osebe
postala identiteta neznane osebe. Opisan princip je zelo podoben cˇlovesˇkemu
mehanizmu za prepoznavo: ko vidimo obraz, bomo zajeli njegove najbolj pre-
poznavne znacˇilnosti kot so ocˇi, usta, nos, usˇesa, oblika obraza in barva kozˇe
ter v svojem spominu poiskali ime osebe, ki opisu najbolj ustreza. Kot taki
so se sistemi za prepoznavanje obrazov razsˇirili na sˇtevilna podrocˇja, ki so
opisana v naslednjem poglavju.
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(a) (b)
(c)
Slika 1.4: (a) 2D slika (b) 3D slika (c) Sekvenca slik
1.3.1 Uporaba
Sistemi za prepoznavanje obrazov se po ucˇinkovitosti zˇe postavljajo ob bok
sistemom za prepoznavanje na podlagi drugih biometricˇnih lastnosti. A za
razliko od slednjih, ki zahtevajo popolno sodelovanje osebe preko fizicˇnega
kontakta ali pozornosti, kot to pocˇnejo sistemi za prepoznavanje na podlagi
ocˇesne sˇarenice ali prstnega odtisa, lahko sistemi za prepoznavanje obrazov
pridobijo sliko osebe brez njihovega sodelovanja. Kar naredi prepoznavanje
obrazov sˇe bolj zanimivo je dejstvo, da vsebujejo slike obrazov sˇe veliko dru-
gih uporabnih informacij kot so spol, izraz, starost, etnicˇnost in smer pogleda.
Napredek na podrocˇju digitalnih fotoaparatov in kamer ter pojav socialnih
omrezˇji in storitev za izmenjavo slik sta sˇe dodatno pospesˇila razvoj na po-
drocˇju prepoznavanja obrazov. Ne cˇudi torej dejstvo, da so se v zadnjih dveh
desetletjih razvili sˇtevilni nacˇini uporabe tehnologije prepoznavanja obrazov,
ki jih lahko v grobem razdelimo na sˇtiri razlicˇna podrocˇja in sicer na nadzor
dostopa, varnost, preiskavo baz obrazov ter ciljno oglasˇevanje [39]. Sledi opis
nasˇtetih podrocˇij.
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Nadzor dostopa
Sistemi za prepoznavanje obrazov identificirajo osebe glede na slike njiho-
vih obrazov. Za razliko od obicˇajnih sistemov za avtorizacijo, kot je na
primer preverjanje kljucˇa ali digitalne kartice, so ti sistemi zmozˇni ugotoviti
prisotnost dejanske osebe. Taksˇni sistemi so obicˇajno zelo ucˇinkoviti, saj vse-
bujejo relativno majhne mnozˇice znanih obrazov, zato je sistemu med njimi
enostavno razlikovati. Primer taksˇnega sistema je odklepanje racˇunalnika ob
prisotnosti avtorizirane osebe.
Varnost
Danes je varnost na javnih mestih bolj pomembna kot kdajkoli prej, posledica
cˇesar je razvoj sˇtevilnih varnostnih sistemov, ki se posluzˇujejo tehnologije pre-
poznavanja obrazov. Taksˇen primer je resˇitev na letaliˇscˇu Fresno Yosemite
International (FYI) v Kaliforniji, kjer so oktobra 2001 implementirali sistem,
ki pri prehodu osebe skozi varnostno kontrolo opozori letaliˇsko osebje v pri-
meru, da je posameznik podoben znanemu teroristu ali kriminalcu. Primer
varnostnega posnetka iz letaliˇscˇa lahko opazujemo na sliki 1.5.
Slika 1.5: Slika osumljencev teroristicˇnega napada na bruseljskem letaliˇscˇu
22. marca 2016, kot jo je posnela varnostna kamera [12].
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Preiskava baz obrazov
Sem priˇstevamo iskanje posameznikov v bazah registriranih voznikov, izgi-
nulih otrok, imigrantov, policijskih kartotek itd.
Ciljno oglasˇevanje
Sistemi za ciljno oglasˇevanje prilagajajo oglase glede na dolocˇeno lastnost
osebe. Primer taksˇnega sistema so implementirali na avtobusnih postajah
v Zdruzˇenem Kraljestvu leta 2012 v okviru kampanje ”Because I’m a Girl”.
Sistem je bil zmozˇen razlikovati med spoloma ter ustrezno prilagajati oglas,
cˇigar namen je bil ozavesˇcˇati prebivalstvo o enakopravnosti med spoloma.
Leta 2013 je bila v Laboratoriju za racˇunalniˇski vid tudi na Fakulteti za
racˇunalniˇstvo in informatiko v Ljubljani opravljena sˇtudija, kjer se je na
podlagi obrazov preizkovala demografika strank trgovine z oblekami [45]. S
taksˇnimi informacijami je mocˇ v skoraj realnem cˇasu prilagajati vsebino v
izlozˇbi ustrezno s spreminjanjem demografike strank tekom dneva.
Zgoraj opisani sistemi se danes zˇe priblizˇujejo 100% ucˇinkovitosti [34, 9], a
le, ko oseba z njimi vsaj delno sodeluje. V nasprotnem primeru ucˇinkovitost
drasticˇno pade [9]. Zakaj je temu tako, bo razlozˇeno v naslednjem razdelku.
1.3.2 Problematika
Vecˇina danes uporabljenih sistemov za prepoznavanje obrazov zahteva od
osebe vsaj delno sodelovanje. Primer taksˇnega sodelovanja je npr. vzpore-
dno poravnanje obraza s kamero na racˇunalniku za namen odklepanja. A
cˇe bi zˇeleli isti sistem odklepanja na podlagi obraza prenesti iz osebnega
racˇunalnika sˇe na vhodna vrata stanovanja, se stvari zakomplicirajo. Ka-
mera bi namrecˇ bila postavljena dlje od obraza, kar bi se poznalo pred-
vsem na locˇljivosti, pa tudi na polozˇaju in rotaciji obraza. Prav tako bi na
ucˇinkovitost vplivalo vreme, ki bi skozi okno ob razlicˇnih dneh razlicˇno osve-
tlilo vasˇ obraz. Isti vpliv se seveda pozna tudi pri odklepanju racˇunalnika,
a pride pri vratih zaradi manjˇse locˇljivosti do vecˇjega izraza. Zagotovo bi
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se tudi kdaj vracˇali s prijatelji, kar bi sistem sˇe dodatno zmedlo. Priˇsel pa
bi tudi dan, ko bi bili resnicˇno nepripravljeni sodelovati s kamero na oboku
vrat, pa naj bo to zaradi tega, ker ste se spomnili, da ste pustili prizˇgano
pecˇico, ali pa vas le mucˇi potreba. Cˇe vemo, da bi vas tak sistem zagotovo
kdaj pustil na cedilu, si predstavljajte, kaksˇne preglavice bi sˇele imel sistem,
ki bi poiskusˇal identificirati vlomilca, ki s prestrasˇenim izrazom tecˇe cˇez Tro-
mostovje, najblizˇja kamera pa bi se nahajala pri spomeniku dr. Franceta
Presˇerna.
Zgoraj so navedene le nekatere izmed tezˇav, na katere naletijo sistemi
za prepoznavanje obrazov pri nenadzorovanih pogojih. Spodaj so, tokrat
bolj strokovno, opisani najbolj pogosti izzivi, s katerimi se soocˇa podrocˇje
prepoznavanja obrazov ob delovanju pri nenadzorovanih pogojih [10], mocˇ
pa jih je opazovati tudi na sliki 1.6.
• Spremenljiva poza: slike obrazov so zelo spremenljive glede na kot,
pod katerim so zajete. Cˇe je kot glede na prednji del obraza vecˇji od
45◦, ucˇinkovitost sistema drasticˇno pade. To je posledica dejstva, da
so obrazi poznanih oseb skoraj vedno slikani frontalno ter, da frontalne
slike vsebujejo veliko vecˇ informacij o obrazu kakor slike iz profila ali
pol-profila.
• Spremenljiva osvetlitev: pridobljene slike lahko izkazujejo velike
razlike pri osvetlitvi glede na slike poznanih obrazov, ki so ponavadi
pridobljene pri enakomerni osvetlitvi. Vpliv se pozna zlasti pri slikah
nizˇje locˇljivosti.
• Obrazni izrazi: spremembe v izrazu glede na slike poznanih oseb
lahko povzrocˇijo deformacijo kljucˇnih obraznih lastnosti kot so ocˇi,
obrvi, usta in nos ter s tem vplivajo na ucˇinkovitost sistema.
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• Nizka locˇljivost: omenjena tezˇava je najbolj ocˇitna pri nadzornih
kamerah, ki so primarno zasnovane za nadzor vecˇjega obmocˇja iz ene
lokacije. Zavoljo vecˇje pokritosti, manjˇse velikosti posnetkov ter ope-
racijskih strosˇkov je locˇljivost slik zmanjˇsana. Posledica tega je manjˇsa
izrazitost obraznih znacˇilnosti, kar vodi v manjˇso ucˇinkovitost sistemov.
• Staranje: poleg tega, da se s cˇasom spreminjajo obrazne lastnosti kot
so lasje, brada in polt, se spreminja tudi struktura obraza. Slednje
seveda velja le za dolgorocˇno staranje in se najbolj ocˇitno spreminja v
prvi cˇetrtini zˇivljenja.
• Prekrivanje in preobrazba: sem priˇstevamo dodatke, ki niso in-
trinzicˇni obrazu. Primeri taksˇnih dodatkov so pokrivala, ocˇala, sˇali
in licˇila. Omenjeni dodatki zelo vplivajo na ucˇinkovitost sistema ter
predstavljajo enega najtezˇjih izzivov pri napredku sistemov za prepo-
znavanje obrazov.
• Infrardecˇe slike: omenjen nacˇin uporabljajo predvsem nadzorne ka-
mere pri snemanju ponocˇi. Poleg tega, da je njihova osvetlitev zelo
drugacˇna tisti na slikah poznanih obrazov, vpliva na infrardecˇe slike sˇe
temperatura okolja.
Cˇe bi se zgoraj opisani problemi pri nenadzorovanih pogojih pojavljali po-
samezno, bi jih bilo veliko lazˇje resˇevati, kakor pa je to primer v resnicˇnem
scenariju. Skupaj namrecˇ zelo popacˇijo podobo posameznika na sliki, posle-
dica cˇesar je, da jih tezˇko prepoznajo tudi ljudje. In cˇe to ni dovolj, je tu
sˇe problem zelo velikih sistemov. Taksˇni sistemi lahko vsebujejo tudi
po vecˇ sto miljonov slik poznanih oseb, kakor je primer pri bazah obrazev
prebivalcev vecˇjih drzˇav. Omenjen problem je tezˇko resˇiti zˇe, cˇe sistemu pred-
stavimo kvalitetno sliko obraza, v nasprotnem primeru pa skoraj nemogocˇe.
Na vprasˇanje, kako narediti tak sistem prepoznavanja obrazov ucˇinkovit, je
zelo tezˇko odgovoriti.
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(a) Poza (b) Osvetlitev (c) Izraz
(d) Locˇljivost (e) Staranje
(f) Prekrivanje (g) IR slike
Slika 1.6: Problemi, s katerimi se soocˇajo sistemi za prepoznavanje obrazov
ob delovanju pri nenadzorovanih pogojih [10].
1.4 Prispevki dela
V okviru tega dela smo se lotili resˇevanja zgoraj opisanih problemov. To smo
naredili z implementacijo sistema za prepoznavanje obrazov pri uposˇtevanju
najboljˇsih priporocˇil iz literature s poudarkom na prepoznavanju pri nenad-
zorovanih pogojih. Prispevki dela so torej sledecˇi:
• Opisi metod za normalizacijo obrazov (svetlobna izravnava, frontaliza-
cija), ekstracijo znacˇilk, zmanjˇsanje dimenzionalnosti vektorjev znacˇilk
ter klasifikacijo glede na najnovejˇsa priporocˇila iz literature.
• Analiza ucˇinka razlicˇnih resˇitev iz zgoraj omenjenih korakov na re-
zultate prepoznavanja obrazov pri testiranju na bazah FERET [43],
SCface [19] in ChokePoint [64].
• Obsezˇen opis rezultatov na bazah SCface in ChokePoint, ki sta, za
razliko od baze FERET zelo slabo raziskani.
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1.5 Struktura magistrskega dela
V nadaljevanju bomo najprej predstavili baze obrazov, na katerih smo nasˇo
resˇitev testirali. V tretjem poglavju bo sledil kratek pregled literature z opi-
som metod, ki smo jih uporabili pri implementaciji sistema. V cˇetrtem po-
glavju bomo opisali analizo rezultatov testiranja ter delo zakljucˇili z idejami
za nadaljno raziskavo ter sklepnimi mislimi.
Poglavje 2
Baze obrazov
V tem poglavju bomo opisali baze obrazov, ki smo jih uporabili pri testiranju
nasˇe resˇitve. Omenjene baze so FERET [43], SCface [19] ter ChokePoint [64],
njihovi opisi pa si sledijo v istem zaporedju.
2.1 FERET
Do nastanka baze obrazov FERET ni bilo mozˇno natancˇno oceniti ali pri-
merjati algoritmov za prepoznavanje obrazov. Sˇtevilni raziskovalci so za pro-
bleme, ki so jih preiskovali, sami ustvarjali baze obrazov, ki pa so bile majhne
in nekonsistentne. Zato sta se dr. Wechsler in dr. Phillips iz Univerze George
Mason v ZDA odlocˇila, da bosta ustvarila obsezˇno bazo obrazov neodvisno od
razvijalcev algoritmov. Rezultat je bila baza FERET (Face Recognition Te-
chnology), ki se je na podrocˇju prepoznavanja obrazov uveljavila kot najbolj
vplivna in najvecˇkrat citirana baza obrazov. Sledi natancˇnejˇsi opis baze.
2.1.1 Pridobivanje slik
Baza FERET je nastala v 15-ih sejah med leti 1993 in 1996. Slike so nastale
v srednje nadzorovanem okolju, za ohranitev konsistencˇnosti pa se je pri fo-
tografskih sejah venomer uporabljala ista konfiguracija. Baza vsebuje obraze
1,196-ih posameznikov, med katerimi sta za nekatere minili vecˇ kot dve leti
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med prvim in zadnjim fotografiranjem. Omenjen cˇasovni zamik je zelo po-
memben za raziskovalce, saj jim je prvicˇ omogocˇil raziskovanje dolgorocˇnih
sprememb na videzu posameznikov [43].
2.1.2 Struktura baze in lastnosti slik
Baza vsebuje 14,051 cˇrno-belih slik velikosti 256× 384 pikslov. Na slikah so
obrazi s pogledi, ki segajo od frontalnih do levih in desnih profilov. Skozi leta
so se v okviru razlicˇnih raziskav oblikovale sˇtevilne testne mnozˇice, a najbolj
se je obdrzˇala razdelitev od Phillips et al. [43]. Pri omenjeni razdelitvi
obstaja pet mnozˇic s poimenovanji Fa, Fb, Fc, Dup 1 ter Dup 2. Mnozˇica
Fa sluzˇi kot zbirka poznanih oz. referencˇnih obrazov med tem, ko so ostale
namenjene prepoznavanju. V Mnozˇici Fb so slike na katerih posamezniki
glede na mnozˇico Fa izkazujejo najvecˇje razlike pri obraznem izrazu, mnozˇica
Fc pa vsebuje slike z najvecˇjimi razlikami pri osvetlitvi. Mnozˇica Dup 1
vsebuje slike, ki so bile narejene od ene minute pa do 1031 dni za tistimi
v mnozˇici Fa, v mnozˇici Dup 2 pa so vsebovani najtezˇji primeri iz mnozˇice
Dup 1. Tabela 2.1 vsebuje informacije o sˇtevilu vsebovanih slik ter namenu
testiranja posamezne mnozˇice, na sliki 2.1 pa lahko opazujemo primere iz
vsake izmed mnozˇic9
Tabela 2.1: Osnovne informacije o bazi FERET [43].
Mnozˇica Sˇtevilo slik Namen testiranja
Fa 1,196 Znani obrazi
Fb 1,195 Izraz na obrazu
Fc 194 Osvetlitev obraza
Dup 1 722 Staranje oseb
Dup 2 234 Staranje oseb
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(a) Fa
(b) Fb (c) Fc (d) Dup 1 (e) Dup 2
Slika 2.1: Primeri slik iz baze FERET
2.2 SCface
V zadnjih dveh desetletjih so nastale sˇtevilne baze obrazov za namen te-
stiranja tehnologije prepoznavanja obrazov, zˇal pa nobena raziskovalcem ni
omogocˇala preverjanja resˇitev pri nenadzorovanih pogojih kot so spremen-
ljiva poza, osvetlitev ter locˇljivost slike. Dodatno so bile slike pridobljene le
z eno napravo, ki je bila obicˇajno boljˇsa od enostavnih, komercialno dosto-
pnih naprav, ki se v resnicˇnem svetu uporabljajo pri video nadzoru. Zgoraj
navedena dejstva so predstavljala glavno motivacijo za nastanek baze obra-
zov SCface (Surveillance Cameras Face Database), za kar so zasluzˇni Grgic´
et. al [19] z Univerze v Zagrebu.
Baza obrazov SCface vsebuje 4,160 slik 130-ih razlicˇnih oseb. Slike so
bile narejene iz treh razlicˇnih razdalj in z uporabo petih razlicˇno kakovostnih
kamer, ki so namenjene video nadzoru. Baza vsebuje tudi slike, narejene pri
delovanju v infrardecˇem nocˇnem nacˇinu, cˇesar sta bile sposobne dve izmed
kamer. Sledi natancˇnejˇsi opis baze.
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2.2.1 Pridobivanje slik
Baza SCface je bila ustvarjena predvsem z namenom testiranja nad slikami,
ki so bile pridobljene pri pogojih, kot jih srecˇamo v resnicˇnem svetu. V taki
situaciji si je mocˇ predstavljati scenarij, kjer je posameznika potrebno iden-
tificirati s primerjanjem visoko kvalitetne frontalne slike z nizko kvalitetno
sliko iz nadzorne kamere. Za simulacijo opisanega scenarija baza SCface za
vsakega posameznika vsebuje visoko kvalitetno frontalno sliko, tako v nava-
dnem kakor v nocˇnem nacˇinu, preostale slike pa so narejene s petimi manj
kvalitetnimi kamerami, prav tako v obeh nacˇinih. Edini vir svetlobe je bila
svetloba iz stranskega okna.
Med pridobivanjem slik so se osebe morale sprehoditi po ravni cˇrti, ki je
vodila proti kameram, ki so se nahajale na viˇsini 2,25 m, vmes pa se ustaviti
na treh razlicˇnih razdaljah do kamer, natancˇneje pri 4,2 m, 2,6 m ter 1 m in
pocˇakati, da so jih kamere posnele. Opisan protokol je prikazan na sliki 2.2.
Po koncˇanem pridobivanju slik so avtorji slike obrezali tako, da je na njih
vidno le podrocˇje obraza, ki zakriva priblizˇno 80% celotne slike. Z namensko
programsko opremo so tudi proizvedli dokument, ki za vsako sliko vsebuje
koordinate ocˇi, nosa in ust.
Slika 2.2: Razdalje, pri katerih so bile slikane osebe iz baze SCface [19].
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2.2.2 Struktura baze in lastnosti slik
Bazo SCface so avtorji razdelili na pet glavnih sklopov in sicer na visoko
kvalitetne frontalne slike v navadnem nacˇinu, visoko kvalitetne slike v nocˇnem
nacˇinu, slike iz nadzornih kamer v navadnem nacˇinu, slike iz nadzornih kamer
v nocˇnem nacˇinu ter slike s strani. Slednjih pri nasˇem delu nismo uporabili,
saj so namenjene predvsem testiranju 3D tehnik in jih zato tudi ne bomo
vecˇ omenjali. Sledi podroben opis prvih sˇtirih sklopov, primere pa lahko
opazujemo na sliki 2.3.
Visoko kvalitetne frontalne slike v navadnem nacˇinu
Kot zˇe recˇeno vsebuje baza visoko kvalitetno frontalno sliko za vsakega izmed
130-ih posameznikov. Slike so velikosti 1, 600 × 1, 200 pikslov in so taksˇne
kvalitete, kakrsˇno gre pricˇakovati pri slikah v policijskih kartotekah ali pri
registraciji v varnostni sistem. Slike so oznacˇene po pravilu X frontal, kjer
X pomeni zaporedno sˇtevilko osebe.
Visoko kvalitetne frontalne slike v nocˇnem nacˇinu
V tem sklopu so visoko kvalitetne frontalne slike vseh 130-ih osebkov v
nocˇnem nacˇinu. Njihova locˇljivost je 426 × 320 pikslov, poimenovane pa
so po pravilu X cam8, kjer X pomeni zaporedno sˇtevilko osebe.
Slike iz nadzornih kamer v navadnem nacˇinu
Vsakega izmed 130 posameznikov je posnelo pet kamer pri treh razlicˇnih raz-
daljah, kar pomeni, da ta sklop vsebuje 15 slik za vsakega posameznika. Kot
je razvidno iz slike 2.3, se slike bistveno razlikujejo po kvaliteti in locˇljivosti.
Slike so oznacˇene po pravilu X camY Z, kjer X pomeni zaporedno sˇtevilko
osebe, Y pomeni zaporedno sˇtevilko kamere, Z pa nakazuje razdaljo, pri ka-
teri je bila oseba slikana. Slike pri razdalji 1 so locˇljivosti 100×75 pikslov, pri
razdalji 2 144×108 pikslov, pri razdalji 3 pa 224×168 pikslov. Za informacije
o razdaljah glej sliko 2.2.
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Slike iz nadzornih kamer v nocˇnem nacˇinu
Dve izmed kamer iz prejˇsnjega sklopa sta bili zmozˇni snemanja v nocˇnem
nacˇinu, kar pomeni, da za vsakega posameznika obstaja sˇe sˇest infrardecˇih
slik (dve kameri, tri razdalje). Kar zadeva locˇljivost, so slike popolnoma
enake slikam iz prejˇsnjega sklopa. Razlika je v poimenovanju, kjer se za
poimenovanje kamer tu uporablja cam6 ter cam7.
Slika 2.3: Poln nabor slik iz baze SCface za eno osebo [19].
Cˇe torej povzamemo, zakaj je baza obrazov SCface tako zanimiva za aka-
demsko skupnost na podrocˇju prepoznavanja obrazov, so razlogi sledecˇi:
• Uporaba vecˇih kamer z razlicˇno locˇljivostjo in kvaliteto.
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• Slike so bile narejene pri nenadzorovanih osvetlitvenih pogojih.
• Slike so bile narejene pri razlicˇnih razdaljah.
• Kamere so bile med pridobivanjem slik postavljene rahlo nad osebe,
kar naredi prepoznavanje obrazov sˇe bolj zahtevno. Poleg tega osebe
niso gledale v fiksno tocˇko.
• Baza vsebuje slike 130-ih oseb, kar pomeni, da je verjetnost pravilne
prepoznave po nakljucˇju le 0.8%.
2.3 ChokePoint
Baza obrazov ChokePoint je delo Wong et al. [64] in je namenjena testiranju
video-to-video algoritmov za prepoznavanje obrazov. To pomeni, da so tako
znani kot neznani obrazi predstavljeni z video sekvenco. Pri tem se baza raz-
likuje od baz SCface in FERET, ki sta namenjeni testiranju image-to-image
algoritmov. Bazo sestavlja 48 video sekvenc, ki vsebujejo kar 64,204 slik obra-
zov, vseeno pa je na slikah le 30 razlicˇnih oseb, kar je velika pomanjkljivost
baze.
2.3.1 Pridobivanje slik
Pri en mesec trajajocˇem nastanku baze so bile uporabljene tri kamere, ki
so bile postavljene nad oboki vrat, katera predstavljajo naravna ozka grla
(ang. chokepoint) pri premikanju pesˇcev. Ko so se osebe na naraven nacˇin
sprehodile skozi vrata, so bile posnete tako, da je vsaj ena izmed kamer obraz
zajela frontalno oz. skoraj frontalno. Opisana postavitev kamer, naravna
hoja oseb ter naravna osvetlitev so okoliˇscˇine, ki so zelo podobne tistim na
javnih mestih, zaradi cˇesar je baza ChokePoint zelo primerna za raziskave
na podrocˇju prepoznavanja obrazov pri nenadzorovanih pogojih. Postavitve
snemanja ter primere posnetkov omenjene postavitve lahko opazujemo na
sliki 2.4.
20 Dusˇan Kalanj
(a) Postavitev (b) Kamera 1
(c) Kamera 2 (d) Kamera 3
Slika 2.4: Postavitev snemanja in primeri posnetkov v bazi ChokePoint [64].
.
2.3.2 Struktura baze in lastnosti slik
Pri nastajanju baze se je 30 oseb vecˇkrat sprehodilo skozi dvoje vrat v obe
smeri, kjer so jih posnele tri kamere. Rezultat snemanja je 48 sekvenc,
ki vsebujejo do 70 slik vsakega posameznika in so poimenovane po pravilu
pWX sY cZ, kjer W pomeni sˇtevilko vrat (1 ali 2), X sporocˇa smer sprehoda
(E za prihod ter L za odhod), Y ponazarja sˇtevilko sekvence, Z pa podaja
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informacijo o kameri (1, 2 ali 3). Primer sekvence je npr. p1E s2 c3, kar
pomeni, da so osebe drugicˇ (s2) prihajale skozi prva vrata (p1E), pri tem pa
jih je posnela kamera sˇtevilka tri (c3). Vse kamere so snemale pri hitrosti
osvezˇevanja 30 slicˇic na sekundo, slicˇice pa imajo locˇljivost 800×600 pikslov.
Primere posnetkov iz razlicˇnih snemalnih postavitev lahko opazujemo na sliki
2.5.
(a) P1E - Kamera 1 (b) P1L - Kamera 1
(c) P2E - Kamera 2 (d) P2L - Kamera 2
Slika 2.5: Primeri posnetkov iz razlicˇnih snemalnih postavitev v bazi
ChokePoint [64].
.
Kot zˇe omenjeno je baza ChokePoint namenjena testiranju video-to-video
resˇitvam za prepoznavanje obrazov, nasˇ sistem pa deluje po principu image-
to-image. To pomeni, da v koraku klasifikacije primerja eno sliko neznanega
obraza s slikami znanih obrazov, pri cˇemer vsakemu znanemu obrazu pripada
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le ena slika. Bazo smo za nasˇ primer prilagodili tako, da smo za vsako osebo
v dani sekvenci izracˇunali povprecˇen obraz. Rezultat povprecˇenja lahko opa-
zujemo na sliki 2.6.
(a) Primeri sˇtirih slik iste osebe v dani sekvenci, ki sicer vsebuje 58 slik.
(b) Povprecˇen obraz osebe v dani sekvenci
Slika 2.6: Da smo bazo ChokePoint prilagodili nasˇemu sistemu, ki deluje
po principu image-to-image, smo izracˇunali povprecˇen obraz posameznikov
v vsaki sekvenci.
Poglavje 3
Metode prepoznavanja obrazov
V tem poglavju se bomo sprehodili skozi korake procesa prepoznavanja obra-
zov, ki so vidni na sliki 1.3 in pri tem za vsak korak opisali trenutno stanje v
literaturi. Pri vsakem koraku bomo tudi podrobneje opisali metode, ki smo
jih uporabili v nasˇi resˇitvi.
3.1 Detekcija obrazov
Za biometricˇne sisteme, ki kot vhod uporabljajo slike obrazov, pridobljene
brez sodelovanja subjektov, je detekcija obraza kljucˇnega pomena. Problem
detekcije obrazov je zahteven saj mora sistem najti podrocˇje slike, ki vse-
buje le obraz in to ob uposˇtevanju vseh variacij pri osvetlitvi, obraznih
znacˇilnostih, prekrivanju, itd. Nadalje mora delovati na obrazih, ki se poja-
vljajo na razlicˇnih razdaljah od kamere, v razlicˇnih pozah ter pri razlicˇnih
rotacijah. Kljub temu je bil napredek na tem podrocˇju v zadnjem desetletju
ogromen in mnogi sistemi so demonstrirali impresivno delovanje v realnem
cˇasu [70].
Vecˇina resˇitev za detekcijo obrazov izvrsˇi nalogo z ekstrakcijo dolocˇenih
znacˇilnosti iz mnozˇice ucˇnih slik, ki vsebujejo obraze pri stalni oz. fiksni
pozi [70]. Najpogosteje so to frontalne slike obrazov. Ko modul za detekcijo
obrazov nato prejme sliko, na kateri mora zaznati obraz, to sliko preiˇscˇe na
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vseh lokacijah in povecˇavah ter na podlagi predhodno pridobljenih lastnosti
zazna obraz. Po opisanem protokolu delujejo najnovejˇse resˇitve, o katerih so
porocˇali v delih Viola in Jones [62], Rowley et al. [46], Sung in Poggio [53],
Schneiderman in Kanade [50] ter Yang et al. [71]. Na sliki 3.1 je ponazorjena
uspesˇna detekcija obraza z metodo ERT [24].
Slika 3.1: Uspesˇna detekcija obraza z metodo ERT [24].
Uporabljena metoda
Pri nasˇem delu detekciji obraza nismo posvecˇali posebne pozornosti saj je
bila ta naloga za nas zˇe resˇena. Vse uporabljene baze obrazov so namrecˇ vse-
bovale slike, ki prikazujejo le obraz osebe. Poleg tega so bile zraven prilozˇene
sˇe datoteke, ki so vsebovale koordinate ocˇi, nosu ter ust, kar je omogocˇilo
ucˇinkovito obrezovanje obrazov. Seveda je postopek rocˇnega dolocˇanja obra-
znih znacˇilk zamuden ter je zanj potrebna cˇlovesˇka interakcija, zato bo po-
trebno sistem, ki je opisan v tej tezi, za uporabo na javnih mestih nadgraditi
sˇe z modulom za avtomatsko detekcijo obrazov.
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3.2 Normalizacija
Ljudje imamo sposobnost prepoznati obraz ne glede na njegovo pozo, osve-
tlitev in izraz. Racˇunalniki te zmozˇnosti ne posedujejo, zato jim je potrebno
pri tem pomagati s predhodno obdelavo oz. normalizacijo slik. Pri tem pro-
cesu se na sliki minimizira vpliv lastnosti, ki niso del obraza ter s katerimi se
oseba ne identificira. Pri omenjenih lastnostih imamo v mislih predvsem zgo-
raj nasˇtete pozo, osvetlitev ter izraz. Proces normalizacije je tradicionalno
sestavljen iz rotacije, skaliranja, obrezovanja ter svetlobne izravnave slik [19]
in ga lahko opazujemo na sliki 3.2, v zadnjih letih pa se v literaturi vse pogo-
steje pojavlja tudi frontalizacija [21, 18]. V nasˇi resˇitvi smo na bazi SCface
rezultate izboljˇsali, cˇe smo dodali sˇe korak glajenja robov s konvolucijsko
matriko. V tem razdelku bomo na hitro opisali trenutno stanje v literaturi
na podrocˇju normalizacije slik obrazov ter metode, ki smo jih uporabili v
nasˇi resˇitvi.
Slika 3.2: Proces normalizacije v nasˇi resˇitvi.
3.2.1 Rotacija
Korak rotacije je namenjen poravnavi obraza glede na izbrane znacˇilke. Naj-
pogosteje se rotacija izvaja glede na ocˇi in sicer tako, da sta po koncˇani
rotaciji ocˇesi na isti vodoravnici. Rotacija obraza je torej zelo trivialen pro-
ces, ki se ne razlikuje glede na razlicˇne metode normalizacije v literaturi in
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sestoji iz “oblazinjenja” matrike slike z nicˇelnimi vrednostmi, translacije ter
matricˇnega mnozˇenja [31]. Rezultat po rotacije lahko opazujemo na sliki 3.2
pod tocˇko (b).
Uporabljena metoda
Pri nasˇi resˇitvi smo obraze rotirali okoli levega ocˇesa, kar sestoji iz sledecˇih
podoperacij:
• Obdajanje matrike I z nicˇlami za namen ohranitve originalnih dimenzij
po rotaciji. Tukaj in v naslednjih podprocesih je I matrika, ki vsebuje
sivinske vrednosti vseh pikslov na sliki.
• Translacije matrike I tako, da je levo oko v srediˇscˇu slike.
• Matricˇnega mnozˇenja, ki predstavlja dejansko rotacijo. Pri tem ko-
raku je prvotno potrebno izracˇunati rotacijsko matriko, kar poteka po
formuli 3.1 [31]:
Mrotate =
[
cos(α) −sin(α)
sin(α) cos(α)
]
(3.1)
kjer se kot rotiranja α, cˇe imata levo in desno oko koordinate (x1, y1)
ter (x2, y2), izracˇuna po enacˇbi 3.2 [31]:
α = atan(
y2 − y1
x2 − x1 ) ·
180
pi
(3.2)
Operacija rotacije se za vsak piksel I(x, y) na polozˇaju (x, y) nato izvede
z matricˇnim mnozˇenjem po pravilu 3.3 [31]:
Ir(x, y)− [xc yc] = [(x− xc)(y − yc)] ·Mrotate (3.3)
kjer koordinati (xc, yc) oznacˇujeta srediˇscˇe slike (levo oko), Ir(x, y) pa
predstavlja koordinate I(x, y) v novi, rotirani sliki.
• Translacije matrike tako, da je levo oko na prvotnih koordinatah.
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3.2.2 Frontalizacija
Eden najvecˇjih problemov, s katerimi se soocˇajo sistemi za prepoznavanje
obrazov ob delovanju pri nenadzorovanih pogojih je polozˇaj obraza. Zelo
redko se namrecˇ zgodi, da se na javnem mestu oseba zazre naravnost v ka-
mero. Najpogosteje kamera osebo posname od zgoraj ter od strani. Da bi
omenjene okoliˇscˇine cˇim manj vplivale na ucˇinkovitost sistemov za prepozna-
vanje obrazov, so se v zadnjih letih pojavile resˇitve za frontalizacijo obraza.
Frontalizacija je proces sintetiziranja frontalne slike obraza, zajetega pri
nenadzorovanih pogojih [21]. V preteklosti so resˇitve za frontalizacijo po-
iskusˇale izracˇunati 3D model obraza za vsako obrazno sliko [54, 15, 20], a
taksˇne metode imajo sˇtevilne slabosti [21]. Kot prvo potrebujejo kvalite-
tne ter skoraj frontalne slike obrazov, cˇemur je v praksi zelo tezˇko zadostiti.
Nadalje so zelo obcˇutljive na prekrivanja (npr. soncˇna ocˇala) in zahtevajo na-
tancˇno segmentacijo obraza od njegovega ozadja. Sˇe ena slabost ticˇi v visoki
odvisnosti od natancˇne lokalizacije obraznih znacˇilk (ocˇi, usta, nos), kar je
pri nenadzorovanih pogojih velik problem [54]. Posledica uporabe taksˇnega
pristopa na javnih mestih je, da za razlicˇne slike istega obraza proizvede zelo
razlicˇne rezultate [21]. Nazadnje pa so omenjene metode sˇe racˇunsko zelo
zahtevne in s tem neprimerne za uporabo pri realnem cˇasu.
Zgoraj opisane problematike so se lotili Hassner et al. [21] in priˇsli do
na videz zelo enostavne resˇitve. Njena osnova temelji na opustitvi racˇunanja
3D modelov za vsako sliko posebej in uporabi le enega, vnaprej dolocˇenega
3D modela za preslikavo obraza. S tem postopkom se izgubi zelo malo
intrinzicˇnih znacˇilnosti, najvecˇjo prednost pa predstavlja natancˇna porav-
nanost vseh obrazov kljub ekstremnim razlikam v pozi na prvotnih slikah.
Ravno slednje je tisto, kar, glede na analizo avtorjev, najbolj pripomore k iz-
boljˇsavi rezultatov pri prepoznavanju obrazov. Negativna posledica uporabe
le enega 3D modela so mozˇna popacˇenja pri obliki obraza, a so avtorji kljub
temu izboljˇsali rezultate v literaturi. To je mocˇ razlozˇiti s predpostavko, da
najbolj informativen del obraza (t.i. T-obmocˇje [35], ki pokriva sˇirsˇo povrsˇino
okoli ocˇi ter nosu) ostaja pri postopku relativno nespremenjen.
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Uporabljena metoda
V nasˇi resˇitvi smo se posluzˇili metode, opisane v prejˇsnjem odstavku. Kot zˇe
omenjeno uporablja metoda le en vnaprej pripravljen 3D model za preslikavo
obraza v frontalni pogled. Postopek preslikave lahko opazujemo na sliki
3.3, rezultate pa na sliki 3.4. Najboljˇse rezultate smo sicer dosegli brez
frontalizacije. Zakaj je temu tako, bomo obrazlozˇili v naslednjem poglavju
pri analizi testov.
Slika 3.3: Proces frontalizacije pri resˇitvi od Hassner et al. [21]: (a) Origi-
nalna slika; (b) Detekcija obraznih znacˇilk; (c) Isti detektor kakor v prejˇsnjem
koraku je uporabljen za detekcijo znacˇilk na sliki obraza referencˇnega 3D mo-
dela (d); (e) Iz 2D koordinat na originalni sliki in ustreznih 3D koordinat na
modelu se izracˇuna projekcijska matrika, ki je nato uporabljena za projek-
cijo barv na referencˇni model. (f) Slika prikazuje izracˇun obmocˇja obraza na
frontalni sliki, ki ni bilo vidno na originalni sliki. Toplejˇse barve prikazujejo
manj vidne piksle. Izgled obraza na tem obmocˇju je pridobljen z “izposojo”
barv iz druge strani obraza. (g) Koncˇni rezultat frontalizacije.
3.2.3 Skaliranje
Pri skaliranju se spreminja sˇtevilo dimenzij matrike, ki opisuje sliko. Ker se v
matlabu operacija izvede s preprostim ukazom imresize(I, resize ratio),
kjer I predstavlja vhodno sliko, resize ratio pa kolicˇnik spreminjanja, se
na tem podrocˇju v sˇirsˇi pregled literature nismo spusˇcˇali. Rezultat operacije
lahko opazujemo na sliki 3.2 pod tocˇko (c).
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(a) Slike pred frontalizacijo
(b) Slike po frontalizaciji
Slika 3.4: Primeri originalnih slik ter slik po frontalizaciji. Iz leve proti desni
si sledijo slike iz baz FERET, SCface ter ChokePoint.
Uporabljena metoda
V nasˇi resˇitvi smo slike skalirali tako, da je bila po koncˇani operaciji pri vseh
obrazih razdalja med ocˇmi enaka. O konkretnih sˇtevilkah pri razdalji bomo
govorili v naslednjem poglavju pri analizi rezultatov.
3.2.4 Obrezovanje
Obrezovanje pri koraku normalizacije pomeni odstranjevanje podrocˇja slike,
ki ne predstavlja obraza. Rezultat koraka je torej pravokotna slika, ki vsebuje
le podrocˇje obraza kakor je vidno na sliki 3.2 pri koraku (d). Tako kot
rotacija in spreminjane velikosti je tudi obrezovanje trivialna operacija in se
ne razlikuje glede na razlicˇne metode normalizacije.
Uporabljena metoda
Pri nasˇi resˇitvi smo si pomagali z datotekami, ki so bile prilozˇene k bazam
obrazov in so vsebovale koordinate ocˇi, nosu ter ust. Obraz smo obrezali glede
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na koordinati levega ocˇesa in sicer tako, da je bilo med levim robom slike in le-
vim ocˇesom left margin pikslov, med zgornjim robom slike in levim ocˇesom
pa top margin pikslov. Nasˇtete dimenzije smo izbrali na podlagi resˇitev iz li-
terature, kjer so teste izvajali na bazah FERET in SCface [32, 33, 34]. Pri tem
smo pri bazah FERET in SCface za vrednosti left margin in top margin
dolocˇili tako, da sta bila njuna delezˇa v primerjavi s sˇirino in viˇsino slike
enaka 0.29 ter 0.27. Obrezovanje smo izvedli v matlabu s preprostim ukazom
imcrop(I,[x min y min width height]), kjer I predstavlja vhodno sliko,
x min ter y min sta koordinati zgornjega levega roba obrezovalnega pravoko-
tnika, width in height pa predstavljata njegovo sˇirino in viˇsino.
3.2.5 Glajenje robov
Pri obdelavi slik se glajenje robov izvaja s konvolucijo med sliko ter ustrezno
konvolucijsko matriko. Konvolucija je proces mnozˇenja vsakega piksla v sliki
s svojimi sosednjimi piksli, ki so obtezˇeni s konvolucijsko matriko. Cˇe imamo
na primer dve matriki velikosti 3 × 3, kjer prva predstavlja del slike, druga
pa konvolucijsko matriko, se vrednost [2,2] elementa matrike po konvoluciji
izracˇuna po pravilu 3.4:
a b cd e f
g h i
 ∗
1 2 34 5 6
7 8 9
 [2, 2]
= (i ∗ 1) + (h ∗ 2) + (g ∗ 3) + (f ∗ 4) + (e ∗ 5)+
+(d ∗ 6) + (c ∗ 7) + (b ∗ 8) + (a ∗ 9).
(3.4)
Najbolj pogost primer konvolucijske matrike, ki se uporablja za glajenje, je
prikazan v razdelku 3.5:
1
9
1 1 11 1 1
1 1 1
 . (3.5)
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Uporabljena metoda
V nasˇi resˇitvi smo se glajenja posluzˇili samo pri bazi SCface, saj na ba-
zah FERET in ChokePoint operacija ni izboljˇsala rezultatov. To je verjetno
posledica tega, da so na slikah v bazi FERET robovi jasni ter nepopacˇeni,
pri bazi ChokePoint pa se robovi zgladijo s procesom povprecˇenja slik, ki
je razlozˇen pri opisu baze v razdelku 2.3. Konvolucija se v Matlabu izvede
preprosto z ukazom conv2(A, B), kjer A predstavlja sliko, B pa konvolucijsko
matriko, ki je bila v nasˇem primeru kar vrsticˇni vektor z le dvema dimenzi-
jama in sicer
[
0.5 0.5
]
.
3.2.6 Svetlobna izravnava
Namen svetlobne izravnave je odstranjevanje vpliva osvetlitve obraza. Pri
osvetlitvi obraza govorimo predvsem o intenzivnosti osvetlitve ter smeri, iz
katere prihaja. Osvetlitev je pomemben dejavnik saj lahko poda zelo razlicˇne
slike iste osebe in s tem bistveno vpliva na ucˇinkovitost sistemov za prepo-
znavanje obrazov.
Cˇeprav so se v zadnjih letih v literaturi pojavile sˇtevilne napredne metode
za svetlobno izravnavo [30, 36], v ospredju ostajajo t.i. fotometricˇne metode,
ki temeljijo na teoriji mrezˇnice (ang. Retinex theory). Ta pravi, da ima za-
znana barva objektov v naravnem okolju povezavo z odbojnostjo, ki ostaja
konstantna pri razlicˇnih osvetlitvenih pogojih [26]. Fotometricˇne resˇitve so
delezˇne velike pozornosti saj so racˇunsko ucˇinkovite ter ne potrebujejo poseb-
nih ucˇnih primerov. Najvecˇkrat uporabljene fotometricˇne resˇitve v literaturi
so [59, 5]: Retina model, metoda “Single scale retinex”, metoda “Multiscale
retinex”, metoda “Self-quotient image”, Diskretna kosinusna transformacija,
Tan & Triggs, metoda “Weberfaces”.
Poleg fotometricˇnih metod obstajajo tudi druge, ki so jih v delu Ochoa-
Villegas et al. [30] poimenovali “osvetlitvene metode” (ang. relighting).
Omenjene metode se ucˇijo iz slik znanih obrazov, kjer naj bi bila osvetlitev
nadzorovana, ter nato znane obraze osvetlijo tako, da cˇim bolje posnemajo
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osvetlitev iz slik znanih obrazov. Metode so obetavne, a so slabsˇe raziskane,
racˇunsko zahtevnejˇse, terjajo napredno opremo in potrebujejo mnozˇico ucˇnih
slik, s cˇimer niso primerne za resˇitve, ki morajo delovati v realnem cˇasu. Poleg
tega pa se danes v sistemih prepoznavanja obrazov uporablja napredne resˇitve
v koraku ekstrakcije znacˇilk, ki pa so zelo odporne na variacije pri osvetlitvi
in jih bomo opisali v razdelku 3.3.
(a) Original (b) Single scale
retinex
(c) Multi-scale
retinex
(d) Self-quotient
image
(e) Discrete cosine
transform
(f) Tan & Triggs (g) Weberfaces (h) Retina model
Slika 3.5: Primeri rezultatov fotometricˇnih metod.
Uporabljena metoda
Pri nasˇi resˇitvi smo zaradi njihove racˇunske ucˇinkovitosti razmiˇsljali le o
fotometricˇnih metodah. Pri testiranju smo pregledali knjizˇnico INFace [58],
ki vsebuje vse poprej nasˇtete metode in sˇe nekatere druge. Njihove rezultate
lahko opazujemo na sliki 3.5. Najboljˇse rezultate sta podali metodi Retina
model pri bazah FERET in ChokePoint ter navadna histogramska izravnava
pri bazi SCface.
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Retina model
Metoda Retina model temelji na teoriji mrezˇnice in sestoji iz apliciranja dveh
adaptivnih nelinearninh funkcij ter razlike Gaussovega filtra [63]. Posto-
pek s tem posnema delovanje cˇlovesˇke mrezˇnice, ki ji prepoznavanje barv ob
razlicˇnih osvetlitvenih pogojih omogocˇata dva sloja in sicer fotoreceptorska
plast ter zunanja pleksiformna plast [63]. Primere slik pred in po aplikaciji
metode Single scale retinex lahko opazujemo na sliki 3.6.
(a) Originalne slike
(b) Slike po svetlobni izravnavi z metodo Retina model
Slika 3.6: Primeri originalnih slik ter slik po aplikaciji metode Retina model.
Na levi strani so slike iz baze FERET, na desni pa slike iz baze ChokePoint.
Histogramska izravnava
Histogramska izravnava je tehnika, ki se uporablja za namen povecˇave kontra-
sta [44]. To stori tako, da ucˇinkovito razporedi najbolj pogoste intenzivnosti
na celoten histogram, kar lahko opazujemo na sliki 3.7. S tem se obmocˇjem
z nizˇjim kontrastom le ta povecˇa. Primere slik pred in po histogramski iz-
ravnavi lahko opazujemo na sliki 3.8.
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(a) Histogram originalne slike (b) Histogram slike po histogramski
izravnavi
Slika 3.7: Histogram iste slike pred in po histogramski izravnavi. Na hori-
zontalni osi so navedene intenzivnosti (od 0 do 255), na vertikalni pa sˇtevilo
njihovih pojavitev.
(a) Originalne slike
(b) Slike po histogramski izravnavi
Slika 3.8: Primeri originalnih slik ter slik po histogramski izravnavi. Vse
slike so iz baze SCface.
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Kot zˇe omenjeno, je bila histogramska izravnava uporabljena le na bazi SC-
face. Na bazi smo preizkusili vse fotometricˇne metode iz knjizˇnice INFace,
a je ta enostavna tehnika podala najboljˇse rezultate. Razlog ticˇi v tem, da
so slike v bazi SCface nizke kvalitete, zamegljene in vsebujejo malo drobnih
podrobnosti.
3.3 Extrakcija znacˇilk
Ekstrakcija znacˇilk je najbolj pomemben korak v procesu prepoznavanja
obrazov [31]. Tukaj sistem po dolocˇenem postopku spremeni slike v obliko,
v kakrsˇni se jih nato med seboj primerja v koraku klasifikacije. Najpogo-
steje je ta oblika vektor. Glede na nacˇin ekstrakcije znacˇilk je mozˇno metode
katekorizirati v dve glavni skupini [72]:
• Globalne oz. celostne ali holisticˇne metode: te metode v koraku
ekstrakcije znacˇilk proizvedejo vektor, ki vsebuje informacije o vzorcih
in lastnostih celotnega obraza. Najbolj pogosto se v literaturi omenjata
metodi Eigenfaces [61] in Fisherfaces [8].
• Lokalne metode: Za razliko od globalnih metod, ki se osredotocˇajo na
celoten obraz, te metode temeljijo na segmentaciji obraza v razlicˇne lo-
kalne znacˇilke kot so ocˇi, usta, nos itd. Vsaka slika je nato predstavljena
s t.i. vektorjem znacˇilk, pridobljenim z dolocˇenim ekstrakcijskim algo-
ritmom, ki iz omenjenih lokalnih znacˇilk izlusˇcˇi najbolj informativne
lastnosti. V literaturi so najbolj popularne metode LBP - Lokalni bi-
narni vzorci (ang. Local Binary Patterns) [2], Gaborjevi filtri [17] in
LPQ - Kvantizacija lokalnih faz (ang. Local Phase Quantization) [4].
V primerjavi z globalnimi imajo lokalne metode kljucˇno prednost [31]: so
veliko bolj ucˇinkovite pri delovanju ob nenadzorovanih pogojih. Po porocˇanju
Yan et al. [68] so lokalne metode 60% bolj uspesˇne pri spopadanju s pozami
pri rotaciji za ±40◦. Nadalje, kot so potrdili Sinha et. al [52], se izgled
nekaterih lokalnih znacˇilk ne spreminja s pozo, obraznim izrazom in svetlobno
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usmeritvijo. Dodatno so Sadr et al. [47] ugotovili, da je mocˇ z le eno lokalno
znacˇilko, kot so npr. obrvi ali ocˇi, pravilno klasificirati obraze slavnih oseb.
Zaradi opisanih prednosti lokalnih metod smo se v tem delu posvetili prav
njim. Vseeno smo resˇitev testirali tudi z eno globalno metodo, natancˇneje
Eigenfaces, da smo lahko opazovali razlike v rezultatih pri uporabi razlicˇnih
normalizacijskih tehnik. Sledi podrobnejˇsi opis uporabljenih metod.
3.3.1 Eigenfaces
Eigenfaces [61] je najbolj znana holisticˇna metoda za ekstrakcijo znacˇilk.
Metoda je osnovana na predpostavki, da je vsako sliko obraza iz dane mnozˇice
mozˇno predstaviti kot linearno kombinacijo ortogonalnih lastnih vektorjev,
izracˇunanih z Metodo glavnih komponent (PCA) na omenjeni mnozˇici [25].
Na zacˇetku je vsaka slika predstavljena z matriko sivinskih vrednosti ve-
likosti M × N , kjer je M sˇtevilo vrstic in N sˇtevilo stolpcev. Cˇe je slika
locˇljivosti 48×48, imata M in N vrednost 48. Prvi korak pri metodi Eigenfa-
ces je, da se omenjena matrika preoblikuje v stolpicˇni vektor dolzˇine M ∗N .
V naslednjem koraku se vektorju vsake slike odsˇteje povprecˇni vektor celo-
tne mnozˇice slik. S tem se od vektorjev odstrani skupne informacije, ki ne
pripomorejo k ucˇinkovitejˇsi klasifikaciji obrazov. Nato se iz mnozˇice vektor-
jev z metodo PCA izracˇuna lastne vektorje in se z njimi sestavi projekcijsko
matriko tako, da so lastni vektorji urejeni po velikosti od leve proti desni. S
to matriko se vsak originalni vektor projicira v nov vektorski prostor, kjer je
vsaka slika predstavljena z linearno kombinacijo pridobljenih lastnih vektor-
jev. Metoda se imenuje Eigenfaces, ker je lastne vektorje mocˇ rekonstruirati
in jih prikazati kot obraze, kakor je to vidno na sliki 3.9.
Metoda podaja dobre rezultate [60] pri mnozˇicah visoko kvalitetnih slik,
ki so bile pridobljene pri nadzorovanih pogojih ter ne izkazujejo sprememb, ki
so posledica staranja ali zakrivanja. V nasprotnem primeru njihova ucˇinko-
vitost drasticˇno pade. V delu Grgic´ et al. [19] so npr. dosegli le 4.7%
uspesˇnost pri uporabi opisane metode na bazi SCface.
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Slika 3.9: Postopek metode Eigenfaces [61].
3.3.2 LBP in ELBP
LBP je poleg Gaborjevih filtrov najvecˇkrat omenjena lokalna metoda v li-
teraturi, in to z dobrim razlogom: je preprosta, racˇunsko ne-zahtevna ter
odporna do sprememb pri osvetlitvi [32]. Metoda prvotno ni bila razvita za
uporabo pri prepoznavanju obrazov pacˇ pa za prepoznavanje tekstur [37].
Kot prvi so za prepoznavanje obrazov metodo uporabili Ahonen et. al [3] in
dosegli zelo obetavne rezultate. Od takrat se je metoda LBP na podrocˇju
prepoznavanja obrazov razsˇirila na uporabo pri detekciji obrazov, prepozna-
vanju obraznih izrazov, dolocˇanju starosti, dolocˇanju spola [32, 3] itd.
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Postopek ekstrakcije znacˇilk z metodo LBP [32]:
Za vsak piksel na lokaciji (xc, yc) se LBP vrednost izracˇuna s primerjavo
njegove sivinske vrednosti gc s sivinskimi vrednostmi P okoliˇskih pikslov, ki
se nahajajo na krozˇnici s polmerom R. Cˇe za ekstrakcijo znacˇilk uporabimo
metodo LBP s primerjavo osmih okoliˇskih pikslov (P = 8), ki lezˇijo na krozˇnici
s polmerom 1 (R = 1), to zapiˇsemo z oznako LBP8,1. Vizualizacijo primera
lahko opazujemo na sliki 3.10.
Slika 3.10: Vzorca LBP8,1 in LBP8,2.
LBP vrednost piksla na lokaciji (xc, yc) se izracˇuna po enacˇbi 3.6:
LBP P,R(xc, yc) =
P∑
i=1
s(gP,Ri − gc)2i−1 (3.6)
kjer je s(x) definiran po pravilu 3.7:
s(x) =
1 cˇe x ≥ 00 cˇe x < 0. (3.7)
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V prvem koraku ekstrakcije znacˇilk se torej za vsako sliko z zgoraj opisano
enacˇbo izracˇuna njena LBP predstavitev, ki jo bomo poimenovali slika LBP.
Nato se slika LBP razdeli na manjˇsa, ne-prekrivajocˇa se podpodrocˇja. V
naslednjem koraku se izracˇunajo histogrami omenjenih podpodrocˇij, ki se
zapiˇsejo kot vektorji, le ti pa se na koncu zdruzˇijo v en sam vektor, ki pred-
stavlja koncˇni rezultat. Proces lahko opazujemo na sliki 3.11.
Slika 3.11: Koraki v procesu racˇunanja LBP vektorja.
V delu Nguyen et al. [32] so ugotavljali, da imajo najbolj informativne
obrazne znacˇilke, predvsem ocˇi in usta, obliko elipse. Na podlagi tega so
poizkusili piksle primerjati ne po krozˇnici, pacˇ pa po elipsi. Dognali so,
da se rezultati izboljˇsajo, cˇe se piksli primerjajo po horizontalno lezˇecˇi elipsi.
Rezultate so sˇe dodatno izboljˇsali, ko so predstavitvi, izracˇunani po vodoravni
elipsi dodali sˇe predstavitev, izracˇunano po vertikalni elipsi. V procesu so
iznasˇli nadgradnjo metode LBP, ki so jo poimenovali Elipticˇni lokalni binarni
vzorci (ang. Eliptical Local Binary Patterns - ELBP).
Postopek ekstrakcije znacˇilk z metodo ELBP [32]:
Postopek je zelo podoben kot pri metodi LBP. Za vsak piksel na lokaciji
(xc, yc) se ELBP vrednost izracˇuna s primerjavo njegove sivinske vrednosti
gc s sivinskimi vrednostmi P okoliˇskih pikslov, ki se nahajajo na elipsi z osema
R1 in R2. Cˇe za ekstrakcijo znacˇilk uporabimo metodo ELBP s primerjavo
osmih okoliˇskih pikslov (P = 8), ki lezˇijo na elipsi z osema 1 in 2 (R1 =
1, R2 = 2), to zapiˇsemo z oznako ELBP8,1,2. Vizualizacijo primera lahko
opazujemo na sliki 3.12.
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Slika 3.12: Vzorca ELBP8,2,1 in ELBP8,1,2. Ko je R1 = R2 je ELBP isti
kot LBP; ko je R1 > R2, se primerjajo piksli na horizontalni elipsi; ko je
R1 < R2, se primerjajo piksli na vertikalni elipsi.
ELBP vrednost piksla na lokaciji (xc, yc) se izracˇuna po enacˇbi 3.8:
ELBP P,R1,R2(xc, yc) =
P∑
i=1
s(gP,R1,R2i − gc)2i−1 (3.8)
kjer je definicija s(x) enaka kot pri LBP. Postopek izracˇuna ELBP vrednosti
za en piksel je prikazan na sliki 3.13. Koordinate i-tega piksla, ki lezˇi na
elipsi se izracˇuna po enacˇbah 3.9, 3.10 in 3.11:
angle step = 2 ∗ pi/P (3.9)
xi = xc +R1 ∗ cos((i− 1) ∗ angle step)) (3.10)
yi = yc +R2 ∗ sin((i− 1) ∗ angle step)) (3.11)
Kot smo zˇe dejali, se rezultati izboljˇsajo, cˇe pri metodi izracˇunamo tako ho-
rizontalni kot vertikalni ELBP vektor, ki ju nato zdruzˇimo v en ELBP(h+v)
vektor, kakor so ga poimenovali v delu Nguyen et al. [32]. Tudi posto-
pek racˇunanja ELBP(h+v) vektorja je zelo podoben temu pri metodi LBP.
Razlika je le v tem, da se postopek racˇunanja ELBP slike opravi dvakrat;
enkrat z uporabo horizontalne, drugicˇ pa z uporabo vertikalne elipse. Za tem
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Slika 3.13: Izracˇun ELBP vrednosti za en piksel pri uporabi deskriptorja
ELBP8,2,1.
se sliki ponovno razdeli na manjˇsa podpodrocˇja ter izracˇuna njihove histo-
grame. Vektorji, ki opisujejo histograme obeh slik se nato zdruzˇijo v en sam
vektor, ki predstavlja koncˇni rezultat. Proces lahko opazujemo na sliki 3.14.
Ker se v rezultatu uposˇtevata dve predstavitvi (horizontalna in vertikalna),
je vektor dvakrat daljˇsi, kot pri LBP.
Slika 3.14: Koraki v procesu racˇunanja ELBP(h+v) vektorja [32].
Omeniti je potrebno sˇe, da se tako pri LBP kot pri ELBP histogrami izracˇu-
najo z uposˇtevanjem le uniformnih vzorcev [3]. Binarna vrednost je uniformni
vzorec, cˇe ima najvecˇ dva bitna prehoda iz 0 v 1 ali obratno. Z uporabo uni-
formnih vzorcev se dolzˇina histograma zmanjˇsa iz 256 (sˇtevilo vseh sivinskih
intenzivnosti) na 59 (sˇtevilo vseh uniformnih vzorcev pri dolzˇini osmih bi-
tov). Cˇe torej po koraku racˇunanja ELBP slike le to razdelimo na W ∗ H
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podpodrocˇij, je dolzˇina koncˇnega vektorja enaka W ∗ H ∗ 59. Seveda, cˇe
racˇunamo ELBP(h+v) vektor, je dolzˇina dvakrat daljˇsa. O vrednostih vseh
spremenljivk, omenjenih pri opisu metod LBP in ELBP, bomo porocˇali pri
analiziranju rezultatov.
3.3.3 LPQ
Kvantizacija fazne razlike (ang. Local Phase Quantization - LPQ) je metoda,
ki je bila leta 2008 razvita za namen opisovanja tekstur [38], sˇe istega leta pa
so jo prvicˇ uporabili tudi na podrocˇju prepoznavanja obrazov [4]. Metoda je
osnovana na kvantizaciji fazne razlike Fourierjeve transformacije v lokalnih
obmocˇjih. Omenjena lastnost signala je bila izbrana, ker je pri dolocˇenih
pogojih invariantna na zamegljenost slike [4].
Postopek ekstrakcije znacˇilk z metodo LPQ [38]
Na osnovi invariantnosti fazne razlike na zamegljenost se LPQ predstavitev
slike izracˇuna v dveh korakih: z aplikacijo kratkorocˇne Fourierjeve transfor-
macije na lokalnih obmocˇjih slike ter s kvantizacijo pridobljenih koeficientov.
Zatem se na lokalnih obmocˇjih pridobljene LPQ slike izracˇunajo sˇe histo-
grami, ki se zapiˇsejo v en sam vektor. Shemo procesa lahko opazujemo na
sliki 3.15.
Slika 3.15: Koraki v procesu racˇunanja LPQ vektorja [31].
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V prvem koraku se torej aplicira kratkotrajna Fourierjeva transformacija na
lokalnih obmocˇjih velikosti M ×M za vsak piksel x. To se stori z uporabo
sˇtirih 2-D frekvenc u1 = [a, 0]
T , u2 = [0, a]
T , u3 = [a, a]
T , u4 = [a,−a]T ,
kjer je a majhno sˇtevilo, ki zadovolji pogoj invariantnosti na zamegljenost
[38]. Glede na priporocˇila iz dela Nguyen et. al [33] smo sˇtevilo a dolocˇili po
pravilu 3.12:
a =
8
M − 1 . (3.12)
Z opisanim postopkom se za vsak piksel proizvede vektor, ki prikazan v raz-
delku 3.13:
Fx = [F (u1, x), F (u2, x), F (u3, x), F (u4, x)]. (3.13)
Fazna razlika Fourierjevih koeficientov se pridobi z opazovanjem realnih in
imaginarnih delov vseh komponent v Fx. To se opravi s preprosto kvantizacijo
po pravilu 3.14:
qj(x) =
1 cˇe gj(x) ≥ 00 drugacˇe , (3.14)
kjer je gj(x) j-ta komponenta vektorja Gx = [Re{Fx}, Im{Fx}]. Pridoblje-
nih osem binarnih koeficientov se nato zapiˇse v desetiˇsko obliko z binarnim
kodiranjem po enacˇbi 3.15
fLPQ(x) =
8∑
j=1
qj(x)2
j−1. (3.15)
V tem koraku dobimo t.i. LPQ sliko, ki jo namesto sivinskih intenzivnosti
sestavljajo LPQ vrednosti. Cˇe so parametri izbrani pravilno, je LPQ slika
zelo odporna na zameglitev.
Preostanek metode je zelo podoben temu iz poprej opisanih metod LBP in
ELBP. LPQ slika se razdeli na W ∗H podpodrocˇij, katerim se nato izracˇunajo
histogrami. Vektorji, ki opisujejo histograme se zatem zdruzˇijo v en sam vek-
tor, ki predstavlja koncˇni rezultat. Metoda LPQ se od metod LBP in ELBP
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razlikuje po tem, da se pri racˇunanju histogramov ne uporabijo uniformni
vzorci. Posledicˇno je LPQ vektor sˇtirikrat daljˇsi od LBP vektorja oz. dva-
krat daljˇsi od ELBP(h+v) vektorja. O konstantah, ki so bile omenjene pri
opisu metode, bomo govorili pri analizi rezultatov.
3.3.4 LPOG
Metoda Lokalni vzorci gradientov (ang. Local Patterns of Gradients - LPOG),
ki so jo leta 2015 razvili Nguyen et al. [34], zdruzˇuje prednosti metod LPQ
in ELBP ter je trenutno ena izmed vodilnih metod za ekstrakcijo znacˇilk v
literaturi, sodecˇ po rezultatih na podatkovnih bazah SCface [19], AR [28] in
FERET [43].
Postopek ekstrakcije znacˇilk z metodo LPOG [34]:
Iz vhodne slike se prvotno izracˇunata dve usmerjeni gradientni sliki, na katere
se nato paroma aplicirata deskriptorja LPQ in BELBP (nadgradnja metode
ELBP) za generacijo lokalnih vzorcˇnih slik. Zatem se izracˇunajo histogrami
lokalnih obmocˇij vseh omenjenih slik, ki se na koncu zdruzˇijo v en sam LPOG
vektor. Kakor je razvidno iz sheme 3.16 prihajajo vsi koraki neposredno iz zˇe
opisanih metod LPQ in ELBP, a z dvema izjemama: izracˇun dveh usmerjenih
gradientnih slik v prvem koraku ter nadgradnja metode ELBP.
Iz vhodne slike I se torej v prvem koraku izracˇunata dve gradientni sliki
Gx in Gy, po ena za vsako os x in y. Izracˇun poteka po formulah 3.16 in 3.17:
Gx = −1
2
· I(x− 1, y) + 0 · I(x, y) + 1
2
· I(x+ 1, y) (3.16)
Gy = −1
2
· I(x, y − 1) + 0 · I(x, y) + 1
2
· I(x, y + 1) (3.17)
Gradientne slike vsebujejo okrepljene informacije o robovih, kar je zelo po-
membno pri izgradnji predstavitve obraza. Nadalje doprinesejo k dodatni
odpornosti deskriptorja na osvetlitev [34].
Na pridobljenih gradientnih slikah se nato aplicirata deskriptorja LPQ in
BELBP, opise katerih najdemo v razdelkih 3.3.3 in 3.3.2, a je pri slednjem
Magistrska naloga 45
Slika 3.16: Koraki v procesu racˇunanja LPOG vektorja [34].
potrebna sˇe dodatna razlaga. V razdelku 3.3.2 namrecˇ najdemo opis me-
tode ELBP, tukaj pa govorimo o metodi BELBP oz. blocˇni ELBP (ang.
Block-Wised ELBP). Razlika ticˇi v tem, da se horizontalna in vertikalna
predstavitev ELBP ne racˇunata na vhodni sliki (oz. v primeru LPOG na
gradientnih slikah Gx in Gy) temvecˇ na predhodno izracˇunanih akumuliranih
slikah, ki se pridobita po enacˇbi 3.18:
AIBPv,h (x, y) =
1
N
∑
(x,y)∈BP
I(x, y) (3.18)
kjer sta v in h notaciji za vertikalno in horizontalno usmeritev, N je sˇtevilo
pikslov v vzorcu BP in I(x, y) je vrednost intenzivnosti na lokaciji (x, y).
Proizvedeta se torej dve akumulirani sliki, ena po x osi ter ena po y osi,
na katerih se nato uposˇtevajocˇ usmeritev ustrezno aplicirata deskriptorja
horizontalni ter vertikalni ELBP.
Preostanek metode LPOG je, kot recˇeno, identicˇen temu pri metodah
LPQ in ELBP. Pridobljene LPQ in BELBP predstavitve slik se razdelijo na
W ∗H podpodrocˇij iz katerih se nato izracˇunajo histogrami. Pri tem se na
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BELBP slikah uporabijo uniformni vzorci. Vektorji, ki opisujejo histograme,
se na koncu zdruzˇijo v en sam LPOG vektor. Ker pridobljen vektor vse-
buje LPQ in BELBP deskriptorje dveh gradientnih slik, je trikrat daljˇsi od
LPQ vektorja in sˇestkrat daljˇsi od ELBP oz. BELBP vektorja. O nezna-
nih konstantah, ki so bile omenjene v tem opisu, bomo govorili pri analizi
rezultatov.
3.3.5 Povzetek metod za ekstrakcijo znacˇilk
V tem poglavju smo opisali uporabljene metode za ekstrakcijo znacˇilk, na-
tancˇneje LBP [3], ELBP [32], LPQ [4] in LPOG [34]. Omenjene metode smo
izbrali zaradi rezultatov, ki so jih dosegale na bazi obrazov SCface. Metodi
LBP in ELBP sta robustni na osvetlitev, metoda LPQ pa podaja dobre rezul-
tate pri prepoznavanju zamegljenih slik. Metoda LPOG zdruzˇuje prednosti
metod LPQ in ELBP, ki jih dopolni z uporabo gradientnih slik, s cˇimer se
sˇe povecˇa odpornost na osvetlitev, pripomore pa tudi k natancˇnejˇsemu opisu
obraza zaradi izboljˇsane informacije o robovih. Empiricˇno se metoda LPOG
izkazˇe tudi pri prepoznavanju obrazov pri nizki locˇljivosti slik [34]. Doda-
tno se z razdeljevanjem vzorcˇnih predstavitev slik na podpodrocˇja povecˇa
odpornost deskriptorjev na pozo, zakrivanje, izraz in staranje [34].
3.4 Zmanjˇsanje dimenzionalnosti
Ekstrakcija znacˇilk je najpomembnejˇsi korak v postopku prepoznavanja obra-
zov [31]. V tem koraku se predstavitev obraza pretvori v vektor znacˇilk, ki
se v fazi klasifikacije uporabi za primerjavo z drugimi obrazi. Na podlagi
klasifikacije se obrazu na koncu podeli identiteta. A taksˇen sistem je zaradi
visoke dimenzionalnosti vektorjev zelo pocˇasen. Za namen odstranitve ome-
njene slabosti se uporabi ucˇni algoritem, s cˇimer se povecˇata tako hitrost, kot
tudi ucˇinkovitost sistema, saj so podatki v novem vektorskem podprostoru
bolj prepoznavni. V literaturi se na tem podrocˇju najbolj pogosto omenjata
metodi Analiza linearne diskriminante (ang. Linear Discriminant Analysis -
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LDA) [56] ter Metoda glavnih komponent (ang. Principle Component Ana-
lysis - PCA) [60]. Zaradi enostavnejˇse implementacije, vecˇje hitrosti [29, 11]
in boljˇsih rezultatov v literaturi [32, 33, 34, 29] smo se pri nasˇem delu odlocˇili
za slednjo.
PCA
Metoda PCA je statisticˇni postopek, ki z uporabo ortogonalne transformacije
pretvori mnozˇico vrednosti na nov koordinatni sistem, cˇigar prva koordinata,
imenovana prva glavna komponenta, izkazuje najvecˇjo varianco podatkov,
druga komponenta drugo najvecˇjo varianco itd. Cˇe ohranimo le n glavnih
komponent, se zmanjˇsa dimenzionalnost projiciranih podatkov ob minimalni
izgubi variacije. Glede delezˇa variacije, ki ga je za ucˇinkovito delovanje sis-
tema potrebno ohraniti, najdemo v literaturi razlicˇna mnenja [19, 67, 41], a
je vselej viˇsji od 95%.
Proces zmanjˇsanja dimenzionalnosti z metodo PCA je sestavljen iz dveh
korakov in sicer iz ucˇenja in projiciranja. Rezultat prvega je projekcijska ma-
trika, ki jo sestavljajo lastni vektorji, izracˇunani iz matrike vektorjev znacˇilk
ucˇnih slik. Pridobljeno projekcijsko matriko se nato uporabi za projiciranje
vseh vektorjev znacˇilk znanih in neznanih obrazov v nov vektorski podpro-
stor, zgrajen iz ucˇnih slik.
Projekcijsko matriko je mocˇ izracˇunati na dva nacˇina [31] in sicer z me-
todo razgradnje lastnih vrednosti (ang. Eigenvalue Decomposition - EVD)
in z metodo razgradnje singularnih vrednosti (ang. Singular Value Decompo-
sition - SVD). Po ugotovitvah Nguyen et al. [31] je slednja metoda racˇunsko
zanesljivejˇsa in hitrejˇsa, saj za razliko od metode EVD ni potreben izracˇun
kovariancˇne matrike ter hranjenje matrike originalnih podatkov za izracˇun
lastnih vektorjev. Posledicˇno smo se pri nasˇi resˇitvi odlocˇili za metodo SVD,
katere opis sledi.
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Cˇe imamo K ucˇnih slik, ki so predstavljene s stolpicˇnimi vektorji znacˇilk xi
(i = 1..K) in velja A = [Φ1,Φ2..ΦK ], kjer je:
Φi = xi − x¯, (i = 1..K), x¯ = 1
K
K∑
i=1
xi, (3.19)
potem se projekcijsko matriko izracˇuna preprosto z razgradnjo singularnih
vrednosti po pravilu 3.20:
[U,Σ, V ] = svd(A), (3.20)
kjer velja A = UΣV . Pri tem so v U vsebovani lastni vektorji od A (po
en lastni vektor na stolpec, razvrsˇcˇen po velikosti od leve proti desni), Σ
pa je diagonalna matrika, ki vsebuje singularne vrednosti, ki so v nasˇem
primeru enake kvadratnim korenom ustreznih lastnih vrednosti Λ (prav tako
razvrsˇcˇene po velikosti) oz. velja Σ2 = Λ. Matrika V je enaka transpoziciji
matrike U ter nas ne zanima. Zˇe v tem koraku bi lahko uporabili U kot
projekcijsko matriko, a bo nov vektorski podprostor bolj diskriminanten, cˇe
projekcijsko matriko predhodno pobelimo. To pomeni, da lastne vektorje
pomnozˇimo z inverzom kvadratnih korenov pripadajocˇih lastnih vrednosti
po pravilu 3.21:
Wproj = Λ
−1/2U = Σ−1U, (3.21)
kjer je Wproj koncˇna projekcijska matrika. Vsak vektor znacˇilk y iz mnozˇice
znanih ali neznanih slik je nato projiciran v nov vektorski podprostor po
enacˇbi 3.22:
y˜ = W Tproj(y − x¯). (3.22)
Na opisan nacˇin dobimo novo predstavitev nasˇih slik, kjer je vsak vektor
znacˇilk iz mnozˇice znanih in neznanih obrazov opisan z utezˇmi kot linearna
kombinacija lastnih vektorjev ucˇnih slik. Opisan proces lahko opazujemo
na sliki 3.17. Nov vektorski prostor je manjˇsi in bolj diskriminanten, kar
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pripomore k vecˇji natancˇnosti, predvsem pa k veliko hitrejˇsemu delovanju
sistema.
(a) (b)
(c)
Slika 3.17: (a) V hipoteticˇnem primeru imamo mnozˇico podatkov{
x(1), x(2), ..., x(m)
}
, ki so opisani z dvema koordinatama v 2-D koordina-
tnem sistemu in velja x(i) ∈ R2. Z razgradnjo singularnih vrednosti najprej
poiˇscˇemo glavni komponenti U1 in U2. (b) Cˇe izracˇunamo x
(i)
rot = U
Tx(i) za
vsak i, dobimo predstavitev podatkov x v novem koordinatnem sistemu, ki je
opisan z glavnimi komponentami podatkov x. Pripis rot izhaja iz opazke, da
opisan proces predstavlja rotacijo originalnih podatkov. (c) Cˇe bi v drugem
koraku ohranili le prvo glavno komponento (U1), ki izrazˇa vecˇ variabilnosti
kot druga, bi dobili taksˇno predstavitev podatkov.
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3.5 Klasifikacija
V koraku klasifikacije se neznanim obrazom dodeli identiteta glede na podob-
nost, ki jo izrazˇajo do znanih obrazov. Na podrocˇju prepoznavanja obrazov
se v literaturi najpogosteje omenjajo metoda k najblizˇjih sosedov [40], me-
toda podpornih vektorjev [22], nevronske mrezˇe [46] in LDA [56]. Pri nasˇem
delu smo zaradi racˇunske hitrosti, hitre implementacije in dobrih rezultatov
v literaturi [32, 33, 34] uporabili metodo k-najblizˇjih sosedov.
Za dani vhodni primer metoda k-najbljizˇjih sosedov v mnozˇici ucˇnih pri-
merov (vektorjev) poiˇscˇe k najblizˇjih oz. najbolj podobnih primerov. To
stori glede na podano funkcijo za izracˇun razdalje med primeri. V nasˇem
sistemu smo za ta namen uporabili tri funkcije za izracˇun razdalje in sicer:
• Kvadratna Chi razdalja: to razdaljo smo uporabili za iskanje opti-
malnih nastavitev parametrov pri ekstrakciji znacˇilk. To smo namrecˇ
pocˇeli brez postopka zmanjˇsevanja dimenzionalnosti, kar pomeni, da so
se pri klasifikaciji primerjali kar histogrami podpodrocˇij slik po ekstrak-
ciji znacˇilk, za kar pa je ta razdalja najbolj primerna. Kvadratna Chi
razdalja med dvema vektorjema X = [x1x2...xM ] in Y = [y1y2...yM ] se
izracˇuna po enacˇbi 3.23 [33]:
distchi(X, Y ) =
M∑
i=0
(xi − yi)2
xi + yi
(3.23)
• Kosinusna razdalja: to razdaljo smo uporabili pri testiranju metod
za ekstrakcijo znacˇilk Eigenfaces, LBP in ELBP. Razdaljo smo izbrali
empiricˇno ob analizi rezultatov. Kosinusna razdalja med dvema vek-
torjema X in Y se izracˇuna po enacˇbi 3.24 [32]:
distcos(X, Y ) = − X
TY
||X||||Y || (3.24)
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• Obtezˇena kotna razdalja: to razdaljo smo uporabili pri testiranju
metod za ekstrakcijo znacˇilk LPQ ter LPOG. Tudi ta razdalja je bila
izbrana empiricˇno. Obtezˇena kotna razdalja med dvema vektorjema
X = [x1x2...xM ] in Y = [y1y2...yM ] se izracˇuna po enacˇbi 3.25 [34]:
distwang(X, Y ) = −
∑N
i=1 zixiyi√∑N
i=1 x
2
i
∑N
i=1 y
2
i
, zi =
√
1/λi, (3.25)
kjer λi predstavlja lastne vrednosti iz koraka zmanjˇsevanja dimenzio-
nalosti s PCA.
V tem poglavju smo torej opisali metode in postopke, ki smo jih upora-
bili v nasˇi resˇitvi. Nasˇ sistem najprej normalizira sliko dane neznane osebe
(rotacija, skaliranje, obrezovanje, svetlobna izravnava, frontalizacija, glaje-
nje), ekstrahira znacˇilke z izbrano metodo (Eigenfaces, LBP, ELBP, LPQ,
LPOG), zmanjˇsa dimenzionalnost vektorja znacˇilk (PCA) ter osebi podeli
identito glede na podobnost, ki jo izrazˇa do slik znanih oseb (k-najblizˇjih
sosedov), ki so bile pridobljene predhodno po istem postopku. V naslednjem
poglavju sledi analiza testiranja nasˇega sistema.
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Poglavje 4
Analiza rezultatov
V tem poglavju bomo predstavili ter analizirali rezultate testiranja nasˇega
sistema na bazah FERET, SCface in ChokePoint v danem zaporedju. Rezul-
tati bodo podani glede na razlicˇne metode za ekstrakcijo znacˇilk. Rezultate
bomo ustrezno primerjali z najnovejˇsimi ter najboljˇsimi v literaturi. Nadalje
bomo predstavili rezultate na frontaliziranih razlicˇicah baz FERET in SC-
face, pri slednji pa bomo opisali tudi vpliv glajenja robov. Prav tako bomo
podali informacije o cˇasu, ki je potreben za delovanje nasˇega sistema ter o na-
stavitvi parametrov metod za ekstrakcijo znacˇilk. Na koncu poglavja bomo
strnili ugotovitve in za vsako metodo posebej argumentirali primernost za
uporabo pri prepoznavanju obrazov pri nenadzorovanih pogojih.
4.1 Rezultati testiranja na bazi FERET
V tabeli 4.1 so podani rezultati testiranja baze FERET, ki je bilo izvedeno
po standardnem protokolu [43]: posebej so se testirale mnozˇice slik Fb, Fc,
Dup 1 ter Dup 2, za slike znanih obrazov pa je bila uporabljena mnozˇica Fa.
Rezultati so primerjani s temi od avtorjev posamezne metode za ekstrakcijo
znacˇilk ter z drugimi, ki so se v zadnjih letih izkazali kot konkurencˇni v
literaturi.
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Tabela 4.1: Rezultati na bazi obrazov FERET. Nasˇi rezultati so oznacˇeni z
odebeljeno pisavo. Vsi rezultati so bili pridobljeni po standardnem protokolu,
opisanem v Phillips et al. [43] in so urejeni po padajocˇem vrstnem redu glede
na skupno povprecˇje.
Metoda Fb Fc Dup1 Dup 2 Povprecˇje
Eigenfaces [42] 79.0 18.0 41.0 21.0 39.8
Eigenfaces 60.1 54.1 30.0 21.8 41.5
LBP [32] 98.7 99.0 83.9 78.2 90.0
LBP 99.4 100 84.4 79.1 90.7
ELBP [32] 99.4 100 89.1 86.8 93.8
ELBP 99.8 100 90.9 87.6 94.6
LPQ [33] 99.5 100 92.9 91.0 95.9
LPQ 99.8 100 92.9 91.0 95.9
EPOEM [31] 99.6 100 92.4 92.3 96.1
GOM [13] 99.8 100 95.7 93.1 97.2
SLF-RKR [69] 99.7 99.5 96.3 94.4 97.5
PLPQMC [33] 99.7 100 96.8 95.7 98.1
LPOG 99.8 100 96.3 96.6 98.2
LPOG [34] 99.8 100 97.4 97.0 98.6
Prva stvar, ki je razvidna iz tabele 4.1 je superiornost lokalnih metod za ek-
strakcijo znacˇilk nad edino globalno metodo v tabeli, Eigenfaces, kar lahko
opazujemo tudi na sliki 4.1. Priznati moramo, da se iskanju parametrov pri
tej metodi nismo posvetili in so rezultati morda slabsˇi, kot bi lahko bili, a s
podajanjem rezultatov za metodo Eigenfaces smo le zˇeleli dokazati prejˇsnjo
trditev. Razliki med rezultati nasˇe metode Eigenfaces ter rezultati avtorjev
te metode [42] skoraj zagotovo botruje uporaba naprednejˇse resˇitve za sve-
tlobno izravnavo (Retina model), kar je najbolj ocˇitno pri mnozˇici Fc, ki je
namenjena testiranju sistemov pri nenadzorovani osvetlitvi.
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Slika 4.1: Primerjava uspesˇnosti prepoznavanja na bazi FERET pri uporabi
razlicˇnih metod za ekstrakcijo znacˇilk, podanih v legendi.
Cˇe se sedaj posvetimo lokalnim metodam za ekstrakcijo znacˇilk je ocˇitno, da
so zelo odporne na spremembe pri izrazu ter osvetlitvi, testiranju cˇesar sta
namenjeni mnozˇici Fb in Fc v tem zaporedju. Nasˇa resˇitev je namrecˇ prav
pri vseh dosegla rezultat 99.8% ter 100%, kar je izenacˇen najboljˇsi rezultat v
literaturi. Primere pravilno klasificiranih obrazov iz mnozˇic Fb in Fc lahko
opazujemo na sliki 4.2.
Vecˇji problem predstavljata mnozˇici Dup 1 ter Dup 2, ki sta namenjeni
prepoznavanju obrazov pri spremenljivi starosti. V tej mnozˇici so nekatere
osebe slikane tudi vecˇ kot tri leta za tem, ko so bile pridobljene slike iz
mnozˇice Fa, ki sluzˇijo kot slike znanih oseb. Vseeno se je tudi tu izkazala
metoda LPOG, s katero smo skoraj dosegli najboljˇse rezultate v literaturi, o
katerih porocˇajo avtorji metode v delu Nguyen et al. [34]. Podobne rezultate
porocˇajo tudi v Caplier et al. (PLPQMC) [33], kjer so za ekstrakcijo znacˇilk
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(a) Znani obrazi
(b) Neznani obrazi
Slika 4.2: Primeri pravilno klasificiranih obrazov iz mnozˇic Fb (na levi) in
Fc (na desni).
uporabili Log-Gaborjeve filtre. Obetavne rezultate je metoda dosegla tudi
na bazi SCface, o cˇemer se bomo prepricˇali v naslednjem razdelku. Dobre
rezultate porocˇajo sˇe v delih Zhang et al. (SLF-RKR) [69] ter Sun et al.
(GOM) [13], a so se pri ekstrakciji znacˇilk posluzˇili Gaborjevih valov, ki
pa so priblizˇno sˇtirikrat pocˇasnejˇsi od metode LPOG [31]. Ostale resˇitve v
literaturi ne porocˇajo bistveno boljˇsih rezultatov od racˇunsko zelo enostavnih
metod ELBP ter LPQ. Pri tem je zanimivo opazovati sˇe zelo dobre rezultate
metode LPQ, posebno v primerjavi z deskriptorji LBP ter ELBP. Metoda
je bila namrecˇ izbrana zaradi odpornosti na zamegljenost (ang. blurr), ki
pa v bazi FERET ni zastopana. Vseeno se je metoda izkazala bolje od
LBP ter ELBP pri vseh zastopanih problematikah v bazi (spremenljivi izraz,
osvetlitev in staranje).
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Tabela 4.2: Rezultati na bazi obrazov FERET v primerjavi z njeno frontali-
zirano razlicˇico. Pripis F pomeni, da je mnozˇica frontalizirana.
Metoda Fb Fb-F Fc Fc-F Dup1 Dup1-F Dup2 Dup2-F
Eigenf. 60.1 43.3 54.1 32.5 30.0 14.9 21.8 10.3
LBP 99.4 91.5 100 79.9 84.4 59.0 79.1 43.6
ELBP 99.8 92.1 100 78.9 90.9 62.1 87.6 51.3
LPQ 99.8 93.1 100 85.6 92.9 68.3 91.0 57.7
LPOG 99.8 94.9 100 91.2 96.3 75.3 96.6 67.1
Nasˇo resˇitev smo stestirali tudi na frontalizirani razlicˇici baze FERET, kjer
smo frontalizacijo opravili z metodo, ki je opisana v razdelku 3.2.2. Rezultati
so podani v tabeli 4.2 ter na sliki 4.4. Zelo ocˇitno je, da frontalizacija bi-
stveno poslabsˇa rezultate. Tako je npr. pri uporabi metode LPOG opazovan
padec za kar 30% na frontalizirani razlicˇici mnozˇice Dup 2. Po temeljitem
pregledu slik smo ugotovili, da je razlog popacˇenje, do katerega pride pri
frontalizaciji nekaterih obrazov, kar lahko opazujemo na sliki 4.3. Sicer so
vse slike obrazov v bazi FERET pridobljene frontalno in je posledicˇno niti
ni smiselno frontalizirati. To smo storili zgolj zaradi primerjave rezultatov s
frontalizacijo na bazi SCface, ki bo opisana v naslednjem razdelku.
Kakor je razvidno iz rezultatov podanih v tem razdelku je ocˇitno, da
baza FERET akademski skupnosti na podrocˇju prepoznavanja obrazov ne
predstavlja vecˇ pravega izziva. Razlog ticˇi v tem, da so bile slike pridobljene
pri nadzorovanih pogojih ter z visoko kvalitetnimi napravami. Mnozˇice Fb,
Fc, Dup 1 ter Dup 2 so sicer namenjene raziskovanju prepoznavanja obrazov
pri dolocˇenih problematikah, a se v vsaki mnozˇici posebej pojavlja le ena
naenkrat. Mnozˇica Fb tako vsebuje le variacije pri izrazu, mnozˇica Fc izrazˇa
razlicˇno osvetlitev, mnozˇici Dup 1 ter Dup 2 pa spremenljivo starost. V
praksi se pri veliki vecˇini primerov pojavlja vecˇ problematik naenkrat, kar pa
je dobro zastopano v bazi SCface, ki bo analizirana v naslednjem razdelku.
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(a) Slike pred frontalizacijo.
(b) Slike po frontalizaciji.
Slika 4.3: Primeri uspesˇne (levo) ter neuspesˇne frontalizacije (desno).
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Slika 4.4: Primerjava uspesˇnosti sistema na navadni FERET bazi ter na njeni
frontalizirani razlicˇici ob uporabi metode LPOG za ekstrakcijo znacˇilk.
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V tem razdelku je potrebno omeniti sˇe napaki pri poimenovanju nekaterih
slik. V delu Nguyen et al. [31] so namrecˇ opazili, da si dve osebi v mnozˇici Fa
(znani obrazi) lastita vsak po dve sliki, ki pa sta v obeh primerih drugacˇno
poimenovani. Obrazi ter njihove identitete so prikazani na sliki 4.5. Posledica
opisanega poimenovanja je, da nasˇ sistem pri analiziranju mnozˇice Fb javi dve
napaki, saj obrazoma z identitetama 00277 in 00368 podeli identiteti 00185
in 00463. Cˇe nas nasˇ cˇlovesˇki mehanizem za prepoznavanje obrazov ne vara,
bi si morali osebi z oznakama 00185fa010 in 00463fa010 deliti identiteto z
osebama z oznakama 00277fa010 in 00368fa010. V tem primeri bi nasˇ sistem
tudi pri mnozˇici Fb javil 100% uspesˇnost, a ker sˇe nobeno delo v literaturi
opisane napake ni dokumentiralo (z izjemo dela Nguyen et al. [31], kjer pa
napake pri javljanju rezultatov prav tako niso uposˇtevali) smo tudi mi podali
rezultate brez uposˇtevanja napake.
Slika 4.5: Dokumentacija napake pri poimenovanju slik v mnozˇici Fa.
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4.2 Rezultati testiranja na bazi SCface
Testiranje na bazi SCface je potekalo po standardnem protokolu, opisanem
v delu avtorjev baze Grgic´ et al. [19]. Pri tem se testiranje deli na t.i.
dnevne (DayTime) in nocˇne (NightTime) teste. Pri prvih se primerjajo slike
iz kamer 1 do 5 pri treh razdaljah s slikami znanih obrazov. Ta scenarij
poda 15 mozˇnih testnih mnozˇic, ki se razlikujejo tako v razdaljah do kamere
kot v kakovosti kamer. Nocˇni testi so manj obsezˇni ter vsebujejo 6 testnih
mnozˇic: slike iz kamer 6 in 7 pri treh razdaljah, pridobljene pri delovanju
v infrardecˇem nocˇnem nacˇinu. Pri tem se slike primerjajo z istimi obrazi
kot pri dnevnih testih. Tabeli 4.3 in 4.4 vsebujeta rezultate testiranja nasˇe
resˇitve na bazi SCface po opisanem protokolu.
Tabela 4.3: Rezultati na bazi SCface, pridobljeni po protokolu DayTime.
Kamera/Razdalja Eigenfaces LBP ELBP LPQ LPOG
cam1 1 27.7 41.5 43.8 57.7 70.0
cam1 2 35.4 51.5 56.9 72.3 72.3
cam1 3 23.8 42.3 40.0 43.1 46.2
cam2 1 26.2 32.3 41.5 40.0 59.2
cam2 2 23.1 46.9 50.0 56.9 65.4
cam2 3 17.7 33.1 36.9 43.8 47.7
cam3 1 22.3 24.6 39.2 30.8 53.8
cam3 2 22.3 40.8 41.5 57.7 69.2
cam3 3 24.6 48.5 46.9 53.1 54.6
cam4 1 23.1 26.9 33.8 38.5 55.4
cam4 2 29.2 52.3 52.3 60.0 76.9
cam4 3 23.8 45.4 43.1 52.3 52.3
cam5 1 23.1 27.7 40.0 43.1 60
cam5 2 24.6 36.2 34.6 47.7 53.1
cam5 3 21.5 26.9 32.3 36.2 36.2
Povprecˇje 24.6 38.5 42.2 48.9 58.2
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Najbolj ocˇitna opazka iz tabele 4.3 je neuspesˇnost metod v primerjavi z bazo
FERET, kar pa, sodecˇ po ogledu slik (na ogled v drugem poglavju na sliki
2.3) niti ne cˇudi. Slike namrecˇ izrazˇajo veliko variabilnosti pri osvetlitvi
in pozi ter so hkrati zelo slabe locˇljivosti. Ponovno je mocˇ opazovati tudi
superiornost lokalnih metod za ekstrakcijo znacˇilk nad globalno metodo Ei-
genfaces. Zanimivost, ki ni bila prisotna pri testiranju na bazi FERET so
variacije rezultatov pri nekaterih testnih mnozˇicah ob uporabi razlicˇnih me-
tod, kar je dobro razvidno tudi na sliki 4.7. Cˇeprav so povprecˇni rezultati
razlicˇnih metod skladni z opazovanji pri bazi FERET, lahko opazimo, da so
pri nekaterih mnozˇicah rezultati slabsˇi pri metodi, ki dosega boljˇsi povprecˇni
rezultat. Tako je npr. rezultat pri mnozˇicah cam1 3, cam3 3 in cam4 3
boljˇsi pri LBP kot pri ELBP. To je verjetno posledica dejstva, da so slike
pri tretji razdalji najmanj frontalne ter pride prednost uporabe elips manj
do izraza. Motivacija za uporabo elipticˇnih vzorcev za ekstrakcijo pri me-
todi ELBP je namrecˇ opazovanje, da imajo to obliko najbolj informativne
znacˇilke na obrazu (ocˇi, usta, nos), ki pa so v tej skupini na nekaterih slikah
zelo neizrazne. To je mocˇ opazovati na sliki 4.6.
Slika 4.6: Primeri slik, pridobljenih pri razdalji 3.
Podobno so rezultati pri nekaterih mnozˇicah boljˇsi pri uporabi ELBP kot pri
LPQ, cˇeprav slednja dosega bistveno boljˇsi povprecˇni rezultat. To se zgodi
pri mnozˇicah cam2 1 ter cam3 1, ki sta pridobljeni pri najvecˇji razdalji. To
pomeni, da so obrazi zelo frontalni, kjer pa se metoda ELBP dobro obnese.
Na podlagi boljˇsih rezultatov pri krajˇsih razdaljah lahko sklepamo tudi, da
je metoda LPQ v primerjavi z ELBP ter LBP zelo odporna na spremenljivo
pozo.
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Slika 4.7: Primerjava uspesˇnosti prepoznavanja obrazov na bazi SCface pri
uporabi razlicˇnih metod za ekstrakcijo znacˇilk, podanih v legendi. Oznake
na horizontalni osi predstavljajo kamere in razdalje (c11 predstavlja kamero
1 pri razdalji 1). Rezultati so podani le za test DayTime.
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Sˇe zadnja, a zelo ocˇitna opazka je premocˇ metode LPOG v primerjavi s pre-
ostalimi, kar je skladno z opazovanji na bazi FERET. Dodatno je iz slike
4.7 razvidno, da zadevna metoda dosega najboljˇse rezultate pri prav vseh
mnozˇicah dnevnih testov. To ne cˇudi, saj metoda zdruzˇuje prednosti de-
skriptorjev ELBP ter LPQ. Drugacˇe je pri nocˇnih (NightTime) testih, kjer
so obrazne lastnosti zelo slabo izrazˇene. To je posledica delovanja kamer v
infrardecˇem nocˇnem nacˇinu, ki zelo slabo ohranja prepoznavnost obraznih
znacˇilk, kar je dobro razvidno iz slike 4.8. Tako je v tabeli 4.4 mocˇ opazovati
ekstremen padec uspesˇnosti pri vseh metodah, iz cˇesar lahko zakljucˇimo, da
kljub naprednim metodam za normalizacijo in ekstrakcijo znacˇilk problema
nenadzorovane osvetlitve sˇe zdalecˇ ne moremo oznacˇiti kot resˇenega.
Tabela 4.4: Rezultati na bazi SCface, pridobljeni po protokolu NightTime.
Kamera/Razdalja Eigenfaces LBP ELBP LPQ LPOG
cam6 1 7.7 10.7 12.3 10.0 16.9
cam6 2 13.8 18.5 16.9 16.2 23.8
cam6 3 13.1 17.7 21.5 22.3 28.5
cam7 1 10.8 14.6 13.8 12.3 17.7
cam7 2 15.4 15.4 17.7 20.8 20.0
cam7 3 16.2 14.6 15.4 19.2 18.5
Povprecˇje 12.8 15.3 16.2 16.8 21.3
Slika 4.8: Primeri slik, prisotnih pri nocˇnem (NightTime) testu.
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V tabeli 4.5 so nasˇi rezultati primerjani z najboljˇsimi v literaturi. Razvidno
je, da smo, vsaj kolikor nam je znano, na bazi SCface z metodo LPOG dosegli
najboljˇse rezultate v literaturi. Pri tem je potrebno dodati, da smo bili
delezˇni precejˇsnje pomocˇi s strani avtorjev dela Nguyen et al. [34], sˇe posebej
na podrocˇju normalizacije slik. Pri bazi SCface se rezultati namrecˇ obcˇutno
izboljˇsajo, cˇe pri razlicˇnih razdaljah ohranimo razlicˇno sˇtevilo pikslov med
ocˇmi. S tem se glavne znacˇilke bolje poravnajo s tistimi na slikah znanih obra-
zov. Glavni razlog za izboljˇsanje rezultatov iz del [32, 33, 34] (LBP, ELBP,
LPQ, LPOG) ticˇi v koraku glajenja robov, ki smo ga dodali pri obdelavi slik.
Opazili smo namrecˇ, da so se zaradi majhnega sˇtevila pikslov pri postopkih
obdelave zacˇele pojavljati nezazˇeljene anomalije v obliki nazobcˇanih robov,
sˇuma ter cˇrt. S korakom glajenja, opisanega v razdelku 3.2.5, smo zmanjˇsali
vpliv omenjenih anomalij, ki so sicer bile s prostim ocˇesom komaj vidne.
Tabela 4.5: Povprecˇni rezultati za protokola DayTime in NightTime v pri-
merjavi z ostalimi resˇitvami v literaturi. Nasˇi rezultati so oznacˇeni z odebe-
ljeno pisavo.
Metoda DayTime NightTime
Eigenfaces-Fa [42] 4.7 3.2
Eigenfaces 24.6 12.8
LBP [32] 37.2 11.8
LBP 38.5 15.3
ELBP [32] 42.7 15.0
ELBP 42.2 16.2
EPOEM [31] 43.9 15.4
LPQ [33] 46.6 16.2
LPQ 49.1 17.6
PLPQMC [33] 55.3 20.8
LPOG [34] 56.8 20.9
LPOG 58.2 21.3
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Vsi preostali rezultati v literaturi na bazi SCface so bili pridobljeni z meto-
dami, ki so zˇe bile povzete v prejˇsnjem razdelku pri analizi rezultatov na bazi
FERET. Posebno opombo si zasluzˇijo najslabsˇi rezultati v tabeli, kjer lahko
opazimo pripis Fa, kar pomeni, da je bila za ucˇenje algoritma PCA upora-
bljena razlicˇna mnozˇica od tiste, ki se je uporabila kot referenca za znane
obraze. V tem primeru je bila to mnozˇica Fa iz baze FERET. Avtorji dela
Grgic´ et al. [19], ki so hkrati tudi lastniki baze SCface, zagovarjajo uporabo
razlicˇne mnozˇice za ucˇenje. To naj bi bil edini nacˇin za posˇteno primerjavo
razlicˇnih rezultatov, saj se le-ti bolje priblizˇajo realni situaciji. V tem primeru
se namrecˇ sistem namesti v neznano okolje, ki uporablja drugacˇno mnozˇico
slik od teh, na katerih je bil naucˇen. S to motivacijo smo tudi v nasˇem delu
objavili rezultate, pri katerih smo metodo PCA naucˇili na mnozˇici Fa baze
FERET. Rezultate je mocˇ opazovati v tabeli 4.6. Zanimivo pri tem je, da se
pri nocˇnih testih v dveh primerih rezultati na ta nacˇin celo izboljˇsajo. To je
verjetno posledica dejstva, da je pri nasˇem sistemu po uporabi metode PCA
vsaka slika opisana z linearno kombinacijo slik znanih obrazov, ki jih je le
130. Le-te imajo zelo malo skupnega s slikami nocˇnih testov, ki jih je mocˇ
opazovati na sliki 4.8. Mnozˇica Fa po drugi strani vsebuje 1,196 slik, kar daje
sistemu veliko sˇirsˇo paleto kombinacij za opis posamezne slike.
Tabela 4.6: Povprecˇni rezultati za protokola DayTime in NightTime v pri-
merjavi z rezultati, kjer je za ucˇenje algoritma PCA bila uporabljena mnozˇica
Fa baze FERET in ne mnozˇica znanih obrazov SCface, kar je dodatno
oznacˇeno s pripisom Fa.
Metoda DayTime DayTime-Fa NightTime NightTime-Fa
Eigenfaces 24.6 19.7 12.8 14.7
LBP 38.5 34.2 15.3 12.8
ELBP 42.2 39.2 16.2 17.4
LPQ 49.1 40.3 17.6 13.7
LPOG 58.2 48.1 21.3 17.6
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Na isti nacˇin kot pri bazi FERET smo frontalizirali tudi bazo SCface. Kot
je razvidno iz tabele 4.7 in slike 4.9 se tudi tokrat rezultati niso izboljˇsali, a
je pri le-teh mozˇno opazovati manjˇsi padec, kot pri bazi FERET. Pri upo-
rabi globalne metode Eigenfaces je celo mocˇ opazovati porast rezultatov pri
razdalji 2. Rezultate smo tokrat podali le glede na razlicˇno razdaljo, kar je
drugacˇe kot je to obicˇajno pri uporabi standardnega protokola. Motivacija
za to je opazka, da poza obrazov najbolj variira s spreminjanjem razdalje,
kar je posledica spreminjajocˇega se kota med kamero in osebo.
Tabela 4.7: Povprecˇni rezultati za vsako razdaljo na bazi obrazov SCface v
primerjavi z njeno frontalizirano razlicˇico, ki je oznacˇena s pripisom F. Pri
rezultatih niso uposˇtevane kamere v nocˇnem nacˇinu.
Razdalja Eigen. Eigen.-F ELBP ELBP-F LPOG LPOG-F
1 (4,2m) 24.5 21.5 39.7.0 35.5 59.7 47.1
2 (2,6m) 26.9 28.8 47.1 45.8 67.4 61.4
3 (1,0m) 22.3 18.9 39.8.0 30.5 47.4 36.8
Povprecˇje 24.6 23.1 42.2 37.3 58.2 48.4
Glavni razlog, da je razkorak med rezultati tukaj manjˇsi kot pri bazi FERET
je dobra sposobnost poravnanja obrazov pri metodi za frontalizacijo. Kot
smo opisali v razdelku 3.2, smo pri rotiranju in skaliranju vseh baz uporabili
rocˇno pridobljene koordinate znacˇilk. Pri bazi FERET so le-te pridobljene
ucˇinkovito in so slike posledicˇno dobro poravnane. Drugacˇe je pri bazi SCface
kjer so slike majhne ter nizke locˇljivosti, zaradi cˇesar rocˇna lokalizacija znacˇilk
predstavlja vecˇji problem. To je razvidno po sami obdelavi slik, kjer je ocˇitno,
da slike ponekod niso najbolje poravnane. To je razvidno iz slike 4.10, kjer
so predstavljene tudi frontalizirane slike istih oseb.
Kot je bilo mocˇ zaznati v tem razdelku, predstavlja baza SCface akadem-
ski skupnosti na podrocˇju prepoznavanja obrazov sˇe vedno zelo velik izziv.
V bazi je namrecˇ zastopana velika vecˇina problematik, s katerimi se sistemi
soocˇajo pri prepoznavanju obrazov na javnih mestih. Podobne lastnosti vse-
bujejo tudi slike v bazi ChokePoint, katere analiza sledi.
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Slika 4.9: Primerjava uspesˇnosti sistema na navadni SCface bazi ter na njeni
frontalizirani razlicˇici ob uporabi metode LPOG za ekstrakcijo znacˇilk.
(a) Slike pred frontalizacijo.
(b) Slike po frontalizaciji.
Slika 4.10: Primeri uspesˇne (levo) ter neuspesˇne frontalizacije (desno).
68 Dusˇan Kalanj
4.3 Rezultati testiranja na bazi ChokePoint
Baza obrazov ChokePoint je nastala leta 2011 pod vodstvom avtorjev dela
Chen et al. [64]. Namen baze je testiranje resˇitev za prepoznavanje obrazov
po nacˇinu video-to-video, kar pomeni, da se v koraku klasifikacije poljubno
sˇtevilo slicˇic neznane osebe primerja z n mnozˇicami slicˇic znanih oseb po-
ljubne velikosti, saj vsak posnetek vsebuje poljubno veliko sˇtevilo slicˇic. Da
smo bazo priredili za testiranje na nasˇem sistemu, ki deluje po nacˇinu image-
to-image, smo slicˇice vsakega posnetka povprecˇili v eno samo sliko, kakor je
to opisano v razdelku 2.3. Tako smo pridobili 16 razlicˇnih testnih mnozˇic, ki
vsebujejo do 30 obrazov in ki hkrati igrajo tudi vlogo mnozˇic znanih obra-
zov, kakor to dolocˇa protokol, opisan v delu Chen et al. [64]. Ta namrecˇ
zahteva, de se omenjenih 16 testnih mnozˇic najprej razdeli v dve skupini po
8 (G1 in G2), kjer nato vsaka mnozˇica izmenoma zavzame vlogo mnozˇice
znanih obrazov, med tem, ko se preostalih 7 mnozˇic uporabi za testiranje.
Ta postopek se torej izvede dvakrat, po enkrat za vsako izmed dveh skupin.
Razdelitev mnozˇic v dve skupini je podana v tabeli 4.8.
Tabela 4.8: Razdelitev mnozˇic v dve skupini G1 in G2.
G1
P1E S1 C1
P1L S1 C1
P1E S2 C2
P1L S2 C2
P2E S2 C2
P2L S2 C2
P2E S1 C3
P2L S1 C1
G2
P1E S3 C3
P1L S3 C3
P1E S4 C1
P1L S4 C1
P2E S4 C2
P2L S4 C2
P2E S3 C1
P2L S3 C3
Rezultati testiranja na bazi ChokePoint so podani v tabeli 4.9, kjer so primer-
jani z rezultati iz literature. Pridobili smo jih po zgoraj opisanem protokolu,
kjer smo izvedli 112 testov (dve skupini po 8 testnih mnozˇic, kjer vsaka en-
krat zavzame vlogo mnozˇice znanih obrazov, preostalih 7 pa se uporabi za
testiranje, torej 2 ∗ 8 ∗ 7 = 112) in podali povprecˇen rezultat.
Opazimo lahko, da so rezultati razlicˇnih metod v skladu z opazovanji
na bazah FERET in SCface. Tudi tokrat je edina globalna metoda Eigen-
faces dosegla najslabsˇi rezultat. Presenetljivo je, da je razlika med ome-
njeno metodo ter preostalimi lokalnimi metodami manjˇsa, kot pri bazah
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Tabela 4.9: Rezultati na bazi obrazov ChokePoint. Nasˇi rezultati so oznacˇeni
z odebeljeno pisavo. Pripis CP pomeni, da smo algoritem PCA ucˇili na slikah,
ki so sluzˇile tudi kot referenca za znane obraze, pripis Fa pa pomeni, da smo
algoritem PCA ucˇili na mnozˇici Fa baze FERET.
Metoda Rezultat-CP Rezultat-Fa
Eigenfaces 61.8 78.2
Asym shrp [64] 75.4 /
DFFS [64] 83.4 /
Gabor asym [64] 84.0 /
LBP 84.7 81.7
ELBP 85.5 84.9
PPIQA [64] 86.7 /
LPQ 86.9 86.5
LPOG 92.5 92.3
SCface in FERET. To gre pripisati majhnosti mnozˇic znanih obrazov, ki
pri bazi ChokePoint v povprecˇju vsebujejo zgolj 27 obrazov. Sklepamo
lahko torej, da se uspesˇnost sistemov za prepoznavanje obrazov povecˇuje
z zmanjˇsevanjem sˇtevila znanih obrazov. To je sicer logicˇno, saj primerki v
manjˇsih mnozˇicah v povprecˇju izrazˇajo veliko vecˇjo razdaljo do najblizˇjega
soseda, kot v sˇtevilcˇnejˇsih mnozˇicah.
Nadalje je iz rezultatov razvidno, da smo tudi tokrat, vsaj kolikor nam je
znano, z metodo LPOG dosegli najboljˇse rezultate v literaturi na bazi
ChokePoint. Dodati je potrebno, da smo edine rezultate, ki uposˇtevajo stan-
darden protokol nasˇli le v delu Chen et al. [64], kjer pa se niso posvecˇali
optimizaciji sistema za prepoznavanje obrazov, pacˇ pa algoritmom za izbiro
najbolj primernih slicˇic iz enega posnetka. To so storili tako, da so vsaki
slicˇici podali sˇtiri ocene, ki odrazˇajo kvaliteto dolocˇene lastnosti slike. Iz-
brane lastnosti so poravnanost in poza obraza ter ostrina in osvetlitev slike.
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Po pridobljenih ocenah so nato izbrali N najbolj primernih slicˇic neznanih
obrazov za primerjavo z N slicˇicami znanih obrazov. Pri tem so ugotovili,
da je optimalno sˇtevilo slicˇic 16. Za ekstrakcijo znacˇilk so uporabili metodo
multi-regijskih histogramov (ang. Multi-region Histograms) [48] ter metodo
skupnega podprostora (ang. Mutual Subspace Method) [66] za klasifikacijo.
Kljub preprosti klasifikaciji z metodo k-najblizˇjih sosedov se je nasˇa resˇitev
pri uporabi deskriptorjev LPQ in LPOG obnesla bolje.
Zaradi razlogov, ki smo jih opisali zˇe pri analizi rezultatov na bazi SCface,
smo tudi tokrat podali rezultate pri uporabi drugacˇne mnozˇice za ucˇenje
algoritma PCA, kar smo ponovno storili z uporabo mnozˇice Fa baze FERET.
Rezultate pridobljene na ta nacˇin lahko prav tako opazujemo v tabeli 4.9.
Opazimo lahko, da je pri delovanju v tem nacˇinu sistem dosegel skoraj tako
dobre rezultate, kakor takrat, ko smo za ucˇenje uporabili slike znanih oseb,
pri metodi Eigenfaces pa celo veliko boljˇse. Podobno kot pri rezultatih na
bazi SCface pri nocˇnih testih je verjetno tudi tukaj razlog za dobre rezultate
dejstvo, da je znanih slik obrazov v povprecˇju le 27. Cˇe sistem ucˇimo na
mnozˇici Fa baze FERET, ima tako metoda PCA na voljo veliko vecˇ mozˇnih
kombinacij za opis posamezne slike, kakor cˇe to storimo na mnozˇici znanih
oseb.
Ker smo zˇe na bazah FERET in SCface pokazali, da uporabljena resˇitev
za frontalizacijo ne izboljˇsa rezultatov, je pri bazi ChokePoint nismo stestirali.
Tudi drugacˇe smo se bazi ChokePoint zaradni izrazˇenih lastnosti slik, ki so
zelo podobne tem v bazi SCface, manj posvetili. Menimo, da cˇe bi baza
vsebovala podobno sˇtevilo slik znanih obrazov, kakor baza SCface, bi si bili
rezultati verjetno zelo podobni.
4.4 Nastavitev parametrov
Pri testiranju posamezne baze smo uporabljali empiricˇno dolocˇene parametre,
ki so podali najboljˇsi rezultat in jih je mocˇ razbrati iz tabel 4.10, 4.11, 4.12 in
4.13. Taksˇna nastavitev sicer ni najbolj zanesljiva, saj je sistem na ta nacˇin
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optimiziran za cˇim vecˇjo robustnost proti problematikam, ki nastopajo le v
posamezni bazi. Argumentiramo, da je v realni situaciji sˇe najbolj zanesljiva
nastavitev parametrov pri bazi SCface, ker le-ta najbolje posnema pogoje,
ki so prisotni pri prepoznavanju obrazov na javnih mestih. Cˇe torej pri
metodi LPOG uporabimo nastavitev parametrov za bazo SCface na vseh treh
bazah (le pri bazi FERET ohranimo sˇtevilo pod-regij), dosezˇemo rezultate,
ki so prikazani na sliki 4.11. Razvidno je, da s tako nastavitvijo parametrov
nasˇ sistem sˇe vedno dosega odlicˇne rezultate, ki so le malenkostno slabsˇi
od empiricˇno nastavljenih nastavitev. Opravicˇljivo bi bilo s spreminjanjem
velikosti slik spreminjati tudi radije ter velikost okna (M), a se rezultati niso
bistveno spremenili. Podrobnejˇsi opis parametrov je podan pri opisu metod
za ekstrakcijo znacˇilk v razdelku 3.3.
Tabela 4.10: Nastavitve parametrov za metodo LBP
Parameter FERET SCface ChokePoint
Radij (R) 5 3 3
Sosedi (N) 8 7 11
Pod-regije 9× 9 6× 6 9× 9
Tabela 4.11: Nastavitve parametrov za metodo ELBP
Parameter FERET SCface ChokePoint
Radij-h (R1) 5 5 3
Radij-v (R2) 3 3 2
Sosedi (N) 8 7 11
Pod-regije 9× 9 6× 6 9× 9
Tabela 4.12: Nastavitve parametrov za metodo LPQ
Parameter FERET SCface ChokePoint
Velikost okna (M) 9 9 7
Pod-regije 10× 10 5× 5 9× 9
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Tabela 4.13: Nastavitve parametrov za metodo LPOG
Parameter FERET SCface ChokePoint
Radij-h (R1) 5 5 3
Radij-v (R2) 3 3 2
Sosedi (N) 8 11 11
Velikost okna (M) 11 11 9
BELBP pod-regije 9× 9 4× 4 6× 6
LPQ pod-regije 10× 10 4× 4 6× 6
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Slika 4.11: Primerjava uspesˇnosti sistema na podanih mnozˇicah ob uporabi
metode LPOG pri prirejenih parametrih ter pri parametrih, ki so enaki za
vse tri baze.
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V sklopu nastavitve parametrov je potrebno omeniti sˇe sˇtevilo ohranjenih
glavnih komponent v projekcijski matriki. Pri nasˇem delu smo pri posamezni
bazi rezultate vedno pridobili tako, da smo v projekcijski matriki ohranili
od 75% do 100% glavnih komponent in zabelezˇili najboljˇse rezultate. Tega
postopka so se posluzˇili tudi avtorji uporabljenih metod. Vseeno smo to
podrocˇje premalo raziskali, da bi si upali iz podatkov karkoli sklepati. Opazili
smo namrecˇ razkorak pri sˇtevilu ohranjenih glavnih komponent pri razlicˇnih
bazah. Kljub temu resnega problema to ne predstavlja, saj pri ohranitvi
razlicˇnega sˇtevila glavnih komponent (v obmocˇju med 75% in 100%) rezultati
niso bistveno oscilirali in se niso nikoli poslabsˇali za vecˇ kot 2%.
4.5 Cˇasovna zahtevnost
Pri sistemih za prepoznavanje obrazov, ki delujejo v realnem cˇasu, je cˇasovni
strosˇek skoraj tako pomemben kakor ucˇinkovitost. S to motivacijo smo v
tabeli 4.14 podali informacije o cˇasu, ki je potreben za ekstrakcijo znacˇilk
ter kreacijo projekcijske matrike, ki sta najbolj cˇasovno zahtevni operaciji
v nasˇem sistemu. Informacije o cˇasu smo pridobili tako, da smo z nasˇim
sistemom 50-krat zgradili projekcijsko matriko iz mnozˇice Fa baze FERET,
kar vkljucˇuje tudi ekstrakcijo znacˇilk vseh slik. Postopek smo opravili dva-
krat: enkrat s slikami velikosti 128×128 pikslov ter drugicˇ s slikami velikosti
48× 48 pikslov.
Iz tabele je razvidno, da metoda Eigenfaces po hitrosti mocˇno prekasˇa
ostale metode za ekstrakcijo znacˇilk, vseeno pa so se dobro izkazale tudi vse
preostale metode. V nasˇem delu sicer ne porocˇamo o hitrosti popularnejˇsih
resˇitev za ekstrakcijo znacˇilk, so pa to storili avtorji metode LPOG v delu
Nguyen et al. [31], kjer je omenjena metoda delo opravila 4-krat hitreje kakor
v literaturi zelo priljubljene resˇitve, ki so osnovane na Gaborjevih valovih. V
delu so porocˇali o hitrosti ekstrakcije 44-ih slik na sekundo, v kolikor smo mi
dosegli v povprecˇju le 23 slik na sekundo, a smo pri nasˇem delu razpolagali
z manj zmogljivo strojno opremo. Kot recˇeno smo v tabeli 4.14 podali tudi
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Tabela 4.14: Cˇas, potreben za ekstrakcijo znacˇilk ter celoten cˇas, ki zajema
tudi kreacijo projekcijske matrike iz mnozˇice Fa (1196 slik) baze FERET.
Metoda Velikost slike Celoten cˇas [s] Cˇas e. znacˇilk [ms] Slike/s
Eigenf. 128× 128 4.68 1.19 838
LBP 128× 128 10.31 7.62 131
ELBP 128× 128 18.47 13.92 71
LPQ 128× 128 17.92 11.34 88
LPOG 128× 128 61.85 42.57 23
Eigenf. 48× 48 1.83 0.79 1261
LBP 48× 48 4.41 2.92 341
ELBP 48× 48 6.46 4.55 220
LPQ 48× 48 6.74 4.47 223
LPOG 48× 48 20.75 15.47 64
informacije o cˇasu, ki je potreben za kreacijo projekcijske matrike, a to niti ne
bi bilo potrebno, saj se omenjena operacija opravi malokrat. Cˇe sistem svoje
algoritme ucˇi na mnozˇici znanih obrazov, je to potrebno opraviti le takrat, ko
v sistem vnesemo novo sliko znanega obraza. V nasprotnem primeru, torej cˇe
sistem ucˇimo na drugacˇni mnozˇici, se operacija kreiranja projekcijske matrike
opravi le enkrat. Na ta nacˇin bo uspesˇnost sistema manjˇsa, a v primerih,
kjer so sistemu konstantno predstavljeni novi znani obrazi, je to lahko edini
nacˇin.
Pri nasˇem delu smo vse teste opravili na prenosnem racˇunalniku Lenovo
E540 (CPE i7-4702MQ @ 2,2 GHz, 4Gb RAM) z operacijskim sistemom
Windows 10 (64 bit) in v okolju Matlab R2016b (64 bit).
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4.6 Povzetek analize rezultatov
V tem poglavju smo predstavili rezultate, ki smo jih z nasˇim sistemom do-
segli na bazah obrazov FERET, SCface in ChokePoint. Pri bazi FERET, ki
je najbolj raziskana baza obrazov v akademskem svetu, smo se zelo priblizˇali
najboljˇsim rezultatom v literaturi, med tem, ko smo jih pri bazah SCface
in ChokePoint presegli. Ugotovili smo, da je metoda za ekstrakcijo znacˇilk
LPOG robustna proti vecˇini problematik, s katerimi se sistemi za prepo-
znavanje obrazov soocˇajo pri delovanju ob nenadzorovanih pogojih. Nadalje
nasˇi rezultati nakazujejo na to, da je slike, ki so majhne in nizke locˇljivosti
priporocˇljivo zgladiti, kakor smo to mi storili na bazi SCface. Resˇitev, ki je
na zacˇetku veliko obetala, a se je izkazala za sˇe premalo raziskano je fron-
talizacija. Slednjo smo namrecˇ uporabili na bazah FERET in SCface, a so
se pri obeh rezultati poslabsˇali. Vseeno argumentiramo, da si metoda za-
sluzˇi nadaljnih raziskav, saj smo pri nekaterih podmnozˇicah opazili porast
uspesˇnosti. Nasˇ sistem je hitrejˇsi od popularnih resˇitev v literaturi, s cˇimer
je zagotovo primeren za razvoj izven meja prototipa, kar smo dodatno do-
kazali tudi z ucˇenjem sistema na mnozˇici obrazov, ki je razlicˇna od mnozˇice
znanih obrazov. Trditev podpiramo tudi z dobrimi rezultati pri testiranju
sistema pri isti nastavitvi parametrov za vse tri baze. Kljub temu, kakor je
rezvidno iz rezultatov na bazi SCface, bo potrebnega sˇe veliko dela, da bodo
sistemi zmozˇni ucˇinkovitega delovanja na mestih, kjer hkrati nastopa vecˇ zelo
izrazˇenih problematik.
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Poglavje 5
Zakljucˇek
Magistrsko delo opisuje sistem za prepoznavanje obrazov pri nenadzorovanih
pogojih, razvoj katerega se je zacˇel s sˇtudijem podrocˇja, nadaljeval z identi-
fikacijo najboljˇsih tehnologij in metod, koncˇal pa z implementacijo prototipa
in s testiranjem. Glede na omenjene podprocese smo na grobo tudi struk-
turirali nalogo. V prvem sklopu smo tako opisali podrocˇje ter problematike,
s katerimi se soocˇa in argumentirali, da je problem prepoznavanja obrazov
na javnih mestih sˇe zelo aktualen. V nadaljevanju smo opisali baze obrazov
(FERET [43], SCface [19], ChokePoint [64]), ki smo jih uporabili pri testi-
ranju, za tem pa temeljiteje predstavili posamezne module nasˇega sistema.
Nalogo smo zakljucˇili z analizo testiranja, v sklopu katerega smo pri bazah
SCface in ChokePoint, vsaj kolikor nam je znano, celo dosegli najboljˇse re-
zultate v literaturi. V tem poglavju smo tudi podprli trditve o robustnosti
nasˇega sistema s podajanjem dobrih rezultatov pri uporabi posebne testne
mnozˇice obrazov.
Cˇe se natancˇneje dotaknemo prispevkov naloge, bi na tem mestu izpo-
stavili natancˇen opis sistema, s katerim je mocˇ dosecˇi zelo dobre rezultate
pri razlicˇnih pogojih. Pri tem smo ugotovili da se pri majhnih slikah nizke
locˇljivosti rezultati izboljˇsajo, cˇe jih v koraku obdelave slik zgladimo. Sˇe
pred zacˇetkom testiranja smo si veliko obetali od nove metode za frontaliza-
cijo obrazov, opisane v delu Hassner et al. [21], a se rezultati niso izboljˇsali.
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Tekom izdelave smo na vseh treh bazah preizkusili tudi kopico razlicˇnih foto-
metricˇnih metod za svetlobno izravnavo, ki so agregirane v knjizˇnici INface,
a sta se najbolje odrezali uveljavljeni metodi Retina model na bazah FERET
in ChokePoint ter histogramska izravnava na bazi SCface. Kljub temu smo
na dveh bazah z metodo ekstrakcije znacˇilk LPOG [34] izboljˇsali rezultate v
literaturi.
V raziskavo smo se spustili z motivacijo, da sistem za prepoznavanje obra-
zov implementiramo na javnem mestu. Ta motivacija je sˇe vedno prisotna,
za kar pa sistemu manjka sˇe par komponent, zacˇensˇi z modulom za avtomat-
sko zaznavo znacˇilk. Cˇe sistem s to tehnologijo ne razpolaga, je potrebna
rocˇna lokalizacija znacˇilk, kar pa je zamudno in drago. Na srecˇo na tem po-
drocˇju obstajajo sˇtevilne zanesljive resˇitve, med drugimi Viola in Jones [62],
Rowley [46] in ERT [24]. Nadalje je pri prepoznavanju na javnih mestih naj-
verjetnejˇsi scenarij video-to-image, kar pomeni, da neznano osebo predstavlja
video in ne slika, kakor je to primer pri trenutnem stanju nasˇega sistema. Da
bi le-tega priredili omenjenemu scenariju, je sistem potrebno nadgraditi v
koraku klasifikacije. Ena izmed metod, ki jo je pri tem mozˇno uporabiti, je
metoda skupnega podprostora (ang. Mutual Subspace Method) [66], katero
so uporabili avtorji baze ChokePoint (namen te baze je ravno v testiranju pri
scenariju video-to-image ali video-to-video) v svojem delu Chen et al. [64].
V kolikor je potrebno dolocˇene komponente sistemu do delovanja na jav-
nem mestu sˇe dodati, pa je mocˇ obstojecˇe module sˇe izboljˇsati z raziskavo na
naslednjih podrocˇjih:
• Uporaba barvnih slik: pri nasˇem delu smo prepoznavanje obrazov
vedno raziskovali le na cˇrno-belih slikah. V delih [57, 27, 16] so pri tem
uposˇtevali tudi barvo.
• Dolocˇitev kvalitete slik: dejali smo sˇe, da je video-to-image najbolj
verjeten scenarij pri prepoznavanju obrazov v resnicˇnem svetu. V tem
primeru imamo na voljo vecˇ kot le eno sliko neznane osebe, s cˇimer
se odpre vecˇ mozˇnosti za njihovo uporabo. Ena izmed mozˇnosti je
primerjanje vseh slik naenkrat s sliko znanega obraza, kar smo zˇe opisali
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v prejˇsnjem odstavku. Naslednja mozˇnost je, da iz posnetka izberemo le
N najbolj kvalitetnih slik za primerjavo, za kar pa je potreben algoritem
za dolocˇitev kvalitete slik. Sˇtevilne resˇitve so opisane v delih [64, 14, 1].
• Fuzija slik: sˇe ena mozˇnost, ki je na voljo pri razresˇevanju video-to-
image scenarija je fuzija slik. Nekaj podobnega smo uporabili tudi sami
pri bazi ChokePoint, ko smo povprecˇili vse slicˇice enega posnetka, da
smo pridobili eno sliko. Naprednejˇse metode, ki opravljajo to nalogo
so opisane v delih [73, 6].
• Super-locˇljivost: pri bazi ChokePoint in sˇe posebej pri bazi SCface
smo imeli opravka s slikami zelo nizke locˇljivosti. Z izjemo tega, da
smo pri bazi SCface uporabili glajenje robov, smo slike tretirali na isti
nacˇin kot slike pri bazi FERET, ki so visoke locˇljivosti. V delih [51, 65]
pri resˇevanju tega problema uporabljajo metode t.i. super-locˇljivosti.
Na tem mestu naj omenimo, da so pri nekaterih izmed zgoraj omenjenih
del svoje resˇitve testirali tudi na bazah FERET, SCface in ChokePoint, a
tega niso pocˇeli po standardnem protokolu ali pa so celo uporabljali slike
iz razlicˇnih podatkovnih baz hkrati. Dodati je potrebno sˇe, da v kolikor se
rezultati pri uposˇtevanju zgoraj nasˇtetih resˇitev lahko izboljˇsajo (lahko pa
tudi ne), je sˇe vedno potrebno v obzir vzeti hitrost sistema, ki pa je za nas
zelo pomembna in se pri dodajanju resˇitev ustrezno zmanjˇsa.
Izmed v uvodu nasˇtetih problematik smo pri nasˇem (v vecˇjem ali manjˇsem
obsegu) stestirali vse razen prekrivanja. Pri slednji imamo v mislih predvsem
vecˇje predmete kot so npr. soncˇna ocˇala, pokrivala, sˇali, rute itd. V skupen
kosˇ lahko vrzˇemo tudi nekatere lastnosti, ki obrazu pripadajo intrinzicˇno
(npr. brade, brki), a jih pri nasˇem delu nismo testirali locˇeno ter posledicˇno
o uspesˇnosti nasˇe resˇitve pri teh pogojih ne moramo porocˇati. Razlog za
to je predvsem nedostopnost testnih podatkov. Vseeno smo dokazali, da je
nasˇ sistem konkurencˇen z resˇitvami v literaturi in robusten na sˇiroko paleto
problematik. Optimisticˇni smo, da bomo v blizˇnji prihodnosti nasˇo resˇitev
sˇe nadgradili ter jo uspesˇno razsˇirili izven meja prototipa.
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