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Time series are very common in many fields of science as well as in, for example, economics.
Nowadays time series are a more common way of expressing data because of the wide range of
sensors and equipments collecting ordered data, such as stock prices and wind speed. Desire for a
time series analysis usually rises from a wish to both understand a time-related data and interpolate
missing values.
In this research we had two different time series and two different aims for the analyze. The first
goal was to analyze one-dimensional time series of temperature measurements and try to fill in a
self-created gap in the time series. Missing values are commonly present in a real life measurement
data, often caused by a failure of a measurement device or a simple human error. The missing
values are problematic when analyzing time series: some of the common analyzing methods are not
applicable to a data containing gaps and even a small, unfilled gap reduces the reliability of the
observation analysis such as future value predictions.
The second aim was to work with a selection of satellite image data. These satellite images were
all taken from the same location and together they formed a two-dimensional time series. The goal
was to analyze the time series of images, aiming to find some common features between different
land types and by using these features divide the image pixels into five different clusters, depending
on the land types the pixels were representing. The motivation behind such analysis was to test
feature recognition possibilities for the recently collected satellite image data, which was measured
using the synthetic aperture radar imaging. The data was provided by the Electric Brain project.
For analyzing the time series we used techniques based on Fourier analysis, wavelet analysis, cross-
correlation and k-means clustering algorithm. As the results presented in the chapter 3 present,
the gap filling for the one-dimensional temperature data was performed successfully with two dif-
ferent approaches based on Fourier and wavelet analysis. Especially the wavelet analysis approach
performed a very good reconstruction for a missing year of temperatures using data from two to
five surrounding years. The results of the feature recognition of the two-dimensional satellite image
data were not as successful and results did not offer a good land type based separation of the pixels.
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Kumpulan tiedekirjasto
Tämän työn rahoitti TEKES, ja se tehtiin yhteistyössä VTT:n kanssa.
Aikasarjat ovat yleisiä sekä tieteessä että erilaisissa sovelluksissa. Yleistyneet sensorit ja laitteistot,
jotka keräävät järjestettyä dataa kuten osakkeiden hintoja ja tuulen nopeutta, ovat lisänneet aika-
sarjojen yleisyyttä datan ilmaisun keinona. Tarve aikasarja-analyysille syntyy usein tarpeesta sekä
ymmärtää aikasidonnaista dataa että pystyä tuottamaan siitä haluttuja puuttuvia arvoja.
Tässä tutkimuksessa käsiteltiin kahta eri aikasarjaa, joilla molemmilla oli yksilöllinen tavoite ana-
lyysille. Ensimmäinen aikasarja oli yksiulotteinen ja koostui lämpötiladatasta. Tutkimuksen tavoi-
te oli analysoida kyseistä aikasarjaa ja paikata siihen luotu aukko. Puuttuvat arvot ovat yleisiä
mittausdatassa mittauslaitteiston ongelmista ja inhimillisistä erehdyksistä johtuen. Tällaiset au-
kot aiheuttavat ongelmia aikasarja-analyysissa: jotkut yleisesti käytetyistä metodeista eivät sovellu
aukkoja sisältävän datan käsittelyyn, ja jopa pieni täyttämatön aukko vähentää analyysin tulosten
luotettavuutta.
Toinen tavoite oli samasta sijainnista kerätyistä satelliittikuvista koostuvan kaksiuloitteisen aikasar-
jan analysointi. Tavoite oli analysoida kuvista koostuvaa aikasarjaa ja löytää siitä eri maatyypeille
ominaisia piirteitä, joiden avulla kuvien pikselit jaettaisiin viiteen eri klusteriin. Jokainen näistä
viidestä klusterista edusti yhtä maaluokkaa. Tavoite oli löytää tällaisen ominaisuuksiin perustuvan
jaon mahdollisuuksia uudella datalla, joka oli kerätty käyttäen SAR-kuvausta (synthetic aperture
radar imaging). Datan tuotti Electric Brain-projekti.
Aikasarjojen analysoinnissa käytettiin tekniikoita jotka perustuivat Fourier analyysiin, wavelet ana-
lyysiin, ristikorrelaatioon ja k-means algorithmiin. Kuten tulokset kappaleessa 3 esittävät, yksiu-
lotteisen datan aukon paikkaus onnistui hyvin Fourier ja wavelet analyyseihin perustuvilla teknii-
koilla. Erityisesti wavelet-pohjainen lähestymistapa tuotti todella hyviä paikkauksia kokonaiselle
puuttuvalle vuodelle, kun käytössä oli dataa ympäröiviltä kahdelta ja viideltä vuodelta. Kaksiu-
lotteisen datan jaottelu ominaisuuksien mukaan ei tuottanut tyydyttävää tulosta tämänhetkisellä
data-aineistolla.
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Chapter 1
Introduction
A time series is a collection of observations which are made sequentially in time. In time
series time can be anything that orders the observations in some explicit way. Time
series are very common in many fields of science as well as in, for example, economics.
Nowadays time series are indeed a more common way of expressing data because of the
wide range of sensors and equipments collecting ordered data, such as stock prices and
wind speed. The form of a time series depends on the application. A time series is said
to be continuous when observations are made continuously in time. A discrete time series
has observations taken at the specific points of time which are usually equally spaced for
comparison purposes. Time series can be naturally discrete and equally spaced, or created
from a continuous time series by picking up values at equal intervals of time.
Desire for a time series analysis usually rises from a wish to both understand a time-
related data and interpolate missing values. In the time series observations usually depend
on each other and thus it is important to consider the ordering of the observations during
the analyze. This dependence is also the key to predict future from the past observations.
A time series, for which future observations can be predicted precisely, is said to be
deterministic. For a stochastic time series, which are the most common in applications,
the future observations are effected by the past values and a probability distribution. For
the stochastic time series exact predictions are impossible. An introduction and general
properties of the time series can be found for example from [2].
In this research we had two different time series and two different aims for the analyze.
The first goal was to analyze one-dimensional time series of temperature measurements
and try to fill in a self-created gap in the time series. Missing values are commonly present
in a real life measurement data, often caused by a failure of a measurement device or a
simple human error. The missing values are problematic when analyzing time series: some
of the common analyzing methods are not applicable to a data containing gaps and even
a small, unfilled gap reduces the reliability of the observation analysis such as future value
1
predictions.
The second aim was to work with a selection of satellite image data. These satellite
images were all taken from the same location and together they formed a two-dimensional
time series. The goal was to analyze the time series of images, aiming to find some common
features between different land types and by using these features divide the image pixels
into five different clusters, depending on the land types the pixels were representing.
The motivation behind such analysis was to test feature recognition possibilities for the
recently collected satellite image data, which was measured using the synthetic aperture
radar imaging. The data was provided by the Electric Brain project.
Electric brain Novel Capability for Intelligent Extraction of Information from Open
Earth Observation Data and Other Big Data is a jointly-funded project with two project
participants: Technical Research Center of Finland (VTT) and University of Helsinki.
The project started in January 2014. The goal of the project is to create globally com-
petitive capability for analysis of environmental georeferenced data containing mainly
earth observatory images. Main focus of the project is on the development of the auto-
mated self-learning and adaptive methods for processing big data masses and automatic
operation.
For the time series analysis we used techniques based on Fourier analysis, wavelet
analysis, cross-correlation and k-means clustering algorithm. In Fourier analysis the idea is
to represent any function as a combination of trigonometric functions. The goal to present
an arbitrary function as a sum of cosine and sine functions has roots in the 18th century,
when the aim was to understand the movement of a vibrating string. Fourier analysis has
a colorful history during which many great mathematicians have been wondering its power
and possibilities, not always agreeing with each other. Behind the development and history
of Fourier analysis can be found famous mathematicians such as Taylor, Bernoulli and
D’Alembert, to name only a few. Fourier analysis became better known in the beginning
of the 19th century, when Joseph Fourier proved that any signal can be presented as a
weighted sum of the cosine and sine series. After the work of Joseph Fourier, Fourier
series has become a permanent tool in mathematical analysis. Nowadays Fourier analysis
is applied both in theoretical mathematics but also in applied fields of science. It is
indeed one of the most widely applied analysis tools in science and engineering, especially
in signal processing. The work of Cooley and Tukey, which resulted the Fast Fourier
Transform algorithm in 1965, reduced the computation time significantly, strengthening
the position of the transform in practical applications.
One limitation of Fourier analysis is that while transforming the series from the time
domain into the frequency domain, it loses the time structure of the series. The wavelet
transform is one answer to this problem. First references to wavelets are from 1909 by
Alfred Haar who was completing a research about orthogonal function systems. This
research resulted later the first family of wavelets named after Haar himself. The basis
2
function of Haar is constructed from equally short positive and negative pulses following
each others, and this shape of the function gives it the name wave. The next approach
to wavelets after Haar was in 1930s by a physicist Paul Levy who was studying Brownian
motion. He discovered that the subtle details of Brownian motion were better found by a
function having variation in its scale compared to the Fourier basis functions with fixed
scale. A new era of wavelet research started in 1970s when Jean Morlet introduced a
technique for scaling and shifting the analysis window of a function to analyze acoustic
echoes. Numerous researchers have then continued developing the theory of the wavelet
transform, creating a powerful tool for many applications such as signal analysis and
speech processing. One of the important names behind the present wavelet theory and
basis of the multiresolution analysis is Ingrid Daubechies who defined her own family of
wavelets around the year 1988. More history of the Fourier and the wavelet transform
can be found from [6, 7, 1].
To measure correlation between two time series one needs to look into their cross-
correlation. Cross-correlation, also known as a sliding dot product, measures the similarity
of two series by sliding one of the series and computing its dot product with the other one
remaining still. Cross-correlation has similarities to convolution operation, but in cross-
correlation neither of the series has reverse taken. Cross-correlation is a common tool in
signal processing and it is used for example for locating shorter signals from another and
for pattern recognition. Autocorrelation is a special case of a cross-correlation where the
cross-correlation is performed with the signal itself. [9]
The k-means algorithm represents one of the most common clustering approaches, the
distance based clustering. It uses a distance metric for constructing cluster centroids to
represent each of the clusters. The elements are then assigned to one of the clusters by
a distance-based decision rule which aims to minimize the distance between the elements
in each of the clusters. The k-means clustering problem is known to be an NP-complete
problem, meaning that there is no efficient solution for finding the best clustering and
hence experimental clustering algorithm is needed. The algorithm starts from an initial
guess for the cluster centroids and updates the centroids and the elements assigned to
each cluster until the algorithm convergences. [5]
One motivation to study temperature measurements and satellite images is their cur-
rent position in research. Rising temperatures and climate change are common topics
which have achieved more and more attention during the past years. Groups of scientists
are measuring and analyzing data masses provided by a variety of different measurement
devices, such as satellites, producing data for the analysis and predictions of our globe’s
current situation. It is important to find suitable analysis tools to get even better estima-
tions and to extract more subtle information from the achieved data. These information
pieces can be just the ones needed to decide and justify the motions to change the di-
rection of our climate. Information about the changes of the land masses, water bodies
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and the development of the temperatures over longer time periods are crucial for gaining
understanding of the changing environment we are living in.
As one can observe from the results presented in the chapter 3, the gap filling applied
for the one-dimensional temperature data was performed succesfully using Fourier and
wavelet analysis based approaches. Especially the wavelet analysis approach performed
a very good reconstruction of a missing year of temperatures using data from two to
five surrounding years. The relative errors for the wavelet based reconstruction of one
year were 19.0 and 17.7 using two and five years of the data, respectively. The results
of the feature recognition were not as succesfull with the two-dimensional satellite image
data. As we can see from visualization of the Coiflet 2 wavelet decomposition approach
presented in the figure 3.6, the pixels were not succesfully separated into five different
clusters as was aimed. Wavelet analysis is on its best strength with a larger data set,
and we remain hopefull that the results of the feature recognition using wavelet based
approaches will be improved once more data has been obtained.
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Chapter 2
Material and methods
2.1 Materials
2.1.1 Temperature measurements
The temperature measurements were collected from the Finnish Meteorological Institute’s
open data resource. The Finnish Meteorological Institute has offered open data since sum-
mer 2013. The temperatures had been collected in Helsinki at Kaisaniemi measurement
station between the years 2010 and 2015. During these years the daily temperatures were
collected in 10 minute intervals from which we chose to use for every day the one tem-
perature measured at midnight, the time stamp being exactly 00:00:00. We chose this
time slot out of the interest to analyze the night temperature values. We wanted to use
the genuine temperatures instead of the daily temperature mean values to work with the
actual time-depending measurement values.
When collecting the temperature data we ran into few actually missing values. Since
we wanted to create and evaluate methods for filling such gaps, it was not possible to
just apply the methods for these real existing gaps. The gaps were present at years 2013,
2012 and 2011. For the year 2013 between 16th to 18th of March all the measurements
were missing. For the year 2011 temperatures were missing from 31th of December. We
could find a measurement from 30th of December at the time stamp 23:50:00, only ten
minutes away from the actual measurement time. For the year 2012 temperatures were
missing from 1st and 2nd of January. For the 2nd of January 2012 the first available
measurement was found at 9 o’clock. To overcome such problem we decided to fill these
missing values with the closest measurement values available. This means that for the
31th of December at the time 00:00:00 for the temperature was marked the temperature
of the 30th of December at 23:50:00. The missing temperature of the 2nd of January
2012 at 00:00:00 was replaced with the measurement at 09:00:00, and the 1st of January
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2012 at 00:00:00 received for the temperature the mid-point temperature of these two
neighboring temperatures. The gap from the year 2013 was filled with a similar principle
using the closest available measurements from Kaisaniemi. These unfortunate gaps in
the temperature measurements were so small that such pre-processing procedure before
applying the methods would not have a significant effect to the results. However, to
minimize the possible effects we chose to use as a gap the year 2013 which actually had
this one gap lasting for three whole days.
The temperatures we used for the study were collected from a XML-document achieved
from the open data resource. The data resource allows one to modify all the search
parameters including time stamp, location and which measurements are collected. The
temperatures from Kaisaniemi were available starting from the year 2010, and we chose
to collect the temperature measurements from all the years 2010 to 2015. The collected
and preprocessed temperatures are shown in the figure 2.1.
Figure 2.1: Temperatures from Kaisaniemi between years 2010 and 2015. Temperatures
were collected from the Finnish Meteorological Institute’s open data resource.
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2.1.2 Simulated satellite time series data
To test the clustering methods before applying them to the Electric Brain project’s data,
we created a simulated data in MATLAB. The idea behind the simulated data was to
create five different main types of functions, all different to each others, but sharing some
trends and shapes which would make separating them difficult. We created 2000 replicates
from each of the five main types by adding some random Gaussian noise following the
standard normal distribution. This resulted in 10000 different functions which we then
wanted to cluster into the five clusters, each one of the clusters representing one of the
five main function class. When we tested the clustering methods, we modified the level
of the Gaussian noise used for creating the replicates to compare the robustness of the
methods. The five basis functions from which the replicates were created are presented
in the figure 2.2.
Figure 2.2: The five basis simulated data functions. From each of these five functions
2000 replicates were made by adding some random Gaussian noise. The resulting 10000
simulated time series were then used for practicing and testing the clustering methods,
aiming to divide all the series into five clusters.
7
2.1.3 Satellite data
The data used in the Electric Brain project was collected by the Sentinel-1 satellite.
The Sentinel-1 mission is a joint initiative of the European Comission (EC) and the
European Space Agency (ESA), and it belongs to the European Radar Observatory’s
Copernicus programme. Copernicus is a European initiative which provides information
services for environment and security related tasks. The information Copernicus provides
is based on observed data received from the Earth observation satellites and ground-based
measurements. Copernicus uses multiple groups of satellites, the family of Sentinels being
one of them designed especially for the needs of the programme.
The Sentinels consist of six different families of satellites and provides a unique set of
observations. Each of the satellite families focuses on a different aspect of Earth obser-
vations, for example Atmospheric, Oceanic or Land monitoring. The Sentinel-1 mission
has two polar-orbiting satellites which operate non-stop performing a 5.405 GHz C-band
synthetic aperture radar (SAR) imaging. The Sentinel-1 works in a preprogrammed oper-
ation mode, imaging all the global landmasses, oceans, coastal zones and shipping routes
at a high resolution. The Sentinel-1 images the same location every 12 days collecting im-
ages of both perpendicular and parallel polarization. All the images used in this research
are taken by the Sentinel-1 from Hyytiälä, Finland, covering 10km× 10km area.
Synthetic aperture radar imaging (SAR) is based on the illumination and recording
back-scattered light from the objects. The strength of the synthetic aperture radar imag-
ing is that it is not sensitive for any weather conditions. The synthetic aperture radar
images can be collected at any time of the day under any weather conditions without any
loss on the image quality. The complicated problems of light scattering and reflection,
however, bring challenges to the radar imaging. For application use problems also arise
from the special feature of a radar imaging: even though the resulting images are always
clear and sharp regardless of the measuring conditions, recognition of the land types from
the images is a very challenging task. All the small details which separate the land types
are vanished and to analyze the land types good analyzing methods and comparison data
is needed. More information regarding the satellite data can be found from [10, 11, 12].
On the left-hand side of the figure 2.3 is a traditional satellite image of Hyytiälä where
the synthetic radar images were measured. On the right-hand side is presented the ground
truth map to which the results of the clustering are compared to.
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Figure 2.3: On the left-hand side is a traditional satellite image of Hyytiälä where the SAR
data was collected. On the right-hand side is the ground truth map in which each pixel is
assigned into one of the five main clusters which are color coded. Orange corresponds to
urban areas, yellow to agriculture, green to forest, light blue to wetlands and dark blue
to water bodies.
The data provided by the Electric Brain project was collected during 24 different
measurement times. From each of the measurement times both the parallel and the
perpendicular polarization were obtained, resulting a time series of 48 images. From the
time series our aim was to analyze a time series of each pixel and by recognizing some
features divide all of the pixels into a five different land cover types. These five main land
cover types were defined as urban areas, agriculture, forest, wetlands and water bodies.
The five super classes were constructed in respect to the Coordination of Information on
the Environment (CORINE) standard. The division of the classes into the super classes
is presented in 2.1. We want to notify the reader that all of these land covers were not
presented in our data, as can be seen from the figure 2.4.
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Class Area, level 3 Area, level 2 Superclass Area
1 Continuous urban fabric Urban fabric 1 Artificial surfaces
2 Discontinuous urban fabric Urban fabric 1 Artificial surfaces
3 Commercial units Urban fabric 1 Artificial surfaces
4 Industrial units Urban fabric 1 Artificial surfaces
5 Road and rail networks and associated land Industrial, commercial and transport units 1 Artificial surfaces
6 Port areas Industrial, commercial and transport units 1 Artificial surfaces
7 Airports Industrial, commercial and transport units 1 Artificial surfaces
8 Mineral extraction sites Mine, dump and construction sites 1 Artificial surfaces
9 Mineral extraction sites Mine, dump and construction sites 1 Artificial surfaces
10 Dump sites Mine, dump and construction sites 1 Artificial surfaces
11 Construction sites Mine, dump and construction sites 1 Artificial surfaces
12 Sport and leisure facilities Artificial, non-agricultural vegetated areas 1 Artificial surfaces
13 Sport and leisure facilities Artificial, non-agricultural vegetated areas 1 Artificial surfaces
14 Sport and leisure facilities Artificial, non-agricultural vegetated areas 1 Artificial surfaces
15 Sport and leisure facilities Artificial, non-agricultural vegetated areas 1 Artificial surfaces
16 Non-irrigated arable land Arable land 2 Agricultural areas
17 Fruit trees and berry plantations Permanent crops 2 Agricultural areas
18 Pastures Pastures 2 Agricultural areas
19 Pastures Pastures 2 Agricultural areas
20 Agriculture, with lot of natural vegetation Heterogeneous agricultural areas 2 Agricultural areas
21 Agro-forestry areas Heterogeneous agricultural areas 2 Agricultural areas
22 Broad-leaved forest Forests 3 Forests and semi-natural areas
23 Broad-leaved forest Forests 3 Forests and semi-natural areas
24 Coniferous forest Forests 3 Forests and semi-natural areas
25 Coniferous forest Forests 3 Forests and semi-natural areas
26 Coniferous forest Forests 3 Forests and semi-natural areas
27 Mixed forest Forests 3 Forests and semi-natural areas
28 Mixed forest Forests 3 Forests and semi-natural areas
29 Mixed forest Forests 3 Forests and semi-natural areas
30 Natural grassland Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
31 Moors and heathland Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
32 Transitional woodland/shrub Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
33 Transitional woodland/shrub Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
34 Transitional woodland/shrub Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
35 Transitional woodland/shrub Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
36 Transitional woodland/shrub Shrub and/or herbaceous vegetation associations 3 Forests and semi-natural areas
37 Beaches, dunes, and sand plains Open spaces with little or no vegetation 3 Forests and semi-natural areas
38 Bare rock Open spaces with little or no vegetation 3 Forests and semi-natural areas
39 Sparsely vegetated areas Open spaces with little or no vegetation 4 Forests and semi-natural areas
40 Inland marshes Inland wetlands 4 Wetlands
41 Inland marshes Inland wetlands 4 Wetlands
42 Peatbogs Inland wetlands 4 Wetlands
43 Peatbogs Inland wetlands 4 Wetlands
44 Salt marshes Coastal wetlands 4 Wetlands
45 Salt marshes Coastal wetlands 4 Wetlands
46 Water bodies Inland waters 5 Water bodies
47 Water bodies Inland waters 5 Water bodies
48 Sea and ocean Marine waters 5 Water bodies
Table 2.1: The CORINE ground class separation from year 2012. This class separation
was received from VTT including the division into the five super classes.
The figure 2.4 presents how the pixels in the ground truth data image are divided
between the five super classes. The super classed are color coded throughout the work in
such a way that orange corresponds to the artificial surfaces, yellow to the agricultural
areas, green to the forests, light blue to the wetlands and darker blue to the water bodies.
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As we can see, the class containing the forest pixels has much more data pixels than any
of the other super classes. Indeed, according to VTT classifying all the pixels into the
forest cluster would still result approximately 70% accurate classification.
Figure 2.4: Bar plot of the five superclasses present in the data. Orange corresponds to
urban areas, yellow to agriculture, green to forest, light blue to wetlands and dark blue
to water bodies.
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2.2 Methods
2.2.1 Fourier analysis
This subsection follows the theorems and the definitions presented in [6]. More details
and proves of the theorems presented in this subsection can be as well found from [6].
In Fourier analysis the main idea is to express an arbitrary function f by the trigono-
metric series
f(x) =
∞∑
n=−∞
cne
inx
where eit = cos(t) + i sin(t) and cn are the Fourier coefficients of f .
Definition 2.1. Let f : [a, b] → C be a (Lebesgue) integrable function having f ∈
L1(a, b). Let L = b− a be the length of the interval, limited as 0 < L <∞. Then the nth
Fourier coefficient of the function f is defined as
fˆ(n) =
1
L
∫ b
a
f(x)e−i
2pin
L
x dx, n ∈ Z.
The Fourier series of the function f is the sum of its Fourier coefficients, formally given
by
∞∑
n=−∞
fˆ(n)ei
2pin
L
x.
For the continuous functions f and g we have the following results.
Theorem 2.2. Let f, g be measurable and integrable functions on interval [−pi, pi] and let
fˆ(n) = gˆ(n) for every n ∈ Z. Then f(x) = g(x) at every point x ∈ (−pi, pi) where f − g is
continuous.
Corollary 2.3. If f, g : [−pi, pi]→ C are continuous functions and fˆ(n) = gˆ(n) for every
n ∈ Z, then f(x) = g(x) at every point x ∈ [−pi, pi].
Previous theorem and corollary state that every continuous function f is uniquely
defined by its Fourier coefficients and hence, the Fourier series of a function f converge
to f .
Convergence of the continuous Fourier series depends on the behavior of the partial
sums of the Fourier coefficients,
SNf(x) =
N∑
−N
fˆ(n)ei
2pin
L .
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By definition the Fourier series converges at point x whenever a limit limN→∞ SNf(x)
exists. Moreover, the Fourier series converges towards function value f(x) if
SNf(x)→ f(x), when N →∞.
Convergence of the Fourier series of a continuous function is defined formally by the
following corollary.
Corollary 2.4. Let f be a continuous function. Suppose that the Fourier series of f
is absolutely convergent, having
∑∞
n=−∞ |fˆ(n)| < ∞. Then the Fourier series converges
uniformly to f , that is,
lim
N→∞
SN(f)(x) = f(x).
In applications such as signal processing the Fourier transform is often needed for a
discrete or discretized function. By proper assumptions these discrete points x(t) of a
signal x at time t are actually Fourier coefficients for some function. Hence we can derive
for the signal x frequency presentation,
X(ω) =
∑
k∈Z
xke
ikω, ω ∈ [0, 2pi].
In applications we often consider only a definite amount of frequencies, such as ωj =
j
N
2pi, j = 0, 1, . . . , N − 1. These frequencies Z(N) = { j
N
2pi | j = 0, 1, . . . , N − 1} form an
Abelian group, and the discrete Fourier transform in Z(N) is constructed in respect to
its algebraic structure. The correspondence to the exponential functions einx is defined as
follows.
Definition 2.5. Set el : Z(N)→ S1 by defining
el(k) = e
2pii lk
N = ηlk, for k, l = 0, 1, . . . N − 1 and η = e2pii 1N .
Lemma 2.6. Family {e0, e1, . . . , eN−1} is orthogonal in vector space V = VN = {F :
Z(N)→ C},
(el, em) = Nδl,m.
Here δl,m is a function which has value 1 when l = m and otherwise 0.
We can now define the Fourier coefficients in Z(N) as follows.
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Definition 2.7. Function F : Z(N)→ C has Fourier coefficients
Fˆ =
1
N
(F, en) =
1
N
N−1∑
k=0
F (k)e−2pii
nk
N , n = 0, 1, . . . , N − 1.
We can define the nth Fourier coefficient of a function F by
Fˆ (n) =
1
N
N−1∑
k=0
F (k)e−2piikn/N .
Now from the above observations we can derive the theorem for the Fourier inversion in
Z(N).
Theorem 2.8. If F : Z(N)→ C is an arbitrary function, then
F (k) =
N−1∑
n=0
Fˆ (n)en(k) =
N−1∑
n=0
Fˆ (n)e2pii
nk
N , k = 0, 1, . . . , N − 1,
where Fˆ are its Fourier coefficients. Moreover, by Plancherel’s theorem
N−1∑
n=0
|Fˆ (n)|2 = 1
N
N−1∑
n=0
|F (k)|2.
The Fourier transform converts the signals and functions of time domain into the
frequency domain and by so gives the functions a simpler trigonometrical form. One of
the main strengths of such transform is that it simplifies many operators; for example
convolution operation becomes a simple multiplication in the frequency domain.
2.2.2 Short-time Fourier transform
Despite the multiple applications of the Fourier transform, its limitation is that the com-
plex exponential functions at different discrete frequencies are not compactly supported
in time since they extend to infinity. For analysis of non-stationary signals the missing
time localization information makes the Fourier transform approach inadequate. In fact
in practice most of the signals are non-stationary having spectral components changing
over time. The Fourier analysis answer to the time localization problem is the short-time
Fourier transform (STFT). The short-time Fourier transform segments the non-stationary
signals into short, approximately stationary pieces. For these pieces the Fourier transform
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can then be constructed. We can define the short-time Fourier transform and the inverse
transform as
S(τ, f) =
∫
x(t)w(t− τ)e−2jpift dt,
x(t) =
∫
τ
∫
f
S(τ, f)w(t− τ)e2jpift dτ df
where w(t) is the windowing function, f and τ are the frequency and time parameters,
respectively and S(τ, f) is the short-time Fourier transform of the signal x(t) at frequency
f and time τ .
How the transform works is that it uses a sliding window function w which is centered
at time τ . For each τ a time-localized Fourier transform of the signal x(t) is performed
within the window. The window is then moved by τ along the time and another Fourier
transform is performed. This way the transform is performed to each of the small segments
at a time, knowing the exact frequency localization of the segment. However, also this
transform has its limitations. It offers a constant resolution for all the frequencies by using
the same window throughout the analysis of the whole signal. If the signal in analysis
would have a high frequency peak for a short time span, only a narrow window would be
able to achieve a good time resolution. But using a narrow window for the whole analysis
would result in bad resolution for the lower frequency components. This problematic
property of the short-time Fourier transform was one of the main thrives for the wavelet
analysis. For further reading we recommend [7].
2.2.3 Wavelet analysis
As the name wavelet lets one assume, the functions used in wavelet analysis are indeed
small waves growing and decaying in a limited time period. Wavelets are a fairly simple
mathematical tool for a great variety of possible applications such as time series and image
analysis. Even though wavelets are a relatively new tool for analyzing time series, the
concept of wavelets has roots in older ideas arising from engineering, physics and pure
mathematics. Wavelets can be considered as a new way of combining these older ideas,
producing new and elegant mathematical results and efficient computational algorithms.
In the moment wavelets offer a number of interesting applications in both signal and
numerical analysis while many other application fields are under research. Wavelets alone
are a powerful analysis tool, but in many applications they can be also used to complete
other analyzing techniques such as correlation and spectral analysis. The way wavelets
work is that they cut up data, functions or operators into different frequency components,
and after the division each of the components are studied with a resolution matched to its
scale. Essentially wavelet transform searches similarities between the original signal and
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the different scales and shifts of the base wavelet. Wavelet transforms can be divided into
two main categories: continuous (CWT) and discrete (DWT) transforms. The continuous
transform is designed especially for the needs of analyzing time series defined over the
entire real axis while the discrete transform is suitable for series which are defined over
some range of integers.
When the wavelet transform is performed, for example to a signal evolving in time,
the transform depends on both time and scale. In other words, the wavelet transform
produces a time-frequency localization of the signal, which is often under interest in
practical applications. Compared to the Fourier transform presented in section 2.2.1 and
short-time Fourier transform in 2.2.2, wavelets deliver the time-localization content as
well as the changing analyzing width. The greatest difference to the short-time Fourier
transform is that wavelets offer a time-width adapted to the frequency. This produces
very narrow higher frequency wavelets and much broader low frequency wavelets which
enable the wavelet transform to find both high and low frequency phenomena from the
signal.
This subsection follows the theorems and the derivations of [1, Chapter 2, Chapter 3]
and [4, Chapter 4]. For further reading in wavelet analysis we recommend for example
[1], [4] and [3].
Before defining the wavelet transform, let us define the mother wavelet.
Definition 2.9. A real-valued function ψ, defined over the real axis (−∞,∞), is a
(mother) wavelet if it satisfies the following two properties:
(1) The integral of ψ(·) is zero: ∫ ∞
−∞
ψ(u) du = 0,
(2) The square of ψ(·) integrates to unity:∫ ∞
−∞
ψ2(u) du = 1.
We can reformulate the second condition as follows: for any ε which satisfies 0 < ε < 1
there must be an interval [−T, T ] of finite length such that∫ T
−T
ψ2(u) du > 1− ε.
From this formulation it is more apparent that if ε is close to zero then the function ψ
has non-zero activity essentially on a finite interval [−T, T ]. The second one of these
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conditions ensures that the function ψ has values away from zero while the first condition
ensures that all these non-zero values must be canceled out by negative values. Together
these two conditions give the function ψ its wave resembling shape.
In this study we can limit the consideration to the one-dimensional wavelets. Through-
out the work we will assume that the function ψ ∈ L2(R) and that the analyzing wavelet
satisfies the conditions stated in definition 2.8. Now it follows that the function ψ is
continuous and we can generate a double-indexed family of wavelets from the function ψ
by shifting and scaling ψ as
ψa,b(x) =
1√|a|ψ
(
x− b
a
)
,
where a, b ∈ R, a > 0. Note that the normalization is chosen so that ||ψa,b|| = ||ψ|| for all
a and b. Further, we assume that ||ψ|| = 1. Now the continuous wavelet transform can
be defined with respect to this wavelet family.
Definition 2.10. Let us assume the family of wavelets ψa,b as defined above. The con-
tinuous wavelet transform W of a signal f ∈ L2 is defined as
Wf(a, b) = 〈f, ψa,b〉
= |a|−1/2
∫ ∞
−∞
f(t)ψ∗
(
t− b
a
)
dt
where a > 0 and b are the scale and translation parameters, respectively, ψ is the mother
wavelet, ∗ is the complex conjugate operator,Wf(a, b) is the continuous wavelet transform
of f and Cψ is a constant defined by
Cψ = 2pi
∫ ∞
−∞
|ψˆ(ξ)|2|ξ|−1 dξ,
where ψˆ is the Fourier transform of ψ. We can assume that Cψ < ∞. The signal f can
be reconstructed from its continuous wavelet transform by
f(t) = C−1ψ
∫ ∞
−∞
∫ ∞
−∞
1
a2
Wf(a, b)ψa,b da db.
We can think about the signal reconstruction also as writing the signal f as a su-
perposition of wavelets, where the coefficients are exactly the ones given by the wavelet
transform of f . For more detailed discussion of the continuous wavelet transform and its
different formulations we recommend [1, Chapter 2].
Similarly we can construct a family of discrete wavelets. Now the scale and translation
parameters need to discretized. For a we can choose the integer powers of a fixed scale
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parameter a0 > 1, having a = am0 where the values of m correspond to the different
widths of the wavelets. Considering that the parameter b controls the translation, namely
the shift which the wavelets are moving, the translation parameter should depend on the
wavelets widthm. This ensures that the narrow, high frequency wavelets are translated by
smaller shifts and wider, lower frequency wavelets are translated by larger shifts. Because
of the width of ψ(a−m0 x) is proportional to am0 , we choose to discretize b by b = nb0am0 ,
where b0 > 0 is fixed and n ∈ Z. This ensures that the discretized wavelets at level m
indeed cover the line the same way than ψ(x− nb0) does. Now we can construct a family
of discrete wavelets as
ψm,n(x) = a
−m/2
0 ψ(a
−m
0 (x− nb0am0 ))
= a
−m/2
0 ψ(a
−m
0 x− nb0).
Now the discrete wavelet transform can be defined in respect to this family of discrete
wavelets.
Definition 2.11. Let us assume the family of discrete wavelets ψm,n as defined before.
The discrete wavelet transform of a signal f ∈ L2 is defined as
ψDWTm,n (f) = a
−m/2
0
∫ ∞
−∞
f(t)ψ(a−m0 t− nb0) dt
where the scale a and the translation parameter b are discrete, values of m correspond to
the widths of the wavelets, m,n ∈ Z and a0 > 1, b0 > 0 are fixed.
Similarly as for continuous case, a signal can be reconstructed from its discrete wavelet
transform in a numerically stable way.
To get the reconstruction we have to first define a property called frame.
Definition 2.12. A family of functions (ψj)j∈J in a Hilbert space H is called a frame if
there exist A > 0, B <∞ so that, for all f in H,
A||f ||2 ≤
∑
j∈J
|〈f, ψj〉|2 ≤ B||f ||2.
We call A and B the frame bounds.
If A and B are equal, the frame is called a tight frame, and for all f ∈ H,∑
j∈J
|〈f, ψj〉|2 = A||f ||2.
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From this follows that the function f can be defined as
f = A−1
∑
j
〈f, ψj〉ψj.
In other words, if the wavelet family (ψj)j∈J is a tight frame, f can be recovered from the
wavelet transform 〈f, ψj〉.
For general frames we need to define the frame operator.
Definition 2.13. If (ψj)j∈J is a frame in H, then the frame operator F is the linear
operator from H to l2(J) = {c = (cj)j∈J ; ||c||2 =
∑
j∈J |c|2 <∞} defined by
(Ff)j = 〈f, ψj〉.
We also define an adjoint operator A∗ of a bounded operator A from a Hilbert space
H1 to a Hilbert space H2 (which may also be H1) which is the operator defined by the
scalar product,
〈u1, A∗u2〉 = 〈Au1, u2〉,
and it holds for all u1 ∈ H1, u2 ∈ H2. Recall that for adjoint operators ||A∗|| = ||A|| and
||A∗A|| = ||A||2.
Thus we can construct the adjoint F ∗ of the frame operator F by
〈F ∗c, f〉 = 〈c, Ff〉
=
∑
j∈J
cj〈f, ψj〉
=
∑
j∈J
cj〈ψj, f〉,
from which follows that
F ∗c =
∑
j∈J
cjψj.
By the properties of adjoint operator we obtain∑
j∈J
|〈f, ψj〉|2 = ||Ff ||2 = 〈F ∗Ff, f〉.
We can define the following lemma to ensure that F ∗F is invertible.
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Lemma 2.14. If a positive bounded linear operator S on H is bounded below by a strictly
positive constant α, then S is invertible and its inverse S−1 is bounded by α−1.
When we apply the operator (F ∗F )−1 to the vectors ψj it leads to new family of
vectors,
ψ˜j = (F
∗F )−1ψj.
The family (ψ˜jj∈J) constitutes also a frame with the constants A
−1 and B−1,
B−1||f ||2 ≤
∑
j∈J
|〈f, ψ˜j〉|2 ≤ A−1||f ||2.
Now for reasonable ψ and appropriate a0, b0 there exists ψ˜m,n and the reconstruction
of the function f from its discrete wavelet transform can be done by
f =
∑
m,n
〈f, ψm,n〉ψ˜m,n.
In order to have a numerically stable reconstruction algorithm for f from the discrete
wavelet transform 〈f, ψm,n〉 we required that ψm,n constitutes a frame. It can be shown
that the requirement that the ψm,n constitute a frame imposes that ψm,n is admissible by
the following theorem.
Theorem 2.15. If the ψm,n(x) = a
−m/2
0 ψ(a
−m
0 x− nb0), m,n ∈ Z constitutes a frame for
L2(R) with frame bounds A,B, then
b0 ln a0
2pi
A ≤
∫ ∞
0
ξ−1|ψˆ(ξ)|2 dξ ≤ b0 ln a0
2pi
B
and
b0 ln a0
2pi
A ≤
∫ 0
−∞
|ξ|−1|ψˆ(ξ)|2 dξ ≤ b0 ln a0
2pi
B.
For the proofs of the theorems, more detailed derivation of the reconstruction from
the discrete wavelet transform and discussion we recommend [1, Chapter 3].
Next we give some examples of the wavelets. One of the oldest wavelets known, the
Haar wavelet function, is defined as
ψH(u) =

− 1√
2
, −1 < u ≤ 0
1√
2
, 0 < u ≤ 1
0, otherwise.
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In this study our common choice was the discretized Daubechies wavelet, which
Daubechies defined by setting a0 = 2j and b0 = 2jk yielding to the orthonormal ba-
sis functions for the Daubechies wavelet family ψdb,
ψdb(j,k)(t) = 2
−j/2ψ(2−jt− k), j, k ∈ Z.
Mallat has showed in 1989 that the discrete wavelet transform of a discrete signal can
be achieved by iteratively applying low pass and high pass wavelet filters to the signal
and subsequently down sampling them by two. We can denote the high pass and low pass
filters as h[n] and l[n], respectively. Then at each level of the decomposition the discrete
signal x is filtered by the wavelet filters,
yhigh[k] =
∑
n
x[n] · h[2k − n],
ylow[k] =
∑
n
x[n] · l[2k − n]
where
l[N − 1− n] = (−1)nh[n]
with N being the total number of samples in signal x. The original signal can be recon-
structed by reversing the decomposition steps or by computing
x[n] =
∑
n
k(yhigh[k] · h[2k − n]) + (ylow[k] · l[2k − n])
where yhigh and ylow are the outputs of high pass and low pass filters, respectively, at each
level. For further reading we recommend for example [4, Chapter 4].
2.2.4 Cross-correlation
Correlation is a measure of similarity and it can be used for various purposes and in many
different forms. Correlation analysis is often used to describe a relationship between two
variables, measuring both strength and direction of the relationship. When considering
correlation as measure it is often assumed that correlation would measure the dependence
of the variables. However, for correlation dependence or independence is not relevant
at all. If the variables are correlating, it only states that changes in one of the variables
indicates also changes in the other, but there may still be a third variable which influences
the behavior.
One of the most used correlation measures is Pearson’s product-moment correlation.
It is defined as follows.
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Definition 2.16. Define two variables X = {x1, . . . xn} and Y = {y1, . . . yn} . The
Pearson’s correlation coefficient r is defined as
r = rxy =
∑n
i=1(xi − µx)(yi − µy)√∑n
i=1(xi − µx)2
√∑n
i=1(yi − µy)2
, r ∈ [−1, 1],
where µx = 1n
∑n
i=1 xi and µy =
1
n
∑n
i=1 yi are the mean values of the variables X and
Y . Correlation coefficient r = −1 indicates negative correlation, r = 0 no correlation and
r = 1 positive correlation.
While correlation measures the similarity between the two variables, cross-correlation
measures the similarity of two time series as a function of shifts in time. Let us define two
time series xt and yt. We can delay xt by T samples and calculate the cross-covariance
between the pair of signals as
σxy(T ) =
1
N − 1
N∑
t=1
(xt−T − µx)(yt − µy)
where µx and µy are the means of each of the time series and N is the number of elements
in the time series. The cross-correlation is a normalized version of the cross-covariance,
rxy(T ) =
σxy(T )√
σ2xσ
2
y
where σ2x and σ2y are the variances of each of the signals. For T = 0 we note that
rxy(0) =
σxy
σxσy
which is the Pearson’s correlation between the two series. Autocorrelation is a special case
of the cross-correlation where the cross-correlation of a signal is computed with itself.
Cross-correlation is an asymmetric function which means that shifting a signal xt to
right and multiplying it with a signal yt does not give the same result as shifting the signal
xt to left and multiply with the signal yt, unless the signals xt and yt are equal at every
point.
As we can observe from the definition of cross-correlation, it has similarities to the
convolution operation. In convolution a function is multiplied by shifts of a reversed
second function. Different to convolution in cross-correlation neither of the functions is
reversed. More details of correlation and cross-correlation can be found from [9, 8].
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2.2.5 Error analysis for temperature data
To approximate the errors in the temperature reconstruction I used two different error
measurements: relative error and mean squared error. The relative error is a commonly
used measure for errors between an approximation and the true values. For a signal x
and its estimator x˜ relative error is defined as
εREL =
‖x− x˜‖
‖x‖ .
Relative error is often multiplied by 100 to present the error in percentage.
The mean squared error is another measure for the goodness of an estimation. It
measures the average difference between the estimate and the original target and returns
the mean difference. For a signal X with n samples and it’s estimate Xˆ the mean squared
error is defined as
εMSE =
1
n
n∑
i=1
(Xˆi −Xi)2.
Minimizing the mean squared error estimate εMSE is often used as key-criterion for choos-
ing the best fitting estimate. In this study the mean squared error was also used as a
criterion for choosing the best fitting temperature reconstruction.
For comparing the final reconstructions I wanted to use these two different error es-
timations. The relative error and the mean squared error both measure the estimation
error differently and thus give independent information about the goodness of the recon-
struction.
2.2.6 K-means clustering
In clustering the main goal is to split the data into different partitions so that in each
of the clusters all the data samples would be similar to each others in respect to some
distance measure. The distance measure can be chosen depending on the needs of the
study. In other words, all the samples in the same cluster should share some features which
makes the samples similar. In this research the ideal clustering would separate the data
into 5 different clusters which would all represent different ground areas, defined by VTT
Technical Research Center of Finland and stated previously in table 2.1. These five super
classes are defined so that urban cluster contains areas such as urban fabric, industrial
mine and construction sites; agriculture cluster areas such as arable land, permanent crops
and pastures; forest cluster areas such as forest, open spaces with little or no vegetation
and scrub; wetland cluster including both inland and maritime wetlands; and water cluster
including both inland and marine waters. Ideally, the pixels assigned to the same cluster
would indeed represent these classes and thus present similar land cover types.
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The k-means algorithm is a distance-based clustering algorithm. The idea behind the
k-means is that the algorithm first chooses k starting centroids to represent the k clusters.
These centroids do not need to be actual data points but they can be any random starting
points. The algorithm compares each of the data point’s distance to each of the cluster
centroids, and indicates the data point to that cluster which has centroid closest to it.
After all the data points have been assigned into one cluster, new centroid is computed for
each of the clusters as a mean value of all the data points in that cluster. After assigning
the new centroids, algorithm starts from the beginning and again compares each of the
data points to the new cluster centroids. This is repeated until the centroids do not
update anymore and the algorithm has converged.
The pseudo code for the k-means algorithm can be written as follows:
Algorithm 1 K-means clustering
1: repeat
2: for each data point x ∈ S do
3: assign x to the closest centroid ci
4: end for
5: for each cluster Ci ⊂ S do
6: assign a new centroid ci by mean of the data points x ∈ Ci
7: end for
8: until centroids unchanged
9: return centroids
It can be shown that the k-means algorithm has stationary points in which no further
improvements for minimizing the within-cluster scattering are possible. In general, the
k-means converges to one of these stationary points in a finite time. However, there is no
guarantee that this point is in fact the global minimum. To avoid such, it is important in
practice to run the algorithm more than once and choose the clustering which resulted the
best possible split of the data. More details of the k-means algorithm and its convergence
can be found for example from [5, Chapter 8].
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Chapter 3
Results
3.1 Temperature case
Application of Fourier analysis
In the temperature application we had as functions fj the discrete temperature mea-
surements from Kaisaniemi between the years 2010 and 2015. The temperatures were
measured once per day at the same time, performing an equally spaced, discrete measure-
ment data. We constructed the Fourier series of the measurements as
fj(x) =
a0
2
+
N∑
n=1
[
an cos
(
2pinx
L
)
+ bn sin
(
2pinx
L
)]
where the Fourier coefficients an and bn are defined as
an =
2
L
N∑
n=1
f(x) cos
(
2pinx
L
)
, bn =
2
L
N∑
n=1
f(x) sin
(
2pinx
L
)
.
To sample the Fourier series with the measurement data we first computed two different
mean vectors from the data, the daily mean and the yearly mean. For each day we
computed the mean value from all the yearly data we had, constructing a vector µmean.
We also computed for each day a runmean value which was computed as a mean value
of the daily data and a specified number of days before it. This way a small amount of
the daily temperatures were merged together and saved into a vector µrunmean. For the
runmean computations we chose to use five previous daily temperatures to receive a good
mean of the nearby days temperature trends. Let us denote the temperature time series
as fj, where j = 1, . . . 5. Then the mean and the runmean at the measurement points
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x ∈ [1, 366[ (considering 366 days for a leap year) are defined, respectively, for years
n ∈ [2, 5] as
µmean(x) =
∑n
j=1 fj(x)
n
µrunmean(x) =
∑n
j=1
1
6
∑6
i=1 fj(xi)
n
.
Both, the mean and the runmean, were computed excluding the year or the time under
the reconstruction. After the mean and the runmean computations we constructed the
first set of the Fourier series from the µrunmean vector containing the daily mean values.
For each of these Fourier series we then computed the mean square error in respect to
the µrunmean, and the series receiving the smallest error was chosen as a first Fourier fit F1
containing a yearly cycle of the temperatures.
Next a new daily mean data was computed by subtracting from the µmean vector the
resulted Fourier series F1. This was done to remove the yearly cycle from the data and
thus prevent the same yearly data being found again. After the new Fourier series were
computed using the new daily mean data µmean. For each of the Fourier series the mean
square error was computed now in respect to the µmean, and the series receiving the smallest
error was chosen as a second Fourier fit F2, containing the daily cycle of the temperatures.
The final Fourier fit was then computed by combining the Fourier series F1 with the
yearly cycle and the Fourier series F2 with the daily cycle, and subtracting the yearly and
the daily means µrunmean and µmean from the result.
Application of wavelet analysis
For each of the temperature time series we constructed a wavelet decomposition by MAT-
LAB’s initial implementation. We decided to construct the decompositions at level 5
to get enough separation for the different frequency levels and thus extract both details
and trends from the series. After the decompositions were constructed, we applied the
cross-correlation to reconstruct a new decomposition for the missing values. For the new
decomposition we then applied wavelet reconstruction using MATLAB’s initial implemen-
tation, receiving as a result a reconstruction for the missing temperatures. The wavelets
used for the decomposition and reconstruction were decided by experimenting with the
data. The same wavelet was always used for both decomposition and reconstruction.
Application of cross-correlation
To apply the cross-correlation we first computed the wavelet decompositions of the tem-
perature measurement data. For these decompositions we then computed the cross-
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correlation. In cross-correlation computations the previous year was staying still while
the latter year was shifting in time. From the resulting correlation values we then chose
the values starting from the Pearson’s correlation value and continued for the length of
the decompositions.
The resulting cross-correlation curve was very similar to the ones of the wavelet de-
compositions, and the Pearson’s correlation was present as a high peak compared to the
other correlation values. This indicated that the decompositions indeed have a very high
correlation. Hence we decided to use the cross-correlation as part of the wavelet decompo-
sition for the missing values. Since the first piece of the wavelet decompositions contains
the most harsh decomposition, we decided to replace this part of the cross-correlation
curve with the mean values of the decompositions corresponding parts. This was done
to achieve the general trend to the reconstruction from the other years. The resulting
modified cross-correlation curve as in the figure 3.3 was then used as an input for the
wavelet reconstruction to obtain the missing temperature values.
Results
First we reconstructed the temperatures of the whole year 2013 by using the Fourier
series approach. Reconstructions were first computed using the temperature data from
the years 2012 and 2014, one year from both sides of the missing year 2013. As comparison
we constructed the same reconstruction also by filling the year 2013 with simply the mean
values of each day from the years 2012 and 2014. The figure 3.1 represents both of these
reconstructions, on the left-hand side is the Fourier approximation and on right-hand side
the mean approximation. The Fourier approximation resulted a relative error of 86.4 and
a mean squared error of 92.3. The mean approximation had a relative error of 26.6 and
a mean squared error of 51.2.
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Figure 3.1: On the left side is the Fourier based approximation of the temperatures of
the year 2013. On the right side is the mean based approximation of the same year 2013.
Both of the reconstructions were computed using the temperature values from years 2012
and 2014. Application of Fourier analysis is introduced in the beginning of section 3.1.
Next we reconstructed the temperatures of the year 2013 with the same methods as
before but using the temperatures from all of the five years from 2010 to 2015. The
resulting reconstructions are shown in the figure 3.2, the Fourier approximation on left
side and the mean approximation on right side. Now the Fourier approximation had a
relative error of 77.8 and a mean squared error was 87.6. For the mean approximation
the relative error was 21.2 and the mean squared error was 45.8.
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Figure 3.2: On the left side is the Fourier approximation of the year 2013 using the
temperature data from the years between 2010 and 2015. On the right side is the mean
based approximation constructed from the same five years. Application of Fourier analysis
is introduced in the beginning of section 3.1.
After the reconstructions with the Fourier series and the mean approximations we con-
tinued to study the wavelet decomposition of the years. The wavelet based reconstruction
was also done using first the data only from two years and after all the data from the five
years.
First we computed the wavelet decomposition for each of the data years using the
Daubechies 2 wavelet. The decision to use the Daubechies 2 wavelet was based on exper-
iments. For the resulting decompositions the cross-correlation was then computed using
MATLAB’s ready implementation. We used the routine in such way that the earlier year
was staying still while the following year was being shifted. The wavelet decompositions
as well as the cross-correlation of the two years reconstruction attempt are shown in the
figure 3.3.
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Figure 3.3: On the top of the plot are the wavelet decompositions of the years 2012 and
2014. In the middle is shown their cross-correlation, and at the bottom part of the plot is
their cross-correlation where the first values are changed to the mean of the decompositions
corresponding parts. Wavelet analysis and cross-correlation are introduced in chapter 2
sections 2.2.3 and 2.2.4, respectively.
Next we performed the wavelet reconstruction for the new decomposition data using
MATLAB’s ready implementation. This approach produced the reconstructions shown in
the figure 3.4: on the left-hand side is presented the reconstruction using the data from
the two years and on the right-hand side using the five years data. For the two years
approximation the relative error was 17.7 and the mean squared error was 43.2. For the
five years approximation the relative error was 19.0 and the mean squared error was 43.3.
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Figure 3.4: On the left side the wavelet based approximation for the temperatures of the
year 2013 using data from the years 2012 and 2014. On the right side the wavelet based
approximation is done using the data from the five years. Application of wavelet analysis
is introduced earlier in section 3.1.
After reconstructing a whole year we decided to try to reconstruct a smaller piece of
the year 2013 aiming to get more accurate results for the summer and the winter seasons.
For these reconstructions we used the wavelet based approach which performed the best
also for the whole year reconstruction. First we removed a piece from the temperatures of
the year 2013. Then we constructed the wavelet decompositions for all of the years. For
the year 2013 the missing part could be seen as gaps in its wavelet decomposition. We then
searched from the other decomposition the values corresponding to these gaps, and by
keeping these values in order and a gap for the values from the year 2013 we constructed
a one-dimensional linear interpolation. The value received from the interpolation for
the year 2013 was then used to fill in the gaps of the decomposition. Then the wavelet
reconstruction was constructed as before, receiving as result the reconstructed year. This
was proceeded for two different gaps and the results for both cases can be found from
the figure 3.5. For the gap on the left-hand side the relative error was 19.4 and the mean
squared error 9.2. For the gap on the right-hand side the relative error was 114.6 and the
mean squared error 62.3. Linear interpolation was chosen after experiment with other
interpolations.
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Figure 3.5: The wavelet based approximation for small gaps in the data. The recon-
structions were done by interpolating the missing values from the other years wavelet
decompositions. Application of wavelet analysis is introduced earlier in section 3.1.
All the results obtained from filling the missing values of the temperature data are
presented in the following table 3.1.
Approach Years used Relative error Mean squared error
Fourier 2 years 86.4 92.3
Mean approx. 2 years 26.6 51.2
Daubechies 2 2 years 19.0 43.3
Fourier 5 years 77.8 87.6
Mean approx. 5 years 21.2 45.8
Daubechies 2 5 years 17.7 43.2
Table 3.1: Results from filling the whole year of missing values. The reconstructed year
was in all cases the year 2013 for which the values were reconstructed using different tech-
niques. The goodness of the different methods was measured as relative and mean squared
error comparing the reconstruction to the actual temperatures. The error measures are
defined in chapter 2 section 2.2.5.
For the small temperature gap filling the achieved results are shown in the table 3.2.
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Approach Gap location Relative error Mean squared error
Daubechies 2 Summer 19.4 9.2
Daubechies 2 Winter 114.6 62.3
Table 3.2: The results of filling a small gap from the year 2013 temperature data. The
reconstructions were constructed using data from the five years. The error measures are
defined in chapter 2 section 2.2.5.
3.2 Simulated satellite time series data
Application of the wavelet analysis to both the simulated and the real satellite
data
For both the simulated and the satellite time series data we decided to use both the single
level wavelet transform and the multilevel wavelet decomposition. For the multilevel
decomposition we used the level 5 decomposition for the simulated data and for the real
satellite data the level 2 decomposition. These levels were chosen to achieve a good
separation of frequencies in a feasible computational time. After computing the wavelet
decompositions and transforms the k-means algorithm was used to cluster the transformed
data.
Application of k-means clustering to the simulated and the real satellite data
We used MATLAB’s ready implementation of the k-means algorithm for clustering both
the simulated and the satellite data. My goal was to try to promote the performance of the
k-means by transforming the data with different wavelet transforms and decompositions
before the clustering. With the simulated data these clustering results were compared to
the clustering achieved for the original data. For the actual satellite data the resulting
clustering was compared to the ground truth separation achieved from VTT. The k-means
algorithm was used both by selecting the starting centroids and with the algorithm’s
randomly chosen centroids. The k-means algorithm was always repeated 3 times to ensure
the good clustering and to add the k-means robustness with the data.
Results
The following simulations were created so that each of the simulated series has 1024 data
points with some added Gaussian noise. The k-means algorithm was used to cluster both
the original simulated data and the data after a single level wavelet transform. The noise
level was set to 4.0% to achieve some clustering difficulties.
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On the following table 3.3 are presented the results of the k-means clustering for both
using the original simulated data and the simulated data with different wavelet transforms.
When clustering was performed for the data processed by Coiflets and Symlets, the results
were very similar to the ones with the first 5 Daubechies wavelets and thus, only the best
results from Coiflets and Symlets are presented here.
Wavelet Cluster Class 1 Class 2 Class 3 Class 4 Class 5
Original 1 1950 9 6 14 8
2 6 1982 0 4 0
3 10 0 1988 0 3
4 11 8 0 1981 0
5 23 1 6 1 1989
db1 1 1938 12 9 16 13
2 4 1977 0 9 0
3 8 0 1986 0 3
4 20 10 0 1974 1
5 30 1 5 1 1983
db2 1 1938 10 6 11 5
2 7 1979 0 7 0
3 12 0 1988 0 2
4 15 10 0 1981 0
5 28 1 6 1 1993
db3 1 1935 8 4 10 7
2 7 1981 0 4 0
3 13 0 1990 0 3
4 17 10 0 1985 1
5 28 1 6 1 1989
db4 1 1942 9 4 15 8
2 6 1980 0 6 0
3 9 0 1989 0 3
4 16 10 0 1978 1
5 27 1 7 1 1988
db5 1 1948 9 6 16 10
2 5 1982 0 6 0
3 10 0 1985 0 3
4 15 8 0 1978 0
5 22 1 9 0 1987
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coif2 1 1952 10 7 15 11
2 4 1978 0 5 0
3 7 0 1984 0 1
4 13 11 0 1980 0
5 24 1 9 0 1988
sym4 1 1954 10 7 14 11
2 4 1977 0 5 0
3 7 0 1986 0 2
4 13 12 0 1981 0
5 22 1 7 0 1987
sym5 1 1942 10 6 11 8
2 5 1980 0 5 0
3 10 0 1989 0 3
4 16 9 0 1984 0
5 27 1 5 0 1989
Table 3.3: The results from the k-means clustering algorithm using a simulated data set.
The clustering was done for the original simulated data as well as for the data processed
by different wavelet transforms. The simulated data contained 4% of Gaussian noise. The
k-means algorithm is introduced in chapter 2 section 2.2.6 and the application of it earlier
in chapter 3 section 3.2.
The clustering was experimented using for transformation the first five Daubechies
wavelets, the five Coiflets, the first ten Symlets and the discrete Meyer wavelet. Based
on the results of these experiments from which the best were shown in a table above,
we decided use for the real satellite data Daubechies wavelets four and five, Symlets
four and five and Coiflet number two. I also experimented with the continuous wavelet
transforms, but this approach did not result in a good clustering. This is, however, quite
self explanatory since the data itself was discrete.
The k-means algorithm was also applied to a data processed by the level 5 wavelet
decomposition. Interestingly, a better clustering results were achieved when the whole
decomposition was used in stead of only a smaller beginning part of the decompositions
which had the most variation in respect to each other. Because of the positive results we
decided to perform the wavelet decomposition also to the real data.
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3.3 Satellite data
For the clustering of the satellite data we used both the discrete wavelet transform and
the wavelet decomposition at level 2. The decision to use the level 2 and not any higher
one was based on the short length of the time series, each containing only 48 images. For
both approached the wavelet transforms and decompositions were performed using Coiflet
number two, Daubechies four and five and Symlets four and five.
The data was first clustered using the single level wavelet transform. The wavelet
transforms were constructed using the four different wavelets. The k-means algorithm
was let to choose the starting centroids. The results of are shown in the following table
3.4.
Wavelet Cluster Class 1 Class 2 Class 3 Class 4 Class 5
db4 1 3933 5356 54388 842 1012
2 105 3 43 0 1
3 3793 1899 136221 465 753
4 2536 1240 52819 283 1150
5 246 15 1298 64 6535
db5 1 3913 5337 54297 837 1006
2 101 3 42 0 1
3 3784 1930 136427 471 762
4 2563 1226 52697 282 1141
5 252 17 1306 64 6541
coif2 1 3913 5511 53342 841 1008
2 100 3 41 0 1
3 3790 1768 136747 470 752
4 2557 1213 53351 279 1153
5 253 18 1288 64 6537
sym4 1 3903 5745 52706 836 999
2 93 3 40 0 1
3 3781 1596 136371 458 752
4 2572 1150 54369 296 1166
5 264 19 1283 64 6533
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sym5 1 3898 5724 52651 843 1004
2 99 3 41 0 1
3 3778 1601 136426 458 743
4 2574 1168 54376 289 1175
5 264 17 1275 64 6528
Table 3.4: The results of clustering the satellite image data. The data was first trans-
formed by the different discrete wavelet transforms specified in the table. The clustering
algorithm used was the k-means algorithm. The k-means algorithm is introduced in
chapter 2 section 2.2.6 and the application of it in chapter 3 section 3.2.
After the single level transform, the data was clustered using the wavelet decomposi-
tions at level 2. In this approach the centroids of the clustering algorithm were initialized
to the mean series of each of the truth super classes. The results of this clustering approach
are presented in the table 3.5.
Wavelet Cluster Class 1 Class 2 Class 3 Class 4 Class 5
db4 1 3953 4971 57208 870 1027
2 111 3 42 0 2
3 3855 2197 135638 452 756
4 2465 1336 50623 268 1126
5 229 6 1258 64 6540
db5 1 2496 1338 49702 258 1104
2 108 3 41 0 2
3 3836 2271 136071 463 766
4 3935 4892 57658 869 1026
5 238 9 1297 64 6553
coif2 1 2519 1292 51492 266 1133
2 108 3 42 0 2
3 3836 2019 136967 460 759
4 3907 5192 55007 864 1015
5 243 7 1261 64 6542
sym4 1 2548 1137 54218 282 1165
2 88 3 38 0 1
3 3789 1598 136487 471 749
4 3936 5764 52785 837 1022
5 252 11 1241 64 6514
37
sym5 1 2544 1172 53441 272 1177
2 104 3 40 0 1
3 3782 1715 136540 454 732
4 3938 5614 53510 863 1017
5 245 9 1238 65 6524
Table 3.5: The results of clustering the actual satellite image data processed by the dis-
crete wavelet decomposition. The wavelet decompositions were constructed using different
wavelets specified in the table. The clustering algorithm used was the k-means algorithm.
The k-means algorithm is introduced in chapter 2 section 2.2.6 and the application of it
in chapter 3 section 3.2.
To visualize the clustering results better, the resulting clustering is presented as a set
of histograms in the figure 3.6. Here the data was processed by the level two wavelet
decomposition before the k-means clustering.
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Figure 3.6: Visualization of the clustering results. Here the data was processed by the
Coiflet two wavelet decomposition, and after processing clustered by the k-means algo-
rithm. Application of the k-means algorithm and the wavelet analysis are introduced in
chapter 3 section 3.2.
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Chapter 4
Discussion
4.1 Temperature data
As we can see from the figures and the tables presented in the previous section, construct-
ing the missing pieces of the temperature data was quite successful. The aim to replace
a one whole year using only the temperature measurements from two to five years was
very ambitious goal. As we can see from the figures 3.1 and 3.2, the Fourier transform
approach had some difficulties to reconstruct the summer and the winter seasons. These
two seasons had quite a big difference to the actual temperature values, which resulted
in high errors as seen in the table 3.1. The mean squared error of 92.3 and 87.6 for the
two and the five years cases, respectively, indicates that the Fourier based approach is
not the most suitable one for the data. Also the relative error was high, being for the
two years case 86.4 and for the five years case 77.8. The mean based approximation gave
quite a good results, having the mean squared error 51.2 and 45.8 for the two and the
five year cases, respectively. As can be seen from the errors, proceeding from the two
years data to the five years data reduces the error well. The relative error also changed
from 26.6 to 21.2. This was something to be expected, because the amount of years used
for computing the mean should indeed give better approximation estimate of the overall
years. Such an approximation should give a good overall with to any year. However, the
limitation of the pure mean based approximation is that it is very sensitive to any outliers
or big variations present in the data.
The wavelet decomposition approach produced very good results. For the two and
the five year cases the mean squared error was the lowest of all, being 43.4 and 43.2,
respectively. The relative error was also the lowest, decreasing from 19.0 to 17.7. The
visualizations of the reconstructions are presented in the figure 3.4, and they look indeed
good. The main difficulty seemed to be the reconstruction of the winter at the beginning
of the year. The summer season, however, was reconstructed fairly well as well as the
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end of the year. When we consider the real temperature measurements presented in the
figure 2.1, we can observe that the beginnings of the years have quite much variation in
the temperatures. This can be one explanation for the difficulties in the reconstruction.
The end of the years as well as the summer seasons seem to be more stable through out
the five year time period.
Inspired by the good results of the wavelet approach we decided to test the reconstruc-
tion also by taking a mean of the Fourier and the wavelet reconstructions constructed with
the five years data. For this reconstruction the mean squared error was 25.4 and the rel-
ative error was 51.6. This result was clearly better than the Fourier approach alone, but
it did not result in better reconstruction than the wavelet approach alone.
Generally filling a missing data cannot be perfect, but with these techniques it was
possible to make some reasonably good reconstructions. Reconstructing a whole missing
year was surprisingly successfully achieved. The wavelet analysis combined with the cross-
correlation was able to find the missing temperatures very well, even when using only the
two years data for the reconstruction. The biggest difficulty was to reconstruct the winter
time. We tried to obtain better results for the winter and the summer seasons alone
by constructing a linear interpolation of the ordered decomposition values with a gap.
However, as we can see from the figure 3.5 and the table 3.2 the reconstruction did not
come good. Especially for the winter season the mean squared error was 62.3 and the
relative error 114.6.
In the future one possibility would be to continue constructing a better reconstruction
for the winter seasons. One possibility would be to use some weighing technique for
the data where the reconstructions are computed from. This should be done so that the
neighboring years of the missing values would have the biggest effect in the reconstructions,
and the more far the data year would be from the missing value year, the less weigh and
effect it would have for the reconstruction. This might provide some interesting results
when the nearby years would be considered as more important data sources. For the
smaller gaps some other technique than interpolation might work better, combined with
a similar weighing technique.
4.2 Simulated satellite time series data
The clustering of the simulated data was an interesting task. The clustering was exper-
imented with a different number of data points, and when the number of data points
reached 1000, a huge improvement was achieve in the clustering. The difference was
greatest for the wavelet decomposed data, for which the k-means algorithm started to
really work after the 1000 data points. However, we decided not to increase the amount
of data points more higher than 1024 data points since the actual data would be a set of
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time series each having only 48 values. As we can see from the table 3.3, the differences
between the clustering results of the original data and the wavelet transformed data were
not significant. The first cluster was constructed best by the Symlet four. The second
cluster had equally good results for the Daubecie five and the original data. For the clus-
ters three and four best results were obtained when using the Daubechies three wavelet,
and finally, for the cluster five best result was achieved with the Daubechies two wavelet.
Interestingly already the single level wavelet decomposition, a simple wavelet trans-
form, was able to work well with the clustering algorithm, even though it did not bring
much more information to the results compared to the clustering with the original data.
Even though working with a simulated data is always very different from the real data,
this gave me hope that the wavelets might be applicable to the real data despite of its
short length.
4.3 Satellite data
For the clustering of the actual data we used both the single level wavelet transform and
the wavelet decomposition at level 2. We experimented with the k-means algorithm by
constructing the clustering with the wavelet transformed data, letting the algorithm to
initialize the starting centroids. For comparison, when working with the wavelet decom-
posed data we assigned the starting centoroids to the means of each of the super classes.
These means were computed from the ground truth data we had available. Even though
these centroids should be optimal for a such clustering task, the results were not good.
As we can see from the tables 3.4 and 3.5, neither one of the approaches can find the
clusters well. All of the super classes are mixed well together in the clusters, forest pixels
dominating most of the clusters significantly. From the water body pixels at best 6553
from the total of 9451 are found into a one cluster, having still also a number of wrong
pixels assigned to it. This, however, is the best result from all of the super classes. The
visualization of the clustering results with the Coiflet two is presented in the figure 3.6.
This shows well how all of the clusters except the one having the 6553 water body pixels,
are significantly dominated by the forest pixels.
The main problems for the clustering of the real satellite data seemed to be the short-
ness of the time series and the strong domination of the forest pixels compared to the
other super classes. The decompositions of the super classes mean series do have some
differences at the hash decomposition level. These differences might be better found if
there would be more data available. However, only 48 data points time series are just too
short for the wavelets to really use their power and find the significant frequency details
needed for such clustering task. We do still have strong hopes that in the future once
more data has been collected, different wavelet approaches could be applied and hope-
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fully better results would be achieved. Wavelets are a strong tool to extract details from
the time series, and thus correctly applied to a good amount of data they could product
very interesting results. One option would be to apply some of the wavelet techniques to
another clustering algorithm or classification task such as support vector machine. These
might result in a better clustering or classification than the k-means algorithm for such
data. One option would be also to apply the wavelet decompositions and transforms to
the k nearest neighbors technique in which a series would be classified to the same class
as its k most similar series. There is a lot of possibilities that could be still tried to obtain
a good clustering with a wavelet based approach.
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