ABSTRACT In this paper, we study the input/output-to-state stability (IOSS) of impulsive switched systems with time delays, where the derivative of Lyapunov functions are assumed to be time-varying and mode-dependent. Based on the Lyapunov-Razumikhin method and the mode-dependent average dwell time (MDADT) condition, some Rzaumikhin-type criteria for IOSS of impulsive switched systems with the coexistence of the destabilizing and stabilizing impulses are established. The derivative of Lyapunov functions of subsystems are allowed to be indefinite, which implies that the criteria can be applied to impulsive switched systems involving the coexistence of IOSS and non-IOSS subsystems. Furthermore, under mode-dependent conditions, the dwell time of each subsystem allows to be small or large enough. Finally, two illustrative examples are provided to demonstrate the effectiveness of the proposed results.
I. INTRODUCTION
Hybrid systems, which consist of continuous dynamics and discrete dynamics, constitute a very active field of current research. As a subclass of hybrid systems, switched systems are composed of a family of subsystems and a switching signal that selects an active subsystem at every instant of time, see [1] - [4] . Another subclass of hybrid systems is impulsive systems, which consist of continuous dynamics, discrete dynamics and an impulsive law for determining when the states of the systems are to be reset, see [5] - [8] . However, there are a special class of switched systems such as frequency-modulated signal processing systems, bursting rhythm models in pathology, flying object motions and biological neural networks, which involves impulsive effects when switching, see [9] , [10] . This leads to an important subclass of hybrid systems, i.e., impulsive switched systems. This systems are characterized by state switches and abrupt changes at the switching instants, which cannot be described by purely switched systems or purely impulsive systems. Therefore, the study for impulsive switched systems
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is very challenging and interesting. In recent years, there are various results for impulsive switched systems, such as exponential stability [10] , controllability and observability [11] , finite-time stability [12] and L 2 -gain [13] .
When investigating the dynamics of a control system, it is significant to characterize the effects of external inputs such as sensor noise, or actuator disturbances. The concept of input-to-state stability (ISS) was originally introduced in [14] to investigates robust dynamic behaviors of nonlinear control systems affected by external inputs. Roughly speaking, no matter what the magnitude of the initial state is, the state will eventually get close to a neighborhood of the origin whose radius is proportional to the amplitude of the input, see [15] . On the other hand, time-delays are unavoidable in many dynamical systems, which might destroy the stability and induce poor performance of systems, see [16] - [18] . In last decades, the ISS has been extensively studied for various systems with or without delays such as impulsive systems [19] - [24] , network systems [25] , switched systems [26] , [27] , impulsive and switching hybrid systems [28] , [29] , etc. Especially, by controlling the frequency of impulse occurrence, some Lyapunov-based sufficient conditions have been established for ISS of impulsive systems in [19] . Reference [21] has been studied the ISS of impulsive systems with time delays. But both of the results required the constraint that the derivative of Lyapunov function is constant. In order to fully consider the stability of time-varying dynamic systems, it is necessary to allow the derivative of Lyapunov function to be indefinite, see [30] . Hence, the ISS of impulsive systems or switched systems have been studied in [23] , [24] , [26] , [27] , where the derivative of Lyapunov function is assumed to be indefinite.
In fact, many practical systems have both inputs and outputs, it is natural to consider the effects of inputs and outputs. Then the concept of input/output-to-state stability (IOSS) was introduced in [31] for continuous-time nonlinear systems. It was shown that for continuous-time nonlinear systems, the system being IOSS is equivalent to the existence of an IOSS-Lyapunov function for the system, see [31] , [32] . Recently, reference [33] studied the IOSS of switched systems by using the ADT condition, both when all subsystems are IOSS and when some subsystems lack this property. Based on the ADT condition, the IOSS has been studied in [34] for impulsive switched systems in which stabilizing impulses and destabilizing impulses are considered, respectively. However, to the best knowledge of the authors, there have been no studies on the IOSS of impulsive switched systems with time delays which allow the derivative of Lyapunov functions to be time-varying. This remains an open problem and deserves further study.
Motivated by the above discussions, the objective of this paper is to establish some Rzaumikhin-type criteria for IOSS of impulsive switched systems, where the derivative of Lyapunov functions of subsystems are assumed to be indefinite. The main contributions of this paper can be summarized as follow: (i) The derivative of Lyapunov functions of subsystems are time-varying functions which maybe negative or positive. It means that our criteria can be applied to the case of the coexistence of IOSS and non-IOSS subsystems. (ii) The IOSS of impulsive switched systems can be guaranteed even if both of stabilizing and destabilizing impulses are involved. (iii) Under mode-dependent conditions, the dwell time of each subsystem allows to be small or large enough. The rest of this paper is organized as follows. In Section II, some necessary notations and definitions are given. In Section III, some sufficient conditions of IOSS and ISS for impulsive switched systems are presented. Two examples are given in Section IV to illustrate the effectiveness of the proposed results. Finally, conclusions are given in Section V.
Notations: Let R denote the set of real numbers, R + the set of all positive real numbers, R n the n-dimensional real spaces, Z + the set of positive integer numbers, Z 0 + the set of nonnegative integer numbers, N 1,n the set of {1, 2, · · · , n}, a ∨ b the maximum of a and b, λ max (A) the maximum eigenvalue of matrix A. Let PC([a, b] : R n ) denote the class of functions from [a, b] to R n satisfying the following: (i) it has a finite number of discontinuities on [a, b] ; (ii) it is continuous from the right at all points in [a, b) .
For simplicity, in this paper, ||φ|| and PC τ are used for ||φ|| [−τ,0] and PC([−τ, 0] : R n ). We say that a function ψ : [a, ∞) → R n belongs to the class PC([a, ∞) :
−τ ≤ θ ≤ 0. Let K denote a class of continuous strictly increasing functions α : R + → R + with α(0) = 0, K ∞ the subset of K functions that are unbounded. A function β : R + × R + → R + is said to be KL, if β(·, t) is of class K for each fixed t > 0 and β(s, t) decreases to 0 as t → ∞ for each fixed s ≥ 0. = {1, 2, 3, · · · , p}, p ∈ Z + , is an index set. Let F = {ϕ : [t 0 , ∞) → , ϕ ∈ F 0 }, where F 0 is the set of piecewise constant functions. For α i ∈ R, k ∈ Z 0 + , and
II. PRELIMINARIES
Consider the following nonlinear impulsive switched system with time delay:
where x(t) ∈ R n is the system state,ẋ(t) is the right-hand derivative of
denotes the impulsive disturbance input, y(t) ∈ R p is the system output, σ (t) ∈ F is the switching signal. For each i ∈ , function f i :
We denote such kind of impulse-switching time sequences by set F for later use. All signals in this paper are assumed to be right-continuous, and to have left limits at all times. We definite z i (t, ψ) = f i (t, ψ, u c (t)) and assume that z i :
, quasi-bounded and continuous in its second variable. We assume that, for each i ∈ , f i (t, 0, 0) ≡ g i (t, 0, 0) ≡ 0 so that system (1), without input, admits a trivial solution. Given an impulse-switching time sequence {t n } ∈ F and a switching signal σ (t) ∈ F, we call the sequence ({t n }, σ (t)) an impulsive switching signal denoted by set F . Definition 1 ( [25] ): The function V : [t 0 − τ, ∞) × R n → R + belongs to class υ 0 if the following two conditions hold:
is locally Lipschitz in x and V (t, 0) ≡ 0 for all t ∈ R + . For each i ∈ , the upper right-hand derivative of V i ∈ υ 0 with respect to system (1) is defined by
Definition 2 ([32] ): Given a class of impulsive switching signals F * , system (1) is said to be input/output-to-state VOLUME 7, 2019 stable (IOSS) over the class F * if there exist functions β ∈ KL and α, γ 1 , γ 2 , γ 3 ∈ K ∞ such that for every φ ∈ PC τ and every pair of input (u c , u d ), the solution x(t) of system (1) satisfies
Definition 3 ([22]):
Given a class of impulsive switching signals F * , i) system (1) is said to be input-to-state stable (ISS) over the class F * if there exist functions β ∈ KL and α, γ 1 , γ 2 ∈ K ∞ such that for every φ ∈ PC τ and every pair of input (u c , u d ), the solution x(t) of system (1) satisfies
ii) system (1) is said to be integral input-to-state stable (iISS) over the class F * if there exist functions β ∈ KL and α, γ 1 , γ 2 ∈ K ∞ such that for every φ ∈ PC τ and every pair of input (u c , u d ), the solution x(t) of system (1) satisfies
Based on the characteristics of KL functions, the ISS and iISS of system (1) imply that system (1) without external inputs (i.e., u c (t) ≡ 0, u d (t) ≡ 0) is asymptotically stable.
Definition 4 ([24] , [27] ): Let F denote a class of impulsive switching signals satisfying the mode-dependent average dwell time (MDADT) condition given by
where N 0 i ∈ Z + and T α i > 0 are called the mode-dependent chatter bound and MDADT constant, respectively. T i (t, s) denotes the total dwell time of ith subsystem over the interval [s, t] and N i (t, s) the switching or impulses number that the ith subsystem is activated over the interval (s, t], i ∈ .
III. MAIN RESULTS
In this section, we establish some Rzaumikhin-type criteria for IOSS of impulsive switched systems by using the Lyapunov-Razumikhin method and the MDADT condition, where the derivative of Lyapunov functions are assumed to be time-varying and mode-dependent. (1) is IOSS over the class F .
Proof: For convenience, we give some notations. Let
We shall show that
. Firstly, we show that (3) is true for t ∈ [t 0 , t 1 ), i.e.,
where σ (t) = k 0 ∈ and
Consider the following ordinary differential equation:
where ε is a positive number. The solution of (5) is
We show that
Obviously, W k 0 (t 0 ) < ζ (t 0 ). If (6) is not true, then there exist some t ∈ (t 0 , t 1 ) such that
, where ε * is a sufficiently small positive number. For t ∈ (t 0 ,t 0 + ε * ), we obtain
which implies that
Note that −λ σ (t) (t) ≤ ln q τ and exp(
It then follows from (8), (9) and (H 3 ) that
which is a contradiction with (7) and thus (6) holds. Let ε → 0 + in (6), it leads to inequality (4).
Now assume that (3) holds for
where σ (t) = k m ∈ . Consider the following ordinary differential equation:
where ε is a positive number,
The solution of (10) is
It is easy to check that W k m (t m ) < ζ (t m ). If (11) is not true, similar to the proof of (6), there is at
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It then follows from (12), (14) , (15) and (H 3 ) that
which is a contradiction and thus (11) is true. Let ε → 0 + in (11), we get that for t ∈ [t m , t m+1 ), 
By mathematical induction, we derive that (3) holds for t ≥ t 0 − τ. It then follows from (3), (13) and (H 1 ) that
where
From (H 4 ), there exists a positive constant λ = min i∈ {−α −
}. Combining Definition 4 with (13) follows that
It follows from (17) that 
and
In addition, it is easy to check that
Combining (18)- (21), one obtain
which implies that system (1) is IOSS over the class F . This completes the proof. Remark 1: Suppose that ∀i ∈ , µ i ≥ 1, it follows from (H 2 ) that ρ = 1. In order to ensure the IOSS, the MDADT constant T α i in (H 4 ) cannot be too small. In other words, if the impulses and switching occur not too frequently, the IOSS property can be guaranteed even when system (1) involves destabilizing impulses. In particular, when ∀i ∈ , µ i = 1, system (1) is IOSS for any impulse-switching time sequence in F. Suppose that ∃i ∈ , 0 < µ i < 1, it follows from (H 2 ) that ρ > 1. In order to ensure the IOSS, the MDADT constant T α i in (H 4 ) cannot be too large. In other words, when system (1) subjects to stabilizing impulses, the IOSS property can be achieved if the impulses and switching which involve stabilizing impulses occur persistently. Therefore, Theorem 1 presents some Razumikhin-type criteria for IOSS of impulsive switched systems in which both stabilizing and destabilizing impulses are involved.
If we drop the effect of time delay in Theorem 1, i.e., τ ≡ 0, then one may derive the following corollary for impulsive switched systems.
Corollary 1: Assume that conditions (H 1 ) and (H 3 ) in Theorem 1 hold, and there exist functions λ i (t) ∈ PC([t 0 , ∞) : R), V i ∈ υ 0 , χ , ψ ∈ K ∞ , and constants κ, µ i ,
Then system (1) with τ ≡ 0 is IOSS over the class F . Remark 2: In [34] , some Lyapunov-based sufficient conditions for IOSS of delay-free impulsive switched systems were established via the ADT method. Compared with [34] , the advantages and innovations are summarized as follows: (i) We improve the constant coefficient of the derivative of Lyapunov function in [34] to the time-varying and mode-dependent case, which embody the different characteristics among each subsystem. (ii) Under mode-dependent conditions, the criteria for IOSS of impulsive switched systems with the coexistence of the stabilizing and destabilizing impulses are presented. (iii) Time-delays are fully considered by using the Lyapunov-Razumikhin method.
If the output y is not considered in Theorem 1, i.e., ψ ≡ 0, then the following corollary for ISS/iISS of impulsive switched systems with time delays is derived.
Corollary 2: Under conditions in Theorem 1, system (1) is ISS and iISS over the class F if inequality (2) in condition (H 2 ) is replaced by
Remark 3:
In [21] , authors presented some sufficient conditions for ISS of nonlinear impulsive delayed systems, where Theorem 1 is based on the fact that the impulse time sequences satisfy inf k∈Z + {t k − t k−1 } ≥ β and Theorem 2 is based on the fact that the impulse time sequences satisfy sup k∈Z + {t k − t k−1 } ≤ β. In contrast with [21] , since we use T α i instead of inf k∈Z + {t k − t k−1 }, the dwell time of each subsystem allows to be small or large enough. Moreover, when impulsive switched system involves stabilizing impulses, our criteria drop the restrictions on delay and impulsive intervals in [21] . Recently, based on the average impulsive interval condition, a unified Razumikhin-type criterion for ISS of impulsive systems was derived in [24] , where the derivative of Lyapunov function is allowed to be indefinite. However, the results in [24] cannot be applied to the case that both of stabilizing and destabilizing impulses are involved. In addition, the switching structure is excluded in [21] and [24] .
Remark 4: In [19] and [21] , to ensure the ISS of impulsive systems, the coefficient of the derivative of Lyapunov functions are required to be constants. The results in [23] , [24] , [26] , [27] have relaxed the restriction, i.e., the derivative of Lyapunov function is indefinite. However, the corresponding function λ(t) in [23] and [26] needs to satisfy ∞ 0 λ + (s)ds < ∞, λ + (s) = λ(s) ∨ 0. Obviously, the results cannot be used for systems when ∞ 0 λ + (s)ds = ∞. In contrast with [23] and [26] , the IOSS and ISS of impulsive switched systems can be achieved even if the derivative of Lyapunov functions satisfy
It is noteworthy that, in order to ensure the ISS, the results in [24] required that (according to their analysis, but using VOLUME 7, 2019 our notations)
One may observe that the right-hand side of (22) will decrease to −∞ as t tends to infinity. However, the corresponding function in this paper satisfies
which is more general than that in [24] . Moreover, it is worth mentioning that the coefficient of derivative of Lyapunov function λ σ (t) (t) in [27] satisfies
where α ∈ R + . Due to the effects of stabilizing impulses, we relax the restriction on α, i.e., α ∈ R. Therefore, the results in this paper have more wider applications than existing results in [23] , [24] , [26] , [27] . If the coefficient of the derivative of Lyapunov functions are constants, then the following corollaries for IOSS and ISS of impulsive switched systems are derived.
Corollary 3: Assume that conditions (H 1 ) and (H 3 ) in Theorem 1 hold, and there exist functions V i ∈ υ 0 , χ , ψ ∈ K ∞ , and constants q > 1, κ, µ i ,
and for ∀t ≥ s ≥ t 0 , (1) is IOSS over the class F . Corollary 4: Under conditions in Corollary 3, system (1) is ISS over the class F if inequality (23) in condition (H 2 ) is replaced by
Remark 5:
The IOSS has been studied for impulsive switched systems or switched systems in [33] and [34] , where not all subsystems are IOSS. In order to ensure the IOSS, the total activation time of non-IOSS subsystems T u (t, t 0 ) needs to satisfy T u (t, t 0 ) ≤ T 0 + ρ(t − t 0 ), where constants ρ, T 0 ≥ 0. Compared with [33] and [34] , the mode-dependent condition (H 4 ) and MDADT are proposed in Corollary 3, where the different characteristics among each subsystem are fully considered. Furthermore, the effects of hybrid impulses are fully considered. We show that, even when both of stabilizing and destabilizing impulses are involved, the IOSS of impulsive switched systems can still be guaranteed under mode-dependent conditions.
IV. NUMERICAL EXAMPLES
In this section, two numerical examples are given to demonstrate the effectiveness of our results.
Example 1: Consider the following impulsive switched systemẋ
anḋ
Then system (24) satisfies (H 2 ) with λ 1 (t) = 2 sin t −0.42+ and λ 2 (t) = 2 cos t + 0.2 + in Corollary 1. Next we verify condition (H 3 ) in Corollary 1. From (24), we get that for
, and
where ε 1 , ε 2 are arbitrary positive constants and χ ε 1 , χ ε 2 are functions in K ∞ which depend on ε 1 , ε 2 , respectively. It leads to µ 1 = 1.44 + ε 1 , µ 2 = 0.36 + ε 2 . Moreover, it can be checked that there should exist a constant κ 0 ∈ R + such that for ∀r, i ∈ Z + impulse-switching time sequence is given by t 2n−1 = 0.9n − 0.4, t 2n = 0.9n. Then Figure 1 illustrates the state trajectories of system (24) with the initial condition x 0 = 30.
Example 2: In the following, we consider an example of hybrid delayed networked control systeṁ
where x(t) ∈ R n is the system state, ω(t) ∈ R m is the input disturbance, y(t) ∈ R n is the measurement of the state, v(t) ∈ R n is the measurement noise,x(t) ∈ R n is the remote estimate of x(t), f i (x t ) andf i (x t ) are the unknown nonlinear delayed perturbations of the state and their estimations, respectively. Moreover, i ∈ is a finite index set and {t k } is a monotonically increasing transmission time sequence satisfying t k → ∞ as k → ∞. At transmission time t = t k , a try-once-discard (TOD)-like protocol to determine the index j k ∈ N 1,n , i.e., j k is the index j corresponding to the largest
Let e(t) =x(t)−x(t) be the estimation error, which can be shown to satisfy the following impulsive switched system with time delayė
We assume that |f i (
To consider the ISS of estimation error e(t), choose Lyapunov functions V i (t, e) = e 2 . According to [19] , for each µ i ∈ ((n − 1)/n, 1), we can find a function ϕ ∈ K ∞ such that, for all k ∈ Z + and i ∈ , On the other hand, for
where ε is an arbitrary positive constant and χ ε is a function in K ∞ which depends on ε. So system (28) satisfies (H 3 )
. Furthermore, it can be checked that there exist positive constants α and κ 0 such that for ∀t ≥ s ≥ t 0 ,
According to Corollary 4, system (28) is ISS. For simulation studies, take ω(t) = 2 sin t, v(t) = 0.05 0.1 0.2
, where i ∈ = {1, 2}, α 1 = 9, β 1 = 100/7, γ 1 = 0, α 2 = 10, β 2 = 16, γ 2 = 0.0385, q = 1.01, ε = 0.001, τ = 0.005, a = 8/7 and b = 5/7. Then the state system can be viewed as a hybrid system switching between two delayed Chua's circuits which both exhibit chaotic behaviors. With the initial condition x(t) = −2.12 −0.07 2.9 T , t ∈ [−0.005, 0], the state trajectory of system (27) can be seen in Figure 2 . In addition, it is easy to derive that L 1 = 27/7 and L 2 = 30/7. Assume that the initial condition of the remote estimatex(t) isx(t) = −1.8 −0.3 2.7 T , t ∈ [−0.005, 0], the impulse-switching time sequence is given by t 2n−1 = 0.022n − 0.012, t 2n = 0.022n. Then Figure 3 (a) and (b) illustrate the estimation error e(t) without or with impulses effects in system (28), respectively. Remark 6: When switching structure is excluded, the ISS has considered for networked control system in [21] . For Example 2 in [21] , one may find that Theorem 2 in [21] gives the impulse time sequences satisfying t k − t k−1 = 0.01, k ∈ Z + . It is worth mentioning that, by using Corollary 4 in this paper, the ISS property can be guaranteed even if the impulsive interval satisfies t k − t k−1 > 0.01. The impulse time sequences can be given by t 2n−1 = 0.024n − 0.013, t 2n = 0.024n. In addition, one may note that the hybrid networked control system in [29] is ISS with the impulse-switching time sequences satisfying sup k∈Z + {t k − t k−1 } ≤ 0.028. By using Corollary 4 in this paper, we relax the restriction, i.e., the impulse-switching time sequence can be given by t 2n−1 = 0.18n − 0.1, t 2n = 0.18n. Therefore, our results are less conservative than existing results in [21] and [29] .
V. CONCLUSION
In this paper, the IOSS and ISS are considered for impulsive switched systems with time delays by utilizing the Lyapunov-Razumikhin method and the MDADT condition. The coefficient of the derivative of Lyapunov function is time-varying function which maybe positive or negative. It implies that our results can be applied to impulsive switched systems which allow the coexistence of IOSS and non-IOSS subsystems. In order to ensure the IOSS and ISS properties, we have established a relationship among the MDADT conditions, impulses, and the derivative of Lyapunov functions of subsystems. Under mode-dependent conditions, the IOSS and ISS properties can be guaranteed even if the impulsive switched system allows the coexistence of the stabilizing and destabilizing impulses. In recent years, many interesting results for systems involving delayed impulses have been reported. Hence, how to extend our results to impulsive switched systems with delayed impulses is an interesting work in the future. VOLUME 7, 2019 
