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An eigenfunction expansion theorem is proved under certain assumptions about a 
nonselfadjoint operator A + V, where A is selfadjoint, not necessarily bounded 
below, and the eigenfunction expansion theorem for A is known. 
INTRODUCTION 
There are many papers dealing with various aspects of the perturbation 
theory of a continuous spectrum [l-5, 12-151. In [3-51 some problems with 
nonselfadjoint operators were considered. In [3b] conditions for the 
perturbed operator to be similar to the unperturbed one are given. In [4] the 
Schrijdinger operator with a complex-valued potential was considered. In [S ] 
a theorem is announced in which an analogue of the resolution of identity is 
constructed for some nonselfadjoint operator. The present work gives some 
abstract conditions for the validity of an eigenfunction expansion theorem for 
a nonselfadjoint operator, which is a perturbation of a selfadjoint one. In 
Section 1 we introduce the necessary notations and formulate the results. In 
Section 2 their proofs are given. In Section 3 simple examples are discussed 
and in Section 4 a remark about the spectral singularities is made. Some 
results of [ 16-181 are generalized in Section 5. 
1. PRELIMINARIES 
1.1 
Let H be a Hilbert space with involution rigged by the Banach H, and 
H- with involution, H, c H c H- , where the embeddings are dense and H- 
is the dual space to H, with respect o H. Such a construction is discussed 
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in detail in [6]. Let A be a linear densely defined selfadjoint operator on H. 
We assume that A is absolutely continuous, i.e., (Eif,f) is an absolutely 
continuous function of 1 for all f E H, where Ej: is the resolution of identity 
of A. Let V be a linear closed operator, D(v) 2 D(A), B =A + V, 
D(B) = D(A), D(A) E dom A. If 
I VI G a Mfl + b IfL O<a< 1, b>O, (1) 
then B is closed [3]. Let A be the spectrum of A, Q be a closed compact 
finite-dimensional set (in the problems for the Schriidinger operator R is a 
unit sphere), S = A x R, and H’ = L’(S). The inner product in H we denote 
by ( , ), in H’ by [ , I, and in L’(Q) by 1 , lL~tnj. 
1.2 
Let us assume that the eigenfunction expansion theorem for A is proved in 
the following sense: 
(1) There exists a linear isometric homomorphism T,, of H onto H' 
which is defined as 
f’ = Tof = (f, tie(s)), s= (A, w), 1 E/i, w E n, (2) 
where b”(s) E d!(w) E & E H- are the eigenfunctions of A in the following 
sense: 
The form (f, 4”) is defined first as a map H, -t H’ and then the map is 
extended by continuity on all H. 
(2) The eigenfunction expansion theorem for A is valid, i.e., 
f’=(f,#‘)=Tof, f=[f’,p]=T,*f’=T,-tf’, (4) 
where bar denotes involution and T,* denotes the adjoint operator. 
1.3 
It follows from (3) that 
ToJV)f = W) 7’o.L 
where F(A) is an arbitrary continuous function in the neighborhood of A. 
In the sequel we let Ri = (A -AZ)-’ and R, = (B -AZ)-‘. We assume 
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that for E # 0 the operator RifiE is a bounded operator on Hm and note that 
for any f E H the following formula holds: 
Fy (f, ri&R:*iE4y) = ‘,‘y * ie(R~~,i,f. d”,) 
= ljy (ic/ie)(f, 4.“) = (f. 4’:). (6) 
Here we used (5). Formula (6) can be written as 
lim F i&Ri,i,#: = #:, 
s-o (7) 
where (7) is understood in the sense given in (6) or in the sense of 
convergence in H- . It is easy to verify that 
for those I + ic for which R,,+ie exists. We denote by RP, the resolvent 
(B* - Al)-’ of the operator B * = (A + v)* and assume that (A + V)* = 
A + V*. This is true, e.g., when V is bounded or D(B*) = D(A). This 
condition is satisfied in some problems for differential equations. 
The operator RitiE satisfies the equation 
R~+ia=Rj:+i,-R::tiBV*R~+i,=R~cie-Rf;+i,V*R~ti, (9) 
Let us note the equalities 
(R;)* = R;, R; = R;. (10) 
1.4 
Our main assumptions are 
(i,) The operator Q, = (1+ RE P’-’ exists and is bounded in H for all 
.D & A except for a finite number of pj, 1 < j < n, 
(i2) For almost every A E A the strong limits in H- exists and are in 
L,,,(A) (integrable over any compact subset of A): 
The exceptional set of A E A for which these limits do not exist is the same 
for all elements of H- ; 
(i3) The operator RE V for ,U @A is a holomorphic compact-valued 
operator-function of fi; 
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(i,) the following relation holds: 
lim . r-m.,.,=,(epR:Bf,g)~-‘d~=O, ! (12) 
where f, g are arbitrary elements of some set M c H and M is dense in H, 
(i,) The operators Qt = (I + REV*)-’ and RE V* satisfy conditions 
(i,b(i,), which were formulated for the operators Q, and RE V. 
Note that from conditions (i,b(i,) one can deduce part of assumption (is), 
but we shall no go into detail because in applications it is usually easy to 
verify (i5) if assumptions (i,)--(i,) are valid. 
1.5 
Let us define the eigenfunctions of B and B* as follows: 
@t = #.L*io E Q.\*i,#P,T 4”, E #i*io s QP,+io#P,* 
This definition implies that 
(13) 
1.6 
Let 
Pi = -(2ni)-’ 1 R, dp, P= 5 Pi, 
. Yj j=l 
(15) 
where yj is a small circle with center at ,LI~ which does not contain other 
points pl,, p # j. To define PJ’ and P” we replace R, in (15) by Rz . 
1.7 
Our main result is 
THEOREM 1. Let the above assumptions hold. Then for any f E H the 
following eigenfunction expansion formulas are valid: 
f=Kf,6*l+Jx f = [T,f,9”,] + Yf, (16) 
T”,f = (.L @“,h T,f=Uti,)- (17) 
The space H can be decomposed into the direct sum of spaces invariant with 
respecttoB:H=H,+H,,whereH,=P,H,H,=PH,P,~I-P,andPis 
defined in (15). A similar decomposition is valid after replacing P + P”. 
P,~P;:,H,~H~,andH,~H~. 
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Remark 1. In applications the spaces H, and H, are the absolutely 
continuous and discrete subspaces of the operator B. 
1.8 
As a further result we have 
THEOREM 2. Let the assumptions of Theorem 1 hold and let there exist 
some dense in H sets which the operators p+ and T, send onto some dense 
in H’ sets. Then 
Tfp* =PO, (T”,)*T, =f’:, (18) 
P, Tz = Z, T,(p*)* = I. (19) 
The part B, = BP,, of B acting in H, is similar to A, 
B, = W,AW;‘, W, = T; TO, (20) 
and a similar formula is valid after replacing B, + Bi, P, + Pi, W, + WC:, 
and T, -+ T”, . 
2. PROOFS 
LEMMA 1. For any f E H, we have 
1;1::V;~R.~*i,,~)=W,9*)=T,J: (21) 
Remark 2. This formula means that in the sense of strong convergence 
in H_ the following relation is valid: 
lim F i&R .1* i.54: = 9.1 i i0 (22) 
E-10 
Proof: We have 
lim F i&R 
E-O 
,t*dP\=~~ Q,t*,,<~iER!i+iE&> 
=QA*~O#!=~A*~O- 
Here we used formulas (7), (1 l), and (13) and R, = Q,RE. 1 
Remark 3. Similarly, one can prove that 
lim T ieRi,,& = &*,o. 
E-0 
In the sequel we give arguments only for the upper sign. 
(23) 
(24) 
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Let us define operators h, and hf as follows: 
tf, RI;+ic#Psj) = df, h~(s)/(lsl ml - ic>)~ 
(f, RA+id~s,) = u h,(s)ltlsI ---A -i&l)* 
(25) 
(26) 
The operators h, and hf act from H into H’. From (22) and (24)-(26) it 
follows that 
lj2 V; hf(s)ljs, =A = U 9i+iO)* (27) 
Fz t.L h.e(s))l~s~=,~ = U 4A+iO)’ (28) 
LEMMA 2. For anyf E D(B) and g E H we have 
P-XL d = 4&J &!> +cI-v,m g) 
provided that ,a 6S A, ,a #pi, 1 Q j Q n, and .a # 0. 
Proof. This follows from the identity R,(B - ,~ul)f = J 1 
(29) 
LEMMA 3. The function ~(,a) = (RJ g) is meromorphic in the half 
planes Im p > 0 and Imp < 0, and has n singular points ,aj, 1 < j < n, which 
are its poles. 
ProoJ Consider the case Imp > 0. The other case is treated similarly. 
The operator R E is holomorphic in the half plane Im ,U > 0 and bounded. The 
operator Q, = (I+ RE v)-’ is meromorphic in this half plane and pj, 
1 < j < n, are its poles. This follows from assumptions (i,) and (ij) and the 
analytic Fredholm theorem which was proved in [7; 8a, p. 4621. The 
function R, = Q,Rz is also meromorphic in the half plane Imp > 0 and ~j, 
1 < j < n, are its poles. 1 
Proof of Theorem 1. Let us multiply (29) by (27zi)-’ and integrate over 
IpI= r, r -+ co. Let us assume that f, g E H, and use (12). We get 
(f, g) = ?\; - (2xi)-’ J tR,.L g) &. (30) 
IUI =r 
From Lemma 3 and formulas (15) and (30) it follows that 
Ji~c - (2ni)-’ j (R,f, g) dc1 
l~l=r.Imp>O 
= (2;rri)-’ ia (R,+& g) dA + C (Pjf; g), (31) 
-* Impj>O 
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j$ (2ni)-’ 1 (R,f. g) dp 
qul=r. Imu< 
and finally that 
(L g)=l$ WV’ fin ((R.,+ic-R,i-ie).L g)dl+ (Pf, g)- (33) 
cc 
Let us transform the integral in (33) by applying the Hilbert resolvent 
identity, the unitary property of r, (see (4)), and (1). We get 
!2W’ 1% ((R.\+ic-R.t-ic).L g)dJ 
cl2 
= (2ni)-‘2ic 1. (R~1+ipR.%-iJ 8) dl 
. .I 
=EC’ I_ [ToR.\-,f, TnRP,-i,g] d/I. .I 
= En- (f, W)) (8, Us)) dA Isl-LiE’ISI-L-i& I I 151=1 
Taking E + +0 in (34) and using (28) we get in the right-hand side of (34) 
the following magnitude: 
(35) 
It follows from (33) and (35) that for any f, g E H, the Parseval equality 
holds. 
(A 8) = Ir?,L T, 81 + Vffi g)- (36) 
By the usual limiting procedure we get (36) for any f, g E H since P is 
continuous in H. From (36) it follows that 
f=T::r:.f+Pf (37) 
EIGENFUNCTION EXPANSIONS 571 
because g is arbitrary. Formula (37) is equivalent o (16). The direct decom- 
position given in Theorem 1 follows from properties of the Riesz integral 
(15) (see [9] for details). The second formula (16) can be proved 
similarly. 1 
LEMMA 4. The following formulas hold: 
Q,=I-R,V, Q”,=I-REV*. (38) 
Proof: We have (Z-R,, V)(I+Ri V)= I-R,, V+Ri V-R,, VR: V= I, 
because R, = RL - R, VRZ. The second formula (38) can be proved 
similarly. 1 
LEMMA 5. For any f E D(B) and A E A the equalities 
((B * - Wfi #A * io) = 0, ((B - Wf, 4: * io) = 0 (39) 
hold. 
Proof: We have 
((B* -WL Q,~*io(~)=(Qx*io(B*-I'lf,9~) 
= ((I- V*Ri,io)(B* -11)X #!) 
= ((A - AI)f, 4;) = 0. 
Here we used Lemma 4 and formulas (3), (10). The second formula (39) can 
be proved similarly. 1 
Remark 4. It follows from (39) that the analogue of (5) is valid, 
(f, F(B) 4.1-t i0) = F(n)(f, 0.A + i0)’ (40) 
LEMMA 6. Let f = T*F, FE H’. Then 
where e E A and 
E(e)f z ‘,‘y (2x$’ [ (R,l+i, - R,-i,)f do. 
-e 
(41) 
(42) 
In particular E(A)f = P,f: 
409,92;2 18 
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Proof: We have (#+ is defined in (13)): 
For e = A, the right-hand side of (43) is equal to f for any f E If,. From 
Theorem 1 it follows that E(/i)f= P,f for any f E H. 1 
Remark 5. The statement of Lemma 6 remains valid after replacing 
f + (P)*F, E(e) + E’(e), and R, + R”,. 
LEMMA 7. Under the assumptions of Theorem 2 the operator p is a 
homomorphism of Ho onto H’. 
Prooj We must prove that 1) the operator T”: Ho + H’ has a bounded 
left inverse, and 2) im(P) = H’, where im(r) is the range of T [lo]. The 
first condition follows from (37) since PH, = 0. To verify the second 
condition we note that im(Y) is closed (because of condition 1) and dense 
in H’ by the assumption of Theorem 2. 1 
Proof of Theorem 2. Formulas (18) and (19) follow from (37); let us 
prove (20). Let FE H’. From (3) and (4) it follows that 
To A T,- ‘F = LF. (44) 
From Lemmas 5 and 6 it follows that 
TB,(TyF= /IF, B,= BP,. 
Here (7”))’ = T* (see (19)). From (44) and (45) it follows that 
ToAT,-’ = TnBoT*. 
(45) 
(46) 
Multiplying (46) by To from the right and by T* from the left we get 
WA=B,W, W= T”T,. (47) 
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Operator W-’ = (T*T&’ = T;‘(T*)-’ = T,*T exists and is bounded as 
an operator on H,. Multiplying (47) by W-’ from the right we get (20). i 
3. EXAMPLES 
3.1 
Consider the Schrodinger operator B = -A + q(x) in H = Lz(lR3), where 
q(x) is a bounded complex-valued function. Let A be a selfadjoint operator 
generated by the differential expression -A, D(A) = W#3). We assume 
that 
I@)( < c(l + IXI)-3-b, b > 0, 
sup ‘(4x1x-v]))lq]dv< 1, 
x 1 
J-=1 . 
R-’ 
In this example A = [0, co), a is the unit sphere in R,, S = I?,, 
4” = (27rP3” exp{ifi(w, x)}, and R: = (41~ Ix - ~1)~’ exp(ig ]x - yl}. 
Let H, = L2(iR3; p(x)), where p(x) > 0 is continuous in R3 and 
J p-‘(x) dx < co, H- =L2(IR3; p-‘(x)). 
LEMMA 9. If (48) hold, then Q, has no singular points on the complex 
plane with the cut [0, a). 
Proof: The operator Rz V is compact in H for 1rn.p # 0 and it is compact 
in H_ for Imp > 0. The equation 
u+Rp,Vu=O (Vu z q(x)u) (49) 
has no nontrivial solutions either in H or in H- because of the second 
condition in (48). Thus Q, = (I + RE V)-’ is invertible for any p, and the 
limits (11) exist and are bounded. Condition (12) was verified in [ 141. 
Condition (i,) follow from the fact that V* is the operator of multiplication 
by q(x) and Q(x) satisfies (48) if q(x) satisfies (48). 1 
The assumption of Theorem 2 can be verified as follows: If im(T”) # H’, 
then 0 = [Pf; F] = (f, [d”, , F]) f or all f E H and some FE H’. Thus 
[F, d”, ] = 0. The following argument has something in common with the 
argument given in [ 111: 
Let u(a”v/&z) E u(av/&z) - v(au/&), g - [F, #“, ]= 0. We have 
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and 
From this it follows that 
= (27r-J’2~sdsF(~)exp{ifl(w,x)J; s=/l. w, S=R3. (50) 
Thus F(s) = 0. 
Theorems land 2 imply: 
PROPOSITION 1. If (48) hold, then the Schriidinger operator B in 
H = L2(IR3) is absolutely continuous and unitary equivalent to A = -A. The 
eigenfunction expansion theorem for B is valid, namely. 
f = T*Pf Tf = (A $“, 1, T*F = [F, J,]. (51) 
The operators T” and T are homomorphisms of H onto H’ and H’ onto H, 
respectively. The functions 0, and #“+ are the solutions to the scattering 
problem for potentials q and q, respectively. Here B = WA W-‘, where 
W= T”T,, 
T,f = (27~)-~‘~ [f(y) expii&(w, y)t dy, 
TYf = [ f(y) 4: (s, Y) dy’, T*F = j F(s) 0 + (s, y) ds. 
3.2 
If 1 q(x)] < c exp(-a Ix/), a > 0, the eigenfunction expansion theorem for 
the Schrodinger operator was proved in [ 141. 
3.3 
Assumption (i2) from Section 1.4 excludes the possibility of the existence 
of points ,D E /i for which the operator Q,,+iO does not exist and for which 
Q.k + i0 E L,,,(A,), where A,, is a neighborhood of p. If the set of such points 
is finite, it is not difficult to extend the theory given in Sections 1 and 2 to 
this case. For the Schrodinger operator with ]q(x)j < c exp(-a ]xj), a > 0, 
this was done in [ 141. 
EIGENFIJNCTION EXPANSIONS 515 
3.4 
Condition (12) will be satisfied if 
for all g E M, where M E D(B) is some dense in H set. Indeed, 
(Q,,RfJf,g)=(R:kq,)+O as IpI+ co. 
where h = Bf, tlLl = Q,*g. Let us take ,D = Ci(R’). For g E M we have 
IIR~&lI -0 as I4 + co. To prove that II Q:gII < C(g), we start with the 
integral equation for f = Q,*g, f + V*Rif = g. After iteration we get 
f - V*REV*RLf = g- V*RLg. The kernel of RLV*RL goes to zero as 
/,u ( + co and thus we get the required estimate (/ Q,*g/ ,< C(g) for g E M. 
4. SPECTRAL SINGULARITIES 
Assumption (iz) in Section 1.3 excludes the case when Q, has a nonin- 
tegrable singular point at a point v E /i. Let us assume that there is only one 
such point which is called a spectral singularity. The case when there are a 
finite number of spectral singularities can be treated in a similar way. Any 
assumption concerning the behavior of Q, in a neighborhood of v which 
ensures the existence (in some sense) of the limit 
lim 
c-0 
(R,f, g) dp - $ (&if, g) dP 1 = BU g), (52) 
can be used. In (52) c, = {,u: (p - V( = E, 0 < argp < z}, C, is the contour 
symmetric to c, with respect to the axis Imp = 0, fi is the complex conjugate 
of ,u, and p runs over c, clockwise. A typical situation is the one when 
PIISP) 
m--I 
Q,= ol-v)m +Su, p,Or) = s pj@ - vY7 
j=O 
(53) 
where S, is smooth in ,u in a neighborhood of 19, and the Pi are finite rank 
operators. An additional possible difftculty is that the Pi may not be 
operators on H. This happens if, for example, Pjf = ju(x) f (x) dx b(x), 
H = L2(R3), a(x) and b(x) do not belong to H. In this case the Pj can often 
be treated as operators from H, into H- . This, is the case of the Schrddinger 
operator with a complex-valued potential I q(x)\ < c exp(-a Ixl), a > 0. Let us 
assume that 
pjf = 2 (J; hj,) gjs3 
s=, 
(54) 
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where his, gj, E H-. Then P,J,u): H, -+ H- and limit (52) exists and is zero 
on the set off, g E H, of finite codimension in H, , namely, on the set 
F=(f,g:(f,hj,)=O, (gj,lg)=O, (f,hT,,)=O, (gj,,g)=O, l<s<rj, 
1 < j < m}, where hj, and gj, are the elements analogous to hi,? gj, in the 
operator Q,-. Therefore eigenfunction expansion formulas (16) and (17) are 
valid for f E F. If limit (52) exists for some set g, f E M E H, , then the term 
B(f, g) should be added to the right-hand side of (33). 
5. CONSTRUCTION OF THE EIGENFUNCTION EXPANSION 
FOR THE LINEAR TRANSPORT EQUATION 
The linear stationary transport equation can be written as 
(55) 
where I is the identity, K: H + H is a finite rank operator, H = L*(-1, l), 
-1 <p < 1, x > 0, I,u(O,,D) = g@) andf(x,,u) are known, and l/Kjl < 1. In the 
literature the seldfadjoint case K = K* was studied [ 171 by a quite different 
method. We can treat the nonselfadjoint case by the method given in 
Sections 1 and 2. Let us assume (for simplicity only) that K is a one- 
dimensional operator Ky = (w, a)& a(x), b(x) E H, and (., .) is the inner 
product in H. Suppose for a moment that the equation (where we denote by 
T the operator of multiplication by ,u) 
has a complete system of eigenfunctions #.l, and that any f E H can be 
represented by a convergent in H series 
The symbol C,1 means integration on a continuous spectrum and summation 
on a discrete spectrum. Then the solution of (55) can be found in the form 
where c*(x) solves the problem (c.; = dc,/dx) 
c.~=-a~‘c,(x)+a-‘h,, c,(O) = g,, h=(Z+K)-‘f, (59) 
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and h,, g, are the eigenfunction expansion coefficients of h(x, ,u) and g@). 
Thus 
cl(x) = g, exp(-x;l-‘) + A-’ 1: h,(y) e-‘“mY’A-’ &. (60) 
Therefore transport problem (55) is reduced to spectral problem (56). The 
unperturbed problem 
T&i = wi (61) 
is easy to study. If T is the multiplication operator in H, then it has a 
continuous spectrum [-1, 11, the complete set of orthogonal generalized 
eigenfunctions 
where S(D) is the delta function. The eigenfunction of perturbed operator (56) 
we construct by formula (22): 
#S,~) = lim - i&R, +,,4! = - lim iERA + ia S(u - A), 
c-0 &-to (63) 
where R, = (T-zl-AC-‘. In what sense the limit in (63) should be 
understood we shall discuss later. First, R, will be constructed. We have 
@-z-zK)f =g, f =R,g, Kf= (f,a)b. (64) 
From (64) it follows that 
f _ 4.L a> bo1) _ go1) 
P---z P-Z 
and 
(65) 
I 
’ g@dp - E -d ‘(z). 
- I p--z 
Thus 
kg= -WI I 
’ gtidp go11 
@-z)d(z) --I ,u-z +G* (66) 
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From (66) and (63) it follows that 
. \-i&S@ -A) 
‘.“) = !‘Y 
i&(/i + iF) b(u) ’ S(U-/l)adp / 
1 p - 1 - i& - (p -A - ie) d(A + i0) !... , ,u-A-iiE \ 
= 4p -A) + (lb(u) E(l)/d(A + iO)tp -A - i0). (67) 
The limit can be considered as the limit in H-, (or even in the sense of H ~. 
a > 0, where H, = Wq(--1, 1) is the Sobolev space and H_,, is the dual 
space, H, = H). It remains to study the discrete spectrum of the perturbed 
operator. The unperturbed operator Tty -,Du/ has a purely continuous 
spectrum. The discrete spectrum of the perturbed operator coincides with the 
set of poles of R,, that is with the zeros of d(z), 
d(z) = 1 -z j’ 
--I 
b@;y;dp = 0. (68) 
This function is analytic in the complex z-plane with the cut [-I, 11. Let us 
assume that the cut [-I, l] has no zeros of d(z). Then there is only a finite 
number of zeros of the function d(z). Indeed, the left-hand side of (68) is 
analytic at infinity and therefore infinity cannot be a point of accumulation 
of zeros. Since d(z) is analytic off the cut, there are no points of 
accumulation of zeros of d(z) off the cut. The projection corresponding to 
the discrete spectrum should be added to the projection corresponding to the 
continuous spectrum as is done in formula (16), where P denotes the 
projection corresponding to the discrete spectrum. 
If we assume that d(v) = 0, -1 < v < 1. and v is a pole-type singularity for 
d-‘(z), then the argument from Section 1.5 can be used in order to extend 
the eigenfunction expansion theorem to the case when there is a finite 
number of pole-type singularities of d(z) on the cut (-1. 1). The results of 
this section generalize the results from [ 17 and 18 ] in two direction: (1) the 
operator K is more general, and (2) the operator K is not necessarily selfad- 
joint. Our method is entirely different from the methods in [ 17 and 181. 
A concluding remark about the physical statement of the transport 
problems is in order. The transport problem in an infinite medium consists in 
solving Eq. (55) under the condition that v(*co, .D) are bounded. For this 
problem the solution is of the form (58), where c,,(x) are bounded at 
x = fco solutions of (59) (without the condition c,~(O) = g,J, that is 
= -A-’ jm h,(y) exp{---‘(.u - y)} dql, 
‘X 
if 1 < 0. 
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The transport problem in a semi-infinite medium consists in solving (55) 
under the conditions: Y@,P)= g+(p), 0 <P Q 1; w(oo,lu) is bounded. 
Suppose that g@) = g+(u) if 0 <,D < 1, g@) = g-01) if -1 < ,D < 0, and 
g, = 0 for 1 < 0; h, = 0 for ;L < 0. Then the solution to the transport 
problem in the semi-infinite medium is given by (58) and (60). A separate 
problem is to find g-b) such that g., = 0 for 1 < 0. This problem is not 
discussed here. Let us outline an approach to the half-range completeness 
problem which is important for the transport theory [ 17, p. 781. The problem 
is to show that the set (#.I~), L > 0) . IS complete in L’(I+), I, = [O, 11. Let 
.I’:, g@) d.Ib) & = 0, 0 < ,I,< 1. Then from (62) it follows that 
(*) 
where A(1) = 1 + (i&(1) r?(l)/d(ll + iO)), B(J) = (J&(,I)/d(n + i0)). Equa- 
tion (*) is a singular integral equation for the open contour [O, 11. 
Conditions for (*) to have only a trivial solution in the class of bounded (in 
a neighborhood of the ends of the contour) functions or in L’ are known 
[ 19, Sect. 971. Let us assume that c@) # 0, denote g@) C(J) = h@). 
A(d)c-‘(l)=C(A). If B*(I)-C’@)+O, 0<1< 1. then G(1)= 
(C(1) - B(k))/(C@) + B(1)) # 0 and is bounded for 0 <i Q 1. A necessary 
and sufficient condition for h(A) = 0 (and, therefore, for g = 0) is K ( 0, 
where K is the index of (*) in the class of solutions bounded in a 
neighborhood of the ends of the contour (class h(C, , C,) in the terminology 
of [ 191). The index K can be calculated explicitly for a given G(A) according 
to the algorithm given in [ 19, Sect. 781. 
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