Abstract: The aim of this paper is to explain some recent numerical methods for solving high-frequency scattering problems. Most particularly, we focus on the multiple scattering problem where rays are multiply bounced by a collection of separate objects. We review recent developments for three main families of approaches: Fourier series based methods, Partial Differential Equations approaches and Integral Equations based techniques. Furthermore, for each of these three families of methods, we present original procedures for solving the high-frequency multiple scattering problem. Computational examples are given, in particular for finite periodic structures calculations. Difficulties for solving such problems are explained, showing that many serious simulation problems are still open.
Introduction and problem setting
Let us define Ω − ⊂ R d as a d-dimensional impenetrable bounded domain with boundary Γ := ∂ Ω − . Throughout this paper, we suppose that this domain is composed of a collection of M separable domains Ω − p with respective C ∞ boundaries Γ p , p = 1, ..., M. Therefore, we have:
and Γ = ∪ M p=1 Γ p . The associated homogeneous exterior domain of propagation, which is the complementary set of the scatterer Ω − in R d , is denoted by Ω + . Then, the multiple scattering problem of an incident time-harmonic acoustic wavefield u inc by Ω − can be formulated as the following exterior Boundary Value Problem (BVP): Find the scattered field u solution to . We consider that the incident wave u inc is plane: u inc (x) = e ikd·x . The wavenumber k is related to the wavelength λ by the relation k = 2π/λ . In the two-dimensional case (d = 2), the direction of incidence d is given through the relation: d = (cos(θ inc ), sin(θ inc )) T , where θ inc is the scattering angle in the polar coordinates system. In the three-dimensional case (d = 3), we have: d = (cos(θ inc ) sin(φ inc ), sin(θ inc ) sin(φ inc ), cos(φ inc )) T .
The scattering angles (θ inc , φ inc ) are given in the spherical coordinates system. If we define by n Γ the outwardly directed unit normal to Ω − at the boundary Γ, then, the sound-soft or Dirichlet (respectively sound-hard or Neumann) boundary condition on Γ corresponds to the second (respectively third) equation of (1) . For a given single domain Ω − p , the associated outwardly directed unit normal to Γ p is denoted by n p . Finally, the last equation which is the well-known Sommerfeld radiation condition allows only outgoing waves at infinity. This thereby guarantees the uniqueness of the solution to the BVP (1).
Other situations of interest that we do not consider here are related to homogeneous or inhomogeneous penetrable scatterers or scatterers with impedance boundary conditions (Fourier-Robin boundary condition). However for the sake of clarity, we will focus on the situation described above. In the sequel of the paper, we will use material related to functional spaces and operator theory that we introduce now. The Sobolev space of real order s for a domain D is denoted by H s (D). Its usual inner product and norm will be respectively denoted by (·, 
with p = 1, ..., M. Then, for u ∈ H 1 ± (∆), the exterior (+) and interior (−) trace operators of order j ( j = 0 or 1) can be defined by
We will sometimes denote independently by γ ±,p j u or (γ ± j u) p , the p-th component of the trace operator of order j on Γ p . Under these notations, a possible functional setting for proving the existence and uniqueness of the solution to our scattering problem (1) is the following [54, 109] 
where H (1) 0 is the first-kind Hankel's function of order zero. The paper is organized as follows. In Section 2, we present one of the main ingredients used in the different algorithms presented in this paper to solve numerically the multiple scattering problem (1) (see Theorem 1) . This result essentially shows that the scattered field of the multiple scattering problem can be obtained by superposition of the fictitious scattered fields corresponding to single-obstacle scattering problems. Section 3 is devoted to the investigation of the particular case where the scatterers are disks. Using Fourier series technique, we present an efficient algorithm to solve such multiple scattering problems at high frequency and/or when the number of scatterers is large. The rest of the paper deals with the case of scatterers of arbitrary shapes. Sections 4 and 5 describe numerical methods based on a PDE approach. A short introduction to these methods is given in Section 4, while Section 5 is devoted to a detailed presentation of a particular method: the Phase Reduction Finite Element Method (PR-FEM). Sections 6 and 7 deal with integral equation based strategies. Once again, we start with a short review of these methods (Section 6) and then we show on a particular example the efficiency of a high-order high-frequency algorithm (Section 7). Finally, Section 8 gives a general conclusion.
Multiple scattering viewed as coupled single-obstacle scattering problems
The multiple scattering problem (4) models the global scattering problem. We will propose in the next sections some possible numerical methods for solving this problem directly. However, at both the theoretical and numerical levels, an interesting alternative is to reformulate the initial multiple scattering problem as M coupled single-obstacle scattering problems. Let us emphasize that this reduction is possible due to the linearity of the problem and holds for arbitrary shapes of the scatterers. We develop this point of view below. This new formulation of the problem leads to a decomposition of the scattered field of the form u = ∑ M p=1 u p , where each fictitious scattered wave u p corresponds to the wave reflected by the scatterer p-and only by it-when it is illuminated simultaneously by the incident wave and the waves u q , for q = 1, . . . , M, with q = p. The next theorem provides a precise formulation of the above assertion.
Theorem 1 ([19]
). Let u be the solution of the multiple scattering problem (1) . Then, the family of M coupled single-obstacle scattering problems for p = 1, ..., M,
admits a unique solution (u 1 , . . . , u M ). Furthermore, the following decomposition holds true:
Proof. For the sake of completeness, we give here a proof for the case of Dirichlet boundary conditions. The proof uses classical results from integral equations theory, that are recalled in Section 6.1. We start by proving the uniqueness of the solution of the coupled problems (6) . Let u 1 , . . . , u M , with u p ∈ H 1 loc (R d \Ω − p ), solve (6) for Dirichlet boundary condition and u inc = 0, and assume by contradiction that there exists p ∈ {1, . . . , M} such that u p does not vanish identically. Then, the function v = ∑ M q=1 u q is an outgoing solution of the Helmholtz equation in R d \ Ω − , which satisfies in addition the boundary condition v = 0 on Γ. By classical uniqueness results for Helmholtz equation [55] , this implies that v ≡ 0 in Ω + . In particular, we have v = ∂ n v = 0 on Γ p . Let us define then the function
Clearly, w is outgoing and solves the Helmholtz equation in R d \ Ω − p and Ω − p . Moreover, w has continuous trace and normal derivative through Γ p since its jumps are given by [w] = v and [∂ n Γp w] = ∂ n Γp v. Consequently, w ≡ 0 in R d , and thus u p ≡ 0 in
, which provides the desired contradiction. In order to prove the existence of the solution (u 1 , . . . , u M ) of problems (6) , we show that these coupled scattering problems are equivalent to a system of M integral equations of Fredholm type. The announced existence follows then from the uniqueness result proved above. Let us seek the solution u p in the form of a single-layer potential
for all x ∈ R d \ Ω − p , where the surface density µ p ∈ H −1/2 (Γ p ). We define for all p, q = 1, . . . , M, the integral operator
Then, using the jump relations for the single layer potential (see Section 6.1), the M coupled boundary value problems (6), for p = 1, ..., M, can be written in the abstract form
provided we set µ :
Then, it is well-known (see Theorem 2 of Section 6.1) that the operators L p,p :
are isomorphisms provided k is not an irregular frequency of the scatterer p, while, on the other hand, L p,q :
are compact for p = q (since their kernels are analytic). Therefore, recalling that
defines an isomorphism when k is not an irregular frequency of any of the scatterers, while K :
is a compact operator. Therefore, equation (9) is of Fredholm type and the proof is then complete. In the case where k is an irregular frequency of the scatterer p, one can use the trick of BrakhageWerner to obtain the same result.
3 A strategy based on Fourier series decomposition for circular cylinders
After this introduction to multiple scattering, let us come to the possible strategies for solving numerically such problems. In this section, we will consider the particular case where the scatterers are circular cylinders (d = 2). Then, it is quite natural to solve the scattering problem using Fourier series technique. This modal approach, which is straightforward in the case of a single scatterer, becomes technically more involved in the case of many scatterers at both the theoretical level (the Fourier series expansions hold in the local system of coordinates associated to each disk) and the numerical level (because of multiple scattering effects). Furthermore, this kind of configuration leads to the introduction of nontrivial fast iterative algorithms which are the keystone for prospecting numerically high frequency multiple scattering problems. The results presented here have been developed in [11] . The extension to the three-dimensional problem is under progress.
Notation and problem formulation
Let us define u as the scattered field resulting from the illumination of M disks Ω − 1 , . . . , Ω − M ⊂ R 2 , with boundaries Γ 1 , . . . , Γ M , by the incident plane wave u inc (x) = e ikd·x , with d = (cos(θ inc ), sin(θ inc )) T .
Local Fourier series expansions
According to Theorem 1, solving the scattering problem amounts to solving the M coupled singleobstacle scattering problems (6) . To achieve this in the case where the scatterers are disks of radius a p centered at the points O p = (O 1,p , O 2,p ) of a given orthonormal system of coordinates (Ox 1 , Ox 2 ), one can use Fourier series expansions in each local system of coordinates. More precisely, let us set for all p = 1, ..., M:
and for all q = 1, . . . , M, with q = p:
Any point M of the plane will be described either by its global polar coordinates
or by its local polar coordinates in the orthonormal system of coordinates associated to the scatterer p:
Let us introduce for all m ∈ Z the global cylindrical wavefunctions
and the corresponding local cylindrical wavefunctions in the system of coordinates associated with the scatterer p:
Since each field u p is an outgoing solution of a single scattering problem outside a disk, it admits the following modal decomposition in the local cylindrical outgoing wavefunctions:
for p = 1, ..., M.
Equations for the Fourier coefficients
The unknown Fourier coefficients (c p m ) m∈Z can be determined by imposing that the modal decomposition (10) satisfies the boundary condition given in (6) on each boundary Γ p . This requires to express the incident wave and the wavefunctions ψ q m for q = p in the local system of coordinates of the scatterer p, as detailed in the next result (for the proof, we refer to [106, p. 125 
where d p m = e ikθ inc ·b p e im(π/2−θ inc ) . 2. Separation Theorem: For all 1 ≤ p, q ≤ M, with p = q, and for all m, n ∈ Z set:
Then, for all m ∈ Z, we have:
The infinite matrices
are called separation (or transfer) matrices. Using relations (7), (10) and the first equation in (13) , straightforward computations show that the unknown Fourier coefficients solve the following M coupled equations:
for p = 1, ..., M, where
) n∈Z is the infinite vector containing the coefficients of the cylindrical decomposition (10) of u p ,
T denotes the transpose of the separation
for sound-soft obstacles,
for sound-hard obstacles,
) m∈Z is the infinite vector containing the coefficients of the cylindrical decomposition (11) of the incident wave.
The M infinite linear systems (14) can equivalently be written in the abstract form
where
and where I denotes the identity operator on 2 (C).
Approximation
In order to be solved numerically, the infinite linear system (15) must be truncated. In particular, we keep for the scatterer p the modes ψ p m corresponding to −N p ≤ m ≤ N p . Note that the number 2N p + 1 of significant modes might be different for each scatterer, in order to take into account geometrical configurations where the obstacles have different radii. The truncation of (15) leads then to the linear system:
• A ∈ C N,N is the full complex square matrix of
where I p denotes the identity matrix of size
for sound-hard obstacles, and S p,q is the (2N p + 1) × (2N q + 1) finite dimensional separation matrix taking into account only the interactions between the retained modes for the scatterers p and q:
•
..,N p is the finite vector containing approximations of the first 2N p + 1 modal coefficients of the cylindrical decomposition (11) of u p (that are still denoted c p n for the sake of clarity).
• B ∈ C N is given by
is the finite vector containing the 2N p + 1 first coefficients of the cylindrical decomposition (10) of the incident wave.
The choice of the number of significant modes N p to keep in the approximation to get an accurate solution is an important issue. On one hand, N p must be large enough to catch both the propagating and grazing part of the solution (typically, N p ≥ ka p ). On the other hand, taking too many modes for approximating the solution leads to a stagnation of the iterative solver (see Section 3.4.1). Indeed, high order spatial modes |m| correspond to the evanescent part of the field and therefore computing their Fourier coefficients is definitively out of reach using an iterative solver (with a fixed tolerance). For our simulations, we will use the following empirical formula
where [x] denotes the integer part of a real number x and ε is the desired error bound on the Fourier coefficients. The above formula has been proposed in the literature in the contexts of single scattering [48] and multipole methods [42] . Nevertheless, according to our numerical results, it turns out that it can also be successfully used in the multiple scattering framework investigated here.
Iterative solver
We want to be able to solve the linear system (16) not only for simple configurations, but also for complex ones corresponding to a large number M of scatterers and high frequencies ka p . In this context, the use of direct methods is prohibitive for at least two reasons. First of all, according to (17) , the number of modes 2N p + 1 needed to approximate the solution u p with a reasonable precision becomes very large at high frequencies. Therefore, a direct method requires a priori a huge memory storage and large computational times to construct the dense matrix A . Secondly, we are led to solve a large scale complex-valued linear system with size
. Using a direct linear solver would yield a prohibitive computational time for high frequencies and/or for large values of M. For these reasons, the use of an iterative solver for such complex configurations is unavoidable. We will use a Generalized Minimal RESidual algorithm, possibly with a restart parameter ρ (denoted by GMRES(ρ)) [111, 112] , and the BICGStab algorithm. These choices lead to problems related to fast evaluations of dense matrix-vector products as well as convergence issues. The tolerance error of the iterative solver is set to tol and the number of iterations to get this tolerance is denoted by n iter .
Storage
Although being full, the matrix A has a particular structure that we will exploit in our method. Indeed, its off-diagonal block (p, q) is obtained by multiplying the diagonal matrix
Toeplitz structure [47] since
Consequently, using the notations from [47] , the storage of (S p,q ) T can be optimized using a compressed version based on the root vector
This leads us in our algorithms to store both the Toeplitz matrix (S p,q ) T (through the root-vector σ p,q ) and the diagonal matrix D p . The compressed storage uses then 2(2N p + N q + 1) entries instead of the (2N p + 1)(2N q + 2) complex coefficients required for the full version. For A , this must be repeated for the M(M − 1) off-diagonal blocks by summing over p and q. This yields a global storage of 3N(M − 1) entries, showing a clear saving compared to the N 2 − NM entries needed in the full storage. Furthermore, the computational time involved in the construction of the global matrix is also reduced according to the memory storage. In the case where we have a p = a for all p, the vector root version of A leads to a memory storage and a CPU time of the order of O(6kaM 2 ) while it is O(4k 2 a 2 M 2 ) for the full version. This is a crucial point for solving a multiple scattering problem for a large wavenumber. To show the improvement induced by the Toeplitz based compressed storage version, we represent on Figure ( 1) the logarithm of the CPU time 1 scaled by the computational memory requirement versus the wave number ka p needed for building the global matrix A . These computations have been done for the scattering by two sound-soft disks of radius 1 separated by a distance of 1. As expected, the CPU time for the compressed version is linear according to ka p while it is quadratic for the full version. 
Fast Matrix-Vector Products
As it is well-known, the main CPU cost of each iteration of the GMRES or BICGStab algorithms is due to Matrix-Vector Products (MVPs). Taking advantage of the Toeplitz structure of the off-diagonal blocks of A , the computation of a MVP: y = A x can be easily done by blocks. Let us set: x = (x 1 , ..., x M ), with x p ∈ C 2N p +1 , and y = (y 1 , ..., y M ),
for 1 ≤ p ≤ M. In the above evaluation of y p , the cost is mainly due to the computation of z q which is quadratic according to (2N q + 1). Moreover, this must be repeated for each sub-block and each component of y p . This is very expensive when the frequency is large since the size of (S p,q ) T is (2) showing the CPU time reduction with respect to ka (with a = a p , 1 ≤ p ≤ M) using the fast MVP algorithm compared to the direct algorithm for the scattering problem by M = 30 aligned disks of radius 1 and separated by a distance of 1 for k = 100. 
Computational tests
For our numerical tests, we consider three kinds of geometrical periodic configurations (see figures below):
Single-row configuration: it is composed of M 1 = M equally spaced disks aligned along the x 1 -axis, the distance between the centers of two successive scatterers being denoted b 1 = b 12 . 
Influence of the order of truncation
As already said, by selecting the order of truncation N p through formula (17), we expect N p to be large enough to compute accurately the solution, but not too large to avoid the stagnation of the iterative solver. This statement is confirmed by the numerical experiments. Indeed, let us consider a uniform square lattice with M 1 = M 2 = 2 (so that M = 4) and b 1 = b 2 = 3 for a radius a p = 1, 1 ≤ p ≤ M, and k = 100. We solve (16) by the GMRES algorithm with tol = 10 −8 . For a given value of the tolerance tol, we will always fix ε = tol in formula (17) . This gives here N p = 120 (represented by a red dot on Figures (3) and (4)). We report the number of iterations n iter and the relative errors versus N p respectively on Figures (3) and (4) . One can distinguish of Figure ( 3) three different zones. First, from N p = 1 to N p < ka p + 2, the number of iterations n iter increases, showing that the computation of a correct solution requires more har- monics. This is achieved in the second stable zone (for ka p + 2 ≤ N p ≤ 138). However, if we include too many harmonics (third zone, N p ≥ 139 in our example), then we obtain a break down of the GM-RES as it can be seen on Figures (3) and (4) . Indeed, stagnation occurs e.g. for N p = 150 while it does not for N p = 120. In particular, the relative error corresponding to the stagnation at N p = 150 is equal to 10 −2 while it is tol for N p = 120 (see Figure (5) ).
Convergence rate
From a large set of numerical simulations, the GM-RES provides the fastest convergence rate (see Figure (6) ). However, a more important memory storage is required which can significantly limit the possibility of prospecting high-frequencies for example. We present on Figure (6) the behaviour in terms of MVPs of the GMRES, BICGStab and GMRES (50) according to ka in the single-row configuration. Figure (6) shows the dependence of the number of MVPs versus the wavenumber ka. As expected, the number of MVPs increases with ka. Moreover, unlike BICGStab and GMRES (50), we can see that the GMRES algorithm breaks down at ka = 140 due to memory limitations. It also appears that the restarted GMRES generally leads to similar or better convergence results than the BICGStab. For these reasons, we choose the GMRES (50) in the sequel.
Single-row configuration. For a fixed wavenumber (ka = 100), we show here the dependence with respect to the number of obstacles M and the distance δ between two obstacles: δ = b 1 − a. We remark on Figure (7) that the number of MVPs increases linearly with M. Moreover, the slope of the line is more important as δ tends to zero (closer scatterers) due to stronger interactions. This effect is also observed on Figure (8) where the number of MVPs is represented as a function of δ in logarithmic scale for ka = 100 and M = 10. We see that the number of MVPs strongly decreases as the separation distance δ tends to infinity, i.e. δ λ (weak coupling between the obstacles), while for small values of δ , δ λ , the number of MVPs strongly increases, because the linear system becomes ill-conditioned. Finally, we observe an intermediate resonance region for δ ≈ λ where we have a few peaks in the number of MVPs. A physical interpretation of this phenomenon is the following. In this regime, an approximate model is obtained by considering that for ka 1, (50) is represented as a function of ka.
We observe a stabilization with the frequency but the number of MVPs increases with M 2 , and thus, with M. This is consistent with the previous observations in the single-row case. But this situation is, in some sense, not extreme because the distance between the obstacles is large enough.
Figure (10) shows the results corresponding to a more delicate situation. We represent the number of iterations for GMRES(50) of an 5 × M 2 lattice, for different values of M 2 , according to ka for b 1 = b 2 = 3 (the separation distance is 1 in this case). We observe that the number of MVPs is again slightly dependent of ka but strongly varies with the number of layers, characterized by M 2 . Moreover, some peaks appear at some frequencies, and in particular at ka ≈ 20. This is more clearly visible on Figure (11) where we increase the lattice size according to M = M 2 1 at ka = 50. We notice that the number of MVPs increases strongly with M 1 . In particular, on this example, it can be shown that, on the first values, the number of MVPs behaves like 3M 3.3 and not quadratically with M. Another way of considering particular frequencies where peaks occur consists in modifying δ . Some numerical computations, not reported here, confirm this property. Concerning the triangular lattice, similar conclusions can be drawn. However, it appears that this situation is less dramatic in terms of MVPs compared to the rectangular lattice case.
Preconditioning
Since many iterations may be necessary in some situations, one way to improve the rate of convergence is to precondition the linear system. In our context, we cannot directly apply an algebraic strategy like the incomplete LU or SPAI preconditioners [111, 47] which would require to reconstruct the full version of the matrix A . An alternative direction is to build a geometrically-based preconditioner. We propose here a simple procedure in two steps. First, let us set : A = I + F , where I = diag((I p ) 1≤p≤M ) is the identity diagonal block of A and F = A − I is its complement off-diagonal part. The first-order Neumann series approximation for A −1 yields In fact, there is no reason to assume that F satisfies ρ(F ) < 1, where ρ(F ) stands for the spectral radius of F . However, relation (19) must be viewed as a formal way of building an approximation of the inverse of A and so has also a subjacent limitation range. It could be possible to choose more terms in the approximation. However, extensive numerical tests show that this is not a good strategy, that may even lead to the divergence of the method. Since P is still a matrix involving all the interactions between the obstacles, it is interesting to reduce its application cost by considering only the closest interactions. This can be done through a second approximation by introducing a parameter d > 0 representing a maximal coupling interaction distance. Then, the preconditioner, denoted by P d , only considers the interactions between obstacles with indices 1 ≤ p, q ≤ M satisfying: b pq < d. We must notice that the construction of P d is implicit from A and does not require any extra cost. From intensive numerical experiments, it appears that d = b 1 is an optimal choice for the single-row configuration while d = max(b 1 , b 2 ) is the best choice for both the regular rectangular and triangular lattices. Taking a smaller or larger value yields a slower convergence or sometimes divergence. With this choice, the application of the preconditioner requires a negligeable additional cost compared to the version of the solver without preconditioner. To show the improvement induced by the proposed preconditioner, we present on Figure ( 
, the preconditioner is not robust and can even lead to a deterioration of the convergence. This means that, for this kind of configuration, more efforts must be done for building a suitable preconditioner. We conclude this Section by analyzing the performance of our numerical method for an unstructured geometrical configuration. We consider 60 unit circular cylinders (see Figure ( (14) shows the convergence rate of our algorithm without preconditioner and with the preconditioner P d for d = 1.5 b min . Once again, we note a faster convergence for the preconditioned algorithm.
Computation of physical fields
Let us emphasize that many physical quantities of interest can be deduced from the solution of (15) or by truncation to its finite dimensional approximation (16) . In particular, we can compute the field u in a neighborhood of the obstacles, the normal derivative trace (respectively trace) on each obstacle for the Dirichlet (respectively Neumann) problem or the far-field pattern (see the expressions in [11] ). Concerning this last quantity, we can prove that the scattering amplitude a(θ ) defined by
is obtained by
(21) In many scattering industrial applications, one is interested in the computation of the far-field, also called Radar (or Sonar) Cross Section (RCS). The RCS is given (in deciBels) by the expression RCS(θ ) := 10 log 10 (2π|a(θ )] 2 ) (dB).
Conclusion
We have seen in this Section a first method to solve multiple scattering problems at high frequency. The method is efficient, robust and can be applied to solve problems by complex structures composed of randomly or periodically distributed circular scatterers. We propose to develop in the next Sections some methods and algorithms to solve multiple scattering problems at high frequency for scatterers of arbitrary shapes. More precisely, we review the recent developments and provide one numerical example for the two most commonly used strategies: PDE based methods (Sections 4 and 5) and integral approaches (Sections 6 and 7).
A first strategy, called Partial Differential Equation (PDE) based approach, consists in solving the Helmholtz equation in a finite computational domain through a particular numerical method : finite elements, finite differences, spectral elements or infinite elements. We cannot describe here all these methods in detail. We first propose to decompose these procedures into three basic steps and review the related current developments. We will essentially discuss the following issues:
• Truncation of the infinite domain of computation (through DtN maps, Absorbing Boundary Conditions (ABCs) or Perfectly Matched Layers (PMLs)) (Section 4.1)
• Formulations and finite element approximation (Section 4.2)
• Solution of the resulting linear system through an iterative solver and question of preconditioning (Section 4.3).
In a second part, we propose to detail a recent approach called the Phase Reduction Finite Element Method (PR-FEM), originally introduced to solve high frequency single scattering problems. We present a possible extension of this algorithm for scattering by multiple convex obstacles and provide computational examples.
Domain truncation
Let us consider problem (1). Since it is set in an unbounded domain, it is clear that a suitable way of truncating Ω + must be considered. More precisely, a fictitious boundary Σ enclosing Ω − is introduced to define a finite domain of computation Ω. Of course, a suitable boundary condition must be written on Σ. Different strategies can be developed to achieve this, but all these approaches require a compromise between
• Accuracy
• Facility of implementation into an existing basic code
• Computational efficiency.
We usually distinguish two classes of methods, depending on the way that the solution computed in the bounded domain approximates the real one. In the first class of methods known as exact (or transparent) methods (Dirichlet-to-Neumann boundary condition, artificial or non-reflecting boundary conditions), the solution of the problem set in the bounded domain Ω is exactly the restriction on Ω of the exact solution. On the contrary, for approximate methods, the domain truncation generates an approximation error.
Exact (Transparent) methods
A transparent boundary condition can be expressed as an integral operator set on Σ (for instance through the integral representation formula, see e.g. [93] ).
Even if this seems a suitable solution, it is not applicable in practice and most particulary if one wishes to solve a high frequency problem. Indeed, while we are trying to solve a local (PDE) equation, the nonlocal form of the integral boundary condition destroys the sparse matrix structure of the resulting discrete version of the PDE. This finally strongly affects the efficiency of the overall algorithm and in fact limits its applicability for realistic practical problems.
In the special case of canonical shapes, the integral equation can be rewritten as a Dirichlet-to-Neumann (DtN) map
where Λ Σ is an operator which depends on the shape of Σ and n Σ is the outwardly directed unit normal vector to Σ. For example, in the case of the sphere, Givoli and Keller [97] introduced its expression in terms of spherical harmonics for an implementation into a Galerkin Finite Element Method (FEM). The DtN map, represented through an infinite series, is truncated in practice retaining a significant number of modes which strongly increases according to the wavenumber k. Furthermore, even if the expansion is finite, the truncated (nonlocal) DtN map gives a dense contribution in the FEM sparse matrix. More theoretical and implementation details can be obtained e.g. in References [78, 81, 84, 89, 110, 120] but its application to a scattering problem is restricted to moderate wavenumbers k.
Approximate methods
Instead of an exact and nonlocal boundary condition, an approximate but local boundary condition is generally preferred. It is referred to as an artificial or Absorbing Boundary Condition (ABC). Among the most widely used ABCs are the Engquist-Majda [64, 65] and Bayliss-GunzburgerTurkel (BGT) [21, 22] boundary conditions. All these boundary conditions have been derived in the case of a circular or a spherical boundary. An example is given by the second-order BGT ABC derived for a circular boundary Σ = C R of radius R
where the local operator B 2 is given by
with
and
Function u must be understood here as an approximation of the exact wavefield solution to the BVP (1) since the boundary condition (24)- (27) is not exact. This also means that spurious unphysical reflection arises at the boundary Σ. The boundary condition can be easily implemented into an existing basic code for solving a PDE and yields a sparse matrix representation. Since the pioneering works of Engquist-Majda and Bayliss-Gunzburger-Turkel, many developments have been made. For example, an extension of the BGT2 boundary condition has been developed in [7] for arbitrarily shaped convex boundaries Σ. These boundary conditions have been implemented in the context of the OSRC techniques [5, 6] and as ABCs in [61, 119] using a FEM. An example of such an ABC is given by the second-order BGT (denoted by BGT2 in the sequel)
The surface operator B 2 is expressed as
setting
The variable s is the anticlockwise directed curvilinear abscissa along the boundary Σ and κ is the curvature of Σ at a point s. These ABCs, which work well for all frequencies, however require a large domain of computation which can be too prohibitive for high frequencies. Improved high-order local ABCs based on rational square-root approximations [79, 94] can be derived to reduce the computational domain, and most particularly for large wavenumbers. Moreover, these boundary conditions preserve the sparsity pattern of the finite element matrix and can be easily coupled to advanced (plane wave) FEM [95] for two-and three-dimensional problems.
Another well-known and standard procedure to bound the computational domain is the so-called Perfectly Matched Layers (PML) method introduced by Bérenger [25, 26, 27] in the context of time-domain Maxwell's equations. Unlike the ABCs approach where a fictitious boundary is used, the PMLs technique requires the introduction of a surrounding dissipative volumetric layer to bound the computational domain. Essentially, the twodimensional Helmholtz equation has the following form in the layer
where S x 1 and S x 2 are two complex-valued functions
Functions f x j are equal to 1 at the inner layer's interface. Dissipation functions g x j vary between zero at the inner interface and a maximal value at the outer interface of the layer. Their role is to damp evanescent waves into the layer. At the continuous level, there is no reflection for all wavenumbers and angles of incidence of the scattered field. When a discretization is used, this no longer the case and special care must be paid to the discretization, width of the layer for limiting the memory storage and accuracy and choice of the involved functions. Discussions about PMLs for the Helmhotz equation and the tuning of the parameters can be found e.g. in References [28, 53, 115, 123] . All these approaches can be adapted to multiple scattering problems if the scatterers Ω p are close enough to be embedded in a single computational domain. In the case where some of the scatterers are far, the size of the bounded domain may be too large for a realistic calculation. Then, it is necessary to bound each group of close scatterers within a separate bounded domain. This can be done as it is proposed e.g. in Reference [82] .
Finite Element approximations
Once the domain has been truncated, one must solve the resulting bounded BVP problem in Ω using a suitable numerical discretization technique.
Classical approach
Let us begin by introducing the classical weak formulation and the finite element method to solve (1). We consider a smooth convex fictitious boundary Σ enclosing the scatterer Ω − and we set Ω as the bounded computational domain delimited by Γ and Σ. On Σ, we consider the BGT2 boundary condition (28)- (31) (where its 3D extension is given in [7] ) and restrict the developments to the twodimensional case (see [14] for the three-dimensional case which is similar). It results that the truncated BVP is given by
For the Neumann problem, the variational formulation leads to computing u ∈ H 1 (Ω) such that
for any test-function v ∈ H 1 (Ω), with a(·, ·) defined by
and is
The finite element solution consists in introducing a covering Ω h of Ω using triangles K:
where K h designates a triangulation of the domain. The corresponding interpolated boundaries associated with Γ and Σ are respectively denoted by Γ h and Σ h . The p-finite element version of (33) yields the discrete formulation: find u h ∈ V h such that
for any test-function v h of V h , setting
The classical finite element space of order p is given by
where P m denotes the space of polynomials of degree less than or equal to m. The approximate fields α 2,h and β 2,h are computed by some suitable schemes based on the surface mesh. We refer to [5] for implementation details. Finally, the solution of (36) leads to the solution of a sparse linear system like (41), with size n h × n h , denoting by n h the number of degrees of freedom associated with the finite element approximation. The whole procedure is referred to as FEM in what follows. Concerning the Dirichlet problem, a similar weak formulation can be obtained in a classical way. We do not detail here this point which is immediate.
Pollution and discretization for small wavelengths
In the situation of high-frequency, a difficult bottleneck occurs concerning the accuracy with which a solution is computed. More specifically, when Galerkin's approximation methods are used, then phase (dispersion) errors appear in the numerical solution u h . This implies that the size of the mesh step h must be adapted according to the wavenumber k (or wavelength λ ). For example, the typical rule of the thumb of "ten points per wavelength" is not valid. This problem has been most particularly studied in detail by Ihlenburg and Babuska [90, 91] who proved that the following error estimate
holds between the continuous solution u and its approximation u h using linear finite elements in the one-dimensional case (L is the characteristic size of the computational domain). The first error term, related to C 1 , is the classical interpolation error of the FEM while the second one, related to C 2 , corresponds to the loss of stability of the Helmholtz operator for large wavenumbers k. This last error is usually called "pollution error". In the case of two-and three-dimensional problems, this error leads to considering huge meshes limiting therefore the direct application of usual low-order polynomial basis functions. For this reason, new formulations of the problem or/and the use of alternative basis functions have been prospected over the recent years. Our aim here is not to explain all the methods but rather to refer to some of the most useful and promising approaches, essentially focusing on Finite Element Methods (FEMs).
A direct way to reduce the pollution error is to increase the order p of the polynomial basis functions [2, 60, 90] . It is then proved that the pollution error in the H 1 (Ω)-norm for the one-dimensional case behaves like kL(kh/2p) 2p , showing that the pollution error decreases as the order p increases. This however finds its limitation for higher dimensions and high frequencies since using high-order functions introduces many new degrees of freedom modifying therefore the sparsity structure of the global stiffness and mass matrices. Concerning the use of low-order elements, a simple strategy consists in considering a Galerkin Least Squares (GLS) approach by modifying the initial variational formulation through the addition of a stabilization term [85] . This improves the accuracy of the solution depending on a penalization parameter τ which must be locally adapted according to the FEM [83, 85, 86, 94] . Finally, the GLS methods can be obtained by the variational multiscale approach [87] . Another popular viewpoint considers modified basis functions. The idea is to enrich the approximation space by adding information coming from special analytical solutions like plane waves. Many approaches exist [17, 103, 104] . For instance, the partition-of-unity method [17, 95, 108] considers standard polynomial basis functions multiplied by plane waves. Increased accuracy can be obtained but at the price of being able to efficiently integrate highly oscillatory functions [31] . Let us note also that discontinuous versions exist like the ultra-weak variational formulation [45, 44, 88] or the discontinuous enrichment method [67, 68] . Finally, an important remark is that the resulting linear systems associated with these methods are highly ill-conditioned [104] leading to the breakdown of an iterative solver for large scale problems.
Since we are solving a high-frequency problem, then asymptotic methods are available for computing approximate solutions to the scattering problem (see e.g. [98] ). An alternative to solving the diffraction problem in terms of scattered field u is to inject asymptotic and partial informations about the solution in the problem formulation and then to compute the remaining part of the field by a numerical method. Hybrid asymptotic methods in this direction have been introduced by Giladi and Keller [77] or also in [14, 72] by developing a Phase Reduction FEM (PR-FEM) (explained in detail in Section 5). Finally, a last approach is the so-called infinite element method introduced by Bettess [29] . Their goal is to replace the ABC. We do not detail here the method and refer to [15, 16, 30, 120] for a survey of these techniques. All these groups of methods are developed mainly for single scattering problems. To the best of our knowledge, these techniques have not been adapted yet to problems where multiple scattering occurs.
We will see in the sequel an original algorithm extending the PR-FEM to scattering from several separate objects.
Iterative solutionspreconditioning
The use of one of the previous FEM leads to the solution of a linear system of the form
Let us denote by n h the number of degrees of freedom resulting from one of the above finite element procedures. Then, the matrix [A h ] is sparse, complex-valued and of size n h × n h . It can be symmetric or not, according to the ABC or PML. The value of n h is supposed to be large since we are solving a high-frequency problem, even if it is reduced by a suitable choice of both the ABC/PML and FEM. Finally, the matrix is highly indefinite since the Helmholtz operator is not a positive operator, most particularly for large wavenumbers k. For our problem of interest, n h has a value of a few millions or more, even in the two-dimensional case. This implies that a direct solution based on a gaussian elimination solver if out of reach. For this reason, the alternative is to consider a Krylov iterative solution as for example by using the GMRES [111, 112] . Because the system is highly non definite, then the iterative procedure does not generally converge. To avoid the convergence breakdown, the use of a preconditioner [P h ] is required. This preconditioner is built such that we get an explicit approximation of the inverse of
, or an implicit approximation of [A h ] which can be easily "inverted" through the solution to a linear system,
Then, instead of (41), we solve
The construction of a robust and efficient preconditioner is a hard task for a highly indefinite linear system. Different solutions have been proposed as ILUT methods like in [96] which however can breakdown for high wavenumbers. Another solution is based on the complex shifted Laplace preconditioner [20, 66, 122] , with the aim to reinforce the diagonal dominance of [A h ]. Alternative solutions include domain decomposition methods like e.g. the FETI-H methods [23, 52, 59, 69, 70, 118] . Finally, more details and references can also be found in the review papers [120, 121] .
Let us remark that all these techniques can be directly applied to multiple scattering problems and most particularly in the case of periodic structures.
An example : the Phase Reduction Finite Element Method (PR-FEM)
We present in this Section an advanced algorithm based on a hybrid finite element procedure for computing the field scattered from a collection of separate obstacles. The idea is to use a Gauss-Seidel algorithm to come back to the successive solution of single-scattering problems and to adapt the recent Phase Reduction Finite Element Method (PR-FEM) introduced in [14, 72] . The results presented here have been developed in [74] . The extension to the three-dimensional problem is under progress. Let us remark that other FEM solutions could be applied at this level as well.
PR-FEM for single scattering configurations
For single scattering configurations (i.e., if Ω − is a single convex obstacle), the idea of the PR-FEM is to approximate the phase φ of the solution u = Ae ikφ and use this approximate phaseφ to reformulate the problem in terms of a slowly oscillatory envelopẽ A = ue −ikφ in order to reduce pollution effects in the future FEM discretization. This approach thus involves two steps:
1) find an approximationφ of the phase φ of u in the whole computational domain;
2) useφ to solve the scattering problem in terms of a new, slowly varying unknownÃ.
This has the advantage that the resulting formulation can be easily coded into a classical finite element solver and does not require any integration of new basis functions. Moreover, this technique is not restricted to the finite element method, and can be used in other numerical schemes like finite difference, integral or spectral methods. Point 1) is solved through the solution of an evolution equation in the exterior domain. It can be decomposed into two steps: the proposition of an initial condition through the OSRC techniques [5, 6, 102] and the construction of a propagator using pseudodifferential operator techniques. In [14] and in the present paper, we only consider the lowest order propagator but higher order propagators could be proposed. These high-order methods would lead to more accurate approximate phasesφ and less oscillating new unknownsÃ, most particularly for large frequencies. Another solution based on the eikonal equation solution (||∇u|| 2 = 1 in Ω) was also proposed in [14] yielding interesting results and possibly other directions. Point 2) is direct since it is only a change of unknown into the variational formulation (34) . This leads to a new variational equation of the following kind: findÃ ∈ H 1 (Ω) such that
for any test-function B ∈ H 1 (Ω), where the bilinear form is given by: (44) and the linear form˜ bỹ
This bilinear form is quite standard and can be implemented directly in any finite element code. Therefore, we seek an approximate fieldÃ h in V h approximatingÃ. Finally, the linear system is solved by a direct Gauss method. To illustrate the accuracy improvement of the PR-FEM with P 1 elements over the standard P 1 -FEM, we consider the model Neuman single-scattering problem for the unit circular cylinder. The fictitious boundary Σ is C 2 . We report on Figures (15) and (16) the evolution of the relative L 2 (Ω h )-error between the exact analytical solution to the BVP (32) and the numerical solution computed by either the standard FEM or the PR-FEM
We denote by n λ the number of discretization points per wavelength for our FEMs. Figure (15) shows the evolution of the error for two grids (n λ = 10 and 20) and for increasing wavenumbers. We remark that the PR-FEM is much more stable, which is related to smaller pollution error into the way of computing the numerical solution. On figure (16), we draw ε 2 with respect to n λ for k = 10, 25 and 50. We observe that we generally gain 10 orders of magnitude on the error when considering the PR-FEM solution over the P 1 -FEM. The scattering amplitude a(θ ) defined by (20) can be expressed in the polar direction θ as
and the RCS is given by expression (22) . Vector d = (cos(θ ), sin(θ )) T is the vector of observation in the polar coordinates system (r, θ ). We plot on Figure ( 17) the RCS at k = 25 for the two methods and a coarse discretization: n λ = 3. We see that the RCS calculation is accurate with the PR-FEM while important error fluctuations occur for the standard FEM.
Extention to multiple scattering
Let us recall that the multiple scattering BVP is stated as
Instead of trying to solve (47) directly, an alternative idea is to solve its coupled single-obstacle version given in Theorem 1. Even if we have now singleobstacle problems, they are naturally still coupled. A suitable way to avoid this problem is to weaken the coupling by an iteration process. More specifi- 
(49) In other words, we perform a Gauss-Seidel-type iteration where at each step we solve a scattering problem around the single obstacle Ω − p , using the fields scattered from the other obstacles as boundary condition [117] . As each correction u (m) p can be interpreted as the correction introduced by the m-th wave reflection [73, 117] , the iteration can be stopped when the norm of all corrections at step m is smaller than a prescribed tolerance. Note that instead of performing this Gauss-Seidel iteration, other iterative schemes can be used. Indeed, the Dirichlet or Neumann boundary condition in (48) can equivalently written in vector form as:
where A is the iteration operator acting on the traces of the field, mapping the traces at iteration (m) onto those at iteration (m + 1). The desired solution of this problem satisfies
which can be solved iteratively with general Krylov subspace methods. In particular, a preconditioned GMRES could thus be used. Preliminary results suggest that this can lead to a significant acceleration of the convergence. An explicit expression of the iteration operator A in the context of integral equations is given in Section 7. If all the obstacles Ω − p are convex, all the problems in (48) become single-scattering problems, and are thus amenable to the PR-FEM. Applying the PR-FEM procedure for multiple scattering amounts to computing the amplitudeÃ 
For our numerical tests we consider the same geometrical periodic configurations as in Section 3.4: a single-row configuration and a rectangular lattice of circular cylinders, with an incoming plane wave wave e ikx . For each configuration the radius of the circular cylinders is set to R = 1 and the cylinders are placed radius apart, and we use a BaylissGunzburger-Turkel-like radiation condition to truncate the infinite domain. The following mesh size field is used [76] :
Indeed, for the solution of point 1) above (the computation of an initial condition for the onedimensional propagation equation), we need to extract the phase of the field u, at each iteration m, on the boundary of each scatterer. This requires a refined mesh on the scale of the wavelength on Γ (we chose 15 points per wavelength). Away from Γ, a much coarser discretization can be used (here we use 2 points per wavelength). Note that independent volume and surface grids could also be used (a coarse volume grid and a refined surface grid) and the fields projected from one onto the other, e.g. with an L 2 projection [75] . iteration was stopped after 100 iterations or at iteration m if
i.e., for a relative tolerance of 10 −3 on the maximum of the norm of the corrections at iteration m. For the two-cylinder single-row configuration the Gauss-Seidel process required between 6 and 7 iterations to converge. For the four-cylinder rectangular lattice the series diverges (or converges very slowly) for small values of the wavenumber, which is linked to the resonant frequencies of the structure. At higher frequencies the convergence improves and the convergence rates are in agreement with the theoretical rates derived in [62] in the asymptotic (infinite frequency) case.
Integral equations based strategies
One of the main difficulties arising in the numerical solution of an exterior boundary value problem is related to the unboundedness of the domain Ω + . An alternative solution to the volume truncation described in the previous two sections is to use integral equations methods [48, 54] . This technique is based on the reformulation of the initial exterior problem (4) as an integral equation written on the boundary Γ of the scatterer. In this Section, we propose a short review of this method, going from the theoretical analysis to the effective resolution using iterative solvers.
Background on potential theory
The first ingredient to derive an integral equation is provided by the following classical integral representation formula for solutions of interior and exterior Helmholtz equations.
Proposition 2. Let us define by G the Green's kernel (5) .
Then, we have
where we have set for all (ξ ,
The operators L and D defined by (56) are respectively known as the single-layer and double-layer potentials. Note that in the definition of these potentials, the integrals are meaningful only if the surface densities ξ and µ are regular enough (typically bounded densities, since the kernels are integrable). Otherwise, they should be interpreted as dualities between the spaces H −1/2 (Γ) and H 1/2 (Γ). Nevertheless, for the sake of simplicity we will keep the integral notation. The second important ingredient to obtain integral equations is given by the trace formula for these above potentials (see for instance [109, Theorem 3.
1.2.]).
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where I is the identity operator and where L , N , D and S are the boundary integral operators defined by for all x ∈ Γ by
Here, the • denotes the composition operator.
Note that the expression defining S is not an integral (its singularity is not in integrable) but a finite part expression associated with a hypersingular kernel. We preferred to keep formally the integral expression for the sake of clarity. We also need for the sequel the continuity properties of the above integral operators, which are summarized in the next result (see for instance [109 
Proposition 4.
For smooth boundary Γ, the boundary integral operators given in Proposition 3 define the following continuous mappings
for all s ∈ R. Moreover, the operators N and D are compact from H s (Γ) onto itself for all s ∈ R.
In the case of Lipschitz boundary [56, 107] , the above continuity properties still hold for −1 ≤ s ≤ 0 (respectively for 0 ≤ s ≤ 1) for operators L and N (respectively D and S ), while the compactness properties of N and D fail. A possible approach to rigorously extend the following developments is to use e.g. some regularizing techniques [40] . In the case of multiply connected domains, we will use the following notations concerning the integral operators acting from Γ q to Γ p , p, q = 1, ..., M,
for all s ∈ R.
Integral equations formulations
The scattering problem (4) can be reformulated as an integral equation. For the sake of clarity, let us consider first the case of Dirichlet boundary condition. We will come back later to the Neumann case in Section 6.2.3. In fact, an infinite number of integral equations can be written in the case of a closed surface. Each integral equation has its own mathematical properties, having a direct impact on the numerical solution in terms of accuracy, solvability, spectrum... We usually distinguish direct and indirect integral equations.
Direct integral formulations
The starting point of direct integral formulations is to express the total field w := u + + u inc using its classical integral representation formula based on its Cauchy data w |Γ and ∂ n w |Γ . To achieve this, let us apply Proposition 2 to the particular choice of solutions
Adding u inc to the above expressions yields the following single-layer potential representation of the total field:
Clearly, this formulation is completely equivalent to extending artificially the total field by zero inside Ω − , which explains that this approach is also referred sometimes to as the null field method. The next step is to obtain an integral equation for this unknown density µ = −∂ n w |Γ ∈ H −1/2 (Γ). To achieve this, the idea is to apply a boundary operator to the relation
Many choices are here possible, leading to different integral equations:
• EFIE : This equation is obtained by applying the trace operator γ − 0 to (61) . Thanks to the trace relations of Proposition 3, this leads to the so-called Electric Field Integral Equation:
• MFIE : This equation is obtained by applying the normal trace operator γ 
• CFIE : This equation is obtained by applying to (61) the Fourier type operator γ 
Let us emphasize here that if µ solves one of the above integral equations ( (62), (63) or (64)), then the scattered field can be recovered through its single layer integral representation u + (x) = Lµ(x). Moreover, physical quantities of interest like the scattering amplitude can also be easily recovered from µ. For instance, in the two-dimensional case, we have
A natural question to be investigated is that of the well-posedness of the above integral equations. Let us introduce some notation:
, m ∈ N}, the set of Dirichlet irregular frequencies, is the set of values of k such that the boundary value problem
admits a non vanishing solution.
• F N (Ω − ) = {k N m , m ∈ N}, the set of Neumann irregular frequencies, is the set of values of k such that the boundary value problem
Clearly, such irregular frequencies are nothing but the square-roots of the eigenvalues of the selfadjoint positive operator with compact resolvent −∆ respectively with domains
Moreover, note that in the case of multiple scattering, these irregular frequencies are simply given by those corresponding to each obstacle Ω − p :
In other words, there is no creation of new irregular frequencies by the scattering coupling process between separate obstacles. The next result provides existence and uniqueness results for the integral equations (62), (63) and (64).
1. The operator L defines an isomorphism from
Under this condition, the EFIE (62) is uniquely solvable in H −1/2 (Γ).
The operator
Under this condition, the MFIE (63) is uniquely solvable in H −1/2 (Γ).
Under this condition, the CFIE (64) is uniquely solvable in H −1/2 (Γ) for all frequency k > 0.
In the case where k is an irregular frequency, the integral equations EFIE and MFIE have non zero kernels. Nevertheless, it can be shown that the spurious modes of the EFIE do not modify the solution of the scattering problem (we say that the spurious modes of the EFIE do not radiate):
Hence, the integral equation (62) provides accurate computations e.g. in the far-field region and is useful for practical calculations. On the contrary, the spurious solutions of the MFIE integral equation (63) do radiate now, leading to a wrong solution. According to Theorem 2, the CFIE (64) does not suffer from the existence of spurious solutions if we take for instance η = −ikα/(1 − α), α ∈]0, 1[. A commonly used choice of α is α = 0.2 which gives an almost minimal condition number for the CFIE. Finally, recent versions, called Generalized CFIE consider coupling complex-valued pseudodifferential surface operators η instead of complex numbers for conditioning improvement and eigenvalue clustering (see e.g. [12, 13] ). But this last solution is much more to consider for Neumann problems rather than Dirichlet problems. This point is discussed in Section 6.2.3.
The indirect integral formulation of Burton-Miller (or Brakhage-Werner)
In indirect formulations, the unknowns are not obtained via the integral representation formula of the scattered field. Consequently, the unknowns are generally not related to quantities of physical interest. Here, we restrict our presentation to the most commonly used indirect integral formulation, which has been independently derived by and Brakhage-Werner [36] . The idea is to seek the exterior field as a superposition of the single-and double-layer potentials acting on a fictitious surface density ψ:
where η is a complex-valued coupling parameter to determine. In the case of the Dirichlet boundary condition, the above expression leads thanks to the trace relations (57) to the following integral equation :
We consider the above integral equation in the space H 1/2 (Γ). According to Proposition 4, the operators
are both compact for smooth Γ (for L , this follows from the continuity of L : H 1/2 (Γ) → H 3/2 (Γ) and the compactness of the embedding of H 3/2 (Γ) into H 1/2 (Γ)). Therefore, the operator
is of Fredholm type of index 0. Moreover, it can be easily checked that
is injective if ℑ(η) = 0, yielding the following result.
Theorem 3. The operator
This integral equation is uniquely solvable if and only if ℑ(η) > 0. An almost optimal value of η has been obtained in [101, 99, 4] as: η = ik. In [12, 13] , generalized Burton-Miller integral equations have been derived by the introduction of a coupling pseudodifferential operator η with the aim of minimizing the condition number of the integral operator. Again, this improvement is essentially crucial in the case of a Neumann boundary condition (see Section 6.2.3).
The Neumann problem
For the sake of completeness, let us briefly list the integral equations obtained in the case of a Neumann boundary condition.
• EFIE :
• MFIE :
• CFIE :
• Burton-Miller :
The existence and uniqueness results for the above integral equations are summarized in the next result.
Theorem 4.
The operator S defines an isomorphism from
Under this condition, the EFIE (67) is uniquely solvable in H 1/2 (Γ).
The operator
. Under this condition, the MFIE (68) is uniquely solvable in H 1/2 (Γ).
Under this condition, the CFIE (69) is uniquely solvable H 1/2 (Γ) for all frequency k > 0.
Under this condition, (70) is uniquely solvable in H 1/2 (Γ) for all frequency k > 0.
First-vs second-kind Fredholm integral equations
A first difference between the integral equations described in the previous section is their wellposedness for all frequencies or not. Another important difference, which is of particular interest for their numerical resolution, is related to their general structure. Let us recall that given an integral operator A ∈ L (X) on a Hilbert space X, an integral equation is called of first-kind if it is of the form
of second-kind if it is of the form
Moreover, if A : X → X is compact, the above equations are respectively called Fredholm integral equations of the first-kind and second-kind. As classically known [100] , the spectrum of compact operators is composed in the infinite dimensional case of 0 and a sequence of discrete eigenvalues possibly accumulating at the origin. Therefore, secondkind Fredholm integral equation have large clusters of eigenvalues accumulating at the real value point 1. This is an important feature in view of a numerical resolution of the integral equation using a Krylov solver like the GMRES. Indeed, in these iterative methods, clustering in the complex plane generally implies fast convergence.
On the contrary, the MFIE (63), the CFIE (64) and equations are all second-kind Fredholm integral equations. Due to their additional well-posedness properties, the CFIE integral equation and Burton-Miller formulation are particularly well-adapted for the numerical resolution of scattering problems. In the case of a Neumann boundary condition, the situation is more complex. Indeed, only the MFIE which is ill-posed is a second-kind Fredholm integral equation. The EFIE, CFIE and Burton-Miller integral equations involve the operator S which is a first-order, strongly singular and non-compact operator. This implies that these equations are first-kind integral equations. To obtain eigenvalue clustering, then two solutions are possible. The first one is based on the introduction of a suitable regularizing operator η of order −1 which multiplies S to get a second-kind equation [12, 13] .
A second possibly is to precondition the integral operator [8, 9] . We will come back to this question in Section 6.4.
Approximation
Different techniques can be considered for discretizing an integral equation but the most standard one is the Boundary Element Method (BEM). We will also present another approach in Section 7 which is based on the use of a Partition Of Unity of the surface in conjunction with the Fast Fourier Transform (FFT).
Boundary Element Methods
In the case of the BEM, we first introduce some discrete surfaces Γ p,h approximating each separate surface Γ p , p = 1, ..., M. These surfaces are constructed using polygonal (2D) or polyhedral (3D) surfaces respectively with the help of segments (2D) or triangles (3D) K p, , = 1, . . . , NK p . Higher-order surface representations could also be used for improving the accuracy of the approximation. The discretization step h p for each boundary Γ p,h is defined by h p = max 1≤ ≤NK p |K p, |. Therefore, we have:
With these notation, the global discretized scatterer is now Γ h = ∪ M p=1 Γ p,h , with: h := max 1≤p≤M h p . The total number of nodes is then N h = ∑ M p=1 N p , where N p is the number of nodes of the triangularization of the p-th discrete surface. Let us introduce now the approximation spaces of interpolating polynomials of order m
for p = 1, ..., M, m ∈ N and the product space
We denote by A the integral operator and by f the corresponding right hand side of one of the integral equations (62), (63), (64) or (66) written in L 2 (Γ).
To proceed to the discretization of the integral equation
we first consider a weak formulation as
for any test-function q ∈ L 2 (Γ). This leads to the linear system
where (76) is (77) where ρ q,h (respectively f p,h ) is the vector of nodal values of ρ h (respectively f p ) on Γ q,h (respectively Γ p,h ): ρ h = (ρ q,h ) 1≤q≤M . In fact, equation (77) is equivalent to writing system (6) of Theorem 1 in an integral form. Let us come now to the computation of the matrix coefficients. They are defined through double integrals over two triangles of Γ h (not necessarily on the same separate discrete surface Γ p,h ). These integrals involve singular and hyper-singular kernels to integrate. The strategy is the following. A numerical quadrature rule is used for computing the outer integral according to an integration variable, for example x to fix the ideas. Then, if for the second inner integral in y, the kernel is regular then we employ a numerical quadrature rule. If it is however singular, then the kernel is split into a singular and a regular parts. The regular part is evaluated numerically while exact integration formulas exist for the singular part. Let us remark that considering singularity here means that x − y is less than a few wavelengths λ for high frequency. In particular, x − y can be small even if x and y are not on the same discrete surface. Indeed, they can be very close for sticky or almost sticky elementary scatterers. Concerning the choice of the discretization step, it is particularly important to choose it carefully when solving high frequency problems. Unlike the FEM method, the BEM does not suffer from pollution. Therefore, generally a constant density of discretization points per wavelength n p,λ can be chosen for the j-th scatterer: n p,λ = λ /h p . Let us consider that we are working in the d-dimensional space. Then, an estimate of the number of points N p for the p-th surface is: 
where the nb phases ϕ m are known: ϕ m (x) = x · d m for example, with fixed directions d m (see also related methods in Section 4.2.2). For such methods, we refer in particular to the microlocal discretization techniques developed in [1, 57] (possibly coupled to the FMM). Phase prediction based on asymptotic techniques can be very useful at this point for large wavenumbers. Let us remark that this approach requires the efficient computation of integrals with highly oscillating kernels. About all these points and inherent difficulties, we refer to [92, 38, 37, 71, 58] . Finally, the algorithm presented in Section 6.3.2 goes in this way but by using highorder representations, and can be adapted to multiple scattering computations as proposed in Section 7 (see also [71] ).
Partition Of Unity Methods
For smooth obstacles collocation methods based on overlapping patches and smooth partitioning can present a very efficient alternative to the variational boundary element method presented above.
The aim of this approach is to strongly satisfy the integral equation on a set of points on the boundary of the scattering obstacle Γ. To that effect, the unknowns of the problem are chosen as the punctual value of the unknown field at these points, and the integral equation is solved iteratively with the help of a iterative solver like GMRES. Each iteration of the linear solver requires the application of the integral operator on the discretized scattered field, and most of the algorithm thus consists in the numerical computation of the integrals appearing in the integral equation.
Below we present the patching, discretization and smooth-partitioning strategies proposed in [39] in a 3D context. We assume that the scattering surface Γ is covered by a number K of overlapping patches P j , j = 1, . . . , K, each one of which is mapped to a two-dimensional coordinate set H j on the unit
, via a smooth invertible parameterization
Further, we use a partition of unity subordinated to this covering, i.e., a set of non-negative smooth functions {w j , j = 1, . . . , K}, such that 1. w j is defined, smooth and non-negative in Γ and vanishes outside P j , and
Such a partition of unity can be constructed numerically for a given surface Γ without difficulty [37] . The unknown field is discretized on Cartesian sets of L j × M j nodes (u , v m ) (with = 1, . . . , L j and m = 1, . . . , M j ) on each coordinate set H j . These nodal values are the unknowns we seek to obtain when we solve the discretized scattering problem, i.e., they constitute the data we are given to compute the integrals in the boundary integral formulation. Thanks to the smooth partition of unity, the integrals in (84) can be efficiently evaluated, away from the singularities introduced by the Green function, using the Trapezoidal rule on the aforementioned Cartesian grid. In a neighborhood of the singularity, we use a smooth cutoff and a change in polar coordinates to regularize the integrand. This last point requires the off-grid interpolation of the scattered wave, which can be performed using a hybrid FFTpolynomial scheme [39, 37] . In 2D, a single patch can be used for each scattering surface, and the singularity of the Green function can be treated with a specialized quadrature rule. The resulting Nystrom scheme can be found in [55] .
Iterative solution -accelerationpreconditioning
As seen above, solving multiple scattering problems at high frequency by integral equations quickly leads to the numerical solution of large scale linear systems. The recent years have seen the introduction of alternative procedures based on Krylov subspace iterative solvers. The GMRES is often used to this aim. Essentially, the computational cost of such a procedure is related to
i) The total number of iterations N iter required to reach an a priori fixed tolerance ε
ii) The cost of one iteration which is mainly matrix-vector products y = [A h ]x, where x is a given complex-valued vector of C N h and y is the result of the matrix-vector product.
If this algorithm is directly used, then the total cost is O(N iter N 2 h ). In terms of memory storage, the algorithm still needs O(N 2 h ) entries. Furthermore, since the problem is highly undefinite, most particularly when high frequencies are involved, then convergence breakdown can arise. Let us begin by discussing point ii). Algorithms for computing efficiently matrix-vector products and for reducing memory storage have received much attention among the last two decades. The idea is to develop fast algorithms for evaluating the application of the map
The most well-known method is the so-called multilevel Fast Multipole Method (FMM) introduced by Greengard and Rokhlin [80] . At some point, this technique can be considered as the extension to non uniform discretizations of the FFT algorithm used in Section 3.3.2 for the approach based on Toeplitz matrices. Indeed, in the case of a general boundary, the surface mesh is not built on uniform grids. Roughly speaking, the idea of the FMM is to compute in a fast but approximate way the far interactions while directly evaluating the near interactions. This can be further accelerated by using mutilevel ideas, leading to the multilevel FMM. The method then yields a matrix-vector evaluation in O(N h log N h ) operations and requires O(N h ) entries. This is a drastic reduction (both in computational cost and memory) for one iteration of the iterative scheme which gives expectations for simulating high frequency problems. Other possible fast algorithms exist like e.g. the Panel Clustering [113] or the fast high-order methods explained in Section 7 and based on Partition of Unity Methods in conjunction with the FFT (see also [39] ). Let us now come to point i). As said above, the GMRES is usually used as an iterative scheme. For memory reasons, the restarted version GMRES(ρ) must be considered, with a restart parameter ρ (e.g. ρ = 50, ..., 100). For moderate or large wavenumbers k, the scheme requires many iterations and often does not converge, similarly to the FEM methods studied in Section 4.3 (label). This means that preconditioning is needed. In the case where the matrix [A h ] is at hand, then algebraic methods [63] can be used but suffer from the same difficulties as the FEM (see also [3, 43] for preconditioning of integral equations in electromagnetism). However the BEM does not generally provide the matrix [A h ] but rather a fast evaluation of map (80) if we think in terms of FMM. For this reason, matrix-free preconditioning techniques have recently been proposed. Before giving insight into these methods, let us remark that as for the FEM, we expect large clustering of eigenvalues in the complex plane for our preconditioned algorithm. This remark focuses on the fact that it is generally preferable to work with a secondkind Fredholm integral equation like (71) since the eigenvalues accumulate at point 1. However, it can be shown that this eigenvalue clustering improves the convergence rate of the iterative solver according to the density of discretization points per wavelength. However, the convergence remains penalized by both the frequency parameter k and the geometry of the scatterer and therefore requires special care. As a tentative explanation of this phenomenon, we refer to [12, 46] for condition number estimates and spectral analysis. A first class of preconditioners are built algebraically by using for instance SPAI or ILUT techniques for the near-field matrix of integral equations (see e.g. [114] ). Even if these techniques gives improved convergence, it does not lead to a convergence rate independent of the frequency. Alternative solutions to algebraic approaches have been proposed since a few years. Unlike the purely algebraic approaches which require at some points the knowledge of the matrix [A ] h , analytical preconditioning methods have been introduced following the two-steps principle
• First, if an integral operator A is given at the continuous level, we propose to build an approximate operator P such that PA is second-kind Fredholm,
• then, in a second step, we proceed to the discretization of PA .
These techniques that lead to analytical preconditioners have the advantage to consider the mathematical structure of the integral operator A . As an example, let us consider the EFIE solution of the Dirichlet scattering problem
Because we have the so-called integral Calderòn relation
then, we could also solve (81) as
which is now a second-kind integral equation of Fredholm kind for smooth surfaces. This idea has been introduced by Steinbach and Wendland in [116] and applied to the acoustics (and electromagnetics) EFIE integral equation by Christiansen and Nédélec [50, 51] . An extension to transmission scattering problems can be found in [10] . Another idea for obtaining analytical preconditioners is to build approximate surface/volumetric DtN maps in a small domain surrounding the scatterer. This technique has been introduced in [8, 9] . All these methods provide improved convergence, in particular according to the discretization parameters but some problems remain concerning for example the convergence dependence with respect to the frequency parameter k or resonance phenomena linked to multiple scattering. Another recent direction has been directed towards building generalized Combined Field Integral Equations and Burton-Miller formulations. Basically, the idea is to consider a coupling parameter η which is an integral or pseudodifferential operator to get new second-kind Fredholm formulations by regularization. This is particularly useful for Neumann scattering problems since the standard combined formulations are first-kind equations. Different strategies have been developed for example in [12, 13, 105, 33] . In particular, in [12, 13] , it is proved that the convergence rate of the Generalized CFIE and Burton-Miller formulations is independent of the wavenumber k when the obstacles are convex. A small dependence can occur when some rays are multiply bounced. The extension to multiple scattering problems by convex obstacles has not been treated yet but ideas using Theorem 1 should lead to a possible extension, using e.g. Gauss-Seidel-type algorithms. Finally, let us remark that efforts have also been made to propose Domain Decomposition Methods for integral equations. We refer to [34, 24] for such methods. However, it does not directly concern multiple scattering problems but rather decomposition in smaller surface subdomains of a single surface.
7 An example: a high-order, high-frequency integral solver
In this Section we present a high-order, highfrequency integral equation method for computing the field scattered from a collection of separate obstacles. The method is based on the CFIE (64) where a high-frequency ansatz is introduced to avoid discretizing the scattering surfaces at the scale of the wavelength, and on an iterative approach analogous to the Gauss-Seidel algorithm presented in section 5.2 to handle multiple scattering. The results presented here have been developed in [38, 73] . The relevant frequency-domain problem is modeled by the scalar combined-field integral equation formulation (64) , that can be rewritten as:
with H(x, y) := ∂ n(x) G(x, y) + iγG(x, y).
High-frequency integral solver for single scattering configurations
For very large frequencies the integral equation techniques described above become computationally intractable. Indeed, even with the most efficient acceleration techniques, such formulations require to discretize the fields at the level of the wavelength and thus exhibit a computational complexity of at
Current state-of-the-art simulation technology for high-frequency scattering thus usually relies on methods that are based on asymptotic ("infinite frequency") approximations of the scattering problem, such as the geometrical theory of diffraction [98] . A most attractive feature of these procedures is that they can bypass the resolution of the wavelength and work with frequency-independent discretizations. However these methods are not errorcontrollable, since the most accurate solution they can produce exhibits an error on the order of the wavelength. An "ideal" solver for the high-frequency regime then would be one that retains this feature without compromising error-controllability. Further, they would exhibit high-order convergence, which would minimize the computational effort to achieve a given error. For single-scattering configurations (which arise e.g. when Γ is convex) such an algorithm was presented in [38, 37] , based on the observation that, away from shadow regions, the unknown current µ(x) oscillates like the incoming radiation [98] , that is, µ(x) = µ slow (x)e ikα·x .
It follows that (84) can be rewritten as slow (x) = i(kα · n(x) + γ).
Note that, for µ slow (r) = 2, this ansatz actually corresponds to the physical optics (PO) current. For non-convex scatterers (or, more generally, in presence of multiple reflections), a more elaborate ansatz will be constructed using ray-tracing (GO) techniques; see Section 7.2. As it happens, only the solution of certain types of integral equations can be represented through an ansatz of this type. As a rule, an integral equation whose unknown is a physical quantity can be represented by an ansatz of this form-the unknown in (84) is the normal derivative of the solution, and it therefore admits such a representation. In contrast, the density in the indirect integral equations presented in Section 6.2.2 do not admit such a representation: see [38] for a discussion. Throughout the illuminated region of Γ, the variations in the envelope µ slow in (86) do not accentuate with increasing frequency and thus, for arbitrarily short wavelengths, µ slow can be represented, to any prescribed accuracy, with a fixed number of discretization points [38] .
In an effort to produce an algorithm that can solve (84) with fixed accuracy and with a frequencyindependent computational cost two main challenges arise, namely:
1. The ansatz of (85) is not valid in the vicinity of shadow boundaries (where α · n(x) = 0); and 2. Even if µ slow could be represented with a fixed number of degrees of freedom, the numerical evaluation of the integrals in (86) would require a number of quadrature points large enough to resolve the wavelength, leading to a computational complexity that increases with frequency.
As was shown in [38] the first problem can be overcome by using frequency-dependent changes of variables within the boundary layers around the shadow boundaries where the ansatz (85) breaks down. Beyond these boundary layers and toward the illuminated region the ansatz holds true, while toward the deep shadow the current vanishes exponentially and its contribution to the integral can be controllably neglected. Moreover, the oscillations in µ slow within the boundary layer occur precisely on the lengthscale of the transition region and, therefore, the current there can again be resolved with a fixed number of discretization points.
To solve the second problem, as is explained next, we use a localized integration scheme around the critical points of the oscillatory integral in (86) . For a sufficiently large wavenumber k and for x = y the kernel H(x, y)e ik[ϕ (0) (y)−ϕ (0) (x)] behaves like the kernel e ik[|x−y|+ϕ (0) (y)−ϕ (0) (x)] ≡ e ikφ of a generalized Fourier integral. It follows that, asymptotically, the only significant contributions to the oscillatory integral in (86) arise from values of µ slow and its derivatives at the critical points [32] ; in the present context, these critical points are the target point (where the kernel is singular) and the stationary phase points (where the gradient of the phase φ vanishes).
In order to obtain a convergent (not merely asymptotic) method for arbitrary frequencies which runs in frequency independent computing times, we introduced the following localized integration procedure around the critical points in [38] : For each target point x on the surface Γ the corresponding set of critical points is covered by a number of small regions:
1. The target point is covered by a region of radius proportional to the wavelength λ = 2π/k; 2. The -th stationary phase point is covered by a region of radius proportional to 3 √ λ (at the shadow boundaries) or √ λ (away from the shadow boundaries).
A partition of unity [39] is then used to reduce the integral over Γ into a number of integrals over these small regions, each of which can be evaluated numerically to high order using appropriate quadrature rules [38] . In practice, this localized integration method can be thought of as an error-controllable version of the "asymptotic method of stationary phase" [32] . Since the density µ slow can be represented with a fixed number of degrees of freedom for arbitrary k and since the size of the regions associated with the critical points shrinks as the frequency increases (so that the number of oscillations of the integrand in each interval remains constant), the overall procedure results, as desired, in a convergent integration method whose computational complexity is independent of frequency. The numerical method is then completed through the use of the iterative linear algebra solver GMRES.
Multiple scattering extension
using an iteratively computable Neumann series m ≥ 1.
As we said, the slowly oscillatory character of the latter quantities follows from the interpretation of the right-hand side of (93) as the field scattered by Γ p after (m − 1) reflections, so that its phase is precisely given by ϕ (m)
p (x). Equation (95) is then amenable to the treatment described in Section 7.1-the only difference being that the evaluation of the right hand side of (95) , for m ≥ 1, entails an integral of a highly oscillatory function. This, however, can again be treated with the aforementioned strategies of localized integration. In fact, in this case the integrand is regular and only integrations around stationary points of the overall phase must be performed. Moreover, as is to be expected from the asymptotic limit, for any given target point x ∈ Γ p there will be exactly one stationary point y ∈ Γ \ Γ p of the corresponding integral. Indeed, this point will coincide with the point in Γ \ Γ p from which a geometrical ray that has experienced (m − 1) reflections goes through x upon an additional reflection at y. To test this approach we consider a scatterer composed of two circular sub-surfaces Γ 1 (with center O 1 = (0, 0) and radius R 1 = 1) and Γ 2 (with center O 2 = (1, −2.5) and radius R 2 = 1.5). The wavenumber is k = 200, so that there are 200 and 300 wave oscillations in the perimeter of Γ 1 and Γ 2 respectively. grows linearly with k. The hollow circles demonstrate the spectral rate of convergence of the series, which translates for instance in an error of 1% in less than 15 iterations. The dots show how the convergence of the series can be improved even further by analytic continuation using Padé approximants [18] -in this case leading to machine accuracy in 23 iterations. As mentioned in Section 5.2, using Krylov subspace methods can lead to further improvements, as can also be seen on Figure (20) (stars): using ORTHODIR leads to machine accuracy in 17 iterations. The efficient application of Krylov subspace methods, and in particular the design of preconditioners, is the object of current research.
General conclusion
This contribution gives an introduction to some mathematical and numerical aspects related to highfrequency scattering by multiple single scattering configurations. Discussions about possible recent strategies for solving single scattering problems are developed. Mainly, Fourier-based, PDE-based and integral equation-based solutions are considered. For each of these techniques, specific efficient and original algorithms are detailed to illustrate the particular difficulties arising in the numerical solution of multiple scattering configurations. acknowledgements
The first and third authors are partially supported by the French ANR fundings under the project MicroWave and the INRIA project CORIDA. The second author is partially supported by the Belgian Science Policy under grant IAP P6/21 and by NSF under grant DMS-0609824.
