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SUMMARY 
 
 This is a report on the structure determination of the PilS dimer by X-ray 
crystallography. The recombinant protein from Salmonella typhi was overexpressed, 
purified and crystallized. The crystals belong to space group P21212, with unit-cell 
parameters a = 77.88, b = 114.53 and c = 31.75 Å. The selenomethionine derivative of 
the PilS protein was overexpressed, purified and crystallized in the same space group. 
Data sets for the selenomethionine derivative crystal have been collected to 2.1 Å 
resolution using synchrotron radiation for multiwavelength anomalous dispersion 
(MAD) phasing. 
Understanding of the subunit structure and assembly architecture that produce 
the Salmonella typhi pili filaments is crucial for understanding pilus functions and for 
designing vaccines and therapeutics that are directed to blocking pilus activities. The 
target receptor for the S. typhi pilus is a stretch of 10 residues from the first extra-
cellular domain of Cystic Fibrosis Transmembrane Conductance Regulator (CFTR) 
(Tsui et al., 2003). The structure of the 26 N-terminal amino acid truncated Type IVb 
structural pilin monomer (∆PilS) from S. typhi was determined by NMR (Xu et al., 
2004). In the present study, this ∆PilS protein has been crystallized by the sitting drop 
vapor diffusion method. The structure of this protein is determined by the 
multiwavelength anomalous dispersion (MAD) method. The complex-∆PilS crystal 
structure with the CFTR peptide has given us further insight into the potential 
residues that are essential for receptor binding and the implications of the disulfide 
bond in pilus assembly. 
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CHAPTER 1. MACROMOLECULAR CRYSTALLOGRAPHY 
 
Protein crystallography investigates, by using diffraction techniques on single 
crystals, the three-dimensional structure of biological macromolecules. The major rate 
determining step in protein crystallography is the crystallization process. 
 
1.1 CRYSTALLIZATION OF PROTEINS 
The process of crystallization of a macromolecule is very complex. Growth of 
a protein crystal starts from a supersaturated solution of the macromolecule, and 
evolves towards a thermodynamically stable state in which the protein is partitioned 
between a solid phase and solution [Weber, 1991]. The crystallization process can 
ideally be divided into two steps: a nucleation process that takes place in the labile 
zone, and the crystal growth that mainly proceeds in the metastable state (Fig. 1-1). 
The time necessary for this equilibrium to be  reached has great influence on the final 
result, which can vary from an amorphous or microcrystalline precipitate to an 
adequately large single crystal.  
The ‘salting in’ and ‘salting out’ properties of proteins are used to push 
proteins into supersaturation. The ‘salting in’ effect is explained by considering the 
protein as an ionic compound. According to the Debye-Huckel theory for ionic 
solutions, an increase in the ionic strength lowers the activity of the ions in the 
solution and increases the solubility of ionic compounds. In ‘salting out’, precipitation 
is achieved by increasing the effective concentration of the protein, usually by adding 
salts, organic solvents, and polyethylene glycols (PEG). The most popular salt is 
ammonium sulphate because of its high solubility. Precipitating properties of organic 
solvents can be ascribed to the double effect of subtracting water molecules from the 
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solution and to decreasing the dielectric constant of the medium. PEG is a polymer, 
available in molecular weights ranging from 200 to 20 000 Da; its effect on solubility 
is due to volume exclusion property: the solvent is restructured and the phase 










Figure 1-1. Idealized phase diagram of a protein solution, as a function 
of the concentrations of the protein [M] and precipitating agent [Pr]. 
 
A second method of protein precipitation is to diminish repulsive forces 
between protein molecules or to increase attractive forces. These forces can be of 
different types like electrostatic, hydrophobic, and hydrogen bonding. Electrostatic 
forces are influenced by an organic solvent such as alcohol, or by a change in pH. The 
strength of hydrophobic interactions increases with temperature and is largely entropy 
driven [Drenth, 1999].  
In both methods, bringing the protein to a supersaturated state is indispensable 
for crystallization. To achieve usable crystal growth, the supersaturation must be 
properly regulated. Maintaining a high supersaturation would result in the formation 
of too many nuclei and therefore too many small crystals. 
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1.2 BASIC CONCEPTS OF X-RAY CRYSTALLOGRAPHY 
1.2.1 Crystal symmetry and unit-cell 
Crystals exhibit clear-cut faces and edges that are related to the periodic 
arrangement of the contained molecules. All crystals contain at least one of the three 
symmetry elements, namely, inversion, rotation and reflection. This is reflected by the 
fact that an asymmetric unit (the unique volume of a crystal containing one or more 
motif of molecules) is repeated to form a unit-cell or the basic building block, which 
when repeated along three non-coplanar vectors will generate the entire crystal. Based 
on the minimum requirement of symmetry elements to generate a pattern of unit-cell 
arrangements that can fill space, crystals are grouped into 7 systems: triclinic, 
monoclinic, orthorhombic, tetragonal, trigonal, hexagonal and cubic. Coincidentally, 
except for the trigonal system, other systems warrant a correspondingly named unit-
cell. The trigonal system can use only a hexagonal unit-cell in some cases and a 
rhombohedral unit-cell (or its equivalent hexagonal unit-cell) in other cases. The 
geometry of the unit-cell is defined by six parameters: the lengths of three unique 
edges (a, b, and c) and three unique interaxial angles (α, β, and γ), Fig. 1-2. The shape,     
 
Figure 1-2. The unit-cell 
 
 whether cube, parallelepiped, or whatever, determines the crystal system, seven of 
which exist (Table 1-1). 
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Table 1-1. The seven crystal systems. 
Crystal System Conditions imposed on cell geometry 
Triclinic a ≠ b ≠ c α ≠ β ≠ γ 
Monoclinic a ≠ b ≠ c α = γ = 90˚, β > 90˚ 
Orthorhombic a ≠ b ≠ c α = β = γ = 90˚ 
Tetragonal a = b ≠ c α = β = γ = 90˚ 
Trigonal a = b ≠ c   α = β = 90˚, γ = 120˚ 
Hexagonal a = b ≠ c α = β = 90˚, γ = 120˚ 
Cubic a = b = c α = β = γ = 90˚ 
 
1.2.2 Lattice and space group 
A crystal can be regarded as a three dimensional stack of unit-cells with their 
edges forming a grid or lattice. The line along the a direction is called the x-axis of the 
lattice; the y-axis is in the b direction and the z-axis is in the c direction. The x-, y- 
and z-axes together form a right-handed coordinate system. The possibilities of 4 
types of unit-cell arrangements [primitive (P), body centered (I), face centered (F) or 
end centered (C or its variations)] in the 7 crystal systems allow a total of 14 Bravais 
lattices in crystallography. The combination of the lattice type of a crystal system and 
the applicable symmetry elements for that system (including the screw axis that 
degenerates from rotation and the glide plane that degenerates from reflection) will 
define the entire packing pattern of molecules, known as space group, for that system. 
Because proteins are enantiomorphic (only L- and not D-amino acids are relevant), 
neither the mirror symmetry nor the inversion symmetry will be possible in protein 
crystals. As a consequence, the 230 possible space groups in crystallography are 
reduced to 65 in protein crystallography. 
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1.3 X-RAY SOURCES AND DETECTORS 
1.3.1 X-ray sources  
X-rays of suitable wavelengths for diffraction experiments can be produced by 
a sealed tube, a rotating anode or a synchrotron source. In a sealed X-ray tube an 
electron beam impinges on the anode, which is usually a copper or molybdenum 
plate. Most of the electron energy is converted to heat, which is removed by cooling 
the anode, usually with water. Heating produces three effects: surface roughening, 
target melting and thermal stress, which are caused by differential expansion of target 
material at the edge of the focal spot. The heating of the anode caused by the electron 
beam at the focal spot limits the maximum power of the tube. This limit is reduced in 
a rotating anode X-ray generator, where the anode is a rotating cylinder instead of a 
fixed piece of metal. The rotating target can sustain 7-45 times more power loading 
than sealed tubes. The second advantage of the rotating anode is small source width 
(0.1-0.2 mm) with very high brilliance.  
X-rays in synchrotron sources may be output by bending magnets or, 
preferentially, by insertion devices (multipole wigglers and undulators). One of the 
main advantages of synchrotron radiation for X-ray diffraction is high intensity, 
which is profitably used by protein X-ray crystallographers to collect data on very 
thin or weakly diffracting crystals or crystals with extremely large unit-cells. In 
synchrotron radiation any suitable wavelength in the spectral range can be selected 
with a suitable monochromator and this property is used in the multiple wavelength 
anomalous dispersion (MAD) and for Laue diffraction studies. For a protein X-ray 
diffraction experiment, the wavelength is tuned to 1 Å or even shorter. The shorter 
wavelength has lower absorption along its path and in the crystal. Synchrotron 
radiation, in contrast to X-ray tube radiation, is highly polarized. The polarization of 
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the X-ray beam from a synchrotron has an effect on the anomalous X-ray scattering of 
atoms which occurs when the X-ray wavelength approaches the absorption edge 
wavelength. 
1.3.2 X-ray detectors 
In an X-ray diffraction experiment the intensities of all diffracted beams 
within given resolution should be measured. Common detectors in small molecule 
crystallography use scintillation counters. For measuring diffracted intensities in 
protein crystallography the classical single counter and photographic film have been 
thrown into shade today by the introduction of much faster 2D detectors like 
multiwire proportional chamber (MWPC), imageplate and charge-coupled device 
(CCD). 
The imageplate is the most widely used type of detector, very popular because 
of its speed, sensitivity, convenience of use and maintenance. It is made of a thin layer 
of an inorganic phosphor on a flat base. X-ray photons excite electrons in the material 
to higher energy levels. One part of the energy is emitted as normal fluorescent light 
in the visible wavelength region, but another part is retained in the material by 
trapping electrons in color centers. The imageplate is read out by a laser beam on a 
scanner measuring the luminescence emitted by the color centers. The image plate can 
be erased by exposure to intense white light and used repeatedly [Miyahara et al., 
1986]. 
In another kind of area detector the video tube is replaced by a charge coupled 
device (CCD). They have a high dynamic range, combined with excellent spatial 
resolution, low noise, and high maximum count rate [Walter et al., 1995]. The CCD is 
best optimized for rapid data collection aimed at single crystal structure solution and 
refinement. 
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1.4 DIFFRACTION OF X-RAYS BY A CRYSTAL 
Although Roentgen discovered X-rays in 1895, their application in 
crystallography was first demonstrated only in 1912 by von Laue. Through his 
experiments Laue showed that diffraction of X-rays could be described in terms of 
diffraction from a 3 dimensional grating and the sequence of events that followed is 
one of the most fascinating chapters in the history of science. 
 
1.4.1 X-ray diffraction and Bragg’s law 
X-ray diffraction from crystalline solids occurs as a result of the interaction of 
X-rays with the electron charge distribution in the crystal lattice. The ordered nature 
of the electron charge distribution, whereby most of the electrons are distributed 
around atomic nuclei that are regularly arranged with translational periodicity, means 
that superposition of scattered X-ray amplitudes will give rise to regions of 
constructive and destructive interference producing a diffraction pattern. Each 
diffraction maximum in the diffraction pattern is considered to be the combined result 
of diffraction of the incident X-ray beam of wavelength λ from crystal lattice planes 
with Miller indices hkl (the integral divisions made by the planes on the a, b and c 
axes of the unit-cell, respectively) and interplanar spacing dhkl.  
In 1912, immediately after von Laue’s discover of the diffraction of X-rays by 
crystals, W.L. Bragg noticed the similarity of diffraction to ordinary reflection and 
deduced a simple equation treating diffraction as “reflection” from planes in the 
lattice. In order to derive the equation, we consider an X-ray beam that is incident on 
a pair of parallel planes P1 and P2 with interplanar spacing d. The parallel incident 
rays 1 and 2 make an angle θ with these planes. Electrons located at O and C will be 
forced to vibrate by the oscillating field of the incident beam and as vibrating charges, 
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will radiate in all directions with the same incident wavelength. For that particular 
direction where the parallel secondary rays 1´ and 2´ emerge at angle θ as if reflected 
from the planes, a diffracted beam of maximum intensity will result if the waves 
represented by these rays are in phase. Dropping perpendiculars from O to A and B, 
respectively, it becomes evident that ∠AOC = ∠BOC = θ. Hence AC = BC, and 
waves in ray 2´ will be in phase, that is, crest to crest, with those in 1´ if AC + CB (= 
2AC) is an integral number of wavelengths λ (Fig. 1-3). This is expressed by the 
equation, 
2AC = 2d sin θ = n λ   (1.1) 
where n is an integer. This is Bragg’s law [Stout & Jensen, 1989]. 
 
1.4.2 The reciprocal lattice and Ewald sphere 
 The concept of reciprocal space arises from the observation that in a 
diffraction experiment, the diffraction maximum of a set of planes with finer 
interplanar spacing is recorded farther from the direct beam position than that for a set 
of planes with greater interplanar spacing. 
Figure 1-3. Bragg’s law 
 
C
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By rearranging Bragg’s law, sin θ = nλ/2 (1/d), and thus sin θ is inversely 
proportional to d, the interplanar spacing in the crystal lattice. Since sin θ is a measure 
of the deviation of the diffracted beam from the direct beam, it is evident that 
structures with large d will exhibit compressed diffraction patterns, and conversely for 
small d values. Interpretation of X-ray diffraction patterns would be easily facilitated 
if the inverse relationship between sin θ and d could be replaced by a direct 
relationship. What amounts to this can be achieved by constructing a lattice based on 
reciprocal d (1/d), a quantity that varies directly with sin θ. 
From the dimensions of a real unit-cell, its orientation on an instrument and 
the wavelength of radiation, the reciprocal lattice positions for a given set of planes 
can be determined. Conversely, from a set of reciprocal lattice vectors, their positions 
on the detector, the geometry of the goniostat used for data collection and the 
wavelength, the unit-cell parameters can be determined. As the reciprocal lattice bears 
a direct relationship with the crystal, rotation of the crystal will cause a similar 
rotation of the reciprocal lattice.  
A geometrical description of diffraction that encompasses Bragg's law was 
originally proposed by Ewald. The advantage of this description, the Ewald 
construction, is that it allows the observer to calculate which Bragg peaks will be 
observable if the orientation of the crystal on the goniostat is known. As an example, 
consider a two-dimensional reciprocal lattice. Constructive interference occurs when a 
set of crystal lattice planes separated by a spacing of dhkl are inclined to an angle θhkl 
with respect to the incident beam. A diffracted beam can be measured at an angle 2θhkl 
from the incident beam. The diffraction vector is perpendicular to the crystal lattice 
planes and has a length inversely related to the spacing between the planes.  
|Rhkl| = 1/dhkl = (2 sinθhkl) / λ    (1.2) 
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In the Ewald construction, a sphere with diameter 1/λ is drawn, centered at the 
crystal. The reciprocal lattice is then drawn on the same scale as the sphere with its 
origin located 1/λ from the center of the circle on the opposite side of the incident 
beam (Fig. 1-4). Now, when the crystal is rotated so that a reciprocal lattice point 
intersects the Ewald sphere, that reciprocal lattice point is in position to be observed 
as a point in the diffraction pattern.  
Ewald's construction and Bragg's law tell us that for a given wavelength 
λ = 2 dhkl sin θhkl    (1.3)  
(dhkl)min = λ / 2     (1.4) 
|Rhkl|max = 1/(dhkl)min = 2/λ   (1.5) 
       
Figure 1-4. Ewald’s sphere 
 
1.5 DIFFRACTION DATA TO ELECTRON DENSITY 
The outcome of X-ray data collection is a list of intensities of all observed 
diffraction maxima, hkl. The observed diffraction pattern and the electron density 
distribution within a unit-cell (and hence the crystal) are the Fourier transformations 
of each other, which means that we can convert the crystallographic data into an 
arrangement of atoms within a unit-cell which is responsible for the data. 
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1.5.1 Structure Factor and electron density 
 
Figure 1-5. Vectorial derivation of Bragg’s law 
 
Consider an atom, j, within a unit-cell, at location A2, Fig. 1-5, left panel. The 
coordinate of this atom is usually represented as fractions of the unit-cell edges, say, 
xj, yj, and zj. Thus, the atom is located at vector distance rj from the origin (point A1 
in Fig. 1-5, left panel) of the unit-cell, or 
rj = axj + byj + czj    (1.6) 
For Bragg’s law to be valid, the difference of path lengths between A1N and MA2 
must be an integral multiple of the wavelength used, λ. Or, 
    rj. (s – s0) = n λ    (1.7) 
where s0 and s are unit vectors in the incident beam and diffracted beam directions, 
respectively. The angle between s0 and s = 2θ, is called the scattering angle, Fig. 1-5, 
right panel. Let us define S = (s – s0) as the scattering vector. Comparing Fig. 1-5, 
right panel with Fig. 1-4,  
|S| = 2 sin θ / λ = 1/dhkl   (1.8) 
In general, the strength of scattering of X-rays from matter is proportional to the 
number of electrons in the volume doing the scattering. When there is a finite volume 
of matter causing the scattering, we can integrate this expression over all of that 
volume to give the total amplitude of scattering, including phase interference, among 
all the scattering volumes. Thus, the phased, scattered amplitude that results when a 
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wave approaching in direction s0 is scattered in direction s from a volume in space at 
location rj is 
fj = ∫ ρ(r) exp[2πi (rj·S) ] dv   (1.9) 
where ρ(r) is the density of electrons at that point. This equation is further simplified 
as 
fj = fj exp(2πi rj · S)    (1.10)  
where fj is called the atomic scattering factor for atom j at rj or S is zero, that is the 
number of electrons (atomic number) of the atom. Similar expressions may be derived 
for all atoms in the unit-cell and the total scattering power of all atoms is given by the 
sum of the individual scattering factors. The term 2πi rj · S is known as the phase 
angle of the scattering wave (or reflection). Or, 
F(S) = ∑j fj exp(2πi rj · S)   (1.11)  
By substituting the values of Eq. 1.6 for rj and the fact that S = 1/dhkl and 
substituting the values of d in terms of the unit-cell parameters a, b, c and the Miller 
indices hkl of the plane, Eq. 1.11 ir rearranged as  
F (hkl) = ∑ fj exp 2π i (h xj + k yj + l zj) (1.12)  
The relation above is known as the structure factor expression for a reflection 
arising from all the atoms in the unit-cell in the direction of diffraction maximum for 
the set of planes hkl. This relationship may be recast in terms of its amplitude, |F 
(hkl)|, and its phase angle, φ (hkl) or in terms of its real, A, and imaginary, B 
components in the following expressions. 
F (hkl) = |F (hkl)| exp [2πi φ (hkl)]  (1.13)  
F (hkl) = A + iB     (1.14)  
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If the structure factor expression in Eq. 1.9 is multiplied on both sides by exp -
2πi rj·S and integrating over the volume of diffraction space, dvr, we get an expression 
for the electron density of the unit-cell. 
ρ(r) = ∫ F (S) exp -2πi rj·S dvr   (1.15)  
Since F(S) is nonzero only at the lattice points, the integral may be written as discrete 
sums over the three indices h, k, and l: 
ρ(xyz) = 1/V ∑ ∑ ∑ F(hkl) exp -2πi (h x + k y + l z)  (1.16) 
Substituting the value of F(hkl) from Eq.. 1.13, 
ρ(xyz) = 1/V ∑ ∑ ∑ |F(hkl)| exp -2π i [h x + k y + l z - φ (hkl)] (1.17)  
where the three summations run over all values of h, k, and l. Eq. 1.17 is known as the 
electron density equation.  
 
1.5.2 Fourier transform    
If two mathematical functions exist, say f and g, in a way that g is the Fourier 
transform of f, then naturally, f is the reverse Fourier transform of g. This concept is 
directly applicable between the arrangement of atoms in a unit-cell and the diffraction 
pattern created by this atomic arrangement. The amplitude |Fhkl| and phase фhkl of a 
reflected X-ray are dependent on the arrangement of atoms within the crystal with 
respect to the lattice plane being considered and are thus ultimately dependent on the 
atomic structure of the basis group i.e. that group of atoms which assemble in a 
repeated and ordered fashion to form the resulting crystal structure. In Eq.. 1.17, the 
amplitudes and phases of the diffracted beams therefore contain information about the 
internal structure of the crystal. In fact at a position x, y, z in a unit-cell of volume V, 
the electron density ρ (x, y, z) is directly related to the set of Fhkl’s and фhkl’s through 
a discrete Fourier transform. 
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 This is the basis of the technique of structure analysis by X-ray 
crystallography. With the knowledge of the amplitude and phase of each diffracted X-
ray, an electron density distribution map within the unit-cell may be calculated and all 
the atoms can be located, i.e. the structure can be determined. 
 
1.5.3 Intensities and the phase problem 
The interaction of the electric vector of the incident radiation with charged 
matter in atoms generates dipoles in these charged species. The charged species then 
release this additional energy by emitting X-ray photons with the same energy as the 
incident radiation. The intensity is found experimentally to be proportional to the 
square of the structure factor amplitudes. Since F in Eq. 1.13 and 1.14 is complex, 
then its square is given by F × F*, where F* is the complex conjugate of F, or 
I = F · F* = |F |2     (1.18)  
Although the structure factor amplitudes may be measured directly from the 
diffraction experiment, all information concerning the phases of the data is not 
directly measurable. If both the structure factor amplitudes and phases were known in 
Eq. 1.17, then the electron density could be directly calculated. But, since the phases 
are lost during an experiment, the electron density cannot be directly calculated. This 
lack of knowledge of the phases is termed the phase problem in crystallography. 
Phase angles, either for a set of limited reflections can  initially be estimated in a 
variety of ways. Electron density maps are calculated with measured structure 
amplitudes and these estimated phases to identify useful features of the map which 
can  subsequently be improved. 
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1.6 PROTEIN CRYSTAL STRUCTURE DETERMINATION 
The techniques for solving the phase problem in protein X-ray crystallography 
are the direct method, molecular replacement method, multiple isomorphous 
replacement method and multiple wavelength anomalous dispersion method. Let us 
have a brief review of each method. 
 
1.6.1 Direct method 
Direct methods are very successful in determining the phase angles in small 
molecule crystallography. The principle assumes that phase information is latently 
included in the intensities of reflections and this principle depends on the basic 
assumption that the electron density is always positive and the crystal consists of 
discrete atoms that are sometimes even considered to be equal. Direct methods have 
so far only limited success in protein X-ray crystallography and they have not yet 
been promoted to the level of standard techniques. 
With small molecules (< 1000 unique atoms) and high resolution (> 1.2 Å), 
one can manage to find the structure from random phases. The starting phases are 
optimized using the assumption that structure consists of revolved atoms. This 
assumption imposes statistical restraints on the phase probability distribution. 
Unfortunately, the statistical relationships become weaker as the number of atoms 
increases. 
 
1.6.2 Molecular replacement 
Molecular replacement (MR) is a method for deriving initial phases by the use 
of a known homologous structure for the diffraction data of an unknown structure. 
The initial identification of a suitable model (the known structure) can be based on 
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sequence and structural homology with the protein for which the structure must be 
determined. Sequence homology between two proteins normally also implies 
structural similarity, and therefore chances are good that the new structure is similar 
to the already determined one. 
The model structure (used as a search model) is correctly oriented and 
positioned in the unit-cell of the unknown protein crystal. These new coordinates can 
then be used to calculate the initial phases for the experimental data. The search is 
performed in two steps: 
• Rotation search: A Patterson function can be calculated from both the 
diffraction data and the search model. It does not depend on the position 
within the unit-cell, but only on the orientation. Hence, we can calculate the 
Patterson for the model in different orientations, compare it with the Patterson 
of the data, and pick the orientation with the best agreement. 
• Translational search: The model is moved through the asymmetric unit in the 
same best orientation that was determined in the rotational search. At each 
point, the calculated structure factor amplitudes are scored against the 
experimental data. 
Determination of the angular relationship between identical molecules within 
one asymmetric unit is verified by a special Patterson function calculation, known as 
self-rotation function [Drenth, 1999]. 
 
1.6.3 Multiple isomorphous replacement 
Multiple isomorphous replacement (MIR) is an important primary method for 
the determination of initial phases for a new structure. The phases for the reflections 
of the protein data (called the native data) are derived from multiple (two or more) 
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data sets collected on crystals into which heavy atoms have been soaked. MIR 
requires the preparation of two or more heavy atom containing derivatives of the 
protein in the crystalline state. This method uses the differences that are observed in 
the diffraction intensities of corresponding reflections between the native data and the 
derivative data sets, upon incorporation of heavy atoms into the crystals. The first step 
in this method requires attachment of heavy atoms and the determination of the 
coordinates of these heavy atoms in the unit-cell. The position and occupancy of the 
heavy atoms influence the initial quality of the phase angles.  
The differences in scattered intensities of a derivative will largely reflect the 
scattering contribution of the heavy atoms. The differences between corresponding 
reflections can be used to compute a Patterson map. Because there are only a few 
heavy atoms, such a Patterson map will be relatively simple and easy to deconvolute 
(alternatively, direct methods can also be applied to the intensity differences). Once 
we know where the heavy atoms are located in the crystal, we can compute their 
contribution to the structure factors. 
This allows us to make some deductions about possible values for the protein 
phase angles. First, note that we have been assuming that the scattering from the 
protein atoms is unchanged by the addition of heavy atoms. This is what the term 
‘isomorphous’ (same shape) refers to and ‘replacement’ comes from the idea that 
heavy atoms might be replacing light salt ions or solvent molecules). The need for 
multiple derivatives to obtain less ambiguous phase information is the reason for the 
term ‘multiple’ in MIR. If the heavy atom does not change the rest of the structure, 
then the structure factor for the derivative crystal (FHP) is equal to the sum of the 
protein structure factor (FP) and the heavy atom structure factor (FH), or 
    FHP = FP + FH    (1.19)  
  18 
The Harker construction interprets this equation in an elegant way and is more 
useful because it generalizes nicely when there is more than one derivative. If the 
structure factors can be thought of as vectors then this Eq. 1.19. defines a triangle 
(Fig. 1-6, left panel). When the phase angle of the protein reflection is unknown (it 
can assume any angle between 0 and 360º), we can draw a circle (blue) with a radius 
equal to the amplitude of FP (denoted as |FP|), centered at the origin is drawn, Fig. 1-6 
right panel. The circle indicates all the vectors that would be obtained with all the 
possible phase angles for FP. Next we draw a circle with radius |FHP| centered at a 
point defined by -|FH|. All of the points on the magenta circle are possible values for 
FHP (magnitude and phase) that satisfy the equation FHP = FH + FP.  
                    
Figure 1-6. Structure factor FHP for a heavy atom derivative is the sum 
of the contributions of the native structure (FP) and the heavy atom 
(FH). 
 
From Fig. 1-6, right panel, we see that there can be two FP that will satisfy Eq. 
1.19 for each FH. In principle, this twofold phase ambiguity can be removed by 
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1.6.4 Multiple-wavelength anomalous dispersion  
The Multiple Wavelength Anomalous dispersion (MAD) method uses only the 
wavelength dependence of the atomic structure factor of the anomously scattering 
atoms for solving the phase problem [Phillips and Hodgson, 1980; Karle, 1980; 
Hendrickson, 1991; Hendrickson, 1999]. Such MAD experiments are possible only at 
synchrotron X-ray sources, where the X-ray wavelength can be tuned to the desired 
values. The anomalous signal that results from this method can give relatively very 
accurate phases. A common anomalous scatterer is selenium of seleno-methionine, 
which can easily replace methionine during protein production. 
Elements absorb X-rays as well as emit them, and this absorption drops 
sharply at wavelengths just below their characteristic emission wavelengths. This 
sudden change in absorption as a function of wavelength is called an absorption edge. 
An element exhibits anomalous scattering when the X-ray wavelength is near the 
element’s absorption edge. Absorption edges for light atoms in the unit-cell are not 
near the wavelength of X-rays used in crystallography and hence carbon, nitrogen, 
and oxygen do not contribute to anomalous scattering. The absorption edges of heavy-
atoms, the metals that are commonly used or found in heavy atom derivatives, 
metaloproteins, selenium in specially grown selenoproteins and bromine in 
brominated nucleotides, are in the commonly usable synchrotron wavelength range.  
 
1.6.4.1 Anomalous scattering 
 The difference in intensity between a Bijvoet pair, |Fh|2 and |F-h|2, can 
profitably be exploited for phase angle determination. Separation of normal and any 
anomalous scattering of a structure was first examined by Mitchell [Mitchell, 1957] 
and a detailed theory was later presented by Karle [Karle, 1980]. Friedel’s law does 
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not hold (reflections hkl and –h-k-l are not equal any more in intensity). This 
inequality of symmetry-related reflections is called anomalous scattering or 
anomalous dispersion. When the X-ray wavelength is near the heavy-atom absorption 
edge, a fraction of the radiation is absorbed by the heavy atom and reemitted with 
altered phases. The effect of this anomalous scattering on a given structure factor FHP 
in the heavy-atom derivative consists of two perpendicular contributions, the real ∆Fr 
and the imaginary ∆Fi components as depicted in the vector diagram, Fig. 1-7. 
FH P
λ1 represents the structure factor of a reflection for a heavy-atom 
derivative, measured at wavelength λ1, where anomalous scattering does not occur. 
FHPλ2 is the structure factor for the same reflection measured at wavelength λ2 near the 
absorption edge of the heavy atom and hence anomalous scattering alters the heavy-
atom contribution to this structure factor. The vectors representing the anomalous 
scattering contributions are ∆Fr and ∆Fi. 
FHPλ2 = FH P
λ1 
+ ∆Fr + ∆Fi   (1.20) 
At wavelength λ1, Friedel’s law is still good, ⏐Fhkl⏐= ⏐F-h-k-l⏐and αhkl (the phase 
angle of reflection hkl, not available through the diffraction experiment) = -α-h-k-l, and 
hence FHP
λ1- is the reflection of FHP
λ1+ in the real axis. The real contributions of ∆Fr+ 
and ∆Fr- to the Friedel pair are, like the structure factors themselves, reflections of 
each other in the real axis. On the other hand the imaginary contribution to FHP
λ1- is 
the inverted reflection of that for FHP
λ1+. That is, ∆Fi- is obtained by reflecting ∆Fi+ in 
the real axis and then reversing its sign or pointing it in the opposite direction. 
Because of this difference between the two imaginary contributions to the two 
structure factors, FHPλ2- is not the mirror image of FHPλ2+. From this disparity between 
a Friedel pair, phase information can be extracted. 
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1.6.4.2 Extracting phases from anomalous scattering data 
 The magnitudes of the anomalous scattering contributions ∆Fr and ∆Fi for a 
given element are constant and independent of reflection angle θ. The phases of ∆Fr 
and ∆Fi depend only on the position of the heavy atom in the unit-cell, so once the 
heavy atom is located by Patterson methods, the phase values can be computed. To 
extract the phase information of FH P
λ1+, Eq. 1.20 can be rearranged. 
FH P
λ1+ = FHPλ2+ - ∆Fr+ - ∆Fi+    (1.21) 
The vector - ∆Fr+ is drawn with its tail at the origin and - ∆Fi+ is drawn with its tail on 
the head of - ∆Fr+. With the head of - ∆Fi+ as the center, a circle of radius |FHPλ2| is 
drawn representing the amplitude of the anomalously scattered reflection. On the 
other hand, |FHPλ1| is drawn from the origin. The intersecting points between the two 
circles indicate two possible phase solutions (Fig. 1-7). Overlapping the vectors for 
the other member of the Friedel pair helps to identify the correct phase angle of FHPλ1+ 
[Rhodes, 2000]. 
 
Figure 1-7. Vector solution of FHP
λ1+ = FHPλ2+ - ∆Fr+ - ∆Fi+ 
The phase angle of FP can then be easily worked out since the amplitude and 
the phase angle of both FPH and FH are known. This is calculated by using Eq. 1.22. 
FP = FPH-FH    (1.22) 
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1.7 TECHNIQUES FOR IMPROVEMENT OF ELECTRON DENSITY 
The values of FP, the first set of protein phases that is determined by one of the 
above methods, will be used to create an electron density map. Subsequently, the 
phase values must be improved so that the generated electron density maps will 
represent a more accurate protein structure. Along with repeated model building and 
fitting sessions, the standard phase improvement methods include solvent flattening 
and molecular averaging.  
 
1.7.1 Calculated structure factors 
The electron density used in the structure factor expression is related to the 
types and positions of atoms in the unit-cell. Thus, if the correct positions of all the 
atoms in a unit-cell are known or a good estimate of the phases of a selected set or all 
reflections are known by one of the methods described in Section 1.6 are known, then 
the structure factor can also be calculated using equations 1.12 or 1.13. As given in 
Eq. 1.14, this calculated structure factor can be factored into a real and imaginary 
component.  
Fhkl = ∑ fj exp[iαj] = Ahkl + iBhkl     (1.23)  
where, Ahkl = ∑ fj cos 2π (h xj + k yj + l zj)     (1.24) 
and, Bhkl = ∑ fj sin 2π (h xj + k yj + l zj)      (1.25)  
and,  |Fhkl| = [ |Ahkl|2 + |Bhkl|2 ]1/2      (1.26) 
The above format of the structure factor is practically very useful in computer 
algorithms. The positions of all the atoms in the model must be adjusted to fit in the 
electron density as accurately as possible and compared against observed structure 
factors (known as refinement).  
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1.7.2 Solvent flattening  
Solvent flattening is a method used for phase improvement. This method 
assumes that any density in the solvent region of the protein arises from noise 
fluctuation and that the solvent density should be flat everywhere throughout. The 
algorithm for solvent flattening programs [Wang, 1985] is equivalent to a low-pass 
filter of data in reciprocal space. A mask is created from the initial electron density 
map to flatten the solvent regions and a modified map is produced. The lowest points 
in this smoothed map are then taken to be solvent and the remaining regions are 
assumed to be protein. 
 
1.7.3 Molecular averaging 
When there are two or more molecules present in the asymmetric unit, the 
non-crystallographic symmetry among these molecules can be used to average the 
properties of these molecules and the electron density of the asymmetric unit can be 
calculated. In these averaged electron density maps, noise will tend to cancel out and 
can be used for phase improvement. The electron density of each subunit, related by 
the non-crystallographic symmetry, is essentially identical. The equal density in the 
molecules imposes a constraint on the protein structure factor and on the protein 
phase angle [Drenth, 1999]. 
 
1.8 MAP FITTING AND REFINEMENT 
1.8.1 Fitting of maps 
Building and fitting of a structural model into an electron density map is 
performed using an interactive computer graphics program, such as 'O' [Jones, 1991]. 
Throughout model building it is important to keep in mind that amino acids have a 
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fixed stereochemistry. Atoms must be bonded to each other with prescribed bond 
lengths, bond angles and torsion angles (within allowed limits of tolerance). 
Considering that a peptide bond lies on a plane with the Cα atoms of the adjacent two 
amino acids, the dihedral angels of consecutive peptide planes (φ and ψ) have a 
limited range of allowed conformations [Ramachandran et al., 1963]. Furthermore, 
side chains are less restricted, although there are preferred rotamer positions for each 
amino acid residue. 
Building of a model starts with an initial chain-tracing of a map. Usually the 
initial model may be developed with a polyalanine or polyglycine chain. When the 
best fitting of the main-chain to the electron density has been achieved, corresponding 
side-chains may be assigned. Also, knowledge about secondary structures can greatly 
speed-up map fitting. Helices are the easiest to recognize as long tubes of density, 
while β-strands often have regions with weaker density and gaps as well as false 
connections across strands. If resolution is less then 3 Å it is relatively difficult to 
decide on the chain direction in a β-sheet. Matching of side chains depends on finding 
a pattern of large and small side chains that is unique. If the main chain is fit 
accurately, then the Cα atoms are accurately positioned. At medium resolution the 
density is a rough guide to the position of the side-chain atoms. During the fitting 
procedure it is necessary to check regularly for correct stereochemistry [McRee, 
1999]. 
 
1.8.2 Refinement of model coordinates 
Refinement is the process of adjusting the model to find a closer agreement 
between the calculated and observed structure factors by least-squares methods or 
molecular dynamics. The method of least squares is an iterative process in which the 
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parameters to be refined change. When the changes in the parameters become small 
enough the refinement will then converge to the final parameter set. The radius of 
convergence is the maximum distance which can be achieved when atoms move to 
their ideal positions and is limited by the resolution of data employed. In the least-
squares refinement the function to be minimized is: 
Q = Σ hkl w (h k l) (⏐Fobs (h k l)⏐ - ⏐Fcalc(h k l)  ⏐)2   (1.27)  
In macromolecular structure refinement the number of observed structure 
factors (Nobs) is often limited. In fact, the number of crystallographic parameters to be 
refined, 4N (i.e. xi, yi, zi, Bi, times N, where x, y, z are the positions and B is the 
thermal factor of each of N atoms). The ratio Nobs/4N may approach 1 or even may be 
lower than 1. In these cases the conventional least squares method fails. It has 
therefore become customary to increase formally the number of ‘observations’, by 
adding a stereochemical energy function (U) which contains information on the ideal 
stereochemical values of bond-lengths, bond-angles, non-bonded contacts, torsion 
angles, general planes etc. In this way the overall function to be minimized becomes 
C = Qx + kU    (1.28) 
where both Qx and U are functions of the atomic coordinates. U has the general form 
of  
 (1.29)  
In this way the atoms of a molecule are allowed to move within a sort of 
harmonic potential, keeping record of the positions suggested by the crystallographic 
term. For this reason this method of refinement has been called ‘restrained’ 
refinement. It should be noted that, U being a function of atomic coordinates, the 
number of variables is not increased by the addition of U (scaled by the constant k). 
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On the other hand, knowledge of the expected values for bond lengths etc. formally 
increases the Nobs/4N ratio.  
In some cases the restrained refinement of a protein structures can be locked in 
a local minimum. In order to overcome this, one can use extensive analysis of electron 
density maps, in conjunction with molecular graphics, or apply molecular dynamics 
(MD). In the latter case, eventually one takes advantage of the kinetic energy 
associated to each atom in the structure (at a given temperature) to overcome local 
potential energy barriers. In practice, MD cycles are coupled to crystallographic 
refinement through the combination of a sort of ‘effective potential’ resulting from the 
sum of the molecular potential energy to the crystallographic residual.  
In order to calculate a new atomic position at each ∆t time increment, ∆t must 
be very small (≈1 fs), such that the force acting on atom i is constant at a given 
temperature. In practice, structure factors (and Qx) are calculated once every 20-50 
cycles of MD, and their contribution is added to U in order to yield the ‘effective 
potential’ for which forces acting on the atoms are derived. In order to speed up the 
convergence of the method, the procedure can be run for some time at high simulation 
temperature (the so called simulated annealing). The basic idea of molecular 
dynamics is to rise the temperature sufficiently high for the atoms to overcome the 
energy barriers and then to cool slowly to approach a meaningful energy minimum.  
The agreement index between calculated and observed structure factors is 
represented by R-factor. 
R = (Σ hkl| |Fobs|- k|Fcalc| |) / (Σ hkl|Fobs|)  (1.30)  
The adjustment of the model consists of changing the positional parameters 
and the temperature factor for all atoms, except hydrogen atoms, which are generally 
not included in protein crystallography. The stereochemical information on bond 
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lengths, bond angles etc. can be applied in two different ways: constrained refinement 
in which the stereochemical information is taken as rigid and only dihedral angles can 
be varied and restrained refinement in which the stereochemical parameters are 
allowed to vary harmonically around a standard value. A desirable R-factor for a 
protein model should be less than 0.3. Though it depends on a number of factors, as a 
rule of thumb a good structure will have an R-factor in the range of 15% to 25%. The 
scattering factor expression is described with an isotropic model of the B factor, 
which assumes that an atom vibrates equally in all directions.Then the scattering 
factor of Eq. 1.10 becomes 
f = fo exp[-B (sin2θ / λ2)]   (1.31)  
 
1.9 VALIDATION 
1.9.1 The omit map 
The omit map is an electron density map calculated with observed structure 
factor amplitudes, |(Fobs)|, and phase angles calculated with about 80% of the correctly 
known structure. Deliberately, 20% of the structure will not be used for map 
calculation and generally, the omit map calculation is linked with simulated 
annealing. This method is used to verify that the electron density calculated at the 
omitted region reappears to cover this region without any significant deviation. The 
missing part should show up at only about half of the actual height in the omit map 
and the picture of the troublesome part can be improved by introducing a suitable 
weighting factor. A low weight should be given to the amplitudes of reflections for 
which the phase angles can be expected to differ considerably from the correct phase 
angles and higher weight given to reflections for which this difference can be 
expected to be small [Drenth, 1999]. In this way, the authenticity of the whole model 
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is verified by calculating several omit maps, omitting different portions of the 
molecule. 
For most protein structures, there is a very poor observation-to-parameter 
ratio. At a typical resolution (about 2.5 Å), there will only be about one observation 
for each parameter. Because there are not enough data, we typically supplement the 
diffraction data with restraints on geometry, which keep the bondlengths, angles and 
close contacts in a reasonable range. Accurate bond and angle parameters for X-ray 
protein structure refinement have been extracted from small molecular structural 
databases [Engh and Huber, 1991], which provide a reliable measure for ideal values. 
The conventional R-factor is the most widely accepted indicator of the general 
quality of a crystal structure. However, it is not a good independent validator, since it 
can be manipulated by excluding data or adding parameters to our advantage. A better 
indication of the fit between observed and calculated structure factors is the 'free R-
factor' [Brunger, 1992], which aids bias-free refinement by reporting overfitting. Rfree 
can be used to validate the accuracy of refinement. The idea is to leave a small portion 
of the data (5-10%) that is never used for refinement but is instead used to calculate 
Rfree, which is calculated in the same manner as the R-factor. It is very important that 
the observed data be split off at the very beginning of structure refinement into a 
working set (95% of reflections) and a free set (5% of data). As the refinement 
proceeds, Rfree also should drop along with R, and will usually be about 5-15% higher 
than R in value [McRee, 1999]. 
Also, the distribution of main-chain torsion angles is normally well restrained 
during refinement. The Ramachandran plot, which measures this distribution, is thus a 
good indicator of the quality of a structure and can be used for investigating the 
stereochemistry of the main chain folding, in which the dihedral angles φ and ψ for 
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each residue are plotted in a square matrix. Other indicators, such as the distribution 
of hydrophobic and hydrophilic amino acids are also verified to validate a structure. A 
number of programs like PROCHECK [Laskowski et al., 1993], WHAT_CHECK 
[Hooft et al., 1996], and SURVOL [Wodak et al., 1995], are used for the validation of 
macromolecular structures. Once all fixable structural anomalies have been addressed, 


















  30 
CHAPTER 2. BIOLOGICAL BACKGROUND 
 
2.1 BACTERIAL ADHESION 
An essential step in successful colonization by microbial pathogens in a 
disease is their ability to adhere to host cell surfaces and the underlying extracellular 
matrix. Although different pathogens can adhere to nearly any site in the body, each 
pathogen usually colonizes in one or a few particular sites in the host. The ability to 
adhere to specific host molecules enables a pathogen to target itself to a particular 
tissue within the body, thereby giving the pathogen tissue atropism [Cossart, 2000]. 
Most pathogens possess many molecules (adhesins) that mediate adherence to host 
cells and the extracellular matrix. These adhesins are responsible for recognizing and 
binding to specific receptor moieties of host cells. The receptor binding event may 
activate complex signal transduction cascades in the host cell that can have diverse 
consequences including the activation of innate host defenses, the subversion of 
cellular processes facilitating bacterial colonization or invasion. In addition, the 
binding event may also activate the expression of new genes in the microbe that are 
important in the pathogenic process.  
Bacterial adhesins are usually proteins that are located at the tip of a scaffold-
like structure on the bacterial surface which are assembled into hair-like appendages 
called pili or fimbriae. In other cases, the adhesins are directly associated with the 
microbial cell surface (nonpilus adhesins or afimbrial adhesins). Collectively, these 
adhesins and related structures are expressed in organisms associated with a broad 
range of diseases.  
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2.1.1 Fimbriae of Gram-negative bacteria 
There are four distinct mechanisms by which the diverse fimbrial organelles of 
Gram negative bacteria are assembled: (i) the chaperone-usher pathway (P pili and 
type 1 pili), (ii) the general secretion pathway (type IV pili), (iii) the extracellular 
nucleation-precipitation pathway (curli), and (iv) the alternate chaperone pathway 
(CS1 pili).  
 
• P pili and type 1 pili 
P pili are expressed on the surfaces of uropathogenic strains of Escherichia 
coli associated with acute pyelonephritis [Kallenius et al., 1981]. Type 1 pili are 
important virulence determinants expressed in E. coli as well as in most members of 
the Enterobacteriaceae family that mediate binding to mannose-oligosaccharides 
[Krogfelt et al., 1990]. 
 
• Type IV pili 
Type IV pili have been implicated in a variety of functions, including adhesion 
to host cell surfaces, twitching motility, modulation of target cell specificity, and 
bacteriophage adsorption. They are found on bacteria such as Pseudomonas 
aeruginosa, Neisseria gonorrhoeae, Moraxella bovis, Dichelobacter nodosus, Vibrio 
cholerae, and enteropathogenic E. coli (EPEC) [Tennent and Mattick, 1994]. 
 
• Curli 
Many clinical E. coli and Salmonella enteritidis isolates produce a class of 
thin, irregular, and highly aggregated surface structures known as curli [Collinson et 
al., 1991; Olsen et al., 1989]. These organelles mediate binding to a variety of host 
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proteins, including fibronectin [Olsen et al., 1989], plasminogen [Sjobring et al., 
1994], and human contact phase proteins [Ben et al., 1996].  
 
• CS1 pili  
CS1 pili are found on the surface of EPEC and are thought to be involved in 
colonization at the host intestine [Sakellaris et al., 1996].  
 
2.2 TYPE IV PILI 
Type IV pili are rod-like surface appendages produced by Gram-negative 
bacteria such as Pseudomonas aeroginosa, Neisseria gonorrhoeae,  Moraxella bovis, 
Myxococcus xanthus, and Vibrio cholerae, as well as enteropathogenic and 
enterotoxigenic Escherichia coli [Ottow, 1975; Pugsley, 1993; Strom and Lory, 
1993]. They are flexible, with a diameter of 6 to 7 nm and a length of up to 20 µm. 
They are produced at the polar position of the above bacterial cells. Many type IV pili 
play important roles in the attachment of bacterial pathogens to membranes of 
eukaryotic host cells, as do other pili [Hultgren et al., 1993; Strom and Lory, 1993]. 
Type IV pili are also associated with the twitching motility of various bacteria and 
with the social motility of myxobacteria [Wu and Kaiser, 1995]. 
 
2.2.1 General secretion pathway of type IV pili 
  This thesis is concerned about PilS, a protein that makes type IV pili in 
Salmonella typhi. The coordinated assembly of complex hetero-oligomeric organelles 
poses many special challenges to the bacterial cell, including the correct incorporation 
of individual subunits in a predefined order during biogenesis and the prevention of 
premature associations between intrinsically aggregative subunits. The assembly and 
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formation of type IV pili require the expression of several proteins including: (i) a 
prepilin peptidase that cleaves a short leader peptide from the subunits of pili (ii) an 
integral membrane protein located in the inner cytoplasmic membrane that may serve 
as a platform for fimbrial assembly (iii) a hydrophilic nucleotide-binding protein that 
is located in the cytoplasm or associated with the cytoplasmic face of the inner 
membrane which may energize secretion by ATP hydrolysis and (iv) an outer 
membrane (OM) component that forms a channel allowing the translocation of 
assembled pili through the OM [Alm and Mattick, 1997]. A total of 14 genes that are 
sufficient for the biogenesis of type IV pili in a heterologous E. coli host, including 
the periplasmic disulfide-bond oxidoreductase DsbA have been identified 
[Donnenberg et al., 1997]. This assembly system appears to function independently of 
any chaperone activity, which likely reflects the localization of the assembly platform 
within the inner membrane and the absence of a need to transport pilin monomers 
across the periplasm in a soluble form. A number of pilin-like proteins, which possess 
similar leader peptides and hydrophobic amino termini, are thought to assemble into a 
pilus-like secretion tube that is used in the secretion of a variety of proteases, toxins, 
and other extracellular factors across the OM [Pugsley, 1992; Pugsley, 1993]. This 
export machinery is known as the general secretion apparatus and has been shown to 
be dependent on some of the gene products that are involved in the assembly of type 
IV pili (e.g., signal peptidase). Therefore the type IV assembly machinery has been 
grouped as part of the general secretion pathway. 
 
2.2.2 Type IV pilus functions  
The assembly of pilin subunits into type IV pili creates a polymeric machinery 
to mediate diverse cellular functions, including surface motility, microcolony and 
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biofilm formation, host-cell adhesion, cell signalling, DNA uptake by natural 
transformation and phage attachment. For many Gram-negative pathogens, disruption 
of pilus assembly results in severely reduced virulence [Levine, et al., 1985; 
Herrington, et al., 1988; Tacket et al., 1998; Bieber et al., 1998], which highlights the 
crucial importance of pili to pathogenicity. An understanding of the subunit structure 
and assembly architecture that produce these extraordinary filaments is crucial for 
understanding the many pilus functions and for designing vaccines and therapeutics 
that are directed at blocking pilus activities. 
 
2.2.2.1 Surface motility 
Type IV pili are composed of thousands of copies of pilin, which form 
extremely thin (50–80 Å) filaments that are several microns in length. In spite of their 
narrow diameter, type IV pili are very strong, withstanding stress forces of greater 
than 100 pN [Merze et al., 2000; Maier et al., 2002]. Gram-negative bacteria use 
specialized forms of movement across semi-solid surfaces such as the mucosal 
epithelia. Type IV pilus-mediated movement is called twitching motility in 
Pseudomonas spp. and Neisseria spp., and gliding motility in Myxococcus xanthus, on 
the basis of microscopic observations of the motile bacteria [Kaiser, 1979; Bradley, 
1980]. Surface motility involves pilus retraction, where the pili attach nonspecifically 
to mucosal surfaces and are retracted into the bacterium, thereby pulling the cells 
along [Bradley, 1980; Merz et al., 2000; Sun et al., 2000; Skerker and Berg, 2001; 
Maier et al., 2002]. This process requires a retraction ATPase motor – PilT in 
Pseudomonas spp. and Neisseria spp. which is likely to associate with the inner 
membrane [Whitchurch et al., 1991; Merz et al., 2000; Wolfgang et al., 2000; Maier 
et al., 2002]. The pili are retracted by disassembling into pilin subunits, which become 
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distributed throughout both the inner and outer membranes, only to be recycled back 
into new pili [Fussenegger et al., 1997; Wolfgang et al., 2000; Skerker and Berg, 
2001]. The structural results for the pilin subunits indicate that the exposed half of the 
N-terminal α-helix, α1-N, would be solubilized in the lipid bilayer and the central 
domain would sit on the phospholipid head groups. There is a distinct positively 
charged patch at the bottom of the central domain in the known pilin structures which 
could complement the negatively charged phosphate groups of the phospholipids 
[Craig et al., 2006]. 
 
2.2.2.2 Microcolony and biofilm formation 
Type IV pili of many Gram-negative bacteria, aggregate, causing the cells to 
'autoagglutinate' or 'autoaggregate', in vitro and form discrete three-dimensional 
microcolonies on target tissues. This effectively concentrates the cells (and their 
toxins) at the site of infection and affords protection from the host immune response. 
Microcolony formation is observed for P. aeruginosa, N. gonorrhoeae, N. 
meningitidis, V. cholerae, EPEC and ETEC. Using mutational analysis, a discrete 
segment within the D-region of V. cholerae TcpA was identified as being involved in 
pilus–pilus interactions. Charged residues within this region were mutated to alanine, 
and these mutations were shown to have an effect on pilus bundling, 
autoagglutination, microcolony formation and colonization in infant mouse [Kirn et 
al., 2000]. Residues in this region, also known as the interaction domain, map to a 
surface-exposed section of TcpA in the TCP model [Craig et al., 2003].  
Unlike V. cholerae, which forms stable aggregates after overnight growth in 
liquid culture [Kirn et al., 2000], EPEC strains can form microcolonies on cultured 
epithelial cells and in the human intestine [Donnenberg et al., 1997; Bieber et 
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al.,1998; Hicks et al 1998] in a process known as localized adherence [Scaletsky et 
al., 1984]. Both autoaggregation and EPEC microcolony formation require the type IV 
bundle-forming pilus (Bfp) [Giron et al., 1991; Bieber et al.,1998; Knutton et al., 
1999], which forms rope-like bundles that hold the bacteria together. The importance 
of microcolony dispersion in EPEC pathogenesis is highlighted by a study that 
showed that BfpF mutants could infect human volunteers but were 200-fold less 
virulent than wild-type EPEC [Bieber et al.,1998]. Dispersal from microcolonies 
might trigger the release of additional EPEC virulence factors or aid in dissemination 
to new infection sites. So, BfpF and its ATPase analogs are important components in 
type IV pilus-mediated pathogenesis. Interestingly, no PilT homologs are encoded in 
the tcp operon and pilus retraction has not been observed for V. cholerae cells. 
The combination of pilus-mediated motility and microcolony formation can 
also have a role in the formation of biofilms, which can render the bacteria resistant to 
host immune response, antibiotics and therapeutics, thereby leading to persistent 
infections that are difficult to eradicate [O'Toole and Kolter, 1998]. Time-lapse 
confocal laser-scanning microscopy has shown that non-motile subpopulations of P. 
aeruginosa cells form stalks that are subsequently capped by migrating bacteria to 
form mushroom-like biofilms [Klausen et al., 2003]. This bacterial migration requires 
type IV-pilus-mediated twitching motility. These observations illustrate the 
complexity and inter-relationships of the type IV pilus functions. 
 
2.2.2.3 Host-cell adhesion 
Adherence of a pathogen to host cells is critical for the initiation of infection 
and this is achieved predominantly by type IV pili. Adhesion has been best studied for 
the type IVa PAK and GC pili, but might also be a function of the type IVb pili of S. 
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typhi and E. coli [Tobe and Sasakawa, 2001; Tobe and Sasakawa, 2002; Tsui et al., 
2003]. The PAK pili are the dominant adhesins in P. aeruginosa that bind to the 
mucosal surface [Woods et al., 1980; Doig et al., 1988], mainly at the glycolipids 
asialo-GM1 and asialo-GM2 on epithelial cell surfaces [Krivan et al., 1988a; Krivan 
et al., 1988b; Ramphal et al., 1991]. A receptor-binding loop has been mapped to 
PAK pilin residues 128–144 [Doig et al., 1989; Lee et al., 1989; Doig et al., 1990; 
Farinha et al., 1994]. This region has substantial sequence variability among different 
P. aeruginosa strains, all of which recognize the same receptors [Ramphal et al., 
1984]. Also, pathogenic Neisseria spp. requires the type IV pili to attach to human 
epithelial cells in the initial stages of infection [Kellog et al., 1968; Swanson, 1973; 
Swanson et al., 1987]. The pilus receptor is thought to be the transmembrane 
glycoprotein CD46 [Kallstrom et al., 1997], which is present on all human cells 
except erythrocytes and is involved in complement activation [Liszewski et al., 1991]. 
In N. gonorrhoeae, binding is mediated by direct interactions between CD46 and the 
central domain of GC pilin [Rytkonen et al., 2001]. PilC, which is a 110-kDa protein 
that co-purifies with the pili and localizes to the pilus tip is required for pilus 
biogenesis and adhesion, and has been shown to interact directly with CD46 [Jonsson 
et al., 1991; Rudel et al., 1992; Jonsson et al., 1994; Nassif et al., 1994]. Rudel and 
co-workers have shown that PilC is present at the ends of N. gonorrhoeae type IV 
pili, and implicated this protein in adhesion by showing PilC-mediated inhibition of 
pilus-mediated attachment of N. gonorrhoeae and N. meningitidis to human epithelial 
cells [Rudel et al., 1995]. Pilus-mediated adhesion requires a third component, PilV, 
which is expressed in small amounts and also co-purifies with GC pili [Larsen et al., 
2001]. PilV is a ~14 kDa protein that shares homology with the GC pilin in the 
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conserved N-terminal region which suggests that it is incorporated into pilus filaments 
and may function to present PilC to CD46. 
 
2.2.2.4 Cell signaling 
Type-IV-pilus-mediated adherence of N. gonorrhoeae and N. meningitidis is a 
crucial early event in infection. Type IV pili bind to CD46 on human epithelial cells, 
which in turn induces an increase in the concentration of cytosolic free calcium, 
which has a central role in signal transduction [Kallstrom and Jonsson, 1998; Ayala et 
al., 2001]. This is true in the case of both intact neisserial cells and purified pili, and 
the effect can be blocked with antibodies to CD46 [Kallstrom and Jonsson, 1998].  
 
2.2.2.5 Apoptosis 
The type IV pili might also have a role in apoptosis signaling, as P. 
aeruginosa induced apoptosis of human epithelial cells is substantially reduced in 
non-piliated cells [Jendrossek et al., 2003]. Similarly, in another study a correlation 
has been observed between Bfp expression and the ability of EPEC to induce 
apoptosis [Abul-Milh et al., 2001]. As the type IV pili are required for efficient 
colonization, it is not yet clear whether their effect on apoptosis is direct, or involves 
additional bacterial factors or adhesins. Moreover, the type IV pili also modulate the 
immune system, which might contribute to virulence. Binding of GC pili to CD46, 
which is a complement activator, causes epithelial cells to shed CD46 [Gill et al., 
2003], and GC pili have also been shown to bind to the human complement regulator 
C4-binding protein through PilC [Blom et al., 2001]. These studies indicate that the 
functions of the type IV pili might extend beyond their role in host cell colonization, 
highlighting their importance in bacterial pathogenesis. 
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2.2.2.6 DNA binding 
The type IV pili and their retraction ATPases are central to natural 
transformation in N. gonorrhoeae. Expression of the type IV pili in N. gonorrhoeae 
cells increases the transformation frequency 1,000-fold [Drake et al., 1995; Freitag et 
al., 1995; Tonjum et al., 1995]. DNA binding and uptake occur in two discrete steps, 
with DNA binding requiring the type IV pili and ComP (a pilin like protein) and DNA 
uptake, which requires functional PilT and ComE (a periplasmic DNA-binding 
protein) [Aas et al., 2002]. The emerging view of type IV-pilus-dependent DNA 
translocation is that DNA binds to the type IV pili and is transported into cells 
together with retracting pili, rather than travelling through a channel in the pilus core 
as had been proposed previously [Karaolis et al., 1999]. The structural analyses of 
pilin subunits and pilus filaments indicate that there is insufficient space in the pilus 
core to accommodate DNA, and the surface chemistry is not complementary [Craig et 
al., 2003]. The P. aeruginosa type IV pili, PAK, K122-4, and KB-7, have been 
observed to bind to both bacterial plasmid and salmon sperm. Pilus-mediated DNA 
binding could be important for biofilm formation both in vivo during an infection and 
ex vivo on abiotic surfaces [Schaik et al., 2005]. 
 
2.2.3 Characteristics of type IV pili 
Pili are grouped from a rather divergent collection of Gram-negative micro-
organisms to form the type IV class according to similarities in amino acid sequences 
of the pilin polypeptide. The type IV pili are composed of pilin subunits [Strom and 
Lory, 1993]. The type IV pilin family is usually divided into two groups. Group A 
consists of pilins from P. aeroginosa [Johnson et al., 1986], N. gonorrhoeae [Meyer 
et al., 1984], N. meningitidis [Potts and Saunders, 1988], M. bovis [Marrs et al., 1985], 
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M. lacunata [Marrs et al., 1990], M. nonliquefaciens [Tonjum et al., 1991], 
Branhamella catarrhalis [Marrs and Weir, 1990] and Eikenella corrodens [Tonjum et 
al., 1993]. They are closely related in their amino acid sequences and are produced 
from prepilin molecules through the cleavage of 6 to 7 amino acid signal peptides. 
The N-terminal amino acid of type IVa mature pilins is mostly phenylalanine and is N 
methylated. The amino acid sequence homology of this family extends into the 
mature polypeptide and is most pronounced near the amino terminus. Because the 
amino terminal domain of these polypepetides is highly conserved, it is often referred 
as constant domain. This domain has a strong hydrophobic character that is 
interrupted by an invariant glutamic acid residue located exactly five amino acids 
from the mature amino terminus. The middle section of the polypeptides is 
considerably less homologous and contains the variable domain that comprises the 
antigenic epitopes of these pili. Another region of homology near the carboxy 
terminus contains a characteristic pair of cysteines, forming a disulphide loop. 
The second group of the type IV family, the group B pilins, includes the pilus 
of Salmonella typhi, the toxin-coregulated pilus (Tcp) in V. cholerae [Ogierman et al., 
1993], the bundle-forming pilus (Bfp) in enteropathogenic E. coli [Sohel et al., 1996; 
Stone et al., 1996] and the longus pilus of enterotoxigenic E. coli [Giron et al., 1997]. 
The Tcp and Bfp pilins are homologous with each other and with the members of type 
IVa pilins near their amino termini, including the location of the invariant glutamic 
acid within the hydrophobic region. The N-terminal amino acid of type IVb mature 
pilins is methionine (Tcp) or leucine (Bfp). Although the carboxy-terminal regions of 
type IVb pilin members differ, they do contain a pair of cysteines that form an 
intrachain disulphide bond. The precursors of Tcp and Bfp are synthesized with 
longer leader peptides than those of group A, 25 and 13 amino acids, respectively, 
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with a net basic character. Within the N-terminal 25-residue hydrophobic stretch there 
is a single charged residue, Glu5, which is conserved in all but one of the type IV 
pilins that have been identified so far. The only exception is S. typhi PilS, has an 
alanine at position 5, but at position 4 it has an aspartate, which might be a functional 
substitute for Glu5. 
 The C-terminal amino acid (glycine) of signal peptides and the 5th amino acid 
(glutamic acid) of mature pilins are completely conserved among type IVa and IVb 
prepilins and their related proteins except in S. typhi PilS. A long hydrophobic 
segment is present at the N-terminal region of mature pilins. Cleavage of signal 
peptides from prepilns is carried out by a signal peptidase, which is specific for type 
IV prepilins such as PilD protein of P. aeroginosa [Strom et al., 1993]. The same 
signal peptidase protein also performs N-methylation of mature pilins. 
 
2.2.4 The pilin structure 
 Comparison of these structures reveals a conserved N terminal α-helix and a 
structural core that function in pilus assembly, a structurally variable protein surface 
and different protein folds for the type IVa and IVb pilins. Of the five pilin structures, 
PAK pilin and TcpA show the most marked differences in protein length, sequence 
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  a.       b. 
 
Figure 2-1. Comparision of the topology between (a) type IVa ; PAK 
pilin and (b) type IVb ; TcpA [Craig et al., 2003]. 
 
• The N-terminal α-helix 
Type IV pilins share a similar architecture, each having an extended N-
terminal α-helical spine which is known as α1 and is about 85 Å in length (about 53 
residues). The the C-terminal half of this helix is embedded in a central β-sheet 
domain. This helix is an important component of the protein, mediating pilus 
assembly by forming a hydrophobic helical bundle in the filament core. The 
protruding half of α1, α1-N, is primarily hydrophobic, whereas the buried half, α1-C, 
is amphipathic. The hydrophobic face of α1-C interacts with the central domain and 
the hydrophilic face is exposed on the surface of the protein but is expected to be 
buried in the core in an assembled pilus.  
 
• The central β-sheet domain 
Different protein folds have been observed for the central domain of the type 
IVa and IVb pilin classes. In all five type IV pilin structures that have been 
determined so far, the dominant features of the central domain are the α1-C of the N-
terminal α-helix and the antiparallel seven-stranded β-sheet. In the type IVa pilin 
structures, the β-sheet shows N to N+1 nearest neighbor connectivity, and its 
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interaction with α1-C forms an αβ-roll fold, as first described for the GC pilin [Parge 
et al., 1995]. 
 
• Structurally variable 'edges' 
Two regions that flank the β-sheet of the type IV pilins show substantial 
sequence, length and structural variation. They are the αβ-loop, which connects the 
N-terminal α-helix to the β-sheet and the disulphide-bridge (known as D-region), 
which is adjacent to the β-sheet and is delineated by two conserved cysteines. These 
regions form the outer edges of the central head domain and are predicted to form the 
main interaction interfaces between neighbouring subunits in assembled pilus 
filaments and define the surface chemistry, thereby the diverse functions of the type 
IV pili. 
The αβ-loop is located on one side of the central domain and, in addition to 
being partially exposed on the pilus surface, is involved in subunit–subunit 
interactions in the assembled pilus [Parge et al., 1995; Forest and Tainer, 1997; Craig 
et al., 2003]. The D-region is bound by the two conserved C-terminal cysteines, which 
form a disulphide bridge that is essential for pilus assembly [Zhang and Donnenberg, 
1996; Kirn et al., 2000]. The disulphide bridge links the structurally variable D-region 
to the conserved structural core of the central domain. The length of the D-region 
varies markedly among all type IV pilins, and is usually larger in the type IVb pilins 
than in the type IVa pilins, approximately 55 and 22 amino acids, respectively. 
 
2.3  THE TYPE IVB PILI OF S. TYPHI  
The genomic map of the bacterium S. typhi Ty2, the causative organism of the 
typhoid fever has been determined by pulsed-field gel electrophoresis [Liu and 
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Sanderson, 1995]. The gene order on the chromosomes of E. coli K-12 and S. 
typhimurium LT2 is remarkably conserved. However, the gene order in S. typhi Ty2 is 
different, suggesting that it has undergone major genomic rearrangements during its 
evolution. These rearrangements include inversions and transpositions in the 7 DNA 
fragments between the seven rrn operons for rRNA (postulated to be due to 
homologous recombination in these rrn genes), another inversion that covers the 
replication terminus region (resembling inversions that are found in other enteric 
bacteria), and at least three insertions, one as large as 118 kb [Liu and Sanderson, 
1995]. This large insertion or ‘pathogenicity island’ is not found in the chromosome 
of S. typhimurium [Zhang et al., 1997]. 
DNA sequencing within the major pathogenicity island further identified 
11 pil genes that apparently form a pil operon, from pilL to pilV [Zhang et al., 2000]. 
The pilV gene is the last gene in the operon which is responsible for producing the 
R64 ‘thin pilus’ that adheres to potential recipient bacteria prior to liquid mating (the 
R64-bearing cell is the donor). The PilV-containing pili are the type IV pili [Kim and 
Komano, 1997]. Recipient specificity is mediated by the variation in the pilV C-
terminus. Thus strains of Escherichia, Salmonella, or Shigella are preferentially 
chosen as recipients in mating as the C-terminal specificity of the PilV protein is 
altered by site-specific recombination [Komano et al., 1994].  
 
2.3.1 Role in pathogenesis 
Typhoid fever is a systemic bacterial disease caused primarily by Salmonella 
enterica serovar typhi, abbreviated as S. typhi. S. typhi is transmitted via the fecal-oral 
route either directly from person to person or by ingestion of food or water 
contaminated with faeces or urine. Shellfish harvested from sewage contaminated 
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water are potential vehicles , as are fruits and vegetables grown in soil fertilized with 
human waste in developing countries. 
The type IVb pilus operon of S. typhi contains the pilS gene, which encodes a 
structural pilin [Kim and Komano, 1997; Zhang et al., 2000]. A pilS mutant of 
serovar typhi exhibits much reduced adhesion to and invasion of human 
gastrointestinal epithelial cells in vitro [Zhang et al., 2000]. Also, in their study on the 
soluble and purified pre-PilS protein (retaining the signal sequence that is normally 
cleaved when the protein is excreted to form insoluble pili based on polymerized PilS) 
suggests a mode of inhibition of bacterial invasion.  
Site-specific recombination plays an important role in DNA rearrangements in 
prokaryotic organisms. DNA rearrangement in a region that is designated ‘shufflon’ 
was first discovered in the IncI1 plasmid R64 [Komano et al., 1987]. The shufflon is 
the C-terminal region of the pilV gene, which encodes pilus-tip adhesions [Komano et 
al., 1994]. In R64, the shufflon is composed of four DNA segments, termed A, B, C 
and D. These segments are flanked by seven 19 bp repeat sequences (both direct and 
inverted).  
The pil operon ends with a simple shufflon, and a recombinase gene product 
(Rci) that inverts DNA in the C-terminal region of the pilV gene to allow the synthesis 
of two distinct PilV proteins, PilV1 and PilV2 (which are presumptive minor pilus 
proteins). The Type IVb pili mediate bacterial self-association, but only when the 
PilV1 and PilV2 proteins are not expressed. This may be achieved in wild-type 
serovar typhi by rapid DNA inversion activity of the shufflon. The inversion activity 
inhibits the expression of genes that are inserted between the 19-bp inverted repeats 
used for Rci-mediated recombination and the activity of Rci increases when DNA is 
supercoiled. Serovar typhi self-associates under conditions such as low oxygen 
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tension in the gut that favor DNA supercoiling. An early step in serovar typhi 
pathogenesis may be type IVb pilus-mediated self-association of bacteria in the 
anaerobic human small intestine prior to invasion of the human gut epithelium. The 
suggested type IVb pilus-dependent step in the typhoid fever pathogenesis may 
partially explain the enhanced invasiveness of serovar typhi in humans [Morris et al., 
2003]. These data indicate that the type IVb pili play an important function in the 
pathogenesis of serovar typhi in humans. 
 
2.3.2 The receptor of S. typhi 
 
S. typhi causes typhoid or the enteric fever and initiates infection by entering 
the enterocytes and specialized M cells of the small intestine. After entry, the 
bacterium is translocated to the intestinal submucosa and is ingested by host 
macrophages. The mechanism by which serovar typhi enters enterocytes is complex 
and involves intercellular adhesins [Finlay et al., 1989] and intracellular signaling 
components which modify the host cell cytoskeletal [Francis et al., 1993] and 
vacuolar [Portillo and Finlay, 1994] organization. This process is initiated when 
adhesins and signaling components are delivered into the host cell by the bacterium 
using the bacterial type III secretion apparatus [Finlay et al., 1989]. Since assembly of 
the type III secretion apparatus is stimulated by bacterium-epithelial cell contact 
[Ginocchio et al., 1994], early interactions between serovar typhi and the epithelial 
cell play an important role in the initiation of infection. 
 The cystic fibrosis transmembrane conductance regulator (CFTR), an 
epithelial chloride channel, is a receptor for serovar typhi [Pier et al., 1998], Fig. 2-2. 
The CFTR belongs to a family of ATP-binding cassette transporters [Higgins, 1995]. 
Between two motifs in CFTR, each containing a membrane-spanning domain and a 
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nucleotide binding fold (NBF), resides an intracellular regulatory (R) domain of ~240 
amino acids. [Riordan et al., 1989]. Lipopolysaccharide (LPS), the bacterial ligand for 
CFTR, co-localizes with the CFTR protein on the surface of epithelial cells [Lyczak et 
al., 2001] and competitive inhibitors specific for CFTR or LPS significantly reduce 
bacterial entry into epithelial cells, as do mutations that affect the synthesis of CFTR 
or LPS. 
 
Figure 2-2. Proposed domain structure of the CFTR protein within the 
cell membrane.  
 
Lyczak and Pier have shown that the CFTR protein, which serves as an 
epithelial cell receptor mediating the ingestion of serovar typhi, is rapidly trafficked 
to the plasma membrane of epithelial cells following infection. This increase is 
brought about by a redistribution of the CFTR protein from the cytoplasm to the 
plasma membrane, and not by de novo synthesis of the CFTR protein. Thus, the early 
interactions between serovar typhi and intestinal epithelial cells depend on alterations 
to both the bacterial ligand, LPS [Lyczak et al., 2001] and the cellular localization of 
its host receptor, CFTR. A heat and protease sensitive factor, produced by serovar 
typhi, is necessary for CFTR redistribution. CFTR redistribution is shown to promote 
invasion by Salmonella cells that utilize the CFTR receptor but has no effect on 
invasion by Salmonella cells that do not utilize this receptor. Efforts are under way to 
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identify the active factor in the extract and identification of the chemical properties of 
this factor and its mode of interaction with the gastric mucosal epithelium may 
provide targets for manipulation or interference with the bacterial invasion process 
[Lyczak and Pier, 2002]. The PilS protein of the type IVb S. typhi pili binds to the 15-
mer peptide (GRIIASYDPDNKEER) that corresponds to the first extracellular 
domain of human CFTR (residues 103-117) in the INT407 cell membrane [Tsui et al., 
2003]. 
 
2.3.3 Cystic fibrosis and typhoid fever 
The function of the CFTR protein has been intensely studied since the genes 
that encode mutant forms of CFTR give rise to the autosomal recessive disorder cystic 
fibrosis (CF) [Kerem et al., 1989]. CFTR regulates the secretion of ions across 
epithelia in many tissues [Schwiebert et al., 1999], and loss of CFTR function has 
dramatic negative effects on pancreatic function, nutrient absorption, the development 
of the male reproductive system, and the composition and consistency of skin and 
airway secretions [Lyczak et al., 2002]. Lyczak and his group have previously shown 
that in addition to these roles, the CFTR protein functions as a receptor for the 
bacterium P. aeruginosa [Pier et al., 1997; Pier et al., 1996a; Pier et al., 1996b], the 
primary cause of morbidity and mortality among CF patients as a result of chronic 
lung infection. 
Pier [Pier et al., 1996b] suggests that the cftr allele confers a heterozygote 
advantage for resistance to the typhoid fever. They have evidence that S. typhi invades 
gastrointestinal cells by attaching to the normal CFTR protein as a first step in 
eventual infection of the bloodstream. Compounds that attach to and block the CFTR 
protein also block the entrance of S. typhi into cells and the typhoid bacteria are 
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unable to bind to the mutant cftr produced by the most common CF allele [Pier et al., 
1998]. 
 
2.4 THE PURPOSE OF THIS STUDY 
An important challenge in biology is to explain how proteins, like the type IV 
pilins, function as domains in the formation of larger assemblies that are crucial for 
numerous cell processes. Furthermore, individual pilin subunits are insoluble which 
makes crystallization and nuclear magnetic resonance (NMR) experiments relatively 
very difficult.  
The aim of our project is to determine the crystal structure of PilS, the type 
IVb structural pilin to secure a clear understanding of the subunit structure and also to 
study the potential residues that are essential for receptor binding. We have also 
determined the structure of the PilS protein and the 10-residue CFTR peptide complex 
in order to understand the interactions. Also, we will pave ways to use our results to 
design antibodies that can block the attachment of the typhi bacterium to the intestinal 
epithelial cells. We have also explored the implications of the conserved disulphide 
bond in type IV pilins which links the structurally variable D-region to the conserved 
structural core of the central β-sheet domain. 
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CHAPTER 3. MATERIALS AND METHODS 
 
3.1 EXPRESSION AND PURIFICATION OF RECOMBINANT PILS 
The gene encoding the 26 N-terminal amino acid truncated type IVb structural 
pilin monomer (∆PilS) from S. typhi was sub-cloned into the modified pET-32a 
(Novagen) vector (with the S-tag and thioredoxin gene removed). The protein was 
expressed with an N-terminal hexa-histidine tag in E. coli; strain BL21 (DE3) as 
inclusion bodies. The culture was grown to an OD600 of 0.4 and protein expression 
was induced by the addition of isopropyl β-D-thiogalactopyranoside to a final 
concentration of 0.3 mM and the growth of cells was continued at 37 °C for 4 h. The 
pellet was suspended in ice cold buffer A [50 mM Tris -HCl (pH 8.0), 0.5 M NaCl] 
and subjected to sonication. The crude lysate was centrifuged at 42,400g for 45 min at 
4 °C and the pellet was resuspended in ice cold denaturing lysis buffer containing 6 M 
GnHCl and centrifuged as mentioned earlier. The supernatant was applied to Talon 
resin (Clontech) and allowed to bind overnight at 4 °C. Loosely bound contaminant 
proteins were removed by a wash with buffer A containing 20 mM imidazole. The 
∆PilS protein was eluted using buffer A containing 150 mM imidazole (Fig 3-1). The 
affinity purified protein was then refolded by rapid 30 times dilution in ice cold buffer 
B [50 mM Tris (pH 8), 0.5 M NaCl]. The protein was concentrated using an Amicon 
cell concentrator (Millipore). The concentrated protein was then cleaved using 
thrombin (2 units/mg protein) and the cleaved protein containing residues 26–181 was 
then subjected to gel filtration on a Hiload 16/60 superdex- 75 column (Pharmacia) 
that was previously equilibrated with high salt wash buffer [20 mM Tris (pH 8), 0.5M 
Na2SO4] (Fig 3-2). The purified protein was analyzed by SDS- PAGE, DLS and 
MALDI-TOF to confirm purity and homogeneity and concentrated to17 mg mL-1.  
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Figure 3-1. SDS-PAGE showing the expression and affinity 
chromatographic purification of ∆PilS. M – Low Molecular Weight 
Marker, Lane 1 – Cell lysate before induction, Lane 2 – Whole cell 
lysate 4hrs after induction, Lane 3 –protein extracted in GnHCl buffer, 
Lane 4 – Flow through from affinity chromatography column, Lane 5 – 
Wash buffer with 20mM Imidazole, Lane 6 – ∆PilS protein bound to 
the His tag column, Lane 7 – Refolded protein cleaved with thrombin 
and concentrated. 
 
Selenomethionine (SeMet) ∆PilS was also produced in E.coli, strain BL21 
(DE3) cells [Doublie, 1997]. 5 mL culture was grown overnight at 37 °C in LB 
medium containing 100 µg mL-1 ampicillin. Cells were pelleted by centrifugation, 
resuspended in M9 minimal media, and pelleted and resuspended twice. The cell 
suspension was used to inoculate 1L pre-warmed (37 °C) M9 minimal media, 
supplemented with 0.4% glucose, 100 mg L-1 lysine, phenylalanine and threonine 
each, 50 mg L-1 isoleucine, leucine and valine each and 25 mg L-1 SeMet. The culture 
was grown to an OD600 of 0.6, protein expression was induced by the addition of 
isopropyl β-D-thiogalactopyranoside to a final concentration of 0.3 mM and the 
growth of cells was continued at 37 °C for 6 h. SeMet substituted ∆PilS was purified  
  14 kDa 
 20.1 kDa 
30 kDa  
  45 kDa 
66 kDa
97 kDa
M 1 2 3 4 5 6 7
  52 
 
Figure 3-2. Size exclusion chromatographic purification of ∆PilS 
protein. The higher peak at around 70mL corresponds to ∆PilS protein. 
 
as described earlier for the native protein except that 2-mercaptoethanol was used at 1 
mM concentration in all buffers to avoid oxidation of Se. 
 
3.2 BIOPHYSICAL CHARACTERIZATION 
3.2.1 Dynamic light scattering 
Dynamic light scattering (DLS) experiments on purified ∆PilS were 
performed using a DynaPro™ (Protein Solutions™) dynamic light-scattering 
instrument. The quality of the protein sample was monitored for the presence of any 
aggregation before setting up for crystallization. Experiments were carried out at 
20 °C. 20 autocorrelations were performed for each sample, corresponding to the time 
intervals of ca. 8 min. The polydispersity index was lower than 0.1 for all protein 
samples. The molecular weight determined from DLS was 23.1 kDa (Fig 3-3). 
  53 
 
Figure 3-3. DLS profile of ∆PilS protein. 
 
3.2.2 Mass spectrometry 
The mass of the protein was determined by Matrix Assisted Laser Desorption 
Ionization Time-of-flight Mass Spectrometry (MALDI TOF-MS) using a Voyager-
DE™ Biospectrometry workstation equipped with a 337 nm nitrogen laser. To obtain 
a good signal-to-noise ratio, 150-200 single shot spectra were collected. Saturated 
sinapinic acid in 50% acetonitrile was used as the matrix. The fractionated protein 
(0.5 µL) was mixed with 0.5 µL of the matrix and dried on a 96×2 sample holder prior 
to analysis. The molecular weight was determined to be 16,624.83 Da, which includes 
the nine extra residues from the construct.  
Similarly to determine the molecular weight of the protein crystals, the 
crystals were dissolved in a denaturing buffer [8M Urea, 20mM Tris] and determined 






  54 
 
 
Figure 3-4. Mass Spectrometry for ∆PilS crystals 
 
3.3 CRYSTALLIZATION 
Initial crystallization screenings were performed using the hanging drop and 
sitting drop vapor diffusion techniques with 1 mL reservoir solutions using 
commercially available crystallization screens. Native ∆PilS was crystallized with 
condition 33 from Hampton Research Crystal Screen 1 (4 M sodium formate) 
[Jancarik and Kim, 1991]. Crystals of average size 0.1 x 0.1 x 0.2 mm3 appeared 
within 2-3 days (Fig. 3-5a). SeMet ∆PilS crystals also grew under identical conditions 
(Fig. 3-5b). A mixture of equal amount of mineral oil and paratone was used as 
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Figure 3-5. (a) Native and (b) Selenomethionine ∆PilS crystals 
 
3.4 DATA COLLECTION AND PROCESSING  
Data collection on the native ∆PilS crystal was performed at -170 °C, 
wavelength 1.5418 Å on a Rigaku R-AXIS IV imaging plate detector, mounted on a 
Rigaku RU-H3 rotating anode X-ray generator. MAD data for the SeMet ∆PilS 
crystal were collected at the synchrotron beamline X12C (National Synchrotron Light 
Source) using the Brandeis B4 charge-coupled device detector. Three data sets were 
collected to 2.1 Å resolution from a single crystal using the appropriate peak, 
inflection and remote wavelengths that were selected from a selenium-absorption 
spectrum. Data were collected as a series of 1° oscillation images covering a crystal 
rotation range of 360°. The native and the anomalous data were indexed, integrated 
and scaled using the HKL2000 suite of programs [Otwinowski and Minor, 1997]. The 
Matthews coefficient confirms the presence of 2 molecules in the asymmetric unit 





  (a)  
  (b)  
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3.4.1 Molecular symmetry 
To test the presence of non-crystallographic symmetry, a self-rotation function 
was calculated using the program POLARRFN from the CCP4 suite of programs 
[Collaborative Computational Project, Number 4, 1994]. Fig. 3-6 shows the κ = 180° 
from a self-rotation function calculated using all data between 10 and 3 Å resolution 
and an integration radius of 20 Å.  
 
Figure 3-6. The κ= 180° section from the self-rotation function of ∆PilS  
 
3.5 MODEL BUILDING AND REFINEMENT 
3.5.1 Selenium position determination.  
Because structure determination by molecular replacement was unsuccessful, 
the structure was phased by the multiple wavelength anomalous diffraction method, 
using three 2.1 Å SeMet data sets. There are 6 methionine in the sequence. The data 
collection statistics are given in Table 3-1. The selenium substituted structure was 
solved using the anomalous difference Patterson map in BnP [Weeks et al., 2002], 
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which found ten of the twelve selenium sites in the protein. The resulting phases were 
channeled into RESOLVE [Terwilliger, 2002] for density modification and automated 
model building and initial refinements were carried out using Refmac5 of the CCP4 
suite (Murshudov et al., 1997). Automated model building with the use of the 
ARP/wARP program version 6.0 [Perrakis et al., 1999; Morris et al., 2002] was used 
to place the remaining side chains. No NCS restraints were used in refinement. 
Manual correction of the model was accomplished with the graphics software O 
[Jones et al., 1991] and refinement was carried out with CNS [Brunger et al., 1998]. 
  
Table 3-1. Data collection and analysis. Values in parentheses are for the highest 
resolution shell (Native 1.97-1.90, SetMet 2.18-2.10 Å). 
_____________________________________________________________________ 
Unit-cell parameters (Å) a = 77.88, b = 114.53 and c = 31.75 
 Space group  P21212 
Native  Peak   Inflection  Remote    
Resolution (Å) 1.9  2.1  2.1  2.1 
Wavelength (Å) 1.5418  0.97939 0.97978 0.95 
Total reflections 100163 244670 238459 112778 
Unique reflections 23297  17461  17522  16481  
Completeness (%) 99.0 (98.7) 99.8 (98.3) 99.9 (98.9) 99.9 (99.7) 
Redundancy  3.9 (4.3) 7.7 (6.5) 7.6 (5.1) 6.5 (5.6)  
1Rsym   0.021 (0.17) 0.069 (0.29) 0.056 (0.36) 0.054 (0.44) 
I/σ (I)   25.3 (7.4) 49.9 (7.0) 49.1 (3.9) 32.8 (2.7) 
_____________________________________________________________________ 
1Rsym = ∑hkl∑i [|Ii(hkl) – <I(hkl)>| ] / ∑hklI(hkl) 
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3.5.2 Structure refinement of ∆PilS 
2.1 Å model was used for rigid body refinement against the 1.9 Å native data. 
Refinement of ∆PilS started with the calculation of 2Fo-Fc and Fo-Fc maps. The first 
refinement started from an R-factor of 0.37 with the atomic temperature factor fixed 
at 20 Å2. In the initial stages, only the atomic coordinates were refined. The restraints 
on geometry were adjusted by adapting the relative weight of the contribution of the 
X-ray data. In later stages, temperature factors were allowed to refine isotropically 
and water molecules were picked up in the water_pick program of CNS from the Fo–
Fc map at 3.0 σ level and checked with the 2 Fo–Fc map at the 2.0 σ level. Positional 
and temperature refinement was repeatedly performed until the structure was refined. 
The geometry of the final model was checked with PROCHECK [Laskowski et al., 
1993] 
 
3.6 ∆PILS-PEPTIDE COMPLEX AND REDUCED ∆PILS STRUCTURES 
3.6.1 Crystallization 
Initial attempts to crytallize the ∆PilS protein and the CFTR peptide 
(SYDPNEEER) complex were performed by incubating the complex (294K) for two 
days before setting up for crystallization. Crystals were grown in the same condition 
as native ∆PilS crystals. Unfortunately these crystals did not contain the peptide 
(checked with SDS-PAGE and mass spectrometry of the crystal and the 2Fo-Fc map). 
Therefore attempts were made to soak the native crystals in solutions containing 1mM 
CFTR peptide in 50% DMSO and were incubated for a time period ranging from 10 
minutes to 5 hours. Longer soak hours were not possible as the crystal cracked. The 
crystals were thoroughly washed in mother liquor before freezing for data collection. 
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Crystals of reduced ∆PilS was produced in the same way as native crystals 
except 1 mM DTT was added to the crystallization condition as well as in the mother 
liquor. The protein was maintained in the reduced form throughout the period of 
crystallization, over a period of 10 days, by the addition of 5 mM DTT in the mother 
liquor after crystallization. 
 
3.6.2 Data collection 
X-Ray diffraction data were collected at ESRF (Grenoble, France) beamline 
ID29 at -170 °C. Data collection on the reduced ∆PilS crystals was performed at -
170 °C, wavelength 1.5418 Å on an in-house R-AXIS IV imaging plate detector. All 
data were indexed, integrated and scaled using the HKL2000 suite of programs 
[Otwinowski and Minor, 1997].  
 
3.6.3 Structure analysis and refinement 
As the ∆PilS-CFTR peptide complex and reduced ∆PilS crystallize in the 
same space group and unit-cell dimensions, the coordinates of the ∆PilS native dimer 
structure was used as a model for structure determination by molecular replacement 
using the program MOLREP [Vagin and Taplyakov, 1997]. Difference Fourier 
syntheses were calculated after rigid-body refinement of the complex structure. 
Inspection of the 2 Fo-Fc and Fo-Fc maps clearly showed electron density 
corresponding to the bound peptide for the data from the crystal that was soaked for 
one hour with the CFTR peptide. To ensure that the structure of the bound peptide 
was correct, a series of simulated-annealing refinement was undertaken, followed by 
omit map calculations using the CNS program (omitting the peptide residues from 
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map calculation). The structure was fully refined after several rounds of energy 
minimization, water pickup and B factor refinement. 
For the refinement of the reduced protein structure, initially the cysteine 
residues of the protein (A126, A163, B126 and B163) were mutated to alanine to 
prevent any model bias. The distances between corresponding sulphur positions 
confirmed that the cysteines are indeed reduced. The data collection statistics are 
given in Table 3-2.  
 
Table 3-2. Data collection statistics for ∆PilS – CFTR peptide complex and the 
reduced ∆PilS protein structures. Values in parentheses are for the highest resolution 
shell (for the complex structure 1.86-1.80 and for the reduced structure 2.69-2.6 Å). 
 
 
    Complex  Reduced  
Resolution (Å)  1.8   2.6   
Wavelength (Å)  1.000   1.5418   
No. of reflections  195,498  40,627 
Unique reflections  27,226   9,506  
Completeness (%)  99.9 (100)  98.5 (99.5)  
Redundancy   3.8 (3.8)  5.6 (2.6)   
1Rsym     0.053 (0.12)  0.207 (0.33)  
I/σ (I)    43.0 (6.1)  8.1 (4.5)  
_____________________________________________________________________ 
1Rsym = ∑hkl∑i [|Ii(hkl) – <I(hkl)>| ] / ∑hkl∑i I(hkl)  
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CHAPTER 4. RESULTS AND DISCUSSION 
 
4.1 THREE-DIMENSIONAL STRUCTURE OF TYPE IVB PILIN 
4.1.1 Structure determination 
The structure of ∆PilS which crystallized in orthorhombic form was refined to 
1.9 Å resolution with an NCS related pilin dimer (chain A and B) in the P21212 space 
group (Fig. 4-1). The final R-factor and Rfree (with 10% of reflections that were not 
included for refinement) were 0.21 and 0.24, respectively. Electron density for all 
residues except the first 6 residues and two loop regions (residues 82-86 and 103-112) 
was clearly observed and 217 water molecules were modeled in the final structure, 
Table 4-1. The r.m.s deviation between the 2 monomers (300 Cα atoms) was 0.2 Å 
whereas the r.m.s deviation between all side-chain atoms of the 2 monomers was 0.63 
Å. In the case of main-chain, the largest differences were found in the loop regions, 
which were highly flexible, as evidenced by high temperature factors of the loop 
atoms. Analysis of stereochemical quality of the final model by PROCHECK has 
identified that 87.8% of all the residues are within the core regions of the 
Ramachandran plot, 10.2% are within allowed regions and 1.6% are within the 
generously allowed region. 
 
4.1.2 Overall structure of ∆PilS 
The crystal structure of ∆PilS reveals the typical αβ fold of the type IVb pilin, 
composed of four α-helices that surround a β-sheet platform formed by seven β 
strands. The extended N-terminal α helix is a conserved feature of all type IV pilins. 
The protruding half of α1 (residues 1-25) has been deleted to produce a soluble 
protein. The full length PAK [Craig et al., 2003] and GC pilin [Parge et al., 1995] 
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structures suggest that the entire length of α1 is helical in all type IV a and b pilins. In 
the full length PAK and GC pilin structures, α1 has a gentle S shaped curve, which is 
due to the presence of two helix disrupting residues, a glycine at position 22 and a 
proline at position 42 that produce subtle kinks. However, the α1 helix in ∆PilS, and 




Figure 4-1. Cartoon diagram of the ∆PilS dimer (two monomers in the 
asymmetric unit). Two colors are used to indicate the separate 




 In ∆PilS the N-terminal α-helix (α1) is packed onto the three strands β3, β4, 
and β7 of the central antiparallel β-sheet (Fig. 4-2). The region between α1 and β3, the 
αβ-loop, at the N terminus contains a distinct α-helix (α2) and a pair of antiparallel β-
strands (β1 and β2), whereas the D-region is delineated by helices α3 and α4, which 
are linked by a conserved disulfide bond. The disulfide bridge connects Cys126, 
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which lies near the beginning of helix α3, to Cys 163, which lies on the loop that 
connects helix α4 to β7. These two helices lie above the two shorter antiparallel β-
strands (β5 and β6). There are a few hydrogen bond interactions that stabilize the 
dimer interface. The amide nitrogen of Asn45 on α1 forms a hydrogen bond with the 
carbonyl oxygen of Val79, which lies on αβ-loop, with an interatomic distance of 2.56 
Å. The sidechain hydroxyl group of Thr37 forms a hydrogen bond with the main-
chain carbonyl oxygen of Gly86 with a distance of 2.56 Å. A weak hydrogen bond is 
also observed between the side-chain of Asn38 with the main-chain oxygen atom of 
Gly81.  The  secondary   structural   organisation  of  ∆PilS  is  illustrated  in  Fig. 4-3,  
  
Table 4-1. Refinement parameters 
 
     Native   Complex Reduced 
Resolution range (Å)   8–1.9   8–1.9  8–2.5  
Reflections (working/test)  19700/2198  22461/2252 10150/8752 
1Rcryst / Rfree    0.21/0.24  0.21/0.26  0.22/0.28 
Final model: 
Non-hydrogen atoms  2107   2196  2107    
Waters    217   262  190 
Average B-factors (Å2):   
Protein    24.1   18.4   28.4 
Waters    34.7    28.0  32.6 
R.M.S.D. in bond lengths (Å)  0.004   0.004  0.006  
R.M.S.D. in bond angles (°)  1.1   1.1  1.2 
1R-factor = ∑hkl||Fo(hkl)| – |Fc(hkl)|| / ∑hkl|Fo(hkl)| 
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arranged in the order: α1 α2 β1 β2 β3 β4 α3 β5 β6 α4 β7. However, the overall β sheet 
topology of ∆PilS is in the order β1→ β2→ β3 → β4 → β7→ β5→ β6. 
Figure 4-2. Overall structure of the ∆PilS monomer. α-helices are 
shown in purple and β-strands as yellow arrows. The two cysteines are 
shown in ball-and-stick representation. This figure was made using 





      D-region  
αβ-loop 
          Central β sheet    
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β4 
4.2 STRUCTURAL COMPARISON OF TYPE IVB PILINS 
The type IV pilin family is divided into two groups, type IVa and IVb, 
distinguished by the length of the pre-pilin leader and the size of the pilin protein 
[Craig et al., 2004]. The crystal structures of the full-length type IVa gonococcal (GC) 
pilin from Neisseria gonorrhoeae MS11 [Parge et al., 1995] and PAK pilin from 
Pseudomonas aeruginosa strain K [Craig et al., 2003] reveal a highly conserved N- 
terminal hydrophobic helix that serves as an oligomerization domain for fiber 
formation. The  truncated  P. aeruginosa  PAK  pilin  [Hazes et al., 2000] and K122-4 
  
 
MWGKKDAGTE LTNYQTLATN TIGMMKGVDG YAFTSGAKMT DTLIQAGAAK 
 
 
GMTVSGDPAS GSATLWNSWG GQIVVAPDTA GGTGFNNGFT ITTNKVPQSA 
 
 





Figure 4-3. Secondary structure elements of ∆PilS. The α-helix is 
represented by a cylinder and the β-strand is represented by an arrow. 
 
pilin monomer can retain the biological characteristics [Audette et al., 2004]. Only 
one crystal structure of type IVb pilin, TcpA of V. cholerae [Craig et al., 2003] has 





β7 α4    α3 
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available for S. typhi PilS [Xu et al., 2004] and the enteropathogenic E. coli Bfp pilin 
[Ramboarina et al., 2005]. 
 Comparison of these structures reveals a conserved N-terminal α-helix and a 
structural core that functions in pilus assembly, a structurally variable protein surface 
and different protein folds for the type IVb pilins when compared to that for the type 
IVa pilins. Comparison of the ∆PilS structure reveals some structural similarities in 
the arrangement of strands in the central β sheet region. Sequence alignment of three 




S.typhi    MSADAGATALFILVIIGVIAAAVWSMWGKKDAGTELTNYQTLATNTIGMMKGVDGYAFTS 60 
V.cholerae ---MTLLEVIIVLGIMGVVSAGVVTLAQRAIDSQNMTKAAQSLNSIQVALTQTY-RGLGN 56 
E.coli     ---LSLIESAMVLALAATVTAGVMFYYQSASDSNKSQNAISEVMSATSAINGLY-IGQTS 56 
 
S.typhi    GAKMTDTLIQAGAAKGMTVSGDPASGSATLWNSWGGQIVVAPDTAGGTGFNNGFTITTNK 120 
V.cholerae YPATADATAASKLTSGLVSLGKISS--DEAKNPFIGTNMNIFSFPRNAAANKAFAISVDG 114 
E.coli     YSG-LDSTILLNTSAIPDNYKDTTN--KKITNPFGG-ELNVG--PANNNTAFGYYLTLTR 110 
 
S.typhi    VPQSACVSISTG-MSRSGGTSGIKING-----------NNHTDAKVTAEIASSECTADNG 168   
V.cholerae LTQAQCKTLITS-VGDMFPYIAIKAGGAVALADLGDFENSAAAAETGVGVIKSIAPASKN 173 
E.coli     LDKAACVSLATLNLGTSAKGYGVNISGENNITSFG--NSADQAAKSTAITPAEAATACKN 168 
 
S.typhi    RTGTNTLVFNYNG-------------- 181 
V.cholerae LDLTN-ITHVEKLCKGTAPFGVAFGNS 199 
E.coli     TDSTNKVTYFMK--------------- 180 
 
 
Figure 4-4. Sequence alignment of Type IVb pilins from S. typhi pilus, 
toxin-coregulated pilus of V. cholerae and bundle-forming pilus of 
enteropathogenic E. coli using the program CLUSTALW [Thompson 
et. al., 1994]. Conserved amino acids in all three sequences are 
highlighted in yellow. The conserved cysteine residues are highlighted 
in cyan. 
 
Superimposition of the ∆PilS structures that were determined by NMR and X-
ray crystallography has shown local differences in the structure. This also explained 
why our initial attempts to solve the ∆PilS crystal structure by molecular replacement 
using the ∆PilSNMR structure as a model did not work. We first superimposed the 
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average ∆PilSNMR structure onto ∆PilS, 93 residues, with an r.m.s deviation of 1.87 Å. 
Analysis of the 10 individual NMR models of the ensemble gave basically the same 
result. Since the loop regions are highly flexible in the NMR structure, r.m.s deviation 
was calculated based only on the secondary structures (Fig. 4-5). 74 Cα atoms 
superimposed with an r.m.s deviation of 1.8 Å. Also, in ∆PilSNMR, the α-helix α1 is 
shorter by 11 residues when compared to the counterpart in the crystal structure. The 
corresponding region in ∆PilSNMR is a coil. This region, residues 49 to 60, has not 
been defined clearly in the NMR structure. The β1 and β2 strands of ∆PilS do not 
superimpose with the NMR structure. All the four helices seem to be slightly 
deflected away in the NMR structure when compared to the crystal structure. This 
could be the reason why the disulfide bond between Cys 126 and Cys 163 which is 
conserved in all type IV pilins does not superimpose in both the structures. These 
deviations observed in ∆PilSNMR could also be due to difficulties in NOE assignments. 
We assume that the observed differences between the NMR and crystal structures 
might be the reason why our attempt of structure determination using molecular 
replacement with the NMR model failed. 
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Figure 4-5. Superimposed models (a) of ∆PilS as determined by NMR 
(green) and X-ray crystallography (pink) and (b) the same in a 
different orientation to show the intramolecular disulfide bonds formed 
between Cys126 and Cys163 shown as yellow spheres in crystal 
structure whereas for the NMR, it is shown in blue. The overlap was 
generated with the MULTIPROT server [Shatsky et al., 2004] and the 
figure was prepared using PYMOL.  
 
On the contrary, for TcpA, which has only 15.3% sequence similarity with 
∆PilS, 94 residues could superimpose with an r.m.s deviation of 1.73 Å. Although 
topologically similar, ∆PilS contains distinct structural features in both the loop 
between α1 and β3 and the D region when compared with Tcp (Fig. 4-6). This loop is 
highly variable in sequence and structure and contains an extra pair of antiparallel β 
strands (strands β1 and β2) in ∆PilS. The corresponding region in the Tcp pilin, 
between helix α2 and strand β1 (β3 in the case of ∆PilS) is replaced with an extended 










Figure 4-6. Structure overlap (a) of the ∆PilS crystal structure with the 
TcpA structure, ∆PilS is drawn in pink whereas TcpA is shown in cyan 
and (b) the same in a different orientation to show the intramolecular 
disulfide bonds formed between Cys126 and Cys163 shown as yellow 
spheres in ∆PilS structure whereas for TcpA the S-S bond between 
Cys120 and Cys186 is shown in blue. The overlap was generated with 
the MULTIPROT server and the figure was prepared using PYMOL.  
 
with the neighboring strands β3, β4, and β7 and allows helix α2 to pack almost 
perpendicular to and on top of helix α1. Consequently, helix α2, strand β1, and the α1- 
α2 loop of ∆PilS are all located at one side of the molecule. The disulfide bond of both 
structures superimpose quite well. The disulfide bond of TcpA connects Cys120, 
which lies near the beginning of α3 as in the case of ∆PilS structure, to Cys186, which 
lies  on  a  type  II  turn,  immediately  following  α4.  Because  of  the  absence  of the  
a b
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Figure 4-7. Structure overlap (a) of the ∆PilS crystal structure with the 
NMR Bfp structure, ∆PilS is drawn in pink and Bfp is shown in yellow 
and (b) the same in a different orientation to show the intramolecular 
disulfide bonds formed between Cys126 and Cys163 shown as yellow 
spheres in ∆PilS structure whereas for Bfp the S-S bond between 
Cys116 and Cys166 is shown in blue. The overlap was generated with 
the MULTIPROT server and the figure was prepared using PYMOL. 
 
counterparts of the β1 and β2 strands of ∆PilS in the TcpA structure, the β sheet 
topology is in the order β1→ β2→ β5 → β3 → β4. 
Comparison of the bundlin structure of the enteropathogenic E.coli (Bfp) with 
that of ∆PilS (Fig. 4-7) shows that 65 residues superimpose with an r.m.s deviation of 
1.94 Å. The N-terminal helix α1 displays an altered orientation with respect to the 
∆PilS N-terminal helix. The first three β strands do not form the β-meander that is 
usually observed in type IV pilins. Instead, they are arranged in a mixed β-sheet 
topology, i.e., β2→ β3→ β1. In contrast to the ∆PilS structure, helix α3 connects β3 to 
β4 which is followed by a short 310-helix, which is not present in the ∆PilS and TcpA 
structures. A common feature in all type IVb pilins is the inclusion of the C-terminal 
a b
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β-strand (β7 in ∆PilS and β5 in TcpA) in the middle of the structure forming an anti-
parallel arrangement. In contrast, this C-terminal β-strand forms a mixed parallel and 
anti-parallel β-sheet with adjacent β1 and β4 strands in bundlin. The β-strands of Bfp 
display a distinct topology, which differs from both ∆PilS and TcpA and are arranged 
in the following order β2→β3 →β1 →β7 →β4 →β6 →β5. Despite these differences, 
there are some similarities based on structure based alignment. β3 in Bfp and ∆PilS 
align very well. The shorter β1 of Bfp aligns on top of β4 of ∆PilS. The two C-
terminal strands, β6 and β7 share a common architecture in both the pilins. 
 
4.3 INSIGHTS INTO THE PEPTIDE BINDING POCKET 
Salmonella typhi, the causal agent for typhoid fever invades the 
gastrointestinal cells by attaching to the normal cystic fibrosis transmembrane 
conductance regulator (CFTR) protein as the first step in eventual infection of the 
bloodstream. The first extracellular domain of CFTR has been identified as a binding 
receptor on human intestinal epithelial cells for the S. typhi pilus [Tsui et al., 2003; 
Pier et al., 1998]. A 15 amino acid peptide derived from the first CFTR extracellular 
domain (CFTR residues 103-117) was found to be inhibited by S.typhi through 
ingestion by both monolayers and polarized cultures of T84 epithelial cells [Pier et al., 
1998]. In further studies, it was found that a 10 residue CFTR peptide (residues 108-
117) was enough for the binding and entry of S. typhi into the intestinal cells. In the 
study showing inhibition of uptake of  S.typhi Ty2 by T84 epithelial cells  with 
reagents specific to CFTR have shown that the first 10 residues of this CFTR region, 
103-112 (GRIIASYDPD), is ineffective for the entry of S.typhi indicating that 
residues 113-117 (NKEER) of CFTR are very essential for the S. typhi pilus binding 
[Pier et al., 1998]. 
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Homozygous mutations of CFTR cause cystic fibrosis (CF). In the 
heterozygous state, increased resistance to infectious diseases may maintain mutant 
CFTR alleles at high levels in selected populations. Cells expressing wild-type CFTR 
internalized more S. typhi than isogenic cells expressing the most common CFTR 
mutation, a phenylalanine deleted at residue 508 (∆508). Monoclonal antibodies and 
synthetic peptides containing a sequence corresponding to the first predicted 
extracellular domain (108-117) of CFTR inhibited uptake of S. typhi, whereas a 
scrambled synthetic peptide of these residues did not show any inhibition [Pier et al., 
1998]. 
In order to determine the binding site of CFTR on PilS, a 10-residue peptide 
was synthesized, the sequence of which was corresponding to the residues 108-117 
(SYDPDNKEER) of CFTR. We have used this 10 mer peptide for co-crystallisation 
studies. 
4.3.1 ∆PilS-CFTR peptide complex crystallization  
For the complex studies, we used the 10-residue peptide (SYDPDNKEER) of 
CFTR. In the beginning, co-crystallisation of ∆PilS and the 10 mer peptide was 
carried out in the same conditions as that for the formation of the native crystals. 
Initially no crystals were seen, but after seeding with the native crystals, we got 
crystals which belonged to the same space group as the native one. Unfortunately, no 
electron density corresponding to the peptide was observed in the difference Fourier 
map. Further attempts to get complex crystals were carried out by soaking the native 
crystals in solutions containing 1 mM CFTR peptide in 50% DMSO and were 
incubated for a time period ranging from 10 minutes to 5 hours. The crystals were 
thoroughly washed in mother liquor before freezing for data collection. 
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4.3.2 The complex structure 
Only in the crystal that was soaked for one hour, clear positive density at the 
3σ level was observed for the tyrosine residue of the peptide in difference Fourier 
maps. To ensure that the structure of the bound peptide was not an artifact, a series of 
simulated-annealing (SA) refinement was undertaken, followed by omit map 
calculations using the CNS program. All the peptide residues and all atoms within 5 Å 
of the peptide region were omitted prior to refinement. The structure of the complex 
was refined with 1.8 Å data. The final model of the ∆PilS complex structure consists 
of a dimer of 149 (33-181) amino-acid residues of each monomer and 260 water 
molecules. The occupancy factors for the peptide atoms were refined to 0.9 for the 
main-chain atoms and to 0.7 for the side-chain atoms. No electron density was 
observed for the first 6 residues of the N terminus of the protein. Atoms of the loop 
between β3 and β4 had noticeably high temperature factors. The model was checked 
for stereochemical correctness using the PROCHECK program. All stereochemical 
parameters were flagged as either within normal limits or better for a structure at this 















Figure 4-8. Stereoview of the (a) Simulated Annealing 2Fo-Fc omit 
map and (b) 2Fo-Fc map at the peptide region contoured at the 1.5 σ 
level. Only the peptide atoms are shown for clarity.  
 
The stereoview of an SA-omit 2Fo-Fc map, contoured at the 1.2 σ level and a 
2Fo-Fc map at the 1.5 σ level at the peptide region are shown in Fig. 4-8. The 
difference Fourier map showed some significant additional density in the vicinity of 
the bound peptide. This additional density was identified as residues Asp82-Gly86 
that belong to the loop region between the α2 helix and β1 strand. The electron 
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4.3.3 The peptide binding surface of ∆PilS 
Binding sites and active sites of proteins are often associated with structural 








Figure 4-9. Stereoviews of the 2Fo-Fc map contoured at the 1.5 σ level 
at the 82-86 loop region of ∆PilS in the (a) native structure and (b) 
complex structure. The amino acid residues in the region are labeled.  
 
solvent can gain access. Such a concavity has one or more surfaces connecting their 
interior with the outside bulk solution, called as ‘mouths’ of the pocket. The CastP 
server uses the weighted Delaunay triangulation and α-complex for shape 
measurements [Liang, et al., 1998]. It provides identification and measurements of 
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surface accessible pockets as well as interior inaccessible cavities, for proteins and 




Figure 4-10. A close up view of the peptide bound region. The peptide 
residues are colored in rainbow and shown as sticks. The two 
monomers of ∆PilS, including its two lysine residues (thin line), are 
colored green and blue. The potential salt bridges between ∆PilS and 
the peptide are shown as dashed lines.  
 
 
cavity, both in solvent accessible surface (SA, Richard’s surface) and molecular 
surface (MS, Connolly's surface). It also measures the number of mouth openings, 
area of the openings, and circumference of the mouth lips, in both SA and MS 
surfaces for each pocket [Andrew, et al., 2003]. 
Such calculations from the CastP server revealed a binding pocket in the 
region where the CFTR peptide is bound to the protein. The overall surface around 
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the active site pocket was slightly positively charged with the presence of Lys75 
(located on the α2/β1 loop), Lys120 (on the β4/α3 loop) and Arg169 (in the α4/β7 





Figure 4-11. Superposition of the complex structure and the native 
structure in the vicinity of the peptide. The main-chain is shown as 
lines, the interacting lysine residues are shown as sticks. Chains A and 
B of the ∆PilS native structure are colored orange and yellow, whereas 
that of the complex are shown as purple and red respectively. The 
peptide residues are colored in rainbow and shown as sticks. The 
protein residues are marked with asterisks and labeled A and B to 
indicate the monomers they belong to.    
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site of the PilS protein for the receptor/peptide is expected to contain polar or 
positively charged residues (Fig. 4-10). Glu8 of the peptide forms a salt bridge with 
Lys120 of chain B (OE1-NZ distance is 2.54 Å) and Glu 9 of the peptide forms a salt 
bridge with Lys75 of chain A (OE1-NZ distance is 3.07 Å). A superposition of the 
native ∆PilS structure with that of the complex structure was performed using 
MULTIPROT (Fig. 4-11). In the complex structure, these two lysine residues move to 
make ionic contacts with the negatively charged residues of the CFTR peptide. Since 
the CFTR peptide is predominantly negatively charged, the binding site of the peptide  
a      b 
 
 
Figure 4-12. The surface charge property of (a) the native ∆PilS 
molecule and (b) the complex. The electrostatic drawings were 
prepared using the program GRASP [Nicholls et. al., 1991]. Surface 
colors represent potentials from –10 KBT-1 (red) to +10 KBT-1 (blue). 
 
binding surface of the S. typhi pilus has been predicted to contain charged residues 
[Xu et al., 2004]. Fig. 4-12 shows the electrostatic drawing of the structure of native 
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4.4 REDUCED STRUCTURE 
Disulfide bonds, salt bridges, hydrogen bonds and hydrophobic interaction 
generally stabilize protein structures. A disulfide bond that is formed between two 
cysteines is usually non-reactive. However, the conserved disulfide bond in Type IV 
pilins stabilizes the D region and imparts specificity to both pilus assembly and 
function. In order to identify the effects of the conserved disulfide bridge of Cys126 
and Cys163 on structural stability and potential implication on function, the crystal 
structure of reduced ∆PilS was determined. 
 
4.4.1 Structural overview 
The reduced crystal was prepared from the ∆PilS protein and it had the same 
space group and unit-cell dimensions. The protein was crystallization was attempted 
in the presence of 5 mM DTT. Crystals formed after 3 days and was maintained in a 
reduced environment by the addition of DTT until they were flash-cooled at liquid 
nitrogen temperatures using mineral oil and paratone as the cryoprotectant. The 
structure was determined by molecular replacement, using the native structure as the 
model. The refinement details are given in Table 4-1. 
The active-site cysteines (Cys126 and Cys163) in the reduced form did not 
make any disulfide bond. The distance between the sulfur atoms of Cys126 and 
Cys163 was 2.5 and 2.46 Å for the 2 ∆PilS molecules (as opposed to the ideal 
disulfide-bond distance of 2.03 Å). The sulfur atoms were clearly separated in the 
electron density map. The observed average distances were obtained after refinement 
which was carried out without any bonding restraints between the two S atoms. The 
distances indicate that there was no covalent bond and the cysteine residues were in 
the reduced state. The difference Fourier map showed no significant features in the 
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vicinity of the S atoms. As a cross-check, 10 cycles of refinement in CNS were 
carried out with a disulfide-bonding restraint between the S atoms. The restraint 
caused the sulfur atoms to move within 2.1 Å of each other, while a negative peak 
appeared at the 2σ level in the Fo-Fc map at the two sulfur atoms. Corresponding 
positive peaks were observed at the original atomic centers. Upon releasing the 
bonding restraint and further refinement, the S atoms moved back to their original 
non-bonded positions and the difference map no longer showed any significant peaks 
in the vicinity. 
 The side-chain  conformations  of  the  two  cysteines  were the same in ∆PilS 
 
Figure 4-13. Superimposition of the backbones of ∆PilS-S2 (red) and 
∆PilS-(SH)2 (blue) for residues 32–181. The active site Cys sulfur 
atoms in both are shown as yellow spheres. This figure was made 
using MOLSCRIPT and Raster3D. 
 
-(SH)2 and ∆PilS-S2. Other surface features identified in the oxidized structure were 
also present in reduced ∆PilS and their general properties were nearly the same (with 
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allowable differences). The superimposition of the two structures is given in Fig. 4-
13. 
 
4.4.2 The role of disulfide bonds 
The conserved disulfide bond is a common feature of the type IV pili to 
stabilize the D region and is essential for pilus assembly [Zhang et al., 1996; Kim et 
al., 2000]. In PAK pilin Arg30 forms salt bridge with Asp 134 of the neighboring 
molecule. Similar interaction is seen in Neisseira GC pilin where Arg 30 forms salt 
bridges with Asp 143. In structure based TCP model of V. cholera, Lys68 is in close 
contact with Glu 183, and also Arg 26 interacts with Glu83.  
 In ∆PilS crystal structure, Cys126, which lies near the beginning of helix α3 
formed a disulfide bond with Cys 163 and was positioned on the loop that connects 
helix α4 to β7, the D region is delineated by 36 residues and in TcpA this segment 
between the two cysteines was longer (65 residues). In contrast, the disulfide bond of 
the type IVa pilins links the last strand of the β sheet (β4) to the peripheral C-terminal 
loop and delineated a much smaller segment, of 29, 12 and 12  residues for GC, 
P.aeruginosa PAK pilin, and K122-4 pilin, respectively [Craig et al., 2003]. The 
sequence alignment of ∆PilS and PAK pilin is shown in Fig. 4-14. In PAK pilin, Cys 
129 forms a disulfide bond with Cys 142. There are seven strictly conserved residues 
in the globular domain of Pseudomonas pilins and these are Arg 30, Lys 44, Thr 98, 
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PAK ---FTLIELMIVVAIIGILAAIAIPQYQNYVARSEGAS----ALASVNPL 43 
PilS MSADAGATALFILVIIGVIAAAVWSMWGKKDAGTELTNYQTLATNTIGMM 50 
 
PAK KTTVEEALSRG-----WSVKSGTGTEDATKKEVPLGVAADANKLG-TIAL 87 
PilS KGVDGYAFTSGAKMTDTLIQAGAAKGMTVSGDPASGSATLWNSWGGQIVV 100 
 
 
PAK KPDPADGT----------------ADITLTFTMGGAGPK-----NKGKII 116 
PilS APDTAGGTGFNNGFTITTNKVPQSACVSISTGMSRSGGTSGIKINGNNHT 150 
 
 
PAK TLTRTAADGLWKCTSDQDEQFIPKGCSR--- 144 




Figure 4-14. Sequence alignment of Type IVa P. aeruginosa PAK 
pilin and S. typhi PilS using the program CLUSTALW [Thompson et. 
al., 1994]. Conserved amino acids in both the sequences are 
highlighted in yellow. The conserved cysteine residues are highlighted 
in cyan. The amino acids which are involved in subunit interactions are 
highlighted in blue. 
 
 
When we superimposed our ∆PilS structure (150 amino acids) with the full 
length PAK pilin (144 amino acids) from Pseudomonas aeruginosa strain K [Craig et 
al., 2003], Glu162 of ∆PilS, which lies at the beginning of the loop that connects helix 
α4 to β7, makes a salt bridge with Lys30 of the N-terminal α-helix of the neighboring 
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 a     b  
   
Figure 4-15. (a) Structure overlap of the ∆PilS crystal structure with 
the full length PAK pilin structure. ∆PilS is drawn in purple and PAK 
pilin is shown in cyan. The disulfide bond is represented as spheres 
(green for ∆PilS and blue for the PAK pilin). (b) Lys30 and Glu162 of 
∆PilS are shown as red sticks whereas Arg30 and Asp134 of the PAK 
pilin are shown as blue sticks. The overlap was generated with the 
MULTIPROT server and the figure was prepared using PYMOL. 
 
Mutation of selected ‘structural’ residues in TcpA alters pilus assembly and 
morphology by destabilizing the D region [Craig et al., 2003]. Three structural 
mutations  that  completely  abolished  pilus  assembly  (Cys120Ser,  Lys121Ala,  and   
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Figure 4-16. Model of the structure based TCP model (PDB 
code:1or9, cyan), with each subunit shown as ribbon representation. 
The two monomers of ∆PilS (shown in green and wheat color) are 
aligned onto two of the TcpA subunits (shown in brown and purple 
color).  
 
Cys186Ser) form key contacts in the D region of TcpA [Kirn et al., 2000]. The 
conserved Cys are required for disulfide bond formation and Lys121 on α3 forms 
hydrogen bond with the main-chain oxygens of Val182 and Leu185, two residues on 
α4 that are involved in hydrophobic interactions between the subunits in the TcpA 
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crystallographic fiber study [Craig et al., 2003]. Also, five other Ala mutations 
(Asp129, Asp146, Glu158, and Lys165) in the D region alter pilus assembly or 
morphology. The side-chains of these residues form hydrogen bonds with the TcpA 




Figure 4-17. A close up view of the neighboring subunits of structure 
based model of TCP (PDB code:1or9) with ∆PilS crystal structure. The 
∆PilS monomer structure (green and wheat color) is aligned onto two 
of the subunits (chain D, orange color and chain G, purple color) of the 
TCP triple helix model. The possible interacting side-chains are shown 
as sticks. 
 
A structure based model for the possible mechanism of pilus assembly was 
proposed for V. cholera (PDB code: 1or9), derived from EM analysis and packing 
arrangements from crystallographic fiber diffraction studies. The N-terminal α-helix 
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was added using the co-ordinates of the PAK pilin α1 [Craig et al., 2003]. In this 
triple helix assembly model, Arg26 and Lys68 of TcpA are in close proximity with 
Glu83 and Glu183 of the neighboring subunits. Even in our model (Fig. 4-16), we see 
similar interactions. Lys63, which lies on α2, is in close proximity with Glu157 of 
helix α4 of the D-region (Fig. 4-17). As the D-region is known to contain residues that 
are important for pilus assembly and function, mutations of exposed functional 
residues can alter the surface properties of the pilus fiber and prevent interactions with 
other pili, bacteriophage, or host cells. 
 
4.5  DISCUSSION 
CFTR is the cellular receptor for the entry of S .typhi in the intestinal tract. 
This entry can be inhibited either with a peptide derived from the first extracellular 
domain of CFTR or with a soluble recombinant protein of PilS [Pier et al., 1998; 
Zhang et al., 2000]. Based on data from inhibition of bacterial entry by the full-length 
PilS protein, the binding site for CFTR on the PilS pilus has been predicted to be on 
the interface between adjacent subunits involving charged residues, not only from the 
D region but also from the αβ-loop [Xu et al., 2004]. Lys75 of chain A from the ∆PilS 
structure (which interacts with Glu9 of the CFTR peptide) belongs to the αβ-loop and 
Lys120 of chainB (which interacts with Glu8 of the CFTR peptide) lies near the 
beginning of α3 and in close proximity to the D-region. When the native structure is 
superimposed with that of the complex structure (Fig. 4-11), we can see the changes 
of the side-chain conformations of LysA75 and LysB120. In the complex structure, 
the lysine residues move closer to the peptide to form salt bridges with selected 
negatively charged amino acids of the CFTR peptide. The r.m.s deviation between the 
native and the complex is 0.5Å, the main structural changes due to the peptide binding 
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is observed in the loop region  (residues 82-86) which lies in between the α 2 helix 
and β 1 strand. (Fig. 4-9). The fact that the peptide is present at the dimer interface of 
the ∆PilS structure, and that the conformation of the Lysine residues (LysA75 and 
LysB120) from the main chain protein which interacts with the CFTR peptide is 
altered in the complex structure, shows that the interaction is specific. Study by Pier et 
al has shown that residue 113-117 (NKEER) of CFTR are very essential for the S. 
typhi pilus binding and in our complex structure we observe that E115 & E116 (Glu8 
& Glu9 respectively) are involved in binding to PilS protein. Preliminary Isothermal 
titration calorimetry (ITC) experiments of the 10-mer CFTR peptide (108-117) with 
∆PilS protein did show that there is some binding (results not shown). Even in the 
NMR binding studies of PilS, the authors have concluded that complete binding site 
could be comprised of charged residues from different subunits [Xu et al., 2004]. It 
may be possible that this is an intermediatory stage of binding. Further binding and 
mutational studies have to be carried out to confirm this.  
The D-region in both type IVa and IVb pilins is stabilized by a conserved 
disulfide bond, which links the D-region to the α-helix/β- sheet scaffold. From our 
structure we observe that Lys30 (which lies on α1) interacts with Glu162 of the 
neighboring subunit that lies next to Cys163, which forms a disulfide bond with 
Cys126. We propose that if the disulfide bond between the two conserved cysteine 
residues is affected, it will displace the two chains, and can no longer form conducive 
salt bridges with neighboring pilin molecules thereby disrupting the interaction 
between subunits and pilus formation.  
However, our reduced structure breaks the disulfide bond only partially. The 
S–S distance is about 2.5 Å in each monomer in the asymmetric unit. These distances 
are intermediate between the 2.03 Å that is expected for a fully oxidized disulfide and 
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3.7 Å that one might expect for a fully reduced disulfide. One explanation of the 
intermediate S–S distances observed in our structure is that they are the time and 
space-averaged results of a mixture of oxidized and reduced disulfides.  
 
4.6 FUTURE DIRECTIONS 
The binding site of CFTR peptide to that of the ∆PilS need to be further 
confirmed by doing point mutations of Lys 75 and Lys 120, which are shown to 
interact with the predominantly negatively charged 10-mer peptide of the CFTR. We 
are constructing Lys75Ala and Lys120Ala mutants using the GeneTailor Site-
Directed Mutagenesis System to confirm the receptor binding sites of the ∆PilS 
protein. Once we are able to successfully express these mutants, we plan to do further 
binding studies using Isothermal Titration Calorimetry (ITC) and Surface Plasmon 
Resonance (SPR).  
The aim of reduction was to see if there is any structural change when the 
disulphide is broken, but we don’t see any such changes in our reduced structure. 
Therefore in order to clearly understand the implications of the disulfide bond in the 
∆PilS structure a Cys→Ser double mutant of the protein has to be crystallized. 
Currently we are constructing the cysteine mutants also using the GeneTailor Site-
Directed Mutagenesis System. If the mutants get crystallized, then the resulting 
structure can give a better understanding of the implications of the disulfide formation 
in the type IVb pilins, through better comparison of the reduced structure with the 
current oxidized ∆PilS structure. This will ultimately shed light on the structural role 
of the D region in type IV pilins. 
 
4.7 CONCLUDING REMARKS 
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In this study, we have solved the crystal structure of ∆PilS pilin to look into 
the features in the receptor-binding site and have explored the role of disulfide in the 
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