Abstract-Speech source localization in reverberant environments has proved difficult for automated microphone array systems. Because of its nonstationary nature, certain features observable in the reverberant speech signal, such as sudden increases in audio energy, provide cues to indicate time-frequency regions that are particularly useful for audio localization. We exploit these cues by learning a mapping from reverberated signal spectrograms to localization precision using ridge regression. Using the learned mappings in the generalized cross-correlation framework, we demonstrate improved localization performance. Additionally, the resulting mappings exhibit behavior consistent with the well-known precedence effect from psychoacoustic studies.
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I. INTRODUCTION

S
OURCE localization is an important basic problem in microphone array audio processing, but existing algorithms perform poorly in reverberant environments [1] . Techniques that assume an anechoic environment become much less reliable in reverberant environments, while techniques that try to compensate for the reverberation, for example by learning a dereverberating filter, are very sensitive to even small changes in the acoustic environment [2] .
To allow for source motion, most practical localization systems compute localization cues based on short time segments of a few tens of milliseconds and combine these individual localization cues across time using a source motion model. In such a system, there are two broad areas where improvements can be made. The first is the low-level cues themselves, and the second is the means by which the cues are combined. This paper focuses on the latter area, learning an improved uncertainty model for the low-level cues that allows for improved fusion across frequency and time. We use cues from the reverberated audio to predict the uncertainty of localization cues derived from small time-frequency regions of the microphone array input. Any localization cue can be used with our approach, but in this paper we use time delay of arrival (TDOA) estimates Manuscript based on cross-correlation in a set of time-frequency regions as our low-level localization cues. Our paper makes three contributions. First, we devise a method that uses recorded speech and simulated reverberation to generate a corpus of reverberated speech and the associated error for TDOA estimates made from this reverberated speech. Second, we use this corpus to learn mappings from the reverberated speech to a measure of TDOA uncertainty and demonstrate its utility in improving source localization. Third, we make a connection between the mappings learned by our system and the precedence effect, the tendency of human listeners to rely more on localization cues from the onsets of sounds.
While other systems, such as [3] and [4] , have employed heuristic mappings or mappings that approxmate the maximum likelihood (ML) weighting, we believe that we are the first to learn such a mapping from a training corpus. Our work in [5] introduced the idea of learning a mapping between spectrograms and localization precision but did not incorporate this mapping into the generalized cross-correlation framework.
Section II reviews related work in TDOA estimation and the psychoacoustics of the precedence effect. Section III describes our novel method of generating a training corpus and our method for learning audio cues. Section IV describes the results of our technique in a simulated reverberant environment and discusses the structure of our learned mappings as they relate to the precedence effect.
II. BACKGROUND Our technique takes inspiration from the psychoacoustics literature on the precedence effect to generate a weighting function for a generalized cross-correlation-based source localizer. In this section, we review relevant work in these subjects.
A. Array Processing for Source Localization
DiBiase et al. [1] review much of the work relevant to microphone arrays. They taxonomize source localization techniques into three groups-steered-beamformer-based locators, high-resolution spectral-estimation-based locators, and TDOA-based locators. Spectral-estimation-based locators, while capable of high-resolution localization under ideal conditions, tend to be sensitive to modeling errors and also computationally expensive, which limits their use in practice. While, in general, steered-beamformer-based techniques and TDOA-based techniques differ, they are equivalent for the special case of a two element array. Therefore, we focus on TDOA-based techniques in the remainder of this section. (By focusing on TDOA-based techniques and a two element array, we also limit the localization information that we can obtain. In particular, we cannot estimate source range, and source angle is only known to within a "cone of confusion" that is symmetric about the array axis.)
Cross-correlation is a standard technique for TDOA estimation in array processing. To estimate a TDOA between two microphones, the two signals are cross-correlated, and the lag at which the maximum of the cross-correlation signal occurs is assumed to be the TDOA. This technique performs well in anechoic environments, but performance degrades rapidly with increasing reverberation. Knapp and Carter [6] analyzed the generalized cross-correlation (GCC) framework, in which a frequency-dependent weighting is applied to reduce the effects of noise. [6] also derived an ML weighting for GCC that requires knowledge of the signal-to-noise ratio (SNR). (Here and throughout the paper, we use the term SNR to refer to the power ratio between the target source's direct path signal and all other audio, including interfering sources and reflections of the target source.) Because the SNR is often unknown, the phase transform (PHAT) weighting, which simply whitens the microphone signals, is a popular alternative. In reverberant environments in particular, the PHAT weighting has been found to work well in practice, and [7] showed that the PHAT weighting approximates the optimal weighting for stationary signals in noise-free reverberant environments. The intuitive justification for this technique is that no single frequency dominates, and that the effects of reverberation cancel out when averaged over many frequencies.
Attempts to improve localization performance fall into two broad categories-some systems attempt to build in robustness to reverberation at a very low level while others attempt to improve the way in which multiple localization cues are fused into a final location estimate.
In the first category are systems that attempt to use detailed models of the reverberation to undo its effects. For example, [8] learned detailed models of the cross-correlation waveforms corresponding to a small set of training locations in a room, but no results were presented to suggest how well the approach generalized to novel locations. In general, [2] shows that the fine structure of the reverberation effects in a room can vary greatly and unpredictably over distances of tens of centimeters, so it is unclear how robust methods in this category can be.
In the second category, [4] trained a neural network to fuse multiple audio and visual cues to localize a sound source, and [3] engineered a number of heuristics, including a simple version of the precedence effect, into a system for combining multiple audio localization cues. These systems demonstrate the potential for improving cue fusion; however, [4] used only a few audio features to control fusion, and it is unclear how the heuristics in [3] were chosen. Our technique falls into this category of techniques that improve cue fusion, and it provides a principled way of fusing cues based on mappings learned from a training corpus.
B. Precedence Effect
The precedence effect, also known as the "law of the first wavefront," is the psychoacoustic effect in which the apparent location of a sound is influenced most strongly by the localization cues from the initial onset of the sound [9] , [10] . For example, when human listeners report the location of a rapid sequence of clicks, they tend to report the location of the initial click even if later clicks in the sequence came from other directions [9] . It has been argued that the precedence effect improves people's ability to localize sounds in reverberant environments. Because direct path sound arrives before any correlated reflections, initial onsets will tend to be less corrupted by reverberation than subsequent sounds. The generality of this argument suggests that other animals should also exhibit the precedence effect, and evidence for the effect has been found in cats, dogs, rats, owls, and crickets [9] .
Although the basic purpose of the precedence effect seems straightforward, the details are not clear. The notion of an "onset" is imprecise, although progress has been made in [11] in determining the time scales over which the precedence effect operates for click trains, and [12] shows the effect of onset duration on the ability to localize narrowband sounds. In addition, most studies have focused on stimuli such as click trains or noise bursts, and it is not obvious how to apply their findings to more natural sounds. For example, the effect is strongest in click pairs for inter-click intervals of roughly 2-10 ms [9] . Other effects dominate at shorter or longer time scales.
Studies on human infants and young puppies (reviewed in [9] ) found no evidence of the precedence effect, and studies on young children have found the effect to be much smaller. Together with the stronger effects found in adults, this suggests that the precedence effect may be learned during childhood, although maturation of neural pathways, even in the absence of direct experience in reverberant environments, could also cause this gradual development of the effect. The imprecision of the standard description of the effect and the possibility that children learn the precedence effect suggest that it may be fruitful to apply a learning approach to the problem of audio source localization in reverberant environments.
There is also evidence of adaptation over relatively short time scales. For example, in the "Clifton effect" [13] , the precedence effect can be temporarily suppressed by suddenly swapping the locations of the leading and lagging clicks in a click-pair experiment. This is not the time scale at which we hope to apply learning, but it is an important consideration in psychoacoustically faithful models of the precedence effect.
A number of computational models of the precedence effect have been proposed. In [10] , Zurek proposed a high-level conceptual model of the precedence effect without precisely specifying the details of the model. He modeled the precedence effect as a time-dependent weighting of raw localization cues. Specifically, his weighting took the raw audio as input and consisted of an "onset detector" with output generated by an inhibition function. Zurek's high-level model was subsequently implemented and evaluated by Martin [14] .
Lindemann [15] , [16] presents a cross-correlation-based model of auditory lateralization, subsequently extended by Gaik [17] , that includes an inhibition component that can model many aspects of the precedence effect. Lindemann's model has many parameters whose values were chosen to accurately model human localization performance. Huang et al. [18] present a more engineering-oriented model of the precedence effect and apply it to source localization. However, their approach makes an all-or-none decision about each localization cue and bases time delay estimates on differences between zero-crossing times instead of finding the maximum of a cross-correlation function. Recently, Faller and Merimaa [19] presented a model that uses estimated interaural coherence values to predict which time instants in a reverberated signal contain the best localization cues. They model many of the aspects of the precedence effect using these interaural coherence values, but their model does not explain why some steady-state sounds with high coherence are suppressed or why sounds originating in the median sagittal plane, which are perfectly coherent, can still elicit the precedence effect as shown in [20] .
Our model can be viewed as a specific implementation of a model similar to Zurek's. However, our goal is not to faithfully model the human auditory system but to find a weighting function for the GCC framework that will accurately localize speech in reverberant environments. Because of this difference in approach, we do not incorporate elements such as psychoacoustically inspired filter banks or neural transduction models, and we do not try to model details such as the Clifton effect. Instead we focus on predicting the reliability of localization cues derived from a simple spectrogram representation. In comparison to other approaches, our approach relates directly to the GCC framework, which is the optimal TDOA estimator (under a set of assumptions enumerated in [6] ) and provides a principled way to integrate localization cues across time and frequency. In contrast to Faller and Merimaa, who make use of interaural coherence, we predict localization precision based on solely monaural cues. It may help to incorporate interaural coherence cues into our system in the future, but essentially monaural cues must be able to trigger the precedence effect since the precedence effect is still observed for localization in the median sagittal plane [20] .
III. METHODS
Our goal is to learn cues observable in the reverberated audio that indicate the reliability of associated localization cues. Specifically, we learn an association between the audio spectrogram and the localization precision, which we define to be the reciprocal of the empirical TDOA mean-squared error. To do so, we generate a training corpus consisting of a set of spectrograms of reverberated speech signals and a time-frequency map of the localization precision over the course of these speech signals as shown in Fig. 1 . We then compute a set of filters that estimate the localization precision from the spectrogram representation of the reverberated audio.
A. Corpus Generation
We generate the training corpus by using the image method of reverberation modeling [21] to simulate rooms containing one speech source and two microphones. The simulation, which treats each wall of the room as a sound "mirror" with a frequency-dependent absorption coefficient, includes the effects of reverberation, and we add stationary noise to model sounds such as computer fans and ventilation systems. We synthesize realizations of the utterance, each with the speech source and microphones in random locations in a randomly generated room, and calculate the empirical localization precision over all realizations.
More formally, we start with a single speech signal, , and randomly generate simulated room configurations. We represent these room configurations as filters , where represents the room realization and represents the th microphone signal. Passing through and adding a noise signal yields , a set of reverberated speech signals. We then compute spectrograms of with window size , overlap , and fast Fourier transform (FFT) length , yielding complex spectrograms , where frame index replaces the time index , and frequency index is added. We then calculate the cross-power spectrum phase (the frequency-domain equivalent of performing cross-correlation), , for each frame and frequency bin. Finally, we calculate , the localization (wrapped phase) error variance, and , the localization precision (in decibels). Fig. 3(a) shows a block diagram describing these calculations.
By calculating only these variances without any cross-covariances, we implicitly assume that localization errors in different time-frequency regions are uncorrelated. Although this is not strictly true, this assumption seems to work well in practice. 
B. Filter Learning
We then use ridge regression [22] to learn finite-impulse response (FIR) filters that estimate the localization precision (in decibels) from the reverberated spectrogram (in decibels). In this paper, we examine two different forms for these filters.
In the first case, which we call a narrowband mapping, we learn a separate FIR filter from each frequency band in the spectrogram to the corresponding frequency band in the localization precision output as shown schematically in Fig. 2(a) . In the second case, which we call a broadband mapping, we learn a separate FIR filter for each band of the localization precision output, but in each case the input comes from all frequencies of the input spectrogram. This case is shown schematically in Fig. 2(b) . We choose to examine the narrowband case because, for the case of stationary signals (and under the assumption of spectrogram windows that are much larger than the coherence time of the signal), each frequency band is uncorrelated with all other frequency bands, and thus the narrowband mapping should be sufficient in this case. Although speech is nonstationary, this narrowband mapping provides a useful baseline against which to compare. Additionally, in [12] , the precedence effect was demonstrated with narrowband sounds, where the onset rate of a sinusosoidal tone affected the ability to localize that tone, which is exactly the relationship that our narrowband mapping can express. The broadband mapping subsumes the narrowband mapping and should be able to capture cross-frequency dependencies that may arise from the nonstationarity of speech.
For the narrowband mapping with causal length and anticausal length , we solve regularized linear least-squares problems of the form , as shown in (1) at the bottom of the page, and is an FIR filter with taps stacked with a dc component.
For the broadband mapping, we solve regularized linear least-squares problems of the form , as shown in (2) at the bottom of the page, and is an FIR filter with taps stacked with a dc component. For both types of mapping, we solve these systems using ridge regression by minimizing (3) with respect to . The regularizing parameter is set through cross validation.
C. Applying the Filters
We apply filters to spectrogram yielding . We then use this estimated precision to create a GCC weighting for each frame. As defined in [6] , a weighting, is applied to the cross-power spectrum of the two microphone signals before applying the inverse Fourier transform and locating the peak of this cross-correlation waveform. For example, the GCC weighting for the phase transform is , where is the cross-power spectrum of the two microphone signals. This weighting whitens the signals before cross-correlation. We define a weighting function based on our precision estimates as (4) Thus, the phase transform is equivalent to setting . When applying this technique to localization, the only computational costs (beyond the basic TDOA calculations) are of applying a set of short FIR filters to that spectrogram. Because the signals that we regress between, the spectrogram and the mean square error, do not depend strongly on the detailed structure of the reverberation, our technique is robust to changes in the acoustic environment. 
IV. RESULTS
In this evaluation, we use audio sampled at 8 kHz, and we use a spectrogram with 150 and 120. We set our FFT size equal to 256. Thus, the frame rate for our spectrogram and for our TDOA estimates is 267 frames per second. We choose these parameters to be able to capture effects on the time scale at which the precedence effect has been observed, on the order of a few milliseconds. We use 17 min of speech for training, and a separate 90 s of speech for testing. We simulate an ensemble of rooms ranging in size from 3 6 3 m to 6 9 4 m with wall acoustic reflection characteristics randomly chosen from a database of wall materials such as glass, plaster, plywood, and acoustic tiles. The reverberation times of the simulated rooms ranged from 0.3 to 2.5 s. Fig. 4 Source to microphone distances range from 1 to 4.5 m in our data. Our training corpus is a subset of the Harvard sentences [23] .
Our training data consists of 60 sampled room configurations, and our performance results are averaged over 12 room configurations that do not appear in the training set. Table I shows the decrease in localization error achieved by using our technique to generate a weighting function and localizing using GCC. For our first test, data generated from different utterances and in different rooms than any of the training data was synthesized. From this, we generated pairs of test spectrograms . The mappings learned according to the method in Section III-B were applied to , yielding an estimated localization precision map . For each frame, is used to create a GCC weighting function as described in Section III-C.
A. Localization Results
Once we have calculated a delay estimate for each frame, we can smooth the delay estimates across time using an appropriate source motion model. For the results presented here, we test on a stationary source and assume a simple model in which the source is stationary over 0.2-s intervals. To calculate a location over this interval, we compute generalized cross-correlation signals for each time frame in this interval, sum the cross-correlation signals, and then find the peak in this summed cross-correlation signal. Table I shows root-mean-square (rms) localization error achieved by each method for these TDOA estimates on our test set. The TDOA error in seconds is fundamentally what we measure, but we also compute a corresponding angular error since this will often be the most practically relevant performance metric. This angular error depends on the array geometry and source angle; numbers in the table assume a microphone spacing of 20 cm and a source directly broadside of the array.
Each row shows the performance of a different method of estimating precision information. The first row, "True precision," shows localization results using the empirically determined (ground truth) precision of each time-frequency region in the test set. This is the best that can be done on a per-frame basis assuming that the error variance estimates from our training set are correct and our signal and noise are Gaussian and stationary with a coherence time that is short compared to the FFT length [6] . Although these assumptions are unlikely to be satisfied in practice, this is a useful baseline for comparison, and to the extent that our weightings underperform the true precision it is presumably due to their inability to perfectly reconstruct the true precision. "Broadband" and "Narrowband" are the mappings described in Section III-B. "Proportional" is a simple special case of the narrowband filter using only one tap. This "proportional" mapping could express the simple relationship in which localization cues are weighted proportionally to the local signal power, but it cannot capture more complicated relationships. "PHAT" is the phase transform and corresponds to uniformly weighting the localization cues in each time-frequency region (setting ). In all cases, variants of our technique outperform the phase transform. The fact that our narrowband and broadband mappings outperform the proportional mapping shows that there is a practical benefit to using these richer mappings which are sensitive to energy distribution across time and frequency.
In addition to reducing localization error variance, our precision estimates also reduce the number of outliers. The rightmost column of Table I shows the probability, using each precision estimate, of being within 50 s (5 ) of the correct answer. These results are consistent with our error variance results and again show the effectiveness of our mappings.
The above results demonstrate the usefulness of our approach for speech signals drawn from the same distribution as our training data, but two important practical issues are the extent to which our learned mappings generalize to other speakers and the robustness of our approach to scenarios that were not well-represented in the training set. In Table II , we present results for an out-of-training-set speaker. In Table III , we present results from scenarios at the extremes of our training and testing parameter ranges. The results in both tables are similar to those from our initial tests, thus demonstrating that our mappings are general enough to handle some variation in source and environmental acoustics. Note that in Table III , the PHAT weighting performs more poorly than average for the "near wall" scenario, presumably because of a particularly strong reflection from that wall, but our learned weightings yield good performance. Our learned weightings are also robust to changes in the direct-to-reverberant energy ratio, which varies greatly between the "distant source" and "close source" scenarios. In addition, our preliminary positive results on data recorded in real rooms, described in [24] , suggest that our technique's success is not limited to simulated environments. Fig. 5(a)-(c) shows the FIR filters for a representative subset of the filter bands. In all three cases, the filter is approximately a superposition of a low-passed delta function and a band-passed edge-detector, as depicted schematically in Fig. 6 . The low-passed delta function component indicates that louder sounds provide better localization cues since for a delta function impulse response a larger input (louder sound) will produce a proportionally larger output (higher-precision localization cue). This is to be expected in the presence of additive noise, where the ML frequency weighting is correlated with the SNR, and the SNR in our scenario is roughly proportional to the signal energy. The band-limited edge-detector can be interpreted as an onset detector, which is consistent with the precedence effect that has been studied extensively in psychoacoustics. The relative amplitudes of the impulse and the edge detector reflect the relative importance of these two effects at each frequency.
B. Relationship to the Precedence Effect
Our results are consistent with the precedence effect, and they also have learned structure that is specific to the speech signal itself. For example, while the broadband mappings are mostly localized around the frequency whose localization precision they are estimating, there is energy across the entire spectrum in some of the filters indicating that information is being integrated across all frequencies to calculate the optimal weighting, most obviously in Fig. 7(b) . This is clearly useful since the broadband mapping performed better than the narrowband mapping. Additionally, while there have been studies of the time-scales over which the precedence effect operates, most of these have used simple sounds such as click trains or noise bursts, and it is not clear how to generalize these findings to speech sounds. Our system has implicitly learned the characterization of an "onset" that can provide precise localization over the range of acoustic environments on which we have trained.
V. CONCLUSION This paper described a simple, practical method for improving audio source localization. We have demonstrated that the precision information provided by our technique reduces localization error compared to the popular PHAT GCC technique. In addition, the learned mappings are consistent with the precedence effect in that they are sensitive to sudden increases in audio energy. While it is impossible for the simple model we have learned to model all of the subtleties of the precedence effect, the similarities are encouraging. Future work will consist of relaxing the linear-Gaussian assumption implied by our use of FIR filters, which should allow us to make use of a wider range of audio cues in varied acoustical environments. 
