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Abstract The 802.11E Task Group has been estab-
lished to enhance Quality of Service (QoS) provision
for time-bounded services in the current IEEE 802.11
Medium Access Control (MAC) protocol. The QoS is
introduced throughout Hybrid Coordination Function
Controlled Channel Access (HCCA) for the rigorous
QoS provision. In HCCA, the station is allocated a
fixed Transmission Opportunity (TXOP) based on its
TSPEC parameters so that it is efficient for Constant
Bit Rate streams. However, as the profile of Variable
Bit Rate (VBR) traffics is inconstant, they are liable
to experience a higher delay especially in bursty traffic
case. In this paper, we present a dynamic TXOP assign-
ment algorithm called Adaptive Multi-polling TXOP
scheduling algorithm (AMTXOP) for supporting the
video traffics transmission over IEEE 802.11e wireless
networks. This scheme invests a piggybacked informa-
tion about the size of the subsequent video frames of
the uplink streams to assist the Hybrid Coordinator ac-
curately assign the TXOP according to actual change in
the traffic profile. The proposed scheduler is powered by
integrating multi-polling scheme to further reduce the
delay and polling overhead. Extensive simulation ex-
periments have been carried out to show the efficiency
of the AMTXOP over the existing schemes in terms of
the packet delay and the channel utilization.
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1 Introduction
Recent years have witnessed a rapid growth of ubiq-
uitous applications in the Internet with a vast spread
of multimedia streams. This makes providing differen-
tiated Quality of Service (QoS) for such applications
in Wireless Local Area Networks (WLANs) very chal-
lenging task. Besides, several wireless technologies have
been risen from amongst them IEEE 802.11 [21] has as-
sumed as a de facto standard in WLANs due to some
of its key features like deployment flexibility, infras-
tructure simplicity and cost effectiveness [28]. In IEE
802.11 WLANs, the QoS of multimedia communica-
tions cannot be efficiently achieved due to frequent col-
lisions and retransmission [1]. IEEE 802.11 introduces
two channel access modes, namely Distributed Coordi-
nation Function (DCF) and Point Coordination Func-
tion (PCF). The former is the mandatory medium ac-
cess method which is appropriate to serve best effort
applications such as HTTP, FTP and SMTP. Multime-
dia streams that require a certain QoS level are served
during the controlled mode (i.e. PCF) since it provides
a contention-free polling-based access to the channel to
provide the demanded QoS. However, due to the fact
that PCF only operates on the Free-Contention period,
which may considerably cause an increase in the trans-
mission delay, especially with high bursty traffics it con-
sidered not efficient for serving the applications that
required high QoS constraints. Therefore, IEEE 802.11
Task Group e (TGe) has established IEEE 802.11e pro-
tocol [22] which then introduced a revised version [23]
with new technical enhancements on MAC and Physical
layer.
The QoS support of IEEE 802.11 standard has
been extended in IEEE 802.11e by means of Hybrid
Coordination Function (HCF). Enhanced Distributed
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Channel Access function (EDCF) which extends DCF,
provides a prioritized QoS throughout its distributed
access manner to the wireless medium. HCF Con-
trolled Channel Access (HCCA) which extends PCF
that works based on a centralized polling mechanism
to provide differentiated service, according to rigid QoS
parameters negotiated with the centralized coordina-
tion (HC). EDCA introduces a random access to the
wireless medium by means of access categories (ACs).
The traffics are mapped to ACs according to their prior-
ity. Every AC will be associated with a backoff timer so
that the highest priority ACs will go through a shorter
backoff process. Despite EDCA provides QoS support,
it is still not efficient for application with rigid QoS
requirements.
The QoS level required by the delay-sensitive appli-
cation can be better met by HCCA since it is designed
to minimize the control messaging overhead imposed by
the distributed approach of EDCF. Besides, strict QoS
support of HCCA can be exploited to transmit some
TCP-based services such as web-enabled YouTube pro-
gressive video download [39]. Indeed, provisioning QoS
of CBR applications such as G.711 [26] audio streams
and (H.261/MPEG-1) video [44] is suitable. Whereas,
HCCA fails to support VBR traffics based on their
declared TSPEC parameters as they show irregular-
ity in their profile during the time. Two-third of all
traffics in the networks will be video by 2017 accord-
ing to Cisco Visual Networking Index [24]. This mo-
tivates many researches to be carried out to improve
the QoS provisioning in WLANs in terms of supporting
QoS for such streams. Recently, Motion Picture Experts
Group type 4 (MPEG–4/H.264) has become a promi-
nent video the internet due to its scalability, error ro-
bustness and network-friendly features [35]. In HCCA,
scheduling VBR streams with fixed TXOP throughout
their lifetime can provide sufficient yet not favorable
service quality as the data rate of such streams are likely
varied from its mean characteristics during the time.
This can lead to a noticeable increase in the packet de-
lay and deterioration in channel utilization.
More recently, a large deal of video consumed on
mobile devices has been prerecorded video which is
considered non-realtime video [16]. The pre-recorded
videos can be utilized in several applications and forms
such as streaming of video surveillance, providing a
large amount of access to knowledge in educational sys-
tems [6] and in peer-to-peer (P2P) streaming where
users can share stored their video content [3]. Besides,
the spreading of User-Generated Content (UGC) for
instance, pre-recorded/stored videos such as YouTube,
Dailymotion, Metacafe have become noticeable in In-
ternet. In the stored video, the entire traffic can be
precisely identified to allocate an appropriate amount
of bandwidth so as to keep the cost functions (such
as packet delay) minimized. In wireless infrastructure
environments the scheduling of the uplink stream con-
sidered more complicated than downlink streams as the
coordinator does not aware about the queue status of
the terminals [46]. Motivated by the widespread of pre-
recorded videos in nowadays wireless networks and the
availability of the entire video traffic behavior prior to
the traffic setup, we introduce a new adaptive scheduler.
This scheduler exploits the availability of pre-recorded
video profile in order to leverage the scheduling process.
To the best of our knowledge, the scheduling of uplink
stored continuous media in HCCA has not been ad-
dressed efficiently in WLANs. A novel scheduler is pre-
sented in this paper aiming at adapt to the fast changes
of VBR video traffic profile. Some researches have high-
lighted this fact, such as that in [12, 18, 38]. The pro-
posed scheduler utilizes the availability of the entire
characteristics of pre-recorded streams for scheduling
purposes. It computes the TXOP for a traffic stream
based on knowledge about the actual frame size instead
of assigning TXOP according to mean characteristics
of the traffic which is unable to reflect the actual traf-
fic. This scheduler exploits the Queue Size field (QS)
of IEEE 802.11e MAC header to transfer this informa-
tion to the HC. Furthermore, since the poll message
can be overheard by all QSTAs within the BSS, broad-
casting one multiple poll message to all QSTAs in the
SI rather than send one poll for each will minimize the
poll overhead and the packet delay with improving the
bandwidth utilization. Hence, to leverage the benefit
of the proposed algorithm a multi-polling feature has
been integrated. We exploit similar multi-polling frame
to that reported in [29] and [7] which is illustrated in
details in sub-section 3.1.
The rest of the paper is organized as follows. Sec-
tion 2 illustrates the reference HCCA mechanism and
its deficiency in supporting VBR Video streams and
demonstrates some of the HCCA related works. Section
3 illustrates the proposed dynamic algorithm. The per-
formance evaluation including simulation and analyti-
cal results is discussed in Section 4. Section 5 concludes
the work presented in this paper.
2 Background and Related Works
This section presents a description of IEEE 802.11e
HCCA scheduler and some MPEG–4 video character-
istics. The deficiency of HCCA in supporting VBR is
illustrated and some related works in enhancing its per-
formance are also discussed.
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2.1 IEEE 802.11e HCCA Mechanism
In IEEE 802.11e, the channel divided into occurrences
of subsequent superframe which includes Free Period
(CFP) and Contention Period (CP). CFP is reserved
for centralized transmission, which controlled by HCCA
function. However, Controlled Access Phase (CAP) can
be initiated during CFP and CP as well when the
medium remains idle for at lease a PIFS time. This
property is one of the key merits of HCCA that make
HCCA overcome the legacy PCF function in that it
shorten the time the packet waits in its transmission
queue. The scheduling process of QSTAs is discussed
in details in the next section. Figure 1 demonstrates an
example of HCCA transmission during CFP and CP
periods.
2.2 IEEE 802.11e HCCA scheduler
In order to initiate an uplink traffic, the QSTA issues
a QoS reservation through transmitting an ADDTS-
Request frame. This frame carries information about
the TSPEC which is required by HC for scheduling
purpose. The list of mandatory fields of the TSPEC
is described in [17]. The HC which usually resides in
the QoS-enabled Access Point (QAP) which maintains
the TSPECs of all TSs in the polling list. The HC com-
putes the TXOP for each QSTA.
Upon receiving an ADDTS-Request from a QSTA,
the HCCA scheduler of the HC goes through the fol-
lowing steps to schedule the uplink traffics:
1. SI Assignment
The scheduler calculates the Service Interval (SI)
as the minimum of all Maximum Service Intervals
(MSI) of all admitted traffic streams which is a sub-
multiple of the beacon interval, the time between
two subsequent TBTTs. The minimum MSI for
each QSTA is obtained from Equation (1).
MSImin = min(MSIi), i = 1, 2, 3, ..., n (1)
where n is the number of admitted TSs and MSIi
is the maximum SI of the ith stream. The SI is
computed so that it satisfies the condition in Equa-
tion (2).
SI =
BeaconInterval
x
≤MSImin, (2)
where the denominator, x, is an integer number
that divides the beacon interval into the largest
number that is equal or less than the MSImin.
2. TXOP Allocation
HC allocates a TXOP to each admitted QSTA so as
to enable it to transmit its data with regards to the
negotiated QoS parameters of the TSPEC.
For the ith QSTA, the scheduler computes the num-
ber of MSDUs arrived at the mean data rate ρi as
in Equation (3).
Ni =
⌈
SI × ρi
Li
⌉
, (3)
where Li is the nominal MSDU length for the i
th
QSTA. Then the TXOP duration of the particular
station, TXOPi, is calculated as the maximum of
the time required to transmit Ni MSDU or the time
to transmit one maximum MSDU at the minimum
physical rate Ri, as stated in Equation (4).
TXOPi = max
(
Ni × Li
Ri
,
Mi
Ri
)
+O (4)
where M is the maximum MSDU and O denotes
the overhead, including MAC and PHY headers,
inter-frame spaces (IFSs), and the acknowledgment
and poll frames overheads.
3. Admission Control
The ACU manages the TSs admission while main-
taining the QoS of the already admitted ones. When
a new TS demands an admission, the ACU First ob-
tains a new SI as shown in the previous step and
computes number of MSDUs arrived at the new SI
using Equation (3). Next, it calculates the TXOPi
for the particular TS using Equation (4). Finally,
ACU admits only the TS if the inequality in Equa-
tion (5) is satisfied.
TXOPn+1
SI
+
n∑
i=1
TXOPi
SI
≤
∆T − TCP
∆T
(5)
where n is the number of currently admitted TSs,
so that (n + 1) represents the incoming TS, ∆T is
the time interval between two consecutive TBTTs
periods (i.e. ∆T = T TBTTi+1 −T
TBTT
i ), beacon inter-
val and TCP is the duration reserved for EDCA.
The HC sends an acceptance message (ADDTS-
Response) to the requested QSTA if the condition
in Equation (5) is true or send a rejection message
otherwise. The accepted TS will be added to the
polling list of the HC.
2.3 Variable Bit Rate MPEG–4 Video Traffic
Variable Bit Rate video can be classified in terms of
variability of the traffic into two types: variable in
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Fig. 1 Controlled channel access mechanism in IEEE 802.11e HCCA.
Table 1 A fragment of Jurassic Park 1 Trace File Encoded
Using MPEG–4 at High Bit Rate
Frame Frame Frame Frame
sequence type period (ms) size (byte)
482 P 19320 946
483 B 19240 749
484 B 19280 748
485 P 19440 1230
486 B 19360 674
487 B 19400 685
488 P 19560 1208
489 B 19480 815
490 B 19520 804
491 I 19680 3159
492 B 19600 707
493 B 19640 645
packet size such as MPEG–4; and variable on the gen-
eration interval such as H.263. As this research is aimed
towards enhancing the TXOP allocation we have cho-
sen MPEG–4 video.
MPEG–4 is an efficient video encoding covering a
wide domain of bit rate coding ranging from low-bit-
rate for wireless transmission up to higher quality be-
yond high-definition television (HDTV) [14]. For this
reason, MPEG–4 video coding has become from among
the prominent videos in the internet nowadays. This
variability in the compression level is adequate to trans-
mit the video packets over the limited wireless network
resources such as low bit rate. Table 1 displays excerpt
of video trace file of Jurassic Park 1 movie [13] encoded
using MPEG–4 at high quality. We refer the reader to
[30, 31, 45] for more details about MPEG–4 videos.
Basically, the weakness of HCCA in supporting VBR
traffic is because of the lack of information about the
abrupt changes of the traffic profile during the time,
more particular the traffic burstiness issue.
2.4 Transmission of MPEG–4 video in HCCA
Although HCCA guarantees a QoS for video traffic
based on the required TSPEC parameters, there is
a probability to have frames smaller than the mean
negotiated MSDU size. Consequently, a larger TXOP
than needed will be assigned to a QSTA causing wast-
ing in wireless channel time and remarkable increase
in the end-to-end delay. Figure 2 (upper part) illus-
trates the effect of assigning TXOPs for VBR traffics
based on the mean TSPEC parameters on increasing
the packet delay and on the poor wireless channel uti-
lization. Suppose there are three stations sending up-
link video traffics to QAP. HC will accordingly assign
TXOP1, TXOP2 and TXOP3 to QSTA1, QSTA2 and
QSTA3 respectively. Assume that in any SI some or all
the frames sent is considerably smaller than the nego-
tiated MSDU for the TS, in this case the QSTA will
only utilize a portion of the scheduled TXOP for send-
ing its data as explained in the SIi and SIi+1. The next
scheduled TXOP will initiate according to its scheduled
time, regardless the actual exploited time in the pre-
vious TXOP causing increases in the delay and wast-
ing the channel time as well. This issue may be no-
ticeably severe when the number of QSTA with VBR
traffics increase. Moreover, in the transmission of the
pre-recorded video, the traffic behavior is known prior
to the traffic setup [15]. These observations motivate
us to present an enhancement to HCCA scheduler in
which HC exploits information sent by QSTA about
the changes in the traffic profile so as to accurately as-
sign TXOP to QSTA and advance the consecutive TX-
OPs to minimize the delay and add the residual wireless
channel time to EDCA period. The proposed scheduler
is presented in details in the next section.
Several approaches such as [4, 5, 27, 33, 34, 41] have
been presented in the literature attempting to remedy
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the deficiency of the HCCA reference scheduler in sup-
porting QoS for VBR traffics. However, these enhance-
ments are still not sufficient to cope with the fast fluc-
tuating nature of highly compressed video applications
since the QSTAs are scheduled according to an esti-
mation about the uplink TSs characteristic which may
be far from the real traffics. Although, some other ap-
proaches such as [2, 7, 19, 20, 47] have been focused
on enhancing the polling overhead of HCCA scheduler,
there was a lack of consideration for transmitting pre-
recorded streams in WLANs.
More particularly, with highly variable bit rate ap-
plications, it is likely one of two cases happen at some
certain SIs. One case is when the application data rate
goes up in which the allocated time is not sufficient
to empty the transmission queue of the uplink traf-
fics at the QSTAs which in turn results in increasing
the end-to-end delay. There are two possible solutions
to remedy this problem [5, 42]. One is by maximizing
the TXOP duration more than that allocated with re-
gards to the average TXOP of the traffic. However, it
will much degrade the bandwidth utilization when the
data rate drops down. The other one is by applying a
bandwidth reclaiming scheme [4, 10, 40, 43]. The other
case is when data rate drops below its average value
declared in the TSPEC of the TS. In this case, the
assigned TXOP is not totally exhausted. This issue is
addressed in this paper.
2.5 Adaptive TXOP Scheduling Algorithm
Adaptive Transmission Opportunity (ATXOP) sched-
uler [36] is a feedback-based technique which resched-
ules TS of each QSTA in an SI based on piggybacked
information, transmitted to HC, about the next frame
length. This algorithm gives an actual TXOP needed by
stations and ensures that the end-to-end delay is mini-
mized without jeopardizing the channel bandwidth. An
example of the ATXOP algorithm process compared
to HCCA scheduler is depicted in Figure 2. More par-
ticularly, the QSTAs are scheduled as in Equation (4)
except that the Mean Size of MSDU (Li) is the ac-
tual frame size reported in the previous received packet
instead of using the mean value negotiated in the TS
setup phase.
3 Adaptive Multi-polling TXOP Scheduling
Algorithm
To leverage the advantage of the global scheduler and
minimize the control messages overhead, we propose
a multi-polling scheme called Adaptive Multi-polling
Fig. 4 Multi-polling frame format
TXOP scheduling algorithm (AMTXOP) which en-
hances the previously investigated algorithm in [36].
The benefits of the result scheduler over the previous
scheme are two fold, on one hand, it further reduces
the delay exposed by transmitting poll messages frame
for all the stations that precede the current station. On
the other hands, it enhances the channel utilization by
freeing some space reserved for the single poll messages
which replaced by only one multiple poll message. The
delay experienced by the proceeding unused (wasted)
TXOPs is minimized using this algorithm as illustrated
in Figure 3. The scheduling operations at both QSTA
and QAP are described below.
3.1 Multi-Polling frame structure
At the beginning of each CAP, the HC shall have col-
lected information about the next frame size of all ad-
mitted TSs in the polling list. Accordingly, the HC com-
pose one multi-polling frame to be broadcast to all QS-
TAs. The format of the multi-polling frame is shown in
Figure 4. The record number field indicates the number
of the QSTAs to be polled in this service interval. The
polling control includes: 1) associate identifier (AID)
subfield which differentiate QSTAs in the BSS, 2) the
TXOP subfield which is the TXOP duration for QSTA
determined using corresponding AID. Other fields are
described in details in the IEEE 802.11e standard [23].
It is worth noting that the length of the multi-polling
frame is based on the number of the QSTAs admit-
ted in the current SI. One can notice that the multi-
polling frame proposed here is 1 byte smaller than that
in [29] due to eliminating the rate subfield as the rate
of the TS is declared in TSPEC request frame. Suppose
that 802.11g wireless channel with basic physical rate
of 2 is used, the transmission time of multiple single
poll frames and one multi-polling frame will be as de-
picted in Table 2. It is obvious that the time required to
transmit one multi-polling frame is for N STAs is much
smaller than that of multiple single frames. The multi-
polling transmission time of N QSTAs is computed as
time to transmit 13+ (N × 4) bytes while it is as much
as transmitting Pollsize ×N bytes in the case of single
poll frames. Moreover, the reduction in poll overhead
can be implied from the gain ratio.
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Fig. 2 Adaptive TXOP assignment algorithm
Fig. 3 Dynamic TXOP assignment algorithm.
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Table 2 Comparison between the transmission overhead of multiple single poll frames and one multi-polling frame measured
in unit of µs.
Number of stations (N) 1 2 3 4 5 6 7 8 9
Single poll frame×N 264 528 792 1056 1320 1584 1848 2112 2376
Multi-polling frame 284 300 316 332 348 364 380 396 412
Gain ratio ≃ 0 0.43 0.60 0.69 0.74 0.77 0.79 0.81 0.83
3.2 Actions at the station
At the transmission of the packet of uplink traffic, the
QSTA obtain information about the next MSDU frame
size from the application layer via cross-layering. This
information is carried in the QS subfield of 11e MAC
header introduced in IEEE 802.11 standard [23]. This
information is exploited by the HC for scheduling pur-
pose, which is discussed in the following subsection.
Bearing in mind that the AMTXOP does not mod-
ify the polling list of the HCCA, the order of the
polling records will represent the order the QSTA sched-
uled in. Assume without loss of generality that the
polling records are in an ascending order based on their
AID, hence, upon the reception of multi-poll frame, the
QSTAi computes the backoffi that shall wait until it
can transmit its data which can be obtained from the
summation of TXOPj durations of all preceding sta-
tions, where j ∈ [1..i − 1]. Then it initiates a back-
off timer waiting for all QSTA ahead to finish their
transmission. At the expiration of the backoff timer,
it commences its transmission for a duration equals to
TXOPi. The algorithm at QSTA is reported in Algo-
rithm 1.
Algorithm 1: Dynamic TXOP Assignment al-
gorithm at QSTAi
1 AT THE EVENT OF RECEIVING A MULTI-POLL
FRAME
2 if AID of stationi is in the polling control then
3 backoffi ← +
i−1∑
j=1
TXOPj
4 Start backoffi countdown
5 if backoffi is elapsed then
6 Transmit data for duration equals to TXOPi
7 else
8 Wait for single poll message
9 end
3.3 Actions at the access point
Upon the reception of the first frame from a QSTAi at
HC, which includes the MSDU size of the next frame,
the HC will start maintain this information in stations
list until the next CAP begins. At that time, the TXOP
duration will be computed as expressed in Equation (6).
TXOPi =
Sizei
Ri
+O (6)
In the case of having more than one TS at QSTAi,
the Sizei will represent a total summation of all next
frames lengths in bytes. When no data packet is re-
ceived in the current SI due to packet loss, the TXOPi
of QSTAi will be computed as expressed in Equa-
tion (4). It is worth noting that at the first CAP of
any TS, the TXOP is calculated based on Equation (4)
because no information about the next packet size has
been reported yet. Instead of sending a single poll
Algorithm 2: Dynamic TXOP Assignment algo-
rithm at Access Point
1 INPUT:
2 Stations, a list of N stations in the polling list maintained
at the HC;
3 Sizes, a list of next packet sizes for each stationi in the
Stations list where i = 1..N AT THE EVENT OF
RECEIVING A DATA PACKET FROM stationi
4 Save the packet size of stationi in Sizes
5 for each CAP do
6 while Stations is not null do
7 if no data packet received from stationi then
8 Li ←MSDUi
9 TXOPi = max
(
Ni×Li
Ri
, M
Ri
)
+O
10 else
11 TXOPi =
Sizei
Ri
+O
12 end
13 end
14 Construct one multi-polling frame for all QSTAs
15 tend ← tcurr + Tpoll +
N∑
i=1
TXOPi
16 Broadcast a multi-polling frame
17 end
for each station, the HC compose and broadcast one
multi-polling frame which includes AID and computed
TXOPi.
4 Performance Evaluation
In order to evaluate the performance of the AMTXOP
scheduler, we have used a network simulation tool. The
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QSTA-2
QSTA-1
QSTA-3
QSTA-12
QAP
Traffic Sink
.
Uplink video
Traffic source.
.
Fig. 5 Network topology.
simulation environment setup, and video traffic used as
uplink traffics is described in details in this section. The
performance of our scheduler is compared against the
HCCA. The results of end-to-end delay and throughput
are also discussed.
4.1 Simulation Setup
The AMTXOP scheduler has been implemented in the
well-known network simulator (ns-2 ) [37] version 2.27.
The HCCA implementation framework ns2hcca [9] has
been patched to provide the controlled access mode of
IEEE 802.11e functions, HCCA. The ns-2 Traffic Trace
[25] agent, is used for video stream generation.
A star topology has been used for constructing the
simulation scenario to form an infrastructure network
with one QAP surrounded by varying number of the
QSTAs ranging from 1 to 12. All QSTAs were dis-
tributed uniformly around the QAP with a radius of
30 feet as shown in Figure 5. The stations were placed
within the QAP coverage area, in the same basic ser-
vice set BSS, and the wireless channel is assumed to be
ideal. Since we focus on HCCA performance measure-
ment, all the stations operate only on the contention-
free mode by setting TCP in Equation (5) to zero. The
QSTAs communicate directly without a hidden node
problem. RTS/CTS mechanism, MAC level fragmenta-
tion, and multirate support were disabled. QAP is the
sink receiver, while each QSTA is a video source because
only one flow per station is supported by ns2hcca patch.
Therefore, for simulating concurrent video streams mul-
tiple stations are added each with one flow. In order
to leave an ample time for initialization, stations start
their transmission after 20 (sec) from the start of the
simulation time and last until the simulation end. Wire-
less channel assumed to be an error-free, and no admis-
sion control used for the sake of investigating the maxi-
Table 3 Simulation Parameters
Parameter Value
Simulation time 500 (sec)
Physical layer IEEE 802.11g
MAC layer IEEE 802.11e
SIFS 10µs
PIFS 30µs
Slot time 9µs
Physical preamble length 12 (bytes)
PLCP header length 3 (bytes)
PLCP data rate 1 (Mbps)
MAC header size 36 (bytes)
Data rate 54 (Mbps)
Basic physical rate 1 (Mbps)
Propagation delay 2µs
Table 4 Frame Statistics of MPEG–4 Video Trace File
Video Parameter Quality
Low High
J
u
ra
ss
ic
P
a
rk
1 Comp. ratio 49.46 9.92
Mean size (byte) 7.7e+02 3.8e+03
CoV of frame size 1.39 0.59
Mean bit rate (bit/sec) 1.5e+05 7.7e+05
Peak bit rate (bit/sec) 1.6e+06 3.3e+06
Peak/Mean of bit rate 10.61 4.37
F
o
rm
u
la
1
Comp. ratio 43.51 9.92
Mean size (byte) 8.7e+02 4.2e+03
CoV of frame size 1.12 0.42
Mean bit rate (bit/sec) 1.7e+05 8.4e+05
Peak bit rate (bit/sec) 1.4e+06 2.9e+06
Peak/Mean of bit rate 8.05 3.45
mum scheduling capability of each examined algorithm
under heavy traffic conditions. Simulation parameters
are summarized in Table 3. For evaluating the perfor-
mance of our scheduler against the reference scheduler
of HCCA, Jurassic Park 1 video sequence trace encoded
using MPEG–4 was chosen from a publicly available
library for video traces [14]. We tested the AMTXOP
scheduler on Jurassic Park 1 and Formula 1 trace files
which can be classified into movie and sport, respec-
tively, which show different variability level. Table 4
demonstrates some statistics of the examined traces.
The selected video is encoded using different Compres-
sion ratio, which results in varying quality. In this pa-
per, we have tested the algorithms with low and high-
quality video trace. It is worth noting that the vari-
ability of the selected videos is measured by the Co-
efficient of Variation (CoV), which is the standard de-
viation of the frame size divided by the average frame
size. TSPEC parameters used for each video traffic are
shown in Table 5 with regards to video QoS require-
ments.
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Table 5 Video Traffic Parameters
Video Parameter Unit Quality
Low High
J
u
ra
ss
ic
P
a
rk
1 L bytes 7.7e+02 3.8e+03
M bytes 8154 16745
ρ bit/sec 1.5e+05 7.7e+05
D sec 0.08 0.08
R Mbps 11 11
MSI sec 0.04 0.04
F
o
rm
u
la
1
L bytes 8.7e+02 4.2e+03
M bytes 7032 14431
ρ bit/sec 1.7e+05 8.4e+05
D sec 0.08 0.08
R Mbps 11 11
MSI sec 0.04 0.04
4.2 Results and Discussion
Simulations have been carried out to exhibit the per-
formance of the examined algorithms, namely HCCA,
an Adaptive TXOP assignment which we refer to as
ATXOP onward and the proposed algorithm using a
different variability level of the same videos. Since the
main objective is to achieve superior QoS support by
accurately granting TXOP to the station to fit its need,
packet end-to-end delay of the uplink traffics has been
measured which considered as one of the significant
metrics to evaluate a QoS support of video streams.
To validate the behavior of the examined algorithms,
the measurements are done for an increasing number
of TSs. The system throughput was also investigated
to verify that the improvement in the delay is achieved
without jeopardizing the channel bandwidth.
The behavior of the examined algorithms in terms of
allocating TXOP in each SI is illustrated in Figure 6 for
the Formula 1 video sequence. The allocated TXOP for
one flow is shown against a number of SIs for a duration
of 30 seconds. The results reveal the fact of assigning
fixed TXOP in HCCA for all SIs of the flow with ac-
cordance to Equation (4). In this case, the HCCA com-
putes TXOP duration based on the maximum MSDU
size of the flow, namely 7032 bytes and 14431 bytes
for low and high-quality video respectively. Neverthe-
less, the both ATXOP and the proposed scheduler alike
adaptively allocate a TXOP for each SI based on the
actual frame size obtained from the feedback informa-
tion which show that in some SIs the allocated TXOP
duration in HCCA is much higher than the actual need
of the flow which considered as over-allocation cases.
It is obvious that the TXOP duration given in 6(b) is
higher than that in 6(a) as the mean bit rate of high-
quality encoded Formula 1 is considerably higher than
that in low-quality video sequence, refer to Table 4.
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Fig. 6 TXOP allocation of Formula 1 video
4.2.1 End-to-End Delay Analysis
The end-to-end delay is defined as the time elapsed from
the generation of the packet at the source QSTA appli-
cation layer until it has been received at the QAP and
is expressed in Equation (7).
e2eDelay =
∑N
i=1(Ri −Gi)
N
, (7)
whereGi is the generation time of packet i at the source
QSTA, Ri is the receiving time of the particular packet
at the MAC layer of the QAP, and N is the total num-
ber of packets for all flows in the system. The end-
to-end delay has been measured for the three video
types to study the efficiency of both HCCA and our
algorithms with different traffic variability. Figure 7(a),
7(b) and 7(c), 7(d) depict the delay experienced by data
packets for the low, medium and high-quality video, re-
spectively. One can notice that the end-to-end delay
boosts with the increase of the packet size, the highest
quality exhibits higher end-to-end delay and vice versa.
The increase of the delay in higher quality videos can be
justified by the large amount of the allocated to each
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TS, as in Equation (4), which leads to maximize the
wasted TXOPs that keep the subsequent TSs awaiting
in their transmission queue longer time. It is obvious
that the proposed scheduler achieved delay enhance-
ment over both HCCA and ATXOP for the examined
videos due to the polling overhead reduction in the sys-
tem. The proposed algorithm achieved delay enhance-
ment up to 12% over the Adaptive TXOP algorithm
[36] and about 59% over HCCA scheduler. The reason
of achieving better improvement in Jurassic Park 1 is
the higher packet size comparable to that in Formula
1 thereby the granted TXOP obtained in HCCA is far
from the needed TXOP which in turn causes higher
packet delay. Furthermore, the delay improvement in
our scheduler is justified by the accurate calculation of
the TXOP. Unlike the HCCA scheduler that only relies
on the mean traffic characteristic which is not reflecting
the actual traffic behavior.
4.2.2 Throughput Analysis
The aggregate throughput of the examined algorithms
has been investigated against the number of stations.
This is to verify that our scheduler is efficient in sup-
porting QoS for VBR traffics which maintaining the
utilization of the channel bandwidth. The aggregate
throughput is calculated using Equation (8).
AggregateThrp =
∑N
i=1(Sizei)
time
, (8)
where Sizei is the received packet size at the QAP, time
is the simulation time and N is the total number of the
received packets at QAP during the simulation time.
Figure 8(a) depicts the aggregate throughput with in-
creasing the network load for the high-quality Jurassic
Park 1 videos. The result shows that the throughput
is the same as that achieved by the HCCA scheduling
algorithm. This implies that the proposed approach en-
hanced the end-to-delay without jeopardizing the chan-
nel bandwidth.
4.2.3 Aggregate TXOP Duration
To investigate the efficiency attained by the proposed
scheduler in supporting pre-recorded videos, the aggre-
gate TXOP duration is measured and can be defined as
the total of TXOP duration, which is the total TXOP
duration granted to all QSTAs during the simulation
time in units of seconds. In Figure 9, the aggregate
TXOP is shown in the examined videos with increasing
the network load. For Low-quality videos Figures 9(a)
and 9(c) demonstrate that allocating fixed TXOP for
all TS frames in HCCA might exceed the need of the
traffic. In that case only a small portion of the granted
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Fig. 7 Mean end-to-end delay as a function of the number
of stations.
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Fig. 8 Aggregate throughput as a function of the number of
stations.
TXOP is exploited resulting in what’s called wasted
TXOPs. On the contrary, since the proposed scheduler
not only operates according to the actual information
about frame size, but also further minimizes the polling
overhead, the granted TXOP is considerably smaller
than that in HCCA and ATXOP with ensuring the
same achievable throughput. Thanks to multi-polling
concept, the total TXOP duration assigned was as low
as 32% and 25% compared to Adaptive TXOP sched-
uler in low and high videos, respectively. In the pro-
posed algorithm TXOP duration is smaller than both
HCCA and that in [36] as the polling overhead in equa-
tion (4) is minimized by sending only one multi-poll
frame for all QSTAs. In this case, the proposed algo-
rithm shows better enhancement even when the number
of station increase in the system.
4.2.4 Number of admitted MSDUs
IEEE 802.11 Physical layer standards differ from each
other in terms of physical data rate supported and in-
terframe spaces such as SIFS and PIFS. It is worth not-
ing that the physical layer may support various range
of data rate as in IEEE 802.11g while slot time, SIFS
and PIFS (referred to in [23] as aSlotTime, aSIFTime
and PIFS) are fixed per PHY [23]. It is obvious in
Equation (4) that the TXOP duration of each QSTA
is inversely proportional to the PHY rate Ri and di-
rectly proportional to SIFS and PIFS. To study this ef-
fect, the examined schemes have been also tested over
802.11b. Similar simulation parameters used as listed
in Table 3 except physical layer, Slot time, PIFS, Phys-
ical preamble length, PLCP header length and Data
rate were IEEE 802.11b, 20 µs, 30 µs, 18 bytes, 6 bytes
and 11Mbps respectively. Simulation results in Table
6 reveal that 802.11b only supports 5 Jurassic Park 1
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Fig. 9 Aggregate TXOP duration as a function of the num-
ber of stations.
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Table 6 End-to-end Delay in Units of Milliseconds with
Different Physical Layer
802.11b 802.11g
Q
S
T
A
H
C
C
A
A
T
X
O
P
A
M
T
X
O
P
H
C
C
A
A
T
X
O
P
A
M
T
X
O
P
1 1.20 1.20 1.20 0.58 0.58 0.58
2 4.76 2.13 2.17 1.66 1.13 1.17
3 8.32 3.07 3.03 2.75 1.69 1.67
4 11.89 4.02 3.87 3.83 2.25 2.14
5 15.45 4.95 4.68 4.92 2.80 2.60
6 - - - 6.00 3.36 3.06
7 - - - 7.09 3.92 3.51
8 - - - 8.17 4.47 3.96
9 - - - 9.26 5.04 4.41
10 - - - 10.35 5.59 4.86
11 - - - 11.43 6.15 5.31
12 - - - 12.52 6.71 5.75
videos while 802.11g can support more than 12 video
traffics. In 802.11b, the calculated TXOP duration for
the MSDU was 0.00714 second in this case the ACU
will reject all new MSDU starting from the 6th MSDU
as the CAP will become 0.04284 s which exceed the
SI (0.04 second). Due to the high physical rate sup-
ported in 802.11g and smaller IFs, the number of ac-
cepted MSDU is higher.
4.3 Analytical Study of the Proposed Schemes
Without loss of generality, assume that each QSTAi in
any SI has only one TS. In other words, Ni in Equa-
tion (4) is set to 1, ∀i ∈ [1..N ], where N is number of
admitted TSs. Bearing in mind that the transmission of
MSDU frame in IEEE 802.11 begins with a transmis-
sion of Physical Layer Convergence Procedure (PLCP)
preamble and header parts, followed by the data pay-
load. Therefore the transmission time of MSDU frame
of size L, all in bytes, is calculated as follows:
TMSDU = Tpreamble + TPLCP + TMAC + TL, (9)
where Tpreamble, TPLCP , TMAC and TL is the trans-
mission time of PLCP preamble, PLCP header, IEEE
802.11e MAC header and data payload (bytes) respec-
tively which can be calculated as follows:
Tpreamble =
preamble ∗ 8
PHYbasic
(10)
TPLCP =
PLCP ∗ 8
PHYbasic
(11)
TMAC =
MAC ∗ 8
PHYrate
(12)
TL =
L ∗ 8
PHYrate
(13)
The transmission time taken for ACK packet and
poll message is calculated similarly as in Equations (14)
and (15).
TACK = Tpreamble + TPLCP + TMAC , (14)
Tpoll = Tpreamble + TPLCP + TMAC , (15)
Therefore, the TXOP duration of QSTAi is com-
puted as follows
TDi = TL + Tpoll + TACK + 3× SIFS +Dp (16)
In order to ensure the accuracy of the calculation, the
propagation delay, Dp, between the source and receiv-
ing channel should be considered which is normally a
small fixed value [23] as shown in Table 3.
Accordingly, analytical study of the end-to-end de-
lay for examined schemes will be discussed in the fol-
lowing Subsections.
4.3.1 Delay Analysis of HCCA
Assuming that the transmission of the traffic for all QS-
TAs begins as the same time, the end-to-end delay of a
QSTAi can be computed as the total TXOP durations
of the preceding STAs in the polling table including the
transmission time of MSDU of the QSTAi. For the sake
of the simplicity, we assume that the stations are sched-
uled in ascending order according to their index. That
is, the preceding delay of QSTAi in an SI is computed
as in the following Equation.
DiSI =
i−1∑
j=1
TDi + T
i
L + Tpoll + 2× SIFS (17)
As known, any period of time, T , contains a number
of consecutive SIs, M , which can be computed for any
experiment duration T as ⌈T/SI⌉. Thus, the average
aggregated end-to-end delay for the a period of time T
can be calculated as follows:
D =
1
M
·
M∑
k=1
N∑
i=1
DiSI (18)
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4.3.2 Delay Analysis of ATXOP
Based on the discussed deficiency of the HCCA accom-
modating to the fast changing in VBR traffic profile and
the solution proposed in ATXOP in Section 2.5. When
QSTAi, at any SI, exploits only portion of its allocated
TXOPi at the traffic setup time, namely T
i
eff , leaving
an unspent amount of T iu. Thus, the following relation
can be held:
N∑
i=1
T ′i = T
1
eff + T
2
eff + · · ·+ T
N
eff
= TD1 − T
1
u + TD2 − T
2
u + · · ·+ TDN − T
N
u
=
N∑
i=1
TDi −
N∑
i=1
T iu
Where T iu ≥ 0,
∑N
i=1 TDi and
∑N
i=1 T
′
i is the total
TXOP scheduled in any SI used in HCCA and ATXOP,
respectively. It is worth noting that TDi is calculated
from Equation (16) which includes the poll overhead.
Thus, the delay of QSTAi in an SI is computed as
follows,
DiSI =
i−1∑
j=1
(TDi − T
i
u) + T
i
L + Tpoll + 2× SIFS (19)
The worst case scenario when all QSTAs used their
TXOPi duration that is,
∑N
i=1 T
i
u = 0 and conse-
quently,
∑N
i=1 T
′
i =
∑N
i=1 TDi. In this case, ATXOP
performs similarly to HCCA, Thus the ATXOP ensures
at least HCCA performance.
Having given different DiSI for HCCA and ATXOP,
the end-to-end delay of both schemes can be computed
as in Equation (18).
4.3.3 Delay Analysis of AMTXOP
Assume that the transmission time of a single and
multi-polling frame is Tpoll and Tmpoll, respectively.
Thus AMTXOP calculates the total TXOP in any SI
as follows:
N∑
i=1
T ′′i =
N∑
i=1
(T ′i − Tpoll) + Tmpoll (20)
Thus, the delay of QSTAi in an SI is computed as
follows,
DiSI =Tmpoll +
i−1∑
j=1
(TDi − T
i
u)− (i− 1)× Tpoll
+ T iL + SIFS (21)
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Fig. 10 End-to-end delay validation for Low-quality Jurassic
Park 1
Eventually, the delay enhancement in any SI when
multi-polling scheme is integrated can be expressed as
follows:
D =
1
M
·
M∑
k=1
N∑
i=1
DiSI + T
i
L + SIFS (22)
The simulation results were validated on low and
high quality jurassic park 1 video sequence using the
setting in Tables 3 and 4 except for the simulation
time which set to 50 sec. The traffics start at second
20 from the beginning of the experiment run to leave
an ample time for initialization process. For this rea-
son, the number of SIs (M) was 750 which calculated
as 30sec ∗ 1000/40ms.
Figures 10 and ?? show both simulation; and analyt-
ical results for the HCCA, AXTOP scheduling schemes
were computed using Equation (18) and AMTXOP in
Equations (22). The simulation and analytical results
reveal that the model and the simulation agree for both
video sequences with acceptable difference up to maxi-
mum 10% which caused by the disregarded overheads.
The improvement achieved by ATXOP over HCCA can
be straightforwardly implied from Equation (19) where
the unspent transmission time of a station will be avail-
able to the next stations in the polling list which in turn
schedule the station. It is worth noting that ATXOP
and AMTXOP shows superior enhancement with high-
quality video, Figure ??, compared to HCCA as the
TXOP duration in the latter is computed for larger
MSDU size and subsequently the unspent TXOP dura-
tion T iu might be high as well. The effect of multi-polling
scheme in enhancing the packet delay in the SI of any
QSTAi is justified by the minimizing the overhead by
(i− 1)× Tpoll in Equation (21).
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4.4 Performance Analysis over Error-Prone Wireless
networks
Aiming to measure the performance consistency of the
proposed mechanism in error-prone wireless networks,
we tested the performance with increasing Packet Error
Rate (PER) in the system from 1% to 9%. In [11, 32]
the maximum PER measured is 10%, we exclude the
value of PER that is greater than 10% as it is unsuit-
able for most applications [8]. We have chosen the case
of 12 QSTAs transmitting to a QAP as a worst case
scenario in these experiments. The PER was applied to
the packets of the uplink traffics. In spite of the fact
that the HC assigns the TXOPs based on information
piggybacked in each frame, in the case of packet loss
the TXOP will be computed as in the HCCA for one or
more SI until the reception happen where the HC re-
sume the Dynamic mechanism. Mean end-to-end delay
and aggregate throughput metrics have been measured
and the results are discussed as follows.
1. End-to-End delay analysis
The results reveal that the proposed mechanism re-
mains stable minimizing the delay even with in-
creasing amount of packet loss. One can notice that,
the increase of End-to-End delay of the packets in
High-quality videos, 13 and 14, compared to that
of the Low-quality ones, 11 and 12, for the same
reasons discussed in section 4.2.1.
2. Throughput analysis
The throughput achieved by the proposed mecha-
nism by the presence of packet loss is depicted in
Figure 15. The proposed mechanism and HCCA
perform similarly attaining the same throughput.
Indeed, the achievable throughput is degrading as
the PER increases due to the increase of packet loss
on the system.
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4.5 Performance Analysis with Mobility
In order to investigate the effect of the mobility on the
performance of the examined schemes, we used similar
topology to that discussed in Section 4.1 except that
the stations have been placed to be moved within four
diameters each with corresponding PHY rate setting
as in Table 7. It is worth noting that in scenarios a, b
and c, the stations experience higher data rate as they
move towards the AP and vice versa. These scenarios
have been investigated with different movement speeds,
namely 5 and 30 meter per second.
Table 7 Mobility Scenarios with different PHY rate ranges
Scenario PHY rate Distance from AP
(Mbps) (feet)
a 6 325
b 18 250
c 36 200
d 54 80
The results in Figure 16(c) reveals the robustness of
the AMTXOP compared to ATXOP and HCCA (Fig-
ures 16(a) and 16(b) to minimizing the access of each
TS using multi-poling scheme. The HCCA shows high
delay due to its deficiency to adapt to the real time
changes in which the TXOP is computed as a fixed
duration at the traffic setup time and used during the
traffic life regardless to the actual need of the traffic. In-
creasing the mobility speed to 30m/sec as illustrated in
Figure 17 shows marginally difference compared to that
in Figure 16 as the destination (AP) is only one hop far
from the source. One can notice the effect of increasing
the PHY on the number of admitted flows which were
4, 8, 13 and 18 TSs in 6Mbps, 18Mbps, 36Mbps and
54Mbps scenarios, respectively.
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Fig. 16 Delay with Mobility of speed 5m/sec
4.6 Channel Utilization Analysis
In this section, we study the improvement of the band-
width utilization of the ATXOP and the AMTXOP
compared to the HCCA protocol. The Bandwidth uti-
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Fig. 17 Delay with Mobility of speed 30m/sec
lization improvement is calculated for each STAi in an
SI as in Equation (23)
Biim =
BiHCCA −B
i
proposed
BiHCCA
(23)
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Fig. 18 Channel Utilization improvement for Low-quality
Jurassic Park 1
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Fig. 19 Channel Utilization improvement for High-quality
Jurassic Park 1
where, BHCCA is the channel utilization of HCCA
which can be calculated as the proportion of fixed
TXOP to the SI, whereas Bproposed is for ATXOP and
AMTXOP. Figures 18 and 19 demonstrate the channel
utilization improvement as the average of all admitted
flows. The ATXOP achieved utilization improvement
over HCCA of about 49% and 56% for the low and high
quality videos, respectively. Whereas, thanks to multi-
polling scheme, the AMTXOP achieves up to 56% and
66% over the HCCA.
5 Conclusion
In this paper, a novel scheduler called AMTXOP has
been proposed to leverage the performance of the con-
trolled access mode of IEEE 802.11e. The enhancements
of AMTXOP is two fold. First, the HC polls QSTAs
with regard to fast changing in the traffic profile so
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as to prevent QSTAs from receiving unnecessary large
TXOP. Second, the surplus time of the wireless chan-
nel is conserved by reducing the number of poll frames
using the multi-polling approach.
This work shows the significant impact of integrat-
ing the multi-polling scheme to the existing piggyback-
ing mechanism in the VBR traffic scheduling. This in-
tegrated scheme reduces the packet delay and enhances
the channel utilization as well.
Performance evaluation throughout simulation ex-
periments and analytical study reveals the efficiency of
the proposed scheduler over HCCA and ATXOP. More-
over, the schemes were evaluated with mobility scenar-
ios to check the robustness over harsher environments.
Thanks to multi-polling concept, the total TXOP dura-
tion assigned in AMTXOP was 32% and 25% less than
that in ATXOP in low and high videos, respectively.
This remarkable improvement in the channel utiliza-
tion has led to significant enhancements in the packet
delay. The AMTXOP achieved delay enhancement up
to 12% and 59% over the ATXOP and HCCA, respec-
tively. Moreover, the gain in the channel utilization is
also considered as bonus merit.
6 Future Directions
In the future, we intend to design an admission con-
trol unit (HCCA) to utilize the surplus bandwidth gain
using AMTXOP mechanism and manage these band-
width resources among the HCF functions, EDCA and
HCCA for maximizing the number of admitted flows
in the system and study the affect of increasing the
admitted flows on the TCP flows of the EDCA. More-
over, an enhancement will be introduced to support live
video transmission by exploiting the perfecting concept
and govern the resulted additional delay budget. The
other possible future direction is to enhance the pro-
posed scheduler to cope with more sophisticated wire-
less conditions and with the MAC level fragmentation
and multirate adaptation support.
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