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The role of vision as an additional sensing mechanism has received a lot of 
attention in recent years in the context of autonomous flight applications. Modern 
Unmanned Aerial Vehicles (UAVs) are equipped with vision sensors because of their 
light-weight, low-cost characteristics and also their ability to provide a rich variety of 
information of the environment in which the UAVs are navigating in. Vision sensors 
have also been used as passive sensors to detect and track neighboring aircraft in 
autonomous formation flight type scenarios. 
The problem of vision based autonomous flight is very difficult and challenging 
since it requires bringing together concepts from image processing and computer vision, 
target tracking and state estimation, and flight guidance and control. This thesis focuses 
on the adaptive state estimation, guidance and control problems involved in vision-based 
formation flight. Specifically, the thesis presents a composite adaptation approach to the 
partial state estimation of a class of nonlinear systems with unmodeled dynamics. In this 
approach, a linear time-varying Kalman filter is the nominal state estimator which is 
augmented by the output of an adaptive neural network (NN) that is trained with two 
error signals. The benefit of the proposed approach is in its faster and more accurate 
adaptation to the modeling errors over a conventional approach. In the context of the 
formation flight problem, the proposed adaptive state estimator is robust to unmodeled 
leader aircraft acceleration.  
The thesis also presents two approaches to the design of adaptive guidance and 
control (G&C) laws for line-of-sight formation flight. In the first approach, the guidance 
and autopilot systems are designed separately and then combined together by assuming 
time-scale separation. The second approach is based on integrating the guidance and 
autopilot design process. The developed G&C laws using both approaches are adaptive to 
 xiv
unmodeled leader aircraft acceleration and to own aircraft aerodynamic uncertainties. 
The second approach results in an adaptive integrated guidance and control law that is 
shown to be capable of achieving higher bandwidth for the combined G&C dynamics 
compared to the adaptive G&C law based on time-scale separation. Both the approaches 
assume that true values of the line-of-sight variables are available for feedback.   
The thesis also presents theoretical justification based on Lyapunov-like stability 
analysis for integrating the adaptive state estimation and adaptive G&C designs. 
Comparison results between the two integrated adaptive estimation guidance and control 
designs are presented to showcase the best overall design for vision-based formation 
flight. All the developed designs are validated in nonlinear, 6DOF fixed-wing aircraft 
simulations. The adaptive state estimation design is integrated with image processing 
algorithms and validated in real-time simulation software. 
Finally, the thesis presents a decentralized coordination strategy for vision-based 
multiple-aircraft formation control. In this approach, each aircraft in formation regulates 
range from up to two nearest neighboring aircraft while simultaneously tracking nominal 











The problem of vision based autonomous flight is very difficult and challenging 
since it requires bringing together concepts from image processing and computer vision, 
target tracking and state estimation, and flight guidance and control. This chapter offers a 
broad perspective on this problem by providing a survey of the relevant literature and 
outlines the problems that this thesis is expected to solve.  
1.1 Autonomous Formation Flight 
 The subject of autonomous formation flight has received a tremendous amount of 
research interest from the aerospace community in the last few years. One motivating 
factor has been the aerodynamic benefits of close formation flight [1]-[3]. A close or tight 
formation is one in which the lateral separation between aircraft is less than a wingspan. 
In this case, aerodynamic coupling is introduced into the formation’s dynamics, above 
and beyond the kinematically induced coupling. By properly positioning the follower 
aircraft relative to the leader aircraft, the aerodynamic forces created by the leader’s 
vortex can be used to reduce the fuel consumption of the follower aircraft. Thus, 
alternating aircraft in and out of the lead position can potentially increase the range and 
endurance of the formation of aircraft. 
In particular, control of the leader-follower formation has been investigated 
extensively. The various approaches include Proportional-Integral-Derivative (PID) 
control [4], Linear Quadratic Regulator (LQR) based decentralized control [5], and 
nonlinear, adaptive approaches [6]-[10]. In Refs. [8], [9], baseline constant gain control 
laws are compared through simulation studies with adaptive control laws that adapt to the 
uncertainties induced by the aerodynamic interactions. In Ref. [10], a formation flight 
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autopilot is designed for the follower aircraft using feedforward Neural Networks (NNs), 
direct Model Reference Adaptive Control and online extremum-seeking command 
generation to enable bounded output tracking that minimizes the effect of vortex 
uncertainty. Formation control has also been considered in the context of coordinated 
motion of a group of vehicles [11]-[14]. Such approaches ignore the aerodynamic 
coupling in the formation of aircraft and only focus on the coupling of the aircraft 
kinematics due to their measurement and control strategies. These approaches have been 
more widely researched in the mobile ground robotics community [15]-[20]. 
Almost all of the control approaches described in the literature above assume that 
some measurements of the leader position and velocity, and angular attitudes are 
available for feedback in the formation controller. Each vehicle in formation is assumed 
to be equipped with an independent navigation system to acquire its own position and 
velocity information. To this end, at least one radio communication channel is needed to 
send leader aircraft data to the follower. In such cases, damage to the receiver or 
transmitter may be critical to mission success. This then requires methods to be 
developed that maintain stability of the formation in the face of communication failures 
or delays. Vehicles with defective sensors are commanded to leave the formation and the 
formation is reconfigured [21], [22]. Communication delay also affects the formation 
[23]. Military missions generally prefer low-bandwidth communication, and if possible, 
radio silence for stealth purposes. As an example, unmanned aerial vehicles (UAVs) 
operating in close proximity to enemy forces provide real-time information difficult to 
obtain from other sources, without risk to human pilots. Technology demonstration 
programs such as Unmanned Combat Aerial Vehicle illustrate the trend toward 
developments of UAVs that will dominate enemy airspace through maintenance of a 
continuous presence over the battlefield. Among the weapons employed by these UAVs 
will be flocks of cooperative miniature or micro autonomous vehicles operating in close 
proximity to terrain or structures that will gather information on enemy movements and, 
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under human supervision, seek out, identify, and attack targets of opportunity. They will 
be expected to maintain a formation while at the same time executing searches in a 
congested environment. Stealth like operations will also be important, implying the need 
to maintain autonomy and to minimize communication. Methods enabling the passive 
detection of another vehicle and maintaining the formation would be thus preferred to 
methods that depend on two-way data links. One option for passive detection of 
neighboring vehicles is to use vision sensors onboard the vehicle. 
1.2 Vision-based Flight Applications 
There has been a lot of work done recently with respect to the use of vision 
sensors onboard aircraft. One of the most prevalent areas of research is in the 
development of UAVs that utilize vision in conjunction with other sensors. Vision has 
been used in trajectory planning or for the precise determination of a relative position 
[24], [25]. Ref. [26] presented a method for the autonomous landing of a rotorcraft UAV. 
The corners of a landing area are marked with red beacons whose position can be 
detected in the camera image through fast image processing algorithms. Then the 
locations of the corners are used as measurements for an Extended Kalman Filter (EKF) 
that is designed to estimate the relative position, velocity, attitude and angular rates of the 
aircraft. Other research has involved replacing a traditional sensor on a UAV with a 
vision sensor. Ref. [27] described a project in which a small glider flies autonomously 
relative to a window using only vision for guidance, navigation and control. Ref. [28] 
presented a method for vision-aided inertial navigation, where the output of a vision 
sensor and an inertial measurement unit (IMU) are used in tandem to allow autonomous 
navigation of a rotorcraft UAV without the use of Global Positioning System (GPS) 
updates. The motivation for this research is the possible loss of GPS links while 
navigating in urban and indoor areas and the problem of GPS jamming while operating in 
adversarial environments. Work has also been done in vision-based approaches to 
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obstacle modeling and obstacle avoidance. Ref. [29] uses Structure-From-Motion 
techniques fused with inertial measurements to estimate 3D obstacle feature points and an 
adaptive learning algorithm to estimate the environment from the 3D feature points. Ref. 
[30] detects obstacle edges as lines in the image instead of obstacle feature points and 
uses an EKF to construct 3D obstacle models. In the area of ground robotics, vision 
systems have been used in the formulation of control algorithms that do not require 
estimates of position and velocity. Such controllers are called image-based visual servo 
controllers [31, 32] but the extension of such control designs to a six degree-of-freedom 
(DOF) dynamical system such as an UAV is difficult and very few results are available in 
this direction. 
Refs. [33-36] present vision-based algorithms for application in autonomous 
formation flight and the closely related field of autonomous aerial refueling. Uniquely 
identifiable light markers (beacons) are placed on the leader aircraft and on the refueling 
drogue to facilitate relative navigation. Work on autonomous aerial refueling is motivated 
by the fact that current UAVs are limited in flight range and endurance and need to be 
carried onto the battlefield and launched from there. In Ref. [35,36] the beacons are Light 
Emitting Diodes (LEDs) that emit structured light modulated with a known waveform. 
The vision sensor onboard the follower aircraft filters the received light energy from the 
LEDs so that much of the ambient energy is ignored and thus target detection can be 
achieved in a noisy, ambient environment. Based on the vision data collected, a nonlinear 
estimation routine is used to estimate the relative position and orientation of the vision 
sensor relative to the refueling drogue. Refs. [33,34] follow similar logic for the detection 
of a leader aircraft in formation flight by placing infrared LEDs on the leader aircraft 
emitting different colored lights. Then a pose estimation algorithm is utilized to estimate 
the relative leader position and attitude. The need for uniquely identifiable markers 
comes from the need of exactly associating a known LED 3D position on the target 
(leader, drogue) with its 2D projection onto the image plane. Refs. [37,38] employ the 
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method of active contours in the image processing algorithms and Kalman filtering to 
track the target (leader) aircraft across several image frames. The approach here does not 
require the use of uniquely identifiable optical markers to be placed all over the target 
aircraft. Active contours can be regarded as autonomous processes that can conform to 
various object shapes and motions. Data derived by the use of active contours is used to 
drive an EKF that produces estimates of range, line-of-sight (LOS) angle and their rates. 
The next section focuses on the specific problem of vision-based formation flight and the 
challenges involved in solving this problem. 
1.3 Vision-based Formation Flight 
The problem of leader-follower formation flight in which the follower aircraft is 
equipped with only an onboard camera to track the leader aircraft is quite challenging. 
The follower aircraft is tasked with the objective of maintaining a desired relative 
position, usually a commanded range and sometimes a relative orientation, from the 
leader aircraft. This problem requires simultaneous sensor data processing, state 
estimation and tracking control in the presence of unmodeled disturbances (leader 
acceleration) and measurement uncertainties. Figure 1 shows the block diagram of the 
follower aircraft with a vision-in-the-loop flight control system.  
Although tracking in the presence of disturbances is a classical control issue, the 
problem at hand is very difficult and challenging due to the highly uncertain nature of the 
disturbance. Sensor data processing involves fast converging computer vision algorithms 
that track the leader aircraft in the presence of background clutter and derive noisy 
measurements of the leader aircraft’s position relative to itself [33-38]. In this respect, the 
problem of vision-in-the-loop tracking differs from standard tracking problems in that the 


















Figure 2. Sample image processing with background clutter [39] 
 
 
uncertainties arise from sensor noise and the assumptions embedded in the computer 
vision and reasoning algorithms, for example, the likelihood of various hypotheses. In 
this thesis, we do not focus on the development of the computer vision algorithms and 
instead rely on the algorithms in [37, 38] and related references. These algorithms use 
active contours or snakes to track various features of interest over time across several 













objects in the image plane, making them ideal for segmentation, edge detection, shape 
modeling and visual tracking. Efforts to make these algorithms robust to background 
noise and temporary loss of image data due to target occlusion etc. are ongoing [39]. 
A consequence of using a monocular fixed camera is that the range to the leader 
or target aircraft is not available as a direct measurement. So the measurements from the 
image processing algorithms have to be processed by a nonlinear filter, for example, an 
EKF, that computes estimates of range and other line-of-sight (LOS) variables that are 
required in the guidance and control algorithms [38]. There are several problems that 
affect the reliability of the estimation process. First, the measurements are always 
corrupted by noise. Secondly, the measurements can drop-out, i.e., the measurements are 
not available at some instants of time due to the target going out of the field-of-view 
(FOV) of the camera, lack of convergence of the computer vision algorithms, etc. 
Thirdly, the rate at which the measurements are available for use in the control loop is 
low (~20 Hz) relative to the required update rate of the control loop (~100 Hz). A critical 
source for uncertainty in the estimation process is the lack of knowledge of the target 
motion. Unmodeled target maneuvers lead to bias in the estimates of the range and LOS 
variables and in some cases can lead to divergence. The estimation process has to be to 
be made robust to all such uncertainties before being employed in closed-loop control. 
This is one of the areas of focus of this thesis and a comprehensive survey of the 
literature in this area is provided in Section 1.4. 
Assuming reliable estimates are available from an estimator, guidance and control 
laws that utilize these estimates for control of the range and other LOS variables have to 
be designed. Most guidance and control laws are designed by assuming the separation 
principle [72] is valid and the estimation and guidance algorithms can be designed 
independently. However, the separation principle assumed implicitly in the separate 
design of the estimation and control algorithms has not been proven to be theoretically 
valid for general nonlinear systems even though there have been many practical 
 8
implementations of control designs based on this assumption. Any stability analysis of 
the control design has to take into account the lag due to the estimation process. This is 
another area of focus for this thesis and relevant literature survey is provided in Section 
1.5. Finally, the intended application of the vision-based formation flight algorithms is 
for UAVs. The control design for UAVs must take into account modeling inaccuracies 
due to uncertainties in the aerodynamic parameters, actuator limitations and 
maneuverability requirements for operating in congested, adversarial environments and 
tracking maneuvering targets, etc. Conventional approaches to guidance and flight 
control design employ a time-scale separation argument to justify the separate design of 
the guidance and autopilot subsystems. The nominal performance of these designs is less 
than what can be achieved. Therefore, the development of an IGC design is another area 
of focus of this thesis and relevant literature survey is provided in Section 1.6.  
1.4 Target Tracking and Adaptive State Estimation 
The primary objective of target tracking is to estimate the state trajectories of a 
moving object. One of the major challenges for target tracking arises from target motion 
uncertainty. This uncertainty refers to the fact that an accurate dynamic model of the 
target being tracked is not available to the tracker. In addition, any measurements of the 
target being tracked are corrupted by noise and time delays. A Kalman filter is usually 
used in the tracking problem but its performance may be seriously degraded unless the 
estimation error due to unknown target maneuvers is compensated. Two different 
approaches have been widely used to handle the case of unknown target maneuvers: 
model-based adaptive filtering and input estimation. 
Various mathematical models of target motion have been developed over the past 
three decades. The models may: 1) approximate the actually nonrandom target maneuver 
as a random process of certain properties, or 2) describe typical target trajectories by 
some representative motion models with properly designed parameters. In the class of 
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models where the target maneuver is modeled as a random process, the simplest model is 
the so-called white-noise acceleration model [40]. This model assumes that the target 
acceleration is an independent, white noise process. The intensity of this white noise can 
be adjusted online, which is the basis of some adaptive Kalman filter based target 
tracking algorithms [41-43]. Ref. [41] suggested a method in which the process noise 
covariance matrix can be estimated from the lagged prediction error covariance. This 
estimate is then directly utilized to compute the Kalman gain. Ref. [42] suggested 
techniques to independently estimate both the measurement noise covariance matrix and 
the process noise covariance matrix. The process noise covariance matrix is estimated by 
adjusting its value such that the statistics of the filter residual approach those of the 
optimum Kalman filter. Ref. [43] provided a procedure for adaptive computation of the 
process noise covariance matrix in an EKF for ballistic target tracking. The second next 
simplest model for target maneuver is the so-called white noise jerk model [40], which 
assumes that the derivative of the acceleration of the target is an independent, white noise 
process. While white noise models have the advantage of simplicity, they rarely capture 
to a sufficient degree the full range of maneuvers that targets are capable of performing. 
For many applications, a better approach is to use Markov process models. An example is 
the Singer model [44] which assumes that the target acceleration is a zero-mean first-
order stationary Markov process. This formulation of the target maneuver model 
suppresses the bias in the state estimates to a certain degree but can exhibit poorer 
performance than simpler models when there is no target maneuver. More sophisticated 
approaches include the variable-dimension filter approach [45] in which extra states are 
introduced in the filter when an input is detected and the interacting multiple model 
(IMM) technique [46] in which the change of the plant is modeled as a Markovian 
parameter having a transition probability. Kinematic approaches to modeling the target 
maneuver include the circular motion model [47] and the more general curvilinear motion 
model [48]. Another technique has been to incorporate kinematic constraints as a pseudo-
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measurement in the Kalman filter [49]. An example of kinematic constraint is that the 
acceleration vector is always perpendicular to the velocity vector for a constant speed 
target. A comprehensive survey on target tracking using target models is given in Ref. 
[50]. In general for model-based approaches to target state estimation, filter performance 
may not be satisfactory when the target maneuver does not comply with the model, and 
every approach can be defeated with a suitably chosen target maneuver. 
Input estimation is a different approach in which the existence of target 
maneuvers is first detected and then the magnitude of the target maneuver (input) is 
estimated [51-55].  Ref. [51] proposes an input estimation technique using the least-
squares method to calculate the input magnitude. Ref. [52] derives a recursive input 
estimation technique based on multiple-model filtering. Ref. [53] proposes a technique in 
which the unknown target maneuver is modeled as a linear combination of basis 
functions, which are some elementary functions of time. The coefficients of each basis 
function are estimated. A comprehensive survey on target tracking techniques using 
decision-based methods that include input detection and estimation is given in Ref. [54]. 
Ref. [55] employs a constant velocity filter, an input estimator and a maneuver detector 
implemented in parallel. This filter structure is similar to that of the two-stage Kalman 
filter [56] where the target acceleration is treated as a “bias” term. In the two-stage 
Kalman filter approach, two filters are implemented in parallel. A constant velocity filter 
represents the “bias-free” filter and the acceleration filter represents the “bias” filter [56]. 
Neural Network (NN) based adaptive estimation and identification schemes have 
been proposed to take into account modeling errors in the system and/or the measurement 
model [57-64]. The universal approximation property of NNs permits treatment of 
systems with modeling uncertainties that are not linear in the unknown system 
parameters. Refs. [58-60] propose approaches for augmenting a linear time invariant 
observer with a NN while [61-64] propose approaches for augmenting an EKF with a 
NN. The approaches in [58,59,61,62] require that the dimension of the system be known 
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while the approaches in [60,63,64] do not impose this condition allowing the application 
of the latter approaches to a certain class of systems with unmodeled dynamics. The 
adaptive nature of these estimators provides robustness to both parametric uncertainty 
and unmodeled dynamics. The main challenge in these approaches is in the derivation of 
an error signal to update the NN weights. The observer in [58] introduces a strictly 
positive real (SPR) filter that enables writing the NN weight update laws in terms of the 
only available error signal, i.e., the output error or residual. However, the filter needed to 
satisfy the SPR condition may not always exist, particularly for systems with multiple 
outputs. The observers in [60,64] do not employ the SPR filter but instead utilize an error 
observer that generates estimates of the state estimation error vector to train the NN.  
In Ref. [63] the NN is trained online with the residuals of the EKF and designed 
to estimate the unknown target maneuvers in real-time and compensate the EKF. Ref. 
[65] modified the approach in [63] by deriving an additional error signal to train the NN. 
The modification was motivated by a particular target tracking application where it was 
difficult to identify a fixed set of NN design parameters that could give reasonable target 
acceleration estimates for varying target maneuvers. This in turn gave rise to state 
estimation errors that were larger than expected. The modified approach in [65] is similar 
in spirit to the composite adaptation approach [66], the combined direct and indirect 
adaptive control approach [67] and the Q-mod approach to adaptive control [68] that 
employ additional error signals to improve the performance of the adaptive component in 
the system. The difference is that the approaches in Ref. [66-68] were applied to adaptive 
control problems with state feedback, while the approach in [65] is developed for an 
adaptive state estimation problem. When compared to Ref. [63], the approach in [65] is 
limited thus far to the state estimation of linear, time-invariant systems. Ref. [69] 
provides another approach to adaptive state estimation in the presence of bounded 
disturbances and time-varying parameters. Neural networks are employed to approximate 
state and control-dependent continuous functional uncertainties and adaptive bounding 
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technique is used to reject the effect of bounded disturbances. However, SPR-like 
conditions have to be imposed on the system whose states are being estimated. A linear 
time-invariant observer is designed to estimate the linear part of the system.  
1.5 Integrated Adaptive Estimation and Control 
Guidance and control laws that attempt to position the follower aircraft at a 
desired location relative to the leader aircraft in order to obtain the benefits of drag 
reduction have been described in Section 1.1 [1-10]. In comparison, there have been very 
few attempts to formulate guidance and control laws for vision-based formation flight or 
for formation flight not requiring continuous data communication between vehicles in 
formation. Ref. [13] formulates guidance laws for multiple-vehicle formation flight using 
LOS information only. The LOS information set includes the LOS angle, range and their 
respective rates assumed to be available from vision sensors or radar. The formulation is 
valid for motions restricted to the two dimensional horizontal plane and issues of leader 
maneuvers are not considered in the formulation. Ref. [12] proposes an adaptive guidance 
solution for multiple-vehicle formation flight. Range and LOS angle information is 
assumed to be available from vision sensors and the ability of follower aircraft to 
maintain range from one or more neighboring vehicles is demonstrated. The guidance 
solution enables adaptation to the maneuvers of the neighboring vehicles. However, this 
solution also assumes that motion is restricted to the two-dimensional horizontal plane 
and that velocity and heading are achieved with a simple first-order lag. Ref. [14] 
proposed the concept of leaderless formations using the problem formulation in [12]. The 
approach was motivated by the need to increase the robustness of the formation to failure 
in the leader or more vehicles. Ref. [33] proposes speed and heading command based 
guidance laws that are formed by the action of PID controllers on position errors in the 
follower aircraft wind frame. The position errors refer to the error of the follower 
aircraft’s current position with respect to a desired position from the leader aircraft. The 
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position errors are also augmented with the errors in the speed and heading of the 
follower aircraft with respect to the leader for better guidance law performance. 
However, this implies that the leader aircraft speed and heading should be available to the 
follower aircraft, which is assumed to be through radio communication. Issues of leader 
aircraft maneuvers are not considered. Ref. [70] proposed an adaptive guidance solution 
for regulating the range from a maneuvering leader aircraft in a 6 DOF leader-follower 
formation. The adaptive guidance solution was integrated with an adaptive autopilot and 
simulation results showed range tracking performance robust to leader aircraft 
maneuvers. However, this approach assumed that the true values of range and LOS 
angles of azimuth and elevation are available. 
A drawback of the preceding guidance laws is that they are predicated on a 
deterministic perfect-information scenario. That is, the guidance laws are designed by 
assuming that the variables required for control of formation flight, for e.g., range, range-
rate, LOS rates etc, are available instantaneously and are not distorted by noise. However, 
this assumption ignores the fact that the above variables are obtained from a nonlinear 
filter like an EKF, which is driven by noisy measurements. Similar assumptions are made 
in the derivation of the classical missile guidance laws of Proportional Navigation (PN) 
and Augmented Proportional Navigation (APN) [71]. The practice of integrating a perfect 
information guidance law with a separately designed estimator in effect assumes that the 
separation principle [72] is valid. However the separation principle has not been proven 
valid for a nonlinear system. This implies the need for an integrated design of the 
estimation and guidance laws [73, 74]. Ref. [74] invokes a General Separation Theorem 
(GST) that states that the estimator can be designed separately from the guidance law, yet 
when designing the guidance law the estimator has to be considered. 
Ref. [64] provides an example of an integrated estimation and control law design 
applied to missile target tracking, obstacle avoidance and formation flight problems. The 
estimator is an EKF augmented with a NN to compensate for the effect of target 
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maneuvers. When integrating the estimator with the control law, the control law is 
implemented with the estimates of the states. Stability (ultimate boundedness of the 
system errors) of the integrated system is shown by imposing a linear-growth type 
condition on the control law as a function of the states. Other examples of integrated, 
adaptive estimation and controller design are given in refs. [75-80]. Ref. [75] constructs 
an adaptive NN observer providing state estimates to an adaptive NN controller for 
robotic type systems. The NN in the observer approximates the state-dependent 
uncertainty and the NN in the controller approximates a nonlinear function of the 
tracking error, states of the system and the state estimation error. Lyapunov-like stability 
analysis is used to show uniform ultimate boundedness (UUB) of the system errors. Ref. 
[76] presents an approach in which an adaptive NN observer is coupled with a 
backstepping controller for nonlinear systems with uncertainties that are functions of the 
output of the system. Similar adaptive observer based controller design approaches are 
presented in Ref. [77-79] for full relative degree systems. Ref. [80] presents an approach 
in which the state observer based linear control law is augmented with the error observer 
based adaptive observer [60], such that adaptive estimation and adaptive control is 
achieved through a single NN. The presented approach is applicable to nonlinear systems 
with known nominal linear models and with both matched and unmatched uncertainties. 
In Refs. [75-80], a linear time-invariant observer is designed for the linear part of the 
system. Another set of interesting results is found in Refs. [99-101] where the guidance 
laws are designed to enhance the accuracy of the estimation process. In these 
applications, range is not available as a measurement and the range and range-rate have 
to be estimated by using only passive measurements. Such problems are well known in 
literature as bearings-only target tracking problems [102]. There have been several 
approaches for the design of a guidance law that enhances the accuracy of the estimation 
process. The nominal guidance laws in [99] and [100] are augmented by a term that 
induces oscillations in the LOS angle and by a term proportional to the rate of the trace of 
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the Fisher information matrix respectively. In Ref. [101], the guidance law is obtained by 
maximizing the inverse of the error covariance matrix of the EKF.  
1.6 Integrated Guidance and Control Design 
Conventional approaches to guidance and flight control design employ a time-
scale separation argument to justify the separate design of the guidance and autopilot 
subsystems. Once designed, the two subsystems are integrated together and tuned till the 
performance objectives are satisfied. While this approach to design has been successfully 
implemented on many flight vehicle systems, the design usually results in an overall 
performance that is less than what can be achieved. Secondly, in high performance 
applications like intercepting a highly maneuvering target, or maintaining range from a 
maneuvering leader aircraft in a formation, the time-scale separation argument does not 
hold. In such cases the guidance subsystem can drive the autopilot and the overall system 
unstable with commands that cannot be achieved by the autopilot.  
Integrated approaches to guidance and control design have been indicated in 
literature as a way to overcome the shortcomings of the conventional approach. Its been 
stated that an integrated guidance and control (IGC) formulation can directly compensate 
for the effect of autopilot lag and improve missile intercept performance [81,82]. An 
integrated approach also helps avoid the iterative procedure involved in tuning the 
guidance and autopilot subsystems, if designed separately. The integrated design is also 
less susceptible to saturation and stability problems. Feedback linearization of the relative 
cross-range and altitude to target and the roll-angle is employed in Refs. [81,82] for the 
IGC formulation. Sliding mode control theory is employed in Ref. [83] for the IGC 
formulation. In Ref. [84], a single-plane linear IGC problem formulation is considered 
and a game-theoretic control synthesis approach is utilized. In Ref. [85], the IGC problem 
is formulated as a finite-time horizon nonlinear disturbance attenuation problem. An 
approximate solution approach to the above problem is developed that is referred to as 
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the state-dependent Riccati differential (difference) equation (SDRDE) technique. Monte 
Carlo simulation results using this technique showed that it performed favorably 
compared to a benchmark guidance and control system and resulted in much smaller 
overall system time constants. The SDRDE technique however is computationally 
intensive owing to the need to solve Riccati difference equations online at each sample 
instant. An adaptive backstepping based approach to IGC design is presented in [86]. The 
missile dynamics have to be written in the strict-feedback form [87] in order to use the 
backstepping approach. The advantage is that the backstepping approach can directly 
address plants with unmatched uncertainties. Adaptation is included to provide 
robustness to parametric uncertainty in the missile dynamics.  In Ref. [88], the flight 
control system design is done via a conventional inner and outer-loop design approach. 
The linear compensator gains in the inner and outer-loops are chosen such that the 
combined error dynamics of both the loops are asymptotically stable in the absence of 
modeling uncertainties, and thus mitigate inner and outer-loop interaction. Adaptation is 
included in both loops to address any modeling uncertainties. Pseudo-Control Hedging 
[89] is used in the inner-loop to prevent adaptation to actuator saturation and dynamics. 
Hedging is also used in the outer-loop to prevent adaptation to inner-loop dynamics. An 
adaptive approach to IGC design for LOS based formation flight using a combination of 
output feedback inversion and backstepping techniques is given in Ref. [90]. It is shown 
that an IGC design employing only feedback inversion results in a deficiency in turn 
coordination. So feedback inversion is combined with backstepping, where the 
backstepping design is employed only to address the portion of the dynamics wherein the 
inverting solution is deficient.  NN based adaptation is included to address any modeling 
uncertainties that arise in the process of dynamic inversion due to parametric uncertainty 
in the aircraft aerodynamic data and ignored nonlinearities. 
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1.7 Multiple-Aircraft Formation Control 
Another objective of this thesis is to present an approach to multiple-aircraft 
formation control with the assumption that there is little to no communication between 
the aircraft. The focus of this research is to consider formation control only in the context 
of coordinated group motion as in [11] and to ignore the aerodynamic interaction effects 
due to closed-coupled formation flight as in Refs. [1]-[10]. Although imperfectly 
understood, flocking behavior of birds, schooling behavior of fish, and even studies of 
swarming insects have provided inspiration for concepts of coordinated multi-vehicle 
operation [117]. Existing works on coordinated group motion include a distributed 
behavioral approach to synthesizing the flocking motion of boids [113] (bird and fish-like 
objects).  This approach assumes a flock is the result of the interaction between the 
behaviors of individual boids (used here to refer to individual autonomous agents 
operating in a coordinated manner). It was similarly shown in Ref. [118] that coordinated 
multi-robot motion could be constructed by using a small basis set of behaviors. A 
control-theoretic approach to formation control is given in [15]. The control laws derived 
using input-output feedback linearization theory, allow each follower vehicle in the 
formation to regulate range and relative orientation with respect to one leader vehicle, or 
range with respect to two leader vehicles, or range with respect to a leader vehicle while 
maintaining safe distance from obstacles. Switching between the control laws leads to 
changes in formation shape. Related work on formation control includes assignment of 
feasible formations [119] and moving into formation [16]. 
Standard approaches for formation control could be categorized into the leader-
follower, behavior-based and the virtual structure approaches. In leader-follower based 
approach, one vehicle is designated as a leader and the remaining vehicles as followers 
[12], [14]. The followers track the range from the leader and other followers to desired 
values. The leader sets a nominal trajectory for the formation to follow and may 
cooperate with the followers in regulating range. In the virtual structure approach, the 
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entire formation is treated as a single entity [120], [121]. Desired motion is assigned to 
this single entity, the virtual structure, which traces out trajectories for each member in 
the formation to track. In behavior-based approaches, several desired behaviors are 
prescribed for each vehicle and the final control is derived from a weighting of the 
relative importance of each behavior [17], [118]. Since in the leader-follower and virtual 
structure based approaches, coordination is with respect to a central agent, the formation 
controls lack robustness. Behavior-based approaches are decentralized and are 
significantly easier to implement. However, these are difficult to analyze mathematically 
and formation convergence to desired configurations is not guaranteed. 
In Refs. [12], [13], adaptive guidance strategies are formulated that enable 
vehicles to fly in formation and avoid static obstacles with the restriction of no 
communication between the vehicles. True values of range and LOS angles to the 
neighboring vehicles are assumed to be available by means of a passive vision sensor. 
The lack of relative velocity vector information with respect to neighboring vehicles is 
treated as modeling uncertainty, whose effect on LOS range regulation is canceled by the 
output of an adaptive NN that is updated online. Ref. [13] also proposes a coordination 
scheme that does not depend on a unique leader. The coordination scheme results in so 
called leaderless formations, in which each vehicle regulates range to up to two nearest 
vehicles while simultaneously navigating towards a common set of waypoints and 
avoiding obstacles. In this thesis, the approaches in [12], [13] are modified by assuming 
that the subtended angle is a measurement in place of the range. The measurements are 
also assumed to be corrupted with zero-mean white noise. Relative velocity with respect 
to neighboring vehicles is estimated by implementing a Kalman filter augmented with an 




1.8 Why Neural-Network based Adaptation? 
The sections preceding this one have referred to NN based adaptive control and 
adaptive estimation approaches in the literature without explaining why NNs are 
preferred over other adaptive mechanisms. This section discusses very briefly the 
motivation for NN based adaptive approaches. Traditional approaches of dealing with 
uncertainties in control system design are based on robust control techniques. 
Uncertainties include parametric uncertainty and unmodeled dynamics. The approach in 
robust control is to design a feedback control law that guarantees stability and 
performance specifications for all uncertainties within given bounds. The design process 
requires both a nominal model and some characterization of the uncertainties. An 
alternate way of dealing with uncertainties is to use adaptive control. In adaptive control, 
a linear/nonlinear parameterization of the uncertainty is assumed without assuming that 
the bounds on the uncertainty are known. Controller parameters are updated online using 
available system signals to approximate the uncertainty. 
Conventional adaptive control methods have been most successful in applications 
where the uncertainty is a linear parameterization of known basis functions. The 
difficulty lies in finding the correct parameterization to use, since this is problem 
dependent. In many cases a linear parameterization of the uncertainty is simply not 
known. Neural network (NN) based adaptive control methods offer the potential to 
overcome the drawbacks of conventional adaptive control methods. NNs and other 
nonlinear approximator structures like fuzzy systems are universal approximators [92], 
[105-107], [123-125]. That is, they have the ability to approximate a continuous function 
to an arbitrary degree of accuracy over a compact set. The practical benefits of applying 
NNs are more significant. The burden of finding the right parameterization for the 
uncertainty function is left to the NN. Reduction in function approximation error can be 
obtained by a linear increase in the size of the NN. The size of the NN is given by the 
number of tunable parameters, i.e., the weights and biases of the NN. The NN parameters 
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are updated online by typically applying gradient descent algorithms on the tracking 
error, which is a filtered difference between the output of the NN and the unknown 
function to be approximated by the NN. 
1.9 Thesis Objectives and Outline 
The main goal of the thesis is to develop an adaptive and integrated estimation, 
guidance and control design that can be applied to the problem of vision-based formation 
flight. The approach in this thesis is to treat the estimation design problem and guidance 
and control design problem separately and provide a theoretical foundation to integrate 
the two designs. Towards this end, Chapter 3 presents an approach to adaptive state 
estimation and Chapters 4 and 5 present two different approaches to adaptive guidance 
and control design. Integration of the adaptive estimation and adaptive guidance and 
control designs is presented in Chapter 6.  
Chapter 2 lists the mathematical definitions and theorems from Lyapunov stability 
theory and neural network (NN) approximation theory. The idea is to summarize the 
basic mathematical results that are important to the development and presentation of the 
main ideas in the thesis. 
Chapter 3 presents an approach for augmenting a linear, time-varying Kalman 
filter with an adaptive NN for the partial state estimation of a class of nonlinear systems 
in the presence of unknown system inputs. Lyapunov-like stability analysis shows 
uniform ultimate boundedness of all the error signals in the system. Simulation results 
with application of the approach to a leader aircraft tracking problem in an autonomous 
formation flight scenario illustrate the effectiveness of the approach. The approach is also 
validated in software-in-the-loop simulations by integrating the adaptive estimator with 
image processing, guidance and flight control algorithms.  
Chapter 4 presents an adaptive approach to the guidance and control design for a 
follower aircraft maintaining range from a maneuvering leader aircraft. This approach 
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assumes a time-scale separation between the guidance related variables (slow LOS 
kinematics) and the autopilot related variables (fast attitude dynamics). It is also assumed 
that the true values of range, the line-of-sight (LOS) angles, and their rates are available 
for feedback. NN based adaptation is included in the guidance law design to compensate 
for the unknown leader aircraft maneuvers and neglected LOS kinematics. The autopilot 
includes NN based adaptation to compensate for uncertainty in the aircraft dynamics. 
Simulation results using a nonlinear 6DOF fixed-wing aircraft simulation model are 
presented for different leader maneuvers. 
Chapter 5 presents an integrated guidance and control (IGC) design for LOS 
formation flight using a combination of adaptive output feedback and backstepping 
techniques. This approach also assumes the true values of range, LOS angles, and their 
rates are available for feedback. Adaptive NNs are trained online with available 
measurements to compensate for unmodeled nonlinearities in the design process. These 
include uncertainties due to unknown leader aircraft acceleration, and the modeling error 
due to parametric uncertainties in the aircraft aerodynamic derivatives. Simulation results 
using a nonlinear 6DOF simulation model are presented to illustrate the efficacy of the 
approach by comparing the performance with the time-scale separation based guidance 
and control (TSSGC) design presented in Chapter 4. 
Chapter 6 presents a method to integrate adaptive estimation and adaptive control 
designs for a class of nonlinear systems. The method is based on Lyapunov-like stability 
analysis of all the errors in the integrated closed-loop system. The analysis method is then 
applied to integrate the adaptive estimator solution in Chapter 3 with the adaptive 
guidance and control solutions presented in Chapters 4 and 5 for enabling vision-based 
formation flight. Simulation results are presented using a nonlinear 6DOF fixed-wing 
UAV simulation model to illustrate the feasibility and efficacy of the approach. 
Comparison results between the integrated adaptive estimation and TSSGC law, and the 
 22
integrated adaptive estimation and IGC law are also presented to show case the best 
overall design for enabling vision-based formation flight. 
Chapter 7 presents a conceptual approach to multiple-aircraft formation control. It 
is assumed that the aircraft utilize passive vision sensors to track neighboring aircraft and 
that there is little to no communication between the aircraft. Formation controllers are 
designed that allow each vehicle in formation to maintain separation and relative 
orientation with respect to neighboring vehicles, while avoiding static obstacles. These 
controllers are integrated with adaptive NN augmented Kalman filters that generate 
estimates of the position and velocity of the neighboring aircraft. A multi-aircraft 
coordination scheme is proposed that does not depend on a unique leader in the 
formation. The resulting formations are called leaderless formations. Each aircraft in the 
formation maintains desired range to up to two nearest vehicles while simultaneously 
navigating towards a common set of waypoints and avoiding obstacles. Illustrative 
simulation results for a set of desired formation trajectories are shown. 
Chapter 8 summarizes the thesis contributions, the conclusions drawn from the 
study, and recommends future work based on the research in the thesis.   
Throughout the manuscript bold symbols are introduced for vectors, capital letters 
for matrices, small letters for scalars, ⋅  is the Euclidean 2-norm, 
F
⋅  is the Frobenius 
norm of a matrix, that is, ( )tr TFA AA= . 
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 CHAPTER 2 
MATHEMATICAL PRELIMINARIES 
 
 This chapter presents mathematical results and tools required in the development 
of the adaptive state estimation and control algorithms in the subsequent chapters.  
Equation Chapter 2 Section 2 
2.1 Lyapunov Stability Theory for Nonautonomous Systems 
Consider the nonlinear dynamical system 
 ( ) ( )0 0, ,   t t= =x f x x x  (2.1) 
where :[0, )  x     nD R∞ →f  is continuously differentiable, { }|  nD R r= ∈ <x x , and 
the Jacobian matrix ∂⎡ ⎤⎢ ⎥∂⎣ ⎦
f
x
 is bounded and Lipschitz on D , uniformly in t . 
Exponential Stability Results 
Definition 1 [104]: Let 0=x  be an equilibrium point for the nonlinear system in (2.1). 
The equilibrium point 0=x  is exponentially stable (ES) if  
 ( ) ( ) ( ) ( )00 0 0,   0,   0,   0,   t tt k t e k t t t cλ λ− −≤ > > ∀ ≥ ≥ ∀ <x x x  (2.2) 
where c  is a positive constant independent of 0t ; and is globally exponentially stable 
(GES) if this condition is satisfied for any initial state. 
 
Theorem 1 [104]:  Let 0=x  be an equilibrium point for the nonlinear system in (2.1) 
where :[0, )  x     nD R∞ →f  is continuously differentiable, { }|  nD R r= ∈ <x x , and 
the Jacobian matrix ∂⎡ ⎤⎢ ⎥∂⎣ ⎦
f
x
 is bounded and Lipschitz on D , uniformly in t . Let k , λ  and 
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0r  be positive constants with 0
rr
k
< . Let { }0 0|  nD R r= ∈ <x x . Assume that the 
trajectory of the system satisfies 
 ( ) ( ) ( ) ( )00 0 0,  0,   t tt k t e t t t cλ− −≤ ∀ ≥ ≥ ∀ <x x x  (2.3) 
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for some positive constants 1 2 3, ,c c c  and 4c . 
 
Theorem 2 [104]:  Let 0=x  be an equilibrium point for the nonlinear system in (2.1). 
Let { }0 0|  nD R r= ∈ <x x . Let 0:[0, ) x V D R∞ →  be a continuously differentiable 
function such that  
 ( ) ( ) ( )1 2,W V t W≤ ≤x x x  (2.5) 








 ( )( ) ( ), , ,   , ,   0 1
t
t
V t d V t
δ
τ τ τ λ λ
+
≤ − < <∫ φ x x  (2.7) 
0,t∀ ≥  0D∀ ∈x , for some 0δ > , where ( )1W x  and ( )2W x  are continuous positive 
definite functions on 0D  and ( ), ,tτφ x  is the solution of the system that starts at ( ),t x . 
Then, the origin is uniformly asymptotically stable (UAS). If all the assumptions hold 
globally and ( )1W x  is radially unbounded, then the origin is globally asymptotically 
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stable (GAS). If ( )1 1
cW k≥x x , ( )2 2
cW k≤x x , 1 0k > , 2 0k > , 0c > , then the origin is 
ES. 
 
Boundedness and Ultimate Boundedness Results 
Definition 2 [104]: A continuous function :[0, )aα +ℜ  belongs to class Κ  if it is 
strictly increasing and ( )0 0α = . It belongs to class K∞  if a = ∞  and ( )rα →∞  as 
r →∞ . 
Definition 3 [104]: A continuous function :[0, ) x aβ + +ℜ ℜ  belongs to class ΚL  if 
( ),r sβ  is class Κ  with respect to r  for every fixed s , and ( ),r sβ  is decreasing in s  
for every fixed r  and ( ), 0r sβ →  as s →∞ . 
 
Definition 4 [104]: The solutions of the nonlinear system in (2.1) are 
• uniformly bounded if there exists a positive constant γ , independent of 0t , such 
that for every ( )0,δ γ∈ , there is a ( ) 0β β δ= > , independent of 0t , such that 
0 δ≤x  implies ( )t β≤x , 0t t∀ ≥ . 
• globally uniformly bounded if for every ( )0,δ ∈ ∞ , there is a ( ) 0β β δ= > , 
independent of 0t , such that 0 δ≤x  implies ( )t β≤x , 0t t∀ ≥ . 
• uniformly ultimately bounded with ultimate bound 0b >  if there exists 0γ >  
such that for every ( )0,δ γ∈ , there exists a ( ), 0T T bδ= >  such that 0 δ≤x  
implies ( )t b≤x , t T∀ ≥ . 
• globally uniformly ultimately bounded if for every ( )0,δ ∈ ∞ , there exists a 
( ), 0T T bδ= >  such that 0 δ≤x  implies ( )t b<x , t T∀ ≥ . 
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Next a Theorem is stated that presents sufficient conditions for uniform ultimate 
boundedness and ultimate boundedness.  
 
Theorem 3 [104]: Let 0=x  be an equilibrium point for the nonlinear system in (2.1). 
Let { }0 0|  nD R r= ∈ <x x . Let 0:[0, ) x V D R∞ →  be a continuously differentiable 
function, ( )1α ⋅  and ( )2α ⋅  are class K  functions, and 0:W D R   is a positive definite 
function such that:  
 ( ) ( ) ( )1 2,V tα α≤ ≤x x x  (2.8) 
 ( ) ( ) 0, ,  ,  V t W Dμ≤ − > ∈x x x x  (2.9) 
 ( )( )12 1 rμ α α−>  (2.10) 
where r  is the radius of the ball { } 0 :  rB r D= ≤ ⊂x x . Then there exists a class KL  
function β  such that for every initial state ( )0tx , satisfying ( ) ( )( )10 2 1t rα α−≤x , there 
is a 0T ≥  dependent on ( )0 and t μx  such that the solution of (2.1) satisfies: 
 ( ) ( )( )0 0 0 0, ,   t t t t t t t Tβ≤ − ∀ ≤ ≤ +x x  (2.11) 
 ( ) ( )( )11 2 0,   t t t Tα α μ−≤ ∀ ≥ +x  (2.12) 
Moreover if 0
nD R=  and if ( )1α ⋅  is a class K∞  function, then (2.11) and (2.12) hold for 
any initial state ( )0tx , no matter how large μ  is, i.e., the results are global. 
2.2 Neural Networks as Universal Approximators 
Theorem 4 [105], [106], [107]:  Given an arbitrary * 0ε > , any continuous function 
( ) : n mR Rf x  can be parameterized via a suitably chosen set of basis functions on a 
compact set nD R∈ ⊂x  
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 ( ) ( ) ( ) ( ) *,  TW ε= + <f x σ x ε x ε x  (2.13) 
where the basis functions ( )⋅σ  are shifted sigmoids. The sigmoidal basis function is 
smooth, uniformly bounded and monotonically increasing and is given by 






where 0a >  is the activation potential. 
 










evolves on a n  dimensional ball of radius r  in nR , { }|  nrB R r= ∈ <x x . Also 
assume that the system output ( ) mt R∈y  and its derivatives up to the order ( )1n −  are 
bounded. Then given arbitrary * 0ε > , there exists a set of constant, bounded weights W  
and a positive time delay 0d > , such that the function ( )f x  in (2.15) can be 
approximated over the compact set rB  by a linearly parameterized NN 
 ( ) ( ) ( ) ( )* * *,  ,  ,  ,T FW W W ε μ= + ≤ ≤ ≤f x σ μ ε μ ε μ μ  (2.16) 
using the input vector 
 ( )( ) ( ) ( ) ( ) ( )0 1,       nT T nmd dt d t t R−⎡ ⎤= Δ Δ ∈⎣ ⎦…μ y y y  (2.17) 
where ( ) ( ) ( )0 T Td t tΔ =y y , ( ) ( )







− −Δ − Δ −
Δ =
y y
y  1, 2, ,k = … , * 0μ >  
is a uniform bound on rB . 
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CHAPTER 3 
COMPOSITE ADAPTATION APPROACH TO ADAPTIVE STATE 
ESTIMATION 
 
 The problem of target tracking is essentially a state estimation problem in the 
presence of target motion uncertainty. The uncertainty refers to the fact that a model that 
adequately captures all possible maneuvers of a target is often not known.  The state 
estimation problem in such cases is nonlinear and time-varying, with rapidly changing 
dynamics. Using a linear, time-invariant observer based on a nominal model of the target 
motion is not preferred for such applications. Time-varying observers with the ability to 
capture unmodeled dynamics are required in such applications. This chapter presents an 
approach for augmenting a linear, time-varying Kalman filter with an adaptive neural 
network (NN) for the partial state estimation of a class of nonlinear systems in the 
presence of unknown system inputs. The nonlinear systems have a known nominal linear 
model. The unknown system inputs represent the effect of unmodeled dynamics acting on 
the system and are assumed to be continuous and bounded. The NN is trained online to 
estimate the unknown inputs. The training signal for the NN consists of two error signals. 
The first error signal is the residual of the Kalman filter that is augmented with the NN 
output. The second error signal is obtained after deriving a linear parameterization model 
of available system signals in terms of the ideal, unknown NN weights that linearly 
parameterize the unknown system inputs. The combination of two different sources of 
error signals to train the NN represents a composite adaptation type approach to adaptive 
state estimation. Lyapunov-like stability analysis shows uniform ultimate boundedness of 
all the error signals in the system. Simulation results with application of the approach to a 
leader aircraft tracking problem in an autonomous formation flight scenario illustrate the 
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effectiveness of the approach. The approach is also validated in software-in-the-loop 
simulations by integrating the adaptive estimator with image processing, guidance and 
flight control algorithms. An extension to the multi-input multi-output case is also 
presented. 
Equation Chapter 3 Section 1 
3.1 Problem Formulation 














x x x z x x
z f x z z z
x
 (3.1)  
 
where xnxD R∈ ⊆x  and z
n
zD R∈ ⊆z  are the states of the system such that x  represents 
the modeled states and z  represents the unmodeled states, xD  and zD  are compact sets, 
( , ) : x z zn n nz R R R× →f x z  is an  unknown, bounded function and represents the 
unmodeled dynamics, ( , ) : x zn ng R R R× →x z  is an unknown, uniformly bounded and 
continuous function and represents the way in which the unmodeled dynamics is coupled 
to the system dynamics, for which zn  is also unknown but bounded, y R∈  represents the 
available measurement which is assumed to be bounded, the matrices ( ), ,A B C  are 
known and the pair ( ),A C  is observable. 
Remark 3.1: The function ( ),g x z  acts as the unknown system input or disturbance to the 
nominal linear system given by the matrices ( ), ,A B C . 
Objective: Design a state estimator to estimate the states x  of the system in (3.1) with 
bounded estimation error in the presence of the unknown system input ( ),g x z . 
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3.2 Adaptive Estimator and Error Signal Derivation 
Using Theorem 5 in Chapter 2, consider the following NN approximation of 
( ),g x z  
 ( ) ( ) ( ) ( )* * *, ,  ,  ,  T Fg Wε ε ε μ= + ≤ ≤ ≤x z W σ μ μ W μ μ  (3.2) 
( ),  x gD D D∀ ∈ ⊂ x zx z , gD  is a compact set,  ( ) ( ) ( )1 , ,
T
Nσ σ⎡ ⎤= ⎣ ⎦…σ μ μ μ  is a vector 
of shifted sigmoidal functions ( )iσ ⋅  [106, 107], *W and *ε  are the bounds on the 
Frobenius norms of the ideal, unknown weight vector W  and of the NN functional 
approximation error ε  respectively, N  is the number of neurons, and the input vector 
( )( ),y t d=μ μ  is the vector of difference quotients of the output y  
 ( )( ) ( ) ( ) ( ) ( )0 1, 1,        nT Td dy t d y t y t−⎡ ⎤= Δ Δ⎣ ⎦μ …  (3.3) 
where ( ) ( ) ( )0 T Td y t y tΔ = , ( ) ( )




y t y t d
y t
d
− −Δ − Δ −
Δ =  1, 2, ,k = …  and 
0d >  is a time delay. The sigmoidal functions are uniformly bounded [92], that is, 
( ) 1iσ μ ≤ . 
Consider the following time-varying adaptive estimator to estimate the states of 
the system in (3.1): 
 ( ) 0ˆ ˆ ˆ ˆˆ( ) ( ) ( ) ( ) ( ) , (0)
ˆˆ( ) ( )
adt A t K t y t y t B
y t C t
ν= + − + =
=
x x x x
x
 (3.4) 
where ( )K t  is the Kalman gain obtained through the following set of matrix differential 





( ) ( ) ( ) ( ) ( )
( ) ( )
T T
T
P t AP t P t A P t C R CP t Q
K t P t C R
−
−
= + − +
=
 (3.5) 
where 0(0) 0, 0, 0
T TP P Q Q R R= > = > = > . The solution ( )P t  of (3.5) is bounded, 
symmetric, positive definite and continuously differentiable. The output of the NN adν  is 
given by 
 ( ) ( )ˆ Tad tν =W σ μ  (3.6) 
where ( )ˆ tW  is the estimate of the weight vector W in (3.2) and adν  is designed to 
approximate the bounded disturbance ( ),g x z . The formulation so far replicates the 
formulation in Ref. [63] applied to the system in (3.1). The residual signal of the adaptive 
estimator ( ) ( ) ( )ˆy t y t y t= −  is the first error signal that is used to train the NN. 
Next we address the derivation of the second error signal to train the NN. The 
objective here is to establish a linear parameterization model of the ideal but unknown 
NN weight vector W  in terms of available system signals. To do this, consider the 
following non-adaptive estimator for the system in (3.1): 
 ( )1 1 1 1 1 10
1 1
ˆ ˆ ˆ ˆˆ( ) ( ) ( ) ( ) ( ) , (0)
ˆˆ ( ) ( )
t A t K t y t y t
y t C t
= + − =
=
x x x x
x
 (3.7) 
where ( ) ( ) ( )1 1ˆy t y t y t= −  is the residual of the non-adaptive estimator in (3.7), and 




1 1 1 1 1 1 1
1
1 1 1
( ) ( ) ( ) ( ) ( )
( ) ( )
T T
T
P t AP t P t A P t C R CP t Q
K t P t C R
−
−
= + − +
=
 (3.8) 
where 1 10 0 1 1 1 1(0) 0, 0, 0
T TP P P Q Q R R= = > = ≥ = > . The solution 1( )P t  of (3.8) is 
bounded, symmetric, positive definite and continuously differentiable. 
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Consider the estimation error dynamics of the non-adaptive estimator in (3.7). 
Define 1 1ˆ= −x x x  and ( ) ( )1 1A t A K t C= − . Then we have the following estimation error 
dynamics: 






x x x z
x
 (3.9) 
Next, we state and prove a key lemma. 
Lemma 3.1: The estimation error dynamics of the unforced system  









are Globally Exponentially Stable (GES). This implies that  
 ( ) ( )0 1 0 0, 0,   as  ,   0t t t t t tΦ → →∞ ∀ ≥ ≥x  (3.11) 
where ( ), tτΦ  is the state transition matrix of the system (3.10). The above result implies 
that in presence of bounded input ( ),g x z  to the system in (3.10), the estimation error 
vector ( )1 tx  and the residual ( )1y t  are bounded. 
Proof: We prove the above result via Lyapunov stability analysis of the dynamics in 
(3.10). Before starting the Lyapunov analysis, we derive Eqs. (3.12)-(3.14) that are used 
in the analysis. The matrix differential equation (3.8) can be re-written as 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )11 1 1 1 1 1 1 1 1
T TP t A t P t P t A t P t C R CP t Q−= + + +  (3.12) 
Invoking the identity ( ) ( ) 11 1P t P t I
− =  and differentiating, we have: 
 ( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 1 1 1 1
TP t P t A t A t P t Q t− − −= − − −  (3.13) 
 ( ) ( ) ( )1 1 11 1 1 1 1 0TQ t C R C P t Q P t− − −= + ≥  (3.14) 
 33
Now consider the Lyapunov candidate function ( ) ( )11 1 1 1 1, TV t P t−=x x x . Since ( )1P t  is 
bounded, symmetric and positive definite, there exist positive constants 1ρ  and 2ρ , 
1 2 0ρ ρ> > , such that 
 ( )2 21 1 1 1
1 2
1 10 ,V t
ρ ρ
< ≤ ≤x x x  (3.15) 
So ( )1 1,V t x  is decresent and radially unbounded [104]. Differentiating ( )1 1,V t x  
 ( ) ( ) ( ) ( )1 1 11 1 1 1 1 1 1 1 1 1, T T TV t P t P t P t
− − −
= + +x x x x x x x  (3.16) 
Substituting for 1x  from (3.10) and ( )11P t− from (3.13), Eq. (3.16) simplifies to 
 ( ) ( )1 1 1 1 1, 0TV t Q t= − ≤x x x  (3.17) 
where ( )1Q t  is given by (3.14). Since 1 0Q ≥ , we have ( ) ( )
1 1
1 1 1 0P t Q P t
− −
≥ . This implies 
that 
 ( ) 11 1 1 1 1, 0T TV t C R C−≤ − ≤x x x  (3.18) 
The solution of the linear time-varying system  (3.10) starting at ( )1,t x is given by 
 ( ) ( ) ( )1 1, , ,t t tτ τ= Φφ x x  (3.19) 
Therefore for some 0δ > , we have, 
 ( )( ) ( ) ( ) ( )1 1 1 1 1 1 1, , ,   ,   ,   ,
t t
T T T T
t t
V t d t L L t d W t t
δ δ
τ τ τ τ τ τ δ
+ +⎡ ⎤
≤ − Φ Φ = − +⎢ ⎥
⎣ ⎦
∫ ∫φ x x x x x  (3.20) 
where 1 21L R C
−= . The matrix ( )1 ,W t t δ+  is the observability gramian of the pair 
( )( ) ( )( )1 1 21 1 1 1, ,TA t L A P t C R C R C− −= − . Observability of the pair ( ),A C  guarantees 
uniform observability of the pair ( )( ) ( )( )1 1 21 1 1 1, ,TA t L A P t C R C R C− −= − .  
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< . This 
implies that  
 ( )( ) ( )21 1 1 2 1 1, , ,   ,
t
t
V t d k k V t
δ
τ τ τ ρ
+
≤ − ≤ −∫ φ x x x  (3.21) 
Eqs. (3.15), (3.18) and (3.21) satisfy the sufficient conditions of Theorem 2 in Chapter 2 








=x x . This implies that the origin ( )1 0t ≡x  of 
the unforced system (3.10) is GES. Considering the time-domain solution of (3.10), we 
have 
 ( ) ( ) ( )1 0 1 0 0, ,   0t t t t t t= Φ ∀ ≥ ≥x x  (3.22) 
Applying Definition 1 in Chapter 2 implies that  
 ( ) ( ) ( ) ( ) ( )01 0 1 0 1 0, t tt t t t k t e λ− −= Φ ≤x x x  (3.23) 
for some positive constants k  and λ  and for ( )1 0 nt R∈x . This implies that  
 ( ) ( )0 1 0 0, 0,   as  ,   0t t t t t tΦ → →∞ ∀ ≥ ≥x  (3.24) 
Since the estimation error dynamics in (3.10) are GES, in the presence of the 
bounded disturbance ( ),g x z  the estimation error vector 1x  of the system in (3.9), is 
input-to-state stable [104].  This implies that ( )1 tx  is bounded as long as ( ),g x z  is 





 Next, we show that the time-domain solution for 1y  is a linear parameterization 
model in terms of the unknown NN weight vector W . Eq. (3.9) can be written in terms 
of the linear parameterization of ( ),g x z  in Eq.  (3.2) as 
 ( ) ( )1 1 1
1 1









W≤W , ( ) *ε ε≤μ . The time domain solution for the residual 1y  is given by 
 ( ) ( ) ( ) ( ) ( ) ( )
0 0




y t C t t t C t B d C t B dτ τ τ ε τ= Φ + Φ + Φ∫ ∫x W σ μ  (3.26) 
Since ( ),g R∈x z  and W  is a constant vector, Eq. (3.26) can be re-written as 
 ( ) ( ) ( ) ( ) ( ) ( )
0





y t C t t t C t B d t tτ τ ε
⎡ ⎤
= Φ + Φ +⎢ ⎥
⎢ ⎥⎣ ⎦
∫x σ μ W  (3.27) 
where ( )0,f t tε  is the output of the following dynamical system, 
 
( ) ( )1 0,     0
f










 (3.28)     
and fε  is always bounded since it is the output of the GES system in (3.10) with 
bounded input ε . Let ( ) *0,f ft tε ε≤ . Eq. (3.27) can now be written as  
 ( ) ( ) ( ) ( ) ( )1 0 1 0 0 0, , ,fy t C t t t t t t tε= Φ + +x q W  (3.29) 
where ( )0,t tq  is a row vector given by    
 ( ) ( ) ( ) ( )0 1 0 2 0 0, ,  ,   ,f f fNt t t t t t t tσ σ σ⎡ ⎤= ⎣ ⎦q …  (3.30) 
and the ( )0,fi t tσ , 1, 2, ,i N= …  are the outputs of the GES system in (3.10) with 
uniformly bounded inputs ( )iσ μ , 1, 2, ,i N= … , i.e.,  
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( ) ( )( ) ( )1 0,    0,   1, 2, ,fi fi i fi
fi fi




= + = =
=




The boundedness of ( )iσ μ  implies the boundedness of ( )0,fi t tσ  which in turn implies 
the boundedness of the row vector ( )0,t tq . The initial condition ( )1 0tx  and the filtered 
NN approximation error ( )0,f t tε  are not available. Eq. (3.24) shows that the contribution 
of the initial estimation error term ( )1 0tx  converges exponentially fast to zero and Eq. 
(3.28) established that ( )0,f t tε  is always bounded. 
 Eq. (3.29) is a linear parameterization model in terms of the available residual 
signal ( )1y t  and the unknown, constant NN weight vector W . Consider an estimate of 
the residual ( )1y t  by replacing W  by its estimate ( )ˆ tW     
 ( ) ( ) ( )1 0ˆ ˆ,y t t t t= q W  (3.32) 
The signal formed by the difference between ( )1y t  and ( )1ŷ t  is the second error signal 
used to train the NN and is given by 
 ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 0ˆ ˆ,e t y t y t y t t t t= − = − q W  (3.33) 
Remark 3.2: It requires ( )1N +  time-varying filters (Eqs. (3.7) and (3.31)) to generate the 
error signal ( )1e t . 
 
Let the NN adaptive law be given by  
 ( ) ( ){ }0 1ˆ ˆ,TW Wy t t e λ= −Γ − − +W σ μ q W  (3.34) 
with the NN design constants 0WΓ > , and 0Wλ > , where WΓ  are the adaptation gains 
and Wλ  is the sigma-mod parameter [94]. 
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Remark 3.3: The form of the adaptive law containing the error term ( )1e t  is the gradient 
descent approach [66] to minimizing ( )1e t . Other potential approaches include the 
standard least-squares minimization, least-squares with exponential forgetting [66], etc. 
  
Figure 3 shows a block diagram of the composite adaptation based state estimator. 
 














( )( )1111 ˆˆˆ yytKxAx −+=
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NN augmented Kalman Filter  
 
Figure 3. Composite Adaptation based Adaptive State Estimation 
 
 
 3.3 Error Boundedness Analysis 
The boundedness of the state estimation errors and NN weight estimation errors is 
shown via Lyapunov-like analysis. Before starting the boundedness analysis, a few 
results are presented in the forms that are directly used in the analysis.  
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Define the state estimation error vector ˆ= −x x x , the NN weight estimation error 
vector ˆ= −W W W  and ( ) ( )A t A K t C= − . Using Eqs. (3.1), (3.2), (3.4), and (3.6), the 
state estimation error dynamics can be written as 
 ( ) ( ) ( )




x = x W σ μ μ
x
 (3.35) 
where y  is the residual of the adaptive estimator. The NN weight estimation error 
dynamics can be written using Eqs.  (3.34) and (3.35) as, 
 ( ) ( )( )0 1ˆ ,TW W WC t t e λ λ= − = Γ − − + −W W σ μ x q W W  (3.36) 
Applying the approach in Eqs. (3.12)-(3.14), the following identity can be written for 
( )1P t− , where ( )P t  is the positive definite, symmetric and bounded solution of the 
matrix differential equation (3.5) 
 ( ) ( ) ( ) ( ) ( ) ( )1 1 1TP t P t A t A t P t Q t− − −= − − −  (3.37) 
 ( ) ( ) ( )1 1 1 0TQ t C R C P t QP t− − −= + >  (3.38) 
The following bounds on ( )1P t−  are used in the analysis [64], 
 ( ) ( )11 2
2 2
1 1I P t I I P t Iρ ρ
ρ ρ
−≤ ≤ ⇒ ≤ ≤  (3.39) 
The second error signal used to train the NN can be written as follows using Eqs. (3.33) 
and (3.29), 
 ( ) ( ) ( ) ( ) ( )1 0 1 0 0 0, , ,fe t C t t t t t t tε= Φ + +x q W  (3.40) 
Define the error vector  
   
TT T⎡ ⎤
⎣ ⎦ς = x W  (3.41) 
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and the positive definite Lyapunov candidate function for the boundedness analysis as 
 ( ) ( ) ( )1 1, T T WV V P t− −= = + Γς x W x x W W  (3.42) 
Note that the NN approximation for the unmodeled dynamics (3.2) is defined over a 
compact set gD . In the space of the error vector ς , consider the largest level set of ( )V ς  
such that its projection on the subspace of the NN input variables lies completely in  gD . 
Define the largest ball that lies within that level set as { }:  MB M≤ς ς  and let α  be 





ς  (3.43) 
Introduce the set 
 ( ){ }|  MB Vα αΩ = ∈ ≤ς ς  (3.44) 
The definition of the candidate Lyapunov function (3.42) shows that there exist class Κ  
functions 1κ  and 2κ  such that 
 ( ) ( ) ( )1 2Vκ κ≤ ≤ς ς ς  
where  
 
( ) ( )






















where the bounds on ( )1P t−  in (3.39) are applied. 
 
Assumption 1: Let  
 ( )( )11 2M κ κ γ−>  (3.46) 
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where γ  is defined as  
 
( )
( ) ( )
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m P t B C N
m q t t













where N  is the number of basis functions, 0k >  comes from (3.23) and ( ) *0,f ft tε ε≤ . 
Let ( ) 2min 22Qλ ρ>  and 22 2W mλ > + . Now the main result on the error boundedness can 
be stated. 
 
Theorem 3.1: Let Assumption 1 hold and the initial error vector ( )0t α∈Ως . For the 
system formulation in (3.1) and the NN parameterization in (3.2), let the adaptive 
estimator be given by (3.4) with the NN adaptive law given by  (3.34). Then the state 
estimation error x  and NN weight estimation error W  are uniformly ultimately 
bounded. 
Proof: Refer to Appendix A. 
 
Remark 3.4: The bound on the NN approximation error ε  appears in the expression for 
the ultimate bounds in (3.47) through the terms 1m  and 5m  in (3.48). These terms can be 
made arbitrarily small by choosing sufficiently large number of neurons of the NN. This 




3.4 Simulation Results 
A. Problem Formulation 
A 3 DOF leader-follower formation flight configuration is considered to illustrate 
the simulation results. A leader aircraft is the maneuvering target to be tracked. The 
follower aircraft tracks the leader aircraft at a commanded range of 5 meters, which is 
approximately two wing-span lengths of the follower. Since the approach presented in 
Section 3.2 is applicable for adaptive state estimation only, the state estimates are not 
used in the guidance law. The guidance law in Ref. [70] that assumes true values of the 
range R , LOS azimuth angle Aλ  and LOS elevation angle Eλ  and LOS rates ,  ,AR λ  and 
Eλ  is implemented in this simulation. We consider the relative LOS kinematics of the 
target with respect to the follower in the inertial Cartesian coordinate frame 
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where ,X YR R  and ZR  are respectively the projections of the range vector from the 
follower to the target aircraft onto the inertial X, Y and Z axes, and the subscripts T and F 
refer to target (leader) and follower aircraft respectively. The relationship between the 
inertial frame components of the LOS range vector ,X YR R  and ZR  and the spherical 
coordinate frame components R , Aλ  and Eλ  is given by (3.50) and represented 







































Figure 4. Line-of-Sight (LOS) Variables in the Inertial Coordinates 
 
 
We assume that there is a vision sensor onboard the follower aircraft that can 
measure the subtended angle α , the azimuth angle Aλ , and the elevation angle Eλ  with 
zero-mean additive measurement white noise of standard deviation 0.01 radians for each 
measurement [38]. The subtended angle measures the maximum size subtended by the 
target aircraft on the follower image plane. Using these raw measurements, we can create 
pseudo-measurements of ,X YR R  and ZR  using the relationship between subtended angle, 
azimuth angle and elevation angle and range [38] 
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 ( ) ( )
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where the subscript m indicates the variables are measurements, and b  is the target size 
(wing-span length), assumed constant and known for this simulation. The conversion of 
the image plane noisy measurements of ,α  Aλ  and Eλ  into the measurements of XR , YR  
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where ,X Yν ν  and Zν  are now state-dependent measurement noise terms.  
 
Estimator Design Objective: The objective is to design a state estimator that can produce 
reliable estimates of the state vector , , , , ,
T
X X Y Y Z ZR R R R R R⎡ ⎤⎣ ⎦ in Eq. (3.49) in the absence 
of knowledge of the target acceleration vector , ,
X Y Z
T




X Y ZR R R⎡ ⎤⎣ ⎦ . 
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 We evaluate the adaptive state estimation approach on the basis of estimation 
accuracy of the range R , range-rate R , azimuth rate Aλ , elevation rate Eλ , and the target 
acceleration ,   ,   
X Y Z
T
T T Ta a a⎡ ⎤⎣ ⎦ . These variables are the most important from point of view 
of implementation in the guidance law. The range, range-rate, azimuth rate and elevation 
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λ λ λ λ λ λ
− ⎛ ⎞= − ⎜ ⎟
⎝ ⎠
⎡ ⎤= − + +⎣ ⎦
 (3.55) 
Note that even though the system in Eqs.(3.49) and (3.52) is multi-input multi-output 
(MIMO), each input-output channel is completely decoupled and we can use the theory 
developed in Section 3.2 for implementation. 
B. Simulation Results and Discussion 
We implement the composite adaptation based adaptive estimator for the system 
in Eqs. (3.49) and (3.52) and compare the performance with a linear, time-varying 
Kalman filter and the adaptive estimator in Ref. [63]. The linear, time-varying Kalman 
filter is designed using the relative LOS kinematics in Eq. (3.49) and linear measurement 
model in Eq. (3.52). The target acceleration components along the X, Y and Z axes are 
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modeled as independent, zero-mean, white noise processes in the design of the filter. The 
adaptive state estimator in Ref. [63] also augments a time-varying Kalman filter with a 
NN, but uses only one source of error signals, namely, the residuals of the filter to train 
the NN. The leader aircraft tracks waypoints in the inertial 3D space. The waypoints can 
be arranged so as to result in various target maneuvers. For example, in this chapter we 
consider two specific target maneuvers. The first target maneuver is the ‘square-box 
trajectory’ maneuver (Figure 5a). This maneuver is generated by making the target 
aircraft track waypoints at the corners of a square box in the horizontal plane. This 
maneuver is characterized by sharp heading changes at the corners of the square box 
followed by larger segments of constant velocity flight. The second target maneuver is a 
‘circular trajectory’ maneuver (Figure 5b). This maneuver is generated by making the 
target aircraft track waypoints on a circle in the horizontal plane. The resulting target 
maneuver is a smaller amplitude maneuver than the square-box trajectory maneuver but 
the duration of constant velocity flight is much reduced in this case. The two maneuvers 
are thus different from each other and can be used to check the consistency of 


























The first sets of results are shown for the square-box trajectory target maneuver. 
Figure 6 shows the range estimation error in meters for the square-box trajectory target 
maneuver. Since the target size b  is assumed to be known, the range estimate is 
expectedly quite accurate. The range estimation error in Figure 6c appears like white 
noise, indicating near optimal performance of the composite adaptation based state 
estimator.  Figure 7 shows the azimuth-rate estimation performance. The sub-plots at the 
top of the Figure 7 show the true azimuth-rate (red solid line) and the estimated azimuth-
rate (blue dashed line) in deg/s. The sub-plots at the bottom show the azimuth-rate 
estimation error in deg/s. At time 20,40t =  and 60 s, the target initiates a heading 
change and Figure 7 shows that the estimation errors peak just after these target 
maneuvers. The reasons for the peaking of the estimation errors is that the white-noise 
process models used in the design of the Kalman filter are in no way representative of the 
true target acceleration components along the X, Y and Z axes. The estimation errors go 
towards zero when the target stops maneuvering. Comparing the performances of the 
estimators, it can be seen that the composite adaptation based state estimator results in 
estimation errors with the smaller peaks. This is most clearly visible right after the first 
target maneuver at about 20 seconds where the reduction in estimation error is at least 50 
% smaller than with the other two estimators. The simulation is stopped at about 84 
seconds when the leader aircraft reaches the last waypoint in the maneuver. 
 Figure 8 shows the range-rate estimation performance. This figure shows the 
significant reduction in the estimation error peak after the first target maneuver at about 
20 seconds with the composite adaptation based state estimator compared with the other 
two estimators. The reason for the better performance of the composite adaptation based 
estimator is that the target maneuver is captured more accurately. This is shown in Figure 
9. The 3 sub-plots show the target acceleration estimation along the inertial X, Y and Z 
axes respectively. The true acceleration is shown in red, and the target acceleration 




   a      b 
 
      c 
Figure 6. Range Estimation Error in meters, a) No Adaptation, b) Conventional 
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      c 
Figure 7. Azimuth-rate Estimation in deg/s, a) No Adaptation, b) Conventional 
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      c 
Figure 8. Range-rate Estimation Error in m/s, a) No Adaptation, b) Conventional 
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      b 
Figure 9. Target Acceleration Estimation in m/s2, a) Conventional Adaptation [63], 








The next sets of results are shown for the ‘circular trajectory’ target maneuver. 
For this case, we only show the plots that show significant differences in the estimation 
performance with the three estimators. Figure 10 shows the azimuth-rate estimation 
performance. It is seen again that the composite adaptation based state estimator results in 
estimation errors with the smallest peaks, up to 50% less than with the other two 
estimators.  The estimation performance is consistent over the entire target maneuver. 
Figure 11 shows the target acceleration estimation performance with the two adaptive 
estimators. The composite adaptation based estimator again captures the target maneuver 
very accurately compared to the conventional adaptation based estimator. These results 
show that the target acceleration estimation performance does not change significantly 














   a      b 
 
      c 
Figure 10. Azimuth-rate Estimation in deg/s, a) No Adaptation, b) Conventional 
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Figure 11. Target Acceleration Estimation in m/s2, a) Conventional Adaptation [63], 











C. Validation in 6DOF Real-Time Simulation with Image Processing and Flight 
Tests 
The adaptive state estimation algorithm presented in Sections 3.1-3.4 was 
integrated with the image processing, guidance and flight control algorithms in the 
Georgia Tech Unmanned Systems Testbed (GUST) Real-Time Simulation Software 
[108]. The image processing, a non-adaptive Extended Kalman Filter (EKF) as the target 
state estimator, and the guidance and flight control algorithms have been separately 
validated. These have been flight-tested in closed-loop and completely autonomous 
formation flight test results between two UAVs in a leader-follower configuration were 
reported in [109].  
The adaptive state estimation algorithm is validated in software-in-the-loop 
simulations using the GUST software. Figure 12 shows a screenshot of the simulation. 
The ‘src’ screenshot is the frame-grabber window which is used by the image processing 
algorithm to capture the leader aircraft center (green crosshair) and wingtips (red 
crosshairs). The ‘Scene Window 1’ and ‘Scene Window 2’ screenshots depict the 
formation view from the top and from behind the follower aircraft respectively. The 
green circles in these screenshots depict the target estimator’s estimate of the leader 
position. 
The measurements obtained from the image processing are the unit vector in the 
camera fixed axes , ,
m m m
T
x y zu u u⎡ ⎤⎣ ⎦ and the subtended angle mα . The subscript ‘m’ 
indicates measurement. The unit vector measurements are transformed into the inertial 
coordinate (NED) frame [ ], , TXm Ym Zmu u u . The linear, time-varying Kalman filter 
augmented by an adaptive NN in Section 3.3 is implemented as the adaptive target state 



































where the target wing-span b  is assumed to be known. The leader aircraft is flying in a 
circle in the horizontal plane at a constant heading rate. The follower aircraft is tasked 
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with maintaining specified separation distances along the x-, y- and z-axes of the follower 
body-fixed frame. The follower is first put into the desired formation using only GPS 
communicated data of the leader inertial position, velocity and acceleration. The leader 
GPS data is communicated at about 5 Hz and is filtered to produce leader state estimates 
at the rate required (~50 Hz) by the follower aircraft guidance and flight control 
algorithms. Once the leader aircraft is at the desired separation distance, the image 
processing and target state estimation algorithms are switched on. The estimates of the 
leader position, velocity and acceleration from using the vision-based target state 
estimator are blended in with the corresponding GPS estimates to produce the leader state 
estimates that are used in the guidance and flight control algorithms for formation 
keeping. 
The formation separation commands for the results shown below are given by  
[ ] [ ]dx,dy,dz 60,15,10com =  ft. Figure 13 shows the flags pertaining to the image 
processing and adaptive estimation. The ‘IP flag’ indicates if the image processing (IP) 
has returned a measurement. The ‘useVision Fraction’ flag indicates the fraction of the 
vision-based leader position, velocity and acceleration estimates used in the guidance law 
relative to GPS estimates of the same. Figure 13 shows that the vision estimates are first 
blended in (about 50 %) at about 140 seconds, and the vision estimates are in complete 
control of the follower aircraft at about 290 seconds. The ‘NN switch’ flag indicates if the 
NN augmenting the nominal Kalman filter is switched on/off.  
Figure 14 plots the IP relative position measurements along the inertial coordinate 
axes along with their corresponding GPS measurements. On the right hand side, the 
difference between these measurements is shown. The apparent chattering in the plot is 
due to the chattering of the GPS measurements. This plot shows that the image 




Figure 13. Image Processing (IP) flag, use Vision fraction, and NN on/off switch, 
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Figure 15 plots the formation position command tracking performance. The 
magnitudes of the tracking errors are within acceptable bounds, but there is clearly room 
for improvement. Since the overall control architecture involves integration of several 
different components, it is difficult to pinpoint the exact steps to take to improve the 
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performance. The accuracy of the tracking is definitely related to the accuracy of the 
image measurements relative to the GPS measurements shown in Figure 14. The image 
measurements chosen depend on the choice of the coordinates (rectangular or spherical) 
used to construct the target state estimator. At large separation distances, the subtended 
angle mα  becomes very small and the accuracy of the measurements in (3.56) is 
decreased. The target state estimator using the modified spherical coordinates [109] is 
more robust to inaccuracies in mα .  
Figure 16-Figure 18 show the leader position, velocity and acceleration estimation 
performance. In Figure 18, the estimates of the leader acceleration are the outputs of the 




Figure 15. Formation Position Command Tracking, with blend of vision and GPS, 





   a      b 
 
Figure 16.  Leader Position Estimation Performance (ft) 
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Figure 17. Leader Velocity Estimation Performance (ft/s) 
 
Figure 19 and Figure 20 show the result if the NN augmenting the Kalman filter is 
switched off. As soon as the vision estimates are blended in (20% vision at about 148 
seconds), the ‘IP’ flag is temporarily zero suggesting loss of convergence. As the 
percentage of vision estimates used increases (40% vision at about 175 seconds), the 
range diverges. Without adaptation in the estimation, the leader aircraft just drifts out the 
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Figure 19. Image Processing (IP) flag, use Vision fraction, and NN on/off switch, 








3.5 Extension to Multi-Input Multi-Output (MIMO) Systems 
This section presents an extension of the composite adaptation approach to partial 













x x g x z x x
z f x z z z
y x
 (3.57) 
where the conditions on the system are the same as described in the problem formulation 
in Section 3.1 with the exception that ( , ) : x zn n mR R R× →g x z   and m∈ℜy  are column 
vectors, and  x xn mB∈ℜ  and x xm nC∈ℜ  are known, constant matrices of full column and 
row rank respectively.  
The procedure for deriving the second error signal to train the NN is the only 
thing that is notably different from the SISO case and this is discussed below. The 
following equation is written to facilitate this derivation. The vector ( ),Bg x z  is written 
as follows: 
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=∑g x z b x z  (3.58) 
where ib  is a column vector of zeros with only the i
th element equal to 1. We assume that 
the following NN parameterization for ( )' ,ig x z  similar to the parameterization in (3.2): 
 
( ) ( ) ( ) ( )
{ }*
' ' * * ' * *
*
, ,   ,   ,
                  |  ,   1, 2, ,
T




ε ε ε ε
μ
= + ≤ ≤ ≤ ≤
∈ = ≤ =
x z W σ μ μ W μ
μ μ μ
 (3.59) 
( ),  x gD D D∀ ∈ ⊂ x zx z , where gD  is a compact set. Using Eqs. (3.59) and (3.58) in 
(3.57), we have, 
 














ε= + + =
= =
=
∑ ∑x x bW σ μ b μ x x
z f x z z z
y x
 (3.60) 
The NN augmented Kalman estimator for the system in (3.60) is given by: 
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( )
0






t A t K t t t t
t C t
= + − + =
=
∑x x y y bW σ μ x x
y x
 (3.61) 
where ( )K t  is given as in (3.5), ˆ iW  is an estimate for the ideal but unknown NN weight 
vector iW . The residual vector ( ) ( ) ( )ˆt t t−y = y y  is the first training signal for the NN. 
Next, we will show the derivation of the second training signal for the NN using the non-
adaptive Kalman estimator given by 
 ( )1 1 1 1 1 10
1 1
ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) , (0)
ˆ ˆ( ) ( )
t A t K t t t
t C t
= + − =
=
x x y y x x
y x
 (3.62) 
The state estimation error dynamics for the non-adaptive Kalman filter become 
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∑ ∑x x bW σ μ b μ
y x
 (3.63) 
where ( ) ( )1 1A t A K t C= − , 1 1ˆ−x x x  and 1 1ˆ−y y y . The time domain solution for the 
residual 1y  of the non-adaptive Kalman filter is given by: 
 ( ) ( ) ( ) ( ) ( ) ( )
0 0
'
1 0 1 0, ,   ,   
t tm m
T
i i i i
i it t
t C t t t C t d C t dτ τ τ ε τ= Φ + Φ + Φ∑ ∑∫ ∫y x bW σ μ b  (3.64) 
where ( )0,t tΦ  is the state transition matrix associated with the matrix ( )1A t . Eq. (3.64) 
can be re-written as 
 ( ) ( )( ) ( ) ( )
0
' ' '




f f fm i i
i t
Q
t T t C t dε ε ε τ τ⎡ ⎤= + Φ⎣ ⎦∑∫y x bσ μ W  (3.65) 
where ( )( ) ( ) ( ) ( )
0
' ' ' '
1 0 1 2 0 1 0, , , , , ,   
tm
f f fm i i
i t
T t C t t t C t dε ε ε τ ε τ= Φ + Φ∑∫x x b  is an unknown 
vector that is always bounded using the result of Lemma 3.1, and fiQ  is the filtered basis 
function matrix obtained by solving the following matrix differential equation: 
 








The matrix  x n NfiΩ ∈ℜ x , N  is the number of neurons, is always bounded, again using 
the result of Lemma 3.1 and the output matrix x m NfiQ ∈ℜ  is similarly bounded. An 
estimate of ( )1 ty  is obtained by using ˆ iW  in place of iW  in (3.65) 




t Q=∑y W  (3.67) 
So, the second error signal to train the NN is given by 
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 ( ) ( ) ( ) ( )( )' ' '1 1 1 1 0 1 2ˆ , , , ,
m
f f fm fi i
i
t t t T t Qε ε ε= − = +∑e y y x W  (3.68) 
The NN weight update law is given by 
 ( ){ }1ˆ ˆi Ti W i fi W iy Q λ= −Γ − − +W σ μ e W  (3.69) 
where iy  is the i
th element of the residual vector y  and 0
iW
Γ >  and 0Wλ >  are the NN 
design constants. 
 The error boundedness analysis for the MIMO case follows exactly the same steps 
as for the SISO case. The details are skipped here and simply referred to the Proof of 
Theorem 3.1 and Theorem 6.1 in Chapter 6. 
3.6 Conclusions 
A composite adaptation approach to the partial state estimation of a class of 
nonlinear systems with unmodeled dynamics is presented. The state estimator is a linear, 
time-varying Kalman filter augmented with an adaptive neural network. The key benefit 
of the composite adaptation approach over a conventional approach to adaptive state 
estimation [63] is faster and more accurate approximation of the modeling errors that 
degrade the accuracy of the estimation process. Another benefit of the adaptive approach 





ADAPTIVE GUIDANCE AND CONTROL DESIGN FOR LINE-OF-
SIGHT FORMATION FLIGHT 
 
 This chapter presents an adaptive approach to the guidance and control design for 
a follower aircraft maintaining range from a maneuvering leader aircraft. The approach is 
based on a deterministic, perfect-information scenario, i.e., it is assumed that the true 
values of range and line-of-sight (LOS) angles are available for feedback. The objective 
of the guidance and control design is for the follower aircraft to regulate the range and 
LOS rates to commanded values. The LOS angles are not regulated since it is not 
desirable to restrict the follower aircraft to a particular orientation with respect to the 
leader aircraft, particularly in the presence of leader maneuvers. The LOS rates are 
obtained by low-pass differentiation on the LOS angles. The range and LOS rate 
kinematics are inverted to obtain inertial acceleration commands for the follower aircraft. 
The inertial acceleration commands are transformed to body-axes specific force and bank 
angle commands and sent to the autopilot. Neural network (NN) based adaptation is 
included in the guidance law design to compensate for unknown leader aircraft 
maneuvers and neglected LOS kinematics. This approach assumes that there is a natural 
time-scale separation between the guidance related variables (slow LOS kinematics) and 
the autopilot related variables (fast attitude dynamics). The autopilot includes NN based 
adaptation to compensate for uncertainty in the aircraft dynamics. The adaptive guidance 
and control design for the follower aircraft is applied in a nonlinear, 6 DOF fixed-wing 
aircraft simulation. The leader aircraft tracks waypoints in the 3D inertial coordinate 
space. Simulation results for different leader maneuvers are presented and discussed. 
Equation Chapter 4 Section 1  
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4.1 Follower Aircraft Guidance 
A. Problem Formulation 
 Consider the normal form [98] of a Multi-Input Multi-Output (MIMO) nonlinear 
system given by 
 
( )
( ) ( )






    
, , ,
























where ( ) ( )1 2 1 2         i m
Tr r r
i i i m m m Dξ ξ ξ ξ ξ ξ⎡ ⎤ ∈ ⊂ℜ⎣ ⎦ ξξ , 
n rD −∈ ⊂ ℜZZ  are the states 
associated with the internal dynamics, iu  are the control inputs, iy  are the regulated 
outputs, ir  is the relative degree of the 
thi  output, and 1 2 mr r r r n= + + ≤ . ( )Zf ξ,Z  is a 
completely unknown continuous function, ( )1 ,iα ξ Z  and ( )1, ,i my yβ  are partially 
known continuous functions, ( )0iα ξ  is a known continuous function. Let 
,
TT T nD⎡ ⎤ ∈ ⊂ ℜ⎣ ⎦ xx ξ Z  be the state vector of the system where  x D D D=x ξ Z . 
 
Assumption 4.1: ( )1, ,i my yβ  is continuous and non-zero for every D∈ xx . 
Assumption 4.2: The function ( ),⋅ ⋅Zf  is a bounded function of its arguments and ( )tZ  is 
bounded for all t .  
 
Remark 4.1: The normal form in 252H(4.1)X is an adequate representation for the LOS 
kinematics which are of interest in designing the adaptive guidance law. In X253H(4.1)X, the 
states ξ  represent the states associated with the LOS kinematics, namely, the range, LOS 
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angles and their rates. The regulated outputs iy  refer to outputs of interest from the 
formation control point of view, which in this case are the range and the azimuth and 
elevation components of LOS rate. The states Z  represent the bounded accelerations of 
the leader aircraft. The functions ( )1 ,iα ξ Z  represent how the leader acceleration terms 
influence the LOS kinematics. Likewise, the term ( )1, ,i m iy y uβ  represents the 
influence of the follower accelerations or control inputs iu  on the LOS kinematics. 
 
Control Design Objective: Design a control law as a function of available measurements 
such that ( )iy t  track smooth, bounded reference trajectories ( ),c iy t , 1, 2, ,i m=  with 
bounded errors. 
 
Remark 4.2: The LOS formation flight problem formulated above can be treated using the 
theory for MIMO Adaptive Output Feedback Control [95], [96]. In the following sub-
sections, an adaptive guidance law is derived by applying the theory in Ref. [96]. The 
objective is to regulate the range and LOS rates with respect to the leader aircraft to 
commanded values. The steps in the design include the derivation of LOS kinematics, 
NN augmented dynamic inversion of the LOS kinematics to give the commanded 
follower accelerations, followed by transformation of the commanded accelerations into 
appropriate autopilot commands. 
B. Derivation of LOS Kinematics 
The local North-East-Down (NED) coordinate frame is assumed to be the inertial 
coordinate axes for the derivation of the LOS kinematics. We also assume that the NED 
frame is parallel to the Vehicle-Carried frame, which is a frame attached to the body of 
the follower aircraft and translating with the follower aircraft. These are reasonable 
assumptions in small UAV applications where the UAVs don’t fly at very high altitudes 
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or at very high (supersonic or faster) speeds. The LOS variables in spherical coordinates 
consist of the range ( R ) to the leader, azimuth angle ( Aλ ) from the inertial X-axis to the 
projection of the LOS vector onto the X-Y plane, and elevation angle ( Eλ ) to the 
horizontal (inertial X-Y plane). These are depicted in 254HFigure 4. The relationships between 
the rectangular inertial frame components of the LOS range vector , ,X Y ZR R R   and the 
spherical coordinate components R , Aλ  and Eλ  are given by Eqs. 255H(3.50), 256H(3.53)- 257H(3.55). 
The first derivatives of R , Aλ  and Eλ  given by Eqs. 258H(3.53)-259H(3.55) are repeated below for 
convenience: 
 cos cos sin cos sinX A E Y A E Z ER R R Rλ λ λ λ λ= + −  (4.2) 





= − +  (4.3) 
 ( )1 cos sin sin sin cosE X A E Y A E Z ER R RRλ λ λ λ λ λ= − + +  (4.4) 
where , ,X Y ZR R R  denote the relative velocity components between the leader and 
follower aircraft expressed in the rectangular inertial coordinate system. The inverse 
relationships between , ,X Y ZR R R  and R , Aλ  and Eλ  are given as follows: 
 cos cos sin cos cos sinX A E A A E E A ER R R Rλ λ λ λ λ λ λ λ= − −  (4.5) 
 sin cos cos cos sin sinY A E A A E E A ER R R Rλ λ λ λ λ λ λ λ= + −  (4.6) 
 sin cosZ E E ER R Rλ λ λ= − −  (4.7) 
Differentiating Eqs. X260H(4.2) X-X261H(4.4)X and utilizing Eqs. X262H(4.5)X- X263H(4.7) X, the following relationships 
between the relative accelerations and the second time derivatives of the range and LOS 
angles are derived: 
 [ ]2 2 2cos cos cos sin cos sinA E E X A E Y A E Z ER R a a aλ λ λ λ λ λ λ λ⎡ ⎤= + + + −⎣ ⎦  (4.8) 
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 [ ]1 12 cos sin sin cos
cosA A E E E X A Y AE
R a a
R R
λ λ λ λ λ λ λ
λ
⎧ ⎫⎡ ⎤⎛ ⎞⎪ ⎪⎛ ⎞= − − + − +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟





1       cos sin sin sin cos
E E A E E





λ λ λ λ λ
λ λ λ λ λ
⎛ ⎞
= − −⎜ ⎟
⎝ ⎠




X XX L F X
a a a R= − ≡ , 
Y YY L F Y
a a a R= − ≡ , 
Z ZZ L F Z
a a a R= − ≡  are the relative 
accelerations of the leader with respect to the follower in the rectangular coordinates. 
Subscripts ‘L’ and ‘F’ denote leader and follower aircraft, respectively. The right hand 
sides of Eqs. X264H(4.8)X- X265H(4.10)X can be simplified as: 
 2 2 2cos
R RA E E L F
R R a aλ λ λ ⎡ ⎤⎡ ⎤= + + −⎣ ⎦ ⎣ ⎦  (4.11) 
 
, ,
1 12 cos sin
cos A AA A E E E L FE
R a a
R R λ λ
λ λ λ λ λ
λ




2 12 sin cos
E EE E A E E L F
R a a
R R λ λ
λ λ λ λ λ
⎛ ⎞ ⎛ ⎞ ⎡ ⎤= − − − −⎜ ⎟ ⎜ ⎟ ⎣ ⎦⎝ ⎠⎝ ⎠
 (4.13) 










 represent leader aircraft accelerations along the LOS and 
perpendicular to the LOS respectively, and likewise for the follower aircraft. 
C. Dynamic Inversion of LOS Kinematics 
Eqs. X266H(4.11)X- X267H(4.13)X are inverted to construct the follower aircraft acceleration commands. 
The first step in the dynamic inversion process is to re-write Eqs. X268H(4.11)X- X269H(4.13) X as 
 ( ){ }2 2 2cos RR E A E L R RR R aν λ λ λ ν= + + + = + Δ  (4.14) 










λ λ λλ ν λ λ λ λ νλ
⎧ ⎫⎛ ⎞⎡ ⎤⎛ ⎞⎪ ⎪= + − − + = + Δ⎜ ⎟⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠⎪ ⎪⎣ ⎦ ⎝ ⎠⎩ ⎭
 (4.15)  
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 ,22 sin cos E
E E E
L




λ λ λλ ν λ λ λ λ ν
⎡ ⎤⎛ ⎞⎛ ⎞
= + − − − = + Δ⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 (4.16) 
where ,   and 
A ER λ λ
ν ν ν  are the so-called ‘pseudo-controls’. These represent an 
approximation of the ,   and A ER λ λ  dynamics. The terms ,   and A ER λ λΔ Δ Δ  represent the 
inversion error due to the terms that are ignored in the approximation. From Eqs. X270H(4.11) X-
X271H(4.16)X, we have: 
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λν =  (4.19) 








A com AF E
a R
λ λ
λ ν= −  (4.21) 
 
, ,E com EF
a R
λ λ
ν=  (4.22) 
 
 where ,   and 
A ER λ λ
ν ν ν  are constructed such that they represent desired ,   and A ER λ λ  
dynamics. The construction of the pseudo-controls is addressed in the next sub-section. 
The follower acceleration commands in the rectangular inertial coordinate frame are 
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⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
 (4.23) 
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D. Construction of the Pseudo-Control Signals 
The process of dynamic inversion ignores certain nonlinearities and leader 





















x a x a
x a
Δ  (4.24) 
where       
T
LOS A A E ER R λ λ λ λ⎡ ⎤= ⎣ ⎦x  is the LOS state vector and   X Y Z
T
LOS L L La a a⎡ ⎤= ⎣ ⎦a  is 
the leader acceleration vector. To compensate for these modeling errors, the pseudo-
controls are augmented with the output of an adaptive NN that is trained online with the 
available measurements.  
The pseudo-control vector , ,
A E R
T
λ λ λν ν ν⎡ ⎤= ⎣ ⎦ν  is constructed as, 
 crm dc ad= + −ν ν ν ν  (4.25) 
where crmν , dcν  and adν  represent the outputs of reference models, linear compensators 
and the adaptive NN respectively. Since the relative degree of R  is two with respect to 
the follower acceleration terms, the range command comR  is filtered through a 2
nd order 
reference model. The LOS rates are relative degree one each, so the LOS rate commands 
comA
λ  and 
comE
λ  are filtered through 1st order reference models. The outputs of the 
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where , , ,
c cc c A E
R R λ λ  are states of the respective reference models, and 2 , , ,
R A En R λ λ
ω ς τ τ  
are design parameters set by choosing a desired form of response based on rise time, 
settling time, and maximum overshoot. 
The linear compensator for controlling the range is chosen as a 1st order dynamic 
compensator. For controlling the LOS rates, the linear compensators are just proportional 
error controllers. A low-pass differentiator (derivative filter) is used to estimate the LOS 
rates from the LOS angles. Note that we could similarly obtain an estimate of the range-
rate and use a proportional-derivative (PD) controller for the range dynamics. We simply 
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where η  is the state of the 1st order dynamic compensator, ( ), , ,c c c ca b c d  are the 
parameters of this compensator, ,
A E
K Kλ λ  are the proportional controller gains, and 
ˆ ˆ,A Eλ λ  are the estimated LOS rates.  





















⎡ ⎤−⎡ ⎤ ⎢ ⎥⎢ ⎥ −⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ = −⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
E  (4.28) 
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The tracking error dynamics are obtained by substituting for the pseudo-control vector ν  
in Eqs. X274H(4.14) X-X275H(4.16)X using Eqs. X276H(4.25) X-X277H(4.28)X: 
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⎢ ⎥⎣ ⎦
z  (4.30) 
and 
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0   0    0 1    0    0   0    0
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⎡ ⎤ ⎡ ⎤
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⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= =⎥ ⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎥
 (4.31) 
The linear compensator parameters are chosen such that the A  matrix is Hurwitz. This 
implies that the closed-loop tracking error dynamics in Eq. X278H(4.29)X are asymptotically 
stable in the absence of any modeling uncertainty. 
The construction of the NN output vector adν  is discussed next. Eq. X279H(4.29)X shows 
that if ad ≡ν Δ , the tracking error dynamics are asymptotically stable. So the objective for 
the design of the NN is to compensate as accurately as possible the modeling error Δ . 
So, consider a parameterization of Δ  using a Linear-in-Parameters (LIP) NN [96]: 
 ( ) ( ) ( ) ( )* *, ,   ,  TLOS L FW W W ε= + ≤ ≤x a σ μ ε μ ε μΔ  (4.32) 
where ( ),LOS Lx a  is assumed to evolve over a compact domain, W  is the matrix of NN 
weights, σ  is a vector of shifted sigmoidal basis functions [106, 107], μ  is the input 
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vector to the NN and ε  is the NN function approximation error. The input vector is given 
by 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1                
T
t t t t t t t⎡ ⎤= ⎣ ⎦X Y Z
T T T T T T
d A,d E,d F ,d F ,d F ,dμ R λ  λ a a a  (4.33) 
where the subscript d  signifies vectors of delayed values of the signals. The 
measurements      
X Y Z
T
A E F F FR a a aλ λ⎡ ⎤⎣ ⎦  are normalized and passed through a tapped-delay 
line that generates the delayed values with a time delay 0d >  
 
( ) ( ) ( )
( ) ( ) ( )
, , ,
  2  
                                                                  
  2  





R t R t d R t d
a t a t d a t d
⎡ ⎤= − −⎣ ⎦






The number of delayed values is chosen to be sufficiently larger than the dimension of 
the outputs being regulated [95], [96]. For implementation, the number of delayed values 
was set to four for each measurement. 
 Since the ideal NN weight matrix W  is unknown, an estimate Ŵ  is considered to 
form the output of the LIP NN: 
 ( )ˆ Tad W=ν σ μ  (4.35) 
The NN weight estimate Ŵ  is updated online. For full state-feedback applications, the 
NN weight update laws are in terms of the error vector E . However, R  is not directly 
available to form the signal Re . As noted earlier, a low-pass differentiator could be used 
to estimate the range-rate too and construct Re . However, in this case, we employ an error 
observer [96] to estimate the entire error vector E  by defining 
ˆ ˆ ˆˆ ˆ ˆ,   ,  ,  ,   
A E
T
R Re e e eλ λ η⎡ ⎤= ⎣ ⎦E . A reduced order error observer could be employed to 
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estimate the partial error vector ˆˆ ,    
T
R Re e⎡ ⎤⎣ ⎦  [110]. In this case, we chose to design a full 
order error observer. The error observer dynamics is given by, 
 ( )ˆ ˆobs obsA K C K= − +E E z  (4.36) 
where obsA A K C= −  is an asymptotically stable matrix and obsK  is the error observer 
gain matrix. The error observer gain matrix is designed by pole placement techniques by 
specifying the eigenvalues of A  to be significantly faster (at least three times) than that 
of A .  
The NN weights are updated online with the adaptive law [96] 
 ( )( )ˆ ˆ ˆTW WW PB Wλ= −Γ +σ μ E  (4.37) 
where the term ˆ T PBE  is the training signal for the NN, 0WΓ >  is the NN learning rate 
and 0Wλ >  is the sigma-mod parameter. The P  matrix in the training signal is obtained 
by solving the following Lyapunov equation 
 ,   0T TA P PA Q Q Q+ = − = >  (4.38) 
Lyapunov-like stability analysis is used to show uniform ultimate boundedness of all 
error signals and the NN weight estimation errors [96].  
 
Remark 4.3: The NN adaptive law can be derived without constructing an error observer 
by applying the direct approach in [95]. The training signal for the NN in this case is 
obtained by filtering the tracking error through a strictly positive real (SPR) filter. 
 
 In summary, the output of the adaptive guidance law is a vector of follower 
acceleration commands given by Eq. X280H(4.23)X, which are obtained from Eqs. X281H(4.20)X- X282H(4.22) X, 
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which in turn are obtained by solving for the pseudo-controls vector as described in this 
section.  
E. Pseudo-Control Hedging 
Pseudo-Control Hedging (PCH) is introduced to protect the adaptive law from effects due 
to actuator rate and position limits, unmodeled actuator dynamics and to protect the 
adaptive process when it is not in control of the plant [89]. The main idea behind the PCH 
methodology is to modify the reference command in order to prevent the adaptive 
element from adapting to these actuator characteristics. This is commonly done by 
generating the command using a reference model for the desired response. The reference 
model is ‘hedged’ by an amount equal to the difference between the commanded and an 
estimate for the achieved pseudo-control [89]. Note that since we are commanding 
acceleration, the acceleration autopilot appears like an actuator to the adaptive guidance 
law. So, hedging is applied to the autopilot dynamics and limitations in achieving the 
commanded acceleration. 


















λν =  (4.40) 
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RR F
aν = −  (4.41) 










a  are computed from the achieved  
acceleration along the rectangular coordinate axes and by inverse transforming Eq.  
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 (4.42) 




















X284HFigure 21X shows a block diagram of the adaptive guidance law. 
F. Converting Acceleration Commands into Autopilot Commands 
The follower acceleration commands in Eq. X285H(4.23) X, 
, , ,
  
com X com Y com Z com
T
F F F Fa a a⎡ ⎤= ⎣ ⎦a , have to 
be transformed into commands for the autopilot. Henceforth, the subscript ‘F’ is dropped 
for convenience.  First, the commanded specific force vector along the rectangular 
inertial coordinate axes is computed by subtracting the gravity vector is subtracted from 
coma : 
 [ ]0,   0,   Tcom com g= −F a  (4.44) 
where g  is the acceleration due to gravity. The commands to the autopilot are the 
specific force commands along body-fixed coordinate x- and z-axis respectively, 
,   
com comB x B z
f f , and the bank angle command comΦ . The commanded specific force vector 
comF  is rotated into the body-fixed frame to form the above commands. This is 
accomplished by rotating through the Euler angles Ψ  (heading), Θ  (pitch), and comΦ  
(roll). The intermediate frame formed after the Ψ  and Θ  rotations is called the 2-frame 
for convenience. The bank angle command comΦ  rotates the comF  components in the 2-








































































































































































 ( )2 2 ,com V comL⎡ ⎤= Ψ Θ⎣ ⎦f F  (4.45) 
 
 ( )2
cos      0      sin cos       sin      0
,    0         1           0 sin     cos      0
sin        0        cos     0           0         1
VL
Θ − Θ Ψ Ψ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎡ ⎤Ψ Θ = − Ψ Ψ⎣ ⎦ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥Θ Θ⎣ ⎦ ⎣ ⎦
 (4.46) 
 
 ( )2 2B com B com comL⎡ ⎤= Φ⎣ ⎦f f  (4.47) 
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⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
f f  (4.48) 
The situation after rotation into the 2-frame is shown in X 288HFigure 22 X which depicts the view 
from the front of the aircraft, with the X-axis coming out of the page. The bank angle 
command is constructed as 
 ( )2 2atan2 ,com comcom y zf fΦ = −  (4.49) 
The body frame z-axis specific force command is given as 
 2 22 2com com comB z y zf f f= − +  (4.50) 
and the body frame x-axis specific force command is  

























4.2 Autopilot Design 
Adaptive controllers are designed for tracking the normal acceleration command 
comB z
f , bank angle command comΦ , and lateral acceleration 0comB yf =  for turn 
coordination. The design of these adaptive controllers is not a contribution of this thesis. 
The details are referred to Appendix B.  
The throttle controller is a proportional-integral (PI) controller with an anti-
windup feature for tracking speed command comV  or a command formed by a combination 
of the longitudinal acceleration command 
comB x
f  and comV . There is a stability issue when 
a pure acceleration command 
cmd cmdx x x
e f f= −  is input to the throttle controller of the 
follower aircraft. This stability issue is particular to the aircraft model used in the 
simulation and occurs when sharp heading turns are commanded. This is due to the fact 
that the guidance law generates an excessive negative acceleration command along the 
body X-axis when starting a heading turn and this causes saturation into the lower bound 
of the throttle, ultimately leading to instability of the entire closed-loop system. So, the 
command to the throttle controller of the follower aircraft is modified as, 
 ,  0 1
cmd cmdx com F x x x
e V V K f K= − + ≤ ≤  (4.52) 
where comV  is the commanded speed of the leader, FV  is the follower speed, and xK  is a 
design gain. Arguably, the commanded speed of the leader should also be unknown to the 
follower, but in this particular application, it is assumed known. There is a trade-off with 
the range tracking performance as a result of the command modification to the throttle 
controller. Using 
cmdx
e as throttle controller command for the follower aircraft, reduces the 
transient speed of response of the range variable and the desired steady-state with respect 
to range may not be achieved, even when the leader stops maneuvering. The gain xK  is 
chosen to get acceptable range tracking performance for a range of leader maneuvers 
while not saturating the throttle controller. In case there is no danger of saturating the 
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throttle by commanding negative acceleration along the body X-axis, for e.g., if spoilers 
can be deployed for additional drag, it should be possible to use 
cmdx
e  as input to the 
throttle controller.  
 At a higher level, the command modification to the throttle controller illustrates a 
drawback of the process in which the guidance and autopilot systems are designed 
separately and then integrated together. This drawback manifests itself in reduced range 
tracking performance as the range commands become smaller and the leader maneuvers 
become more severe. In such cases the time-scale separation assumption that is inherent 
in the separate design of the guidance and autopilot systems may not be valid any more. 
This provides a motivation for pursuing the development of an integrated guidance and 
control law, which is the subject of the next chapter. 
4.3 Simulation Results 
A. Simulation Model 
A nonlinear 6-DOF fixed-wing aircraft simulation is used for the testing of the 
control and guidance algorithms for formation flight. Data for the model was obtained 
from a flight test and system identification of a small fixed-wing unmanned aerial vehicle 
at Eglin Air Force Base. The simulation model is a rigid body aircraft model with 13 
states, 3 for position with respect to the Earth-fixed frame, 3 for translational velocity 
expressed in the body frame, 4 for the quaternions and 3 for the angular velocity 
expressed in the body frame. Engine thrust is obtained from a linear interpolation map of 
throttle position. The actuators are modeled as first-order, stable linear filters with rate 
and position limits and time delays: 
 ( ) ( ) ( )( )1sat satcmd d
a
t t tδ δ τ δ
τ
⎛ ⎞




where ( )cmd tδ  is the actuator command signal at time t, ( )tδ  is the actuator output at 
time t, ( )sat ⋅  is a linear saturation operator, aτ  is the actuator time constant, and dτ  is the 
time delay. 
B. Simulation Results and Discussion 
Closed-loop formation flight results are shown for three sets of leader aircraft 
maneuvers. The leader aircraft maneuvers by tracking waypoints in the inertial reference 
frame. Three sets of waypoints are prescribed: 1) waypoints in the inertial X-Z plane, 
requiring the leader to climb and descend, 2) waypoints at the corners of a square box in 
the inertial X-Y plane, requiring the leader to make sharp heading changes at the corners 
of the box while holding altitude, and 3) waypoints prescribed at the corners of a slanted 
box in 3D space, requiring sharp heading changes, climbing and descending motions of 
the leader. The three sets of waypoints require increasing levels of maneuvers from the 
leader. The objective is to investigate the range tracking performance of the follower 
aircraft. It will be shown that the range tracking performance deteriorates as the leader 
maneuver becomes more severe.  
The range command is set to 5comR =  meters, which is slightly less than 2 wing-
span lengths. The wing-span length of the simulated aircraft is 2.8b =  meters. The 
nominal LOS rate commands are 0 deg/s, but these commands are modified to prevent 









where the angles Ψ  (yaw), Θ  (pitch) and Φ  (roll) are the Euler attitude angles of the 
follower aircraft. These angles are of interest since Aχ  and Eχ  are computable from the 
Euler attitude angles and LOS measurements from an onboard camera fixed to the body 
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of the follower aircraft, with optical axis coincident with the X-body axis. The field-of-
view (FOV) constraints of the onboard camera impose limits on the magnitude of 
measurable bearing angles. The idea of modifying the LOS rate commands is to prevent 
drifts in Aχ  and Eχ  to values larger than the FOV imposed limits. The method of 
generating the LOS rate command is shown using the dead-zone in 289HFigure 23. Here χ  
represents either Aχ  or Eχ  and we have the corresponding LOS rate command. For χ  
within the dead-zone, 0comλ =  and if χ  drifts outside the dead-zone, 0comλ ≠  is such 
that it brings χ  back within the dead-zone. The boundaries of the dead-zone are 






Figure 23. Dead-zone logic for generating LOS rate commands 
 
 
The commanded speed of the leader aircraft is 25comV =  meters/sec. The initial 
conditions for the leader and follower is the trim condition of steady, level flight. The 
leader initial position is at (0,0,0) meters and the follower initial position is at (-10,0,5) 
meters. The simulation is terminated when the leader aircraft flies through the last 
waypoint. The plots shown are used to demonstrate the tracking performance of the 
guidance and control law over the range of maneuvers. 
Case 1: Waypoints in inertial X-Z plane 
X290HFigure 24 X shows the 2D trajectory of the leader and follower. The red circle and blue 
triangle at the bottom right of the figure are the initial positions of the leader and follower 
respectively. Note that the Z-axis scale is magnified compared to the X axis. X291HFigure 25 X 
shows the range tracking performance. The ‘hedged Rref’ signal in the figure shows the 
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hedged reference command signal that is being tracked. Note that the maximum 
overshoot from the commanded range is less than 1 meter in the presence of leader 
















Direction of Motion 
Waypoints 
 
Figure 24. 2D Leader and Follower Trajectory, in meters (Case 1) 
 
 



















Figure 25. Range Tracking Performance, in meters (Case 1) 
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Case 2: Waypoints at the corner of square box in inertial X-Y plane 
X292HFigure 26X shows the 3D trajectory of the leader and follower from the top view. X293HFigure 27 
Xshows the range tracking history. Note that the maximum overshoot from the commanded 
range is less than 2 meters in the presence of leader maneuvers. This implies a slight 
deterioration compared to the tracking performance in 294HFigure 25X. The overshoots occur 
when the leader aircraft commands a change in heading after passing through a waypoint. 
Overall, the performance is still acceptable. 
Case 3: Waypoints at the corner of slanted box in 3D inertial space 
X295HFigure 28  shows the 3D trajectory of leader and follower for the last maneuver. 
This maneuver differs from the preceding one in that after passing through the first 
waypoint the leader turns and climbs to 50 meters, does another turn while holding 
altitude, and finally returns to the starting point by turning and descending. X296HFigure 29 X 
shows the range tracking history. Note the deterioration in the range tracking 
performance compared to the results in Case 1 and Case 2. The overshoots are larger with 
a maximum overshoot of about 4.5 meters and slow convergence to commanded range. X 
297HFigure 30X shows the effectiveness of the adaptation. The NN output adν  
approximates closely the inversion error Δ . X298HFigure 31X shows that the actuator deflection 
histories for the follower aircraft are quite reasonable. 299HFigure 32 shows the range tracking 
performance diverges with NN off indicating that adaptation is critical to the stability of 





























Figure 26. 3D Leader and Follower Trajectory, in meters (Case 2) 
 












































































This chapter presents the design of an adaptive guidance law for a follower 
aircraft maintaining range from a maneuvering leader aircraft. The results show that the 
NN based adaptation effectively compensates for unknown leader maneuvers and ignored 
LOS kinematics, enabling reasonable range tracking performance for a range of leader 
maneuvers. The guidance law assumes that true values of the range and LOS angles are 
available for feedback. This assumption is relaxed in Chapter 6 where the guidance law is 
integrated with the adaptive state estimator in Chapter 3. The results also showed that the 
range tracking deteriorates as the leader maneuver becomes more severe. This is a 
consequence of the scaling down of the longitudinal acceleration guidance command to 
the throttle controller to preserve stability in the presence of sharp turning maneuvers of 
the leader. This shows that when tracking severe leader maneuvers at close ranges, the 
time-scale separation assumption that is inherent in the separate design of the guidance 
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and autopilot systems may not be valid any more. In the next chapter, this limitation is 




ADAPTIVE INTEGRATED GUIDANCE AND CONTROL DESIGN 
FOR LINE-OF-SIGHT FORMATION FLIGHT 
 
 This chapter presents an integrated guidance and control design for line-of-sight 
formation flight using a combination of adaptive output feedback and backstepping 
techniques. The design objective is for a follower aircraft to regulate range and two 
bearing angle rates from a maneuvering leader aircraft while maintaining turn 
coordination. The approach assumes the true values of range and line-of-sight angles are 
available for feedback. Adaptive neural networks are trained online with available 
measurements to compensate for unmodeled nonlinearities in the design process. These 
include uncertainties due to unknown leader aircraft acceleration, and the modeling error 
due to parametric uncertainties in the aircraft aerodynamic derivatives. One benefit of 
this approach is that the guidance and flight control design process is integrated. 
Simulation results using a nonlinear 6DOF simulation model are presented to illustrate 
the efficacy of the approach by comparing its performance with i time-scale separation 
based guidance and control design presented in Chapter 4. 
  
5.1 Integrated Guidance and Control – Design 1 
 In this section, an adaptive integrated guidance and control (IGC) law is derived 
using the theory for adaptive output feedback control [96]. The approach here is similar 
to that used for the derivation of the adaptive guidance law in Chapter 4. The line-of-sight 
(LOS) range and two bearing angle rates are defined to be the regulated outputs. The 
LOS kinematics are expressed in the normal form [98] and inverted to give the 
expressions for commanded controls. The difference is that with the IGC law the 
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commanded controls are the commanded actuator deflections. This implies that the LOS 
kinematics have to be written in a form where the actuator deflection terms appear. This 
derivation is outlined in the following sub-sections. The modeling error that arises in the 
approximate dynamic inversion of the LOS kinematics is a nonlinear function of the 
leader aircraft accelerations, nonlinear LOS kinematics, and own-aircraft dynamics. 
Adaptive neural networks (NNs) are trained online to compensate the modeling error as 
in Chapter 4. The developed design is referred to as IGC Design 1, which is shown to 
result in a deficiency in turn coordination. This deficiency is resolved by modifying the 
azimuth channel portion of the inverting design using an adaptive backstepping 
algorithm. This modification is described in Section 5.2 and the modified design is 
referred to as IGC Design 2. 
A. Problem Formulation 
 Consider the Multi-Input Multi-Output (MIMO) nonlinear system given by 
 
( ) ( )
( )
( ) ( )
( )
1 1 1 1 2 1
1












x x ς x g x z
z f x z
x f x x u




nD∈ ⊂ℜxx  and 222
nD∈ ⊂ℜxx  are the modeled states of the system available 
for feedback, znD∈ ⊂ℜzz are the unmodeled states where zn  is also unknown but 
bounded, 
1 2
, ,  and D D Dx x z  are open sets containing their respective origins, and 
p∈ℜy  
and p∈ℜu  are the regulated outputs and control inputs of the system respectively. The 
matrices 1 1 x 1
x xn nA ∈ℜ  and 1 x 1
xn mB ∈ℜ  are known. The functions 
2
: mD →ℜxς  and 
1 2
:  x pD D →ℜx xh  are known and continuous. The functions 222 :
nD →ℜxf  and 
2
2
 x : n mG D →ℜx  are partially known and continuous. The function 
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11
( , ) : znD D× →ℜz x zf x z  is unknown, continuous and represents the unmodeled 
dynamics. The function 
11
( , ) : mD D× →ℜx zg x z  is unknown, continuous and represents 
the way in which the unmodeled dynamics is coupled to the system dynamics. Let 
1 2, ,
TT T T nD⎡ ⎤= ∈ ⊂ℜ⎣ ⎦ xx x x z , 1 2x x zn n n n= + + , be the composite state vector of the 
system, where 
1 2
 x  x D D D D=x x x z . 
 
Assumption 5.1: The function ( ),⋅ ⋅zf  is a bounded function of its arguments and ( )tz  is 
bounded for all t . 
 
Remark 5.1: In context of the formation flight problem, 1x  represents the states of the 
LOS kinematics and 2x  represents the states of the rigid body dynamics of the follower 
aircraft. In general, the complete state vector 1x  is not available for feedback, but in the 
derivation of the IGC law in this chapter, 1x  is assumed to be available. This assumption 
is eliminated in Chapter 5 when the IGC law is integrated with the adaptive state 
estimator presented in Chapter 3. The state vector 2x  is assumed to be available by 
means of sensors such as accelerometers, rate-gyros, integrated INS-GPS, etc. The 
unknown functions 1( , )zf x z  and 1( , )g x z  represent the leader acceleration dynamics and 
the effect of the leader accelerations on the LOS kinematics respectively. The function 
( )2ς x  represents the effect of the follower accelerations on the LOS kinematics and 
hence it is reasonable to assume ( )2ς x  is known. The functions ( )2 2f x  and ( )2G x  
represent the follower aircraft dynamics and it is reasonable to assume that at least a 
linear model of the aircraft dynamics is available implying partial knowledge of 
( ) ( )2  and G⋅ ⋅f . The control inputs u  represent the actuator deflections of the follower 
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aircraft. The regulated outputs y  represent the outputs of interest, for example, range, 
bearing angle rates, bank or sideslip angle for turn coordination, etc for enabling 
formation flight with respect to a maneuvering leader. 
 
Assumption 5.2: The dynamical system 300H(5.1) satisfies the conditions for output feedback 
linearization [98] with vector relative degree 1 2, , ,
T
pr r r⎡ ⎤⎣ ⎦r , 1 2 pr r r n= + + + ≤r . 
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that transforms the system in 301H(5.1) into the normal form [98]: 
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( ) ( )
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1
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ZZ f ξ, Z
x x x x z x
 (5.3) 
where ( ) ( )1 2 1 2         i m
Tr r r
i i i m m m Dξ ξ ξ ξ ξ ξ⎡ ⎤ ∈ ⊂ℜ⎣ ⎦ ξξ , 
n rD −∈ ⊂ ℜZZ  are the states 
associated with the internal dynamics, iu  are the control inputs, iy  are the regulated 
outputs, ir  is the relative degree of the 
thi  output, ( )Zf ξ,Z  is a completely unknown 
continuous function representing the internal dynamics, ( ) ( )0 01 2,i iα α=x x ξ  and 
( )1 2 2, , , ,i py y yβ x  are known continuous functions, and ( ) ( )1 11 2, , , , ,i i i iu uα α=x x z ξ Z  
is an unknown continuous function. 
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Assumption 5.3: The function ( ),⋅ ⋅Zf  is a bounded function of its arguments and ( )tZ  is 
bounded for all t .  
Assumption 5.4: ( )1 2, , ,i py yβ x is continuous and non-zero for every D∈ xx . 
 
Control Design Objective: Design a control law as a function of available measurements 
such that ( )iy t  track smooth, bounded reference trajectories ( ),c iy t , 1, 2, ,i p=  with 
bounded errors. 
 
Remark 5.2: The normal form in 302H(5.3) is very similar to the normal form in (4.1). So, the 
same theory for adaptive output feedback control [96] is applied to solve for the control 
solution iu  in 303H(5.3). The key difference is that for the IGC design the own (follower) 
aircraft dynamics and LOS kinematics are considered in the problem formulation, and the 
commanded controls are the actuator deflections. In the problem formulation for the 
adaptive guidance law in Chapter 4, only the LOS kinematics were considered and the 
commanded controls were the inertial accelerations of the follower aircraft, which were 
assumed to be achieved by means of a separately designed autopilot. The approach 
presented in this chapter integrates the guidance and flight control design process. In the 
next sub-section, the LOS kinematics is derived in a form where the actuator deflection 
terms appear. The existence of a well-defined vector relative degree is shown. Following 
this, the adaptive IGC control law is derived. 
B. Derivation of LOS Kinematics  
The formation flight objective is to regulate the range R  and two bearing angle 
rates with respect to the leader aircraft while maintaining turn coordination. The bearing 










where the angles Ψ  (yaw), Θ  (pitch) and Φ  (roll) are the Euler attitude angles of the 
follower aircraft. These angles are of interest since Aχ  and Eχ  are computable from the 
Euler attitude angles and LOS measurements from an onboard camera fixed to the body 
of the follower aircraft, with optical axis coincident with the X-body axis. A bank angle 
command comΦ  is constructed to maintain turn coordination, i.e., to nullify the 
acceleration along the body-fixed Y axis. So, the output vector for regulation is given by 
[ ],  ,  ,  TA ER χ χ= Φy . 
The derivation of the LOS kinematics for the IGC law design starts with Eqs. 
304H(4.8)-305H(4.10), which are repeated below for convenience: 
 [ ]2 2 2cos cos cos sin cos sinA E E X A E Y A E Z ER R a a aλ λ λ λ λ λ λ λ⎡ ⎤= + + + −⎣ ⎦  (5.5) 
 [ ]1 12 cos sin sin cos
cosA A E E E X A Y AE
R a a
R R
λ λ λ λ λ λ λ
λ
⎧ ⎫⎡ ⎤⎛ ⎞⎪ ⎪⎛ ⎞= − − + − +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟





1       cos sin sin sin cos
E E A E E





λ λ λ λ λ
λ λ λ λ λ
⎛ ⎞
= − −⎜ ⎟
⎝ ⎠




X XX L F X
a a a R= − ≡ , 
Y YY L F Y
a a a R= − ≡ , 
Z ZZ L F Z
a a a R= − ≡  are the relative 
accelerations of the leader with respect to the follower in the rectangular coordinates. 
Subscripts ‘L’ and ‘F’ denote leader and follower aircraft, respectively. The next step is 
to replace the follower acceleration terms in the rectangular inertial coordinates in Eqs. 
306H(5.5)-307H(5.7) with the specific force vector in the follower body-fixed frame. This is 
accomplished by first subtracting the gravity vector as shown below: 
 98
 [ ] [ ]
0











f L L L a
gf a




TB B B B
F F Ff f f⎡ ⎤= ⎣ ⎦f  is the specific force vector in the body-fixed frame, g  is the 
acceleration due to gravity, and the [ ]L  matrices represent the rotation matrices that 
transform a vector from the NED frame to the body-fixed frame [103]. Eq. 308H(5.8) can be 
inverted as 
 [ ] [ ]
0











a L L L f
ga f
⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎡ ⎤= −Ψ −Θ −Φ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦
 (5.9) 
 
It is assumed that only the X-component of Bf  has a functional relation to the throttle 
among the control input variables { , , , }T a e rδ δ δ δ  of the follower aircraft.  The Y- and 
Z-components are assumed to be independent of the control input variables since their 




F F Tf f X Tδ δ= Δ ≈  (5.10) 
where ( )X X XBF A T Tf m X Tδ δΔ = Δℑ + Δℑ ≈ ⋅  is the perturbation from the trim condition, 
and ,A Tℑ ℑ  refer to the external force due to aerodynamics and thrust respectively, and 
0TXδ ≠  is the throttle control effectiveness. Combining Eqs. 309H(5.9), 310H(5.10) and 
substituting in Eqs. 311H(5.5)- 312H(5.7), we obtain: 
 
( ) ( )
2 2 2
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cos cos cos sin cos sin
       cos cos cos sin sin
X Y ZA E E L A E L A E L E
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λ λ λ λ λ λ λ λ
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⎡ ⎤⎡ ⎤= + + + −⎣ ⎦ ⎣ ⎦








1        cos sin sin sin cos
        cos sin cos cos sin /
X Y Z
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R X Tδ λ
λ λ λ λ λ
λ λ λ λ λ
χ λ λ δ
⎛ ⎞
= − −⎜ ⎟
⎝ ⎠
⎛ ⎞ ⎡ ⎤− + +⎜ ⎟ ⎣ ⎦⎝ ⎠
+ Θ− Θ + Δ x
 (5.12) 
 
( ) ( ){ } ( )1
1 12 cos sin sin cos
cos cos
        sin cos / cos
X Y
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A A E E E L A L A
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A E T AC
R a a
R R
R X Tδ λ
λ λ λ λ λ λ λ
λ λ
χ λ δ
⎧ ⎫⎡ ⎤ ⎛ ⎞⎛ ⎞⎪ ⎪ ⎡ ⎤= − − + − +⎨ ⎬⎢ ⎥ ⎜ ⎟⎜ ⎟ ⎣ ⎦
⎝ ⎠⎪ ⎪ ⎝ ⎠⎣ ⎦⎩ ⎭
+ − Θ + Δ x
 (5.13) 
where [ ]        TAC U V W p q r= Φ Θ Ψx  is the rigid body dynamics state vector of the 
follower aircraft, { }1 1 1,  ,  E AR λ λΔ Δ Δ  are the modeling errors. 
To derive the bearing rates’ dynamics in terms of the remaining control effectors, 
the second derivatives of the Euler angles ,Ψ Θ  and Φ  have to be obtained. To do this, 











Φ = + Φ + Φ Θ
Θ = Φ − Φ
Ψ = Φ + Φ Θ
 (5.14) 
and thus the second time derivatives of Euler angles { }, ,Ψ Θ Φ  can be expressed in the 
form:  
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Φ = + Φ + Φ Θ + Δ
Θ = Φ − Φ + Δ





where { }1 1 1, ,Φ Θ ΨΔ Δ Δ  are functions of the angular velocities and Euler angles. The 
derivatives of the angular velocities { }, ,p q r  depend mainly on the control surface 
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where { }, ,p q rΔ Δ Δ  are functions of the states of the aircraft dynamics, and 
,  and a e rL M Nδ δ δ  are the non-zero aileron, elevator and rudder control effectiveness terms 
respectively. Note that we are ignoring the control-coupling effects of the aileron and 
rudder in the expressions for p  and r  in 313H(5.16) respectively by assuming these effects 
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where { }, ,Φ Θ ΨΔ Δ Δ  are modeling error terms as functions of the aircraft states. 

















R AC LOS L
AC LOS LA
AC














⎡ ⎤Δ⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥Δ⎢ ⎥⎢ ⎥ ⎢ ⎥⎡ ⎤= +⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥Δ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥Φ⎢ ⎥ ⎣ ⎦⎣ ⎦ Δ⎣ ⎦
Δ








where ( ), ,AC LOS LΔ x x a  is the modeling error vector obtained by combining the nonlinear 
LOS kinematics and leader acceleration terms in Eqs. 320H(5.11)-321H(5.13) and { }, ,Φ Θ ΨΔ Δ Δ  in 
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⎡ ⎤− Θ+ Θ
⎢ ⎥− Θ − Φ Θ − Φ Θ⎢ ⎥⎡ ⎤ =⎣ ⎦ ⎢ ⎥Θ − Θ − Φ Φ
⎢ ⎥
Φ Θ Φ Θ⎢ ⎥⎣ ⎦
x y (5.19) 
 101
C. Vector Relative Degree and Dynamic Inversion 
A well defined vector relative degree exists if and only if the matrix ( ),ACβ⎡ ⎤⎣ ⎦x y  
is non-singular. The determinant of ( ),ACβ⎡ ⎤⎣ ⎦x y  is given by 
 ( ) { }det , cos cos sin tanAC T a e r A E EX L M Nδ δ δ δβ χ λ λ⎡ ⎤ = + Θ⎣ ⎦x y  (5.20) 
which is non-zero unless the term in the parenthesis is zero. The term in the parenthesis is 
the (1,1)th element of the ( ),ACβ⎡ ⎤⎣ ⎦x y  matrix multiplied by secΘ . So, 
( )det , 0ACβ⎡ ⎤ =⎣ ⎦x y  implies that the range is not controllable using the throttle Tδ . 
Geometrically, this happens when: 
1. / 2 and 0  OR  / 2 and 0A E Aχ π λ χ π= = = Θ =  
This condition implies that the follower heading is perpendicular to the LOS when the 
motion is in the horizontal plane. 
2. / 2 and 0Eλ π= ± Θ =  assuming / 2πΘ <  
This condition implies that the follower is either directly above or below the leader 
aircraft.  
To minimize the likelihood of these situations arising, we impose soft limits on 
the azimuth and elevation bearing angles 
max max
< /2 and < /2A A E Eχ χ π χ χ π≤ ≤  in our 
problem formulation. This is enabled by adjusting the bearing rate commands to prevent 
drifts in the bearing angles to values greater than maximum field-of-view widths. This 
design of the bearing rate commands is described in Chapter 4, Section 4.3. In our 
implementation, we set 
max max
/ 6A Aχ χ π= = . We also assume the initial conditions for the 
bearing angles satisfy these restrictions. 
The important issue is that should the vector relative degree not exist at some 
point in time, the condition is only temporary, and an alternative strategy can be pursued 
when close to this condition. For example, for LOS conditions close to the two cases 
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shown above, we can give up on regulating range temporarily and an alternative feedback 
inversion control can be designed. The more serious issue is if there are any equilibrium 
conditions for which the vector relative degree does not exist. We have shown that by 
restricting the bearing angles to be less than 900, we have eliminated any such 
equilibrium conditions. In general, we can show that ( )det , 0ACβ⎡ ⎤ ≠⎣ ⎦x y  subject to the 
constraints / 2πΘ < , 
max
< /2 A Aχ χ π≤ and max < /2E Eχ χ π≤  numerically.  
The process of dynamic inversion ignores the nonlinearities and leader’s 
acceleration terms in 323H(5.18).  Thus, an approximate feedback linearization is given as 
follows: 



















⎢ ⎥⎢ ⎥ ⎡ ⎤= ⎣ ⎦ ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎣ ⎦ ⎣ ⎦
x y  (5.21) 
where the vector 
A E
T
R χ χν ν ν νΦ⎡ ⎤= ⎣ ⎦ν  represents the pseudo-control input vector and 
represents the desired dynamics of the output vector [ ],  ,  ,  TA ER χ χ= Φy . Thus, the 
system dynamics, as far as the regulated output variables are concerned, from Eqs. 324H(5.18) 
and 325H(5.21), is given by: 
 ( ) ( ), ,AC LOS L= +Δry x x a ν  (5.22) 
 
 
D. Construction of the Pseudo-Control Vector 
The pseudo-control vector ν  is constructed as, 
 crm dc ad= + −ν ν ν ν  (5.23) 
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where crmν , dcν  and adν  represent the outputs of reference models, linear compensators 
and the adaptive NN respectively. The construction of crmν  and dcν  for controlling 
,   and A ER χ χ  is identical to the construction of crmν  and dcν  described in Chapter 4, 
Section 4.1 D and is not repeated here. The construction of adν  for controlling 
,   and A ER χ χ  is done slightly differently for the IGC law. First, there is a NN for each 
output being regulated. This allows for separate tuning of each NN, and allows better 
overall performance. This also allows for modification of the design for individual 
outputs. This will be illustrated in Section 5.2 where the azimuth channel is designed 
separately using a backstepping approach. Secondly, since the modeling error 
( ), ,AC LOS L= x x aΔ Δ , the input vector to the NN consists of delayed values of the LOS, 
delayed values of the follower aircraft acceleration and the state vector of the follower 
aircraft: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), , , , , ,1                 X Y Z
TT T T T T T T
d A d E d F d F d F d AC normt t t t t t t t⎡ ⎤= ⎣ ⎦μ R χ  χ a a a x  (5.24) 
All the inputs to the NN were normalized using an estimate for their maximum 
values. The bank angle command comΦ  is constructed to maintain turn coordination, that 
is, to nullify the acceleration along the Y-axis of the body fixed frame, 
,Y com
B
Fa .  This can 
be accomplished in several ways. One such way is to use a PD controller to regulate 
,Y com
B





















A dynamic inversion controller augmented with an adaptive NN is considered for 
tracking comΦ . Since Φ  is relative degree 2 with respect to aileron deflection aδ , a 
second order reference model is used to filter comΦ  and generate the reference command 
signals  and c cΦ Φ . The bandwidth and damping ratio of the reference model is set with 
the design parameters >0  and  0< 1nω ςΦ Φ <  respectively. A  PD controller with gains 
0,  0p dK KΦ Φ> >  is used as the linear compensator. The pseudo-control νΦ  is 
constructed as below 
 
( )
( ) ( )
( )
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crm dc ad
crm n com c n c







ν ν ν ν











= Φ −Φ − Φ
= Φ −Φ + Φ −Φ
=




where adν Φ  is the output of the adaptive NN and ( )AC tμ  is the normalized input vector to 
the NN. The pseudo-control νΦ  is used to construct ν  which is used in Eq. 327H(5.21) to 
solve for the actuator deflection commands.  
The NN for each output being regulated is updated using the adaptive law in Eq. 
(4.37). The tracking error vector for bank angle control is given by 
,   
T
c cΦ ⎡ ⎤= Φ −Φ Φ −Φ⎣ ⎦E . If the complete tracking error vector is available as in the case 
of bank angle control, then an error observer is not required, and (4.37) is written using 
the actual error vector.  
E. Pseudo-Control Hedging (PCH) 
 The motivation and approach for PCH was explained in Chapter 4, Section 4.1 E, 
and is not repeated here. The only thing described in this section is the construction of the 
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hedge signals and updating of the reference models. The estimate of the achieved pseudo-
























⎢ ⎥⎢ ⎥ ⎡ ⎤= ⎢ ⎥⎣ ⎦⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
x y  (5.26) 
where the ‘hat’ above indicates estimates. The estimated actuator deflections are obtained 
by using an actuator model that filters the commanded actuator deflections in Eq. 328H(5.21). 























⎡ ⎤ −⎡ ⎤
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥−⎣ ⎦⎣ ⎦
 (5.27) 























329HFigure 34 shows a block diagram of the adaptive IGC law. The range command is 
set to a constant value and the bearing rate commands are set to zero. The IGC design 





































































































































Figure 34. Adaptive Integrated Guidance and Control Block Diagram for LOS 
Formation Flight – IGC Design 1 
 
 
Remark 5.3: IGC Design 1 leads to unacceptably large sideslip angles as will be shown in 
the simulation results. The problem here can be anticipated by examining the first three 
rows of 330H(5.18) and the matrix ( ),ACβ⎡ ⎤⎣ ⎦x y  in 331H(5.19). It can be seen that the derivatives 
R , Aχ  and Eχ  do not contain the aileron deflection term aδ . Specifically, the term Aχ  
shows strong dependence on the rudder deflection rδ  for small Φ  and Θ . This implies 
that the rudder is used to generate a heading rate to regulate the azimuth bearing rate to 
zero. Using the rudder in this way causes uncoordinated turns leading to unacceptably 
large sideslip angles. In the next section, the azimuth channel is redesigned using the 
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approach of adaptive backstepping [86], [87], to avoid using the rudder to control the 
azimuth rate. 
5.2 Integrated Guidance and Control – Design 2 
The idea behind the redesign of the azimuth channel is to show that there exists a 
natural dependency of the azimuth rate derivative Aλ  on the bank angle Φ , and 
consequently on the aileron deflection aδ . Then this natural dependency can be exploited 
in a strategy to implement adaptive backstepping in terms of three feedback loops as 
follows 
( ) ( ) ( ) ( )A p aλ φ δ→ → →  
A. Azimuth rate control via backstepping design 
 The first step is to re-write 332H(5.6) as follows 
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⎡ ⎤ ⎛ ⎞⎛ ⎞− ⎡ ⎤= − + − +⎢ ⎥ ⎜ ⎟⎜ ⎟ ⎣ ⎦
⎝ ⎠ ⎝ ⎠⎣ ⎦
⎛ ⎞
⎡ ⎤− − +⎜ ⎟ ⎣ ⎦
⎝ ⎠
 (5.29) 
Then the following equality can be derived 
 ( ) ( )1 1sin cos sin cos
X Y X YF A F A F A F A





a  represent the X and Y-axis acceleration components of follower 
aircraft expressed in the coordinate frame obtained by a rotation about the inertial Z-axis 




















Figure 35.  Coordinate Reference Frames in Horizontal Plane 
 
 
From the pictorial representation of the coordinate frames in the inertial horizontal plane 
in 333HFigure 35, the acceleration component 1
YF
a  can be approximated as follows 
 ( )1 cos cosY WF F F Fa V V β≈ Θ⋅Ψ ≈ Θ Ψ +  (5.31) 
where the subscript ‘W’ indicates the wind axes, FV  is the follower speed, and β  is the 
sideslip angle. Then, the following identities can be used to expand 334H(5.31) 




1sin cos sin cos
cos sin sin cos sin cos sin sin cos cos
F
F




β α α β β
α β β θ α β
= − + +
+ Θ+ Φ − Φ Θ
 (5.33) 
where α  is the angle of attack and and D Y  are the aerodynamic drag and cross-wind 
forces. 
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Using A Aχ λ= −Ψ , Aχ  can be written as follows by utilizing Eqs. 335H(5.17), 336H(5.29)-337H(5.33): 
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are known, computable terms and ( ), ,
A A AC LOS Lχ χ
Δ = Δ x x a  is the modeling error term. 
We also have 
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= Φ + Φ Θ
=
x
x  (5.36) 
and 
 








p f g a a










x  (5.37) 
where ( ) ( )2 3 2 3, , ,AC ACf f g gx x  are also known, computable terms, , , ,p r aL L L Lβ δ  are 
lateral-directional aerodynamic derivatives obtained for a specific flight condition, and 
( ),p p AC aδΔ = Δ x  is the modeling error associated with the roll-rate dynamics. Eqs. 
338H(5.34)-339H(5.37) show that the bearing azimuth rate dynamics has a natural cascade form.  
That is, Φ  can be used as a virtual control for the Aχ  dynamics, and p  as a virtual 
control for the Φ  dynamics, with the control aδ  finally being computed to ensure Aχ  
command tracking. Let 1 Ax χ= , 2 ,x = Φ  3 ,x p=  and u aδ= . Then Eqs. 340H(5.34)-341H(5.37) can 
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 The bearing azimuth rate dynamics in 342H(5.38) are in the form suitable for the 
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where 2x and 3x are virtual commands to be constructed that will ensure that the 
reference command 1cx  is tracked. The reference command 1cx  is obtained by filtering 
the raw azimuth bearing rate command 
comA
χ  through a stable command filter that 
generates smooth, achievable trajectories.  
Step 1: Differentiating 1ζ applying Eqs. 343H(5.38) and 344H(5.39) yields 
 1 1 1 1 1 1 2 1 1 2 1 2 1c c A cx x x f g x x f g xχζ ζ= − = − − −Δ = − + − −Δ  (5.40) 





2 1 1 1 1 1c ad
x g K f xζ ν− ⎡ ⎤= − + −⎣ ⎦  (5.41) 
where 
1ad
ν  is an adaptive control term designed to cancel 1Δ  and 1= AχΔ Δ . Note that 
1 0g >  for 345H(5.41) to be valid. Examining 346H(5.35), this imposes a requirement that 
2A
πχ < . Hence, the bearing rate command 
comAχ  is constructed such that Aχ  does not 
drift to large values. Then substituting 347H(5.41) into 348H(5.40) yields 
 
11 1 1 2 1ad
Kζ ζ ζ ν= − + + −Δ  (5.42) 
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Step 2: Differentiating 2ζ yields 
 
( ) ( ) ( )2 1 2 2 1 2 2 1 2 2 1 2 1 2
2 1 1 3 1 2 2 1 1 2 3 1 3c c
g x x g x x g x x g x g x
x g x g f x g f g x
ζ
ζ
= − + − = − + −
= −Δ + − − = −Δ + − + −
 (5.43) 
where ( )2 1 2 2 1 2 1cg x x g x x⎡ ⎤Δ ≡ − − + −⎣ ⎦  since the derivatives of 1f  and 1g  contain 




3 1 1 2 2 1 1 2c ad
x g K x g fζ ζ ν− ⎡ ⎤= + + − −⎣ ⎦  (5.44) 
so that 
 
22 1 2 2 3 2ad
Kζ ζ ζ ζ ν= − − + + −Δ  (5.45) 
The purpose of introducing 1ζ  in 349H(5.45) is to compensate for the coupling between the 1ζ  
and 2ζ  dynamics.  The sign of the 1ζ  in 350H(5.45) is intentionally chosen as negative to set 
up a skew-symmetric matrix representing the complete error dynamics.  This skew-
symmetric structure is a key feature of backstepping controllers, and results in the 
cancellation of the coupling terms during Lyapunov stability analysis [87].  
Step 3: Differentiating 3ζ yields 
 
( ) ( ) ( )
( ) ( )
3 1 3 3 1 3 3 1 3 3 1 3 1 3
1 3 3 1 3 1 3 3
3 1 1 3 1 3   c
P
g x x g x x g x x g x g x
g x x g x g f g u
x g f g g u
ζ = − + − = − + −
= − + − + + Δ
= −Δ + − −
 (5.46) 




1 3 2 3 3 1 3 1c ad
u g g K g f xζ ζ ν− ⎡ ⎤= + − + −⎣ ⎦  (5.47) 
so that 
 
33 2 3 3 3ad
Kζ ζ ζ ν= − − + −Δ  (5.48) 
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Note that 1 3 0g g >  since the aileron control effectiveness 3 ag Lδ=  is non-zero in most 
aircraft control applications. Eqs .351H(5.42), 352H(5.45) and 353H(5.48) can be now expressed in state 
space form 
 adA= + −ω ω ν Δ  (5.49) 
where  [ ]1 2 3, ,




ad ad ad adν ν ν⎡ ⎤≡ ⎣ ⎦ν , [ ]1 2 3, ,












⎢ ⎥= − −⎢ ⎥
⎢ ⎥− −⎣ ⎦
 (5.50) 
The gains 1,2,3 0K >  to ensure stability, but they also need to be tuned to obtain 
reasonable performance.  The NN considered is a single-hidden-layer NN with output 
given by 
 ( )ˆ ˆT Tad W V=ν σ μ  (5.51) 
where ˆ ˆ,W V  are the output and input layer NN weight matrices respectively, σ  is the 
vector of uniformly bounded and continuously differentiable sigmoidal basis functions 
[92], and μ  is the normalized input vector to the NN given in 354H(5.24). The NN weight 















⎡ ⎤= − + Γ⎣ ⎦
⎡ ⎤= − − + Γ⎣ ⎦
μω ω
σ μ ω ω
 (5.52) 
where ( )ˆˆ TVσ = σ μ , 'σ̂  is the derivative of σ  with respect to its argument, , 0V WΓ >  are 
the NN learning rates, and , 0V Wλ >  are e-mod parameters [94]. The NN adaptive law 
itself is not a contribution of this thesis and details of the derivation of 355H(5.52) and stability 
analysis are referred to Ref. [86] and references within. 
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The complete control policy is given by Eqs. 356H(5.39), 357H(5.41), 358H(5.44), 359H(5.47), 360H(5.51) 
























































Figure 36. Azimuth Rate Control using Adaptive Backstepping Algorithm 
 
B. Turn Coordination by Adaptive Lateral Acceleration Control 
To maintain turn coordination, the lateral acceleration along the body-fixed Y-
axis BYa  is regulated to zero. The control design consists of an outer-loop proportional-
integral (PI) controller acting on the lateral acceleration command error and whose output 
,lat comy  is a command for the blended output lat ry C rβ= +  [111]. The signal ,lat comy  is 
input to an inner-loop inverting controller augmented by an adaptive NN that generates 
rudder deflection command comrδ . The details of the design are contained in the 





lat r y AC r r





= + = Δ + +⎜ ⎟
⎝ ⎠




Δ x  is the modeling error associated with the dynamic inversion of the laty  
dynamics which is compensated for with the output of the adaptive NN.  
C. Dynamic Inversion 
In IGC Design 2, the outputs regulated via NN augmented dynamic inversion are 
[ ]2 ,  ,  
T
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⎡ ⎤Δ⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥⎡ ⎤= Δ +⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦Δ⎣ ⎦ ⎢ ⎥⎣ ⎦
Δ
r
2y x x a
x x a
x x a x y
x
 (5.54) 
where ( )2 ,ACβ⎡ ⎤⎣ ⎦x y  is a computable matrix given by 
( ) { }{ }2
 { cos cos cos sin sin }               0                    0
, cos sin cos cos sin /      cos       sin
                                   0                                  
A E E T
AC A E E T e r
X




β χ λ λ
− Θ− Θ
= Θ− Θ Φ − Φx y
0













A well defined vector relative degree exists if and only if the matrix ( )2 ,ACβ⎡ ⎤⎣ ⎦x y  is non-
singular. The determinant of ( )2 ,ACβ⎡ ⎤⎣ ⎦x y  is given by 
 ( ) { }2
0
det , cos cos sin tan cosrAC T e r r A E E
YX M C N
U
δ
δ δ δβ χ λ λ
⎛ ⎞
⎡ ⎤ = − + + Θ Φ⎜ ⎟⎣ ⎦
⎝ ⎠
x y  (5.56) 
which is non-zero unless the term in the parenthesis is zero. Thus, an approximate 
feedback linearization is given as follows: 














⎢ ⎥⎢ ⎥ ⎡ ⎤= ⎢ ⎥⎣ ⎦⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
x y  (5.57) 
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where the vector 2 E lat
T
R yχν ν ν⎡ ⎤= ⎣ ⎦ν  represents the pseudo-control input vector and 
represents the desired dynamics of the output vector 2y . The rest of the inverting design 
is very similar to the design described in Section 5.1 C and beyond. This is not repeated 
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Figure 37.  Adaptive Integrated Guidance and Control Block Diagram for LOS 





5.3 Simulation Results 
We compare the range tracking performance of IGC Design 1 (IGC-1 henceforth) 
and IGC Design 2 (IGC-2 henceforth) with that of the time-scale separated adaptive 
guidance and control design presented in Chapter 4. We abbreviate the latter as the 
‘TSSGC’ design for convenience in the discussion that follows. The 6DOF nonlinear 
simulation model has been described in Chapter 4, Section 4.3-A. The comparison 
between the three guidance and control designs will be shown for the case of the slanted 
3D box maneuver of the leader aircraft. For this case, the waypoints are at the corners of 
a slanted box in 3D space, requiring sharp heading changes, combined with climbing and 
descending motions of the leader. This is referred to as Case-3 leader maneuver in the 
simulation results in Chapter 4. The performance with the TSSGC design was the ‘worst’ 
for this maneuver in comparison with the two other leader maneuvers considered in 
Chapter 4. 
The range command is set to 5comR =  meters, which is slightly less than 2 wing-
span lengths. The LOS (bearing) rate commands for all three designs are nominally set to 
zero, and these commands are modified to prevent drifts in the bearing angles to large 
values using the dead-zone logic shown in 366HFigure 23. 
367HFigure 38 shows the range command tracking performance in meters with the 
TSSGC, IGC 1 and IGC 2 designs. The black solid line represents the commanded range 
5comR =  meters, the blue dotted line is the range, and the red dashed line represents the 
hedged reference signal. The range signal R  tracks the hedged reference signal refR . It is 
clear that the performance with the IGC designs (368HFigure 38 b, c) is superior to the TSSGC 
design (369HFigure 38 a) by virtue of much smaller range overshoots (maximum of 1.5 meters 
for the IGC designs, versus 4.5 meters for the TSSGC design), and convergence to the 
commanded range in steady-state. The overshoots in range occur after the leader aircraft 













One of the reasons for the deficient performance of the TSSGC design when 
compared to the IGC designs is the choice of command to the throttle controller in the 
TSSGC design. This was explained in Chapter 4, Section 4.2. The throttle controller in 
the TSSGC design is a PI controller with anti-windup. There is a stability issue when the 
longitudinal acceleration command 
cmdx
f from the guidance law is input to the throttle 
controller for the case of a sharply turning leader aircraft. This is due to the fact that the 
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guidance logic generates an excessive negative acceleration command along the X-axis 
of the body frame (highly negative 
cmdx
f ) when starting a heading turn and this causes the 
throttle to saturate, ultimately leading to instability of the entire closed-loop system. As 
described in Chapter 4, Section 4.2, the throttle controller command is modified to be a 
blend of the longitudinal acceleration command 
cmdx
f  and speed command comV . The 
blended throttle controller command in Eq. 370H(4.52) reduces the transient speed of response 
of the range variable and the desired steady-state with respect to range may not be exactly 
achieved even when the leader stops maneuvering. The consequence of the modification 
of the throttle command is a trade-off between range command tracking and closed-loop 
stability for the TSSGC design. This is not an issue in the IGC designs since the throttle 
command is obtained by dynamic inversion of the range and bearing rate dynamics 
(Eqs.371H(5.21) and 372H(5.57)) with adaptive compensation for the modeling errors. 
 373HFigure 39 shows the angle of attack and sideslip angle histories in degrees for all 
three designs. It is clear that the sideslip angles with IGC-1 are unacceptably large 
(maximum 15 degrees). With the TSSGC design and IGC-2, the sideslip angle histories 
are acceptable (maximum 4 degrees). To further reduce the sideslip excursions in 374HFigure 
39 a, c, a simulation study was carried out by incorporating a washout filter in the yaw-
rate feedback loop. However, this did not result in further improvement in the sideslip 
suppression performance. More work is needed to address this issue but it is not dealt 
with further in this thesis.  
375HFigure 40 shows the bearing rates histories in deg/s. When the leader maneuvers, 
there are large overshoots in the LOS and bearing rates histories, but the overshoots with 
the IGC designs are much smaller than those with the TSSGC design. The red solid lines 
in 376HFigure 40 are the hedged reference signals. 377HFigure 40 a shows the reference signal 
dynamics are slower for the TSSGC design. This is because the reference model 
bandwidths in the TSSGC design are restricted by the limitations of the autopilot. In the 
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IGC designs, the reference models have higher bandwidths. This is a key point of the 
IGC design. The IGC design allows much higher controller bandwidths than a time-scale 
separated design, and hence can achieve better performance. In 378HFigure 40 b and c, the 
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Figure 40. Bearing Rates Tracking Performance (deg/s), a) TSSGC Design, b) IGC-
1, c) IGC-2 
                             
 
379HFigure 41  shows the bearing angles. With IGC-1 and IGC-2 designs, the bearing 
angles ride the boundaries of the dead-zone given by 
max max
/ 6A Aχ χ π= =  in the steady-
state with transient overshoots of less than 100. With the TSSGC design, the overshoots 
are about 200, which again show that the bearing rate regulation with the IGC designs is 















380HFigure 42 shows the actuator deflections. There is lot more activity in the rudder 
and aileron channels with the IGC designs than with the TSSGC design, and the control 










Figure 42. Actuator deflection histories a) TSSGC b) IGC-1 c) IGC-2 
 
381HFigure 43 shows the NN approximation of the modeling error Δ  for the IGC-1 
and IGC-2 designs. The figure shows very good approximation indicating the 
effectiveness of adaptation. The corresponding plot for the TSSGC design is shown in 
382HFigure 30. If the adaptation is switched off, the tracking goes unstable for all three 
designs. 383HFigure 44 shows the range tracking performance with NN off for just the IGC 
designs, which shows that the tracking diverges after the first leader maneuver. The 
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Figure 43. Modeling Error Δ  vs NN Outputs adν , in m/s




                                         a                                                                                        b 
 
Figure 44. Range Tracking Performance in meters, NN off, a) IGC-1 b) IGC-2 
 
 
The next set of results is obtained for varying bandwidths of the G&C designs. 
The objective is to show that the IGC design is capable of achieving higher bandwidth 
than the TSSGC design for the combined G&C dynamics and to provide bandwidth 
metrics for the two designs. The bandwidth of the designs in this study is indicated by the 
time-constants of the reference models for range and LOS rates command tracking. In the 
following, the bandwidths of the reference models for LOS rates command tracking are 
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set to values such that increasing the bandwidths further result in destabilization of the 
tracking performance. Then the natural frequencies of the range command reference 
model (2nd order stable linear systems for both TSSGC and IGC designs) are varied 
between spectrums of values and range tracking is noted. The smallest and highest values 
of the natural frequency for which reasonable range tracking performance (defined to be 
such that the overshoot in range response is less than 5 meters) is obtained are indicated 
for both the designs. The comparison between the two designs is illustrated for the 
slanted 3D box leader maneuver. 
In the TSSGC design, the bandwidth of the guidance loop is dictated by the 
bandwidth of the inner-loop controller. So, the bandwidth of the guidance loop is chosen 
such that a time-scale separation between the guidance and controller designs is satisfied. 
The bandwidth of the guidance loop in the TSSGC design for which reasonable range 
tracking performance is obtained is given by: 
 ,0.6 1.7,  1.0,  1.5,  1A En R R χ χω ζ τ τ≤ ≤ = = =  (5.58) 
where ,  and n R Rω ζ  are the natural frequency and damping ratio of the range command 
reference model, 
Aχ
τ  and 
Eχ
τ  are the time constants for the LOS azimuth and elevation 
bearing rates reference models respectively. The range tracking performance for 
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c 
Figure 45. Range Tracking Performance for Varying Bandwidths, TSSGC design  
a) , 0.6n Rω = , b) , 1.0n Rω = , c) , 1.7n Rω =  
 
 For the IGC-2 design, the corresponding values for the bandwidths of the 
reference models are given by 
 ,0.25 0.75,  1.0,  0.9,  0.05A En R R χ χω ζ τ τ≤ ≤ = = =  (5.59) 
The range tracking performance for , 0.25,  0.5,  0.75n Rω =  with other bandwidth 
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c 
Figure 46. Range Tracking Performance for Varying Bandwidths, IGC-2 design     
a) , 0.25n Rω = , b) , 0.5n Rω = , c) , 0.75n Rω =  
 
Comparing the range tracking performances in 389HFigure 45 and 390HFigure 46, it can be 
concluded that the IGC design is capable of achieving a higher bandwidth than the 
TSSGC design. The bandwidths of the LOS rate command reference models have 
significant effect on the range tracking performance.  
 
5.4 Conclusions 
This chapter has presented an adaptive integrated guidance and control (IGC) 
design for line-of-sight formation flight using a combination of output feedback inversion 
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and backstepping techniques. Neural network based online adaptation is used to 
compensate for modeling errors in the design process, that include, uncertainties due to 
unknown leader aircraft acceleration, and the modeling error due to parametric 
uncertainties in the aircraft aerodynamic derivatives. One conclusion is that adaptation in 
the integrated design of guidance and flight control plays a critical role in this 
application. A second conclusion is that using feedback inversion alone results in a 
deficiency in maintaining turn coordination.  This deficiency can be avoided by 
employing a backstepping approach for the azimuth portion of the design process.  
Attempting to address the full 6DOF problem using backstepping alone leads to a 
cumbersome design, whereas combining feedback inversion with backstepping appears 
leads to a complimentary design approach. Finally, when compared to an adaptive time-
scale separated guidance and control design (TSSGC), the adaptive IGC design is capable 
of achieving a higher bandwidth design for the combined dynamics. The bandwidths of 
the LOS rate command reference models have significant effect on the range tracking 
performance. In the case of the TSSGC design, attempting to improve performance by 
increasing the bandwidth of the guidance design while maintaining sufficient time-scale 
separation with the autopilot leads to actuator saturation and instability. The main 
advantage of the IGC design is that it translates into better transient and steady-state 
range tracking performance as seen in the simulation results. 
The next chapter presents a method of analysis for integrating the adaptive 
guidance and control designs developed in Chapters 4 and 5 with the adaptive state 
estimation design of Chapter 3. This makes the integrated estimation, guidance and 




INTEGRATED ADAPTIVE ESTIMATION AND ADAPTIVE 
CONTROL 
 
 This chapter presents a method to integrate adaptive estimation and adaptive 
control designs for a class of nonlinear systems. The method is based on Lyapunov-like 
stability analysis of all the errors in the integrated closed-loop system. The analysis 
method is then applied to integrate the adaptive estimator solution in Chapter 3 with the 
adaptive guidance and control solutions presented in Chapters 4 and 5 for enabling 
vision-based formation flight. Simulation results are presented using a nonlinear 6DOF 
fixed-wing UAV simulation model to illustrate the feasibility and efficacy of the 
approach. Comparison results between the integrated adaptive estimation and time-scale 
separation based guidance and control law, and the integrated adaptive estimation and 
integrated guidance and control law are also presented to show case the best overall 
design for enabling vision-based formation flight. 
 Equation Chapter 6 Section 1 
6.1 Problem Formulation 
We start with the problem formulation similar to the one presented in Chapter 5, 
but with the important difference that the states 1x  are not available for feedback. 
Consider the Multi-Input Multi-Output (MIMO) nonlinear system given by: 
 
( ) ( )
( )
( ) ( )
( )
1 1 1 1 2 1
1 1 1
1
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nD∈ ⊂ℜxx  and 222
nD∈ ⊂ℜxx  are the modeled states of the system, 1
m∈ℜy  
and 2x  are measurements available for feedback, z
nD∈ ⊂ℜzz are the unmodeled states 
where zn  is also unknown but bounded, 1 2, ,  and D D Dx x z  are open sets containing their 
respective origins, and p∈ℜy  and p∈ℜu  are the regulated outputs and control inputs 
of the system. The matrices 1 1x 1
x xn nA ∈ℜ , 1 x 1
xn mB ∈ℜ  and 1 x 1
xm nC ∈ℜ  are known, 
and the pair ( )1 1,A C  is observable. The functions 2:
mD →ℜxς  and 2:  x 
m pDℜ →ℜxh  
are known and continuous. The functions 2
22
: nD →ℜxf  and 22
x : n mG D →ℜx  are 
partially known and continuous. The function 
11
( , ) : znD D× →ℜz x zf x z  is unknown, 
continuous and represents the unmodeled dynamics. The function 
11
( , ) : mD D× →ℜx zg x z  is unknown, continuous and represents the way in which the 
unmodeled dynamics is coupled to the system dynamics. Let 
1 2, ,
TT T T nD⎡ ⎤= ∈ ⊂ℜ⎣ ⎦ xx x x z , 1 2x x zn n n n= + + , be the composite state vector of the 
system, where 
1 2
 x  x D D D D=x x x z . 
 
Assumption 6.1: The function ( ),⋅ ⋅zf  is a bounded function of its arguments and ( )tz  is 
bounded for all t . 
 
Remark 6.1: In context of the vision-based formation flight problem, 1x  represents the 
states of the LOS kinematics, 2x  represents the states of the rigid body dynamics of the 
follower aircraft, assumed to be all available,  z  represents the unknown states associated 
with the leader acceleration dynamics, 1y  represents the measurements obtained via the 
use of a vision sensor, u  represents the actuator deflections of the follower aircraft, and 
y  represents the measurable regulated outputs of interest. The complete state vector 1x  
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is not available for feedback which makes the problem formulation in 391H(5.1) different from 
the one in (5.1). Another difference is in the definition of the regulated outputs y . In 
392H(5.1), y  represent the measurable regulated outputs, for example, subtended angle of the 
leader aircraft on image plane, or range to leader aircraft assuming leader wing-span size 
is known, bearing angles, and bank or sideslip angle for turn coordination. Since the 
bearing rates are not measurable, these cannot be treated directly using the problem 
formulation above. The bearing rates are handled as a special case and discussed later. 
The rest of the problem formulation in 393H(5.1) has the same interpretation as in Remark 5.1 
and is not discussed further here.  
 
Assumption 6.2: The dynamical system 394H(5.1) satisfies the conditions for output feedback 
linearization [98] with vector relative degree 1 2, , ,
T
pr r r⎡ ⎤⎣ ⎦r , 1 2 pr r r n= + + + ≤r . 
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that transforms the system in 395H(5.1) into the normal form [98]: 
 
( )
( ) ( )
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ZZ f ξ, Z
x x x x z y x
 (6.3) 
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where ( ) ( )1 2 1 2         i m
Tr r r
i i i m m m Dξ ξ ξ ξ ξ ξ⎡ ⎤ ∈ ⊂ℜ⎣ ⎦ ξξ , 
n rD −∈ ⊂ ℜZZ  are the states 
associated with the internal dynamics, iu  are the control inputs, iy  are the regulated 
outputs, ir  is the relative degree of the 
thi  output, ( )Zf ξ,Z  is a completely unknown 
continuous function representing the internal dynamics, ( ) ( )0 01 2,i iα α=x x ξ  and 
( )1 2,iβ y x  are known continuous functions, and ( ) ( )1 11 2, , , , ,i i i iu uα α=x x z ξ Z  are 
unknown continuous functions.  
 
Assumption 6.3: The function ( ),⋅ ⋅Zf  is a bounded function of its arguments and ( )tZ  is 
bounded for all t .  
 
Assumption 6.4: ( )1 2,iβ y x is continuous and non-zero for every D∈ xx . 
 
Control Design Objective: Design a control law as a function of available measurements 
such that ( )iy t  track smooth, bounded reference trajectories ( ),c iy t , 1, 2, ,i m=  with 
bounded errors. 
 
Remark 6.2: Since the states 1x  are not available, an estimator is utilized to provide 
estimates of 1x  in the control solution. These estimates are used to construct estimates of 
the functions ( )0 1 2,iα x x  in the control solution. It is seen that the functions 
( )0 1 2,iα x x can be incorporated within the unknown functions ( )1 1 2, , ,i iuα x x z  and 
adaptive neural networks (NNs) could be employed to approximate the modified 
functions ( )1 1 2, , ,i iuα x x z . This was the approach followed in Chapters 4 and 5, where 
the states 1x  were assumed to be available for feedback. Presumably the same approach 
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can be followed even if 1x  is not available by using delayed values of the available 
measurements 1 2, ,
TT T T⎡ ⎤⎣ ⎦y x u as inputs to the NNs and relying on the approximation 
capabilities of the NNs to compensate for the functions ( )1 1 2, , ,i iuα x x z . While this 
approach is theoretically treatable, there are practical considerations that make this 
approach undesirable. Treating ( )0 1 2,iα x x  as unknown and incorporating it within 
( )1 1 2, , ,i iuα x x z  makes the overall design a high-gain control design. In the presence of 
measurement noise and lags due to estimation, the high-gain control design can excite 
high frequency dynamics, cause actuator chattering and rate saturation, and even lead to 
instability. In general, available information about system nonlinearities should be 
incorporated within the control design to reduce the loop gain needed to achieve a desired 
performance level. 
6.2 Adaptive State Estimation 
A. Adaptive State Estimator 
The objective of adaptive estimation is to provide estimates of the states 1x  in 
396H(5.1). The estimator solution must be robust to the effect of unmodeled 
dynamics, ( )1,g x z . The adaptive state estimator considered is a time-varying Kalman 
filter augmented with an adaptive neural network (NN) as presented in Chapter 3. The 
adaptive NN is updated online with two error signals using a composite adaptation 
approach. 
We consider only the following subsystem for the purpose of adaptive estimation 
 
( ) ( )
( )
1 1 1 1 2 1 1 0 10
1 1 1
1 0 0
, ,   ( )




⎡ ⎤= + + =⎣ ⎦
=
= =z
x x ς x g x z x x
y x
z f x z z z
 (6.4) 
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As in (3.67), we assume that ( )1 ,B g x z  can be written in the form 








= ∑g x z b x z  (6.5) 
where ib  is a column vector of zeros with only the i
th element equal to 1. We assume the 
following NN parameterization for ( )' 1,ig x z : 
 
( ) ( ) ( ) ( )
{ }*
' ' * * ' * *
1 , , , , , ,
*
, ,   ,   ,  
                 |  ,   1, 2, ,   
               
o
T
i o i o o o i o o i o i o o i o i oF




ε ε ε ε
μ
= + ≤ ≤ ≤ ≤
∈ = ≤ =
x z W σ μ μ W μ
μ μ μ  (6.6) 
( ) 1 21 2,,  x  x gD D D D∀ ∈ ⊂ x x zx x z , where gD  is a compact set, the subscript ‘o’ stands 
for ‘observer’, , o
N
o i ∈ℜW  is the ideal but unknown NN weight vector, ( ),o i oε μ  is the NN 
functional approximation error, ( ) ( ) ( ),1 ,, , o
T
o o o o o N oσ σ⎡ ⎤= ⎣ ⎦σ μ μ μ…  is a vector of 
sigmoidal functions ( ),o iσ ⋅ , oN  is the number of neurons, *oW and *oε  are the bounds on 
the Frobenius norms of ,o iW  and ,o iε  respectively, and the input vector 
( ) ( )( )1 , ,o o t t d d= −μ μ y ς  is a vector of difference quotients of the output vector 1y  and 
known vector ς , 
 
( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( ) ( )







, , 1 ,   
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t t d d t t d
t t t
t d t d t d
−
−
⎡ ⎤− = −⎣ ⎦
⎡ ⎤= Δ Δ⎣ ⎦
⎡ ⎤− = Δ − Δ −⎣ ⎦




where the definitions of the difference quotients ( ) [ ],  1, 2,kd kΔ ⋅ = are as in (3.3), 
1 2,n n n≥  are sufficiently large integers, and 0d >  is a time delay. The sigmoidal 
functions are uniformly bounded, that is, ( ), 1o i oσ ≤μ . Using Eqs. 397H(6.6) and 398H(6.5) in Eq. 
399H(6.4), we have, 
 134
 
( ) ( )
( )
'















x x ς + bW σ μ b μ
z f x z
y x
 (6.8) 
The adaptive estimator for the system in 400H(6.8) is given by 
 
( ) ( ) ( )1 1 1 1 1 1 1 , 1 0 10
1 1 1
ˆˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) , ( )
ˆ ˆ( ) ( )
m
T
i o i o o
i
t A t K t t t B t t
t C t
= + − + =
=
∑x x y y ς + bW σ μ x x
y x
 (6.9) 
where ( ),ˆo i tW  is an estimate of the ideal but unknown NN weight vector ,o iW , 1( )K t  is 




1 1 1 1 1 1 1 1 1 1 1
1
1 1 1 1
( ) ( ) ( ) ( ) ( )
( ) ( )
T T
T
P t A P t P t A P t C R C P t Q
K t P t C R
−
−
= + − +
=
 (6.10) 
where 1 0 1 1 1 1(0) 0, 0, 0
T TP P Q Q R R= > = > = > . The solution 1( )P t  of 401H(6.10) is bounded, 
symmetric, positive definite and continuously differentiable. Note that the adaptive 
estimator identified with subscript ‘1’ in Eqs. 402H(6.9)-403H(6.10) has no connection with the 
Kalman estimator given by Eqs. 404H(3.7)-405H(3.8) identified with subscript ‘1’. The ith output of 
the NN is given by 
 ( ) ( ) ( ),ˆˆ ,  1, 2, ,
T
i o i o og t t i m= =W σ μ  (6.11) 
The residual vector of the adaptive estimator ( ) ( ) ( )1 1 1ˆt t t= −y y y  is the first set of error 
signals used to train the NN. 
The derivation of the NN adaptive law is referred to Chapter 3, Section 5. The NN 
adaptive law is given by: 




Γ >  and 0oλ >  are the NN design constants, 1, 1, 1i iy C= x  is the i
th element of 
the residual vector ( )1 ty , 1,iC  is the ith row of the 1C  matrix,   ( ) ( ) ( ),1 ,1 ,1ˆna na nat t t= −e y y  
( ) ( ),1 ,ˆ
m
na fi o i
i
t Q t= −∑y W  is the second error signal vector to train the NN, 
( ) ( ) ( ),1 1 ,1ˆna nat t t= −y y y  is the residual vector of the time-varying non-adaptive Kalman 
filter given in 406H(6.13): 
 
( ),1 1 ,1 ,1 1 ,1 1 1 0 ,10
,1 1 ,1
1
,1 1 ,1 ,1 1 ,1 1 ,1 1 ,1 ,1
1
,1 ,1 1 ,1
ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) , ( )
ˆ ˆ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )
na na na na na na
na na
T T
na na na na na na na
T
na na na
t A t K t t t B t
t C t
P t A P t P t A P t C R C P t Q
K t P t C R
−
−
= + − + =
=
= + − +
=
x x y y ς x x
y x
 (6.13) 
where the subscript ‘ na ’ is used to identify the second Kalman filter as a non-adaptive 
filter, and 1  x on NfiQ ∈ℜ x  is the filtered basis function matrix obtained by solving the 
matrix differential equation 407H(6.14): 
 
( ) ( ) ( ),1 0
1
,   0,  1, 2, ,Tfi na fi i fi
fi fi
A t t i m
Q C




where ( ) ( ),1 1 ,1 1na naA t A K t C= − . The matrix fiΩ  is always bounded by using the result of 
Lemma 3.1 and the output matrix x om NfiQ ∈ℜ  is similarly bounded.  
 
Remark 6.3: Since ( ),1na ty  is the output of a Globally Exponentially Stable filter using 
the result of Lemma 3.1, ( ),1na ty  is bounded as long as the inputs to the filter, i.e., 
( )' 1, ,  1,2, , ,ig i m=x z  are bounded. The latter is true as long as the states 1 and x z  are 
bounded. Assumption 6.1 guarantees that the states z  are always bounded. However, 
since this is a combined estimation and control problem, we cannot assume a priori that 
1x  is bounded. To get around this technical obstacle, we will make the assumption that if 
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the initial state estimation errors belong to a Lyapunov level set, then the states  1x  
belong to a compact set where the NN approximation is valid. Then the proof of 
boundedness will show that 1x  remains within the compact set with ultimate bounds that 
are smaller then the bounds on the compact set. Thus the functions 
( )' 1, ,  1,2, , ,ig i m=x z and consequently ( ),1na ty  can be shown to be bounded at all 
time. The assumption mentioned above is standard in NN based output feedback control 
literature [80], [96]. 
B. Error Boundedness Analysis 
The approach is to show boundedness of the errors in the adaptive state estimation 
system first and then show boundedness of all errors in the integrated adaptive estimation 
plus adaptive control system. This approach justifies the use of state estimates in the 
adaptive controller solution. The boundedness of the state estimation errors and observer 
NN weight estimation errors is shown via Lyapunov-like analysis. Before starting the 
boundedness analysis, a few results are presented in the forms that are directly used in the 
analysis.  
Define the state estimation error vector 1 1 1ˆ= −x x x , the NN weight estimation 
error vector ( ) ( ), , ,ˆo i o i o it t= −W W W  and ( ) ( )1 1 1 1A t A K t C= − . Using Eqs. 408H(6.8) and 409H(6.9), 
the state estimation error dynamics can be written as 
 
( ) ( ) ( ) ( )'1 1 1 , , 1 0 10
1 1 1
( ) ( ) , ( )
( ) ( )
m m
T
i o i o o i o i o
i i
t A t t t t
t C t
ε= + + =
=
∑ ∑x x bW σ μ b μ x x
y x
 (6.15) 
The NN weight estimation error dynamics can be written using 410H(6.12) as, 
 ( )( ), , 1, 1 ,1 , ,ˆ i To i o i o o o i fi na o o i o o iC Q λ λ= − = Γ − − + −W W σ μ x e W W  (6.16) 
Invoking the identity ( ) ( ) 11 1P t P t I
− =  and differentiating:  
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 ( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 1 1 1 1
TP t P t A t A t P t Q t− − −= − − −  (6.17) 
 ( ) ( ) ( )1 1 11 1 1 1 1 0TQ t C R C P t Q P t− − −= + >  (6.18) 
The following bounds on ( )11P t−  are used in the analysis [64], 
 ( ) ( )11 1 2 1
2 2
1 1I P t I I P t Iρ ρ
ρ ρ
−≤ ≤ ⇒ ≤ ≤  (6.19) 
The second error signal used to train the NN can be written as in 411H(3.68) 
 ( ) ( ) ( ) ( )( )' ' ',1 ,1 ,1 ,1 0 1 2 ,ˆ , , , ,
m
na na na na f f fm fi o i
i
t t t T t Qε ε ε= − = +∑e y y x W  (6.20) 
where ( )( ) ( ) ( ) ( )
0
' ' ' '
,1 0 1 2 1 ,1 0 ,1 0 1 ,1 0 ,, , , , , ,   
tm
na f f fm na na na i o i
i t
T t C t t t C t t dε ε ε ε τ= Φ + Φ∑∫x x b  is 
an unknown term that is always bounded using the result of Lemma 3.1. 
Define the composite error vector  
 1 ,1 ,2 ,     
TT T T T
o o o o m⎡ ⎤⎣ ⎦ζ = x W W W  (6.21) 
and the positive definite Lyapunov candidate function for the boundedness analysis as 
 ( ) ( )1 11 1 1 , ,i
m
T T
o o o i o o i
i
V P t− −= + Γ∑ζ x x W W  (6.22) 
Note that the NN approximation for the unmodeled dynamics functions 412H(6.6) is defined 
over a compact set gD . In the space of the error vector oζ , consider the largest level set 
of ( )o oV ζ  such that its projection on the subspace of the NN input variables lies 
completely in gD . Define the largest ball that lies within that level set as 








ζ  (6.23) 
Introduce the set 
 ( ){ }|  o M o oB Vα αΩ = ∈ ≤ζ ζ  (6.24) 
The definition of the candidate Lyapunov function 413H(6.22) shows that there exist class Κ  
functions 1κ  and 2κ  such that 
 ( ) ( ) ( )1 2o o o oVκ κ≤ ≤ζ ζ ζ  
where  
 
( ) ( )
( ) ( )
22 1
1 1 min ,2
2
22 1







o o o i
i
m















where the bounds on ( )11P t−  in 414H(6.19) are applied. 
 
Assumption 6.5: Let  
 ( )( )11 2M κ κ γ−>  (6.26) 
where γ  is defined as  
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where oN  is the number of neurons of the NN. Let ( ) 2min 1 22Q mλ ρ>  and 
{ }1 22 2 22 2 2max 2, 2, , 2mo m m mλ > + + + . Now the main result on the error boundedness can 
be stated. 
 
Theorem 6.1: Let Assumptions 6.1 and 6.5 hold and the initial error vector ( )0o t α∈Ωζ . 
For the system formulation in 415H(6.4) and the NN parameterization in 416H(6.5), 417H(6.6), let the 
adaptive estimator be given by 418H(6.9) with the NN adaptive law given by  419H(6.12). Then the 
state estimation error 1x  and NN weight estimation errors , ,  1, 2, ,o i i m=W  are 
uniformly ultimately bounded. 
Proof: Refer to Appendix C.  
 
6.3 Adaptive Control 
We start with the normal form for the ith regulated output given in 420H(5.3): 
 
( )
( ) ( ) ( ) ( )
1 2
0 1
1 2 1 2 1 2
,
, , , , ,i
i i
r
i i i i i i
y h




x x x x z y x
 (6.29) 
where ir  is the relative degree of iy  and is assumed to be known. 
Eq. 421H(6.29) can be re-written as follows: 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
0 0 0
1 2 1 2 1 2 1 2
1
1 2 1 2 1 2
ˆ ˆ ˆ, , , ,
ˆ        , , , , ,
ir
i i i i i i
i i i i i
y u
u u
α β α α
β β α
⎡ ⎤= + + −⎣ ⎦
⎡ ⎤+ − +⎣ ⎦
x x y x x x x x
y x y x x x z
  
which can be further simplified as 
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, 1 1 2 1 2 1 2 1 2 1 2
1
1 2
ˆ ˆ ˆ, , , , , , ,
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α α β β
α
⎡ ⎤ ⎡ ⎤Δ = − + −⎣ ⎦⎣ ⎦
+
x x , x z x x x x y x y x
x x z
 (6.31) 
A. Tracking Error Dynamics 
The control design objective is to design a control law as a function of available 
measurements such that ( )iy t  tracks smooth, bounded reference trajectories ( ),c iy t , 
1, 2, ,i m=  with bounded errors. The tracking error is defined as ,i c i ie y y= − , where the 
reference signal ,c iy  and its derivatives 
( )
, , ,, , , i
r
c i c i c iy y y  are generated by filtering a piece-
wise continuous, bounded command ( ),com iy t  through asymptotically stable reference 
models. The thir  derivative of ie  is given by: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )0, , 1 2 1 2 , 1 1 2ˆ ˆ ˆ, , , , ,i i i ir r r ri c i i c i i i i c i ie y y y u uα β= − = − − −Δx x y x x x , x z  (6.32) 
 
Assumption 6.6: ( )1 2ˆ ,iβ y x is non-zero for every ( ) 11ˆ,  x D D∈ x xx x , where 1x̂  evolves in 
the open set 1
1
nD ⊂ℜ xx   that contains the origin 1ˆ = 0x . 
 
A feedback inversion control law for stabilizing the error dynamics in 422H(6.32) is 
given by 
 









where iν  is the pseudo-control term given by 
 ( ) ( )0, 1 2 , ,ˆ ,iri c i i dc i ad iyν α ν ν= − + −x x  (6.34) 
Substituting Eqs. 423H(6.33) and 424H(6.34) into 425H(6.32), we have 
 ( ) ( ), , , 1 1 2ˆ, , ,iri dc i ad i c i ie ν ν ν= − + −Δ x x , x z  (6.35) 
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where ,dc iν  is the output of a linear compensator designed to stabilize the linearized error 
dynamics 
 ( ) ,i
r
i dc ie ν= −  (6.36) 
and ,ad iν  is the output of an adaptive NN designed to compensate for the modeling error 
function ( ), 1 1 2ˆ, , ,c i iνΔ x x , x z . Notice that we changed the last argument in ,c iΔ  from iu  
to iν  by using 426H(6.33). 
We follow the approach in [96] for the design of ,dc iν  and ,ad iν . Defining 
( )1, , , i
Tr
i i i ie e e
−⎡ ⎤= ⎣ ⎦e , we have: 
 
( ), , , ,
,
i E i i E i ad i c i









 [ ], , , 1 x 
 x  x 1
0 1 0 0 0
0 0 1 0 0
,  ,   1 0  0
          
0 0 0 0 1
i
i i i
E i E i E i r
r r r
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⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= = =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
 
Since ( )1, , iri ie e
−  are not measurable, we design the following lead compensator to 
stabilize the error dynamics in 427H(6.37): 
 , ,
, , ,
i c i i c i i








where iη  has dimension 1ir≥ −  [97]. This follows from the fact that the error dynamics 
in 428H(6.36) has ir  poles at the origin. We assume the minimum dimension for iη . Defining 
,  
TT T
i i i⎡ ⎤= ⎣ ⎦E e η , we can combine the error dynamics in 429H(6.37) and the linear compensator 
dynamics in 430H(6.38) to give: 
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The lead compensator parameters ( ), , , ,, , ,c i c i c i c iA db c  are designed such that the matrix 
,E iA  is Hurwitz. The iE  dynamics in 431H(6.39) are henceforth referred to as tracking error 
dynamics. Since ,E iA  is Hurwitz, then for any , 0E iQ > , there exists a unique solution 
, , 0
T
E i E iP P= >  of the following Lyapunov equation: 
 , , , , , , ,,   0
T T
E i E i E i E i E i E i E iA P P A Q Q Q+ = − = >  (6.41) 
B. Error Observer and Neural Network Adaptive Law 
Since the complete error vector is not available in the output feedback case, we 
design a linear error observer [96] for the tracking error dynamics in 432H(6.39). The states of 
the error observer are estimates of iE  and are used in the construction of the adaptive 
law. The error observer is given by: 
 




i E i i E i E i E i





E E z z
z E
 (6.42) 
where [ ],E iK ≠ 0  is the error observer gain matrix that places the poles of the matrix 
, , , ,E i E i E i E iA A K C= −  much further to the left of the poles of the error dynamics matrix 
,E iA .  
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Remark 6.4: The NN adaptive law can be derived without constructing an error observer 
by applying the direct approach in [95]. The training signal for the NN in this case is 
obtained by filtering the tracking error through a strictly positive real (SPR) filter. 
 
Defining ˆi i i= −E E E , the error dynamics of the error observer is given by: 
 
( ), , , ,
, ,
i E i i E i ad i c i








Consider the parameterization of the modeling error function ,c iΔ  with a linear-in-
parameters NN: 
( ) ( ) ( ) ( )
{ }*
* * * *
, 1 1 2 , , , , , ,
*
ˆ, , , ,  ,  ,  
 |  ,   1, 2, ,
                                  
c
T
c i i c i c c c i c c i c i c c i c c i cF




ν ε ε ε ε
μ
Δ = + ≤ ≤ ≤ ≤
∈ = ≤ =
x x , x z W σ μ μ W μ
                                  μ μ μ (6.44) 
( )
1 1 2 1ˆ1 2, 1
ˆ, , ,  x  x  x  x i gD D D D D Dν∀ ∈ ⊂ x x z uxx x z x , where D ⊂ℜu  and 1gD  is a 
compact set, the subscript ‘c’ stands for ‘controller’, , c
N
c i ∈ℜW  is the ideal but unknown 
NN weight vector, ( ),c i cε μ  is the NN functional approximation error, cμ  is the input 
vector, ( ) ( ) ( ),1 ,, , c
T
c c c c c N cσ σ⎡ ⎤= ⎣ ⎦σ μ μ μ…  is a vector of smooth and uniformly bounded 
shifted sigmoidal functions ( ),c iσ ⋅  [106, 107], cN  is the number of neurons, and *cW and 
*
cε  are the bounds on the Frobenius norms of ,c iW  and ,c iε  respectively. The input vector 
( ) ( ) ( ) ( )( )1 2ˆ , , ,c c o it t t t d dν= −μ μ μ , x x  consists of the input vector to the observer NN 
( )o tμ  given in 433H(6.7), the estimates of the states 1x̂  which are the outputs of the adaptive 
state estimator described in the previous section, the available states 2x , and the delayed 
values of the pseudo-control signal iν  
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( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )3
1 2 1 2 ,
0 1
,
ˆ ˆ, , , 1 ,  , ,  
,       
TT T T T
c o i o i d
Tn
i d d i d i
t t t t d d t t t t d
t d t d t d
ν
ν ν−
⎡ ⎤− = −⎣ ⎦
⎡ ⎤− = Δ − Δ −⎣ ⎦
μ μ , x x ,μ x x ν
ν …
 (6.45) 
where 3n n≥  is a sufficiently large integer,  and 0d >  is the time delay.  
From 434H(6.44) and 435H(6.34), ,c iΔ  is a function of ,ad iν  and ,ad iν  is to be designed to 
cancel ,c iΔ . Therefore the following assumption is introduced to guarantee existence and 
uniqueness of a solution for ,ad iν  [80], [95]. 
 
Assumption 6.7:  The mapping ,iad c iν Δ  is a contraction over the entire input domain of 
interest. 
 
Assumption 6.7 is satisfied if the following two conditions are satisfied [95]: 
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1 2 1 2
1
1 2 1 2
ˆi) sign sign sign , sign ,
















ν α β β
ν αβ β
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= ⇒ + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
∂ ∂ ∂
> > ⇒ > + >
∂ ∂ ∂
y x y x
y x y x
 (6.46) 
The first condition in 436H(6.46) implies that the estimated and actual control effectiveness 
have the same sign, and the second condition places a lower bound on the magnitude of 
the estimated control effectiveness. 
Since the ideal NN weight vector ,c iW  in 437H(6.44) is unknown, the i
th NN output is 
given by 
 ( ) ( ), ,ˆ Tad i c i c ctν =W σ μ  (6.47) 
where ( ),ˆc i tW  is an estimate for ,c iW  that is updated online with the following adaptive 
law: 
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 ( )( ), , , , , ,ˆ ˆ ˆTc i c i c c i E i E i c i c iP B λ= −Γ +W σ μ E W  (6.48) 
where , 0c iΓ >  is the NN adaptation gain and , 0c iλ >  is the sigma-mod parameter. 
C. Error Boundedness Analysis 
The boundedness of the integrated adaptive estimator and adaptive controller 
system is now shown via Lyapunov-like analysis. We consider the error analysis with 
respect to only the ith regulated output iy  for convenience. The proof for the case of 
vector outputs can be obtained as a straightforward extension. Before starting the 
boundedness analysis, a few results are presented in the forms that are directly used in the 
analysis. 
Define the NN weight estimation errors by , , ,ˆc i c i c i= −W W W , ,ˆc i c i⇒ = −W W . 
Substituting 438H(6.47) into Eqs. 439H(6.39) and 440H(6.43), we have: 
 
( ) ( )( )
( ) ( )( )
, , , ,
, , , ,
T
i E i i E i c i c c c i c
T





= + − −
= + − −
E E W σ μ μ
E E W σ μ μ
 (6.49) 
Since ,E iA  is Hurwitz, then for any , 0E iQ > , there exists a unique solution , , 0
T
E i E iP P= >  
of the following Lyapunov equation: 
 , , , , , , ,,   0
T T
E i E i E i E i E i E i E iA P P A Q Q Q+ = − = >  (6.50) 
Eq. 441H(6.48) can be re-written as follows: 
 ( ){ }, , , , , , , ,ˆ ˆ Tc i c i c i c c i E i E i c i c i c iP B λ ⎡ ⎤= − = Γ + −⎣ ⎦W W σ μ E W W  (6.51) 
 Define the following composite error vector for the integrated system 
 ,  ,  ,  ,  
TTT T T T T
o c c i i c i⎡ ⎤⎡ ⎤ =⎣ ⎦ ⎣ ⎦ζ = ζ ζ ζ E E W  (6.52) 
and the positive definite Lyapunov candidate function for the boundedness analysis as 
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 ( ) ( ) ( ) ( ) 1, , , ,i
T T T
o o c c o o i E i i i E i i c i c c iV V V V P P
−= + + Γζ ζ + ζ = ζ + E E E E W W  (6.53) 
The NN approximation for the modeling error function in 442H(6.44) is defined over a 
compact set 
1gD . In the space of the error vector ζ , consider the largest level set of 
( )V ζ  such that its projection on the subspace of the NN input variables lies completely 
in 
1gD . Define the largest ball that lies within that level set as { }:  IM IB M≤ζ ζ , 
where the subscript ‘I’ is used to indicate that we are considering the integrated system, 






ζ  (6.54) 
Introduce the set 
 ( ){ }|  I IM IB Vα αΩ = ∈ ≤ζ ζ  (6.55) 
The definition of the candidate Lyapunov function 443H(6.53) shows that there exist class Κ  
functions 3κ  and 4κ  such that 
 ( ) ( ) ( )3 4Vκ κ≤ ≤ζ ζ ζ  
and 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
2 22 1
3 1 min , min , min ,
2 22 1
4 2 max , max , max ,
i
i
o E i i E i i c c i
o E i i E i i c c i
P P
P P
κ κ λ λ λ
κ κ λ λ λ
−
−
= + + + Γ
= + + + Γ
ζ ζ E E W
ζ ζ E E W
 (6.56) 
where the class Κ  functions 1κ  and 2κ  are defined in 444H(6.25). 
 
Assumption 6.8: Let 
 ( )( )13 4I IM κ κ γ−>  (6.57) 
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where Iγ  is defined as  
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and cN  is the number of neurons in the controller NN. Let ( ) 2min 1 22Q mλ ρ>  and 
{ }1 22 2 22 2 2max 2, 2, , 2mo m m mλ > + + + , ( )min , 1E iQλ > , ( )min , 2E iQλ >  and 2, 4c i lλ > .  
 
Theorem 6.2: Let Assumptions 6.1-6.8 hold and the initial error vector ( )0 It α∈Ωζ . For 
the system formulation in 446H(6.4) with the normal form given by 447H(5.3), let the adaptive 
estimator be given by 448H(6.9), the adaptive controller by 449H(6.33), 450H(6.34), the observer NN 
adaptive law by  451H(6.12), and the controller NN adaptive law by 452H(6.48). Then the state 
estimation error 1x , controller  tracking errors  iE  and iE , observer NN weight 
estimation errors , ,  1, 2, ,o i i m=W , and controller NN weight estimation errors ,c iW , are 
uniformly ultimately bounded. 
Proof: Refer to Appendix D. 
D. Extension to the case when regulated outputs are not measured 
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We present an extension to the problem formulation in 453H(5.1) by considering the 
case that the regulated outputs are not available directly from the measurements. An 
example is the problem of regulating bearing rates in the context of vision-based 
formation flight. Consider the ith such regulated output given by 
 ( )1 2,qi iq h= x x  (6.60) 
The following additional assumption is required to address this problem. 
 
 Assumption 6.9:  The nonlinear function ( )1 2,qih x x is known exactly and the relative 
degree of iq  equals 1.  
 
The first part of the above assumption allows construction of estimates for iq  using the 
state estimates for 1x  
 ( )1 2ˆˆ ,qi iq h= x x  (6.61) 
 
The second part is required to make the mathematical analysis tractable. The bearing 
rates satisfy Assumption 6.9.  
From Assumption 6.2, the first derivative of iq  is given as  
 ( ) ( ) ( )0 11 2 1 2 1 2, , , , ,i i ii q q i q iq u uα α β= + +x x x x z y x  (6.62) 
where ( )0 1 2,iqα x x  and ( )1 2,iqβ y x  are known continuous functions, and ( )
1
1 2, , ,iq iuα x x z  
are unknown continuous functions. Let the tracking error be given by 
 ,
q q
ii c ie y q= −  (6.63) 
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where , ,,  
q q
c i c iy y  are smooth and bounded reference signals generated by filtering the 
output command ,com iq  through asymptotically stable reference models of order 1≥ . 
The tracking error dynamics are given by 
 
( ) ( ) ( )
( ) ( ) ( )
0 1
, 1 2 1 2 1 2
0
, 1 2 1 2 , 1 1 2
, , , , ,
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q q
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= − − −Δ
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ˆ ˆ ˆ, , , , , , ,
                              , , ,
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α α β β
α
⎡ ⎤ ⎡ ⎤Δ = − + −⎣ ⎦ ⎣ ⎦
+
x x , x z x x x x y x y x
x x z
 (6.65) 
A feedback inversion control law for stabilizing the error dynamics in 454H(6.64) is given by 
 
( ) ( )
0
, 1 2 , ,
1 2




i i c i q dc i ad i
q
u yν ν α ν ν
β
= = − + −x x
y x
 (6.66) 
where iν  is the pseudo-control term,  ,dc iν  is the output of a linear compensator, and ,ad iν  
is the output of an adaptive NN designed to compensate for the modeling error. Since the 
relative degree of iq  is 1, ,dc iν  can be given as the output of a proportional gain controller 
 ( ), , ˆ ˆi iq qdc i q c i i q iK y q K eν = − =  (6.67) 
where 0
iq
K >  and ˆqie  is an estimate for the tracking error 
q
ie . The following identity is 
derived from Eqs. 455H(6.60) and 456H(6.61): 
 ( ) ( ) ( )1 2 1 2ˆˆ ˆ , ,q q q q qi i i i i i ie e q q e h h⎡ ⎤= + − = + −⎣ ⎦x x x x  (6.68) 
Substituting Eqs. 457H(6.66)-458H(6.68) into 459H(6.64), we have, 
 ( ), , 1 1 2ˆ, , ,i
q q q
i q i ad i c i ie K e uν⎡ ⎤= − + −Δ⎣ ⎦x x , x z  (6.69) 
where 
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 ( ) ( ) ( ) ( ), 1 1 2 , 1 1 2 1 2 1 2ˆ ˆ ˆ, , , , , , , ,q q q qc i i c i i i iu u h h⎡ ⎤Δ = Δ + −⎣ ⎦x x , x z x x , x z x x x x  (6.70) 
The error dynamics in 460H(6.69) has the same form as in 461H(6.39), and since iq  is relative 
degree 1, there is no need for an error observer. The adaptive control design analysis in 
Section 6.3 can now be applied in a straight forward fashion to the control of iq . 
 
Remark 6.5: It is possible to relax the relative degree 1 assumption on iq  by making the 
Assumption 6.9 restrictive in other ways. Suppose iq  is relative degree ir  with respect to 
the control input iu . Then Assumption 6.9 is modified to state that the nonlinear 
functions ( )1 2,qih x x , 
( ) ( )
( ) ( )
( )
1
















⎡ ⎤ ⎡ ⎤
⎣ ⎦ ⎣ ⎦= =
x x x x
 are known 
exactly. The modified assumption would also require that the 





 are not dependent on the states of the unmodeled dynamics 
z . This could be satisfied if the relative degree of iq  with respect to iu  is equal to the 
relative degree with respect to the unmodeled dynamics function ( )1,g x z . 
 
Remark 6.6: The adaptive estimator presented in Chapter 3 is integrated with the adaptive 
guidance and control laws presented in Chapters 4 and 5, by replacing the LOS variables 
with their filtered estimates. The input vectors to the controller NNs now include the 
estimates of the LOS variables in addition to the delayed values of available 
measurements. In addition the estimates of the leader acceleration that are generated by 
the NN augmenting the time-varying Kalman filter can be used in the adaptive controller 
solution to improve performance. 
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6.4 Simulation Results 
We integrate the adaptive estimator presented in Chapter 3, Section 4 with the 
time-scale separated adaptive guidance and control law presented in Chapter 4 and with 
the adaptive integrated guidance and control law (IGC-2) presented in Chapter 5. The 
former is referred to as the Integrated Adaptive Estimation with Time-Scale Separated 
Guidance and Control (IAETSSGC) design and the latter as the Integrated Adaptive 
Estimation Guidance and Control (IAEGC) design henceforth for convenience. We 
compare the range tracking performance of IAETSSGC and IAEGC designs for the case 
of the slanted 3D box maneuver of the leader aircraft described previously in Chapter 5, 
Section 3. The 6DOF nonlinear fixed-wing simulation model has been described in 
Chapter 4, Section 4.3-A. The range command is set to 5comR =  meters, which is slightly 
less than 2 wing-span lengths. The bearing rate commands are nominally set to zero, and 
these commands are modified to prevent drifts in the bearing angles to large values using 
the dead-zone logic shown in 462HFigure 23. 
463HFigure 47 shows the range command tracking and estimation performance in 
meters with the IAEGC and IAETSSGC designs, with adaptation in both the estimation 
(NN_EKF = 1) and in the guidance and control (NN_G&C = 1). The black solid line 
represents the commanded range 5comR =  meters, the blue dotted line is the range 
estimate, and the red dashed line represents the true range. The range estimate almost 
coincides with the true range. This is to be expected since we have a reasonably accurate 
measurement of the range by assumption of knowledge of leader wing-span length, 
except at large ranges. The range tracking performance with the IAEGC design is 
superior to that with the IAETSSGC design. The overshoots in the range due to leader 
maneuvers is smaller and convergence to the commanded range is faster with the IAEGC 
design. This figure confirms that when integrated with the adaptive estimation, the IGC-2 




                                          a                                                                                         b 
 
 
Figure 47. Range Command Tracking and Estimation Performance (meters), 
NN_EKF = 1, NN_G&C = 1, a) IAEGC b) IAETSSGC 
 
 
464HFigure 48 shows the azimuth-rate time history in deg/s with adaptation in both the 
estimation and in the guidance and control. In the top plots, the blue dotted line is the 
azimuth-rate estimate, and the red solid line represents the true azimuth-rate. The 
corresponding estimation errors are shown in the bottom plots. The transients correspond 
to the start of each leader maneuver. This is due to the fact that the leader acceleration is 
estimated with a small delay by the adaptive estimator. The estimation performance is 
comparable with both designs, with the exception of one large peak with the IAETSSGC 
design at about 45 seconds, which is almost double in magnitude with the corresponding 
peak in the IAEGC design. In addition, the peak azimuth-rate with the IAEGC design (~ 
30 deg/s) is much smaller compared with that of the IAETSSGC design (~ 80 deg/s). 
This shows that the IAEGC design does a superior job of regulating the azimuth-rate. 
465HFigure 49 shows the elevation-rate time history in deg/s with adaptation in both the 
estimation and in the guidance and control. The corresponding estimation errors are 
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shown in the bottom plots. The estimation and tracking performances with the IAEGC 
and IAETSSGC designs are comparable.  
 
  
                                          a                                                                                         b 
 
Figure 48. Azimuth-rate Estimation and Regulation (deg/s), NN_EKF = 1, NN_G&C 
= 1, a) IAEGC b) IAETSSGC 
 
 
466HFigure 50 shows the leader acceleration estimation along the inertial coordinate 
axes in m/s2 with adaptation in both the estimation and in the guidance and control. The 
blue dotted lines are the estimates and the red solid lines represent the true values. The 
estimates of the acceleration lag the corresponding true values. These estimates are the 
outputs of the observer NNs. The estimation performance with the IAEGC and 




                                          a                                                                                         b 
 
Figure 49. Elevation-rate Estimation and Regulation (deg/s), NN_EKF = 1, 
NN_G&C = 1, a) IAEGC b) IAETSSGC 
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Figure 50. Leader Acceleration Estimation (m/s2), NN_EKF = 1, NN_G&C = 1, a) 
IAEGC b) IAETSSGC 
 
 
467HFigure 51 shows the actuator deflection histories with adaptation in both the 
estimation and in the guidance and control. The plots show that the controls have 





                                         a                                                                                         b 
 
Figure 51. Actuator Deflections Histories, NN_EKF = 1, NN_G&C = 1, a) IAEGC b) 
IAETSSGC 
 
The next set of results show the effect of adaptation in the integrated designs. 
468HFigure 52 shows the range command tracking and estimation performance in meters with 
adaptation in the guidance and control (NN_G&C = 1) and without adaptation in the 
estimation (NN_EKF = 0). The range estimates are not that accurate when compared to 
the corresponding results in 469HFigure 47. The range tracking performance with the IAEGC 
design in 470HFigure 52a is slightly worse than the corresponding result in 471HFigure 47a. 
However, for the IAETSSGC design, the range tracking diverges in the absence of 
adaptation in the estimation. The reason for the degraded performances is that in the 
absence of adaptation in the estimation, the target state estimator is not compensated for 
the leader acceleration leading to large peaks in the state estimation error that converge to 
zero only when the leader maneuver ends. 472HFigure 53 shows the range command tracking 
and estimation performance with adaptation in the estimation (NN_EKF = 1) and without 
adaptation in the guidance and control (NN_G&C = 0). The range tracking diverges for 
both the designs, indicating that adaptation in the guidance and control is critical to the 
stability of range tracking. 
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                                          a                                                                                         b 
 
 
Figure 52. Range Command Tracking and Estimation Performance (meters), 
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Figure 53. Range Command Tracking and Estimation Performance (meters), 
NN_EKF = 1, NN_G&C = 0, a) IAEGC b) IAETSSGC 
 
 
The results so far have been presented with the assumption that the image 
measurements are available at the same rate as the update rates of the G&C algorithms. 
The next sets of results show the effect of slower image processing update rates on the 
range tracking performance. The G&C system is updated at 20 Hz and the image 
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measurements are updated at 20 Hz, 10 Hz, 5 Hz and 4 Hz. Results are shown in 473HFigure 
54 and 474HFigure 55 for the IAEGC design and the IAETSSGC design respectively. To 
handle the issue of slow image measurement update, the adaptive estimator prediction 
step is set up to propagate at 20 Hz, and the adaptive estimator update step occurs 
whenever a new measurement is received. 
 
 
   a      b 
 
   c      d 
Figure 54. IAEGC Design, with varying image measurement update rates a) 20 Hz, 
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Figure 55. IAETSSGC Design, with varying image measurement update rates a) 20 
Hz, b) 10 Hz, c) 5 Hz, d) 4 Hz 
 
 
From 475HFigure 54 and 476HFigure 55, it is clear that below a critical limit for the image 
measurements update rate, which we found to be 10 Hz in our simulations, instability 
occurs in the range tracking performance. There was only marginal degradation in the 
range tracking and estimation performance as the image measurements update rate was 
decreased from 20 Hz to 10 Hz. This implies that if the image measurements update rate 
is significantly small relative to the estimation, guidance and control update rate, the 




This chapter has presented a method to integrate adaptive estimation and adaptive 
control designs for a class of nonlinear systems. The method is based on Lyapunov-like 
stability analysis of all the errors in the integrated closed-loop system. The developed 
approach is applied to integrate the adaptive estimator solution in Chapter 3 with the 
adaptive guidance and control solutions presented in Chapters 4 and 5 for enabling 
vision-based formation flight. Simulation results showed that adaptation in both 
estimation and guidance and control is critical to the stability and performance of the 
range tracking performance. When comparing between the integrated estimation, 
guidance and control designs, the design in which the guidance and control solution is 
also integrated results in superior range tracking performance compared to the design in 
which the guidance and control solution is designed by assuming time-scale separation. 
Another conclusion is regarding the effect of the update rates of the image 
processing relative to that of the G&C algorithms. Below a critical limit for the image 
measurements update rate, instability occurs in the range tracking performance. For 
image measurement update rates larger than this critical value but smaller than the update 
rates of the estimation, guidance and control designs, there is marginal degradation in the 
range tracking and estimation performance. This implies that if the image measurements 
update rate is significantly small relative to the estimation, guidance and control update 








VISION-BASED APPROACH TO MULTIPLE-AIRCRAFT 
FORMATION CONTROL 
 
 This chapter presents a conceptual approach to multiple-aircraft formation 
control. It is assumed that the aircraft utilize passive vision sensors to track neighboring 
aircraft and that there is little to no communication between the aircraft. Formation 
controllers are designed that allow each vehicle in formation to maintain separation and 
relative orientation with respect to neighboring vehicles, while avoiding static obstacles. 
These controllers are integrated with adaptive neural network augmented Kalman filters 
that generate estimates of the position and velocity of the neighboring aircraft. A multi-
aircraft coordination scheme is proposed that does not depend on a unique leader in the 
formation. The resulting formations are called leaderless formations. Each aircraft in the 
formation maintains desired range to up to two nearest vehicles while simultaneously 
navigating towards a common set of waypoints and avoiding obstacles. Illustrative 
simulation results for a set of desired formation trajectories are shown.  
Equation Chapter 7 Section 1 
7.1 Formation Control Design 
A. Modeling Assumptions and LOS Kinematics 
The following simplifying assumptions are made to aid the design of the 
formation controllers: 
1) The formation of vehicles is constrained to lie in the two-dimensional horizontal plane. 
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2) Each aircraft in formation is identical and the wing-span length is known to each 
aircraft. The aircraft can accelerate both along and perpendicular to the direction of 
motion.   
3) The autopilot modeling is very simplistic. Speed and heading are considered to be the 
control variables from the point-of-view of the guidance law, and these are assumed to 
have first-order dynamics. The accelerations are treated as the actual controls for the 
aircraft. Limits are placed on the accelerations to prevent slowing below the stall speed, 
to prevent exceeding maximum bank angle limits, and maximum and minimum 
longitudinal acceleration limits. 
Vehicle Dynamics 






Figure 56. Banked Horizontal Turn 
 
From 477HFigure 56, the equations of motion are given by, 
 sinmV Lψ φ=  (7.1) 
 mV T D= −  (7.2) 
 cosmg L φ=  (7.3) 
where ,Vψ  represent the heading and speed of the aircraft with respect to the North-
East-Down (NED) axes which is also assumed to be the inertial coordinate axes, ,m φ  
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represent the mass and bank angle, , ,L T D  represent the lift, thrust and drag forces on the 
aircraft and g  is the acceleration due to gravity. Eliminating φ  from Eqs. 478H(7.1) and 479H(7.3), 
 2 1g n
V
ψ = −  (7.4) 
 T DV g
W





⎛ ⎞= ⎜ ⎟
⎝ ⎠
 is the load-factor of the aircraft. Eqs. 480H(7.4) and 481H(7.5) can be non-







 and ' oV V V=  represent non-dimensional time and 
speed, where oV  and oR  are constant quantities with units of speed and distance 
respectively. A way to choose oV  and oR  would be to set 
2
o oV gR= . Furthermore, we set 
( ) ( )mag mago oV R= ( ) ( ) ( )mag mag mago oV R g⇒ = = , where ( )mag ⋅  is the magnitude 
operator. This implies the non-dimensionalized heading rate and longitudinal acceleration 
is given by: 




= = −  (7.6) 
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⎛ ⎞= − =⎜ ⎟
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 (7.7) 
where 1a  and 2a  represent the non-dimensionalized controls. Drag is given by 
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2 D
D SV Cρ= , and the drag coefficient DC  is given by 
 2
oD D L




C is the profile drag coefficient, assumed to be constant, LC  is the lift coefficient 
and 2LCκ  is the induced drag. Eq. 482H(7.8) can be modified to replace LC  with the load factor 
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 (7.9) 
where 1,2k  are non-dimensional constants. So the non-dimensional speed dynamics 
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 (7.10) 
Dropping the primes henceforth, the non-dimensionalized equations of motion for the thi  





























= − − ⎜ ⎟
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 (7.11) 
where ( ),i ix y  are the position coordinates of the thi  aircraft in the inertial coordinate 




Limits on Controls 
Since the controls used in our formulation are physical quantities, we need to 













⇒ = − =
 (7.12) 
If we set the maximum bank angle max 60
oφ = , we have max 2n = . At low speeds, the 








= =  (7.13) 
The minimum value of maxn  is set to 1 and corresponds to straight, level flight when the 








min tan , 1






= − − −
 (7.14) 
Eq. 488H(7.14) shows that the limits on 1a  are speed dependent. The minimum value of maxn  








=  (7.15) 
At this speed, no turning is possible. A similar method can be used to determine the 
bounds on 2a . It is assumed that the maximum and minimum values of 2a  do not vary 











which indicates a reasonable assumption that the maximum thrust available is 20% of the 
weight of the aircraft. 
Line-of-Sight Kinematics 
489HFigure 57 shows the variables involved in describing the LOS kinematics. The 
LOS kinematics of the thi  aircraft with respect to the thj  aircraft is given by 
 




ij j i j i
ij j i j i
R x x y y
y y x xλ
= − + −
= − −
 (7.17) 
where ijR  is the range between aircraft and i j , and ijλ  is the angle the LOS vector from 
aircraft i  to aircraft j  makes with the inertial x-axis. Differentiating 490H(7.17), we have, 
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B. Formation Controller Design 
We design an inverting controller for aircraft i which is augmented with the 
output of an adaptive target state estimator for regulating the LOS range ijR . An 
approximate inversion of ijR  kinematics in 491H(7.18) is given as follows: 
 ( )cosijR i i ijVν ψ λ= − −  (7.19) 
where ijRν  is the pseudo-control term that represents the desired range-rate for aircraft i . 
Since the velocity of the thj  aircraft is unknown to the thi  aircraft, Eq. 492H(7.19) assumes the 
velocity along the LOS of the thj  aircraft is zero. The modeling error as a result of this 
assumption is given by: 
 ( )cosij ijR ij R j j ijR Vν ψ λΔ = − = −  (7.20) 
and which is compensated for with the output of an adaptive target state estimator that 
estimates the leader velocity.  
The pseudo-control term ijRν  is designed as discussed in Chapter 6: 
 , , ,
ij ij ij ij
R R crm R dc R adν ν ν ν= + −  (7.21) 
where ,
ij
R crmν  is the reference model feedforward term, ,
ij
R dcν  is the output of a linear 
compensator, and ,
ij
R adν  is the term designed to approximate the velocity component of 
aircraft j  along the LOS.  Since the relative degree of ijR  with respect to the speed and 
heading of aircraft i is 1, the first two components of  ijRν  in 493H(7.21) are designed using 
first-order reference models and proportional gain controllers as shown below: 
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ij ij ij
c R crm R h







 ( ), , ,,   0ij ijR dc R i c ij R ik R R kν = − >  (7.23) 
where ijcomR  is the commanded range between aircraft i  and j , 
ij
cR  is the reference range 
command obtained by filtering ijcomR  through the first-order, hedged reference model in 
494H(7.22), ,
ij
R hν  is the hedge signal, and , ,and R i R ip k  are design constants. The signal ,
ij
R adν  is 
designed as follows: 
 , , ,ˆ ˆˆ ˆcos sin
ij
R ad j X ij j Y ijV Vν λ λ= +  (7.24) 
where , ,ˆ ˆ,  j X j YV V  are estimates of the inertial velocity components of aircraft j . 
Construction of , , ˆˆ ˆ,  ,j X j Y ijV V λ  is explained in the Section 7.2. 
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where ijdesθ  is a desired lead angle, and subscript ‘FC’ stands for formation control. Eq. 
496H(7.25) gives a velocity vector command for aircraft i , ,FC iV ,  given by: 
 ( ), , , ,cos sinFC i FC i FC i FC iV ψ ψ= +V I J  (7.26) 
where I,J  are the unit vectors along the inertial X and Y axes respectively.  
 
Remark 7.1: If 0ijdesθ = , then the heading command for aircraft i  is oriented along the 
LOS to aircraft j , and results in a ‘tail-chase’ situation. In this case, we can interpret the 
pseudo-control ijRν  itself as the magnitude of a velocity vector aligned along the LOS 
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In case, aircraft i  is regulating range with respect to multiple neighboring aircraft, 
say 1m > , then the commanded velocity vector for aircraft i  is given by the vector sum 







= −∑V ν  (7.28) 
Pseudo-Control Hedge (PCH) Signals 
Since the speed and heading are treated as control variables, the speed and 
heading dynamics are treated as actuator dynamics and hedged in the formation control 
design. When tracking range with respect to 1 neighboring aircraft, the hedge signal ,
ij
R hν  
is just the difference between the commanded and achieved velocity along the LOS and is 
given by: 
 ( ) ( ), , ,ˆ cos cosij ij ijR h R R FC i FC i ij i i ijV Vν ν ν ψ λ ψ λ⎡ ⎤= − = − − − − −⎣ ⎦  (7.29) 
where ˆijRν  is the actual LOS velocity of aircraft i .  
When tracking range with respect to multiple aircraft, the situation is more 
complex. Eq. 498H(7.28) shows that when commanding range with respect to 1m >  aircraft, 
we are actually trying to track m  pseudo-control signals with just one control variable, 
the velocity vector. This means each aircraft is an underactuated system when it 
commands range with respect to multiple aircraft. In this case, the method of calculating 
the hedge signal is special. We do a non-orthogonal projection of the actual velocity 
vector along each of the LOS unit vector directions cos sinij ij ijλ λ= +u I J , 
1, ,j m j i= ≠… . Each of these projections is treated as the achieved pseudo-control along 
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the particular direction iju . The difference between the commanded pseudo-control and 
the achieved pseudo-control signal is the hedge signal. The actual mathematics for doing 




























V u u u u  (7.30) 
where ijRα  is an estimate of the achieved pseudo-control (velocity) for aircraft i  along the 


















⎢ ⎥ −⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
= U V  (7.31) 
where †iU  is the left pseudo-inverse of the vector iU . Eq. 500H(7.31) provides the minimum 
norm solution for the achieved pseudo-control terms ,  ijR j iα ≠ . The corresponding 
expression for the hedge signal is: 
 ,
ij ij ij
R h R Rν ν α= −  (7.32) 
The corresponding expression for the modeling error ijRΔ  is given by 
 ij ijR ij RR αΔ = −  (7.33) 
 
C. Obstacle Avoidance Controller 
The controller design strategy for static obstacle avoidance is based on a reactive  
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‘steer towards silhouette edge’ approach. 0F* The idea is to project the shape of nearby 
obstacles onto the local, body-fixed frame of the vehicle. If this projected shape, adjusted 
(enlarged) to allow for the size of the vehicle and the required ‘clearance’ distance, 
surrounds the origin of the vehicle’s body-fixed frame, then some portion of the obstacle 
is dead ahead. The vehicle must steer away to avoid a collision, and the most efficient 
direction to turn is toward that portion of the projected shape that is closest to the origin. 
To illustrate the concept, it is assumed that the obstacles are contained within 
bounding spheres (circles in 2 dimensions), and that the centers ( ),obs obsX Y  and radii 
( )obsr  of the obstacles are known. The goal of this strategy is to keep an imaginary line 
oL  of length o obsD r≥ , originating at the vehicle’s current position and extending in the 
direction of the velocity vector, from intersecting with any obstacle boundary [113]. The 
length of this line is typically based upon the vehicle’s speed and maneuverability. An 
obstacle further away than this length oD  is not an immediate threat. The obstacle 
avoidance strategy considers each obstacle in turn and determines if they intersect with 
oL . The obstacle which intersects oL  nearest the aircraft is selected as the “most 
threatening” and corrective steering action is undertaken to avoid this obstacle. If no 
obstacle collision is imminent, no steering action is taken. Corrective steering action to 
avoid an obstacle involves heading change command, and possibly a speed change 
command too. The heading change command ,OA iψΔ , ‘OA’ stands for obstacle 
avoidance, is towards the closest projected edge of the obstacle in the local velocity fixed 
frame as shown in 501HFigure 58. The output of the static obstacle avoidance controller is the 
commanded velocity vector ,OA iV .  
                                                 
 
 










Figure 58. Heading Change Command for Static Obstacle Avoidance 
 
D. Velocity Command for Leaderless Formations 
The problem with a leader-follower formation is in the concept of a designated 
leader. Such a formation lacks robustness to a failure in the leader vehicle. Possibilities of 
failure in one or more follower vehicles further complicate this problem. So, a 
coordination scheme is proposed that does not depend on a unique leader, is robust to 
failures in one or more vehicles and allows easy scaling of the formation.  
We remove the assumption of a designated leader for the formation. Each vehicle 
commands a nominal velocity vector when not tracking any neighboring vehicle.  The 
nominal velocity vector is the same for all vehicles in formation. One way to choose this 
velocity that is in general same for all the vehicles is to choose a set of waypoints that is 
common to all the vehicles. The nominal velocity involves heading towards these set of 
waypoints at a constant known speed. The idea here is that even if one or more aircraft 
fall out of formation temporarily, due to obstacle avoidance or due to another mission 
task such as investigating a target of interest, the aircraft can rejoin the formation later 
and not hold up the other aircraft. The nominal velocity vector ,nom iV  for the 
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where ( ),WP WPx y  represent inertial coordinates of the waypoint under consideration. 
Once the vehicle comes within a specified distance of one waypoint, it starts heading 
towards the next waypoint. Each vehicle tracks up to two nearest vehicles depending 
upon the range to the vehicle. The algorithm for choosing the number of vehicles to track 
for the thi  aircraft is described below.  
Let ( )1,iR t  be the distance to the closest neighboring vehicle and ( )2,iR t  be the 
distance to the second closest vehicle. Let max 0R >  be a constant and iNV  the number of 
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The formation control objective is to regulate range from iNV  number of nearest vehicles 
to the range command comR . The value for comR  is such that max0 comR R< <  and is a 
constant for all the vehicles in the formation.  
Remark 7.2: The constant distance maxR  could be related to the maximum distance at 
which the vision sensing is reasonably effective. For example, in this thesis, we assume 
that the subtended angle is a measurement from the vision sensing and image processing 
system. This measurement is inversely proportional to the range to a neighboring aircraft. 
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It does not make sense to maintain range from a neighboring aircraft that is at such a 
distance that the subtended angle measurement is very poor.  
 
When the number of nearest neighbors iNV changes, the control law switches. 
Switching of the control laws also takes place when a nearest neighbor is replaced. The 
formation controllers are designed to regulate range from every vehicle in the formation, 
but actual tracking takes place only with iNV  number of neighbors. This means that 
some of the formation controllers may not be in control of the aircraft for some period of 
time. In case the aircraft is only avoiding obstacles, then none of the formation controllers 
are in control of the aircraft, even if this situation is just temporary. PCH is used to hedge 
the range reference models in all the formation controllers, to prevent a build up of the 
reference model tracking error. This prevents large jumps in the velocity command 
signals to the velocity autopilot (discussed in Section 7.1 E) when switching takes place 
between formation controllers. Switching between the formation controllers itself can 
cause chattering in the control signals and poor performance. However, the switching is 
not a problem as long as the rate of switching is significantly smaller than the bandwidth 
of the autopilot. In this study, the effect of switching is mitigated by low-pass filtering of 
the speed and heading commands before being input to the velocity autopilot. 
Since the number of vehicles tracked may change in time, the commanded 
velocity vector also changes. Let 1iu  and 2iu  denote the unit vectors along the LOS to the 
two closest vehicles, and ,FC iV  the commanded velocity vectors for regulating range from 
one or two closest vehicles. Then, the velocity vector command for the thi  aircraft is 
given as: 
 ( ) ( )( ) ( ), 1, , 1, 2, 1, 1 1 2, 1, ,
If      1
1 1 1
i
cmd i i OA i i nom i i nom i i i i FC i
NV
c c c c c c
=
= + − − − • + −V V V V u u V
 (7.36) 
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 ( ) ( )( )
( )
, 1, , 1, 2, 1, 1 1 2 2
2, 1, ,
If      2
1 1
          1
i
cmd i i OA i i nom i i nom i i nom i i
i i FC i
NV
c c c c
c c
=
⎡ ⎤= + − − − • + •⎣ ⎦
+ −
V V V V u u V u u
V
 (7.37) 
 ( ), 1, , 1,
If      0
1
i




= + −V V V
 (7.38) 
where •  is the dot product operator, 2,0 1ic≤ <  is a tuning parameter that indicates the 
relative priority for formation control with respect to nominal velocity vector tracking, 
and 1, 1, 0 1i ic c≤ ≤ , is chosen such that obstacle avoidance has higher priority than both 
nominal velocity command tracking and formation control. One method to choose 1,ic  is 
as follows. Let the distance from aircraft i  to the most threatening obstacle be given by 
 ( ) ( )2 2,obs i obs i obs i obsd X x Y y r= − + − −  (7.39) 



























where ' 0oD >  is a scaling factor. Eq. 502H(7.40) states that once the obstacle comes within oD  
distance of the aircraft, then the weight 1,ic  increases exponentially with decreasing 
distance, and 'oD  is a factor that determines the rate at which 1,ic  increases or decreases. 
Eqs. 503H(7.36) and 504H(7.37) are constructed with the objective that the velocity vectors 
should converge to nomV  when the commanded range errors are zero and there are no 
obstacles to avoid. This can be understood for the case 1iNV =  by noting that 
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1 1nom i i•V u u  is the projection of nomV  along the unit vector direction 1iu , and ,FC iV  is an 
estimate of the velocity of the closest neighbor along 1iu  when the commanded range 
errors are zero. So, the desired equilibrium configuration for the formation is not reached 
unless  1 1 , , nom i i FC i cmd i nom• = ⇒ =V u u V V V . The same logic applies if 2iNV = . 
E. Velocity Autopilot 
The velocity vector command ,cmd iV  is resolved into a speed command ,cmd iV  and 
a heading command ,cmd iψ  that are input to an inner-loop controller. The inner-loop 
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= − + + +
 (7.41) 
where 0Vτ > , 0ψτ >  are the time constants of the inner-loop controller, ,c iψ  and ,c iV  are 
obtained by low-pass filtering of the heading command ,cmd iψ  and magnitude limited 
speed command ,cmd isat V⎡ ⎤⎣ ⎦  respectively, where ( )sat ⋅  is the linear saturation operator. 
,cmd iV  is limited to prevent saturating the actuators and to prevent speed commands lower 
than the stall speed. The acceleration commands are limited in accordance with Eqs. 
505H(7.14) and 506H(7.16).   
7.2 Target State Estimator Design 
The following assumptions are made regarding the vision sensing and image 
processing: 
1) The field-of-view (FOV) is 0360 . 
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2) The measurements from the vision sensor are the noisy subtended angle mα  and noisy 
LOS angle mλ , where the noise is assumed to be zero-mean white noise. Since all aircraft 
are identical with known wing-span, mα  in effect gives a noisy range measurement mR  
which is fairly accurate at close ranges. 
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V V  are the X, Y components of the unknown target velocity along the inertial 
axes, ,
X YF F
V V  are the corresponding components of the follower velocity, ,X YR R  are the 
X, Y components of the LOS range vector, ,
X YT T
a a  are the X,Y components of the 
unknown target acceleration, and ,X Yν ν  are state-dependent measurement noise terms. In 
507H(7.42), the target refers to any neighboring aircraft being tracked and follower refers to 





























where the subscript m indicates the variables are measurements, and b  is the target size 
(wing-span length), assumed constant and known for this simulation. 
The design of the Kalman filter augmented with the adaptive NN is dealt in detail 
in Chapter 3 and is not discussed further here. In the design of the Kalman filter the target 
acceleration is modeled as zero-mean white process noise. The states ˆ ˆ,
X YT T
V V  of the 
Kalman filter and ( )ˆ ˆ ˆatan2 ,Y XR Rλ =  are used in the construction of the ,R adν  term in 
509H(7.24). 
7.3 Simulation Results 
The first set of results with the leaderless formation control scheme is shown for a 
group of 4 aircraft with identical nominal velocity vectors nomV  which is a sinusoidal 











The frequency of the sinusoidal maneuver in 510H(7.44) is chosen such that it corresponds to 
0.3 g acceleration maneuver. The value of 0.5comR =  is approximately 2 wing-span 
lengths and max 1.5R = . The initial positions of the aircraft were chosen such that each 
aircraft could track all the neighboring aircraft. All the results shown do not include the 
effect of adaptation in the estimator design. The approximation of the modeling errors 
ij
RΔ  is quite good using just the nominal Kalman filter design. 511HFigure 59 shows the 
trajectory plot for the formation. Note that the x-axis is scaled up in the plot below. The 




Figure 59. Leaderless Formation Trajectory, Sinusoidal Velocity Profile 
 
512HFigure 60 shows the range histories for all aircraft in formation. The plot shows 
convergence to the commanded range comR  of the range from the 2 closest neighbors for 
Aircraft 1, 2 and 4. The initial heading of Aircraft 3 is such that its initial motion takes it 
away from the other aircraft in formation. Once the range from the other aircraft exceeds 
maxR , Aircraft 3 does not join the formation ever.  
513HFigure 61 shows the plot for selected inversion errors ijRΔ  plotted against the 
corresponding estimates ,
ij
R adν . The plot shows very good tracking of the
ij




Figure 60. Range Histories (non-dimensional), Sinusoidal Velocity Profile 
 
 
Figure 61. Inversion Error and Corresponding Estimates (non-dimensional), 





The next set of results are shown for the nominal circular trajectory profile  
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Figure 62. Leaderless Formation Trajectory, Circular Trajectory Profile 
 
 
Figure 63. Range Histories (non-dimensional), Circular Trajectory Profile 
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Next we consider a group of 5 aircraft tracking a sequence of waypoints in the 
counter-clockwise direction.  Waypoints are marked in the plot by red crosses. 516HFigure 64 
shows that the formation is achieved and maintained at places where there are no 
obstacles. The formation is also seen to split to go around an obstacle and later rejoin. 
517HFigure 65 shows the range between all pairs of aircraft in the formation. It can be 
concluded that the formation has again split into groups by noting that only some of the 
ranges go towards the commanded value comR . Aircraft 3 again splits away from the rest 
of the aircraft.  
The large spike seen between 90-100 seconds involving the range 
variables 14R , 24R , 34R  and 45R  occurs when Aircraft 4 separates from the rest of the 
formation at the last obstacle the formation encounters. 518HFigure 66 shows the number of 
vehicles being tracked by every vehicle during the maneuver. The number of neighboring 
vehicles tracked is seen to change in time.  
 
  


















We have formulated a decentralized adaptive guidance strategy that enables safe 
and coordinated motion of a group of unmanned aerial vehicles in an environment with 
obstacles. Little to no communication is assumed between the aircraft in formation. 
Passive vision sensors with 0360  field-of-view are assumed to be onboard each aircraft to 
track neighboring aircraft and detect and avoid obstacles. We have implemented a 
leaderless formation control scheme, which is proposed as a way of dealing with the 
robustness issues of a leader-follower formation control scheme. Simulation results show 
that the aircraft in formation can track the desired nominal trajectories while 




THESIS CONTRIBUTIONS, CONCLUDING REMARKS AND 
RECOMMENDED FUTURE RESEARCH 
 
8.1 Contributions and Conclusions 
This thesis considered the design of the estimation, guidance and flight control 
systems for application in vision-based target tracking and formation control problems. 
The objective was for a follower Unmanned Aerial Vehicle (UAV) to track a 
maneuvering leader UAV using a passive vision sensor and maintain very small 
commanded ranges from the leader. The leader is a non-cooperating (non-
communicating) aircraft flying smooth, waypoint tracking trajectories in 3D space. The 
commanded ranges are of the order of two wing-span lengths of the leader aircraft. It is 
assumed that the vision sensor is an onboard monocular camera fixed to the body of the 
follower aircraft with optical axis coincident with the x-body axis.  It is also assumed that 
there exist onboard real-time image processing algorithms that process the raw pixel 
measurements obtained by the vision sensor and derive measurements of the relative line-
of-sight (LOS) angles and the maximum angle subtended by the leader aircraft on the 
image plane. These measurements are used to drive the estimation process that estimates 
the leader position, velocity and acceleration in inertial coordinates.  
The thesis also considered an approach to multiple-aircraft formation control by 
assuming that there is little to no communication between the aircraft. The objective is 
for each aircraft in the formation to track range from up to two nearest vehicles while 
simultaneously tracking a nominal trajectory common to all and avoiding static obstacles. 
It is assumed that the formation is constrained to lie in the horizontal plane and that all 
aircraft in formation are identical. It is also assumed that the vision sensor onboard the 
 185
aircraft gives measurements of subtended and LOS angles to a neighboring aircraft 
corrupted by additive, zero-mean white noise. The field-of-view of the vision sensor is 
assumed to be 0360 .    
The contributions and conclusions of the thesis are summarized as follows. 
1. Composite Adaptation Approach to State Estimation 
In Chapter 3 of this thesis, a composite adaptation approach to the partial state 
estimation of a class of nonlinear systems with unmodeled dynamics is presented. The 
state estimator is a linear, time-varying Kalman filter augmented with an adaptive neural 
network (NN). The key benefit of the composite adaptation approach over a conventional 
approach to adaptive state estimation [63] is faster and more accurate approximation of 
the modeling errors that degrade the accuracy of the estimation process. The modeling 
errors are nonlinear continuous functions of the states of both the modeled and 
unmodeled dynamics. This benefit of the composite adaptation approach is particularly 
useful in target-tracking type applications where the target acceleration is unknown. The 
main problem in target-tracking applications is the lag in the estimation of the target 
acceleration which leads to lags in the estimates of target position and velocity. These 
estimates are used in the implementation of the guidance and flight control laws. The 
smaller the lag in estimation, the better is the overall performance of the flight control 
system. Simulation results in this thesis show that with the composite adaptation 
approach, target acceleration is estimated faster and with more accuracy than with the 
conventional approach.  
Another benefit of the adaptive approach to state estimation is the limited reliance 
on elaborate target maneuver models. Most conventional approaches in literature assume 
that the true target behavior can be adequately captured using a model or sets of models 
for target maneuvers. These include both probabilistic and deterministic models and 
range from the very simple, e.g., white noise process models, to the very sophisticated 
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and complex, e.g., the multiple-model approaches. While the simple model based 
approaches can suffer from accuracy problems when the actual target maneuver does not 
comply with the target model, the multiple-model type approaches may require extensive 
computational resources and may not be real-time implementable onboard small UAV 
platforms, which are the focus of this thesis. Augmenting a time-varying Kalman filter 
based on a simple nominal model of the target behavior with an adaptive NN is thus a 
complimentary design approach that is more accurate and also real-time implementable. 
Philosophically, one can think of the NN as providing a universal model for the target 
behavior, and thus best employed with a minimal complexity target model such as the 
model employed in this thesis. 
The composite adaptation approach has been validated in both open- and closed-
loop simulations in a 6 DOF leader-follower formation configuration. The adaptive 
estimation algorithms developed using the composite adaptation approach have been 
integrated with image processing algorithms in the GUST real-time simulation software 
[108] and validated in software-in-the-loop simulations. 
2. Adaptive Integrated Guidance and Control Design for LOS Formation Flight 
In Chapter 5 of the thesis, an adaptive integrated guidance and control (IGC) 
design for LOS formation flight using a combination of output feedback inversion and 
backstepping techniques is presented. It is assumed that the true values of range, LOS 
angles, and their rates are available for feedback. NN based online adaptation is used to 
compensate for modeling errors in the design process, that include, uncertainties due to 
unknown leader aircraft acceleration, and the modeling error due to parametric 
uncertainties in the aircraft aerodynamic derivatives. One key conclusion is that, when 
compared to an adaptive time-scale separated guidance and control (TSSGC) design, the 
adaptive IGC design offers an explicit advantage of achieving a higher bandwidth design 
for the combined guidance and flight control dynamics. This advantage of the IGC design 
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translates into better transient and steady-state range tracking performance as seen in the 
simulation results in this thesis. The bandwidths of the LOS rate command reference 
models also have significant effect on the range tracking performance. 
A second conclusion is that adaptation in the integrated design of guidance and 
flight control plays a critical role in this application. It is highly unlikely that regulation at 
a distance of two wing-span lengths is possible for a non-cooperating maneuvering leader 
without adaptation. A final conclusion is that using feedback inversion alone in the 
design of the IGC law results in a deficiency in maintaining turn coordination.  This 
deficiency is overcome by employing a backstepping approach for the azimuth portion of 
the design process.  Attempting to address the full 6DOF problem using backstepping 
alone leads to a cumbersome design, whereas combining feedback inversion with 
backstepping appears leads to a complimentary design approach.  
The adaptive IGC law has been validated in nonlinear 6 DOF simulations in a 
leader-follower formation configuration. 
3. Integrated Adaptive Estimation and Adaptive Control Design 
In Chapter 6, a method to integrate adaptive estimation and adaptive control 
designs for a class of nonlinear systems is presented. The method is based on Lyapunov-
like stability analysis of all the errors in the integrated closed-loop system. The developed 
approach provides the theoretical foundation to integrate the adaptive estimator solution 
in Chapter 3 with the adaptive guidance and control solutions presented in Chapters 4 and 
5 for enabling vision-based formation flight. One conclusion is that adaptation in both 
estimation and guidance and control is critical to the stability and performance of the 
range tracking performance. A second conclusion is that when comparing between the 
integrated estimation, guidance and control designs, the design in which the guidance and 
control solution is also integrated results in superior range tracking performance 
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compared to the design in which the guidance and control solution is designed by 
assuming time-scale separation.  
The final conclusion is regarding the effect of the update rates of the image 
processing relative to that of the guidance and control designs. Below a critical limit for 
the image measurements update rate, instability occurs in the range tracking performance. 
For image measurement update rates larger than this critical value but smaller than the 
update rates of the estimation, guidance and control designs, there is marginal 
degradation in the range tracking and estimation performance. This implies that if the 
image measurements update rate is significantly small relative to the estimation, guidance 
and control update rate, the image processing dynamics have to be considered in the 
overall design process. 
The integrated adaptive estimation and adaptive guidance and control designs 
have been validated in nonlinear 6 DOF simulations in a leader-follower formation 
configuration. 
4. Acceleration Command Adaptive Guidance Design for LOS Formation Flight 
In Chapter 4, an adaptive guidance law is designed for a follower aircraft 
maintaining range from a maneuvering leader aircraft using the theory for MIMO 
Adaptive Output Feedback Control [96]. The guidance law assumes that the true values 
of range, LOS angles, and their rates are available for feedback. NN based online 
adaptation is included in the guidance law design to compensate for the unknown leader 
aircraft maneuvers and neglected LOS kinematics. The guidance law is combined with an 
adaptive acceleration and bank angle command autopilot using a time-scale separation 
assumption.  
The adaptive guidance design has the practical advantage of being simpler to 
analyze and implement in a situation where there is an existing acceleration autopilot. 
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The adaptive TSSGC design has been validated in nonlinear 6 DOF simulations in a 
leader-follower formation configuration. 
5. Approach to Multiple-Aircraft Formation Control with Obstacle Avoidance 
In Chapter 7, a decentralized guidance strategy is presented that enables safe and 
coordinated motion of a group of unmanned aerial vehicles in an environment with 
obstacles. Little to no communication is assumed between the aircraft in formation. 
Passive vision sensors with 0360  field-of-view are assumed to be onboard each aircraft to 
track neighboring aircraft and detect and avoid obstacles. A leaderless formation control 
scheme is implemented to overcome some of the robustness issues associated with a 
leader-follower formation control scheme. Simulation results show that the aircraft in 
formation can track desired nominal trajectories while simultaneously maintaining 
desired range from up to two nearest neighbors and avoiding obstacles. 
 
8.2 Recommended Future Research 
1. Modeling of the Image Processing  
The thesis assumed the use of real-time image processing algorithms and 
completely ignored the complexities and the dynamics of these algorithms. This could 
potentially have a destabilizing effect when the image processing algorithms are 
integrated in an ad-hoc fashion with the estimation, guidance and flight control 
algorithms. Since the image processing algorithms consist of iterative processes 
converging to some desired solutions, there is always a delay between the instant an 
image feature is captured and the instant in which useful measurements from that feature 
are derived for use in the target state estimation process. Secondly, there could be 
instances in which the image processing algorithms do not converge to any solution, and 
as a result there are no measurements available for some time. Finally, the noise 
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associated with the measurements from the image processing is non-Gaussian in nature, 
contrary to the assumptions made in the thesis that the measurements are corrupted with 
additive zero-mean white noise. One area of research is to develop state-space models of 
the dynamics associated with the image processing algorithms. Then these models could 
be taken into account when designing the estimation, guidance and flight control 
algorithms. 
Another area of research could be to integrate the image processing and 
estimation algorithms, or even integrate the image processing and control algorithms. In 
other words, one could think of introducing feedback loops between the image processing 
and the estimation and control algorithms. An example of the latter approach is to control 
the camera motion such that the target aircraft is always in the center of the image plane. 
This research area is termed as “visual servoing” and is well known in the ground 
robotics literature [31, 32]. The idea of controlling the motion of the camera has a 
practical motivation in that the field-of-view (FOV) of a single camera is limited and it is 
possible that the target aircraft can slip out of the FOV during sharp maneuvers. So, 
controlling the motion of the camera offers additional control authority and increases 
robustness of the overall design to the disappearance of the target aircraft.  
One of the assumptions in the thesis is that the apparent target size in the camera 
image plane is constant. However, the apparent size of the target depends on the relative 
orientation of the target with respect to the follower aircraft. So, additional modeling of 
the apparent size of the target aircraft in the image plane needs to be considered for more 
accurate target tracking. 
2. Improved Adaptive Control and Estimation Algorithms 
 The benefits of a composite adaptation approach in state feedback adaptive 
control problems have been known for quite some time [66]-[68]. In [66], the authors 
interpreted the effect of an additional error signal in training the adaptive element as 
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having a “low-pass filtering” effect on the adaptation process. Hence the composite 
adaptation approach was found to be more robust to unmodeled dynamics and high 
frequency noise. Adaptation gains with the composite adaptation approach could also be 
set higher than with the conventional adaptation approach for the same reason, leading to 
faster rates of convergence of the tracking errors. The thesis also provided an example in 
which the composite adaptation approach could give dramatically improved results in the 
domain of adaptive state estimation.  
One area of research would be to look into a composite adaptation approach for 
output feedback adaptive control problems. A study could also be made of other 
approaches to improving adaptation performance that include: i) simultaneous training of 
the adaptive element with both instantaneously available and stored information [114], 
(ii) L1 Adaptive Control theory [115] which allows incorporation of a low-pass filter 
within the feedback loop and consequently allows larger adaptation gains, and (iii) 
localized adaptive laws that address the issue of global forgetting that occurs with the use 
of standard leakage terms like the sigma-mod parameter [116]. Any promising 
approaches to improving adaptation performance could then be incorporated in the 
adaptive guidance and estimation algorithms presented in the thesis. 
The stability proofs in this thesis established uniform ultimate boundedness of the 
system errors without providing means for achieving arbitrarily small ultimate bounds. 
Addressing this problem could be another area of theoretical research. 
3. Extension to Vision-based Multi-Aircraft Formation Control 
The thesis presented a conceptual approach to multiple-aircraft formation control. 
This research can be extended in several directions. One important area would be to 
develop a method of theoretical analysis of the decentralized multiple-aircraft 
coordination strategy presented in the thesis. Other extensions could be for practical 
implementation purposes. The assumptions of 0360  field-of-view requirements of the 
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vision sensor, constraining the formations to be in the 2D horizontal plane, simplistic 
autopilot modeling, and circle-shaped static obstacles whose size is known, should all be 
relaxed. Image processing complexities from the point-of-view of tracking multiple 
targets in cluttered environments should also be considered in the application of any 
approach to multiple-aircraft formation control.  
4. Integration with Image Processing Algorithms and Flight Test Validation 
Immediate future research recommended is the integration of the adaptive 
estimation, guidance and control algorithms presented in this thesis with image 
processing algorithms in the GUST real-time simulation software [108] followed by 












PROOF OF THEOREM 3.1 
Equation Chapter  1 Section 1 
 Proof: Consider the Lyapunov candidate function ( ) ( ),V V=ς x W defined in Eq. 519H(3.42). 
Differentiating ( ),V x W : 
 ( ) ( ) ( ) ( )1 1 1 1, 2T T T T WV P t P t P t− − − −= + + + Γx W x x x x x x W W  (A.1) 
Substituting Eqs. 520H(3.35), 521H(3.36) and 522H(3.37) in Eq. 523H(A.1) and simplifying 
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V  in 524H(A.2) can be upper-bounded using 525H(3.38) and 526H(3.2) as shown below where the 
arguments of V  are dropped for convenience: 
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Combining terms and expanding the expression for 1e , 
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Using the fact that ( ) N≤σ μ , applying Eq. 527H(3.48) and completing the squares on the 
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Completing the squares in the above equation, we have 
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W  (A.7) 
will guarantee that ( ), 0V <x W  outside the compact set 
 { }|  MB Bγ γ= ∈ ≤ς ς  (A.8) 
Note that MB Bγ ⊂  from 529H(3.46). Let β  be the maximum value of the Lyapunov function 
V  on the boundary of Bγ  




ς  (A.9) 
Introduce the set 
 ( ){ }|  Vβ βΩ = ≤ς ς  (A.10) 
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Eq. 530H(3.46) ensures that β αΩ ⊂ Ω  and thus ultimate boundedness of ς  with ultimate 




ADAPTIVE AUTOPILOT DESIGN 
 
 Design of the adaptive controllers for tracking the normal acceleration command 
comB z
f , lateral acceleration command 0
comB y
f = , and the bank angle command comΦ  are 
presented here. The subscript B  indicating the acceleration variables are defined in the 
body-fixed frame is dropped henceforth. 
Equation Chapter 3 Section 1 
A. Adaptive Normal Acceleration ( )zf Control 
The control design is based on the JDAM approach to adaptive autopilot design in 
[111]. This approach uses an inverting controller augmented by the output of an adaptive 
NN for pitch rate q  control in the inner-loop, and a proportional-integral (PI) controller 
for zf  control in the outer-loop (531HFigure 67). The inverting controller in the inner-loop is 
based on the short period approximation of the longitudinal aircraft dynamics, 
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 (B.1) 
where 0u  is the equilibrium flight speed and “^” represents an estimated quantity in the 
model. The true q  dynamics are given by 
 ( ),qq f x eδ=  (B.2) 











Figure 67. Adaptive Normal Acceleration Controller 
 
Using the linear approximation to the q  dynamics in 532H(B.1), the true q  dynamics can be 
represented as 
 ( ) ( )ˆ ˆ ˆ , ,q q q qq M M q M e x e x eα δα δ δ ν δ= + + + Δ = + Δ  (B.3) 
where ˆ ˆ ˆq qM M q M eα δν α δ= + + ,  is the pseudo-control signal, and ( ),q x eδΔ  
( ),q qf x eδ ν= −  is the modeling error. Then qν  can be solved for the actuator command 
input comeδ  as 
 ( )1 ˆ ˆˆcom q qe M M qM αδ
δ ν α= − −  (B.4) 
The pseudo-control qν  is constructed as: 
 ( ), , ,q crm q p q c ad qK q qν ν ν= + − −  (B.5) 
 ( ),
1




= −  (B.6) 
where cq  is the reference pitch-rate command, obtained by filtering the raw pitch-rate 
command comq  through a first-order reference model with time constant qτ , ,crm qν  is a 


















comeδ  x  
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and ,ad qν  is the output of an adaptive single hidden layer (SHL) NN. The NN output and 
update law is given in Section D below. 
The reference model is hedged to prevent the adaptive law from adapting to the 
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 , ,c crm q h qq ν ν= −  (B.8) 
where ˆeδ  is an estimate of the elevator deflection obtained by means of an actuator 
model and ,h qν  is the Pseudo-Control Hedge (PCH) signal. 533HFigure 68 shows a block 
diagram representation of the adaptive pitch-rate control system. 
The assumption of perfect inner-loop tracking of cq  enables the analysis and 
design of the PI controller in the outer-loop. Consider the following short-period 
approximation of the longitudinal dynamics with normal acceleration at the c.g. as the 
measured output: 
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 z qf Z Z qαα= +  (B.10) 
The transfer function from eδ  to q  is given by 
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Figure 68. Block diagram representation of Adaptive pitch-rate control system 
 
 
The transfer function from eδ  to zf  is given by 
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Making the assumption Z Z Mδ α δ<< , the transfer function from q  to zf  is given by 
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Assuming perfect inner-loop tracking, that is, cq q= , allows us to represent the transfer 
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The block diagram of 534HFigure 67 can be idealized to the block diagram of 535HFigure 69. The 
analysis of the transfer function in 536HFigure 69 gives the loop transfer function 
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α= −  results in a pole-zero cancellation, which leads to the following 









z q p q
K Zf s












α >> , the pole-zero cancellation in 537H(B.15) does not cause 
problems despite parametric uncertainty in Zα . The PI controller gains can be obtained 
by choosing a desired natural frequency nω  and damping ratio ζ  for the closed-loop 
transfer function in 538H(B.16): 
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B. Adaptive Lateral Acceleration ( )yf  Control 
The approach to lateral acceleration control design is almost identical to that for 
the normal acceleration control. The difference from the normal acceleration controller 
lies in regulating a blended output variable lat ry C rβ= +  in the inverting inner-loop 
controller instead of just the yaw-rate r . The reason lies in the fact that the transfer 
function from ( )r sδ  to ( )r s  has a zero close to the origin, the effect of which is to 
produce a very slow mode when the dynamic inversion is inexact. By redefining the 
output to be controlled in the inverting inner-loop as laty , the zero of the associated 
transfer-function can be placed at a desirable location. The lateral acceleration command 
0
cmdy
f =  for maintaining turn coordination. The output of the controller is the rudder 
deflection command comrδ . The reader is referred to [111] for further details. 
C. Adaptive Bank Angle ( )Φ  Control 
Compared to zf and yf  control, adaptive bank angle control is straightforward. 
This is because the transfer function from the aileron aδ  to the bank angle Φ  is 
minimum phase. The true bank angle dynamics can be given as 
 ( , )lat latA x B a x aδ δΦ Φ ΦΦ = + + Δ  (B.18) 
where [ ], , , Tlatx v p r= Φ  represents the state vector for the lateral-directional dynamics, 
AΦ  and BΦ  are row vectors that come from the linear model obtained at the trim flight 
condition, and ( , )x aδΦΔ  is the modeling error. Inversion-based control is designed as 
 ( )1com lata A xBδ νΦ ΦΦ
= −  (B.19) 
where the pseudo-control νΦ  is given as 
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 ( ) ( )crm p c d c adK Kν ν νΦ Φ Φ ΦΦ = + Φ −Φ + Φ −Φ −  (B.20) 
where ,c cΦ Φ  and crmν Φ  refer to the outputs of a second-order, linear reference model, 
0,  0p dK KΦ Φ> >  are gains of a PD controller, and adν Φ  is the output of an adaptive SHL 
NN. The reference model is hedged to prevent the adaptive law from adapting to the 
nonlinear characteristics of the actuator: 
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 c crm hν νΦ ΦΦ = −  (B.23) 
where ˆaδ  is an estimate of the aileron deflection. 
D. SHL NN Output and Update Law 
 A SHL NN is the adaptive element in each of the control designs for ,  and z yf f Φ  
control. The output of each NN is given by 
 ( ), ˆ ˆT Tad i i iW V xν σ=  (B.24) 
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where 1,2,3i =  refers to the controller for ,  and z yf f Φ , iς  is the training signal to each 
NN, and 0
iV
Γ > , 0
iW
Γ >  and 0iλ >  are the NN design parameters. Further details are 




PROOF OF THEOREM 6.1 
 Proof: Differentiating the Lyapunov candidate function ( )o oV ζ defined in 539H(6.22): 
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Substituting Eqs. 540H(6.15), 541H(3.36) and 542H(6.17) in Eq. 543H(C.1)and simplifying 
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oV  in 544H(C.2) can be upper-bounded using 545H(6.18) and 546H(6.6) as shown below: 
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Combining terms and expanding the expression for ,1nae , 
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Using the fact that ( )o o oN≤σ μ , applying Eq. 547H(6.28) and completing the squares on 
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Completing the squares in the above equation, we have 





o o i o o o
i i
Q




⎛ ⎞ ⎡ ⎤≤ − − − − − + +⎜ ⎟ ⎣ ⎦⎝ ⎠
∑ ∑x W +  (C.5) 



















































W  (C.7) 
will guarantee that ( ) 0o oV <ζ  outside the compact set 
 { }|  o M oB Bγ γ= ∈ ≤ζ ζ  (C.8) 
Note that MB Bγ ⊂  from 549H(6.26). Let β  be the maximum value of the Lyapunov function 
oV  on the boundary of Bγ  
 ( )max
o
o oVγβ =ζ ζ  (C.9) 
Introduce the set 
 ( ){ }|  o o oVβ βΩ = ≤ζ ζ  (C.10) 
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Eq. 550H(6.26) ensures that β αΩ ⊂ Ω  and thus ultimate boundedness of oζ  with ultimate 




PROOF OF THEOREM 6.2 
Equation Chapter 4 Section 1 
Proof: Differentiating the Lyapunov candidate function ( )V ζ defined in 551H(6.53): 
 ( ) ( ) ( )o o c cV V V= +ζ ζ ζ  (D.1) 
where ( )o oV ζ  is given by 552H(C.5). Considering only ( )c cV ζ , we have, 
 ( ) 1, , , , , ,2 i
T T T T T
c c i E i i i E i i i E i i i E i i c i c c iV P P P P
−= + + + Γζ E E E E + E E E E W W  (D.2) 
Substituting 553H(6.49) into 554H(D.2), we have, 
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 (D.3) 
Dropping the arguments cμ , substituting ˆi i i= +E E E  and rearranging terms, we have, 
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1
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 (D.4) 
Substituting for the controller adaptive law in 555H(6.51) and upper bounding by using the 
identity c cN≤σ  and 556H(6.59), we have, 
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 (D.5) 
Completing the squares in the above equation and using *,c i cW≤W , we have, 
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Combining Eqs. 557H(C.5) and 558H(D.6) into 559H(D.1), we have, 
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W  (D.12) 
will guarantee that ( ) 0V <ζ  outside the compact set 




B Bγ ⊂  from 560H(6.57). Let Iβ  be the maximum value of the Lyapunov 
function ( )V ζ  on the boundary of IBγ  
 ( )max  
I
I Vγβ =ζ ζ  (D.14) 
Introduce the set 
 ( ){ }|  
I I
Vβ βΩ = ≤ζ ζ  (D.15) 
Eq. 561H(6.57) ensures that 
I Iβ α
Ω ⊂ Ω  and thus ultimate boundedness of ζ  with ultimate 
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