ABSTRACT Graphs have been proved to be a useful mathematical representation for a broad variety of real-world complex systems, and the structure prediction on graphs refers to estimating the potential relationship between the objects from the observed structures, being fundamental in many data analysis applications, such as network alignment, network reconstruction, and link prediction. Accordingly, in data publishing, it is necessary to regulate the structural predictability of graphs against inference attack to protect the sensitive information of the data generators. In contrast to the existing works about graph structure perturbation for node ranking, information diffusion, and so on, the structural predictability optimization problem, i.e., reducing the accuracy of sensitive relationships inference in graphs, has not been extensively studied. This paper presents an active learning algorithm that selects the most representative links to be perturbed, thus regulating the structural predictability of graphs, that is, removing as few as possible links to undermine the regularity level of graphs, which forms the foundation of inference attack methods. Specifically, with the assumption that the substructure with higher regularity level contains more regular equivalence components and has more equivalent paths supplied for the random walk processes, random walk-based link importance measuring algorithm is proposed to identify the representative links. The structural regularity metric, measuring the structural predictability of graphs, is also introduced to guide the link perturbation for structural predictability optimization. The extensive experiments on artificial and real-world data sets demonstrate the effectiveness of the proposed structural predictability optimization method. Specifically, the method can learn the role of links accurately in term of graph organization, and the performance of structure inference on graphs can be deteriorated effectively by representative link-based perturbation.
I. INTRODUCTION
Graphs, also called ''networks'', have been proved to be an elegant abstraction for many real-world systems. Examples include social networks of interactive people, citation networks formed by academic papers, and information
The associate editor coordinating the review of this manuscript and approving it for publication was Yong Xiang. networks such as World Wide Web. With the explosive increase of graph data, various graph mining tasks have been proposed [1] , [2] , including link prediction [3] , [4] , network reconstruction [5] , network alignment [6] , etc. The common problem the mining tasks often face is that the relationships between individuals often are not immediately apparent or explicitly measurable and they are needed to be estimated based on the observed topologies. In this scenario, structure inference, i.e., structure prediction, becomes an important concern, and its fundamental idea is to infer the implicit structure by exploring the structural pattern of graphs. A summary of the potential applications of structure prediction [3] - [13] can be found in Table 1 .
Despite the various structure prediction methods could be effectively utilized for us to better understand the world and develop appealing applications, they can uncover the potential relationships between individuals and thus increase the risk of privacy disclosure. That is, the techniques aiming to obtain new knowledge from data sets may raise security concerns when releasing data sets to public [14] . Specifically, many kinds of information, such as individual identify, sexual contacts, purchase records, financial relationships, etc., are often considered to be highly sensitive and are anonymized to prevent the compromising of users' privacy. However, by contrast, many inference attack methods for de-anonymization have been proposed based on structure prediction. For example, to published anonymized networks with sensitive information removing and link perturbation, attackers can use link prediction to infer a user's connections to others [15] - [18] . To infer sensitive relationships of social network users, network reconstruction based de-anonymization methods are developed to recover the original networks according to the structural patterns of anonymized data [19] - [22] . Moreover, inspired by graph matching and network alignment, structure prediction based de-anonymization methods are defined to match the accounts across networks for user identity identification [23] - [26] . More information about structure prediction based graph de-anonymization methods can be found in the survey paper [27] . Therefore, in the necessity of privacy protection and preventing prediction-based inference attacks, the study of structural predictability optimization, i.e., regulating the inherent difficulty of structure prediction in networks independent of specific algorithms, is urgently need. Until now, to our best knowledge, it is the first time the problem of structural predictability optimization is proposed.
The structural predictability optimization (SPO) aims to achieve privacy-preserving via link perturbation, which refers to changing the structural patterns of graphs to reduce the risk of inference attack based sensitive information disclosure. For instance, as shown in Figure 1 , given original graph data x, our framework utilizes certain anonymization function F(x) to transform the original graph data x into the anonymized graph data x a . In order to disclose the sensitive information, the attackers design de-anonymization function D(x a ) such that the de-anonymized graph x d would be closed to the original graph data x, where the distance function dist(x, x d ) measures the guarantee level of anonymization function F(x) against the de-anonymization function D(x a ). Structural predictability optimization aims to develop such link perturbation algorithm O(x a ), that the distance between the original data and its de-anonymized data would be amplified to protect the privacy of the data owner. That is, the anonymized graph data x a is further transformed into x t based on perturbation algorithm O(x a ) and the distance dist(x, x o ) between de-anonymized graph data x o and original graph data x is enlarged compared with dist(x, x d ). Note that, since the major goal of publishing graph data is to pursue useful and worthy information, one needs to limit the level of link perturbation.
Challenges and Contributions: The above discussion reveals that the key of defending inference based privacy attacks becomes how to find Optimal Link Perturbation (OLP) for structural predictability optimization, i.e., how to quantify the representativeness of each link by exploring the structural pattern of graphs and how to actively select a set of links with the highest representativeness and as well the minimum redundancy among them. Comparing with existing work, there are several unique challenges for the optimal link perturbation problem.
• First, how to formulate the structural predictability optimization problem into an unified framework is a challenging problem.
• Second, the central problem is how to design an appropriate measure to quantify the representativeness of graph links with respect to link predictability.
• Third, to maintain data utility, the number of links selected for predictability optimization should be limited while the redundancy between them should be minimized.
• Fourth, how to quantify the structural predictability of graphs and evaluate the effect of link perturbation is a challenge problem. To this end, this paper assumes that the organization of real-world graphs always embody both regular and irregular components, and in principle, only the former can be modeled. The extent to which the graphs can be modeled coincides with our capacity to predict potential links. The intrinsic possibility of structure prediction in graphs characterizes the inherent risk of inference attack based privacy breaching. Accordingly, the main contributions of this paper are summarized as follows:
• We define and formulate the structural predictability optimization framework, which can manipulate graph structures with link perturbation while ensure unnoticeable changes.
• We propose a link importance measuring method for representative links selection and define link perturbation algorithm to regulate the structural predictability of graphs. Thus, the generated graph can lead structure prediction algorithms to inaccuracy results.
• To estimate the structural predictability of graphs, a measure of structural regularity reflecting the topological characteristics of graphs is presented.
• Based on synthetic and real-world graphs, comprehensive experiments are carried out to testify the effectiveness of the proposed method. The rest of the paper is organized as follows. Section 2 reviews the related works about structural predictability optimization. Section 3 outlines the problem definition and our overall framework. Section 4 describes the link importance measuring algorithm and structural predictability optimization algorithm. Section 5 and Section 6 present the experimental setups and results. Section 7 concludes the paper.
II. RELATED WORK
In this section, we present the works related with our research and highlight the difference between them.
A. LINK PREDICTION AND NETWORK RECONSTRUCTION
Link prediction aims at estimating the likelihood of the existence of a link between two nodes based on observed graph structure [3] , [28] . Recently, a variety of link prediction methods [29] have been developed, including similarity based methods, path based methods and model based methods. Network reconstruction is the problem that can reliably identify missing and spurious links as well as generate, from a single observed network, a reconstructed graph whose properties are closer to the ''true'' underlying graph than those of the observed graph itself [5] , [30] . Due to the subjectivity of participants as well as the limitation of data collection techniques, almost all of observed graphs are unreliable with different noise level. Thus, using structure prediction results to refine the observed graphs will greatly improve the performance of downstream analysis.
B. GRAPH STRUCTURE PERTURBATION
Because of the significance of graph structure on the performance of graph mining algorithms, a variety of graph perturbation methods have been proposed so far. Specifically, for information diffusion process [31] , [32] , Cheng et al. [33] proposed a new similarity measure which takes users' activity frequency into account, thus the connections in online social networks are optimized. Ash and Newth [34] developed an evolutionary algorithm to generate evolved networks that are resilient to cascading failure. Wang et al. [35] proposed an immunization strategy to prevent the propagation of viruses in networks by influencing their effective structure. To improve the network disintegration performance, Tan et al. [36] utilized the link prediction technique to generate exaggerated networks and identified critical nodes based on the ''improved'' network. Liu et al. [37] defined a measure of link diffusion importance to identify redundant links in spreading process, thereby enhancing the performance of node ranking. To noisy networks, Wang et al. [8] defined a diffusion based network enhancement method to remove weak edges, enhance real connections, and lead to better downstream performance. Given the aforementioned related works, the link perturbation based structural predictability optimization problem hasn't been extensively studied, and how to optimize graph structure to regulate the possibility of structure prediction is still a challenging problem.
C. ACTIVE LEARNING
In realistic applications, unlabeled data are always readily available whereas the labeled data are fairly expensive to obtain. Active learning [38] provides a means to alleviate this problem by carefully selecting the most informativeness unlabeled samples to be labeled thereby most improving the performance of statistical model. The most common principles for unlabeled samples selection include uncertainty sampling [39] , query by committee [40] , and estimated error reduction [41] . To the tasks with no label information, active learning is always used for the selection of the most representative samples that can well represent the overall patterns of unlabeled data. Here, our problem falls into the second category. VOLUME 7, 2019 
D. PRIVACY PROTECTION
Because the privacy information coexist with the public information, there are three important privacy risks as the generated data were published: content disclosure risk, identity disclosure risk and link disclosure risk [42] , [43] . In this paper, we mainly focus on link disclosure risk. In the last decade, the problem of privacy protection has received increased attention and a growing number of anonymization methods have been proposed. These methods can be roughly divided into three categories: perturbation based approaches [44] - [46] , generalization based approaches [47] , [48] , and theoretical methods. Specifically, perturbation based methods include randomization strategy and link modification strategy, in which the former works to change network structure by randomly adding and removing links, and the latter proposes link addition and deletion mechanism to meet the desired constrains, such as k-degree anonymity [49] , and k-automorphism anonymity [50] . The basic idea of generalization based methods is to replace the sensitive information with a less specific but semantically consistent value [51] . In addition, the theoretical methods are the differential privacy based methods [52] , [53] .
III. PROBLEM DEFINITION AND FRAMEWORK
Essentially, the work of structural predictability optimization with link perturbation contains the following phases: (1) Design importance measuring algorithm to find the representative links from the perspective of structure prediction; (2) Perturb graphs with the minimum changes in important data characteristics; (3) Apply the proposed structural predictability optimization method to regulate the accuracy of structure prediction based algorithms.
, where E T denotes the true links, E M represents the missing links, and E S indicates the spurious links. Define the universal set U contains all |V |(|V | − 1)/2 possible links, then the set of nonexistent links is U − E. The goal of structure prediction is to find out the missing links E M in U − E, or the spurious links E S in E, or both of them.
Definition 2 (Link Importance Measuring):
The core task of structure prediction, such as link prediction and network reconstruction, is to learn the organization principle of graphs from the observed structure. Changing the underlying topology of graphs may alter the organization principle of them thereby influencing the accuracy of structure prediction. Thus, the links have different importance from the perspective of structure prediction and can be estimated by analyzing their roles in the organization of the observed graphs.
Definition 3 (Structural Predictability):
The common structural characteristics across local structures of graphs are defined as the organization principle of them. Thus, the local structures that obey the organization principle are categorized to be regular, otherwise they are viewed as irregularities. Finally, the upper bound on which the graph structure can be predicted depends on the portion of the regular components in graphs and is defined as the structural predictability of them.
Definition 4 (Structural Predictability Optimization): Given a graph G, for different purposes, the structural predictability optimization aims to manipulate its underlying topology based on representative link set E P to obtain a perturbed graph G * while preserving the data characteristics as much as possible, thereby getting the required structural predictability for privacy protection.
B. OVERALL FRAMEWORK
The objective of structural predictability optimization is to find a representative link set to regulate the accuracy of structure prediction based algorithms. To this end, the overall framework of structural predictability optimization against privacy attacks is presented in Figure 2 , which consists of four modules: graph data collection, structural predictability optimization, structure prediction model, and results and application. To the original graph, the hidden links can be inferred with high probability via structure prediction, which can be utilized for privacy attacks. In contrast, on the basis of representative link selection and link perturbation, the structure prediction models cannot infer the hidden links accurately in the resulted graph, thereby protecting the sensitive information of graphs.
IV. STRUCTURAL PREDICTABILITY OPTIMIZATION
Generally, real-world graphs are usually composed of both regular and irregular components. The former reflects the intrinsic patterns of graph topologies while the latter invisibly increases the difficulty of inferring the ''true'' underlying structures. Hence, perturbing original graphs to control the proportion of regular components becomes necessary for structural predictability optimization.
In order to optimize the structural predictability via link perturbation in graphs, it is of significant to learn the importance of links in term of organization principles. Specifically, according to our previous work [30] , from the perspective of linear reconstruction, many local structures of highly regular graphs can be represented by the others, thus the structural predictability actually can be estimated by the regular equivalence of the local structures. From the perspective of stochastic block model based network modeling [54] , the nodes belonging to a specified community have the same pattern about inter-community connections, that is, the links within a certain community are highly regular. Therefore, from different point of view, graph topology can be decomposed into links with different roles, and the structural predictability of graphs can be regulated by modifying a few of them.
A. RANDOM WALK MODELS
Given undirected, connected graph G = (V , E), random walk on G generally works as follows: A walker starts from node v 0 , and at each step, it moves to a neighbor selected uniformly FIGURE 2. The framework of structural predictability optimization for graphs. The main work consists of four parts, including data collection, structural predictability optimization, structure prediction models, and results and application. Compared with original graphs, the accuracy of structure prediction in the perturbed graphs decreases, and thus the privacy information can be successfully protected.
at random. If the walker located on node v t at the t-th step, it hops to a neighbor of v t with transition probability 1 d(v t ) in next step, where d(v t ) is the degree of node v t . The process continues until a maximum iteration step m is reached. Clearly, after finite hops, the sequence of the selected nodes (v t , t = 0, 1, . . .) is a random walk. The initial node v 0 can be drawn from the initial distribution P 0 , and the distribution of v t on graph nodes can be denoted by P t , P t = (P t i ) i∈V , where P t i is defined as:
Based on the transition probability 1 d(v t ) of v t , the transition probability matrix of a random walk can be defined by
Let A = (a ij ) i,j∈V be the adjacency matrix of graph G such that a ij = 1 if j is a neighbor of i, and a ij = 0 or else, and let D denote the diagonal matrix with (D) ii = 1 d(i), then transition probability matrix S can be calculated by S = DA.
With the above definitions, the common rule of a random walk can be expressed concisely by the equation:
and hence, the distribution of the t-th step from initial node can be represented as:
where the transition probability p t ij is given by the ij-entry of the matrix S t , meaning that starting at i and reaching j in t steps.
On the basis of traditional Random Walk, the Random Walk with Restart (RWR) model [55] can be formulated by adding a restart probability. Consider a random walker that starts with initial distribution P 0 , the walker iteratively transmits to its neighborhood with the equal probability in unweighted graphs or the probability that is proportional to their link weights in weighted graphs. Also at each step, it has some probability c, where c ∈ [0, 1], to return to the source nodes submitted to initial distribution P 0 , i.e.,
Thus, the steady-state distribution P * of RWR model satisfies the equation:
where the P * can be calculated with P * = c(I −(1−c)S) −1 P 0 directly without iterations [56] .
B. OPTIMIZATION WITH REPRESENTATIVE LINKS
This paper focuses on the importance learning of graph links with respect to structure prediction. That is, based on traditional random walk model, a novel model of random walk with indirect jumps (RWIJ) is proposed and the importance of graph links can be estimated from walkers' jump footprints. The process can be detailedly described as follows.
Consider an undirected graph G, unlike the RWR model in which a walker returns to the source node with a specified probability, to overcome the trapping effect of community structure of graphs and accelerate the rate of convergence to the stationary distribution, the walker in RWIJ moves to neighbors following some links with probability 1 − c and with probability c jumps to an arbitrary node of the graph chosen according to the uniform distribution. Thus, the updating rule of random walk with indirect jumps can be represented as:
where 1 is a vector of ones with an appropriate dimension, and n is the number of nodes. Example: Here we consider a graph topology shown in Figure 3 . Figure 3 (a) illustrates the process of random walk with restart, where the walker on the red node v 1 starts from the source node v 0 with green color, and it will move to one of the neighbors selected at random or return to the source node in the next step. Figure 3 (b) shows the process of random walk with indirect jumps, and the walker on the red node v 1 moves to a neighbor node in the next step, or jumps to other nonneighbor nodes uniformly sampled from the graph rather than just return to source node. The communities of graphs can act as traps for random flows and cripple the global diffusion [57] . With the indirect jumps, the trapping effect of community structure can be weakened and the random walk process can capture the structural features of graphs more accurately.
1) LINK IMPORTANCE MEASURING (LIM)
Regular equivalence sets describe the ''structural roles'' that are the basic building blocks of graphs [58] . The nodes that are regularly equivalent have the same kinds of relationships with some members of other sets of nodes that are also regularly equivalent, and the same kinds of relationships are also defined to be regular equivalence. That is, two links are defined to be regularly equivalent if their ends are regularly equivalent. According to the definition of structural predictability, the accuracy of structure prediction depends on the portion of the regular components in graphs. We assume that the region with higher regularity level contains more regular equivalence components, and there will have more equivalent paths between two certain nodes supplied for the random walk processes. Thus, for random walk processes, the number of the equivalent links for a specified link increases as the raising of the region's regularity level.
To an original graph, we design the LIM method to measure the importance of links. LIM method consists of N parallel RWIJ, and the random walks cooperate with each other. The basic idea behind LIM method is as follows: Suppose the random walks are {RW w |1 ≤ w ≤ N }, and at each step, the N random walks jumps to a randomly chosen neighbor or nonneighbor node with different probability. By conducting the N random walks on the graph, the structural importance of every link can be estimated based on the number of the random walk processes that pass through the link. Suppose the N parallel RWIJ starts at nodes R 0 , and at step t the random walks are at nodes R t . We calculate the number of the random walk processes that pass through graph links by analyzing the footprint sequence {R t , t ∈ [0, +∞)} of the N random walks. Specifically, the selected link in every step can be inferred by comparing the consecutive footprint R t and R t+1 . Here we define function (R (t) , R (t+1) ) to get the links that being used for jumping at step t, and (
is the node that the w-th random walk process resides on at step t. To denote the total number of random walk processes that pass through every link, we define recording matrix W initialized with zero, and it can be updated with function (R (t) , R (t+1) ), in which the entry w ij can be calculated at step t by:
That is, at step t, the link (
) is used by the wth random walk process for jumping. Thus, all the links used for the N parallel RWIJ at step t is {(
After getting the total number W of graph links participating the random walk processes, the link importance can be FIGURE 4. A graphical illustration of structural predictability optimization. Based on link importance measuring, structural predictability optimization removes the identified regular links to weaken the possibility of predicting a set of specific links given the observed graph. In contrast, the irregular links can be removed for denoising or structure prediction enhancement.
Algorithm 1 Link Importance Measuring (LIM)
number N = α * |V |, maximum iterative number k = |E|. Output: Ranked link list Rlist;
1: Select initial node set R 0 for the parallel random walks, and set counter t = 1. 2: while t ≤ k and steady state has not been reached do 3: Random walk according to
Get the residing node set R t , and get jumping links (
Update recording matrixW according to equation (8); 6: Update counter t = t + 1; 7: end while 8: Update link importance matrix Q based on W , and get the ranked link list Rlist in ascending order; 9: output ranked link list Rlist; estimated by matrix Q, where
Based on the above discussion, the algorithm for link importance measuring is presented in Algorithm 1. With the algorithm, the links can be ranked in which the low score links have more equivalent links and generally are more regular, and thereby they are more predictable than the high score links.
2) OPTIMIZATION VIA LINK PERTURBATION
As well known, the observed structures of graphs can be decomposed into regular and irregular links [59] . The regular links mainly reflect the patterns underlying the structures, and the portion of them determines the structural predictability of graphs. According to the link importance matrix Q, all links are assigned an importance scores. Generally, the links with high scores play an irreplaceable role in the organization of graphs and are frequently selected in random walk process, and the links with low scores have many equivalent links and are rarely selected. Consequently, the former are more likely to be the irregular links, and the latter are more likely to be the regular links that can be removed to destroy the structural predictability of graphs. Thus, the algorithm for link perturbation based predictability optimization is presented in Algorithm 2. A graphical illustration of structural predictability optimization is given in Figure 4 . According to the organization principles of graphs, the links can be categorized into different regular equivalence classes, and each of the links in every class has an identical pattern of interactions with graph nodes. For example, to the bottom right graph of Figure 4 , the links between the nodes with different color are regular equivalence. The greater the size of a regular equivalence classes is, the lower the regularity level of the links belonging to the class have. To the original graph of Figure 4 , the regularity level of the links can be estimated based on link importance measuring. Thus, the structural predictability can be weakened via removing regular links.
C. ADVANCED STRUCTURAL INFERENCE OPTIMIZATION
In addition to minimizing the number of links selected for optimal link perturbation, the redundancy between the links should also be minimized to maintain the utility of graph data. VOLUME 7, 2019
1) MINIMUM REDUNDANCY AMONG LINKS
In order to reduce the redundancy between representative links and realize the optimal link perturbation, here a local greedy mechanism is proposed to compare the structural influence of links based on the ranking results. Specifically, to the ranked links [l i , l i+1 , l i+2 , .., l n , ..], the practical influence of the first two links are compared and the link with greater influence will be removed from the ranked list and used for perturbation to regulate structural predictability. To the resulted link list [l i , l i+2 , .., l n , ..] if link l i+1 is removed in last step, the influence of the first two links l i and l i+2 are compared again and the link with greater influence would be selected. Finally, a limited number of links are selected for perturbation after repeating this proceeding.
2) STRUCTURAL REGULARITY MEASURE
To reflect the structural predictability of graphs, we define a measure of graph regularity to quantify the extent to which graphs can be modeled and predicted. For highly regular graphs, there has many regularly equivalent links, and many local structures can be represented by the others. Specifically, matrix A ∈ R n×m is defined as the adjacency matrix of graph G, each column A :,i of matrix A can be viewed as the local structure of node i. (10) where Z k,i is the weight corresponding to structural basis D :,k . Consequently, the adjacency matrix A can be represented by A = DZ, in which the representation matrix Z ∈ R m×n captures the structural patterns of graphs and the matrix D indicates the set of representative subgraphs. In order to characterize the structural patterns of graphs, the best candidate for the basis matrix D is adjacency matrix A, and the graph can be represented by AZ.
To model graph data accurately, the difference between adjacency matrix A and representation AZ should be small. At the same time, due to the fact that real-world graphs have certain regularity level and their local structures may have similar interaction patterns, the local structures can be represented by each other with a high probability. That is, most elements representation matrix Z should be similar. Accordingly, the graph modeling can be simply transferred to an optimization problem:
where E is the error term, and λ ≥ 0 is a trade-off parameter used to balance the two requirements, and · 2,1 denotes a certain matrix norm. Actually, we can find that equation (11) is a low-rank representation (LRR) problem that seeks the lowest rank representation among all the candidates that represent all vectors as the linear combination of the bases in a dictionary. According to [60] , the optimal representation matrix Z * can be learned by inexact Augmented Lagrange Multiplier (ALM) directly.
According to the discussion about the structural patterns of graphs, some nodes have exactly the same kinds of interactions with others, such as the nodes with the same color in the bottom right graph of Figure 4 . Thus, based on graph representation model in equation (11), the proportion of the nodes with same local structures can be characterized by the rank of the learned representation matrix Z * . Moreover, some local structures can be represented as the combination of the others. Thus the correlation between local structures can be captured by the proportion of the non-zero entries of learned representation matrix Z * . So, we can measure the structural regularity of graphs by:
where n and m indicates the shape of the learned representation matrix Z * , r denotes the rank of matrix Z * , a is the number of non-zero entries in the reduced echelon form of matrix Z * . Finally, based on the defined local greedy mechanism and the structural regularity measure, the algorithm of structural predictability optimization is given in Algorithm 3. Thus, we can selectively optimize graph topologies and obtain regulated graphs with different levels of structural predictability.
Algorithm 3 Structural Predictability Optimization (SPO)
Input: Graph G, number u = 1, perturbation ratio β. Output: Perturbed graph G * ; 1: Get ranked link list Rlist via Algorithm 1 in which the links with the higher scores are more likely to be irregular links and the links with the lower scores are more likely to be regular links; 2: while regularity δ r is decreased and u < β * |E| do 3: Compare the influence of the first two links of Rlist in term of structural regularity δ r and remove the link with greater influence from list Rlist and graph G; 4: Update number u = u + 1; 5: Calculate the regularity δ r of regulated graph G * ; 6: end while 7: output Perturbed graph G * ;
D. COMPLEXITY ANALYSIS
The total computational time of the proposed structural predictability optimization algorithm OLP mainly includes two parts, i.e., the time to generate link importance scores using Algorithm 1, and the time to regulate the structural predictability of graphs based on Algorithm 2. For the first part, the time complexity is O(α|V |) * O(|E|), where |V | and |E| are the number of nodes and links respectively, and α|V | is the number of the parallel random walks. For the second part, the time complexity is O(β|E|), where parameter β is the perturbation ratio for predictability optimization. Thus, the complexity of the proposed structural predictability opti-
e., O(|V |) * O(|E|).
To minimize the number of the representative links used for structural predictability optimization, an advanced algorithm SPO is proposed. The complexity of SPO mainly comes from solving the low-rank representation (LRR) model. Computing LRR is equivalent to computing SVD of a matrix, and exact SVD of an adjacency matrix has time complexity O(|V | 3 ). Because SPO is proposed as one of the methods for data preprocessing, it may be performed offline. Therefore, it is feasible for graphs with couple of thousands of nodes.
It is worthy to note that the algorithm OLP with time complexity is O(|V |) * O(|E|) is enough for most cases, and SPO is needed only for the graphs which are very sensitive to the number of the representative links used for graph perturbation.
V. EXPERIMENTAL SETUPS
In this section, extensive experiments are conducted on synthetic and real-world graphs to evaluate the performance of the proposed methods, including the effectiveness of the proposed link importance measure, the effectiveness of the structural predictability optimization method, and the consistency between structural regularity measure and the accuracy of link prediction algorithms.
A. DATASETS
Three small-world synthetic graphs WS, WS1 and WS2 are generated based on Newman-Watts-Strogatz model [61] . The model first creates a ring over n nodes. Then each node in the ring is connected with its k nearest neighbors. Then shortcuts are created by adding new edges as follows: for each edge (u, v) in the underlying ''n-ring with k nearest neighbors'' with probability p add a new edge (u, w) with randomly-chosen existing node w. Specifically, the parameters correspond to the synthetic graphs WS, WS1 and WS2 are {n = 250, k = 80, p = 0.2}, {n = 400, k = 75, p = 0.4} and {n = 200, k = 75, p = 0.35} respectively. Moreover, six real-world datasets from different fields are considered: (i) Jazz [62] , the network from the study of the collaboration patterns of Jazz musicians; (ii) Contact [63] , a contact network obtained from people held wireless devices; (iii) Mangwet [64] , the food webs in Mangrove Estuary during the wet season; (iv) USAir [65] , the US Air transportation network; (v) Facebook [66] , a directed network of a small union of posts to other users wall on Facebook. (vi) Yeast [67] , a protein-protein interaction network in budding yeast. Here we use the sampled-Facebook network and treat the above networks as simple and undirected graphs by ignoring the directions and weights. Finally, the topological properties of the graphs are summarized in Table 2 . 
B. BASELINE LINK IMPORTANCE MEASURES
To verify the effectiveness of the proposed link importance measure, three classic methods are used as baselines. [68] Compute the betweeness centrality of links. Betweeness centrality of a link l is the sum of the fraction of all-pairs shortest pathes that pass through l:
1) EDGE BETWEENESS CENTRALITY (BW)
where V is the set of graph nodes, σ (s, t) is the number of shortest (s, t)-paths, and σ (s, t| l) is the number of shortest (s, t)-paths that pass through link l.
2) EDGE DEGREE CENTRALITY (DG)
Compute the degree centrality of links. Degree centrality of a link l can be estimated based on the degree of its end nodes:
where node i, j are the end nodes of link l, and DG(i) and DG(j) are the degree of node i and j respectively.
3) RANDOM WALK WITH RESTART CENTRALITY (RWR)
Compute the importance of links based on random walk with restart model.
C. STRUCTURE PREDICTION ALGORITHMS
To characterize the changes of the structural predictability of graphs, we introduce four existing state-of-the-art algorithms for structure prediction. The details of them are described as follows:
1) NON-NEGATIVE MATRIX FACTORIZATION (NMF) [69] A method that learn latent features from graphs for structure prediction. where A * is the reconstruction matrix of the original graph based on basis matrix W r and coefficients matrix H r .
2) STRUCTURAL PERTURBATION METHOD (SPM) [59]
A global algorithm based on eigen decomposition.
where λ k , x k and λ k are the eigenvalue, eigenvector, and the disturbing quantity of eigenvalue respectively.
3) ROBUST PRINCIPAL COMPONENT ANALYSIS (RPCA) [70] A RPCA based structure prediction method.
arg min
where rank(X * ) denotes the rank of matrix X * , and the operator || · || 0 is the 0 norm. [71] Assumes that the likelihood of the existence of a non-observed link from node i to node j, denoted by s ij , can be unfolded by a linear summation of contributions from i's neighbors, namely (18) where z kj is the contribution from node k to node j.
4) LINEAR OPTIMIZATION (LO)
s ij = k a ik z kj
D. EXPERIMENT METHOD AND PARAMETERS
To test the validity of proposed structural predictability optimization method, the links of graphs are ranked based on link importance measuring firstly. Then, the original graphs would be regulated with representative links to generate perturbed graphs with different levels of structural predictability. Thus, the structure prediction algorithms on the perturbed graphs would generate results with different accuracy. The details about structure prediction on graphs are described as follows: Given graph G(V , E), the link set E is randomly divided into training set E t and probe set E p , where E t contains 90% links and the rest are put into E p . Absolutely, E t ∪ E p = E, E t ∩ E p = ∅. The links in probe set are assumed to be the missing links of G. Among the top L, L = |E p |, predicted links, if there has L r links exist in the probe set E p , then Accuracy = L r L. By comparing the Accuracy values on original graphs and the regulated graphs with different levels of structural predictability, the effectiveness of proposed optimization method can be verified. Actually, all data points of our experiment are obtained by averaging over 10 implementations with independently random division of training set and probe set.
VI. RESULTS

A. EVALUATION OF LINK IMPORTANCE MEASURING
In order to evaluate the performance of the proposed link importance measuring algorithm in detail, we apply the algorithm in the Contact graph examplarily and the results are shown in Figure 5 . In detail, Figure 5 (a) presents the FIGURE 6. Structural predictability optimization in synthetic graphs. The x-axis denotes the percent of the removed regular links for predictability optimization, and the y-axis is the accuracy of structure prediction on the regulated graphs.
identified irregular links (in blue color), i.e., the last percent 1, 5 and 9 links, and Figure 5 (b) describes the selected regular links (in green color), i.e., the top percent 1, 5 and 9 links. We can explicitly find from Figure 5 that the identified irregular links are more likely to be the periphery links and the identified regular links are more likely the internal links of the graph. According to the topology of the graph, we can conclude that the identified links are rational. One possible explanation about the phenomenon is that too sparse local structures of periphery nodes prevent them from forming the structural pattern of graphs and the related links are tend to be categorized as irregular elements. With the increase of the link ratio, more periphery links are selected as irregular links and more internal links are selected as regular links.
B. EVALUATION OF STRUCTURAL PREDICTABILITY OPTIMIZATION
Besides the proposed link importance measuring method LIM, here BWR, RW and DG are all used for link importance estimation. On the basis of them, the representative links can be identified and the structures of the original graphs can be regulated with varied perturbation ratio increased from 1% to 10% to yield series of regulated graphs with various structural predictability. Then the structure prediction methods, including NMF, SPM, RPCA and LO, are applied in the perturbed graphs to verify the effectiveness of the proposed structural predictability optimization method.
The results of the optimization via link perturbation method OLP, i.e., Algorithm 2, on the three small-world synthetic graphs WS, WS1 and WS2 are shown firstly in Figure 6 . That is, to the synthetic graphs, their structural predictability are optimized via representative links based perturbation, and different accuracies are expected in the resulted graphs independent of the structure prediction method. According to Figure 6 , we can find that the prediction accuracies corresponding to the synthetic graphs generally show significant trend of decline with the increase of perturbation ratio. The results indicate that the strategy of representative links based graph perturbation is effective for structural predictability optimization. Moreover, we can find from Figure 6 that the perturbation processes on the basis of link importance measuring LIM obtain the best performance compared with the processes based on DG, BW and RWR.
To evaluate the performance of the OLP method extensively, the experimental results on the real-world graphs are shown in Figure 7 . Generally, the results in Figure 7 demonstrate again that the structural predictability of graphs can be optimized effectively via representative links based perturbation. However, unlike in the synthetic graphs, the DG based structural predictability optimization processes generally have no significant effects in the real-world graphs. By contrast, to all the real-world graphs, the LIM based structure optimization processes always lead to the greatest reduction in the accuracy of structure prediction, and the FIGURE 7. Structural predictability optimization in real-world graphs. The x-axis denotes the percent of the removed regular links for predictability optimization, and the y-axis is the accuracy of structure prediction on the regulated graphs.
RWR based optimization processes get the second best performance. Therefore, the results from Figure 6 and 7 demonstrate that the structural predictability of graphs could be reduced effectively by regular links based structure perturbation. Generally speaking, the proposed optimization method OLP can give overall satisfactory performance.
To measure the importance of graph links accurately, the proposed LIM method consists of N parallel RWIJ that cooperate with each other. To balance complexity and effectiveness, we select 20% of the graph nodes as the restart nodes, i.e., 0.2 * |V | parallel random walks are adopted. To testify the effect of the number of the parallel random walks on the representative links identification and structural predictability optimization, extensive experiments are carried out in the real-world graphs with 10%, 20%, 30% percent of restart nodes respectively, and the results are FIGURE 8. Structural predictability optimization with different number of parallel random walks used for link importance measuring. The x-axis denotes the percent of the removed regular links for predictability optimization, and the y-axis is the accuracy of structure prediction on the regulated graphs. Each accuracy value is the average over NMF, SPM, RPCA and LO. For link importance measuring, three parallel random walk processes with different number of walkers respectively, i.e., 10%, 20% and 30%, are conducted.
shown in Figure 8 . We can observe that the prediction average accuracy still declines steadily in all graphs with the gradual increase of the perturbation ratio. Meanwhile, we can find that the number of the parallel random walks used for representative links identification has no obvious influence on the prediction accuracy. Thus, it is reasonable to adopt 0.2 * |V | parallel random walks for structural predictability optimization in the rest of our experiments.
To minimize the redundancy between the links selected for optimal link perturbation, the structural predictability optimization method SPO, i.e., Algorithm 3, is proposed and applied in all the real-world graphs. To every original graph, the structure is optimized with OLP and SPO respectively under various perturbation ratio, and the classic structure prediction methods, including NMF, SPM, RPCA, and LO, are carried out in the perturbed graphs. From the prediction results shown in Table 3 , we can observe that SPO algorithm leads to the lower prediction accuracy values than OLP at the same ratio of perturbation in most of the graphs.
That is, SPO algorithm produces more significant accuracy decline with increase of perturbation ratio. Generally, to get the same prediction accuracy values, SPO algorithm only needs approximately 8%-9% representative links for perturbation compared with 10% links in OLP. Thus, compared with OLP, the SPO method can maintain data utility more effectively.
Data utility represents the amount of useful information that can be extracted from the graph data. For data publication, anonymization methods are often applied to protect sensitive data by obfuscating the sensitive parts of the captured data or replacing them with a de-identified representation, both of which entails some loss of data utility. To measure the influence the proposed privacy protection method on data utility, the topological properties of the perturbed graphs under various perturbation ratio are presented in Table 4 . We can find that the proposed method can reduce structural predictability effectively against inference attacks while ensure unnoticeable changes in topological properties. TABLE 3. Accuracy of the structure prediction methods on the graphs with various structural predictability. To every original graph, the results on the perturbed graphs generated by OLP and SPO are presented in the top half and bottom half respectively.
C. EVALUATION OF STRUCTURAL REGULARITY
To maintain the utility of graph data, the number of links selected for optimal link perturbation and the redundancy between them should be minimized. However, up to now, there is no accepted standard method to quantify the influence of graph links on structure prediction. Thus, in this paper, the measure of structural regularity is proposed to guide the selection of representative links. Currently, although the effectiveness of the structural regularity based optimization method SPO has been evaluated, an intuitive test about the proposed structural regularity measure is still missing. To this end, here the structure prediction algorithms NMF, SPM, RPCA and LO are conducted on the graphs with various structural predictability firstly, and the scatter plots between the average of the prediction accuracy and the structural regularity values of the graphs are shown in Fig. 9 . We can find that there is an obvious linear correlation between the structural regularity values and the average of the prediction accuracy. That is, to the graphs with high structural predictability, the structural regularity measure would obtain large values and the structure prediction methods would result in high accuracy. This represents that the proposed structural regularity is rational and can be used to estimate the intrinsic structural predictability of graphs.
VII. CONCLUSION AND DISCUSSION
In real-world graphs, many kinds of information are often considered to be sensitive and anonymized to protect users' privacy. However, based on inference attack, the sensitive information can be easily disclosured. This work starts from the assumption that the inference attack based privacy disclosure can be prevented by the structural predictability optimization in graphs. In this study, we explore and optimize the structure of graphs from the perspective of graph links and regulate the performance of structure prediction tasks. To identify the representative links for optimal link perturbation, a novel random walk with indirect jumps model is defined and then a link importance measuring method is proposed based on it. Next, based on the representative links, a structural predictability optimization algorithm OLP is presented. To further minimize the number of links and the redundancy between them for graph perturbation, a structural regularity based optimization algorithm SPO is developed. Extensive experimental evaluations on a variety of graphs demonstrate that the proposed structural predictability algorithms get a satisfied results.
Two problems for our future research are worthy to be considered: 1) how to explore more sophisticated methods to model the complex and mixing structural patterns underlying real-world graphs, and 2) how to develop more efficient representative links identification method for structural predictability optimization.
