Abstract. Let (Gn) ∞ n=1 be a sequence of finite graphs, and let Yt be the length of a loop-erased random walk on Gn after t steps. We show that for a large family of sequences of finite graphs, which includes the case in which Gn is the d-dimensional torus of size-length n for d ≥ 4, the process (Yt) ∞ t=0 , suitably normalized, converges to the Rayleigh process introduced by Evans, Pitman, and Winter. Our proof relies heavily on ideas of Peres and Revelle, who used looperased random walks to show that the uniform spanning tree on large finite graphs converges to the Brownian continuum random tree of Aldous.
Introduction
The loop-erased random walk is a process obtained from a random walk by erasing loops in chronological order. More precisely, given a sequence of points λ = (u 0 , u 1 , . . . , u j ), which we can think of as the first j + 1 points visited by some random walk, we define the loop-erasure LE(λ) to be the sequence (v 0 , . . . , v k ) obtained inductively as follows. First set v 0 = u 0 . Suppose v 0 , . . . , v m have been defined for some m ≥ 0. If v m = u j , then k = m and v m is the last vertex in the sequence LE(λ). Otherwise, define v m+1 = u r+1 , where r = sup{i : u i = v m }. We denote the number of points in LE(λ), which in this example is k + 1, by |LE(λ)|.
The loop-erased random walk was first studied in 1980 by Lawler [6] , and the model has continued to receive attention in recent years, in part because of connections with uniform spanning trees that were discovered by Pemantle [11] and Wilson [14] . For the loop-erased random walk on Z d with d ≥ 5, Lawler [6] showed that a positive fraction of the vertices never get erased, so if the random walk is run for time n, then the length of the loop-erased path is also of order n, and the loop-erased random walk as a process converges to Brownian motion. The loop-erased random walk on Z 4 also converges to Brownian motion, as shown by Lawler in [7] , but there is a logarithmic correction to the length of the path. If the random walk is run for time n, the length of the loop-erased walk was shown by Lawler [9] to be of the order n/(log n) 1/3 . The loop-erased random walk behaves much differently in dimensions two and three, but there has been recent progress in these lower dimensions. Kenyon [4] showed that the length of the loop-erased random walk on Z 2 is of order n 5/8 , while Lawler, Schramm, and Werner [10] showed that the loop-erased random walk on Z 2 converges to the Schramm-Loewner Evolution (SLE) with parameter κ = 2. Kozma [5] established the existence of a scaling limit for the loop-erased random walk on Z 3 , but the form of the limiting process remains unknown. Our focus in this paper will be the behavior of the loop-erased random walk on large finite graphs. We will focus especially on the d-dimensional torus of side length n, which we denote by Z d n = {0, 1, . . . , n − 1} d , for d ≥ 4. Given a finite connected graph G n = (V n , E n ), write v ∈ G n if v is a vertex of G n and let |G n | denote the number of vertices of G n . Write v ∼ w if the vertices v and w are connected by an edge. Throughout the paper, we will assume that G n is vertex transitive. Therefore, every vertex has the same degree, which we denote here by d. Let (X t ) ∞ t=0 be a discrete-time Markov chain taking its values in V n such that
That is, at each step the Markov chain stays at its current vertex with probability 1/2 and otherwise moves to a randomly chosen neighboring vertex. This process is often called the lazy random walk, as opposed to the simple random walk which never stays at its current vertex. Fix a vertex o ∈ G n to be the starting point for the random walk, and denote the transition probabilities of the random walk by p t,n (x) = P (X t = x|X 0 = o). Since G n is vertex transitive, the stationary distribution of the random walk is given by π(x) = 1/|G n | for all x ∈ G n . Because the lazy random walk is aperiodic, the distribution of X t converges to the stationary distribution as t → ∞. Denote the uniform mixing time of the random walk by
For the rest of the paper, we will work with a sequence of vertex-transitive, finite graphs
We will consider two cases.
Case 1:
The graphs (G n ) ∞ n=1 satisfy the following conditions: (1) There is a constant C such that
(2) There is a δ > 0 such that
Case 2: For all n, we have G n = Z The conditions for case 1 are precisely the conditions assumed in [12] by Peres and Revelle, who used loop-erased random walks to show that the scaling limit of the uniform spanning tree on these graphs as n → ∞ is the Brownian continuum random tree of Aldous [1] . As pointed out in [12] , this family of graphs includes the d-dimensional torus Z d n for d ≥ 5, the complete graph on n vertices, the hypercubes Z n 2 , and expander graphs. Schweinsberg [13] showed that the scaling limit of the uniform spanning tree on Z 4 n is also the continuum random tree. The results in this paper will hold for the four-dimensional torus as well as for the family of graphs studied by Peres and Revelle, but at times in the proofs the two cases will need to be treated separately.
Our goal is to study how the length of the loop-erased random walk on G n evolves over time.
, it is known that the length of the loop-erased random walk grows linearly in time; see Theorem 7.7.2 of [8] , and see also Theorem 7.7.5 of [8] for a similar result when d = 4. The reason is that the random walk does not make long loops, so loop erasure is a local procedure. The linear growth then comes from the fact that most points have approximately the same probability of never being erased. For the tori Z d n with d ≥ 4 and for the other graphs satisfying the conditions of case 1, the random walk also makes long loops. The long loops occur on a time scale much longer than the mixing time. As a result, when the random walk makes a long loop, the point on the path that the random walk hits is approximately uniformly distributed over all the points in the path. Therefore, when the long loop is erased, the length of the path is multipied by a fraction which is approximately uniformly distributed between 0 and 1. As on Z d , the length of the path grows approximately linearly between the times when these long loops form.
As a result of this intuition, Jim Pitman conjectured that the length of the loop-erased random walk on G n converges to a process called the Rayleigh process as n → ∞. The Rayleigh process (R(t), t ≥ 0) was introduced by Evans, Pitman, and Winter [3] . The process grows linearly at unit speed between jumps. At time t, jumps occur at rate R(t−), and at the times of jumps, the value of the process gets multiplied by a random variable which is uniformly distributed on [0, 1]. More formally, the Rayleigh process can be constructed from a Poisson point process Π on [0, ∞) × [0, ∞) whose intensity measure is Lebesgue measure. Given y > 0, we can obtain a Rayleigh process started from R(0) = y by defining
This means that when (t, x) is a point of this Poisson process and R(t−) > x, there is a jump at time t and R(t) = x. The stationary distribution for this process is the Rayleigh distribution, where we say a random variable W has a Rayleigh distribution if P (W > x) = e −x 2 /2 for all x ≥ 0. For any y, the distribution of R(t) converges to the Rayleigh distribution as t → ∞. For more about the Rayleigh process, see section 8 of [3] . It is already known (see [12] for case 1 and [13] for case 2) that if x and y are vertices of G n chosen uniformly at random, then the distribution of the length of the loop-erased random walk started at x and run until it hits y, suitably normalized, converges to the Rayleigh distribution as n → ∞. The theorem below, which was conjectured by Pitman, is a dynamical result, which shows that the length of the loop-erased random walk converges to the Rayleigh process, in the sense of Skorohod convergence for processes whose sample paths are right continuous and have left limits. When G n is the complete graph with n vertices, this result can be obtained from Corollary 8.2 of [3] .
be a sequence of graphs satisfying the conditions of either case 1 or case 2. Let (X t ) ∞ t=0 be a lazy random walk on G n , as defined above. For all t, let Y t be the length of the loop-erased path LE((X s ) t s=0 ). Then there exist sequences of constants (a n ) ∞ n=1 and (b n ) ∞ n=1 satisfying 0 < inf a n ≤ sup a n < ∞ and 0 < inf b n ≤ sup b n < ∞ such that if we define the continuous-time
then Z n → R in the Skorohod topology as n → ∞. Remark 1.2. We work with the lazy random walk rather than the simple random walk because our proof uses results about the mixing time which require the random walk to be aperiodic. However, once convergence to the Rayleigh process is established for the lazy random walk, it follows easily for the simple random walk with a n replaced by a n /2. Remark 1.3. By the results in section 8 of [12] , when G n = Z d n for some d ≥ 5, there are positive numbers a and b such that lim n→∞ a n = a and lim n→∞ b n = b. It follows from the definition of the Skorohod metric that we still have Z n → R in the Skorohod topology if we take a n = a and b n = b for all n.
There are two steps to proving Theorem 1.1. First, we must show the convergence of finitedimensional distributions. That is, we need to show that if 0
. This is done in section 2. Then, we must show that the sequence of processes (Z n ) ∞ n=1 is relatively compact, which we do in section 3. These results imply that Z n → R in the Skorohod topology (see Theorem 7.8 in chapter 3 of [2] ).
Convergence of finite-dimensional distributions
Fix times 0 ≤ t 1 < t 2 < · · · < t k . Our goal in this section is to prove that
The proof proceeds in three steps. First, we review some results concerning the loop-erased random walk on G n . Next we set up a coupling between the loop-erased random walk and the Rayleigh process. The result (2) will then follow from some bounds for the Rayleigh process.
2.1. Loop-erased random walk on G n . To study the loop-erased random walk on G n , we follow the strategy introduced by Peres and Revelle in [12] of splitting the random walk into shorter segments. The ideas are the same in cases 1 and 2, but it is necessary treat the two cases separately. Some of the minor differences in the treatments of the two cases could be avoided, but we prefer to set up the notation so that we can directly invoke results in [12] and [13] . First, consider case 1. Following [12] , let r = ⌊τ
Note that condition 2 of case 1 implies that s is much smaller than r when n is large. We will work with segments of the random walk whose length is approximately r. For all positive integers i, let A i = {(i − 1)r + 2s + 1, (i − 1)r + 2s + 2, . . . , ir − s}. Say that a time u is locally retained if
Still following [12] , define the local loop erasure of the segment A i by LE s (A i ) = (X t ) t∈A i ∩U . Denote by |LE s (A i )| the cardinality of A i ∩ U , which is the length of the path LE s (A i ). For any U ⊂ G n , define the capacity of the set U by letting (W t ) ∞ t=0 be a random walk on G n started from the stationary distribution π and then defining (3) Cap
As in [12] , define the constants
As can be seen from Lemma 5.3 of [12] , the sequences of constants (α n ) ∞ n=1 and (γ n ) ∞ n=1 are bounded away from zero and infinity.
For case 2, let r = ⌊n 2 (log n) 9/22 ⌋ and let A i = {(i − 1)r, (i − 1)r + 1, . . . , ir − 1} for all positive integers i, as in [13] . Also fix a small positive number η > 0, and let w = ⌊n 2 (log n) η ⌋. By Corollary 3.2 of [13] , we can define a sequence of constants (γ n ) ∞ n=1 , bounded away from zero and infinity, such that for some positive constants C and C ′ , we have
for all n. The exponent of 5/66 = 9/22 − 1/3 comes from the fact that in four dimensions, the length of the loop erasure of a random walk of length r is of the order r/(log r) 1/3 . Also, for U ⊂ Z 4 n , define Cap(U ) as in (3) but with r − 2w in place of r. By Proposition 3.8 of [13] , there is a sequence of constants (α n ) ∞ n=1 , bounded away from zero and infinity, such that for some positive constant C, we have
These bounds show that the length and capacity of the loop-erased segment LE((X t ) t∈A i ) are highly concentrated around their means.
In the absence of long loops, the ith segment of the random walk of length r, after loop erasure, looks approximately like the path LE s (A i ) in case 1 and like the path LE((X t ) t∈A i ) in case 2. However, long loops can cause entire segments of length r to get erased. We will use indicator random variables to keep track of the long loops. In case 1, for i < j, let I i,j be the indicator of the event that LE s (A i ) ∩ (X t ) t∈A j = ∅. In case 2, let I i,i+1 = 0 for all i and, for i < j − 1, let I i,j be the indicator of the event that LE((X t ) t∈A i ) ∩ (X t ) t∈A j = ∅. Thus, in both cases, when I i,j = 1, the jth segment of the random walk of length r intersects the loop-erasure of the ith segment. For both cases, let S 0 = {0} and, for j ≥ 1, let
Here S j consists of the indices of the segments that are not erased in the loop erasure through time jr, with the convention that if segment j intersects the loop-erasure of segment i, causing segments i + 1, . . . , j − 1 and parts of segments i and j to be erased, we keep j in S j but not i.
The number of segments not erased through time jr is |S j |, where |S j | denotes the cardinality of S j . Since |LE s (A i )| has mean γ n r in case 1 and |LE((X t ) t∈A i )| has mean approximately γ n n 2 (log n) 5/66 in case 2, the length Y jr of the loop-erased random walk at time jr can be approximated by γ n r|S j | in case 1 and by γ n n 2 (log n) 5/66 |S j | in case 2. More precisely, we have the following result.
n=1 be a sequence of fixed times such that for some constants C 1 and C 2 , we have T n ≤ C 1 |G n | 1/2 for all n in case 1 or T n ≤ C 2 n 2 (log n) 1/2 for all n in case 2. Let
n . Then, there are positive constants C and C ′ such that for all n,
in case 1,
Proof. Equation (41) in section 6 of [12] gives the estimate for case 1. Although (41) in [12] is stated for certain random times rather than fixed times, the arguments leading to this result (which show, for example, that |LE s (A i )| is highly concentrated around its mean, and that the contributions of the gaps of length 3s between the segments A i can be neglected) hold for fixed T as well. The result for case 2 follows from (4), and from Proposition 3.10, Proposition 4.1, and Lemma 4.11 of [13] . Proposition 3.10 of [13] shows that on the complement of an event whose probability is shown in Proposition 4.1 of [13] to be at most C(log n) −1/11 , the only discrepancies between |LE((X t )
T N t=0 )| = Y T N and γ n n 2 (log n) 5/66 |S ⌈Tn/r⌉ | come from the following three sources: (1) There are differences, for i ∈ S ⌈Tn/r⌉ , between |LE((X t ) t∈A i )| and γ n n 2 (log n) 5/66 . By (4), on the complement of an event of probability at most C⌈T n /r⌉(log n) −2/11 , which is of order (log n) −1/11 , the sum of the absolute values of these differences can be bounded above by C ′ ⌈T n /r⌉n 2 (log n) −15/44 , which is of order n 2 (log n) −15/44+1/11 = n 2 (log n) −1/4 . (2) There are differences, for i ∈ S ⌈Tn/r⌉ , between |LE((X t ) t∈A i )| and the number of points from the ith segment of the random walk that end up in the path LE((X t ) Tn t=0 ). By Proposition 3.10 of [13] , these differences add up to at most 2|S ⌈Tn/r⌉ |w, which is of order n 2 (log n) 1/11+η . (3) There are contributions from segments that get only partially erased because of intersections. By Lemma 4.11 of [13] , on the complement of an event whose probability is of order (log log n) 2 (log n) −1/22 , there are at most (log n) 1/22 such contributions, each of order n 2 (log n) 5/66 , so the total contribution is of order n 2 (log n) 1/22+5/66 = n 2 (log n) 1/6−1/22 . These observations give the result for case 2.
Let a n = α −1/2 n , and let b n = α 1/2 n γ −1 n as in Lemma 2.1. Let
Recall that our goal is to find the limit in distribution of (Z n (t 1 ), . . . , Z n (t k )). The next corollary, which follows immediately from Lemma 2.1, relates Z n (t i ) to the sets S j . Corollary 2.2. For i = 1, . . . , k, let t * i = ⌈T n /r⌉, where T n = ⌊a n |G n | 1/2 t i ⌋ in case 1 and T n = ⌊a n n 2 (log n) 1/2 t i ⌋ in case 2. There exist positive constants C and C ′ such that for all i = 1, . . . , k and all n, we have
2.2.
Coupling with the Rayleigh process. We now show how the loop-erased random walk on G n can be coupled with the Rayleigh process. It will suffice to couple the sets S j . We begin by reviewing the coupling between the loop-erased random walk on G n and loop-erased random walk on the complete graph used in [12] and [13] . Let m = ⌈r −2 α −1 n |G n |⌉ = ⌈d −2 n ⌉ in case 1, and let m = ⌊α −1 n (log n) 2/11 ⌋ = ⌊d −2 n ⌋ in case 2. Now, let (ξ i ) ∞ i=1 be an i.i.d. sequence of random variables which have the uniform distribution on {1, . . . , m}. The process (ξ i
The lemma below shows that the S j can be coupled with theS j with high probability. The proof of Lemma 6.3 of [12] gives the bound for case 1, while the bound for case 2 comes from Proposition 4.7 of [13] . The results in [12] and [13] are stated for the case in which the random walk is run for a random time rather than the fixed time t * k , but the same proofs work for fixed times.
Lemma 2.3. Define t * k as in Corollary 2.2.
There exists a coupling of (S j ) ∞ j=1 and (S j ) ∞ j=1 such that for some constant C, we have
Our next step is to couple theS j with a Rayleigh process. Let Π be a Poisson point process with Lebesgue intensity on [0, ∞) × [0, ∞). For all t ≥ 0, define R t by (1) with y = 0. For 0 ≤ i < j, let I ′ i,j be the indicator of the event that there is at least one point of Π in (5) [
Because the rectangles in (5) have area d 2 n and are disjoint, the indicator random variables I ′ i,j are independent and equal 1 with probability 1 − e −d 2 n . Also, conditional onS j−1 = {ℓ 1 , . . . , ℓ |S j−1 | }, the probability thatĨ i,j = 0 for all i ∈S j−1 is 1−|S j−1 |/m and, for all h ≤ |S j−1 |, the probability thatĨ ℓ h ,j = 1 andĨ i,j = 0 for all i ∈S j−1 with i = h is 1/m. Consequently, we will be able to couple theS j and S ′ j by using the following elementary lemma. Because this result is a special case of Lemma 4.5 in [13] , we omit the proof. Lemma 2.4. Suppose 0 < p < 1/j and 0 < q < 1. Suppose V 1 , . . . , V j are random variables such that P (V i = 0 for all i) = 1−jp and P (V i = 1 and V ℓ = 0 for ℓ = i) = p for i = 1, . . . , j. Suppose W 1 , . . . , W j are independent random variables such that P (W i = 1) = q and P (W i = 0) = 1 − q. Then there is a coupling of V 1 , . . . , V j and W 1 , . . . , W j such that
Lemma 2.5. Define t * k as in Corollary 2.2. There exists a coupling of (S ′ j ) ∞ j=1 and (S j ) ∞ j=1 such that, for some constant C, we have
Proof. Let p = 1/m and q = 1 − e −d 2 n . Note that |S ′ j−1 | ≤ j and |S j−1 | ≤ j for all j. By Lemma 2.4, conditional on S ′ j−1 =S j−1 , a coupling can be achieved such that the probability that S ′ j =S j is at least 1 − j|p − q| − j(j − 1)q 2 . Therefore, there is a coupling such that
For all x > 0, we have 0 ≤ e −x − 1 + x ≤ x 2 /2 and 0
and in case 2 for n large enough that d −2 n ≥ 2,
By combining these bounds with (6), we can bound the probability that S ′ j =S j for some j ≤ t * k in both cases by
Because there is a constant C such that t * k ≤ Cr −1 |G n | 1/2 in case 1 and t * k ≤ C(log n) 1/11 in case 2, the result follows.
2.3.
Bounds for the Rayleigh process. Corollary 2.2 bounds the process Z n using the sets S j , and Lemmas 2.3 and 2.5 couple the sets S j and the sets S ′ j . In this subsection, we complete the proof of (2) by using the sets S ′ j to obtain bounds for the Rayleigh process R. Recall that both the Rayleigh process and the sets S ′ j are constructed from the same Poisson process Π. We begin by obtaining a bound which is valid at times that are integer multiples of d n . This is a deterministic bound which follows from the construction of R.
Lemma 2.6. For all nonnegative integers j, we have
We proceed by induction on j. The result is trivial for j = 0. Assume, for some integer j ≥ 1, the result holds for j − 1. We consider two cases.
First, suppose
Now the induction hypothesis gives d n (|S
Alternatively, suppose there is an ℓ ≤ |S ′ j−1 | such that I ′ ℓ,j = 1 and
. Therefore, one can see from the construction that
and again the claim follows.
Lemma 2.7. There is a constant C such that for all n and i = 1, . . . , k, we have
Proof. From the definitions of t * i and d n , we get d n (t * i − 2) ≤ t i ≤ d n (t * i + 1) in both cases for large enough n. For all 0 ≤ s < t, we have R(t) ≤ R(s) + (t − s). Using this fact for the first inequality and Lemma 2.6 for the second, we get
Likewise, this time using Lemma 2.6 for the first inequality,
Therefore, on the event that
Thus, it remains only to bound the probability that (7) fails to occur. However, the event (7) occurs as long as I ′ ℓ,j = 0 whenever j ∈ {t * i − 1, t * i , t * i + 1} and ℓ ≤ t * i + 1. Recall that the random variables I ′ ℓ,j are nonzero with probability 1 − e −d 2 n ≤ d 2 n , so the probability that (7) fails to hold is at most 3(t * i + 1)d 2 n . The result now follows from the definition of d n and the fact that there is a constant C such that t * k ≤ Cr −1 |G n | 1/2 in case 1 and t * k ≤ C(log n) 1/11 in case 2. Proof of (2) . By Lemmas 2.3 and 2.5, there is a coupling of (S j ) ∞ j=1 and (S ′ j ) ∞ j=1 such that for some constant C,
Combining this result with Corollary 2.2 and Lemma 2.7, we get that there are constants C 1 , C 2 , C 3 , and C 4 such that for all n and all i = 1, . . . , k,
Thus, in both cases max
and the convergence in (2) follows (see, for example, Corollary 3.3 in chapter 3 of [2] ). Because 0 < inf α n ≤ sup α n < ∞ and 0 < inf γ n ≤ sup γ n < ∞. we have 0 < inf a n ≤ sup a n < ∞ and 0 < inf b n ≤ sup b n < ∞, as claimed.
Relative compactness
To complete the proof of Theorem 1.1, it remains to show that the sequence of processes (Z n ) ∞ n=1 is relatively compact. The sequence of processes (Z n ) ∞ n=1 is relatively compact if the following two conditions hold (see Corollary 7.4 in chapter 3 of [2] ):
(1) For all ǫ > 0 and t ≥ 0, there is a compact set K such that
(2) For all ǫ > 0 and T > 0, there is a θ > 0 such that
and {t i } ranges over all sequences (t i ) m i=0 with m ≥ 1 such that 0 = t 0 < · · · < t m−1 < T ≤ t m and min i (t i − t i−1 ) ≥ θ. Property 1 follows immediately from the convergence in distribution of Z n (t) to R(t). Therefore, our goal in this section is to prove property 2.
For t ≥ 0, define g(t) = ⌊a n |G n | 1/2 t⌋ in case 1 ⌊a n n 2 (log n) 1/2 t⌋ in case 2. Also, let L n = a n |G n | 1/2 in case 1 a n n 2 (log n) 1/2 in case 2 and
We now choose the points (t i ) m i=0 . Suppose T , θ, and ǫ are fixed. Let t ′ i = 0. For positive integers i, let
This means that at the time g(t ′ i ), the random walk (X t ) t≥0 completes a long loop, causing a downward jump in the process (Z n (t), t ≥ 0) at time t ′ i . Since t ′ i ≥ t ′ i−1 + θ for all i, we can choose the points (t i ) m i=0 to coincide with the t ′ i , and add additional points in the gaps between the t ′ i when the gaps have length greater than 2θ. More precisely, it is possible to choose 0 = t 0 < · · · < t m−1 < T ≤ t m such that θ ≤ t i − t i−1 ≤ 2θ for i = 1, . . . , m and, if t ′ j ≤ T , then t ′ j = t i for some i. Note that with this construction, if t i does not equal t ′ j for some j, then the open interval (t i − θ, t i+1 ) can not contain any of the t ′ j . We will use the sequence (t i ) m i=0 to upper bound the right-hand side of (8). If t < u, then we need both an upper bound for Z n (u) − Z n (t), which will show that the loop-erased path does not grow too quickly, and an upper bound for Z n (t) − Z n (u), which will show that the loop-erased path does not decrease in length too quickly. The bounds for Z n (u) − Z n (t), provided in Lemmas 3.1 and 3.3, are relatively straightforward. Obtaining an upper bound for Z n (t) − Z n (u) is more difficult because the length of the loop-erased random walk jumps down at the times when the random walk makes long loops. However, because the points t ′ i are chosen to coincide with these jumps, the right-hand side of (8) will only be large if the process Z n makes two jumps that are close together in time. This will typically happen only if the random walk makes two nested long loops within a short time, as we show in Lemma 3.5, and we will bound the probability of getting two long loops within a short time in Lemma 3.6. Note that Lemmas 3.1, 3.5, and 3.6 imply Property 2 in case 1, while Lemmas 3.3, 3.5, and 3.6 imply Property 2 in case 2. Theorem 1.1 follows.
3.1. Bounding the growth of the loop-erased walk. For case 1, the necessary bound on the growth of the loop-erased random walk follows easily from the fact that the length of the loop-erased walk can grow by at most one on each time step.
Lemma 3.1. In case 1, there is a constant C such that if ǫ > 0 and θ < ǫ/C, and if
for some constant C, which implies the lemma.
For case 2, this trivial bound is insufficient, and we must make use of the fact that the length of the loop-erasure of a random walk segment of length r is typically of order r/(log r) 1/3 . Recall that A i = {(i − 1)r, . . . , ir − 1}. Let ℓ = ⌈g(T + 2θ)/r⌉. Let η > 0, and let w = ⌊n 2 (log n) η ⌋. It follows from the proof of Proposition 4.1 of [13] that for sufficiently large n, outside of an event of probability at most C(log n) −1/11 , the random walk (X t ) g(T +2θ) t=0 satisfies the following conditions: (1) Every interval [t, t + w] with 0 ≤ t ≤ g(T + 2θ) − w contains a local cutpoint, that is, a point u such that {X u−2τn , . . . , X u−1 } ∩ {X u+1 , . . . , X u+2τn } = ∅. (2) For all i ≤ ℓ, if s, t ∈ A i with s + 2τ n ≤ t, then X s = X t . To define the time indices retained after loop-erasure, for positive integers u ≤ v, let σ
Let W (u, v) be the set of times σ u,v i , so the path LE((X t ) v t=u ) consists of the points (X t ) t∈W (u,v) . We then have the following result.
Lemma 3.2. Suppose the two conditions above hold. Then for all t ≤ g(T + 2θ) and all
Proof. We use ideas from the proofs of Lemma 3.9 and Proposition 3.10 in [13] . Because |W (0, t)∩ A j | = 0 for t < (j − 1)r and t → |W (0, t) ∩ A j | is nonincreasing for t ≥ jr − 1, we may assume that (j − 1)r ≤ t ≤ jr − 1. Let
which is the first time during the jth segment of length r after which there are no more intersections involving earlier segments. Then W (0, t) ∩ A j = W (z − 1, t) because the indices (j − 1)r, . . . , z − 2 get erased at time z − 1. By Property 1 above, if z − 1 ≤ g(T + 2θ) − w, the interval [z − 1, z − 1 + w] has a local cutpoint, which we call u. Using also Property 2, we get W ((j − 1)r, t) ∩ {u, . . . , t} = W (z − 1, t) ∩ {u, . . . , t}.
Therefore, |W (0, t) ∩ A j | ≤ |W ((j − 1)r, t) ∩ {u, . . . , t}| + w. It follows from Property 2 that |W ((j − 1)r, t) ∩ {u, . . . , t}| ≤ |W ((j − 1)r, t)| ≤ |W ((j − 1)r, jr − 1)| + 2τ n = |LE((X t ) t∈A j )| + 2τ n , which gives the result. Lemma 3.3. In case 2, there is a constant C such that if ǫ > 0 and θ < ǫ/C, then for sufficiently large n, P max
Proof. By (4) and Lemma 3.2, there are constants C 1 and C 2 such that with probability at least 1 − C 1 (log n) 1/11 , we have |W (0, t) ∩ A j | ≤ C 2 n 2 (log n) 5/66 for all t ≤ g(T + 2θ) and all j ≤ ⌈g(T + 2θ)/r⌉. Suppose t i−1 ≤ t < u < t i for some i. We have
It follows that there is a constant C 3 such that the number of segments A j of length r = ⌊n 2 (log n) 9/22 ⌋ that intersect [g(t) + 1, g(u)] is at most C 3 (log n) 1/11 θ. Therefore, with probability at least 1 − C 1 (log n) −1/11 , we have
The result follows by choosing C > C 2 C 3 sup n b n and n large enough that C 1 (log n) −1/11 < ǫ.
3.2.
Bounding the probability of nearby long loops. We now work towards bounding the probability that Z n (t) − Z n (u) ≥ ǫ if t i−1 ≤ t < u < t i for some i ≤ m. The next two lemmas show that we typically only have Z n (t) − Z n (u) ≥ ǫ if the random walk makes two long loops within a short time.
This is only possible if a portion of the path at time g(t) of length at least M n ǫ is erased by time g(u). This means that there are integers v and w satisfying g(t) < v ≤ g(u) and w ≤ g(t) − M n ǫ such that X v = X w ∈ LE((X s ) v−1 s=0 ). Let x = inf{y : g(y) = v}. By (9) , either x = t ′ j or t ′ j < x < t ′ j + θ for some j. Proceeding by contradiction, suppose we do not have t i−1 = t ′ j for some j. Then, as previously observed, the interval (t i−1 − θ, t i ) does not contain any of the t ′ j . However, this contradicts the facts that t ′ j ≤ x < t ′ j + θ and t i−1 < x < t i . Also, for such k, and for all nonnegative integers ℓ such that (k + 1)δ n + ℓL n θ ≤ g(T + 2θ), let D k,ℓ = {(k + 1)δ n + ⌊ℓL n θ⌋, (k + 1)δ n + ⌊ℓL n θ⌋ + 1, . . . , (k + 1)δ n + ⌊(ℓ + 3)L n θ⌋ + 1}.
Note that if A occurs, there must exist integers j, k, and ℓ with k ≥ j + 2 and ℓ ≥ 0 such that
, and X v 2 = X v 3 . In particular, (X t ) t∈D k,ℓ intersects both (X t ) t∈B j and (X t ) t∈B k . The number of positive integers k such that (k − 1)δ n ≤ g(T + 2θ) is at most 1 + g(T + 2θ)/δ n , and the number of nonnegative integers ℓ such that ℓL n θ ≤ g(T +2θ) is at most 1+g(T +2θ)/L n θ. Therefore, there is a constant C 1 such that the number of triples (j, k, ℓ) that we must consider is at most
In cases 1 and 2, when k ≥ j + 2 and ℓ ≥ 0, for sufficiently large n there is a gap between B k and B j of length greater than τ n and a gap between B k and D k,ℓ of length greater than τ n . Therefore, in case 1, it follows from Lemma 5.2 and equation (8) of [12] that there is a constant C 2 such that the probability that (X t ) t∈D k,ℓ intersects both (X t ) t∈B j and (X t ) t∈B k is at most C 2 (L n θ) 2 (M n ǫ) 2 /|G n | 2 . Likewise, in case 2, it follows from Proposition 3.5 of [13] that there is a constant C 3 such that the probability that (X t ) t∈D k,ℓ intersects both (X t ) t∈B j and (X t ) t∈B k is at most C 3 (L n θ) 2 (M n ǫ) 2 /(n 8 (log n) 2 ). Putting together these bounds, we see that in case 1, we have
n |G n | 2 ≤ C 4 θ for some constant C 4 . Likewise, in case 2, we have
for some constant C 5 . These bounds imply the lemma.
