Introduction
Unravelling the genetic influence on phenotypic differences in human is often difficult due to the genetic and cultural heterogeneity of the populations. One approach to the problem has been to use appropriate animal models to pinpoint candidate genes for more focused further investigations. For example, the mouse model has been extensively used in quantitative trait loci (QTL) mapping. Mouse is relatively inexpensive to maintain and breed. In addition, it has a high rate of reproduction. The importance of mice in genetic studies has been established through the work of Lucien Cuénot, a French geneticist, who demonstrated Mendelian inheritance in mammals using the inheritance of coat colours in mice [1] . Castle and Allen [2] often earned a credit for this success from their work published in 1903. Lucien Cuénot later on also demonstrated that a gene has multiple alleles [3] and that some alleles can be lethal, using the yellow allele of the agouti gene A" [4] . Castle and Little [5] confirmed this observation through their work and gave an explanation in 1910. Nowadays, developed mouse strains serve as primary models for many studies in human diseases, such as obesity, diabetes and cancer.
Ideally, the objective of the experiment is to identify susceptibility genes that contribute to the variation of a phenotype. However, in practice, such an ambitious aim is often reduced to identifying the genomic regions in which attributed genes are lying. Therefore, it is desirable to form an association between the phenotypic variation and such informative genomic regions. Classical methods of QTL mapping includes interval mapping [6] , composite interval mapping [7, 8] , and multiple QTL mapping [9, 10] . Recently, model-selection methods via the information criteria, for example, AIC [11] , BIC [12] have received considerable attention in QTL mapping [13] [14] [15] [16] [17] [18] [19] [20] . In particular, Broman and Speed [14] proposed a modification of the BIC criterion, called BIC δ to overcome the overestimation of the number of QTLs when using the traditional BIC. However, the modification depends on the sample size. Namely, the authors obtained an appropriate value of δ via extensive Monte Carlo simulations, whose value changes with the sample size. In other words, unless the sample size of the study coincides with one that has already been considered, the Monte Carlo simulations have to be carried out again in order to determine the value of δ. Bogdan et al. [19] proposed another version of BIC modification, called mBIC, which includes an extra penalty term that depends on the number of markers and the choice of prior on the QTL numbers. Baierl et al. [20] modified the mBIC by adjusting its penalty and applied the method to intercross experiments. In short, all of the BIC modifications depend on several factors, such as sample size, prior distribution, and the type of experiment; thus, it is not easy to adopt a unified approach along these lines that can apply to all the cases.
The fence method [21, 22] was motivated by the limitations of the information criteria when applied to non-conventional situations, even though the method has been shown to be very competitive to traditional methods in the conventional settings as well. In particular, the adaptive fence procedure is a data driven procedure to determine an optimal tuning parameter. In terms of QTL mapping, once a parsimonious model is determined, the corresponding QTL number and locations can be identified. This method does not suffer from the limitations of the above-mentioned methods based on BIC modifications. For example, although it is beyond the scope of this study, the method is potentially useful to human genetics, in which selection of the variance components can be essential.
It should be pointed out that there are a number of differences between the model-selection approach to QTL mapping and the traditional regression variable selection. First, the regressors used in the QTL mapping, namely, the genotype indicators corresponding to the markers, are usually correlated (typically a Markov chain). Such correlations are expected to have an impact on the variable selection (here, the variables correspond to the markers) in that if a marker is identified as a QTL, its neighbouring markers also have a (good) chance to be selected, due to the correlation, especially when the distance between markers is small. Second, the signals at the true QTLs are typically fairly weak, for example, heritability of 50% or less. Finally, the number of potential markers to be examined is typically fairly large, leading to a large number of evaluations for the all-subset selection. For example, Broman and Speed [14] considered QTL mapping in a backcross experiment with nine chromosomes, each with 11 markers. This led to a (conditional) linear regression model with 99 candidate variables, one corresponding to each marker. In fact, these difficulties have led the authors to modify the traditional BIC criterion for regression variable selection in order to apply it to QTL mapping problems (see below for more details).
We similarly treat the QTL mapping as a model-selection problem, but our approach is based on the fence method, which is attractive in this situation due to its flexibility and data-driven optimality [21, 22] . On the other hand, the fence, especially the adaptive fence, encounters computational difficulties when applied to QTL mapping due to the potentially large number of markers, as mentioned above. For example, in the aforementioned backcross experiment considered in [14] , the fence would require up to 2 99 evaluations of the measures of lack-of-fit, and the adaptive fence would need to do the same for every bootstrap sample.
Downloaded by [University of California Davis] at 17:35 19 November 2012
To overcome this computational difficulty, we propose to use a variation of the fence, known as the restricted fence (RF; [23] ) for QTL mapping. We focus on the backcross experiment for the sake of simplicity, with a variety of settings that include different QTL numbers and locations, on markers or between flanking markers. In Section 2, we introduce a statistical model for the QTL mapping and show how to implement the RF to the current situation. A numerical algorithm is also provided. The performance of the RF is illustrated by a series of simulation studies in Section 3 where we also compare the RF with the BIC δ method. We conclude with a discussion in Section 4 that includes additional simulation results regarding comparisons with the shrinkage methods for variable selection.
A statistical model, method, and algorithm

A statistical model for backcross experiments
In human and mouse during meiosis, crossovers may occur on autosomal chromosomes. This recombination process mixes up the genetic materials that are passed from the parents to their offspring. As a result, the genetic contribution that the offspring have inherited from their ancestors is a random mosaic of genetic segments. In experimental studies, the segregation of a trait can be studied using the crosses between inbred strains, for example, backcross or intercross. These are the standard approaches for dissecting an heritable trait that is based upon the cross of two inbred strains which show a large difference in their phenotypic values. More specifically, an outcross between these two inbred strains will be performed to obtain the first filial generation or F 1 . All individuals within the same inbred strain are genetically identical and homozygous at all loci throughout the genome, hence the F 1 offsprings are heterozygous at all loci at which the parental strains differ. The choice of which of the two original inbred strains to use depends on the variability of the phenotype. Larger phenotypic variability usually means larger heritability, h 2 , hence a larger chance of detecting QTLs. The backcross is obtained by mating the F 1 offspring with either one of the original inbred strains. As a result, there are two possibilities, QQ (homozygous) and Qq (heterozygous) genotypes, in a backcross design [13, 24] .
Let y i denote the phenotypic value of individual i, and let x ij = 1 (homozygote) or x ij = 0 (heterozygote) be the genotype of individual i at marker j. It is assumed that, within the same chromosome, the x ij 's follows a Markov chain model with transition probabilities
where θ j is the recombination fraction between markers j and j + 1; and that P(
in accordance with Mendel's rules. As pointed out by Broman and Speed [14] , the QTL identification may be viewed as a model-selection problem. Considering the case where QTLs are on the markers, these authors employed an additive model, conditional on the genotypes:
where S is a subset of the indices corresponding to the marker regressors. The errors, i , are assumed to be independent and distributed as N(0, σ 2 ), where σ 2 is an unknown variance. We also extend our investigation to the case in which QTLs are no longer at markers. In other words, only markers near but not exactly at functional polymorphisms are genotyped; more specifically, the QTLs are located in the middle of their flanking markers. 
where b * is the effect of the putative QTL expressed as a difference in effects between the homozygote and heterozygote, x * i is an unobservable indicator variable, taking a value 1 or 0 depending on the genotype of the QTLs under consideration. Given the genotypes of the two flanking markers j and j + 1, one can calculate the probability of x * i being one or zero. Namely (e.g. [25, Chapter 15] 
where θ 1 , θ 2 are the recombination fractions between markers j, j + 1 and the putative QTL, and
In particular, when recombination fraction θ between markers j and j + 1 is small, we have θ ≈ θ 1 + θ 2 . More specifically, θ 1 = θ 2 = θ/2 when the QTL is in the middle of the two flanking markers. The performances of the RF and BIC δ methods are, again, examined through simulation studies. Furthermore, because only the markers are considered as regressors in the class of candidate models, the true model, that is, model that includes all the true QTLs and nothing else, is not among the ones in model space. Therefore, we use the closest approximation as the basis for our evaluations of these methods. Some further results are deferred to appendix.
RF method
A key issue in statistical model selection is how to strike a balance between model fit and complexity. This is an issue because, with a sufficiently complex model, one can expect that the model will fit well to the data. However, this does not mean that such a model is very useful, because other aspects of the model, such as simplicity, also need to be considered. The traditional information criteria, for example, AIC [11] , BIC [12] , handle the balance between model fit and complexity by a criterion function of the form c(M) =Q(M) + λ n |M|, where M represents a candidate model, Q(M) is a measure of lack-of-fit in the sense that the value ofQ(M) decreases as the complexity of M increases (the detailed definition ofQ(M) is given below). Furthermore, |M| denotes the dimension of M in terms of the number of free parameters; thus |M| increases as the complexity of M increases. Finally, λ n is a penalty to the model complexity, which may depend on the sample size n. The optimal model is the one that minimizes c(M) among all candidate models M. It is seen that the information criteria attempt to balance the model fit, and model complexity, by considering a weighted sum ofQ(M) and |M|, where the weight is determined by the penalty λ n . Despite the popularity of the information criteria, it is known that these criteria may not work well when applied to non-conventional situations. For example, Broman and Speed [14] found that the BIC, for which λ n = log(n), is under-penalizing when applied to backcross experiments. As a consequence, the method tends to include many extraneous markers or false discoveries. The authors proposed a modified version of BIC, called BIC δ , and showed that it works much better (see below for more detail). Jiang et al. [21] and complexity, known as fence methods. The authors noted that the issue is similar, in a way, to the type I and type II errors in hypothesis testing, in which one type of errors goes up as the other type goes down. It is customary, in hypothesis testing, to control the type I error by the level of significance, α. One then tries to reduce the type II error given that the type I error is bounded by α. The fence uses a similar idea to control the model fit, in terms of a upper bound forQ(M). Given thatQ(M) is within the upper bound, the fence tries to find the least complex model. The upper bound forQ(M) is called a fence or barrier. A model is within the fence if itsQ(M) is less than or equal to the upper bound. Once the fence is constructed, the optimal model is selected from those within the fence according to a criterion which can incorporate quantities of practical interest. Here, we consider simplicity of the model in terms of minimum |M| as the only criterion to select a model within the fence. Using the mathematical notation, the fence is constructed via the following inequalityQ
where
is a measure of lack-of-fit, y represents the vector of observations, M indicates a candidate model, and θ M denotes the vector of parameters under M. Here by lackof-fit, we mean that Q M satisfies the basic requirement that E(Q M ) is minimized when M is a correct model, and θ M the true parameter vector under M.
is an estimate of the standard deviation ofQ M −QM. The tuning constant c n on the right side of Equation (2) can be chosen using an adaptive procedure. The calculation ofQ M is often straightforward. For example, in many cases, Q M can be chosen as the negative log-likelihood or residual sum of squares (RSS). On the other hand, the computation ofσ M,M can be quite challenging. Even if an expression can be obtained forσ M,M , its accuracy as an estimate of the standard deviation cannot be guaranteed in a finite sample situation. For such a reason, this step of the fence method has complicated its applicability to many areas. Jiang et al. [22] developed a simplified adaptive fence (SAF) procedure that avoids such difficulties. In the SAF procedure, the fence inequality (2) is replaced bŷ
It appears that the only difference is the disappearance ofσ M,M from the right side of Equation (2). In fact, this term is merged into the tuning constant c n , which is then chosen adaptively in the same way as in [21] . In [22] , the SAF is shown to be consistent under suitable regularity conditions, and have outstanding finite sample performance. However, even with the SAF procedure, one may still encounter computational difficulties when applying the fence method to high-dimensional problems as is often the case in QTL mapping. To overcome this computational difficulty, Nguyen and Jiang [23] proposed the following variation of the SAF, known as the RF. The idea may be viewed as a combination of the idea of the restricted maximum likelihood (REML; [26] ) and the SAF. First, we apply a transformation to the data that is orthogonal to a (large) subset of candidate variables to make them not participate in the model. The SAF is then applied to the remaining (small) subset of variables. The term 'restricted' is used because the first step of the proposed procedure involves the same transformation of the data as in REML [26, p. 13] ; however, there is no estimation of the variance components. We show how to implement the RF method to the backcross experiment using an example.
Broman and Speed [14] considered a model-selection problem in QTL mapping in a backcross experiment, which is a special case of Section 2.1 with nine chromosomes, each with 11 markers. This led to a (conditional) linear regression model (1) is a subset of S, and S 2 = S \ S 1 . For example, S 1 may correspond to the subset of markers belonging to the first half of the first chromosome and S 2 the rest of the markers. Then, the model can be expressed, in matrix form, as
Note that, by applying the transformation A to the data, the matrix X 2 , which is often chosen to be of much higher dimension than X 1 is opted out of the model. Thus, one can apply the SAF to the subset of markers corresponding to X 1 , which is usually in much lower dimension, using z = A y as the data. Also note that the explicit form of the transformation matrix A is usually not needed for the application of the fence method. For example, if Q M is chosen as RSS, then it can be shown that the measure of lack-of-fit based on z = A y iŝ
with P X ⊥ 2 [23] , and the estimator of β 1 is given bŷ
Furthermore, for the SAF procedure, one can bootstrap under the full model restricted to S 1 without having to know or estimate β 2 . In fact, the bootstrap version ofQ M is given bŷ
where * is the vector of bootstrapped errors [23] . In Section 3, we apply the RF to each half chromosome. The SAF is then applied to all the markers that are picked up by the RF (from all of the half-chromosomes) in order to identify the final QTLs. The detailed steps are given below as a numerical algorithm for the RF procedure.
Algorithm
(1) For the candidate variables
Apply the SAF (stage 1) using the measure of lack-of-fit (4) to select the variables among x j , j ∈ S 1 . The SAF consists of the following steps: (i) Estimating the parameters under the restricted full model (= {x j , j ∈ S 1 }). Example 1 In the backcross experiment considered in [14] , J is the total number of markers, that is, J = 99. We may let T 1 be the subset of the first six markers on chromosome 1, T 2 be the subset of the last five markers on chromosome 1, T 3 be the subset of the first six markers on chromosome 2, and so on. Thus, q = 18 in this case. In step (2), S 1 = T 1 consists of six markers, and S 2 is the rest of the 99 − 6 = 93 markers. Then, in Step (3), S 1 = T 2 and S 2 is the rest of the markers; thus, S 1 , S 2 consist of five markers and 99 − 5 = 94 markers, respectively, and so on.
Simulation studies
We carry out a number of simulation studies for the same backcross experiment considered in [14] . The number of progeny is chosen as n = 500, 750, or 1000. Nine chromosomes are considered. It is assumed that the length of each chromosome is 100 cm. Eleven equally spaced markers (at a spacing of 10 cm) are genotyped. The recombination process is assumed to be without crossover interference. The Haldane recombination function is applied to compute the recombination rate. The marker data are assumed to be complete and without errors. The number of underlying QTLs is either 7 or 9. In the 7-QTL case, equal effects, |β| = 0.76 at each QTL, are examined. The setting is similar to that of [14] . The first 2 QTLs are located at fourth and eighth markers of the first chromosome. These 2 QTLs have coupling link (i.e. their effects have the same sign). The next 2 QTLs are located at fourth and eighth markers of the second chromosome, but have repulsion link (i.e. their effects have the opposite sign). The next 3 QTLs are located at sixth, fourth, and first markers of the third, fourth, and fifth chromosomes, respectively. The last four chromosomes contain no QTL. The errors are normally distributed with mean 0 and σ = 1. As a result, the heritability of the trait which is the proportion of the variance attributed by genetic effects with respect to the total phenotypic variance is 50% (see the appendix). In the 9-QTL case, the first 7 QTLs are the same as in the previous case, and the last 2 QTLs are located at the first and sixth markers of the sixth chromosome. These 2 new QTLs on the sixth chromosome have a coupling link. To maintain the heritability at 50%, the effects of these 9 QTLs are reduced to 0.636. There are 100 simulation replicates in each case.
We compare the RF method with the BIC δ method, proposed by Broman and Speed [14] . The latter authors modified the traditional BIC procedure by adding an additional tuning parameter δ to the penalty part. The method aims to minimize the criterion function:
where M denotes a candidate model, RSS(M) is the RSS under model M, and |M| is the dimension of M. Note that if δ = 1, (7) becomes the BIC. Regarding the choice of δ, the authors suggested δ = 2L/ log 10 (n), where L denotes a threshold, namely, the 95th percentile of the maximum of the log of odds (LOD) scores, across the whole genome, under the null hypothesis that there is no QTL, which is determined through Monte Carlo simulations. Due to the high dimensionality in QTL mapping, Broman and Speed [14] incorporated forwardselection and backward-elimination procedures with BIC δ . Their most recommended procedure is forward/backward BIC δ . They also suggested using 25% of the candidate variables as the stopping rule for the forward selection, and then performing backward elimination. This means, for example, in the case of 99 (markers) covariates, the forward selection will include variables sequentially until 25 markers are picked up, and then backward elimination is applied. The optimal model is selected as the one with the minimum BIC δ . However, to avoid missing relevant markers since here the signals are expected to be weak, we instead use a 50% stopping rule in the simulation experiments. 
QTL on the marker
Here, we consider the case when putative markers are completely linked to the QTLs. As mentioned earlier, for complex traits, several susceptibility genes may influence phenotypic variation simultaneously, such that the effect of each gene is rather small. As a consequence, it is difficult to detect the QTLs. Implicitly, this problem emerges while applying the RF procedure in finding the QTLs, especially in the case of moderate sample size. Therefore, we propose some practical adjustments while applying the fence methods to genetic applications in general.
First, we smooth the plot of p * vs. c n to remove the noise due to the bootstrap sampling, where p * is the highest empirical probability that a model is selected [22] . Here, the smoothing function loess() in R is used. Figures 1-3 help to explain why such a smoothing step is helpful. For example, consider the row2-column2 plot of figure 1, without the smoothing, the small peak due to noise (near c n = 5) would have been mistakenly identified as the first peak (see below). Figure 1 includes the plots of p * vs. c n of SAF (stage 1) in the steps 2 and 3 described in the algorithm. These nine plots are corresponding to the nine first halves of the nine chromosomes under the consideration. For example, the row1-column1 plot is the SAF applied to the first six markers of chromosome 1. As expected, we picked up 1 QTL (one peak in the plot) from this consideration. In the row1-column2 plot, the first five markers of the chromosome 2 are considered. Similarly, we expect one peak in the plot to confirm there is 1 QTL within this region; the fourth marker has a signal β = 0.76 in the simulation setting. The row1-column3 plot is the plot for the first five markers of the chromosome 3. Since there is no QTL in this region -none of these five markers has any signal (the β's are zero) -one expects no peak in this plot, which is the case here. Similar explanation could be applied for the other six plots in this Figure 1 . Likewise, in Figure 2 , the nine plots are for the nine second halves of the nine chromosomes being considered. The explanations of these plots are similar to those in Figure 1 . Also in Figure 2 , the plots row2-column3, and row3-column1 show a small peak that smoothing seems not to be able to remove. The reason is that the smoothing parameter has to be chosen a priori for the entire 100 simulation runs; thus, such encounters cannot always be avoided. Our goal is to use the smoothing to screen tiny peaks as many as possible. Still, with such small peaks, the SAF (stage 1) may pick up some extraneous markers or false discoveries. Therefore, we need the use of SAF one more time (stage 2) on the markers selected from the stage 1. The stage 2 SAF will help eliminate such false discoveries.
Second, instead of choosing c n at which p * is the highest, we select c n based on the 'first significant peak' criterion. This adjustment is necessary in the case of weak signals. As discussed in [21] , with an extremely large value of c n , the smallest model is always selected. Now move along the curve from the right to the left, equivalently from large to smaller c n , every time some QTLs enter the model we would encounter a peak in the curve. Thus, it is reasonable to think of the leftmost peak, or first peak, as the place where the last QTL(s) is included into the model. This interpretation is supported by Figure 3 . More specifically, Figure 3 smoothing. The upper right plot is the same one with smoothing. As mentioned, smoothing helps remove false discoveries that could happen in some cases due to the noise from bootstrapping technique. In the lower left plot, the first significant peak is identified. Without using the 'first significant peak' adjustment, this peak is mistakenly missed. The lower right plot shows the case where the highest peak is also the first peak. In fact, this is what one expects to see in the case of strong signal or larger sample size. Unfortunately, it is rarely seen in the case of weak signal or moderate/small sample size. The plots for the 9-QTL case are very similar (except that there are more peaks), and therefore omitted.
Results obtained from the RF method are compared with those of the BIC δ method proposed by Broman and Speed [14] . The latter authors suggested the values of δ as 2.56, 2.1, and 1.85 for n = 100, 250, and 500, respectively. We obtained the similar values (using the same number of simulation runs -50,000) at the 97.5th percentile threshold. To the best of our knowledge, the LOD scores rely on the asymptotic distribution of the likelihood ratio statistic which has an asymptotic χ 2 distribution (not the t-distribution). Therefore, the error rate, that is, α = 0.05, should be used for the one-tail alternative. In other words, the 95th percentile threshold would be more accurate than the 97.5th percentile threshold. In fact, we obtained δ values at the 95th percentile as 2.23, 1.85, 1.64 for n = 100, 250, and 500, respectively. The results based on these δ values have shown better performance in our simulation studies (Tables 1-4) . We also obtained the value of δ for the cases of n = 750 and n = 1000 for our simulation settings. Table 1 . Note: Heritability 40%. Notations are same as in Table 3 .
noted that the cases in which the procedure detects all true QTLs plus some extraneous markers, or false positives, do not count for % TP); (ii) M(SD)TP denotes the mean (standard deviation) of the number of the true QTLs that are detected; and (iii) M(SD)FP denotes the mean (standard deviation) of the number of false positives. The simulation results are summarized in Table 1 . In the case of sample size n = 500, the RF is very competitive to the forward/backward BIC δ , for example, 82% vs. 84% by %TP. The average number of true positives is slightly better in BIC δ Downloaded by [University of California Davis] at 17: 35 19 November 2012 compared to that of the RF, 6.82 vs. 6.89 in (ii) (the target is 7 QTLs). However, the average number of false positives in the RF is slightly less than that of the forward/backward BIC δ , 0.16 vs. 0.19. As for n = 750, the RF is almost perfect in all three criteria while the forward/backward BIC δ is not reaching the same results comparatively; more specifically, 98% vs. 94% in (i); 6.98 vs. 7 in (ii); and 0.02 vs. 0.07 in (iii). As noticed, the gap of false discoveries is more than three-fold larger for the forward/backward BIC δ compared to the RFs. It appears that overfitting occurs in the forward/backward BIC δ procedure. This results in a slightly better performance in (ii), yet much worse in (iii). Following Broman and Speed's [14] extended criterion of QTL detection, that is, a marker is detected as QTL if it is within 10 cm (B.1 column, Table 1 ) or 20 cm (B.2 column, Table 1 ) from the true QTL, we also found that RF overall performs better than the forward/backward BIC δ (see Table 1 for more details). Table 2 reports the results for the 9-QTL case and the observations are similar.
QTL in the middle of two flanking markers
So far in the simulation study, an ideal situation has been considered, that is, the QTLs are genotyped. However, such a situation is hardly practical. Under a more realistic scenario, one would genotype markers that are only partially linked to the QTLs. In other words, only genetic markers near functional polymorphisms are genotyped. Note that the markers do not by themselves associate with the phenotypic variation. However, since the markers are linked to the functional polymorphism, which in turn is correlated with the phenotype, one may observe associations between the markers and the phenotype. Clearly, the chance of establishing an association between the markers and the trait depends on the strength of the linkage between the functional (20.5) polymorphism and the markers. Thus, the most challenging situation would be when the QTLs reside in the middle of two markers. This is our focus in this section. The simulation settings are similar to those of the previous section except that the locations of QTLs are no longer at the markers. More specifically, each QTL lies on the midpoint of its two flanking markers. So, in the 7-QTL case, the first QTL is at the midpoint of the fourth and fifth markers of the first chromosome. Similarly, for the second QTL, its flanking markers are the eighth and ninth markers of the first chromosome, and so on. The 9-QTL case is similar. With the same effects (e.g. coefficients) as the previous section, the empirical heritability is 40% in both the 7-QTL and 9-QTL settings.
As mentioned above, the true model that includes all the true QTLs (lying in the middle of two flanking markers) is not among the model candidates being considered (the model candidates involve markers only). Thus, we evaluate the performance of our method (RF) and the comparing method, BIC δ , based on the closest approximating selected model. That is, a (putative) QTL is detected if a selected marker (from RF or BIC δ procedure) is either one of the flanking markers of the particular QTL. The results are summarized in Table 3 for the 7-QTLs case. More specifically, in the case of n = 500, the BIC δ performs slightly better than the RF in the first two criteria: 53% vs. 59% in (i); and 6.4 vs. 6.63 in (ii). The RF and BIC δ perform very closely in (iii), 0.56 vs. 0.57, respectively. When the sample size increases, n = 750, the RF outperforms 76% vs. 53% in (i); 6.75 vs. 6.91 in (ii); and 0.27 vs. 0.6 in (iii), compared to BIC δ . Again, RF performs much better and BIC δ in (i) and (iii) in the larger sample size case. Similarly, the overfitting of BIC δ leads to a slightly better result in (ii). As in the previous section, with the extended criterion of QTL detection (see columns B.1 and B.2 in Table 3 ), we found the false positives of the BIC δ can be somewhere from 6 times to more than 20 times higher than those of the RF, for example, 0.05 vs. 0.33 in column B.1, and 0.03 vs. 0.79 in column B.2. An important observation is that, unlike the previous case where the QTLs are on the markers, here the performance of BIC δ does not seem to improve (actually, in most cases, it gets worse) when n increases. On the other hand, the RF always performs better when the sample size increases.
Discussion and further simulation results
In this article, we evaluate the performance of a model-selection procedure based upon three criteria: (i) % of true model detection; (ii) mean number of true QTLs identified or positive discoveries; (iii) mean number of false QTLs selected or false discoveries. In the case of moderate sample size, that is, n = 500 for the 7-QTL case, or n = 750 for the 9-QTL case, the RF performs competitively with the BIC δ in the first and third criterion. However, BIC δ performs slightly better than the RF in the second criterion. This is partially due to the overfitting of BIC δ while the fence tends to be more conservative in picking up a putative QTL, especially in the situation of weak signal or moderate/small sample size. As a consequence, the RF does a much better job in the Table 5 .
third criterion, the false discoveries. As the sample size increases, the RF performs much better in the first and third criteria, and very close in the second. These observations hold in both settings -QTLs on the markers, and QTL in the middle of two flanking markers. We would like to remark that in the case where QTLs are in the middle of flanking markers, the performance of the RF method improves as the sample size increases, while that of the BIC δ method does not; in fact, when n increases from 500 to 750 in the 7-QTL case, or 750 to 1000 in the 9-QTL case, the performance of BIC δ gets worse (see Tables 3 and 4) .
This study focuses on additive models in the backcross experiment. This means that only main effects are examined. On the other hand, epistatic effects are known to play important roles in many traits [16, [27] [28] [29] [30] . This would result in a very high-dimensional problem if all the interactions are taken into account simultaneously. For example, in our simulation setting where there are 99 markers (main effects), if all the two-way interaction terms are included, the dimension would go up to 4950, hence p n. In our preliminary work, we have studied the shrinkage variable selection methods, such as the Lasso [31] , adaptive Lasso [32] , SCAD [33] , which are often used in high-dimensional problems. We found that these methods tend to provide much higher number of false positives when applied to the backcross experiments. We report some simulation results in this regard. It has been shown [32] that the Lasso is not consistent for model selection, while the adaptive Lasso is. Therefore, our comparison focuses on the latter. We consider the adaptive Lasso with the tuning parameter chosen either by the 10-fold cross validation (ADA.LASSO.1) or by the BIC (ADA.LASSO.2). For SCAD, we consider the method with the tuning parameter chosen by the with BIC criterion, available in the function GLMvanISISscad() of SIS package in R ( [34] ; SCAD.1), or the method with the function ncvreg() in the same-named package in R ( [35] ; SCAD.2). Tables 5-8 prove that the shrinkage methods perform relatively poorly according to criterion (i) comparing to the fence method (Tables 1-4) . The shrinkage methods also have much higher mean false positives than the fence method. The main problem is that the shrinkage methods tend to overfit, leading a fairly good performance with criterion (ii), yet resulting in the inclusion of too many false discoveries. Also note that the performance of the shrinkage methods is much worse in the more complex situation, that is, when the QTL are on the middle of flanking markers. This is given in Tables 7 and 8 , where the result of the criterion (i) is only single digit in percentage, some even 0% in most cases. Similar observations are made in terms of the false discoveries. Overall, the results suggest that the shrinkage methods may not be a good tool for QTL detection in the backcross experiments. Nevertheless, from our simulation studies (Tables 5-8) , the results of the true discoveries (criterion (ii)) suggest the shrinkage methods appear to be potentially useful for dimensional reduction since they detect almost all the true QTLs along with possibly extraneous markers or false discoveries. In our future study, we will consider incorporating such shrinkage methods with the fence method in order to find the parsimonious model in more complex situations when the interaction terms are taken into account.
