I. INTRODUCTION
In this paper we shall report on an initial attempt to relate the representation problem for four areas to each other through the use of a uniform formal structure. The four areas we have been concerned with are:
(I) interpretation of events (2) initiation of actions (3) understanding language (4) using language Finding such a representation would be extremely useful and very suggestive even though it would not by itself constitute a solution to the whole problem.
Clearly, (I) and (2) are "pragmatic" in nature and are not limited to natural language processing, while (3) and (4) may be viewed as special cases of (I) and (2) respectively.
One of our main goals is to show how both pragmatic and semantic issues may be approached in a formal framework.
We have chosen to study the area of "speech acts"
(conversational activities like "request,"
"command," "promise," ...) as this area is especially rich in interactions among the four areas. 
III. OVERVIEW OF THE SYSTEM
In Figure I we present a block diagram of the system.
The block which stands for the procedural component is labeled CONTROL; all the rest are data structures. The SCHEMATA block contains the lattice whose points consist of (2) The "state or "instantaneous description" of the system is to be found in the BELIEFS and GOALS, which are constantly being updated as the conversation progresses.
In order to avoid confusion, we should point out that in our discussion of the system, "beliefs" and "goals" are meant as technical terms to be defined entirely by their function in the system. These terms are not to be confused with their corresponding lexical items.
We shall have more to say about "goals" later, but for now we will concentrate on "beliefs'.
At any given time, the system has as its "beliefs" a set of propositions in a predicate calculus slightly modified primarily to allow for sentence embeddings. This set has the following properties:
(i) closure --if a proposition is in the belief set, then all its direct consequences (i.e., those following from the definitions of the lexical items) are also in the belief set.
( 2) consistency --the Boolean product of the propositions in the belief set cannot be the element "false'.
In order to briefly illustrate these restrictions, consider the definition:
, and the following sets: Figure 3 Intuitively speaking, we have absorbed the non-paradigmatic information states to paradigm points; ~L corresponds to "jumping to a conclusion" --but only to the least conclusion which is needed to explain the givens.
\
The criteria for how much to extend are in the structure itself.
The actual computation of x L.~Ly is not difficult,
given that we have ~ and ~ from T.
One method follows from the observation that the least upper bound is the greatest lower bound of all upper bounds and that X~-~y~x~Ly. By this method one first computes t, the least upper bound in T. (This is straightforward, asT is a Boolean algebra.) Set r to *.
Then for each element x of L for which t~x, set r to r~x. When we exhaust all such x, the value of r will be the least upper bound. Of course, other more efficient methods for computing the l.u.b, also exist.
The mechanism for event interpretation operates in the following manner.
The least upper bound is taken of the points in the lattice which, under variable substitution, correspond to the propositions in the belief set and propositions in some input set. Any matched schemata (and their consequences) are added to the belief set. If the least upper bound taken in this way turns out to be *, one of two things has occured. Either the belief set contained a proposition which contradicted an input proposition, (the belief set, one should recall, could never be self-contradictory), or there is no single schema which encompasses all the propositional information.
In the former case, a control decision must be made on how to integrate the new material into the belief set.
Inthe latter case, we use the operation "generalized LUB', which returns a set of points, each of which is a l.u.b. for a subset of the propositions.
V. LINGUISTIC RELEVANCE
As was noted before, an attempt was made to correlate the schemata with lexical decompositions of English words, especially the verbs of "saying'. It can be seen that definitional direct consequences (a type of entailment) corresponds precisely to the relation.
That is, the fact that a sentence using the defined predicate bache!en has man as its direct consequence implies that the point in L into which man is mapped is less-than-or-equal-to (~) the point into which bachelor is mapped. If we label points in the lattice with items from the lexicon, we get structures similar to the one shown in Figure 4 .
Detailed information about the arguments of each predicate has been left out for the sake of readability. The reason for embedding lexical items in the lattice is that the l.u.b, operation can be used to choose appropriate words to describe a situation (given as a "belief set').
That is, we want the act of word selection to be identified with an operation that is naturally suggested by the formal structure.
The selection of groups of words is identified with the "generalized LUB." Figure 5 .
If ~ is taken to be the presupposition and 
