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DENSITY SPECTRUM OF CANTOR MEASURE
PIETER ALLAART AND DERONG KONG
Abstract. Given ρ ∈ (0, 1/3], let µ be the Cantor measure satisfying µ = 1
2
µf−10 +
1
2
µf−11 ,
where fi(x) = ρx+ i(1− ρ) for i = 0, 1. The support of µ is a Cantor set C generated by the
iterated function system {f0, f1}. Continuing the work of Feng et al. (2000) on the pointwise
lower and upper densities
Θs∗(µ, x) = lim inf
r→0
µ(B(x, r))
(2r)s
, Θ∗s(µ, x) = lim sup
r→0
µ(B(x, r))
(2r)s
,
where s = − log 2/ log ρ is the Hausdorff dimension of C, we give a complete description of the
sets D∗ and D
∗ consisting of all possible values of the lower and upper densities, respectively.
We show that both sets contain infinitely many isolated and infinitely many accumulation
points, and they have the same Hausdorff dimension as the Cantor set C. Furthermore, we
compute the Hausdorff dimension of the level sets of the lower and upper densities. Our
proofs are based on recent progress on unique non-integer base expansions and ideas from
open dynamical systems.
1. Introduction
For 0 < ρ ≤ 1/3 let C = Cρ be the Cantor set generated by the iterated function system
f0(x) = ρx, f1(x) = ρx+ (1− ρ).
Then there exists a unique probability measure µ = µρ supported on C such that
µ(A) =
1
2
µ
(
f−10 (A)
)
+
1
2
µ
(
f−11 (A)
)
for any Borel set A ⊆ R.
The measure µ is called a Cantor measure. Let s = s(ρ) = − log 2/ log ρ be the Hausdorff
dimension of C. Then µ = Hs|C is also the s-dimensional Hausdorff measure restricted to
C (cf. [10]). Given a point x ∈ C, the pointwise lower and upper s-densities of µ at x are
defined respectively by
Θs∗(µ, x) := lim inf
r→0
µ(B(x, r))
(2r)s
, Θ∗s(µ, x) := lim sup
r→0
µ(B(x, r))
(2r)s
,
where B(x, r) := (x− r, x+ r). Densities of a Cantor measures have been studied extensively
(cf. [10, 18]). The following two properties of µ are well known:
• There exist finite positive constants a and b such that ars ≤ µ(B(x, r)) ≤ brs for any
x ∈ C and 0 < r ≤ 1.
• There exist 0 < d∗ < d∗ <∞ such that for µ-almost every x ∈ C we have Θs∗(µ, x) =
d∗ and Θ
∗s(µ, x) = d∗.
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Twenty years ago, Feng et al. [11] explicitly calculated the pointwise densities Θs∗(µ, x) and
Θ∗s(µ, x) for every x ∈ C. To summarize their main results we first introduce a 2-to-1 map
T : [0, ρ] ∪ [1− ρ, 1] → [0, 1] defined by
(1.1) T (x) =
{
x
ρ
if 0 ≤ x ≤ ρ,
x−(1−ρ)
ρ
if 1− ρ ≤ x ≤ 1.
Then for each x ∈ C we set
τ(x) := min
{
lim inf
n→∞
T n(x), lim inf
n→∞
T n(1− x)
}
.
Theorem 1.1 (Feng et al. [11]). Let 0 < ρ ≤ 1/3. Then for any x ∈ C the pointwise lower
s-density of µ at x is given by
Θs∗(µ, x) =
1
21+s(1− ρ− τ(x))s ,
and the pointwise upper s-density of µ at x is given by
Θ∗s(µ, x) =
{
2−s if T nx ∈ {0, 1} for some n ≥ 0,
1
2s(1−ρ+ρτ(x))s otherwise.
Observe that τ(x) = 0 for µ-almost every x ∈ C, so by Theorem 1.1 the almost sure lower
and upper s-densities of µ are
d∗ =
1
21+s(1− ρ)s and d
∗ =
1
2s(1− ρ)s .
In particular, d∗ = 2d∗, independent of ρ. Wang et al. [20] later extended Theorem 1.1 to the
interval 0 < ρ ≤ ρ∗, where ρ∗ ≈ .351811 satisfies (1− ρ∗)s(ρ∗) = 3/4.
One might ask what the range of possible values is for Θs∗(µ, x) and Θ
∗s(µ, x). Noting
that both of these numbers depend on x only through the quantity τ(x), it is sufficient to
determine the set
Γ := {τ(x) : x ∈ C} ,
which we call the density spectrum of the Cantor measure µ. Furthermore, we can decompose
the Cantor set C according to the values of the lower (or upper) density, and this reveals an
interesting multifractal structure. Specifically, we are interested in the Hausdorff dimension
of the level sets
(1.2) L∗(y) := {x ∈ C : Θs∗(µ, x) = y} and L∗(z) := {x ∈ C : Θ∗s(µ, x) = z}
for y ∈ D∗ := {Θs∗(µ, x) : x ∈ C} and z ∈ D∗ := {Θ∗s(µ, x) : x ∈ C}. Again, these level sets
are directly related to the level sets
Lτ (t) := {x ∈ C : τ(x) = t}, t ∈ Γ,
and it is the latter that we will study in detail.
A first observation is that Γ ⊆ C, since lim infn→∞ T n(x) ∈ C and lim infn→∞ T n(1−x) ∈ C
for every x ∈ C. In [20, Theorem 1.3] Wang et al. initiated the study of Γ, but their
characterization was rather abstract. By connecting the quantities τ(x) with the theory of
unique non-integer base exansions, we are able to give a much more explicit description of Γ
here. Our first main result concerns the topological properties of Γ.
3Theorem 1.2. The density spectrum Γ can be represented as
(1.3) Γ = {t ∈ C : t ≤ T n(t) ≤ 1− t ∀n ≥ 0} .
Therefore, Γ is a closed subset of C, and it contains both infinitely many isolated and infinitely
many accumulation points. Furthermore,
(i) t is isolated in Γ if and only if T n(t) = 1− t for some n ∈ N;
(ii) the smallest element 0 of Γ is an accumulation point, while the largest element ρ/(1 + ρ)
of Γ is an isolated point.
Our second main result describes the dimensional properties of Γ.
Theorem 1.3. The set Γ has full Hausdorff dimension:
dimH Γ = dimH C =
log 2
− log ρ.
Furthermore,
(i) for any t > 0 we have
dimH(Γ ∩ [0, t]) = dimH Γ;
(ii) for any t ∈ (0, 1] we have
dimH(Γ ∩ [t, 1]) = dimH {x ∈ C : τ(x) ≥ t} < dimH Γ;
(iii) the map
(1.4) ψ : t 7→ dimH(Γ ∩ [t, 1])
is a non-increasing Devil’s staircase on [0, 1], i.e., ψ is non-increasing, continuous and
locally constant almost everywhere in [0, 1].
0
0
t
tKL 1
9
1
27
2
27
log 2
log 3
ψ(t)
Figure 1. The graph of ψ : t 7→ dimH(Γ ∩ [t, 1]) = dimH {x ∈ C : τ(x) ≥ t}
for ρ = 1/3. The dimension becomes zero at tKL ≈ 0.08519 (see Theorem 3.1
for more details).
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Our last main result involves the level sets Lτ (t). In order to state it, we need the bifurcation
set of the map ψ from (1.4), defined by
(1.5) E :=
{
t : ∀ε > 0 ∃t′ ∈ (t− ε, t+ ε) such that ψ(t′) 6= ψ(t)} .
We also let
Γiso := {t ∈ Γ : t is an isolated point of Γ} .
Theorem 1.4. For any t ∈ Γ we have
dimH Lτ (t) = lim
ε→0
dimH(Γ ∩ (t− ε, t+ ε)).
Furthermore,
(i) if t ∈ Γiso, then Lτ (t) is countably infinite;
(ii) the bifurcation set E ⊂ Γ is a Cantor set containing 0, and dimH E = dimH Γ;
(iii) if t ∈ E, then
dimH Lτ (t) = dimH(Γ ∩ [t, 1]).
Remark 1.5. We can actually compute the dimension of Lτ (t) for all t ∈ Γ. However, this
requires more notation and concepts, and will be postponed until Proposition 4.6.
Observe that the maps τ 7→ (1 − ρ − τ)−s and τ 7→ (1 − ρ + ρτ)−s are both bi-Lipschitz
on Γ. Note also that the first map is increasing and the second map is decreasing. Thus, by
Theorem 1.1 the properties described in Theorems 1.2–1.4 carry over to the lower and upper
densities. Recall that D∗ = {Θs∗(µ, x) : x ∈ C} and D∗ = {Θ∗s(µ, x) : x ∈ C}, and L∗(y) and
L∗(z) are the level sets defined in (1.2).
Corollary 1.6.
(i) Both D∗ and D
∗ are compact sets, and both of them contain infinitely many isolated and
infinitely many accumulation points. Furthermore,
dimH D∗ = dimH D
∗ = dimH C.
(ii) For any y ∈ D∗ we have
dimH L∗(y) = lim
ε→0
dimH(D∗ ∩ (y − ε, y + ε)).
If y is an isolated point of D∗, then L∗(y) is countably infinite. Furthermore, there exists
a Cantor subset E∗ ⊂ D∗ such that dimH E∗ = dimH D∗, and
dimH L∗(y) = dimH(D∗ ∩ [y, 1]) ∀y ∈ E∗.
(iii) For any z ∈ D∗ we have
dimH L
∗(z) = lim
ε→0
dimH(D
∗ ∩ (z − ε, z + ε)).
If z is an isolated point of D∗, then L∗(z) is countably infinite. Furthermore, there exists
a Cantor subset E∗ ⊂ D∗ such that dimH E∗ = dimH D∗, and
dimH L
∗(z) = dimH(D
∗ ∩ [0, z]) ∀z ∈ E∗.
The rest of the paper is organized as follows. In Section 2 we recall some results from
unique non-integer base expansions. The proofs of Theorems 1.2 and 1.3 are given in Section
3, and the proof of Theorem 1.4 is given in Section 4, where we also give a more complete
description of the level sets Lτ (t), by using a renormalization scheme from [5].
52. Preliminaries and unique non-integer base expansions
Note that for each x ∈ C there exists a sequence (di) = d1d2 . . . ∈ {0, 1}N such that
(2.1) x = π((di)) := (1− ρ)
∞∑
i=1
diρ
i−1.
The infinite sequence (di) is called a coding of x. Since ρ ∈ (0, 1/3], the coding map π from
{0, 1}N to C is bijective. So, each x ∈ C has a unique coding.
We recall some terminology from symbolic dynamics (cf. [17]). Let {0, 1}N be the set of
all infinite sequences of zeros and ones. Then ({0, 1}N , σ) is a shift space, where σ is the left
shift such that σ((di)) = (di+1) for any (di) ∈ {0, 1}N. By a word we mean a finite string
of zeros and ones. Denote by {0, 1}∗ the set of all finite words including the empty word
ǫ. For two words c = c1 . . . cm and d = d1 . . . dn we write cd = c1 . . . cmd1 . . . dn for their
concatenation. In particular, for any k ∈ N we denote by ck the k-fold concatenation of c
with itself, and by c∞ the periodic sequence which is obtained by the infinite concatenation
of c with itself. For a word c = c1 . . . cm, we denote its length by |c| = m. If cm = 0 we
write c+ := c1 . . . cm−11; and if cm = 1, we write c
− := c1 . . . cm−10. Furthermore, we denote
by c := (1 − c1) . . . (1 − cm) the reflection of c; and for an infinite sequence (ci) ∈ {0, 1}N
we denote its reflection by (ci) := (1 − c1)(1 − c2) . . .. Throughout the paper we will use the
lexicographical order ‘≺,4,≻’ or ‘<’ between sequences and words. For example, for two
sequences (ci), (di) ∈ {0, 1}N we say (ci) ≺ (di) if c1 < d1, or there exists n ∈ N such that
c1 . . . cn = d1 . . . dn and cn+1 < dn+1. Similarly, for two words c,d ∈ {0, 1}∗ we write c ≺ d
if c0∞ ≺ d0∞.
With the lexicographical order on {0, 1}N one can easily verify that the map π defined in
(2.1) is strictly increasing. Furthermore, the two dynamical systems ({0, 1}N , σ) and (C, T )
are isomorphic via π, where T is the expanding map defined in (1.1). In particular, we have
π ◦ σ = T ◦ π. Let γ be the metric on {0, 1}N defined by
(2.2) γ((ci), (di)) = ρ
inf{i≥1:ci 6=di}.
Then the topology induced by γ coincides with the order topology on {0, 1}N. Equipped with
this metric γ we can define the Hausdorff dimension dimH for any subset of {0, 1}N.
Lemma 2.1. For any subset F ⊆ {0, 1}N we have dimH F = dimH π(F ).
Proof. This follows directly by observing that the map
π : ({0, 1}N , γ)→ (C, λ); (di) 7→ π((di)) = (1− ρ)
∞∑
i=1
diρ
i−1
is bi-Lipschitz, where λ is the one-dimensional Euclidean metric. 
In the remaining part of this section we recall some results from unique non-integer base
expansions. This will be used in describing the density spectrum Γ and the level sets Lτ (t).
Given q ∈ (1, 2], let Uq be the set of all x ∈ [0, 1/(q − 1)] having a unique q-expansion, i.e.,
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for each x ∈ Uq there exists a unique sequence (di) ∈ {0, 1}N such that
x =
∞∑
i=1
di
qi
=: (di)q.
We also denote by Uq :=
{
(di) ∈ {0, 1}N : (di)q ∈ Uq
}
the set of all unique q-expansions. The
set Uq is not always closed under the metric γ. Following [8], we introduce a related set
(2.3) Vq :=
{
(di) : α(q) 4 σ
n((di)) 4 α(q) ∀n ≥ 0
}
,
where α(q) = α1(q)α2(q) . . . is the quasi-greedy q-expansion of 1, i.e, the lexicographically
largest q-expansion of 1 not ending with 0∞. De Vries and Komornik [8] showed that
dimH Vq = dimHUq for any q ∈ (1, 2]. Importantly, Vq is always closed, and then (Vq, σ) is
a subshift. Since the map q 7→ α(q) is strictly increasing on (1, 2], the set-valued map q 7→ Vq
is non-decreasing.
The following result for the critical values of the set-valued map q 7→ Vq was proven by
Glendinning and Sidorov [12]. To describe the critical values we recall from [7] the Thue-Morse
sequence (τi)
∞
i=0 ∈ {0, 1}N, defined recursively by
(2.4) τ0 = 0, and τ2n . . . τ2n+1−1 = τ0 . . . τ2n−1 ∀ n ≥ 0.
Then (τi)
∞
i=0 = 01101001 . . .. Let qKL ≈ 1.78723 be the unique root in (1, 2] of 1 = (τ1τ2 . . .)q.
The constant qKL is called the Komornik-Loreti constant ; it was shown to be transcendental
in [6]. Moreover, let qG = (1 +
√
5)/2 be the golden ratio. Then ((10)∞)qG = 1.
Lemma 2.2.
(i) If 1 < q < qG, then Vq = ∅.
(ii) If qG ≤ q < qKL, then Vq is nonempty but is at most countable.
(iii) If q = qKL, then Vq is uncountable and dimH Vq = 0.
(iv) If qKL < q ≤ 2, then dimH Vq > 0.
Later, in [14] (see also [4]) the dimensional properties of Vq were extensively studied.
Lemma 2.3. The function D : q 7→ dimH Vq is a non-decreasing Devil’s staircase on (1,2].
That is,
(i) D is non-decreasing and continuous on (1, 2];
(ii) D is locally constant almost everywhere on (1, 2];
(iii) D(2) > D(q) for any q < 2.
In view of Lemma 2.3 we define the left bifurcation set
(2.5) BL := {q ∈ (1, 2] : D(p) < D(q) ∀p < q} .
A complete description of BL can be found in [1] (see also [3]), where it was shown that
dimH BL = 1. In a recent paper [5, Proposition 6.4], the authors showed that the map
q 7→ dimH Vq changes “the most” at points q ∈ BL.
Lemma 2.4. For any q ∈ BL we have
dimH
(
Vq \
⋃
p<q
Vp
)
= dimH Vq > 0.
7Proof. Define the sets
U˜q :=
{
(di) : α(q) ≺ σn((di)) ≺ α(q) ∀n ≥ 0
}
, q ∈ (1, 2].
Then U˜q ⊆ Vq, and Vq \ U˜q is at most countable. So dimH U˜q = dimH Vq. Now let q ∈ BL.
Then by [5, Proposition 6.4],
dimH
(
U˜q \
⋃
p<q
U˜p
)
= dimH U˜q > 0.
Hence, to finish the proof it suffices to show that
(2.6)
⋃
p<q
U˜p =
⋃
p<q
Vp.
Since U˜p ⊆ Vp, the inclusion ‘⊆’ is obvious. For the reverse inclusion we observe that for
p < p′ < q, we have α(p′) ≻ α(p) and hence Vp ⊆ U˜p′ . This yields (2.6), and completes the
proof. 
Finally, we recall from [5, Definition 1.3] the following definition:
Definition 2.5. A word a = a1 . . . am ∈ {0, 1}m with m ≥ 2 is admissible if
a1 . . . am−i 4 ai+1 . . . am ≺ a1 . . . am−i ∀1 ≤ i < m.
Let U := {q ∈ (1, 2] : 1 ∈ Uq} and let U be its topological closure. Then BL is a proper
subset of U (see [3] for more explanation of the relationship between BL and U ). The
following lemma was established in [15, Lemma 4.1].
Lemma 2.6. Let q ∈ U . Then there are infinitely many indices m such that α1(q) . . . αm(q)−
is admissible.
3. Description of the density spectrum Γ
In this section we will characterize the set Γ, and prove Theorems 1.2 and 1.3. First we
introduce a family of auxiliary sets
Sτ (t) := {x ∈ C : τ(x) ≥ t} , t ∈ [0, 1],
which appear in Theorem 1.3 (ii). Clearly, the set-valued map t 7→ Sτ (t) is non-increasing.
We will show that Γ is indeed the set of points where this map varies (see Remark 3.8 below).
So it is worth investigating the set Sτ (t), which has a connection with unique non-integer
base expansions.
3.1. Description of Sτ (t). For t ∈ [0, 1], let δ(t) = δ1(t)δ2(t) . . . ∈ {0, 1}N be the unique
coding of t+, where t+ is the smallest element of C no less than t. Then for t ∈ C we have
δ(t) = π−1(t). Furthermore, t ≤ π(δ(t)) for any t ∈ [0, 1]. Now we define for each t ∈ [0, 1] a
symbolic set
S˜τ (t) :=
{
(di) ∈ {0, 1}N : δ(t) 4 σn((di)) 4 δ(t) ∀ n ≥ 0
}
.
Recall from (2.4) the Thue-Morse sequence (τi)
∞
i=0 = 01101001 . . .. Set
(3.1) tKL := π(τ1τ2 . . .) = 1− π(τ1τ2 . . .) and tG := π((01)∞) = ρ
1 + ρ
.
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Then 0 < tKL < tG < 1.
We show that the dimension function t 7→ dimH Sτ (t) is a Devil’s staircase (see Figure 1).
Theorem 3.1. For any t ∈ [0, 1] we have
dimH Sτ (t) = dimH S˜τ (t).
Furthermore, the map ϕ : t 7→ dimH Sτ (t) is a non-increasing Devil’s staircase on [0, 1], i.e.,
ϕ is non-increasing, continuous, locally constant almost everywhere in [0, 1], and ϕ(0) > ϕ(1).
(i) If tG < t ≤ 1, then Sτ (t) = ∅.
(ii) If tKL < t ≤ tG, then Sτ (t) is countably infinite.
(iii) If t = tKL, then Sτ (t) is uncountable and dimH Sτ (t) = 0.
(iv) If 0 ≤ t < tKL, then ϕ(t) = dimH Sτ (t) > 0. Furthermore, ϕ(t) < ϕ(0) = dimH C for
any t > 0.
First we prove that the map t 7→ S˜τ (t) varies at those t ∈ C satisfying δ(t) ∈ S˜τ (t).
Lemma 3.2. Let t ∈ C. Then
S˜τ (t
′) 6= S˜τ (t) ∀t′ > t ⇐⇒ δ(t) ∈ S˜τ (t).
Proof. The proof is motivated by ideas from open dynamical systems (cf. [19]). Take t ∈ C
such that δ(t) ∈ S˜τ (t), and let t′ > t. Then δ(t′) ≻ δ(t), so δ(t) ∈ S˜τ (t) \ S˜τ (t′).
For the reverse implication, suppose t ∈ C such that δ(t) = δ1(t)δ2(t) . . . /∈ S˜τ (t). We
consider the following two cases.
Case I. t is isolated in C from the right. Then δ(t) = 1∞, or there exists m ∈ N such that
δ(t) = δ1(t) . . . δm(t)1
∞ with δm(t) = 0. If δ(t) = 1
∞, then it is trivial that S˜τ (t
′) = S˜τ (t) = ∅
for any t′ > t. If δ(t) = δ1(t) . . . δm(t)1
∞, then t is the right endpoint of a basic interval in
the construction of C. So, there exists a ε > 0 such that (t, t + ε) ∩ C = ∅. This yields that
δ(t′) = δ1(t) . . . δm−1(t)10
∞ for any t′ ∈ (t, t+ ε). Observe that any sequence ending with 0∞
or 1∞ does not belong to S˜τ (t). This implies that S˜τ (t
′) = S˜τ (t) for any t
′ ∈ (t, t+ ε).
Case II. t is a right accumulation point of C. Since δ(t) /∈ S˜τ (t), there exists n ≥ 0 such
that
δn+1(t)δn+2(t) . . . ≺ δ(t) or δn+1(t)δn+2(t) . . . ≺ δ(t).
This implies T n(t) < t or T n(1− t) < t. We deal with each case separately.
Suppose first that T n(t) < t. Note that t ∈ C. By the continuity of T there exists a
sufficiently small ε > 0 such that
(3.2) T n(t′) < t ∀t′ ∈ [t, t+ ε].
Since t is a right accumulation point of C, there exists r ∈ C ∩ (t, t + ε). We will show that
the set-valued map t′ 7→ S˜τ (t′) is constant in [t, r].
Take t′ ∈ (t, r]. Since S˜τ (t′) ⊆ S˜τ (t), suppose on the contrary that there exists (di) ∈
S˜τ (t) \ S˜τ (t′). Replacing (di) with (di) if necessary and using the symmetry of the sets S˜τ (t)
and S˜τ (t
′), we may assume that there exists m ∈ N such that
(3.3) δ(t) 4 σm((di)) ≺ δ(t′).
9Set y := π(σm((di))); then y ∈ [t, r] ⊆ [t, t+ ε]. By (3.2) it follows that
π(σm+n((di))) = T
n(y) < t.
This implies that (di) /∈ S˜τ (t), leading to a contradiction.
Suppose next that instead, T n(1− t) < t. Then there exists ε > 0 such that
(3.4) T n(1− t′) < t ∀t′ ∈ [t, t+ ε].
We again choose r ∈ C∩(t, t+ε). Take t′ ∈ (t, r], and suppose there exists (di) ∈ S˜τ (t)\S˜τ (t′).
Replacing (di) with (di) if necessary, there exists m ∈ N such that (3.3) holds. Set z :=
π(σm((di))); then z ∈ [t, r] ⊆ [t, t+ ε]. By (3.4) it follows that
π(σm+n((di))) = T
n(1− z) < t,
and so π(σm+n((di))) > 1− t. This implies that (di) /∈ S˜τ (t), again leading to a contradiction.
This completes the proof. 
In view of Lemma 3.2 we define the set
∆ :=
{
t ∈ C : δ(t) ∈ S˜τ (t)
}
=
{
t ∈ C : δ(t) 4 σn(δ(t)) 4 δ(t) ∀n ≥ 0
}
.
We will show that Γ = ∆ (see Proposition 3.6 below). Note that for each t ∈ ∆ we have
δ(t) = π−1(t), and its reflection δ(t) satisfies δ(t) 4 σn(δ(t)) 4 δ(t) for all n ≥ 0. By [9,
Proposition 2.3] it follows that δ(t) is the quasi-greedy expansion of 1 in some base q(t) ∈ (1, 2],
i.e., α(q(t)) = δ(t). This defines a bijective map
(3.5) Φ : ∆→ V ; t 7→ q(t) given by α(q(t)) = δ(t),
where
(3.6) V := {q(t) : t ∈ ∆} =
{
q ∈ (1, 2] : α(q) 4 σn(α(q)) 4 α(q) ∀n ≥ 0
}
.
Furthermore, Φ is a strictly decreasing homeomorphism on ∆. For a detailed study of V we
refer to [15].
Lemma 3.3. The map ϕ : t 7→ dimH S˜τ (t) is a non-increasing Devil’s staircase, i.e., it is
non-increasing, continuous, locally constant almost everywhere in [0, 1], and ϕ(0) > ϕ(1).
Proof. First we observe that the map t 7→ δ(t) is constant on each connected component of
[0, 1] \ C. This implies that the set-valued map t 7→ S˜τ (t) is constant on each connected
component of [0, 1] \ C. Furthermore, by Lemma 3.2 it follows that the set-valued map
t 7→ S˜τ (t) is even constant on each connected component of [0, 1] \∆. So to prove the lemma
it suffices to consider t ∈ ∆.
Take t ∈ ∆. Then
S˜τ (t) =
{
(di) : δ(t) 4 σ
n((di)) 4 δ(t) ∀n ≥ 0
}
=
{
(di) : α(q(t)) 4 σ
n((di)) 4 α(q(t)) ∀n ≥ 0
}
= Vq(t),
(3.7)
where Vq is defined in (2.3). Note that the map t 7→ q(t) defined in (3.5) is strictly decreasing
on ∆. So by (3.7) and Lemma 2.3 it follows that the map t 7→ dimH S˜τ (t) = dimH Vq(t) is a
non-increasing Devil’s staircase. 
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Lemma 3.4.
(i) If tG < t ≤ 1, then S˜τ (t) = ∅.
(ii) If tKL < t ≤ tG, then {(01)∞, (10)∞} ⊆ S˜τ (t) and S˜τ (t) is at most countable.
(iii) If t = tKL, then S˜τ (t) is uncountable and dimH S˜τ (t) = 0.
(iv) If 0 ≤ t < tKL, then dimH S˜τ (t) > 0.
Proof. Observe that
δ(tKL) = 1101 . . . = τ1τ2 . . . , and δ(tG) = (10)
∞.
Moreover, note by (3.7) that S˜τ (t) = Vq(t) for any t ∈ ∆, and by (3.5) that the map t 7→ q(t)
is strictly decreasing on ∆, and satisfies q(tKL) = qKL and q(tG) = qG. Hence, the phase
transition properties (i)–(iv) of the map t 7→ S˜τ (t) follow from Lemma 2.2. 
Proof of Theorem 3.1. First we prove the dimension formula. By Lemma 2.1 it suffices to
prove
(3.8) dimH Sτ (t) = dimH π(S˜τ (t)) for any t ∈ [0, 1].
Take t ∈ [0, 1] and x = π((di)) with (di) ∈ S˜τ (t). Then σn((di)) < δ(t) and σn((di)) < δ(t)
for all n ≥ 0. This implies
T n(x) = π(σn((di))) ≥ π(δ(t)) ≥ t and T n(1− x) = π(σn((di))) ≥ π(δ(t)) ≥ t
for all n ≥ 0. So
τ(x) = min
{
lim inf
n→∞
T nx, lim inf
n→∞
T n(1− x)
}
≥ t,
and thus x ∈ Sτ (t). Hence, π(S˜τ (t)) ⊆ Sτ (t), which yields dimH Sτ (t) ≥ dimH π(S˜τ (t)).
To prove the reverse inequality in (3.8), we first consider t ∈ [0, 1] \C. Take x = π((di)) ∈
Sτ (t). Then τ(x) ≥ t, and in fact τ(x) > t since τ(x) ∈ C. So there exists N ∈ N such that
(3.9) π(dn+1dn+2 . . .) = T
n(x) > t and π(dn+1dn+2 . . .) = T
n(1− x) > t
for all n ≥ N . This implies that for any n ≥ N ,
π(dn+1dn+2 . . .) ≥ π(δ(t)) and π(dn+1dn+2 . . .) ≥ π(δ(t)),
and hence,
δ(t) 4 dn+1dn+2 . . . 4 δ(t) ∀n ≥ N.
In other words, dN+1dN+2 . . . ∈ S˜τ (t), and thus x ∈ fd1...dN ◦ π(S˜τ (t)). Here for a word
i = i1 . . . in we write fi := fi1 ◦ · · · ◦ fin . So,
Sτ (t) ⊆
⋃
i∈{0,1}∗
fi ◦ π(S˜τ (t)).
By the countable stability of Hausdorff dimension (cf. [10]) it follows that
(3.10) dimH Sτ (t) ≤ dimH π(S˜τ (t))
for any t ∈ [0, 1] \ C.
11
Clearly, for t = 0 we have S˜τ (0) = {0, 1}N, so (3.10) trivially holds. In the following we
assume t ∈ C \{0}. Then there exists a sequence (tn) in [0, 1]\C such that tn ր t as n→∞.
Since the set-valued map t 7→ Sτ (t) is non-increasing, it follows by (3.10) that
dimH Sτ (t) ≤ dimH Sτ (tn) ≤ dimH π(S˜τ (tn)) ∀n ≥ 1.
Letting n → ∞, and using the continuity of t 7→ dimH S˜τ (t) = dimH π(S˜τ (t)) from Lemma
3.3, we conclude that dimH Sτ (t) ≤ dimH π(S˜τ (t)), proving (3.8).
By (3.8) and Lemma 3.3 it follows that the map t 7→ dimH Sτ (t) is a non-increasing Devil’s
staircase. So, to finish the proof we only need to prove the four items (i)–(iv). Observe that
the proof of (3.8) implies that for any t ∈ [0, 1],
(3.11) π(S˜τ (t)) ⊆ Sτ (t) ⊆
⋃
i∈{0,1}∗
fi ◦ π(S˜τ (t′)) ∀t′ < t.
Furthermore, if (di) ∈ S˜τ (t), then π(0kd1d2 . . .) ∈ Sτ (t) for any k ∈ N. Hence, the four items
(i)–(iv) follow from (3.11) and the corresponding four items of Lemma 3.4. Note that to get
dimH Sτ (tKL) = 0 we used the continuity of t 7→ dimH S˜τ (t) from Lemma 3.3. 
3.2. Characterization of Γ. Recall that ∆ =
{
t ∈ C : δ(t) 4 σn(δ(t)) 4 δ(t) ∀n ≥ 0
}
.
Lemma 3.5. Let t ∈ ∆. Then
(i) t is isolated in ∆ if and only if T nt = 1− t for some n ∈ N;
(ii) if t is isolated in ∆, then τ(t) = t, and hence t ∈ Γ;
Proof. (i) Suppose t is an isolated point of ∆. Then q(t) is isolated in V = {q(t) : t ∈ ∆},
since the map t 7→ q(t) in (3.5) is a homeomorphism on ∆. So by [15, Theorem 2.6] there
exists n ∈ N such that σn(α(q(t))) = α(q(t)), which implies
σn(δ(t)) = σn(α(q(t))) = α(q(t)) = δ(t).
Since t ∈ C, it follows that
(3.12) T n(t) = 1− t, and also T n(1− t) = t.
Conversely, suppose t ∈ ∆ such that T n(t) = 1 − t for some n ∈ N. Then q(t) ∈ V and
σn(δ(t)) = δ(t), which implies σn(α(q(t))) = α(q(t)). Then by [15, Theorem 2.6] it follows
that q(t) is isolated in V . So, t is an isolated point of ∆. This proves (i).
For (ii), suppose t is isolated in ∆. Then by the proof of (i) there is an n ∈ N such that
(3.12) holds, so that T 2n(t) = T n(1 − t) = t. But then T 2nk(t) = t for all k ∈ N, so τ(t) ≤
lim infn→∞ T
n(t) ≤ t. On the other hand, since t ∈ ∆, we have min {T nt, T n(1− t)} ≥ t for
all n ≥ 0, and then τ(t) ≥ t. Hence, τ(t) = t. This completes the proof. 
Proposition 3.6. Γ = ∆.
Proof. First, take t ∈ ∆. If t is an isolated point of ∆, then t ∈ Γ by Lemma 3.5 (ii). Let t ∈ ∆
now be an accumulation point of ∆, and set q := q(t) as in (3.5). Then q is an accumulation
point of V , which implies q ∈ U (see [15, Theorem 2.6]). So by Lemma 2.6 there is a strictly
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increasing sequence (mj) such that for each j, the word α1 . . . α
−
mj
is admissible (see Definition
2.5), where α(q) = α1α2 . . . . Note that δ(t) = (αi). Now set
(di) := α1 . . . α
−
m1α1 . . . α
−
m2α1 . . . α
−
m3 . . ., and x = π((di)).
Clearly,
lim inf
k→∞
Tm1+m2+...+mk(x) ≤ lim
k→∞
π(α1 . . . α
−
mk+11
∞) = π(δ(t)) = t,
which implies τ(x) ≤ lim infn→∞ T n(x) ≤ t. To prove the reverse inequality we claim that
(3.13) δ(t)  σn((di))  δ(t) ∀n ≥ 0.
Since α1 . . . α
−
mj
is admissible for each j, by Definition 2.5 it follows that
(3.14) α1 . . . αmj ≺ αi+1 . . . α−mjα1 . . . αi ≺ α1 . . . αmj ∀ 0 ≤ i < mj.
Note that (mj) is strictly increasing. Taking reflections in (3.14) we establish (3.13), and this
gives τ(x) ≥ t. As a result, τ(x) = t and therefore, t ∈ Γ. This proves ∆ ⊆ Γ.
For the reverse inclusion we take t ∈ Γ ⊆ C. So it suffices to prove that
(3.15) δ(t) 4 σn(δ(t)) 4 δ(t) ∀n ≥ 0.
We first show σn(δ(t)) < δ(t) for any n ≥ 0. This is trivial for n = 0. Suppose by way of
contradiction that there is k ∈ N such that σk(δ(t)) ≺ δ(t). Then
(3.16) T k(t) < t.
Since t ∈ Γ, there exists x ∈ C such that τ(x) = t. By symmetry of τ (i.e., τ(x) = τ(1 − x))
we may assume τ(x) = lim infn→∞ T
n(x) = t, as otherwise we can replace x by 1 − x. So
there is a subsequence (ni) such that
T ni(x)→ t as i→∞.
By using the continuity of T k on C and (3.16) it follows that
T k+ni(x)→ T k(x) < t as i→∞.
This implies τ(x) ≤ lim infn→∞ T n(x) < t, contradicting the definition of τ(x) = t. Hence,
we have proved the first inequality of (3.15).
For the second inequality we may assume, again by symmetry, that τ(y) = lim infn→∞ T
n(1−
y) = t for some y ∈ C. Then there is a subsequence (mi) such that
(3.17) 1− Tmi(y) = Tmi(1− y)→ t as i→∞.
Suppose σk(δ(t)) ≻ δ(t) for some k ≥ 0. Then T k(t) > 1− t. By (3.17) and the continuity of
T k on C it follows that
T k+mi(y)→ T k(1− t) = 1− T k(t) < t.
So τ(y) ≤ lim infn→∞ T n(y) < t, again giving a contradiction. This proves (3.15), and then
completes the proof. 
Let
V := {α(q) : q ∈ V } =
{
(di) ∈ {0, 1}N : (di) 4 σn((di)) 4 (di) ∀n ≥ 0
}
.
To prove Theorem 1.2 we need the following topological properties of V under the metric γ
defined in (2.2). These can be deduced from [15, Theorem 2.6].
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Lemma 3.7. V is compact, and V contains infinitely many isolated and infinitely many
accumulation points. Furthermore, (10)∞ = minV is isolated in V, and 1∞ = maxV is an
accumulation point of V.
Remark 3.8. Proposition 3.6 and Lemma 3.7 imply that Γ = ∆ = 1 − π(V) is compact.
As a consequence we can show that Γ is indeed the set of points where the set-valued map
t 7→ Sτ (t) is not locally constant:
t ∈ Γ ⇐⇒ Sτ (t′) 6= Sτ (t) ∀t′ > t.
This can be verified as follows. Take t ∈ Γ. Then τ(x0) = t for some x0 ∈ C, so x0 ∈
Sτ (t) \ Sτ (t′) for any t′ > t. Conversely, take t /∈ Γ. Since Γ is compact, there exists ε > 0
such that Γ ∩ [t, t+ ε) = ∅. This implies that Sτ (t) = Sτ (t′) for any t′ ∈ (t, t+ ε).
Proof of Theorem 1.2. Note by Proposition 3.6 that
Γ = ∆ =
{
t ∈ C : δ(t) 4 σn(δ(t)) 4 δ(t) ∀n ≥ 0
}
.
Since for t ∈ C and n ≥ 0 we have the equivalence
δ(t) 4 σn(δ(t)) 4 δ(t) ⇐⇒ t ≤ T n(t) ≤ 1− t,
the representation (1.3) follows immediately.
Next, observe that the map
(3.18) φ : (V, γ)→ (Γ, λ); (di) 7→ π((di)) = 1− (1− ρ)
∞∑
i=1
diρ
i−1
is strictly decreasing and bi-Lipschitz, where λ is the Euclidean metric on R. Thus, by Lemma
3.7 it follows that Γ is a closed subset of C, and it contains infinitely many isolated and
infinitely many accumulation points. Furthermore, 0 = φ(1∞) = minΓ is an accumulation
point of Γ, and ρ/(1 + ρ) = φ((10)∞) = maxΓ is isolated in Γ. This, together with Lemma
3.5 (i), completes the proof. 
Lemma 3.9. For any q ∈ (1, 2] we have
dimH {(di) ∈ V : (di) 4 α(q)} = dimH Vq.
Proof. The lemma can be essentially deduced from [13, Theorem 3]. For completeness we
sketch the main idea. Let V(q) := {(di) ∈ V : (di) 4 α(q)}. First, we see immediately from
the definitions that V(q) ⊆ Vq, so dimH V(q) ≤ dimH Vq.
The reverse inequality is more involved. Recall from (2.5) that BL is the left bifurcation set
of the map q 7→ dimH Vq. First take q ∈ BL. Let V(1)p := {(di) ∈ Vp : d1 = 1} for p ∈ (1, 2].
Since Vp =
{
(di) : (di) ∈ V(1)p or (di) ∈ V(1)p
}
, we clearly have dimH V
(1)
p = dimH Vp. We
claim that for each p < q the set V(q) contains a Lipschitz copy of V
(1)
p . This implies
dimH V(q) ≥ dimH Vp, and letting pր q we get dimH V(q) ≥ dimH Vq by Lemma 2.3.
Let (αi) := α(q). Since q ∈ BL ⊆ U , Lemma 2.6 implies that there are infinitely many
indices m such that that α1 . . . α
−
m is admissible; that is,
(3.19) α1 . . . αm−i 4 αi+1 . . . α
−
m ≺ α1 . . . αm−i ∀ 1 ≤ i < m.
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Take p < q. Then α(p) ≺ α(q), so we can find m large enough such that (3.19) holds and
(α1 . . . α
−
m)
∞ ≻ α(p). In particular, there is a number k0 such that
(3.20) (α1 . . . α
−
m)
k00∞ ≻ α(p);
set B0 := (α1 . . . α
−
m)
k0 .
Next, since q ∈ BL implies q > qKL, we have (αi) ≻ α(qKL) = (τi) = 1101 . . .. So there is
an index l0 ≥ 3 such that αi = τi for 1 ≤ i ≤ l0 − 1, and αl0 > τl0 .
Now set i0 = m, and for ν = 0, 1, 2, . . . , proceed inductively as follows. If iν < l0, then
stop. Otherwise, let iν+1 be the largest integer i such that
αiν−i+1 . . . αiν = α1 . . . αi
+,
or iν+1 = 0 if no such i exists. It is easy to check that iν+1 < iν for each ν, so this process
will stop after some finite number N of steps, with iN < l0. One can check that α1 . . . α
−
iν
is
admissible for each ν = 1, 2, . . . , N − 1, i.e., each word α1 . . . α−iν satisfies the inequalities in
(3.19).
For ν = 1, 2, . . . , N − 1, we now argue as follows. Since q ∈ BL and α(q) ≻ (α1 . . . α−iν )∞,
it follows (see [1]) that
α(q) ≻ α1 . . . αiν (α1 . . . αiν+)∞,
so there is an integer kν such that
(3.21) α1 . . . αiν(kν+1) ≻ α1 . . . αiν (α1 . . . αiν+)kν .
Put Bν := (α1 . . . α
−
iν
)kν . Finally, set B := B0B1 . . . BN−1. (If N = 1, set B := B0.) Now we
claim that {
Bd1d2 . . . : (di) ∈ V(1)p
}
⊆ V(q).
Note that B1∞ ≺ δ(q). So it suffices to show that for each (γi) ∈
{
Bd1d2 . . . : (di) ∈ V(1)p
}
we have
(3.22) (γi)  σn((γi))  (γi) ∀n ≥ 1.
For n ≥ |B|, these inequalities follow immediately, since (γi) ≻ B00∞ ≻ α(p) and then
(γi) ≺ α(p) 4 σn((γi)) 4 α(p) ≺ (γi).
For n < |B|, (3.22) follows from (3.20), (3.21) and the admissibility of α1 . . . α−iν for ν =
0, 1, . . . , N − 1; see [1, Proposition 3.17] for the details.
Hence, by the claim it follows that dimH V(q) ≥ dimH Vq for q ∈ BL. But if q 6∈ BL, then
q ∈ (pL, pR] for some connected component (pL, pR] of (1, 2] \BL, and then
dimH V(q) ≥ dimH V(pL) = dimH VpL = dimH Vq.
Thus, for all q ∈ (1, 2], dimH V(q) = dimH Vq, completing the proof. 
Proof of Theorem 1.3. For the proof of (i) we adapt the proof of [14, Theorem 1.6]. For each
N ∈ N≥2 let
ΛN : =
{
(di) : d1 . . . d2N = 1
2N−10, and 0N ≺ dkN+1 . . . dkN+k ≺ 1N ∀k ≥ 2
}
.
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Then one can easily verify that ΛN ⊆ V for any N ≥ 2, and
dimH ΛN =
log(2N − 2)
−N log ρ .
Note by (3.18) that the map φ : V → Γ; (di) 7→ 1 − π((di)) is bi-Lipschitz, and φ(ΛN )
converges to {0} in the Hausdorff metric as N →∞. So, letting N →∞ it follows that
dimH Γ ≥ dimH(Γ ∩ [0, δ]) ≥ lim
N→∞
dimH ΛN =
log 2
− log ρ
for any δ > 0. Since Γ ⊆ C and dimH C = − log 2/ log ρ, this proves (i).
In view of Theorem 3.1, (ii) will follow when we show that
(3.23) dimH(Γ ∩ [t, 1]) = dimH S˜τ (t).
Note by Lemma 3.2 and Proposition 3.6 that the maps t 7→ dimH(Γ∩[t, 1]) and t 7→ dimH S˜τ (t)
are constant on any connected component of [0, 1] \ Γ. So we only need to prove (3.23) for
t ∈ Γ. Take t ∈ Γ. Recall from (3.7) that
S˜τ (t) =
{
(di) : δ(t) 4 σ
n((di)) 4 δ(t) ∀n ≥ 0
}
= Vq(t).
Then by using α(q(t)) = δ(t) and Lemma 3.9 it follows that
dimH
{
(di) ∈ V : (di) 4 δ(t)
}
= dimH {(di) ∈ V : (di) 4 α(q(t))}
= dimH Vq(t) = dimH S˜τ (t).
(3.24)
Since Γ ∩ [t, 1] = φ({(di) ∈ V : (di) 4 δ(t)}) and the map φ is bi-Lipschitz, (3.23) follows
from (3.24). This proves (ii).
Finally, (iii) follows from Theorem 3.1. This completes the proof. 
4. The level sets of τ
In this section we consider the level sets Lτ (t) for t ∈ Γ, and prove Theorem 1.4. Recall
that Γiso consists of all isolated points of Γ.
Proposition 4.1. If t ∈ Γiso, then Lτ (t) is countably infinite.
The proof uses the following lemma.
Lemma 4.2. For any t ∈ Γ and t′ < t, we have
Lτ (t) ⊆
⋃
i∈{0,1}∗
fi ◦ π
(
S˜τ (t
′) \
⋃
r>t
S˜τ (r)
)
.
Proof. Fix x ∈ Lτ (t) and t′ < t. Then there exists N ∈ N such that min {T n(x), 1− T n(x)} >
t′ for any n ≥ N . This implies that TN (x) ∈ π(S˜τ (t′)). Furthermore, for any r > t there exist
infinitely many n ∈ N such that min {T n(x), 1 − T n(x)} < r, which implies T n(x) /∈ π(S˜τ (r))
for any n ≥ 1. This completes the proof. 
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Proof of Proposition 4.1. Let t be an isolated point of Γ = ∆. Then, in view of (3.5), q(t)
is an isolated point of V . By [2, Theorem 1.2] it follows that Vq(t) \
⋃
p<q(t)Vp is at most
countable. Note by (3.7) that S˜τ (t) = Vq(t). This implies that
(4.1) S˜τ (t) \
⋃
r>t
S˜τ (r) is at most countable.
Since t is isolated in Γ, we can find t′ < t such that S˜τ (t
′) = S˜τ (t). So, by (4.1) and Lemma
4.2 it follows that Lτ (t) is at most countable.
On the other hand, since t ∈ Γiso, by Lemma 3.5 (ii) it follows that τ(t) = t. Thus,
Lτ (t) ⊃ {fi(t) : i ∈ {0, 1}∗} , completing the proof. 
Next, recall from (1.5) that E is the bifurcation set of the map t 7→ dimH(Γ ∩ [t, 1]).
Proposition 4.3. The bifurcation set E ⊂ Γ is a Cantor set, and dimH E = dimH Γ. Fur-
thermore, for any t ∈ E we have
dimH Lτ (t) = dimH Sτ (t).
First we prove the following lemma.
Lemma 4.4. For any t ∈ Γ we have
(4.2) dimH Lτ (t) ≥ dimH π
(
S˜τ (t) \
⋃
r>t
S˜τ (r)
)
.
Proof. Let t ∈ Γ. Set
Sˆτ (t) :=
{
(di) : δ(t) ≺ σn((di)) ≺ δ(t) ∀n ≥ 0
}
.
Then Sˆτ (t) ⊂ S˜τ (t), and S˜τ (t) \ Sˆτ (t) is at most countable. So (4.2) follows by showing that
(4.3) Lτ (t) ⊇ π
(
Sˆτ (t) \
⋃
r>t
S˜τ (r)
)
.
Take (di) ∈ Sˆτ (t) \
⋃
r>t S˜τ (r), and let x = π((di)). Then δ(t) ≺ σn((di)) ≺ δ(t) for all
n ≥ 0, and for any r > t there exists a positive integer m such that σm((di)) ≺ δ(r) or
σm((di)) ≺ δ(r). This implies that
(4.4) gn(x) := min {T n(x), 1 − T n(x)} > t ∀n ≥ 0,
and
(4.5) for each r > t there exists m ∈ N such that gm(x) < r.
Using (4.4) and (4.5) we will proceed to construct a sequence (ri) strictly decreasing to t and
a strictly increasing sequence (mk) ⊂ N such that
(4.6) t < gmk(x) < rk ∀k ∈ N.
Take r1 > t arbitrary. By (4.4) and (4.5) there is a smallest m1 ∈ N such that t < gm1(x) <
r1. Suppose we have constructed (ri)
k
i=1 and (mi)
k
i=1 such that r1 > r2 > · · · > rk > t,
m1 < m2 < · · · < mk and
t < gmi(x) < ri ∀1 ≤ i ≤ k.
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Now we choose rk+1 ∈ (t, gmk(x)). Then by (4.4) and (4.5) there is a smallest mk+1 ∈ N such
that t < gmk+1(x) < rk+1, and the minimality of mk implies that mk+1 > mk.
By induction we establish (4.6), which in turn implies that τ(x) = t, i.e., x ∈ Lτ (t). This
proves (4.3) and hence completes the proof. 
Proof of Proposition 4.3. In view of Lemma 2.3 we define the bifurcation set B by
B := {q ∈ (1, 2] : ∀ε > 0 ∃p ∈ (q − ε, q + ε) such that dimH Vp 6= dimH Vq} .
Here we use the same notation as in [3]; however, in [1] the set B was denoted by E . It can
be shown that B ⊆ V (cf. [1]). Recall that the map Φ : Γ → V ; t 7→ q(t) defined in (3.5) is
a strictly decreasing homeomorphism. Furthermore, S˜τ (t) = Vq(t) for any t ∈ Γ by (3.7), so
Theorem 1.3 (ii) implies that
(4.7) dimH(Γ ∩ [t, 1]) = dimH Sτ (t) = dimH S˜τ (t) = dimH Vq(t) ∀ t ∈ Γ.
So, by (1.5) it follows that
B = Φ(E).
Since B ⊆ V is a Cantor set by [1, Theorem 3], it follows that E ⊆ Γ is also a Cantor set.
To prove dimH E = dimH Γ we recall from [1, Proposition 6.1 and Lemma 6.2] that
ΛN =
{
(di) : d1 . . . d2N = 1
2N−10 and 0N ≺ dkN+1 . . . dkN+k ≺ 1N ∀k ≥ 2
}
⊆ {α(q) : q ∈ B}
for any integer N ≥ 2. Since B = Φ(E), we have
ΛN ⊂
{
α(q) : q ∈ B} = {δ(t) : t ∈ E} .
So, by Lemma 2.1 we obtain
dimH E = dimH
{
δ(t) : t ∈ E
}
≥ dimH ΛN = log(2
N − 2)
−N log ρ ∀N ≥ 2.
Letting N → ∞ we conclude by Theorem 1.3 that dimH E ≥ − log 2/ log ρ = dimH Γ, and
the reverse inequality holds since E ⊆ Γ. Hence, dimH E = dimH Γ.
We next prove that
(4.8) dimH Lτ (t) = dimH Sτ (t) ∀t ∈ E.
Take t ∈ E. Since Lτ (t) ⊆ Sτ (t), it is clear that dimH Lτ (t) ≤ dimH Sτ (t). To prove the
reverse inequality, we first define the right bifurcation set of ψ : t 7→ dimH Sτ (t) by
(4.9) ER :=
{
t ∈ [0, 1] : ψ(t′) < ψ(t) ∀t′ > t} .
Then by (4.7) and (3.5) it follows that t ∈ ER if and only if q(t) ∈ BL, where BL is defined
in (2.5). We consider the following two cases: (I) t ∈ ER; (II) t ∈ E \ ER.
Case I. t ∈ ER. Then q(t) ∈ BL, and since S˜τ (t) = Vq(t), Lemma 4.4, Lemma 2.4 and
Theorem 3.1 imply that
dimH Lτ (t) ≥ dimH π
(
S˜τ (t) \
⋃
r>t
S˜τ (r)
)
= dimH
Vq(t) \ ⋃
p<q(t)
Vp

= dimH Vq(t) = dimH S˜τ (t) = dimH Sτ (t),
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proving (4.8) for t ∈ ER.
Case II. t ∈ E \ER. Then q(t) ∈ B \BL. This implies that (cf. [1])
δ(t) = α(q(t)) = a+a∞
for some admissible word a (see Definition 2.5). We will use a similar construction as in the
proof of [5, Theorem 5] to construct a large subset of Lτ (t) with its Hausdorff dimension
arbitrarily close to dimH S˜τ (t).
Let ℓ ∈ N be a fixed integer such that neither (10)ℓ nor (01)ℓ occurs in δ(t). Clearly such
an ℓ exists. Let N = (Nk)k∈N be an increasing sequence of positive integers, which we assume
grows at least exponentially fast. Construct sequences (di) ∈ {0, 1}N as follows: (di) is an
infinite concatenation of blocks A1B1A2B2 . . . , where A1 is any word of length N1 allowable
in S˜τ (t); and for k ≥ 1,
• let Ck be the longest suffix of Ak that is a prefix of either δ(t) or δ(t). Then Bk is the
shortest block of length ≥ k|a|+ 2ℓ so that CkBk = a+aj(10)ℓ or a+aj(01)ℓ for some
j ∈ N;
• Ak+1 is any word of length Nk+1 allowable in S˜τ (t) beginning with 0 if the last digit
of Bk is 1, or with 1 if the last digit of Bk is 0.
Let FN denote the set of all such sequences (di) = A1B1A2B2 . . . . It is intuitively clear that,
given η > 0, we can let the sequence (Nk) grow fast enough so that
(4.10) dimH FN > dimH S˜τ (t)− η,
since the “free” blocks Ak from S˜τ (t), which have length Nk, grow much faster than the
“forced” blocks Bk. (A fully rigorous proof of this fact could be modeled on the proof of [5,
Theorem 5].) Moreover, the presence of the blocks Bk guarantees that, if x ∈ π(FN ), then
either lim inf T n(x) ≤ t or lim inf T n(1 − x) ≤ t; in other words, τ(x) ≤ t. Finally, with the
words Ak coming from S˜τ (t) and the words Bk splitting in two subsequences, one converging
to δ(t) and the other converging to δ(t), it follows that τ(x) ≥ t′ for any t′ < t. Hence,
τ(x) = t and x ∈ Lτ (t). We conclude that π(FN ) ⊆ Lτ (t). This, along with (4.10), proves
(4.8) upon letting η ց 0. 
Example 4.5. Note that B = Φ(E). Since B was extensively studied in [1], we can use
B to describe the bifurcation set E for the map ψ : t 7→ dimH(Γ ∩ [t, 1]). Observe that the
longest connected component of [qKL, 2] \B is the interval (qL, qR) determined implicitly by
α(qL) = (110)
∞ and α(qR) = 111(001)
∞.
This implies that the longest connected component of [0, tKL] \ E is given by
(tL, tR) = (Φ
−1(qR),Φ
−1(qL)) =
(
π(000(110)∞), π((001)∞)
)
.
So, for ρ = 1/3 the longest plateau of ψ is [π(000(110)∞), π((001)∞)] = [ 4117 ,
1
13 ] (see Figure
1), and for any t in this interval we have
dimH(Γ ∩ [t, 1]) = dimH S˜τ (1/13)
= dimH {(di) : (001)∞ 4 σn((di)) 4 (110)∞ ∀n ≥ 0}
=
log((1 +
√
5)/2)
log 3
.
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Furthermore, this is also the value of dimH Lτ (1/13), in view of Proposition 4.3.
4.1. The case t 6∈ E: renormalization. Having computed dimH Lτ (t) for t ∈ E, we now
turn to the computation of this dimension for arbitrary t ∈ Γ\Γiso. Our goal is to prove
Proposition 4.6 below. This requires some preliminary notation and results.
Motivated by the work of [5] we introduce a family of relative plateaus in our setting. Recall
the definition of an admissible word from Definition 2.5. For an admissible word a = a1 . . . am
not of the form bb, let J = J(a) = [tL, tR) be the interval given by
δ(tL) = a+a
∞ and δ(tR) = a
∞.
We call J a relative plateau. So each connected component of [0, tKL]\ER is a relative plat-
eau, where tKL is defined in (3.1) and ER is the right bifurcation set defined in (4.9). For
convenience, we regard [0, 1) as the largest relative plateau J(0) generated by the word a = 0.
Let C denote the set of points t which belong to infinitely many relative plateaus J(a). It is
shown in [5, Proposition 1.4] that C is an uncountable set of zero Hausdorff dimension, and
C ⊆ Γ.
Let Ω0 := {(di) ∈ {0, 1}N : d1 = 0}. For a relative plateau J = J(a), define a map
ΨJ : Ω0 → {0, 1}N; ΨJ((di)) = (yi),
where (yi) satisfies y1 . . . ym = a+; and for i ≥ 1,
(4.11) yim+1 . . . y(i+1)m =

a if di+1 = di = 0,
a+ if di+1 = 1, di = 0,
a+ if di+1 = 0, di = 1,
a if di+1 = di = 1.
So, for any (di) ∈ Ω0 its image sequence ΨJ((di)) is an infinite concatenation of blocks from{
a,a,a+,a+
}
. Write C0 := π(Ω0) = C ∩ [0, ρ]. Now define
ΨˆJ : C0 → J ; x 7→ π ◦ΨJ ◦ π−1(x).
It is easy to see that this map is well defined. The map ΨˆJ is basically the inverse of the
map ΦˆJ in [5], except that the roles of the digits 0 and 1 are reversed. Note that Γ ⊆ C0 by
the definition of Γ. So, by [5, Proposition 3.8] it follows that ΨˆJ is strictly increasing and
maps Γ bijectively onto Γ ∩ J . Furthermore, ΨˆJ : C0 → ΨˆJ(C0) is bi-Ho¨lder continuous with
exponent |a|, so that
(4.12) dimH ΨˆJ(F ) =
1
|a| dimH F for any F ⊆ π(Ω0).
Proposition 4.6. Let t ∈ Γ. Then
(4.13) dimH Lτ (t) = lim
ε→0
dimH(Γ ∩ (t− ε, t+ ε)) =
{
0 if t ∈ C ∪ Γiso
1
|a| dimH Sτ (tˆ) otherwise,
where in the second case, J = J(a) = [tL, tR) is the smallest relative plateau such that
t ∈ (tL, tR), and tˆ := Ψˆ−1J (t).
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Remark 4.7. Proposition 4.6 expresses dimH Lτ (t) in terms of the dimension of Sτ (tˆ). Since
dimH Sτ (tˆ) = dimH Vq(tˆ), this dimension can be calculated, or at least approximated, using
the techniques described in [14] and [16]. (See also Example 4.5 above.)
First we prove a few lemmas.
Lemma 4.8. If t ∈ E, then
(4.14) lim
ε→0
dimH(Γ ∩ (t− ε, t+ ε)) = dimH Sτ (t).
Proof. Take t ∈ E. Then for all ε > 0 we have dimH Sτ (t−ε) > dimH Sτ (t+ε). Furthermore,
by Theorem 1.3 (ii),
dimH
(
Γ ∩ (t− ε, 1]) = dimH Sτ (t− ε),
dimH
(
Γ ∩ [t+ ε, 1]) = dimH Sτ (t+ ε).
Hence, using that dimH(A ∪B) = max{dimH A,dimH B}, we conclude that
dimH
(
Γ ∩ (t− ε, t+ ε)) = dimH Sτ (t− ε)→ dimH Sτ (t) as εց 0,
where the final convergence follows from Theorem 3.1. This completes the proof. 
For a relative plateau J = J(a) = [tL, tR) and a point t ∈ (tL, tR), define the symbolic set
S˜(J)τ (t) :=
{
(di) ∈ S˜τ (t) : d1 . . . d|a| = a+
}
,
and let E(J) be the bifurcation set of t 7→ dimH S˜(J)τ (t). That is
E(J) =
{
t : ∀ε > 0∃t′ ∈ (t− ε, t+ ε) such that dimH S˜(J)τ (t′) 6= dimH S˜(J)τ (t)
}
.
Note that for J = J(0) = [0, 1) we have E(J) = E.
Lemma 4.9. For any relative plateau J we have E(J) = ΨˆJ(E). Consequently,
Γ = Γiso ∪ C ∪
⋃
J
E(J)
with the union pairwise disjoint, where the last union is taken over all relative plateaus J .
Proof. The lemma can be essentially deduced from [5, Theorem 3], but we sketch the main
idea. Let
S˜(0)τ (t) := S˜τ (t) ∩ Ω0 =
{
(di) ∈ S˜τ (t) : d1 = 0
}
.
Suppose J = J(a) is a relative plateau. Then by [5, Proposition 3.8 (iii)] it follows that
S˜
(J)
τ (t) = ΨJ(S˜
(0)
τ (tˆ)), where tˆ = Ψˆ
−1
J (t). So by (4.12) it follows that
(4.15) dimH S˜
(J)
τ (t) =
1
|a| dimH S˜
(0)
τ (tˆ) =
1
|a| dimH S˜τ (tˆ) =
1
|a| dimH Sτ (tˆ),
where the second equality follows by the symmetry of S˜τ (t). Therefore, t ∈ E(J) if and only
if tˆ = Ψˆ−1J (t) ∈ E. This proves E(J) = ΨˆJ(E). The second statement follows directly from
the definition of C and that E(J) contains no isolated points for any relative plateau J . 
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Lemma 4.10. Let t ∈ Γ, and suppose t ∈ (tL, tR) for some relative plateau J = [tL, rR).
Then
ΨˆJ
(
Lτ (tˆ) ∩C0
) ⊆ Lτ (t),
where tˆ = Ψˆ−1J (t), and we recall that C0 = C ∩ [0, ρ].
Proof. Let J be a relative plateau generated by an admissible word a = a1 . . . am. Suppose
t = π((ti)) and tˆ = π((tˆi)), so (ti) = ΨJ((tˆi)).
Take xˆ = π((di)) ∈ Lτ (tˆ) ∩ C0, so d1 = 0. Set (ci) := ΨJ((di)), and x := π((ci)) =
ΨˆJ(xˆ). We must show that x ∈ Lτ (t). We can write (ci) as a concatenation of blocks
(ci) = b1b2b3 . . . , where each bk ∈ {a,a+,a,a+}, so |bk| = |a| = m for each k.
We first show that τ(x) ≤ t. Since τ(xˆ) = tˆ, there exists either (i) a sequence (jk)k∈N such
that djk+1 . . . djk+k = tˆ1 . . . tˆk for every k, or (ii) a sequence (jk)k∈N such that djk+1 . . . djk+k =
tˆ1 . . . tˆk for every k. Assume (i) is the case; the proof in case (ii) is very similar. Without loss
of generality, we may assume also that djk = 1 for all k. For, if djk = 0 for infinitely many k,
we will obtain τ(xˆ) ≤ π(0tˆ1tˆ2 . . . ) < tˆ, a contradiction. Since djk = 1 and djk+1 = tˆ1 = 0, it
follows from the definition of the map ΨJ that
cmjk+1 . . . cm(jk+k) = bjk+1 . . .bjk+k = t1 . . . tmk.
This holds for infinitely many k, hence τ(x) ≤ π((ti)) = t.
The proof of the reverse inequality is more involved. Suppose, by way of contradiction,
that τ(x) < t. Then there is some word w1 . . . wl that occurs infinitely often in the sequence
(ci) such that either w1 . . . wl ≺ t1 . . . tl or w1 . . . wl ≻ t1 . . . tl. Without loss of generality,
assume the former. We may further assume that l > m, since if l ≤ m, then there are only
finitely many words of length m + 1 that have w1 . . . wl as a prefix, so one of them must
occur infinitely many times in the sequence (ci). With the assumption l > m, it follows that
w1 . . . wm  t1 . . . tm.
Now let j be any integer such that w1 . . . wl = cj+1 . . . cj+l. We claim that j must be a
multiple of m. In other words, the word w1 . . . wl must start at the beginning of a block
bk. This may be seen as follows. Recall that a = a1 . . . am is an admissible word satisfying
(2.5), and that t1 . . . tm = a+. Suppose j is not a multiple of m, and let i := j mod m, so
1 ≤ i < m. Then we have four cases:
(i) w1 . . . wm−i = ai+1 . . . am. Then, taking reflections in (2.5), we get w1 . . . wm−i ≻
a1 . . . am−i = t1 . . . tm−i, a contradiction.
(ii) w1 . . . wm−i = ai+1 . . . a
+
m. Then w1 . . . wm−i  a1 . . . am−i, and since the block a+
is followed by either a or a+ in view of (4.11), we see that wm−i+1 . . . wm = a1 . . . ai 
am−i+1 . . . am by (2.5), and so w1 . . . wm ≻ a1 . . . a+m = t1 . . . tm, a contradiction.
(iii) w1 . . . wm−i = ai+1 . . . a
+
m. Then w1 . . . wm−i ≻ a1 . . . am−i = t1 . . . tm−i by (2.5); again
leading to a contradiction.
(iv) w1 . . . wm−i = ai+1 . . . am. Then w1 . . . wm−i  a1 . . . am−i by (2.5), and since the block
a is followed by a or a+ in view of (4.11), we furthermore have wm−i+1 . . . wm = a1 . . . ai 
am−i+1 . . . am. The rest is as in case (ii).
Now that we have established that j must be a multiple of m, we see that the word w1 . . . wl
begins with one of the four blocks a,a+,a,a+. Note the ordering a+ ≺ a ≺ a ≺ a+. Since
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w1 . . . wl ≺ t1 . . . tl and l > m, it is immediately clear that w1 . . . wm = a+ = t1 . . . tm.
Therefore, if cmk+1 . . . cmk+l = w1 . . . wl, then by the definition of ΨJ it follows that
σmk((ci)) = ΨJ(σ
k((di))).
Since the map ΨJ is strictly increasing (cf. [5, Lemma 3.6]), this implies
σk((di)) = Ψ
−1
J
(
σmk((ci))
) ≺ Ψ−1J ((ti)) = (tˆi).
Since this would hold for infinitely many k, we deduce that τ(xˆ) < tˆ, contradicting our initial
assumption that xˆ ∈ Lτ (tˆ). Hence, τ(x) = t. 
Proof of Proposition 4.6. We first prove the second equality in (4.13). Take t ∈ Γ. It is clear
that for t ∈ Γiso we have dimH(Γ ∩ (t− ε, t+ ε)) = 0 for sufficiently small ε > 0.
Suppose t /∈ C ∪ Γiso. Then by Lemma 4.9 there exists a unique relative plateau J =
J(a) = [tL, tR) such that t ∈ E(J), and thus tˆ = Ψˆ−1J (t) ∈ E. Note that ΨˆJ : Γ → Γ ∩ J is
bi-Ho¨lder continuous with exponent |a|. So by Lemma 4.8 it follows that
lim
ε→0
dimH
(
Γ ∩ (t− ε, t+ ε)) = lim
ε→0
dimH
(
Γ ∩ J ∩ (t− ε, t+ ε))
= lim
η→0
dimH ΨˆJ
(
Γ ∩ (tˆ− η, tˆ+ η))
=
1
|a| limη→0 dimH
(
Γ ∩ (tˆ− η, tˆ+ η))
=
1
|a| dimH Sτ (tˆ).
(4.16)
This proves the second equality of (4.13) for t ∈ Γ \ (Γiso ∪ C ).
Finally, suppose t ∈ C . Then there are infinitely many relative plateaus J = J(a) contain-
ing t, so (4.16) holds for infinitely many admissible words a and corresponding tˆ ∈ E. Since
dimH Sτ (tˆ) ≤ 1 for any tˆ ∈ E, it follows that limε→0 dimH(Γ ∩ (t− ε, t+ ε)) = 0, completing
the proof of the second equality of (4.13).
Next, we show that
(4.17) dimH Lτ (t) =
{
0 if t ∈ C ∪ Γiso
1
|a| dimH Sτ (tˆ) otherwise.
If t ∈ Γiso, then (4.17) follows directly from Proposition 4.1. If t ∈ E, then dimH Lτ (t) =
dimH Sτ (t) by Proposition 4.3. Note that in this case J(0) = [0, 1) is the smallest relative
plateau containing t. So (4.17) holds with a = 0.
Suppose t ∈ E(J) for some relative plateau J = J(a) = [tL, tR). Then tˆ ∈ E, so by Lemma
4.10 and (4.12) it follows that
(4.18) dimH Lτ (t) ≥ 1|a| dimH
(
Lτ (tˆ) ∩ C0
)
=
1
|a| dimH Lτ (tˆ) =
1
|a| dimH Sτ (tˆ),
where the first equality follows by the symmetry of Lτ (tˆ) (that is, x ∈ Lτ (t) if and only if
1− x ∈ Lτ (t)), and the last equality follows from Proposition 4.3.
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For the upper bound, we note that Lτ (t) = L
(1)
τ (t) ∪ L(2)τ (t), where
L(1)τ (t) := {x ∈ Lτ (t) : lim inf
n→∞
T n(x) = t},
L(2)τ (t) := {x ∈ Lτ (t) : lim inf
n→∞
T n(1− x) = t}.
Clearly these sets have the same dimension, so it suffices to establish the upper bound in
(4.17) for L
(1)
τ (t). Let x = π((di)) ∈ L(1)τ (t). Then lim inf T n(x) = t, which implies that
dk+1 . . . dk+|a| = t1 . . . t|a| = a+ for infinitely many k ∈ N. Furthermore, for each t′ < t there
exists N1 ∈ N such that T n(x) ∈ π(S˜τ (t′)) for any n ≥ N1. Hence, given t′ ∈ (tL, t), there
exists N ≥ N1 such that TN (x) ∈ π(S˜(J)τ (t′)). This implies that
(4.19) L(1)τ (t) ⊆
⋃
i∈{0,1}∗
fi ◦ π
(
S˜(J)τ (t
′)
) ∀t′ ∈ (tL, t).
Now, there are two possibilities. If t is isolated in Γ from the left, then S
(J)
τ (t′) = S
(J)
τ (t)
for all t′ < t sufficiently close to t, and we obtain by (4.19) and (4.15) that
dimH L
(1)
τ (t) ≤ dimH π
(
S˜(J)τ (t
′)
)
=dimH S˜
(J)
τ (t
′) = dimH S˜
(J)
τ (t) =
1
|a| dimH Sτ (tˆ),
where we used Lemma 2.1 in the first equality. Otherwise, there exists a sequence (tn) in
Γ ∩ J such that tn ր t as n→∞. Then (4.19) and (4.15) imply that
(4.20) dimH L
(1)
τ (t) ≤ dimH S˜(J)τ (tn) =
1
|a| dimH Sτ (tˆn),
where tˆn := Ψˆ
−1
J (tn). Note that tˆn → tˆ as n → ∞. Letting n → ∞ in (4.20) and using the
continuity from Theorem 3.1, we obtain that
dimH Lτ (t) = dimH L
(1)
τ (t) ≤
1
|a| dimH Sτ (tˆ).
This, together with (4.18), proves (4.17) for t ∈ E(J).
By Lemma 4.9 it remains to prove (4.17) for t ∈ C . Observe that each t ∈ C lies in
infinitely many relative plateaus, so dimH Lτ (t) ≤ 1|a| dimH Sτ (tˆ) for infinitely many words a.
This implies that dimH Lτ (t) = 0, completing the proof. 
Proof of Theorem 1.4. The theorem follows from Propositions 4.1, 4.3 and 4.6. 
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