In forest management planning, errors in predicted stand attributes might lead to sub-optimal decisions 19 resulting in decreased net present value. Forest inventory data will have a higher value if the amount of 20 sub-optimal decisions can be decreased. Therefore, the value of information can be measured through the 21 decrease in inoptimality losses, which are the net present value differences between the optimal and sub-22 optimal decisions. In this study, four alternative sample plot selection strategies with different numbers of 23 sample plots were compared in terms of expected mean inoptimality losses. Stand level mean inoptimality 24 losses varied between €41.1 and €80.7 ha -1 , depending on the sample plot selection strategy and the 25 number of sample plots used as training data in the k-Nearest Neighbors imputation method. Mean 26 inoptimality losses decreased substantially when the number of sample plots increased from 25 to 100 and 27 the decreasing trend continued until 500 sample plots. Total inoptimality losses can decrease by 28 approximately €1.0 million in an inventory area of 100,000 ha when the number of sample plots is 29 increased from 100 to 500 sample plots. The measurement of more sample plots can be justified as long as 30 the field measurement costs do not exceed the decrease in inoptimality losses. 31 32 Keywords: Forest inventory, Forest management planning, Inoptimality loss, Value of information, Cost-33 plus-loss analysis 34 35 36 37 38 39 40 41
Introduction

42
Forest inventories based on airborne laser scanning (ALS) usually consist of data acquisition, model building 43 and accuracy assessment with training data, prediction of stand attributes in a wall-to-wall manner for grid 44 cells and the aggregation of the predictions to the stand level (Kangas et al. 2018a ). The predicted stand 45 attributes are used in a forest planning system and management prescriptions are proposed for a given 46 planning period based on that information. In forest inventories, the efficiency of the inventory is usually 47 measured by means of statistical error indices, such as Root Mean Square Error (RMSE) and the difference 48 between means of predicted and observed values (MD, bias) . Typically, inventory parameters that result in 49 the lowest error in terms of the used index are preferred over other alternatives. However, these indices 50 do not indicate how well the selected inventory method performs in practical decision-making (Ketzenberg 51 et al. 2007 ). In general, better and more justified decisions can be made when more accurate data are 52 available. On the other hand, when uncertainty is present in decision-making, additional data can have a 53 relatively high value if more reliable decisions could be made based on that data. Thus, the value of the 54 data depends on the degree of uncertainty, but also on the number and variability of decisions that can be 55 made in a particular decision-making situation. The value of information (VOI) can be obtained as the 56 difference between the expected result of a decision when new information is available and when the 57 decision is made without new information (Lawrence 1999; Birchler and Bütler 2007; Kangas 2010) .
58
Depending on the problem at hand, at some point the quality of the decisions may no longer increase 59 despite the availability of new information, i.e. the value of the new information is zero. A rational decision 60 maker should not pay for the additional information if it does not enhance the quality of the decisions 61 (Kangas et al. 2014 ).
63
The decision valuation problem can also be approached from another aspect in forest inventory and 64 planning contexts. The value of information can be evaluated by analyzing the economic losses that might 65 occur when decisions are based on erroneous forest inventory data. Typically, inventory data are used in 66 forest planning to optimize the treatment schedules of stands over a selected planning period. Erroneous 67 data might lead to sub-optimal prescriptions. The acquisition of more accurate data might be worthwhile if 68 it prevents sub-optimal timing of treatments. The magnitude of the expected losses in a given forest 69 inventory area can be evaluated only if both error-free and erroneous data are available. Analyzing the 70 losses provides important information about the expected losses caused by a particular forest inventory 71 method that does not produce error-free data. Furthermore, it is also possible to calculate the extent of 72 losses caused by specific variables (Eid 2000) , with more attention paid to variables that result in lower 73 losses.
75
This type of decision valuation problem is commonly approached by using cost-plus-loss (CPL) analysis. In 76 CPL, the total cost of a given forest inventory method is calculated as the sum of the costs that are related 77 to data acquisition and the losses that occur due to sub-optimal decisions. The method that results in the 78 lowest total cost is regarded as the best alternative for the particular decision-making problem (Hamilton 79 1978; Burkhart et al. 1978) . Several studies have applied CPL in the forestry context (see review in Duvemo 80 and Lämås 2006). Most of the studies have focused on the expected losses from a certain data acquisition 81 method, but some have emphasized the importance of different error structures in remote sensing data. 82 Holmström et al. (2003) applied CPL analysis to compare different forest inventory strategies based on the 83 k-Nearest Neighbors (k-NN) imputation approach.
85
The first study to analyze the economic losses due to the use of ALS data in forest inventories was carried 86 out by Eid et al. (2004) . Duvemo et al. (2007) used CPL analysis to evaluate the quality of k-NN predictions 87 based on three different remote sensing datasets. Mäkinen et al. (2010) analyzed different error structures 88 in forest inventory data and their effect on the expected economic losses. Islam et al. (2010) simulated 89 errors to calculate the level of economic losses that might occur when stand attributes are predicted using 90 ALS data and aerial image data. Since then, different inventory approaches and remote sensing datasets 91 have been compared in terms of economic losses (e.g. Bergseng et al. 2015 , Kangas et al. 2018b ).
93
In this study, we focus on expected losses obtained from using alternative sample plot selection strategies 94 with a different number of sample plots as training data for the k-NN imputation method for the prediction 95 of species-specific stand attributes. The effect of different sample plot selection strategies for ALS-assisted 96 forest inventories has been compared earlier based on the RMSE and MD values associated with total 97 volume predictions (e.g. Maltamo et al. 2011) . Previous studies have also compared different remote 98 sensing datasets with CPL (e.g. Duvemo et al. 2007; Bergseng et al. 2015; Kangas et al. 2018b) . However, to 99 the best of our knowledge no studies have compared alternative sampling designs of the training plots in 100 terms of expected losses in forest management planning. The optimal sampling design results in the lowest 101 inoptimality losses with the equal number of sample plots.
103
The aim of this study was to examine the effects of alternative sample plot selection strategies and the 104 number of sample plots in terms of expected inoptimality losses during a 10-year planning period. We 105 assume that after the 10-year time period a new inventory will be carried out and the decision maker will 106 repeat the planning computations. In this study, the alternative sample plot selection strategies were: (1) 107 ALS-stratified sampling, (2) local pivotal method (LPM) sampling, (3) spatially systematic sampling and (4) 108 simple random sampling. The number of sample plots varied from 25 to 500. Furthermore, inoptimality 109 losses were compared to error rates in forest inventory to better understand the relationships involved.
110
The results are also discussed from the viewpoint of society and at the inventory area level. 
135
Trees were callipered from the circular sample plots with a fixed 9 m radius. Tree species, diameter at 136 breast height (dbh, diameter at 1.3 m height), distance and direction from the plot center were recorded 137 for all the tally trees. Tree heights were observed from the basal area median trees, determined by tree 138 species (pine, spruce and all deciduous trees). Height estimates for the tally trees were predicted using 139 species-specific multivariate mixed-effect models and the heights of the sample trees were used for model 140 calibration (Eerikäinen 2009 ). Finally, the stem volume of each tree was predicted using species-specific 141 volume models with dbh and predicted height as predictor variables (Laasasenaho 1982) . Basal area, basal-142 area-weighted mean diameter and mean height by tree species, number of trees per hectare, arithmetic 143 mean diameter and mean height by tree species were calculated from trees with a dbh at least ≥50 mm.
144
Basal area and number of trees per hectare were calculated from the dbh measurements and number of 145 trees in the sample plot, respectively. Growing stock volumes were calculated by tree species.
147
The data from the 1384 sample plots were split into subsets of 1038 and 346 sample plots to be used as 148 training and validation data, respectively. The validation data were selected by first dividing the sample 149 plots into three groups based on the main tree species (pine, spruce, deciduous). Then, each tree species 150 group was divided into three equal sized groups based on the total plot volume. Finally, 25 % of the sample 151 plots within each main tree species/total volume group was randomly selected to form the validation data.
152
The training data were further split based on the alternative sample plot selection strategies with varying 153 sample sizes (see section 2.3 for details) and used as training data for the k-NN method to predict species-154 specific stand attributes for the sample plots in the validation data. The central characteristics of the 155 training and validation data are presented in Table 1 In total, 185 metrics were computed from the ALS data and aerial images and used as predictor variables in 176 the k-NN imputation. The ALS metrics were calculated from heights above ground level separately for three 177 different echo categories grouped as follows: first ("first of many" and "only" echoes), last ("last" and "last 178 of many" echoes) and all echoes. The aim of forest planning computations is to define the optimal treatment schedule for each sample plot.
277
Using the predicted species-specific stand attributes for the computations is assumed to lead to sub-278 optimal decisions compared to using 'error-free' field data attributes. Therefore, we additionally quantified 279 the degree of inoptimality losses due to the sub-optimal decisions based on the errors in the predicted 280 data. We assumed that forest planning computations are done instantly after a forest inventory, are used 281 in forestry decision-making over a 10-year planning period, and that new data are acquired for future 282 planning computations after the 10-year period. This assumption is in line with the current trend in ALS-283 based forest inventories in Nordic countries. Therefore, all analyses were carried out with data simulated 284 for one 10-year planning period. The value of the growing stock at the end of the 10-year period was taken 285 into account in the calculations. The net present value of the ending growing stock was predicted with 286 updated versions of the models by Pukkala (2005) . As a result, net present value calculated to infinity, was 287 maximized.
289
The forest planning computations, which included calculations of the present state, growth simulation, 290 treatment scheduling and optimization, were done using the Monsu forest planning software (Pukkala 291 2006) . Sample plots were treated as stands in Monsu. First, each sample plot was simulated for possible 292 treatment alternatives by predicting future development and thinning (thinnings from below and from 293 above), clear felling and no treatment alternatives. All treatments were scheduled to take place in the 294 middle of the 10-year planning period. The optimal treatment schedule for each sample plot was 295 determined based on optimization. The objective of the optimization was to maximize the net present 296 value (NPV) of the given sample plot at a 3 % interest rate. The NPV took into account net income from the 297 treatments during the planning period and the predicted NPV of the growing stock at the end of the 298 planning period based on the updated versions of the models by Pukkala (2005) . The predicted NPV of the 299 growing stock at the end of the planning period was discounted from the end of the planning period to the 300 present and added to the NPV of the planning period. The optimization was conducted by employing a 301 simple heuristic search algorithm called HERO (Pukkala and Kangas 1993) . Constraints were not included in 302 the optimization problem. Therefore, the optimization algorithm always found the global optimum from 303 the simulated treatment schedules.
305
Simulation and optimization were done similarly for the 'error-free' field data and for the erroneous 306 predicted data. The data consisted of 280 alternative predictions for the validation data, since there were 307 four alternative sample plot selection strategies with seven different sample sizes and each sample was 308 replicated 10 times. To assess the inoptimality losses due to errors in the predicted stand attributes, forest 309 development was simulated using the field data and the prescriptions were based on optimizations with 310 erroneous data. This was implemented by initially selecting the treatment schedule that maximized the 311 NPV for each sample plot based on the field data. As with the field data, alternative treatment schedules 312 were then simulated for the erroneous predicted data, and the treatment schedule that maximized NPV 313 was selected for each sample plot. The treatment schedules optimized for the erroneous predicted data 314 were applied to the field data in order to calculate the NPV that would result from the use of erroneous 315 data. Finally, the expected losses were calculated based on the obtained NPV. Inoptimality losses were 316 calculated as the difference in the NPV between the optimal (prescriptions based on field data) and sub-317 optimal (prescriptions based on predicted erroneous data) treatment schedules. Inoptimality losses 318 describe the value of information, i.e. how much do losses in terms of NPV decrease when new and more 319 accurate information becomes available. 320 321 Practical forest planning often sets constraints that affect the maximization of NPV and ultimately, the 322 magnitude of inoptimality losses. Constraints complicate the analysis since it is not sufficient to calculate 323 the losses with respect to NPV, but also to consider whether the constraints are met. When they are not 324 met, there should be costs associated with the violation of the constraints (Kangas et al. 2014 ). However, 325 introducing constraints to the NPV maximization would not have brought any additional benefit to the 326 analysis, since the decision maker's preferences are unknown and the original aim of this study is to 327 provide information on how alternative sample plot selection strategies with different sample sizes affect 328 to the amount of inoptimality losses. Therefore, it was assumed that the utility of the decision maker only 329 depends on NPV maximization. This assumption should be kept in mind when interpreting the results. where NPVopt i is the NPV (€ ha -1 ) of plot i for the schedule based on optimization with the field data, NPVerr i 336 is the NPV (€ ha -1 ) of plot i for the prescriptions optimized with erroneous data but simulated with the field 337 data, and n is the number of sample plots in the validation dataset.
339
The classification accuracy for the correct treatments were calculated based on the selected treatment 340 types for the field data and for the erroneous predicted data. In this study, the classification accuracy is 341 defined as the proportion of the correct treatment types among the total number of validation plots. For 342 example, if the optimized treatment type for the erroneous predicted data was identical to the treatment 343 type that was selected based on the field data (e.g. thinning above in both cases), then the predicted 344 treatment was interpreted as correctly classified.
346
Inoptimality losses were scaled to the stand level. For several reasons, some studies have indicated that the 347 error rate decreases when plot level predictions are averaged to the stand level (e.g. Naesset 2002;  348 Packalén and Maltamo 2007) . Based on observations made by Packalén and Maltamo (2007) , we assumed 
391
The classification accuracy for the correct treatment types improved when the number of training plots 392 increased (Fig. 5) . 
403
The correlations between the mean inoptimality losses and the RMSE values associated with total volume 404 and basal-area-weighted mean height were 0.70 and 0.76, respectively (Fig. 7) . On average, an increase of 405 1 percentage unit in the RMSE value associated with total volume and the basal-area-weighted mean 406 height yielded a €3.9 ha -1 and €8.2 ha -1 increase in the mean inoptimality losses, respectively. data. Despite the differences alluded to above, Kangas et al. (2018b) carried out a meta-analysis that 440 considered the estimated mean inoptimality losses and characteristics of the earlier CPL studies and 441 concluded that, on average, the 1 percentage unit increase in the relative RMSE value associated with the 442 volume increased inoptimality losses by €4.4 ha -1 . According to our study, a 1 percentage unit increase in
