We present an optimal spline-based algorithm for the enlargement or reduction of digital images with arbitrary scaling factors '.This projection-based approach is realizable thanks to a new finite difference method that allows the computation of inner products with analysis functions that are B-splines of any degree n. For a given choice of basis functions, the results of our method are consistently better that those of the standard interpolation procedure; the present scheme achieves a reduction of artifacts such as aliasing and blocking and a significant improvement of the signalto-noise ratio.
INTRODUCTION
Image resizing (magnification or reduction) is a typical operation in image processing [6] . Among its domains of application, we can highlight biomedical iniaging, digital publishing and multimedia. The standard method for image size reduction consists in fitting the data with a continuous model and resampling the function a t the desired rate [4] . A potential problem of the approach is the creation of aliasing and blocking artifacts.
In [9] , it was demonstrated that it is possible to reduce these undesired effects by approximating the continuous model by its projection onto a given space prior to resampling. The approach may be viewed as a generalized version of anti-aliasing filtering where the prefilter is matched to the approximation space. This kind of formulation also yields higher quality results for image magnification with non-integer factors. Initially, the method was restricted to orthogonal projection and its weakness was the difficulty to perform an exact numerical implementation of the optimal prefilter for high order splines ( n 2 2). Lee et al. extended the approach using oblique projections in spline spaces to increase 'A demonstration is available on the web at http://bigwww.epfl.ch/demo/resize the computational speed [5] . The analysis function they used was a box (the B-spline of degree 0). Here, we present a futher extension that allows us to compute both oblique and orthogonal projections (least-squares approximations) for splines of any degree n.
What makes the approach feasible in this more general setting is the new finite difference method presented in Section 3; it allows an exact computation of the required inner products for analysis functions that are B-splines of any degree n. The method works for both reduction and magnification of images with an arbitrary scaling factor and any translation value. When the scale parameter is a power of two, it is equivalent to a wavelet processing because splines satisfy a two-scale difference equation [ll] .
PHILOSOPHY OF T H E APPROACH
The image resizing problem can be solved using separable basis functions. Consequently, the complexity is reduced from 2-D to 1-D.
In order to simplify the description of our algorithm, it is advantageous to use a continuous signal processing representation of operators defined in the continuous domain. For that reason, we introduce the digitalto-analog operator s(.) c) sa(z) = x n s ( n ) 6 ( z -n ) , where 6 is Dirac's mass distribution.
The schematic continuous-time domain representation of the whole algorithm is given in Fig. 1 .
All boxes denote convolutions; h, q and g are digital filters while the others are continuously-defined coiivolu t ions. We now describe the four main steps of the method. 
Affine transformation (conceptual step)
The function s(z) is rescaled and shifted. If a < 1, it corresponds to image reduction; otherwise, the image is enlarged.
Projection based signal approximation
If we apply tlie standard method, we get the resized version just by resampling f ( z ) at the integers.
Instead, we will t,liink in terms of approximation theory. We would like to find the best approximat.ion of
We know that tlie least squares solution to this problem is the orthogonal projection of f(z) onto VV2. It is also possible, although suboptimal, to choose an oblique projection.
To calculate the projection, we use the analysis and synthesis function pl(z) and p2(z), which are not necessarily biorthonormal. Their cross-correlation sequence is given by
First, we calculate the inner-products q ( k ) = (f(z), pl(z-k)) which is equivalent to prefiltering f(z) with pl(-z) and sampling thereafter.
If alz(k) # b k , the projection of f ( z ) onto V(p2) perpendicular t,o V(p1) requires an additional digital filtering correction. Thus,
To satisfy the biort1iogonalit.y condition, t,he appropriate correction filt,er q is the convolution inverse of (112: q = a;; tf This is equivalent to use tlie synthesis function 4 2 = q6 *p2(z--k), where VI(.) and &(z) are biorthogonal.
If pl(z) E V,, we have an orthogonal projection, otherwise we have an oblique projection.
Note that, in general, no set of coefficients c z ( k ) can be found expressing f(z) as an exact linear combination of shifted synthesis functions. The function f ( z ) is thus only an approximation of f(z).
In the case of the orthogonal projection, we obtain a resized image with minimum loss of information (the approximation is optimal). In the case of an oblique projection, the approximation is usually only slightly suboptimal depending on tlie angle between V,, = spank{pl(z -k)} and V,, = spank{p2(z -k)} [8) .
Moreover, the rate of convergence depends on the approximation order properties of the synthesis function alone; the analysis function has essentially no influence on the asymptotic approximation error [7] .
Resampling t h e projection a t t h e integers
Finally, -we have_ to resample the projection-at the
CI f ( W Z -1 ) .
IMPLEMENTATION USING U N I F O R M SPLINES
We now describe how this method can be implemented exactly using B-splines as basis functions. 
Why use splines?
We chose to work with splines because they have excellent approximation properties and belong to the class of functions that have minimum support for a given order n: This means that the computational complexity is minimized [3] . In addition, we have an exact formula for the computation of the inner products; this is typically not possible for other wavelet-like basis functions.
Projection method using splines
We now particularize the method to work with splines. Our algorithm has the following parameters: p(z) = Pn(z), pl(z) = Pnl(z), and 4 2 = a;; *pnz.
This implies that alz(IC) = /?nl+nzfl (x) ( z = k .
Computing inner products
All the steps in the method are simple and can be performed using digital filtering, except for the computation of the scalar product for an arbitrary resizing factor a (not assumed to be a power of two as in the case of wavelets). In this section, we introduce an efficient method to compute inner products with B-splines of any degree n. The key formula is derived from ( 
Derivation of the algorithm
We will give a graphical derivation of our algorithm by successive modification of the block diagram in Fig. 1 .
We will use the exchange rules given in Figs. 2, 3  and 4. --pq-@-= --@-pz-~ Figs. 5, 6 and 7 give the manipulations that are necessary to get the final implementation of the algorithm shown in Fig. 8 . In the diagram, we have extracted the operators between the marks 1 and 2 in Fig. 1 for simplicity.
Practical implementation
The practical implementation of the method is based on the equivalent block diagram in Fig. 8 . We now briefly summarize the main implementations steps:
i. Digital iii. Geometric transformation and resampling using spline interpolation model of degree ( n + n1 + 1) (basis function q!~(z)). In our implementation, the input signal is extended using symmetric mirror boundary conditions. A difficulty in the algorithm consists in keeping these conditions through steps 2 to 5. A clear description of how this is achieved will be given in [l] .
to the filter with t-transform Aril+' +) (1 -p + 1 . Since A -( n + n l + i ) A n + n l t l = Z we can re-write the algorithm in Fig. 7 using B-splines instead of polynomials. The spline kernel is +(z) = a n l t l p n + n l t l ( z + T ) . Since the filters in 4 and 5 are all digital, we are allowed to push the sampling step towards the resizing box. 
Results
The performance of the algorithm was evaluated and compared with the standard one that fits the image with a spline of the same degree and then resamples it at the required rate. The original image (Fig. 9a) was We observe that, for low order splines, the orthogonal projection method performs much better than the sta.ndard one (by more than 5 dB for a = fi and n = 0).
For higher order splines, the results are still signifi- cantly better for the optimal case with low reduction factors, and much better for high reduction factors.
In Tables I11 and IV , we see that oblique projection only brings a slight degradation when compared to the orthogonal scheme, while the computational coniplexity is proportional to with 121. These results are consistent with the theory developed in [7] and [3] . An example of the type of improvement that can be obtained over standard interpolation is shown in Fig. 9 ; note that the signal model is the same in both cases: piecewise linear. We observe that by using projections and low order splines most of the high frequency information is kept in this case.
CONCLUSIONS
In this paper, we have generalized Lee et d. 's inethod for signal resizing using both oblique and orthogonal projections. We have demonstrated that this method performs better that the standard interpolation and resampling approaches; its main advantage is aliasing supression.
A nice property of the present algorithm is that its complexity per output point does not depend on the scaling factor; this was not the case in an earlier version of the method [9] .
