In this work we define a new type of flux operators on the Hilbert space of loop quantum gravity. We use them to solve an equation of the form F (A) = c Σ in loop quantum gravity. This equation, which relates the curvature of a connection A with its canonical conjugate Σ = * E, plays an important role for spherically symmetric isolated horizons, and, more generally, for maximally symmetric geometries and for the Kodama state. If the equation holds, the new flux operators can be interpreted as a quantization of surface holonomies from higher gauge theory. Also, they represent a kind of quantum deformation of SU(2). We investigate their properties and discuss how they can be used to define states that satisfy the isolated horizon boundary condition in the quantum theory.
The classical boundary conditions on a spatial slice H of a spherically symmetric isolated horizon can be expressed [1] by the very natural boundary condition [2] ι * H F (A) = C ι * H ( * E) . (I.1)
Here, A and E are canonically conjugate Ashtekar-Barbero variables [3, 4] , an SU(2) connection and the corresponding electric field. We will take E to be su(2)-valued, using the Cartan-Killing metric on su (2) . * E denotes the 2-form
Before the invention of isolated horizons, a boundary condition of the form (I.1) has already been studied in [2] . In that prescient work, Smolin has argued that the imposition of (I.1) in the quantum theory leaves a quantized Chern-Simons theory on the boundary, with defects at the locations where quantized gravitational excitations of the bulk touch the boundary. This picture is the foundation of all later work on the entropy of isolated horizons. In the present work, we will investigate in how far the picture of [2] can be derived from an operator version of (I.1) in the quantum theory.
In loop quantum gravity (LQG), there exists a well-defined operator for the parallel transport induced by A, but A itself, and by extension its curvature F , are not well-defined in the quantum theory. If one rewrites (I.1) in terms of holonomies of A, what objects will one deal with in terms of E? And how can one implement (I.1) in LQG? It is important to answer these questions if one wants to solve the boundary conditions (I.1) from within the formalism of LQG [5] .
It is interesting to note that equations of the form
also play a role in different contexts. An equation very similar to (I.1) is part of a condition for spherical symmetry [6] . In that case the curvature is that of a related connection -the spin connection Γ. Also the equation shows up in calculations of quantum gravity amplitudes [7] [8] [9] , in an LQG treatment of Chern Simons theory [10] [11] [12] , and in the context of the Kodama state for LQG [13] [14] [15] [16] . In these cases, techniques to implement (I.3) might be useful. One can use a non-Abelian generalization of Stokes' theorem [17] to obtain a holonomy around the boundary ∂S of a simply connected surface as a function of its curvature F (A):
This is a surface-ordered exponential integral, a higher dimensional analogue of the path-ordered exponential integral expressing the holonomy as a function of A on a curve. F is a suitable parallel transport of F (A). (I.1) then implies that on a spherically symmetric horizon, the holonomy can similarly be expressed as Here and in the following, pullbacks to the horizon are assumed, but not written explicitly. One can then impose (I.1) in LQG by looking for states Ψ such that
for surfaces S on the horizon. We must mention that in the remarkable article [16] Bodendorfer suggests a route to solving (I.3) that is different from what we propose here. He points out that by modifying the canonical momentum according to E → E + * F , one can regard the Ashtekar-Lewandowski vacuum as a solution of (I.3). The advantage of that method is that it is very clean and straightforward. However, functions of E can then not be quantized straightforwardly. Still, [16] contains suggestions for volume and for the Hamiltonian constraint. Our method works with a Hilbert space in which E is still represented straightforwardly. The disadvantage is that it is not straightforward to identify solutions of (I.3). We also note that [16] contains an important discussion of the question in how far (I.1) is related to the symmetry of the horizon. We note that [16] makes the argument that (I.1) holds entirely due to symmetry.
To understand the properties of W S , it is important to realize that (I.1) and (I.5) have a deeper mathematical meaning in the framework of higher gauge theory. This is a formalism which categorically extends the notions of gauge theory. In particular, it defines higher gauge fields and corresponding notions of parallel transport along higher dimensional objects. In this context, (I.1) is just the statement that A and E together define a 2-connection, and (I.5) is the parallel transport across a surface S. These aspects of the problem are explained in the companion paper [18] . They naturally explain the reparametrization independence and other properties of (I.5).
The quantization of (I.5) adds another layer of complexity and is explored in the present work. In LQG, the components of the field E are somewhat singular operators, and they do not commute in the quantum theory. Therefore (I.5) presents a host of problems when trying to transfer it to the quantum theory. The non-commutativity is of the type of an SU(2) current algebra,
where f ij k are the structure constants of SU (2) . One can use the fact that it derives from a symplectic structure on su (2) * to quantize the surface holonomies W S (I.5) using the Duflo-Kirillov map [19] . This gives the object special properties [12, 20] . In [20] , the action of W S was determined only on special states. The first result of this work is the extension of the action of this operator to a large class of LQG states. In particular, we are investigating the action on edges carrying arbitrary spin, and we are carefully defining the action at vertices. The latter is important when considering repeated application of surface holonomy operators. At the core of the quantization of W S is the application of the Duflo-Kirillov map to a function of the form W = exp(E i T i ) (I. 8) with T I a basis of su (2) , and
In other words, we are looking for the Duflo-Kirillov quantization of the exponential map. The resulting object, and by extension the quantum surface holonomies W S are operator valued matrices with non-commuting entries,
We analyze their properties and show that they still retain many properties of SU(2) group elements. Thus, we are dealing with a kind of quantum deformation of SU (2) . The eigenvalues of traces of W S can be expressed in terms of quantum integers, but the commutation relations between the components seem to be of a different kind than the ones described by an R-matrix. This is the second set of results of the present work. Coming back to the physics aspects, in the last part of the article we start to analyze what kind of states fulfill the quantum version of the isolated horizon boundary condition (I.1). We find that a relevant operator seems to be the determinant of W S on the horizon. In general it is not equal to 1, meaning that, according to (I.4), also the holonomies must have quite non-classical properties on the horizon. However, in the holonomy-flux algebra of LQG, the holonomies h all fullfill det h = 1. One option is thus to reject states on which det W S = 1 on the basis that the quantum version of (I.1) cannot be fulfilled. The other option is to define the holonomies on the horizon by the W S . We consider the implications of this identification for very simple states with only two punctures and find that again det W S is relevant for the question whether a state can reasonably be said to solve the IH boundary conditions.
II. SURFACE HOLONOMIES AND THE ISOLATED HORIZON BOUNDARY CONDITION
In this chapter, we will explain the classical setting and introduce some of our conventions and notation (those related to the quantum theory will be introduced in the next chapter). As already mentioned in the introduction, the basic variables used in LQG are not the Ashtekar-Barbero variables A and E directly, but rather certain smearings of those. For the connection A, these smearings are so-called holonomies, which are given explicitly by
Note that α(t) can be any parametrization of the path α and h α will not depend on it. We now want to write down a similar formula for the surface-ordered exponential from equation (I.5). However, in contrast to paths, two-dimensional surface are a priori not equipped with a natural order. In order to have a chance of defining the surface-ordered exponential, we would therefore need to add an ordering of the surface S as an additional structure to the data on which the surface holonomy depends. For example, in [17] lexicographical ordering is used with respect to some given parametrization of the surface. However, instead of using an ordered surface as label for the surface holonomies, we will be guided by insights from higher gauge theory [21] [22] [23] [24] [25] [26] [27] (see also [28] for an excellent review). From the perspective of higher gauge theory, the isolated horizon boundary condition just states that, on the horizon surface H, the LQG variables A and C( * E) form a 2-connection [18] . The surface holonomies also show up in higher gauge theory, although their definition is rather abstract in this context. However, the main message from higher gauge theory is that surface holonomies are group elements that are actually not associated to surfaces, but to homotopies! 1 Let us briefly recall the definition of a homotopy. Consider two paths α and β with the same starting and end points.
Homotopies can be composed in two distinct ways. Given homotopies h 1 :
and β 2 (0) = β 1 (1), there is a natural composition called horizontal composition • h of 2-morphisms in the path 2-groupoid P 2 (Σ) yielding a homotopy from
The second type of composition in P 2 (Σ) called vertical composition, and it is defined for homotopies h 1 :
In this case, vertical composition works just like path composition in the s-parameter of homotopies, i.e.
.
At this point, we could define abstract classical surface holonomies as 2-functors from the path 2-groupoid to a 2-group as is done in higher gauge theory. On the level of 2-morphisms, these associate group elements to equivalence classes of homotopies. However, we want to give an explicit formula for those surface holonomies and, in order for this formula to be well-defined, we need the homotopies to satisfy certain additional requirements. For every homotopy H, we define a corresponding surface S H as the interior of the image of H. In order for the surface-ordered exponential integral over these S H to be well-defined, they need to be equipped with an order. If we assume the homotopies H to be one-to-one, they will induce a surface ordering by choosing lexicographical ordering on the parameter space [0, 1] × [0, 1]. Note that the one-to-one assumption can be violated on measure-zero sets without changing the value of the integral. 2 We will also require our homotopies to be differentiable because we want to use them as parametrizations for the surfaces S H in the following. Now, given a homotopy H, we define canonical paths α x from x 0 := H(0, 1) to any point
and for every 2-form B we introduce the notation
that has already been used in the introduction. This allows us to write the surface-ordered exponential as
(II.9)
In the last line, we have used the homotopy H as parametrization for the surface S H and we have ignored the ordering in the t-parameter since this is only relevant on subsets of measure zero. This surface-ordered integral was first defined in [17] , where it was used to prove a non-abelian version of Stokes' theorem. In our notation, the non-abelian Stokes' theorem can be written as
where H is assumed to be a homotopy from the constant path id x0 to the path given by the boundary ∂S H which starts and ends at x 0 ∈ ∂S H . From this point onward, we will always consider homotopies to be of this type. This will ensure that any two homotopies can be horizontally composed, if they have the same distinguished point x 0 . Furthermore, the resulting homotopy will again be of this form with the same distinguished point.
Let us now have a look at the boundary condition for spherically spherically symmetric isolated horizons
where ι H is an embedding of the two-dimensional intersection H of the isolated horizon and the spatial 3-manifold Σ into the latter and
with a H denoting the area of H [29] . Equation (II.11) is the same condition that was already stated in the introduction as (I.1), but here we have explicitly written down all the indices involved. Applying the surface-ordered exponential integral on both sides leads us to
The trace of this exponentiated and integrated condition has already been studied in [11, 12] . In a companion paper [18] , we actually proof the following theorem:
Theorem II.1. The following are equivalent (using the notation introduced above):
We already mentioned in the introduction that there are well-defined quantum operators associated to path holonomies in LQG. The following chapters will thus be devoted to finding a quantization of the surface holonomies appearing in condition (II.13), to analyzing the properties of those quantum surface holonomy operators and to solving the quantum version of (II.13) on the LQG Hilbert space.
III. QUANTIZATION OF SURFACE HOLONOMIES
The aim of this chapter is to define quantum operators for the surface holonomies from the previous chapter on the LQG Hilbert space. In order to do, we will first introduce some further notation from LQG. Let Ψ γ denote a spin network state associated to the graph γ. The action of the E-field on such a state can formally be written as
Here, the factor e a (x) makes sure that the action of the operator is concentrated on the graph γ. It is explicitly given by
with f k ij denoting the structure constants of su(2) in a specific basis T i satisfying
and they act in the representation space associated to the corresponding edge e. Note that they behave like genuine su(2) elements, i.e. without the additional factor i that is typically used in physics when dealing with angular momentum operators. As already indicated above, however, expression (III.1) is merely formal in the sense that E a k (x) is not an operator but an operator-valued distribution. Therefore, an appropriate smearing is required and in LQG one usually considers the flux operators encodes the relative orientation of S with respect to each edge e in γ. In the last line of (III.4), we have defined
in terms of the operators which naturally showed up in the second line. Eventually, let us define
where κ ij are the components of the inverse of the Cartan-Killing metric κ ij = tr ad Ti ad Tj .
We can now start evaluating the surface-ordered exponential as defined in (II.9). Consider a surface S H defined by a homotopy H, and a fixed graph γ. Denote by H γ the Hilbert space of cylindrical functions with respect to this graph and let N be the number of punctures of γ with S H . The punctures p 1 , . . . , p N are labeled such that p 1 ≤ . . . ≤ p N with respect to the order on S H induced by H. Using c := −8πG βi C , (III.8)
we then obtain
(III.9)
Obviously, the factors within each of the square brackets do not commute, which implies that there is an ordering ambiguity. Following [11, 12] , we will use the Duflo-Kirillov map Q DK to resolve this ambiguity. We will make this ordering choice explicit in the notation by writing
Recall that 
k (p) all behave like su(2) elements, E k (p) does not! Therefore, we will have to decide whether we consider E (u) k (p) and E (d) k (p) as basic quantities and only order these using the Duflo-Kirillov map or whether we apply Q DK to E (e) k (p) for all e independently. While the latter approach sounds more fundamental, the first option enables the explicit calculations in the next chapter and we will therefore stick to it throughout this paper. Specializing to the case of a single puncture, equation (III.10) becomes
(III.12)
In the last line, the notation Q DK [W p ] indicates that when the resulting operator acts on a spin network state, the result only depends on the edges that start or end at the puncture p. However, information about the surface S H is still present in the splitting
i , where the co-normal to S H at p determines which edges contribute to E (u) i and E (d) i , respectively. We can use these explicit formulas for the quantum surface holonomies to prove the following theorem: 
where S Hi is punctured by γ at most once, and ∂S Hi ∩ γ = ∅. As mentioned before, we still assume all homotopies starting from the trivial path! Then
Proof. We can assume without loss of generality that each H i contains precisely one puncture, because homotopies without puncture contribute just the identity operator, and therefore effectively reduce the number of homotopies in (III.13). With this assumption, every factor on the right hand side just takes the form (III.12). Multiplying them and sorting with respect to the number of Lie algebra generators, it is straightforward to see that this leads to (III.10).
This theorem allows us to express surface holonomies as products of surface holonomies acting on single punctures, provided we can find a suitable decomposition of the homotopy labeling the surface holonomy. In the following chapters, we will therefore focus our attention on the single puncture case. We will later come back to the case of multiple punctures again. In the following, we will explicitly calculate the action of the previously defined quantum surface holonomy operators on quantum states that are represented by a spin network graph having a single intersection with the surface associated to the homotopy labeling the surface holonomy (see figure 1 for an illustration). To this end, let us introduce some further notation. We first define the relevant Hilbert spaces. All of these are defined relative to a given homotopy H, but to keep things simple, we will not indicate this dependency in the notation. Let H(p) = span {spin nets with single puncture at p}.
IV. EXPLICIT ACTION OF SURFACE HOLONOMY OPERATORS ON SINGLE PUNCTURE STATES
(IV.1)
This space decomposes into a direct sum
under the action of E(p) in the following sense:
Otherwise we call it the state space of a two-sided puncture. We should remind the reader that the Duflo-quantization for the two-sided puncture in section IV B was calculated for a state in which E (j u+d ) = 0. In the quantum theory, this implies -among other things -that j u = j d and that states should be in the gauge-invariant subspace of H (j u ,j d ) (p). In the following, for the two-sided puncture we will therefore restrict to the space H (j,j) (p) in which j u = j d . We will sometimes also display the action on the non-gauge-invariant part of that space.
A. Action on one-sided puncture state
In the case of a single puncture, the quantum operator associated to a surface holonomy was given in (III.12). Two of the three factors in this expression are path holonomies, whose action on the Hilbert space of LQG is well-understood. We will therefore focus on the remaining part, Q DK [W p ]. In the following, we will explicitely calculate the action of this operator on a certain class of spin network states Ψ γ in the LQG Hilbert space. Namely, we will assume γ to contain only a single edge that intersects S H at p. Without loss of generality, we can assume this edge to puncture the surface from above. This effectively leads to
and therefore E k (p) itself satisfies su(2) commutation relations. This case was already investigated in earlier work [20] . However, in this earlier work we used a different convention for the κ factor defined in equation (III.5), which made the result appear more general. At the time, we were only able to give an explicit expression for the action of the surface holonomy operator on punctures carrying spin ½. In the following, we will now generalize this calculation to spin network punctures labeled by arbitrary spin j.
Recall, from the previous section, the definition
From now on, we will drop the label p indicating the puncture. Throughout this section, the E are understood to be evaluated at the puncture p! This actually implies that we will only consider non-trivial representations for the quantum operators corresponding to the E, since a puncture with spin label 0 is equivalent to no puncture in the LQG Hilbert space. Therefore, a quantum surface holonomy will always act as the identity operator on a puncture where j = 0. We will also choose a specific basis
of su (2), where σ i are the Pauli matrices. In this basis, the components of the Cartan-Killing metric become
We can then write
(IV.7)
We already showed in [20] that
and
Combining these two expression with the fact that the Laplacian of SU(2) evaluates to
on a single edge carrying spin j, we obtain
After simplifying this expression (see appendix A for details) we end up with
We can now use this result in combination with equation (IV.7) to get
Simplifying once more (for details, see again appendix A) and defining
we arrive at
for the function ξ c (j) and ξ s (j). In the expression for ξ s (j), the derivative with respect to c can still be carried out, leading to In order to perform the same calculation for the case of a two-sided puncture, we start again from the series expansion as given in (IV.7):
When acting on a two-edge puncture state, we now have to distinguish several cases. Assuming that neither of the two edges is tangential to the surface, there are two main scenarios: the two edges can either lie on the same side of the surface S H , or they can lie on different sides. In the first case, however, we can consider the quantity E
, which again behaves like an element of su (2) . This case can thus be treated as in the previous subsection. In the following, we will therefore focus on the case where one edge, e, lies above the surface and the other edge, e , lies below S H . In other words, we now have
inserts a generator of SU(2) into the holonomy associated to the edge e and E (d) i acts analogously on e . Since the combination (IV.19) does no longer behave as an element of su(2), we will have to order the quantities E
individually. We can write
(IV.20)
We thus see that, if we want to order both the E (u) i and E (d) i separately using the Duflo-Kirillov map, we need to evaluate said map on terms of the form
and, unfortunately, we don't have a formula for this. In order to circumvent this problem, we will use the relation
to obtain
Unfortunately, we cannot quantize E (u) , E (d) and E u+d independently, since, e.g., E (u) i does not commute with || E (u+d) || 2 . However, if we focus on the sector of the quantum theory invariant under SU(2) gauge transformations, E (u) and E (d) must couple to the trivial representation in the absence of transversal edges. We will therefore assume ||E (u+d) || 2 = 0 (IV.25) already on the classical side. The expression for ||E|| 2 then simplifies to
and we can write arbitrary powers of this term as
Inserting this expression into equation (IV.7), we then obtain
and applying the Duflo-Kirillov map leaves us with
(IV.29)
Note that we have calculated the action of the Duflo-Kirillov map on both types of terms showing up in this expression already in the previous subsection. If E is associated to an edge labeled by spin j, this action is given by
respectively, with j denoting the floor function of j. Now, inserting these expressions into equation (IV.29) and writing the result as
the functions χ c (j u , j d ) and χ s (j u , j d ) take the forms
respectively. The details of the calculation can be found in appendix B. Specializing to the gauge-invariant case 3 where
where now
(IV.37)
V. PROPERTIES OF QUANTUM SURFACE HOLONOMY OPERATORS
In this chapter we focus on the properties of the holonomy operators just calculated. These properties are important since they determine the existence and the properties of solutions to the quantised isolated horizon boundary condition.
A. Behavior under gauge transformations
Gauge transformations g : Σ → SU(2) act as unitary operators U g on the LQG Hilbert space. They transform the basic field operators as
As a consequence, using the equations (III.12), (IV.14), (IV.35), (III.14) that define W H in terms of E and holonomies h, we find that it transforms as
where x 0 ∈ ∂S H denotes the special point on the boundary of S H . Thus W H transforms exactly as a holonomy beginning and ending in x 0 .
B. Matrix elements
The quantum surface holonomy operators W are operator-valued matrices. In the following, we will consider their components. In particular, we will take a look at the adjointness and commutation relations between matrix elements of Q DK [W p ] and W H and compare them to those from known quantum group deformations of SU (2). We will always assume that the holonomies act on single puncture states. We will distinguish the case of a one-sided and a two-sided puncture. We also assume a relative orientation between the surface S and the intersecting edge as in figure  1 . Changing the orientation of S will change the sign of the second term in (V.47) and (V.54), and hence some signs in the equations following them.
Let us first consider the operator W p on a one-sided puncture. We explictly consider only the action on H (j,0) (p). The action on H (0,j) (p) just differs by a factor of −1 in E(p). In the previous chapter, we found
where we have now introduced the notation
Using the fact that the E i are skew-adjoint, we can write
For the double puncture, the structure is similar:
We will now turn to the matrix elements of W. Recall from (III.12) that
We first observe that the matrix elements of h αp and h −1 αp commute with the E i , and hence with Q DK [W p ] because h αp runs tangential to the surface and there is no intertwiner connecting h αp and the holonomy of the puncture. Secondly, we also notice that products of matrices with the adjointness structure (V.5) again have the same structure. The matrices on the right hand side of (V.11) are operator-valued, but ,as observed, the entries of the holonomies commute with those of W p . We can thus conclude that
Next, we can determine the matrix entries of W H . To this end, note the intertwiner properties
of the τ i and κ. As a consequence, we can write
where we have introduced
Note that the last expression in (V.14) is of identical form as that in (V.3), except for the replacement of E m by E m . Therefore, we have
The same reasoning applies to the case of the two-sided puncture, hence
Let us remark that the adjointness structure of W and W mirrors that of an SU(2) element in the defining representation. The remaining condition on the matrix components of an SU(2) is given by the requirement that the determinant equals unity. We will turn to this requirement in the next subsection. Here, we will demonstrate that we are far from classical SU(2), by calculating the commutators of matrix elements. Let us first consider the case of the one-sided puncture. Using the fact that the E i have su(2) commutators in this case, we find
Using the fact that the holonomies h α in the surface commute with the E i , and that π 1 (h α ) is an orthogonal matrix, one can show that also the E m satisfy su(2) commutation relations, and hence in complete analogy
For the double sided puncture, the reasoning is again analogous. Note however, that in contrast to the sum of two angular momenta the difference of two angular momenta is not again an angular momentum operator in the sense of commutation relations. This holds in particular for
This changes the commutation relations of the matrix elements slightly. We will only give the relations for the matrix elements of the full surface holonomy, since the ones for W p are structurally identical. They are:
Let us finally compare these commutation relations to those appearing in standard quantum deformations of SU (2), such as SU q (2) (see for example [30] ). At least in the standard representations, the latter have a different structure. By comparison, our commutators are linear in the matrix elements. Thus, we are very likely dealing with a different mathematical object.
C. Determinant
In the present section, we will consider the determinant of surface holonomy operators. The determinant is especially relevant if we aim to solve the quantized isolated horizon BC by states in a representation of the standard holonomy-flux algebra: The holonomies of the HF-algebra are SU (2)-valued functionals and therefore their determinant is unity.
We define
where the parameter δ labels some of the possible operator orderings. We will first consider the transformation behaviour under gauge transformations. We parametrize a classical SU(2) element as
A tedious but straightforward calculation shows that
and, in view of (V.2), the symmetrically ordered determinant is gauge-invariant. This also implies that
Altogether, the symmetric ordering seems to be preferred, and we will often restrict consideration to this case. We start with the action on the one-sided puncture:
For symmetric ordering this reduces to
For the two sided puncture, the determinant acts as
For the symmetric ordering, this reduces to
and on the gauge-invariant Hilbert space to
We see that, in general, the eigenvalues of the determinant operator differ from 1. However, there is a limit in which they get close. Recall that ξ c (j) and ξ s (j) (and similarly χ c (j) and χ s (j)) are both power series in the parameter c introduced in (III.8). For small c, 4 and a similar result for χ c (j) and χ s (j). This shows that for small c we are in a regime in which W H is close to a classical SU(2)-element.
Another regime in which the determinant is close to 1 can be seen from the plots in figure 2 . For fixed c = 8πi/k with k ∈ N, the eigenvalues oscillate as a function of j with a period set by k, but they tend to 1 quickly as j gets larger. Additionally, it appears that there are also certain small values of j for which the eigenvalue is very close to 1. For example, in the plot for k = 3 there is a series {5/2, 4, 11/2, 7, 17/2, . . .} of j-values with determinant close to 1. One notices a spacing of k/2. For k = 101 there is a similar series {1/2, 3/2, 5/2, 7/2, . . .}.
D. Adjoint operator
As we have seen in chapter IV, the quantum operator associated to a surface holonomy W H takes the form
where p denotes the location of the puncture. Quantum surface holonomies can thus be regarded as two-by-two matrices whose entries are operators acting on spin network states. The adjoint W † H is thus given by transposing the two-by-two matrix and then taking the adjoint of each entry as an operator. As both χ c (j) and χ s (j) are real, this leads to
for the action of the adjoint of a quantum surface holonomy on a single puncture state. Now, recall that, classically, surface holonomies are elements of SU(2) and, as such, their adjoint is equal to the inverse of the surface holonomy. Furthermore, the inverse surface holonomy is equal to the surface holonomy associated to the (horizontally) inverse homotopy,
It is not clear, however, whether the latter property carries over to the quantum theory, since the horizontal inverse of a homotopy is only an inverse on the level of equivalence classes with respect to thin homotopy and the quantum surface holonomy operators are not well-defined on those equivalence classes. Therefore, let us next evaluate W H −1 on a single-puncture state and compare the result to (V.42). The horizontal inverse of a homotopy H(s, t) is given by H −1 (s, t) = H(s, 1 − t). It is immediate to see from equation (II.9) that the inverse homotopy induces the inverse orientation on the surface S H . Other than that, the integral is over the same surface and therefore, comparing with (III.12), we have
This is almost identical to the action of the adjoint operator. Note, however, that the holonomies conjugating the generators of su(2) in the second term in (V.44) are calculated along different paths than in (V.42). However, in the absence of further punctures, the corresponding quantum states are related by a diffeomorphism. This indicates that the quantum analogue of (V.43) might hold on single-puncture states at the diffeomorphism-invariant level. Another class of states on which it might hold are those where the connection is flat on the part of the surface enclosed bỹ α −1 p • α p . This includes in particular the single-puncture states satisfying the IH boundary condition on S H .
E. Products of quantum surface holonomies
Let us now consider products of surface holonomy operators. We will again restrict to the one puncture case. For the setup and notation see again figure 1 and the text surrounding it. We will be working in the standard basis {τ i } of su (2) in which
We will also use the fact that the basis can be regarded as an intertwiner,
We recall that the action of a single surface holonomy for the case depicted in the upper part of figure 1 (one-sided puncture) is given by
The negative sign in (V.47) is due to the fact that the edge e is assumed as incoming with respect to S(H), and we have used (V.46) to rewrite the holonomies connecting the puncture with the source of H. The double application of the surface holonomy operator then gives
This state is not linearly independent from | j and | j A B 1
. In fact, it decomposes into a linear combination of them due to the fact that the latter are spin networks. We will use
to decompose the first product of τ s. The orthogonality of the matrix π 1 (h e ) simplifies the first resulting term, while for the second we obtain from the intertwiner property of
This gives
where in the last line we have used 
Thus we find
for the product of two surface holonomies and the trace thereof. We also see from this calculation that the space spanned by the states | j and | is closed under the action of the surface holonomy operator. This action was already given in (V.47) for the former, while on the latter state, the action is explicitly given by
For the case that the holonomy runs through the puncture (lower part of figure 1 ), there are some changes to the above result. The action of the surface holonomy is now
Acting a second time, one obtains
We thus get
We are also interested in products involving the (matrix and operator) adjoint defined in (V.42). We have
Since we have
this simplifies to
One can also ask about products of surface holonomies that are not contracted, and in particular, about their commutators. These questions can be answered using the results of section V B. In particular, (V.24)-(V.29) give the commutators. We would like to point out that these commutators vanish on two-sided gauge-invariant punctures.
This is interesting, since it shows that on these states, the surface holonomies have the same adjointness and commutation relations as normal holonomy operator in the holonomy-flux algebra of loop quantum gravity.
F. Traces, relations, other irreducible representations
We have already considered traces of products of surfaces holonomies. We will now discuss traces a bit more systematically. Consider the trace of a single surface holonomy,
There is obviously no ordering ambiguity, and the traces are automatically gauge-invariant:
On single punctures this implies tr( W H ) = tr( W p ), and hence
We note that there are classical relations between the objects we have considered so far. For example, the relation
holds for any 2x2 matrix W . This is a relation which is intact in the quantum theory. For example, we can show that
For the two-sided puncture, we similarly have
We can also use the traces above to find expressions for the traces of surface holonomies in different representations of SU (2) . For example, tr(π 1 (g)) := 1 2 tr(g 2 ) + tr(g) 2 for g ∈ SU(2) .
We can thus define
and we find
Similarly,
Assuming det δ W H = 1, we note that both eigenvalues are of the form
This is interesting because it can be rewritten as λ j = 3 − 4 sin 2 ((2j + 1)θ) = 3 sin 2 ((2j + 1)θ) − 4 sin 3 ((2j + 1)θ)
(V.69)
Here we have used the quantum integers
The eigenvalues are quotients of the Chern-Simons expectation value for holonomies around the Hopf-link and the unlink, respectively, [31] and thus arguably the expectation value of a surface holonomy around a Chern-Simons puncture.
VI. APPLICATION TO BLACK HOLES
In this section, we want to come back to our original motivation for investigating quantum operators associated to surface holonomies. Namely, we want to use our quantum surface holonomies to quantize the isolated horizon boundary condition (IHBC)
As already stated in section II, this condition is equivalent to
which has to be satisfied for all homotopies H, s.t. the surface S H lies entirely within H. Recall our assumption that all homotopies H start from the trivial path at the point at which our surface holonomies transform. Also, note that we can evaluate these conditions for any two-dimensional surface H. In this section, we will take H to be homeomorphic to a 2-sphere, but we will not assume that it is the spatial section of an isolated horizon! Ideally, we would find states in the quantum theory on which the quantum version of the IHBC is exactly satisfied. However, from our results in the previous section we can conclude that one-puncture states and two-puncture states cannot be solutions to this quantum operator equation. The reason is that holonomies are quantized as multiplication operators in LQG. Therefore, they act by multiplying the state with an element of SU (2) , which necessarily has unit determinant. The determinant of our quantum surface holonomies, however, does not equal unity for any choice of spin on such states. Nevertheless, we have seen that for some spins the determinant is very close to unity, which indicates that their behavior may be similar to real SU(2) elements on some states. Therefore, instead of trying to implement the quantum isolated horizon boundary condition (QIHBC) exactly, we will take it as a definition for some kind of quantum holonomies replacing the standard holonomy operators on H. 5 We will regard states on which these quantum holonomies behave closely to classical holonomies as solutions to the QIHBC.
Since we are interested in surfaces of spherical topology here, we are faced with the topological property of such surfaces that a circle on a 2-sphere S 2 forms the boundary of two distinct surfaces. In terms of homotopies, this translates to the existence of two distinct equivalence classes of homotopies between any two paths sharing their endpoints. Let us denote representatives of these equivalence classes by H 1 and H 2 , respectively. This now introduces an ambiguity in the definition of holonomies via the QIHBC. Consider any circular path γ on S 2 . Without loss of generality, we will assume γ to coincide with the equator of S 2 . We can then define the holonomy h γ using equation (VI.2) in two different ways: either by
or by
where H 1 and H 2 now denote the homotopies from the constant path at the starting and end point p of γ to γ by passing over the northern and southern hemisphere of S 2 , respectively (see also figures 3 and 4). Therefore, only states on which we have W H1 = W H2 (VI.5) qualify as candidates for implementing the QIHBC. Furthermore, classical holonomies satisfy the relation
If we want this property to hold also for our holonomies that are defined in terms of surface holonomies, then we need to restrict ourselves to states on which the relation
holds. Here, H −1 2 denotes the horizontal inverse of H 2 in the path 2-groupoid, i.e. it is a homotopy from the trivial path at x 0 to γ −1 . We can equivalently write this relation between surface holonomies on a 2-sphere as
where we have now avoided the use of inverse surface holonomies. In the following, we will use the quantum version of (VI.8) as ameasures for how closely the holonomies defined via the quantized IHBC, i.e., in terms of quantum surface holonomies, resemble classical path holonomies. In the remainder of this section, we will analyze quantized versions of (VI.5) and (VI.8). Throughout this section, we will only consider two-edge punctures. We deem this reasonable because, as we have seen in the previous section, the behavior of the quantum surface holonomy operators resembles that of their classical counterparts more closely when evaluated on this type of punctures.
A. Single two-edge puncture
Let us first consider the simple case of a single puncture as depicted in figure 3 . We will refer to this one-puncture state as Ψ 1P . Since there is no puncture on the southern hemisphere, we have
On the other hand, we have
Therefore, the consistency condition (VI.5) is only satisfied for spins j, such that χ c (j) = 1 and χ s (j) = 0 . (VI.11)
As there are no integer or half-integer spins satisfying this condition, we can already conclude that there are no single-puncture solutions to the quantized IHBC. Note that for j = 0, the condition reduces to χ c (0) = 1 , (VI.12) since π (j) ( E i ) equals zero in the j = 0 representation. This is of course trivially satisfied, as quantum surface holonomies act as the identity on punctures with j = 0, and it implies that spin network graphs that do not puncture the sphere under consideration are solutions to the quantized IHBC. However, the area eigenvalue of the sphere vanishes on such states and thus the sphere would be unobservable. Let us go one step further and take a look at a situation with two punctures. Consider a spin network consisting of a single edge that punctures the sphere H in two points labeled p 1 and p 2 . Without loss of generality, we assume that p 1 and p 2 coincide with the north and south poles of the sphere (as illustrated in figure 4 ). This state will be referred to as Ψ 2P . Let us start again with checking the consistency condition (VI.5). This time we have
Recall that the minus sign before the second term is due to the different orientations of the spin network edge puncturing the surface at p 1 and the normal on the surface whose orientation is induced by using the homotopy H 1 as a parametrization. Noting that on the southern hemisphere the normal induced by H 2 again points upwards, we can immediately conclude that we get the same expression
for the surface holonomy associated to H 2 . However, they are not exactly the same. We have hidden the conjugation with the holonomies from and to the distinguished point x 0 of the surface by writing E instead of E. The paths along which these holonomies are calculated are different for H 1 and H 2 ! One may hope that this difference disappears at the diffeomorphism invariant level. For the moment, we will assume that we can move the holonomy from x 0 to p 1 as illustrated in figure 5 (and accordingly for p 2 ). Let us turn our attention to the other consistency condition (VI.8). As discussed above, this condition encodes the property
of classical path holonomies. In terms of surface holonomies, we now need to consider the two conditions
(VI. 16) and
One might be tempted now to conclude from our previous results that these two conditions are satisfied on states where the surface holonomies have unit determinant. However, this is not the case. While we have found in the previous chapter that
which, when combined with our statements in the previous paragraph, would seem to imply that
it is important to remember that the first equation in this deduction only holds if a certain diffeomorphism is applied. Therefore, it would probably be more precise to write it as
where the diffeomorphism D 2←−1 moves the attachment point from p 1 to p 2 . With this notation it is obvious that the argument (VI.20) already fails in the first step! We will therefore have to evaluate conditions (VI. 16 ) and (VI. 17) independently. Let us start with the latter.
In order to evaluate the left hand side, let us recall the action of the surface holonomy operator again, which was calculated in chapter IV to be
Here, we have introduced the graphical notation
where h p1→p2 denotes the holonomy along the segment of the spin network edge between p 1 and p 2 , T l is a generator of the Lie algebra su(2) in the spin j representation andh denotes a holonomy from the starting point x 0 of the surface holonomy to the point p 1 . Analogously, we will also use
We can now calculate how the operator appearing on the left hand side of condition (VI.17) acts on the spin network state under consideration and we obtain (VI.27)
The spin network states appearing in this result are not independent. We will assume
and, consequently, we get (VI. 30) This last state can be expressed as a linear combination of the other two via
where we used that ∆(j) = j(j+1)
2
Putting everything together, we end up with = δ A B | j . We can therefore read off the equations
that need to be fulfilled by α, β and j. Note that, in principle, α and β are allowed to depend on j! We recognize that (VI.33) will reduce to the condition of the surface holonomies having unit determinant if β = α −1 . Since this condition has already shown up quite often during the analysis of the properties of surface holonomies, this seems like a natural condition and we will assume that α and β satisfy the relation above. However, we get an additional condition from (VI.34). This can be solved by choosing α as a function of j satisfying
which implies that α(j) has to be a solution to the quadratic equation
We therefore get
and we immediately see that α(j) is purely imaginary if | χs(j) 4 χc(j) | > 1. On the other hand, if | χs(j) 4 χc(j) | ≤ 1, we have |α(j)| = 1 and α(j) will therefore just be a phase. Actually, the latter is the case for most values of j. This can for example be seen from figure 6, where we have plotted the full discriminant
(VI.38)
Remember that χ s depends on the constant
, (VI.40) l P = √ G denotes the Planck length and a H is the classical area of the horizon in the IHBC. We can now either keep a H as a free classical parameter, or we can replace it with the eigenvalue of the area operator in the state under consideration. In figure 6 , we show plots for both options 6 into the definition of k. All three plots show that the discriminant D tends to 1 as j increases. However, the details differ between the two choices for k. The plots for fixed k show some periodic behavior (with period approximately k /4 in the plot for k = 101). Also, the convergence of D to unity seems slower in this case. The fast convergence rate in the case where k = k(j) can also be seen more clearly from figure 7, where we have plotted the difference 1 − D. This deviation from 1 is less than 10 −7 for all spins greater than 20, and it seems to decrease by another order of magnitude before reaching spin 30! This implies that if j becomes large enough, the solutions for α will approximately become ±1. However, this way of solving (VI.34) has a serious drawback. Recall that in order to solve the QIHBC, a state needs to satisfy not only (VI.17) but also (VI.16). The latter condition leads to almost the same set of equations, but with the opposite sign in the second term of equation (VI.34). We thus get a different solution for α, implying that conditions (VI.16) and (VI.17) cannot be solved simultaneously using this approach. Fortunately, we can also solve (VI.34) by requiring that χ s (j) = 0. Although this works for any choice of α and β,we Figure 7 . We plot the deviation from 1 of the discriminant D for k = k(j).
will still demand that β = α −1 in order to identify equation (VI.33) with the unit determinant condition. We can already see from figure 7, where we have plotted
that χ s (j) will approach 0 as j grows large. This is confirmed in figure 8 , where we have plotted χ s (j) for the same three choices of k as before. The overall tendency of converging to 0 is again the same in all three cases. However, while the overall convergence is again faster in the case where k depends on j, there are individual spins in the plots for fixed k, for which χ s (j) is considerably closer to zero than for any spin less than 70 in the j-dependent case! 
VII. CONCLUSION & OUTLOOK
In the preceeding sections, we have presented three sets of results:
1. We have defined the surface-ordered, exponentiated fluxes W S on a large class of states in the Hilbert space of LQG.
2. We have explored many of their properties, such as commutation relations and the spectra of their trace and determinant. Interestingly, the W S are in some sense close to classical group elements, but by no means in all aspects.
3. We have started to analyze what kind of states fulfil the quantum version of the isolated horizon boundary condition. We find that a relevant operator seems to be the determinant of the W S on the horizon. But the states we look at are too limited to make any solid statements about quantized IHs.
One fundamental limitation of our method is that while W S determines the holonomy around S, it will create new, undetermined holonomies when acting on quantum states. We suspect that this is responsible for the problem that, although a classical surface holonomy is invariant under changes of the homotopy generating the surface, the W S appear to depend on the parametrization in the sense that they give the punctures an ordering. This ordering is dependent on the parametization and changing it appears to change the state that results from the action of W S . This might be partially remedied if the properties of the holonomies created by W S could be established through the use of the IHBC. This direction should be studied further.
Another avenue for future work could be to discard the results (IV.17), (IV.37) for the second coefficient in the action of W S obtained by the Duflo map, and instead to fix it by demanding that the determinant is equal to 1 for all states, ξ 2 s (j) = 8 ∆ j 1 − cosh 2 (2j + 1)c 8 χ 2 s (j) = 2 ∆ j 1 − cosh 2 (2j + 1)c 4 .
(VII.1)
In this setting, one could continue to work with the LQG holonomies on the horizon and perhaps obtain a state described by a measure on the space A of generalized connections. A final point that should be studied further is the quantization of the W S without setting ||E|| 2 = 2 ||E (u) || 2 + 2 ||E (d) || 2 (VII.2) (see the discussion in section IV B for details). This might substantially change the properties of the operators W S .
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Appendix A: Action of quantum surface holonomy on one-edge puncture state (detailed calculation)
We can rewrite the sum in the last line of the previous equation as 16 (2j (u) + 1) 
