This paper introduces an implicit framework for the analysis of uncertain systems, of which the general properties were described in Part I. In Part II, the theory is specialized to problems which admit a nite dimensional formulation. A constant matrix version of implicit analysis is presented, leading to a generalization of the structured singular value as the stability measure; upper bounds are developed and analyzed in detail.
Introduction
Part I of this paper introduced a framework for analysis of uncertain systems in implicit form, combining the behavioral approach to system theory 24], the Linear Fractional Transformation (LFT) paradigm for uncertainty descriptions 14] , and the Integral Quadratic Constraint (IQC 26, 11]) formulation. We summarize the main ideas of this formulation. The same notational conventions apply. An implicit system is described by equations of the form Gw = 0, where w is a vector of signal variables, and G is an operator in signal space. In this paper we only consider linear Electrical Engineering, M/S 116-81, California Institute of Technology, Pasadena, CA 91125 systems (i.e., with G linear) in discrete time. The concept of stability in this formulation is characterized by the left invertibility of the operator G. Two versions were considered: \l 2 -stability", meaning that G is left invertible as an operator on l 2 ; \stability", meaning that G has a causal, nite gain left inverse in the corresponding extended space l 2e .
Uncertain systems are characterized by a parameterized equation operator G( ), where is a structured uncertainty operator of the form = diag 1 I r1 ; : : :; L I rL ; L+1 ; : : :; L+F ]
Robust (l 2 ) stability means that the G is (l 2 ) stable for all structured in the normalized ball of uncertainty B . A parameterization G( ) of Linear Fractional Transformation (LFT)
form was considered; it was shown how the general case reduces to the canonical version
In addition to including the standard theory as a special case, it was shown that the implicit formulation allows for the representation of IQCs, which can be used to describe properties of signals, components, or mathematical restrictions in a problem under consideration.
In Part II we take (2) as a starting point, and move closer to the computational aspects of implicit analysis questions by considering problems which can be cast in a nite dimensional setting, in terms of constant matrices. Di erent cases which result in constant matrix analysis are reviewed in Section 2. These include some special instances of (2) , as well as a problem from an entirely di erent origin, related to model validation 22, 13] .
The constant matrix formulation leads naturally to an extended version of the structured singular value 5, 14] , which is introduced in Section 3. The issue of upper bounds to the structured singular value for implicit systems is extensively considered; as in the standard case, these bounds are attractive computationally since they reduce to a convex feasibility problem. Conditions under which this bound is exact for the implicit case are discussed.
In Section 4, the case of state space implicit descriptions is addressed, and the analysis conditions are related to the case of linear time-varying (LTV) structured perturbations, already considered in Part I.
The paper concludes with an application of the machinery to robust performance tests in the presence of structured uncertainty and white noise disturbances, which has been referred to as the Robust H 2 performance problem 15, 23] . The main idea is to consider deterministic descriptions 16, 17] of white signals obtained by constraints in l 2 space. The method described in Part I allows for these constraints to be included in an implicit analysis problem of the type (2) . Some examples are included for illustration.
Preliminary versions of these results were presented in the conference papers 18, 19] . The proofs are collected in the Appendix.
Motivation for Constant Matrix Analysis
In many important cases, robustness analysis can be conducted in a constant matrix representation. In the implicit framework, these have the form
where A 2 C n n , C 2 C p n , and the structure 0 is still of the form (1), but with blocks which are constant, complex matrices rather than dynamical operators. 0 could also have blocks restricted to be real as in 27], which can be used to capture real parametric uncertainty. By analogy with the dynamic case, we will say that the implicit system (3) is stable if
Condition (4) strongly resembles the PBH test in standard system theory. In fact, for the special case 0 = I, stability is equivalent to detectability of the pair (C,A). Further connections will be mentioned in section 3. Di erent problems which lead to a constant matrix formulation are now reviewed. 
LTI uncertainty
The state equations are of the form x = (A x x + A xz z), with the delay operator, and x the state. By adding these equations in implicit form to (2) we obtain I ?
which will be represented by
with A S , C S constant matrices, and the augmented delay-uncertainty operator S = diag ; ].
For LTI uncertainty , (9) can in turn be reduced to a test in terms of constant complex perturbations S0 ; constant matrix conditions in state space can also be given for the LTV case. These issues will be discussed in Section 4.
Model Validation as Implicit Analysis
Substantial attention in recent years has focused in establishing closer connections between robust control and system identi cation. In this category fall the results of 22, 13] , where a model validation problem is posed as a generalization of the structured singular value . In particular, 22] considers a problem constrained to a subspace. This is precisely the type of extension provided by an implicit representation as (3), as noted in 7] . A simple example is presented here to illustrate this point. Consider the validation of a linear regression model of the form y = M + d (10) with k k K, kdk . In this equation, y is a given vector in R n , and M a given matrix in R n m , both related to experimental data. The validation problem is to determine whether there exist vectors and d in the allowed class, satisfying (10) .
The basic observation is that the size constraints on and d can be captured by implicit uncertain equations = K and d = d , where , d are respectively m 1, n 1 matrices of norm bounded by 1. Figure 1 jointly represents equations (10) and the constraints by means of an auxiliary \input" w = 1. The existence of nontrivial solutions for these equations is equivalent to the validation of the model (the constraint w = 1 can be obtained by normalization). This is a stability question in an implicit LFT system, and can be readily reduced to the form (3) by the method described in Part I. For a more complete discussion of these issues in a more general setting we refer to 7]. 
A restatement of this de nition is to say that (3) is stable if and only if 0 (C; A) < 1.
Equivalently, De nition 1 translates the analysis problem to the computation of the function 0 (C; A); as in the standard case, exact computation is in general hard and one must rely on upper and lower bounds. We will only comment brie y here on the lower bound problem, and develop in detail the upper bound theory.
The lower bounds for the standard unconstrained case (no C equations) are based on the fact that (A) = max 2B ( ( A)), where ( ) denotes spectral radius. Algorithms which resemble the power iteration for spectral radius have been developed 14, 27] , which have good performance on typical problems.
For the constrained case, only eigenvalues with eigenvectors in the kernel of C are relevant. In the following, it will be convenient to parameterize this kernel by a matrix C ? , whose columns form a basis for the kernel of C. This leads to 
These observations will presumably lead to an extension of the standard lower bound; some di culties arise, however: generalized eigenvalues do not always exist, and also the maximum in (13) need not occur on the boundary. Some initial work is documented in 7]. We will now consider the upper bounds for this version of the structured singular value. The following theory strongly parallels that of 14] for the standard case. We will use the The previous conditions are both Linear Matrix Inequalities (LMIs, 2]) (strictly speaking, (i) is a ne rather than linear). Testing whether an LMI is satis ed is a convex feasibility problem, for which interior point methods are available 2, 9]. While version (i) is more directly related to robustness analysis tests, (ii) is of lower dimensionality and therefore preferable from a computational point of view. We de ne the upper bound for , 0 (C; A) = inff > 0 : (14) is satis edg (16) The fact that 0 (C; A) ^ 0 (C; A) is a consequence of Theorem 4 below. We rst mention the following remarks:
Combining the upper bound with Propositions 1 and 2 provides tractable su cient conditions for robust (l 2 ) stability in the case of LTI perturbations; for example, 9X(!) 2 X : A(e j! ) X(!)A(e j! ) ? X(!) ? C(e j! ) C(e j! ) < 0 8! 2 ? ; ] (17) an LMI across frequency, guarantees robust l 2 -stability of (2) 2. The following are equivalent:
In this constant matrix case, the upper bound will be strict in general; equivalently, LMI (19) is not a necessary test for stability. Referring to Part I, convexity of the r sets played an essential role in the necessity results, and this does not hold in the static context: r 0 is not in general convex (so r 0 \ X = does not imply co(r 0 ) \ X = ).
In a similar manner as in the standard case 14], we now pose the question as to which special structures give equality of and^ . In reference to structures with only full blocks, the situation is analogous to the standard case of 14]: the bound is exact for a maximum of 3 complex full blocks or 2 real full blocks. The only notable di erence in the implicit case is the fact that the structure = fdiag 1 I; 2 ]g is no longer -simple, as shown in the following example. 
For (20) to be negative de nite, and X > 0, we must have 0 < x < 1; 0 < z < 1; jyj 2 < xz; jy + 2j 2 < 24
25
(1 ? x)(1 ? z) (21) This implies jyj < 1, jy + 2j < 1 which is impossible, so there is no solution to LMI (15) with = 1. Consequently, (C; A) <^ (C; A).
To conclude this section, we relate the LMI test (19) to the results of Part I. If A and C remain constant but allowed to operate on l 2 signals, and 0 is substituted by an arbitrary structured operator on l 2 , Theorem 1, Part I implies that (19) is a necessary test for robust stability. This amounts to an in nite horizon augmentation of the constant matrix problem (19) holds (22) The previous nite horizon augmentation can also be rewritten in matrix form, by de ning matrices which are d times larger than A, C, and 0 , obtained by adequate repetition. A similar result (for standard -analysis) has been obtained using very di erent methods in 1], where the size of the augmentation is n rather than dim(Y) (these two are the same when consists of only scalar blocks).
In comparison, in the case where A and C have unbounded memory, an in nite horizon augmentation (to LTV operators on l 2 as in Part I) is required.
Analysis of state space systems
In this section we consider the state space representation of (9), where A S ,C S are constant matrices, and the structure S = diag I ] has a \special" rst block, given by the delay operator. As in Proposition 2, we will be dealing with causal operators and the corresponding notion of robust stability.
LTI Uncertainty
If the uncertainty is LTI, robustness analysis reduces once more to a constant matrix problem, where the corresponding constant matrix structure S0 has a I rst block. Proposition 7 System (9), with a structured LTI operator in L C (l 2e ), is robustly stable if and only if S 0 (C S ; A S ) < 1.
The upper bound for will provide a computationally tractable su cient condition for robust stability of the form A S X S A S ? X S ? C S C S < 0 (23) where X S = diag X 0 ; X] is de ned to commute with S : X 0 is a positive square matrix of dimension equal to the number of states, and X 2 X. This condition is in general conservative, even in the case where is unstructured (one full block); this is a consequence of the fact that in the implicit case, the structure S0 = diag I; ] is not -simple, as shown by Example 1.
LTV Uncertainty
Since (23) For the case of LTV perturbations considered above, the same X (constant scaling) must hold across frequency, which is a stronger condition than the one given in (17) for the LTI case. Solving (24) in a set of frequency points gives a coupled LMI problem. The \state-space LMI" (23) gives X in just one LMI, but must handle an extra full block in the scaling X S . 
which is especially adequate for synthesis methods extending the so-called D ? K iteration for -synthesis. In this case A is a function of a controller K, and an H 1 synthesis step is alternated with an analysis t of X. These issues are addressed in 4].
Application to Robust H 2 Analysis
In this section we apply the implicit analysis framework developed in this paper to the problem of analyzing white noise rejection properties of an uncertain system. For an LTI input-output system in the absence of uncertainty, the relevant measure is the H 2 norm of the system, which arises, for example, as the expected output power when the input is a stationary random process with at power spectrum. The stochastic paradigm is less attractive, however, when analyzing systems subject to additional sources of uncertainty (parameters, unmodeled dynamics) which are usually expressed more naturally in a deterministic setting. Research addressing this \Robust H 2 " problem 15, 23] has faced the di culty of analyzing the average e ect of the disturbance together with the worst-case e ect of the uncertainty. This is the main reason for which other deterministically motivated performance measures (H 1 , L 1 ) have gained popularity in the robust control literature.
For many disturbances arising in applications, however, a white noise model is more appropriate than, for instance, the class of arbitrary bounded power signals considered in the H 1 problem, where the worst-case signals (sinusoids) are often very unrealistic.
The following treatment is based on imposing deterministic constraints on the disturbance inputs by considering set characterizations of white noise 16, 17] . These constraints can be included in an implicit analysis problem of the form (2), and analyzed within this framework.
Set descriptions for white noise
This section shows how deterministic descriptions of white noise can be t into the implicit analysis framework. We will rst consider the case of scalar signals. In 17] , sets of signals with a parameterized degree of \whiteness" are de ned as W ;T = fw 2 l 2 ; jr w ( )j r w (0) = 1 : : :Tg (26) where r w ( ) = hw; wi is the autocorrelation of a scalar signal w(t). Restricting an input signal to such a class is a deterministic method to rule out highly correlated signals (e.g., sinusoids) which are deemed unrealistic in a particular problem, and which dramatically a ect the system gain. In fact, the worst-case gain of an input-output Ker(P ? C Q)
The previous construction can be extended to the multivariable case, by considering the autocorrelation matrix of a vector valued signal w 2 l m 2 , R w ( ) = P 1 t=?1 w(t+ )w(t) . For w to be white, R w ( ) must be 0 for 6 = 0, and R w (0) must be a multiple of the identity matrix.
These matrix conditions could be reduced, entry by entry, to a number of scalar constraints, and treated as before.
For 6 = 0, and using the complex eld, a simpler method is given by operator-valued I blocks in the uncertainty 1 Comparing with the IQC formulation, the constraints (32-33) for multivariable white noise correspond to matrix-valued IQCs, as mentioned in Part I.
Robust H 2 Performance Analysis
The framework will now be applied to a problem of white noise rejection analysis in the presence of uncertainty. For this purpose, we return to the general setup of Section 3.4, Part I, which for convenience is represented in Figure 3 . We are given an uncertain input-output system given as an LFT between an LTI map H( ) and a structured uncertainty operator u . The question is to test whether the worst-case l 2 gain from d to y in the presence of uncertainty u is less than , when the input signal d is forced to satisfy \whiteness" constraints of the form discussed in section 5.1. These constraints are represented by a map P ? C Q, on the left in the picture, where without loss of generality P can be chosen to be static. The same formulation allows for arbitrary IQCs applied to d. The \performance IQC" kyk kdk is represented by the block P . (36)
In this case, the blocks P and C are already in the class of structured LTV operators. We will analyze the case where u is also structured LTV, which may give a conservative answer if it includes parametric or LTI uncertainty. Since C is static, the robust stability test is given by (24) , or equivalently (from Theorem 9) by the state-space version (23) Let opt be the in mum of the values of the parameter such that LMI (23) is feasible; this is a measure of the worst-case gain under uncertainty u and autocorrelation constraints. Asymptotically, as the number of constraints increases, the process converges down to a robust H 2 performance measure, so that a nite number of constraints always gives an upper bound.
Examples
We will present two simple examples to demonstrate the machinery, applied to problems involving the H 2 norm.
An example without uncertainty
The 
Robust H 2 example
We consider the standard SISO feedback system of Figure 5 , where the plant P is subject to multiplicative uncertainty. We wish to analyze sensitivity of the tracking error e to a white noise disturbance appearing in d (which could be due, for example, to sensor noise). The map from d to e (sensitivity function) of the uncertain system is given by S = . Here we will use it to obtain a worst case H 2 norm of S0 1?jWT0j 2
; for this we allow u to be a noncausal (L 1 ) operator, which can achieve bound (40) for every frequency.
We now choose K = 2, P = 1 1?3:3 + 2 , and W = 0:25. These values were chosen so that the uncertainty a ects the sensitivity in a signi cant way; this is exhibited in Figure 6 , where 
LTV uncertainty
Exact analysis for u an arbitrary LTV operator can be obtained from the procedure described in Section 5.2. Figure (7) shows the corresponding plot of opt (obtained using LMI-Lab) as a function of the number of correlation constraints T. For T = 0 (no constraints) we retrieve the value from (41) for the worst case H 1 norm (it is well known that in this unstructured case, the worst-case perturbation is LTI). As T increases, we approach the worst-case gain under white noise signals. The asymptotic value also appears to coincide in this case, with the value (42) obtained from LTI uncertainty, which is plotted for comparison 2 .
Although for this case the frequency domain method is much simpler, it does not generalize to multivariable systems or to structured uncertainty. The procedure based on the implicit framework applies in principle to any case, although for this method to be practical in large problems, improvements in the e ciency of LMI solvers are required.
Conclusions
Implicit representations have been shown to be an attractive general framework where various forms of system uncertainty, performance requirements and signal constraints can be expressed. A robustness analysis theory has been developed which includes what is available for the standard input/output setting, and enhances its domain of applications to include overconstrained problems, exempli ed in this paper by robust H 2 performance analysis.
The computational properties of this extension are similar to those of the standard case. Conditions obtained in terms of LMIs lead in principle to tractable computation, but the size of the problems is also a concern. In this respect, tests with LTV uncertainty yield either coupled LMIs across frequency such as (24) , or a large full block of multipliers for the state space version (23) . Additional research is required on practical methods for these large problems, and also for the case of mixed LTI/LTV uncertainty, which arises naturally in this setting (for example, when u in (36) is LTI). Here the coupling is not easily avoided; some initial work on this problem is reported in 20].
One of the main reasons to adopt the LFT framework is that it allows for the consideration of highly structured (e.g. real parametric) uncertainty which is not captured by IQCs. For these cases the exact analysis conditions in terms of will have increased computational complexity, as in the standard case where they are known to be NP hard 3]. Although this implies unacceptable computation time in the worst case, lower bounds 14, 27] have proven to be e cient on \typical" problems. Their extension to the implicit framework is a direction of future research.
If successful, this extension can have an enormous impact in problems involving data, such as the model validation problem mentioned in Section 2.3, and the corresponding system identi cation problem (see 7]). The implicit LFT framework would then appear as the natural setting for unifying modeling, analysis, model validation and system identi cation, under a common set of mathematical and computational tools.
Another natural extension of the results in this paper is the question of synthesis of controllers for robust performance in this setting. In 4], it is shown how standard \D-K iteration" methods for -synthesis extend to this formulation, and allow in particular for design of controllers for Robust H 2 performance. To prove that this structure is -simple is equivalent, by Theorem 4 to the fact that r 0 \ X = ; =) co(r 0 ) \ X = ;
for any A, C, or equivalently for any symmetric H 1 , H 2 . In this case X = (R + ) 2 , the closed rst quadrant in R 2 . We have therefore restated the problem as a geometric condition on the range of two real quadratic forms. In this notation, (48) is equivalent to an \S-procedure losslessness" theorem from Yakubovich 25] ; since this literature is not easily accessed we include a proof which is based on some modi cations to the parallel results of 5].
Let P = (v P ), Q = (v Q ), be two distinct points in r 0 (v P ,v Q 2 R r , kv P k = kv Q k = 1). 
This implies that E is the image of the unit circle by an a ne map, an ellipse.
We have shown that given two points in r 0 , there exists an ellipse E r 0 through those points. Now we return to (48). If co(r 0 ) \ (R + ) 2 6 = ;, since r 0 is bounded and (R + ) 2 is a cone, there exists a point in the boundary of co(r 0 ) which falls in the rst quadrant. Using Lemma 10 there exist two points P,Q in r 0 such that the segment PQ intersects the rst quadrant. But then the corresponding ellipse E will intersect (R + ) 2 ; (the geometric picture is given in Figure 8 (ii)). This implies r 0 \ (R + ) 2 6 = ;. The following proof is based on 5]. In particular, it is shown in 5] (analogously to (52)) that for the case r = 2, the set r 0 is the image of the unit sphere in R 3 by an a ne map g : R 3 !R 3 . This gives an ellipsoid E (with no interior) in R 3 , which could also degenerate to a projection of such an ellipsoid in a lower dimensional subspace.
Given two distinct points P = (v P ), Q = (v Q ) in r 0 , an analogous construction as the one given in (49-51) (with analogous proof) shows that there is such an ellipsoid E r 0 through the two points.
Assume now that co(r 0 ) \ (R + ) 3 6 = ;. Picking a point in the the boundary of co(r 0 ), Lemma 10 implies that there are 3 points P,Q,R in r 0 such that some convex combination S = P + Q + R falls in (R + ) 3 . Geometrically, the triangle PQR intersects the positive \octant" at S.
Claim: S lies in a segment between 2 points in r 0 . where T lies in the segment QR. Now consider the ellipsoid E r 0 through Q and R. If it degenerates to 1 or 2 dimensions, then T 2 E r 0 and the claim is proved. If not, T is interior to the ellipsoid E. The half line starting at P, through T must \exit" the ellipsoid a point U 2 E r 0 such that T is in the segment PU. Therefore S in the segment PU, and P; U 2 r 0 , proving the claim.
To nish the proof, we have found two points in r 0 such that the segment between them intersects (R + ) 3 . The corresponding ellipsoid E r 0 between these points must clearly also intersect (R + ) 3 . Therefore r 0 \ (R + ) 3 6 = ;.
Theorem 6
Su ciency of condition (19) is a consequence of the more general result given in Part I; the same argument as exhibited in the proof of Theorem 1 applies to this nite horizon setup.
For the necessity, assume (19) does not hold. Therefore co(r 0 )\ X 6 = ;, and we can choose a point in the boundary of co(r 0 ), which belongs to X. Since r 0 is in a d dimensional real vector space Y, Lemma 10 implies that there exists d points in r 0 whose convex combination 
