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AN ENDPOINT ESTIMATE FOR THE COMMUTATORS OF
SINGULAR INTEGRAL OPERATORS WITH ROUGH KERNELS
GUOEN HU AND XIANGXING TAO
Abstract. Let Ω be homogeneous of degree zero and have mean value zero
on the unit sphere Sd−1, TΩ be the homogeneous singular integral operator
with kernel
Ω(x)
|x|d and TΩ, b be the commutator of TΩ with symbol b. In this
paper, we prove that if Ω ∈ L(logL)2(Sd−1), then for b ∈ BMO(Rd), TΩ, b
satisfies an endpoint estimate of L logL type.
1. Introduction
We will work on Rd, d ≥ 2. Let T be a linear operator from S(Rd) to S ′(Rd)
and b ∈ L1loc(Rd). The commutator of T with symbol b, is defined by
Tbf(x) = b(x)Tf(x)− T (bf)(x).
A celebrated result of Coifman, Rochberg and Weiss [5] states that if T is a
Caldero´n-Zygmund operator, then Tb is bounded on L
p(Rd) for every p ∈ (1, ∞)
and also a converse result in terms of the Riesz transforms. Pe´rez [17] considered the
weak type endpoint estimate for the commutator of Caldero´n-Zygmund operator,
and proved the following result.
Theorem 1.1. Let T be a Caldero´n-Zygmund operator and b ∈ BMO(Rd). Then
for any λ > 0,
|{x ∈ Rd : |Tbf(x)| > λ}| .
∫
Rd
Φ
( |f(x)|
λ
)
dx,
where and in the following, Φ(t) = t log(e + t).
Let Ω be homogeneous of degree zero, integrable and have mean value zero on
the unit sphere Sd−1. Define the singular integral operator TΩ by
TΩf(x) = p. v.
∫
Rd
Ω(y′)
|y|d f(x− y)dy,(1.1)
where and in the following, y′ = y/|y| for y ∈ Rd. This operator was introduced
by Caldero´n and Zygmund [2], and has been proved to be bounded on Lp(Rd),
1 ≤ p < ∞, under various assumptions on the homogeneous function Ω. For
instance, Caldero´n and Zygmund [3] proved that if Ω ∈ L logL(Sd−1), then TΩ
is bounded on Lp(Rd) for p ∈ (1, ∞). Ricci and Weiss [18] improved the result
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of Caldero´n-Zygmund, and showed that Ω ∈ H1(Sd−1) guarantees the Lp(Rd)
boundedness on Lp(Rd) for p ∈ (1, ∞). Seeger [19] showed that Ω ∈ L logL(Sd−1)
is a sufficient condition such that TΩ is bounded from L
1(Rd) to L1,∞(Rd). For
other works about the mapping properties of TΩ, we refer the papers [4, 7, 8, 14, 18]
and the references therein.
We now consider the commutator of TΩ with symbol in BMO(Rd). Let p ∈ [1, ∞)
and w be a nonnegative, locally integrable function on Rd. We say that w ∈ Ap(Rd)
if
[w]Ap = sup
Q
( 1
|Q|
∫
Q
w(x)dx
)( 1
|Q|
∫
Q
w1−p
′
(x)dx
)p−1
<∞, p ∈ (1, ∞),
the supremum is taken over all cubes in Rd, p′ = p/(p− 1), and w ∈ A1(Rd) if
sup
x∈Rd
Mw(x)
w(x)
<∞,
see [9, Chapter 9] for the properties of Ap(Rd). By the result of Duandikoetxea
and Rubio de Francia [8] (see also [7]), we know that if Ω ∈ Lq(Sd−1) for some
q ∈ (1, ∞], then for p ∈ (q′, ∞) and w ∈ Ap/q′(Rd)
‖TΩf‖Lp(Rd, w) .d,p,w ‖f‖Lp(Rd, w).
This, together with Theorem 2.13 in [1], tells us that if Ω ∈ Lq(Sd−1) for q ∈ (1∞],
then for b ∈ BMO(Rd),
‖TΩ, bf‖Lp(Rd, w) .d,p,w ‖b‖BMO(Rd)‖f‖Lp(Rd, w), p ∈ (q′, ∞), w ∈ Ap/q′(Rd).
Hu [10] proved that if Ω ∈ L(logL)2(Sd−1), then TΩ, b is bounded on Lp(Rd) for all
p ∈ (1, ∞), see also [11] for the Lp(Rd) boundedness of TΩ, b when Ω satisfies an
another minimum size condition.
The weak type endpoint estimates of TΩ, b are of interest. By Theorem 1.1, we
know that if Ω ∈ Lipα(Sd−1) with α ∈ (0, 1] and b ∈ BMO(Rd), then for any λ > 0,
|{x ∈ Rd : |TΩ, bf(x)| > λ}| .
∫
Rd
Φ
( |f(x)|
λ
)
dx.(1.2)
Recently, Lan, Tao and Hu [15] established the weak type endpoint estimates for
TΩ, b when Ω satisfies only size condition. They proved that
Theorem 1.2. Let Ω be homogeneous of degree zero and have mean value zero on
Sd−1, b ∈ BMO(Rd). Suppose that Ω ∈ Lq(Sd−1) for some q ∈ (1, ∞], then for
any λ > 0 and weight w such that wq
′ ∈ A1(Rd),
w
({x ∈ Rd : |TΩ, bf(x)| > λ}) .d, w ∫
Rd
Φ
(D|f(x)|
λ
)
w(x)dx,
with D = ‖Ω‖Lq(Sd−1)‖b‖BMO(Rd).
The purpose of this paper is to give a weak type endpoint estimate of TΩ, b when
Ω satisfies certain minimum size condition. For a function Ω on Sd−1 and κ ≥ 0,
we say that Ω ∈ L(logL)κ(Sd−1), if
‖Ω‖L(logL)κ(Sd−1) :=
∫
Sd−1
|Ω(x′) logκ(e + |Ω(x′)|)|dx′ <∞.
Our main result can be stated as follows.
COMMUTATOR 3
Theorem 1.3. Let Ω be homogeneous of degree zero, have mean value zero on
Sd−1 and Ω ∈ L(logL)2(Sd−1), TΩ be the operator defined by (1.1). Then for
b ∈ BMO(Rd) and λ > 0,
|{x ∈ Rd : |TΩ, bf(x)| > λ}| .
∫
Rd
Φ
( |f(x)|
λ
)
dx.(1.3)
Remark 1.4. For r ∈ (1, ∞), let Mr, TΩ be the maximal operator defined by
Mr, TΩf(x) = sup
Q3x
( 1
|Q|
∫
Q
|TΩ(fχRd\3Q)(ξ)|rdξ
)1/r
,(1.4)
where the supremum is taken over all cubes Q ⊂ Rd containing x. This operator
was introduced by Lerner [14], who proved that for any r ∈ (1, ∞),
‖Mr, TΩf‖L1,∞(Rd) . r‖Ω‖L∞(Sd−1)‖f‖L1(Rd),(1.5)
see [14, Lemma 3.3]. The crucial estimate in the proof of Theorem 1.2 is the
estimate that
‖Mr, TΩf‖L1,∞(Rd) .r ‖f‖L1(Rd),(1.6)
when Ω ∈ Lq(Sd−1) for some q > 1. However, the estimate (1.6) does not hold and
the argument used in [15] does not applies when Ω ∈ L(logL)2(Sd−1). We remark
that in this paper, we are very much inspired by the ideas and estimates of Ding
and Lai [6], and also Seeger[19].
Remark 1.5. Let k ∈ N and k ≥ 2, b ∈ BMO(Rd). Consider the kth order
commutator of TΩ by
TΩ, b, kf(x) = p. v.
∫
Rd
(b(x)− b(x− y))kΩ(y
′)
|y|d f(x− y)dy.
Hu [10] proved that if Ω ∈ L(logL)k+1(Sd−1), then TΩ, b, k is bounded on Lp(Rd).
Mimicking the proof of Theorem 1.3, we can prove the following result.
Theorem 1.6. Let Ω be homogeneous of degree zero, have mean value zero on
Sd−1 and Ω ∈ L(logL)k+1(Sd−1), TΩ be the operator defined by (1.1). Then for
b ∈ BMO(Rd), k ∈ N and λ > 0,
|{x ∈ Rd : |TΩ, b, kf(x)| > λ}| .
∫
Rd
|f(x)|
λ
logk
(
e +
|f(x)|
λ
)
dx.
Throughout this paper, C always denotes a positive constant that is independent
of the main parameters involved but whose value may differ from line to line. We
use the symbol A . B to denote that there exists a positive constant C such that
A ≤ CB. Specially, we use A .d,p B to denote that there exists a positive constant
C depending only on d, p such that A ≤ CB. Constant with subscript such as
c1, does not change in different occurrences. For any set E ⊂ Rd, χE denotes its
characteristic function. For a cube Q ⊂ Rd and λ ∈ (0, ∞), we use `(Q) (diamQ)
to denote the side length (diameter) of Q, and λQ to denote the cube with the
same center as Q and whose side length is λ times that of Q. For a local function
b and a cube Q, 〈b〉Q denotes the mean value of b on Q.
For a cube Q ⊂ Rd, β ∈ (0, ∞) and suitable function f , define ‖f‖L(logL)β , Q by
‖f‖L(logL)β , Q = inf
{
λ > 0 :
1
|Q|
∫
Q
|f(y)|
λ
logβ
(
e +
|f(y)|
λ
)
dy ≤ 1
}
.
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Also, we define ‖h‖expL,Q as
‖h‖expL,Q = inf
{
t > 0 :
1
|Q|
∫
Q
exp
( |h(y)|
t
)
dy ≤ 2
}
.
By the generalization of Ho¨lder’s inequality (see [16, p. 64]), we know that for any
cube Q and suitable functions f and h,∫
Q
|f(x)h(x)|dx . ‖f‖L logL,Q‖h‖expL,Q|Q|.(1.7)
2. Proof of Theorem 1.2
We begin with a preliminary lemma.
Lemma 2.1. Let m be a complex-valued bounded function on Rd\{0} such that
|∂αξm(ξ)| ≤ A|ξ|−|α|
for all multi indices α with |α| ≤ bd/2c + 1, where and in the following, bd/2c
denote the integer part of d/2. Let Tm be the multiplier operator defined by
T̂mf(ξ) = m(ξ)f̂(ξ).
Then for w ∈ A2(Rd), Tm is bounded on L2(Rd) with bound Cd,[w]A2 (‖m‖L∞(Rd) +
A), and is bounded from L1(Rd) to L1,∞(Rd) with bound Cd(‖m‖L∞(Rd) +A).
The boundedness of Tm on L
2(Rd, w) with w ∈ A2(Rd) and from L1(Rd, w) to
L1,∞(Rd, w) with w ∈ A1(Rd) was proved by Kurtz and Wheeden [13]. Repeating
the proof of Theorem 1 in [13], we can verify the bound of Tm on L
2(Rd, w) (w ∈
A2(Rd)) is less than Cd,[w]A2 (‖m‖L∞(Rd) + A), while the bound from L1(Rd) to
L1,∞(Rd) is less than Cd(‖m‖L∞(Rd) +A).
Recall that, D, the standard dyadic grid in Rd consists of all cubes of the form
2−k([0, 1)d + j), k ∈ Z, j ∈ Zd.
For j ∈ Z, let Dj = {Q ∈ D : `(Q) = 2j}.
We employ the ideas in [6, Section 2]. For s > 3, let Es = {esν} be a collection
of unit vectors on Sd−1 such that
(a) for ν 6= ν′, |esν − esν′ | > 2−sγ−4 when ν 6= ν′;
(b) for each θ ∈ Sd−1, there exists an esν such that |esν − θ| ≤ 2−sγ−4,
where γ ∈ (0, 1) is a constant. The set Es can be constructed as in [6, Section 2].
Observe that card(Es) . 2sγ(d−1). Let ζ be a smooth, nonnegative, radial function,
such that supp ζ ⊂ B(0, 1) and ζ(t) = 1 for |t| ≤ 1/2. Set
Γ˜sν(ξ) = ζ
(
2sγ
( ξ
|ξ| − e
s
ν
))
and
Γsν(ξ) = Γ˜
s
ν(ξ)
( ∑
esν∈Es
Γ˜sν(ξ)
)−1
.
It is easy to verify that Γsν is homogeneous of degree zero, and for all s,∑
ν∈Es
Γsν(ξ) = 1, ξ ∈ Sd−1.
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Let ψ ∈ C∞0 (R) such that 0 ≤ ψ ≤ 1, suppψ ⊂ [−4, 4] and ψ(t) ≡ 1 when
t ∈ [−2, 2]. Define the multiplier operator Gsν by
Ĝsνf(ξ) = ψ
(
2sγ〈ξ/|ξ|, esν〉
)
f̂(ξ),
where and in the following, for a suitable function f , fˆ denotes the Fourier transform
of f . For b ∈ BMO(Rd), let Gsν, b be the commutator of Gsν with symbol b. Take
a smooth radial nonnegative function φ on Rd such that suppφ ⊂ {x : 12 ≤ |x| ≤
2} and ∑j φj(x) = 1 for all x ∈ Rd\{0}, where φj(x) = φ(2−jx). Let Ω be
homogeneous of degree zero and Ω ∈ L1(Sd−1), set Kj(x) = Ω(x′)|x|−dφj(x),
Ksjν(x) = Kj(x)Γ
s
ν(x/|x|) and define operators T sjν and Λsj,b by
T sjνf(x) = K
s
jν ∗ f(x), Λsj,bf(x) =
∑
ν
GsνT
s
jν, bf(x).(2.1)
respectively, where
T sjν, bf(x) =
∫
Rd
Ksjν(x− y)(b(x)− b(y))f(y)dy.
Lemma 2.2. Let Ω be homogeneous of degree zero and Ω ∈ L∞(Sd−1), S be a
collection of dyadic cubes with disjoint interiors. For m ∈ Z, let Sm = S ∩ Dm.
For each cube Q ∈ S, let hQ be an integrable function supported in Q satisfying
‖hQ‖L1(Rd) ≤ |Q|. Set Hm =
∑
Q∈Sm hQ. Then for s ≥ 100,∥∥∥∑
j
∑
ν
GsνT
s
jνHj−s
∥∥∥2
L2(Rd)
. ‖Ω‖2L∞(Sd−1)2−sγ
∑
Q
‖hQ‖L1(Rd).
This lemma can be prove by repeating the proof of Lemma 2.3 in [6]. We omit
the details for brevity.
Lemma 2.3. Let Ω be homogeneous of degree zero and Ω ∈ L∞(Sd−1), S be a
collection of dyadic cubes with disjoint interiors. For m ∈ Z, let Sm = S ∩ Dm.
For each cube Q ∈ S, let hQ be an integrable function supported in Q satisfying
‖hQ‖L logL,Q ≤ 1. Let Hm =
∑
Q∈Sm hQ. Then for b ∈ BMO(Rd) and s ≥ 100,∥∥∥∑
j
Λsj,bHj−s
∥∥∥2
L2(Rd)
. ‖Ω‖2L∞(Sd−1)s22−sγ
∑
Q∈S
|Q|.
Proof. For each f ∈ L2(Rd), it follows from Cauchy-Schwarz inequality that∣∣∣∑
j
∫
Rd
Λsj,bHj−s(x)f(x)dx
∣∣∣ = ∣∣∣ ∫
Rd
∑
ν
Gsνf(x)
∑
j
T sjν, bHj−s(x)dx
∣∣∣
≤
∥∥∥(∑
ν
|Gsνf |2
) 1
2
∥∥∥
L2(Rd)
×
(∑
ν
∥∥∑
j
T sjν, bHj−s
∥∥2
L2(Rd)
) 1
2
.
Plancherel’s theorem, via the estimate
sup
ξ 6=0
∑
ν
|ψ(2sγ〈esν , ξ/|ξ|〉)|2 . 2sγ(d−2),
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implies that∥∥(∑
ν
|Gsνf |2
) 1
2 ∥∥2
L2(Rd) =
∑
ν
∫
Rd
|ψ(2sγ〈ξ/|ξ|, esν〉)|2|f̂(ξ)|2dξ(2.2)
. 2sγ(d−2)‖f‖2L2(Rd).
Recall that card(Es) . 2γs(d−1). It suffices to prove that for each fixed ν ∈ Es,∥∥∑
j
T sjν, bHj−s
∥∥2
L2(Rd) . s
22−2sγ(d−1)‖Ω‖2L∞(Sd−1)
∑
Q∈S
|Q|.(2.3)
By homogeneity, we may assume that ‖Ω‖L∞(Sd−1) = 1.
We now prove (2.3). For fixed j, ν and s, write∥∥∥∑
j
∑
Q∈Sj−s
T sjν, bhQ
∥∥∥2
L2(Rd)
=
∑
j
∑
Q∈Sj−s
∑
I∈Sj−s
∫
Rd
hQ(x)T
s
jν, bT
s
jν, bhI(x)dx
+2
∑
j
∑
Q∈Sj−s
∑
i<j
∑
I∈Si−s
∫
Rd
hQ(x)T
s
jν, bT
s
iν, bhI(x)dx.
For each fixed j, ν and s, let
R˜sjν = {y ∈ Rd : |〈y, esν〉| ≤ 2j+2, |y − 〈y, esν〉esν | ≤ 2j+2−sγ},
and
Rsjν = R˜sjν + R˜sjν .
As it was pointed out by Ding and Lai [6] (see also Seeger [19, p. 99]), when i ≤ j,
we have that∑
I∈Si−s
T sjν, bT
s
iν, bhI(x) =
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
∫
Rd
hI(z)
∫
Rd
Ksjν(x− y)
×(b(x)− b(y))(b(y)− b(z))Ksiν(y − z)dydz.
Observe that
|x+ 2Rsjν | . 2jd−γs(d−1).
For each fixed Q ∈ Sj−s and x ∈ Q, we can find a cube Rxj,s centered at x, such
that Q ∈ Rxj,s, |Rxj,s| ≈ 2jd, and⋃
i≤j
⋃
I∈Si−s
I∩{x+Rs
jν
}6=∅
I ⊂ x+ 2Rsjν ⊂ Rxj, s.
For each fixed j, i ≤ j, let Ksj, i,ν(x, y, z) = Ksjν(x− y)Ksiν(y − z). Write
|T sjν,bT siν,bhI(x)| =
∣∣∣ ∫
Rd
hI(z)
∫
Rd
Ksj, i,ν(x, y, z)(b(x)− b(y))(b(y)− b(z))dydz
∣∣∣
≤ D1ihI(x) + D2ihI(x) + D3ihI(x) + D4ihI(x).
where
D1ihI(x) = |b(x)− 〈b〉Rxj,s |
∫
Rd
∫
Rd
|Ksj, i,ν(x, y, z)||b(z)− 〈b〉Rxj,s ||hI(z)|dzdy,
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D2ihI(x) =
∫
Rd
∫
Rd
|Ksj, i,ν(x, y, z)||b(y)− 〈b〉Rxj,s ||b(z)− 〈b〉Rxj,s ||hI(z)|dzdy,
D3ihI(x) = |b(x)− 〈b〉Rxj,s |
∫
Rd
∫
Rd
|Ksj, i,ν(x, y, z)||b(y)− 〈b〉Rxj,s ||hI(z)|dzdy,
and
D4ihI(x) =
∫
Rd
∫
Rd
|Ksj, i,ν(x, y, z)||b(y)− 〈b〉Rxj,s |2|hI(z)|dzdy,
The estimate for Di1 is easy. In fact, a trivial computation involving the fact that
‖Ksiν‖L1(Rd) . ‖Ω‖L∞(Sd−1)2−γs(d−1) . 2−γs(d−1),(2.4)
leads to that
D1ihI(x) . |b(x)− 〈b〉Rxj,s |2−jd2−γs(d−1)
∫
Rd
|b(z)− 〈b〉Rxj,s ||hI(z)|dz.
Thus, by inequality (1.7) and the John-Nirenberg inequality, we deduce that∑
i≤j
∑
I∈Si−s
D1ihI(x) . |b(x)− 〈b〉Rxj,s |2−γs(d−1)‖b− 〈b〉Rxj,s‖expL,Rxj,x
×
∥∥∥∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
hI
∥∥∥
L logL,Rxj,s
. |b(x)− 〈b〉Rxj,s |2−γs(d−1)
∥∥∥∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
hI
∥∥∥
L logL,Rxj,s
.
On the other hand, by the fact that the supports of hI ’s are pairwise disjoint, we
know that∫
Rxj,s
Φ
(∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
|hI(z)|
)
dz ≤
∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
∫
Rd
Φ(|hI(z)|)dz
≤
∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
|I|
. |x+ 2Rsjν | . 2−jd2−γs(d−1).
This, in turn, implies that∥∥∥∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
hI
∥∥∥
L logL,Rxj,s
. s2−sγ(d−1).(2.5)
Therefore, ∑
i≤j
∑
I∈Si−s
D1ihI(x) . s2−2γs(d−1)|b(x)− 〈b〉Rxj,s |.(2.6)
To estimate term D2ihI , we claim that for each y with 2
j−1 ≤ |x− y| ≤ 2j+1,∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
(|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |))(y) . 1.(2.7)
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To verify this, we observe that when i < j,(|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |))(y) . ∫{2i−1≤|y−z|≤2i+1} |b(z)− 〈b〉R
x
j,s
|
|y − z|d |hI(z)|dz
. 2−jd
∫
{2j−2≤|x−z|≤2j+2}
|b(z)− 〈b〉Rxj,s ||hI(z)|dz.
This, along with inequalities (1.7), (2.5) and John-Nirenberg inequality, gives us
that ∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
(|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |))(y)
. 2−jd
∫
{2j−2≤|x−z|≤2j+2}
|b(z)− 〈b〉Rxj,s |
∣∣∣∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
hI(z)
∣∣∣dz
.
∥∥∥∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
hI
∥∥∥
L logL,Rxj,s
. 1,
and establishes (2.7). Let Aj,x = {y : 2j−1 ≤ |x − y| ≤ 2j+1} and χj,x be the
characteristic function of Aj,x. Observe that by (2.7), (2.4), (1.7) and (2.5),∫
Rd
Φ
( ∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |
)
(y)
)
χj,x(y)dy
.
∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
∥∥|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |))∥∥L1(Rd)
. 2−γs(d−1)
∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
∥∥|b− 〈b〉Rxj,s |hI∥∥L1(Rd) . 2−2γs(d−1)2jd.
Thus, ∥∥∥ ∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |)χj,x
∥∥∥
L logL,Rxj,s
. s2−2γs(d−1).
Another application of (1.7) now tells us that∑
i≤j, I∈Si−s
D2ihI(x) . 2−jd
∑
i≤j, I∈Si−s
∫
Rd
φj(|x− y|)(2.8)
×|b(y)− 〈b〉Rxj,s |
(|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |))(y)dy
.
∥∥∥χj,x ∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
|Ksiν | ∗ (|b− 〈b〉Rxj,s ||hI |)
∥∥∥
L logL,Rxj,s
. s2−2γs(d−1).
Similar to (2.7), we can verify that for each y with 2j−1 ≤ |x− y| ≤ 2j+1,∑
i≤j
∑
I∈Si−s,
I∩{x+Rs
jν
}6=∅
(|Ksiν | ∗ |hI |)(y) . 1.
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As in the estimate for D1i , we deduce that∑
i≤j,I∈Si−s
D3ihI(x) . |b(x)− 〈b〉Rxj,s |2−jd
∑
i≤j, I∈Si−s
∫
Rd
φj(|x− y|)(2.9)
×|b(y)− 〈b〉Rxj,s |
(|Ksiν | ∗ |hI |)(y)dy
. |b(x)− 〈b〉Rxj,s |
∥∥∥χj,x ∑
i≤j, I∈Si−s,
I∩{x+Rs
jν
}6=∅
|Ksiν | ∗ |hI |
∥∥∥
L logL,Rxj,s
. s2−2γs(d−1)|b(x)− 〈b〉Rxj,s |.
Similarly, we have that∑
i≤j,I∈Si−s
D4ihI(x) . 2−jd
∑
i≤j,I∈Si−s
∫
Rd
φj(|x− y|)(2.10)
×|b(y)− 〈b〉Rxj,s |2
(|Ksiν | ∗ |hI |)(y)dy
.
∥∥∥χj,x ∑
i≤j,I∈Si−s,
I∩{x+Rs
jν
}6=∅
|Ksiν | ∗ |hI |
∥∥∥
L(logL)2,Rxj,s
. s22−2γs(d−1).
Note that for each x ∈ Rd and cube Q ∈ Sj−s containing x,
|〈b〉Q − 〈b〉Rxj,s | . s.
Combining the estimates (2.6), (2.8)-(2.10), we finally get from (1.7) that for each
fixed j, Q ∈ Sj−s,∑
j
∑
Q∈Sj−s
∑
i<j
∑
I∈Si−s
∣∣∣ ∫
Rd
hQ(x)T
s
jν, bT
s
iν, bhI(x)dx
∣∣∣
. 2−2γs(d−1)
∑
j
∑
Q∈Sj−s
∫
Rd
|hQ(x)|
(
s2 + s|b(x)− 〈b〉Rxj,s |
)
dx
. s22−2γs(d−1)
∑
j
∑
Q∈Sj−s
|Q|‖hQ‖L logL,Q
. s22−2γs(d−1)
∑
Q∈S
|Q|.
This establishes (2.3) and completes the proof of Lemma 2.3. 
Let η ∈ C∞0 (Rd) be a radial function such that supp η ⊂ {|ξ| ≤ 2}, 0 ≤ η ≤ 1
and η(ξ) = 1 when |ξ| ≤ 1. Define ϕk(ξ) = η(2kξ) − η(2k+1ξ), then suppϕ ⊂
{2−k−1 ≤ |ξ| ≤ 2−k+1}. Define multuplier operators Vk and Wk by
V̂kf(ξ) = η(2
kξ)f̂(ξ), Ŵkf(ξ) = ϕk(ξ)f̂(ξ),
respectively. Observe that for any m ∈ Z,
I = Vm +
∑
k<m
Wk.
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Lemma 2.4. Let b ∈ BMO(Rd). Under the same hypothesis and notations as in
Lemma 2.3, we have that for s ≥ 100,∥∥∥∑
j
∑
ν
Gν, bT
s
jνHj−s
∥∥∥2
L2(Rd)
. ‖Ω‖2L∞(Sd−1)2−sγ/2
∑
Q
‖hQ‖L1(Rd),(2.11)
∥∥∥∑
j
∑
ν
Gsν,bVmT
s
jνHj−s
∥∥∥2
L2(Rd)
. ‖Ω‖2L∞(Sd−1)2−sγ/2
∑
Q
‖hQ‖L1(Rd).(2.12)
Proof. For each fixed f ∈ L2(Rd), we have by Cauchy-Schwarz inequality that∣∣∣∑
ν
∑
j
∫
Rd
Gsν, bT
s
jνHj−s(x)f(x)dx
∣∣∣
=
∣∣∣∑
ν
∑
j
∫
Rd
Gsν, bf(x)T
s
jνHj−s(x)dx
∣∣∣
≤
∥∥∥(∑
ν
|Gsν, bf |2
)1/2∥∥∥
L2(Rd)
∥∥∥(∑
ν
∣∣∣∑
j
T sjνHj−s
∣∣∣2)1/2∥∥∥
L2(Rd)
As in the proof of Lemma 2.3 (see also the proof of Lemma 2.3 in [6]), we know
that∥∥∥(∑
ν
∣∣∣∑
j
T sjνHj−s
∣∣∣2)1/2∥∥∥2
L2(Rd)
. 2−sγ(d−1)‖Ω‖2L∞(Sd−1)
∑
Q
‖hQ‖L1(Rd).
On the other hand, we have by Plancherel’s theorem that∣∣∣∑
ν
∑
j
∫
Rd
Gsν, bVmT
s
jνHj−s(x)f(x)dx
∣∣∣
≤
∥∥∥(∑
ν
|Gsν, bf |2
)1/2∥∥∥
L2(Rd)
∥∥∥(∑
ν
∣∣∣Vm∑
j
T sjνHj−s
∣∣∣2)1/2∥∥∥
L2(Rd)
≤
∥∥∥(∑
ν
|Gsν, bf |2
)1/2∥∥∥
L2(Rd)
(∑
ν
∥∥∥∑
j
T sjνHj−s
∥∥∥2
L2(Rd)
)1/2
.
If we can prove that∥∥∥(∑
ν
|Gsν, bf |2
)1/2∥∥∥2
L2(Rd)
. 2sγ(d−1)−sγ/2‖f‖2L2(Rd).(2.13)
The inequalities (2.11) and (2.12) then follow from duality directly.
To prove (2.13), we will employ an observation of Coifman, Rochberg and Weiss
(see [5, pp. 620-621]), which shows that certain weighted Lp(Rd) estimates for
linear operators imply the Lp(Rd) estimates for the corresponding commutators,
see also [12, Section 7]. We present the details here mainly to make clearer the
bound. We can verify that
|∂αξ ψ(2sγ〈esν , ξ/|ξ|〉)| . 2sγ(b
d
2 c+1)|ξ|−|α|
for all ν and all multi indices α with |α| ≤ bd2c + 1. Let w ∈ A2(Rd) such that
w1+ ∈ A2(Rd) for  = d+ 3. We then have by Lemma 2.1 that∑
ν∈Es
‖Gsνf‖2L2(Rd, w1+) .d, [w]A2 2sγ(d−1)2sγ(b
d
2 c+1)‖f‖2L2(Rd, w1+).(2.14)
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Note that f → (∑ν |Gsνf |2)1/2 is sublinear. Applying interpolation theorem of
Stein and Weiss [20], we deduce from (2.2) and (2.14) that∥∥∥(∑
ν
|Gsνf |2
) 1
2
∥∥∥2
L2(Rd,w)
.d,[w]A2 2
sγ[(d−2)(1−t)+(d+b d2 c)t]‖f‖2L2(Rd,w)(2.15)
.d,[w]A2 2
sγ(d− 32 )‖f‖2L2(Rd, w).
with t = 11+ . Now let b ∈ BMO(Rd). Lemma 7.3 in [12] tells us that there exists
a constant cd such that
[e(1+)2Rezb]A2 .d, if |z| ≤
cd
2(1 + )‖b‖BMO(Rd)
.
For z ∈ C, let
Gzν, s, bf = e
zbGsν(e
−zbf).
It is obvious that
‖Gzν, s, bf‖L2(Rd) = ‖Gsν(e−zbf)‖L2(Rd,e2Rezb)
As the inequality (7.7) in [12], we choose ρ = cd4(1+)‖b‖
BMO(Rd)
and have that
‖Gsν,bf‖L2(Rd) ≤
1
2piρ2
∫
|z|=ρ
‖Gzν, s, bf‖L2(Rd)|dz|
≤ 1
2piρ
3
2
(∫
|z|=ρ
‖Gzν, s, bf‖2L2(Rd)|dz|
) 1
2
.
It now follows from (2.15) (with w = e2Rezb) that,∑
ν
‖Gsν,bf‖2L2(Rd) ≤
1
4pi2ρ3
∫
|z|=ρ
∑
ν
‖Gsν(e−zbf)‖2L2(Rd,e2Rezb)|dz|
. 2sγ(d− 32 )‖f‖2L2(Rd).
This leads to (2.13) and then completes the proof of Lemma 2.4. 
For a function Ω on Sd−1, define ‖Ω‖∗L logL(Sd−1) as
‖Ω‖∗L logL(Sd−1) = inf
{
λ > 0 :
‖Ω‖L1(Sd−1)
λ
log
(
e +
‖Ω‖L∞(Sd−1)
λ
)
≤ 1},
see [10, p. 16].
Lemma 2.5. Let Ω be homogeneous of degree zero, Kj(x) = Ω(x
′)|x|−dφj(x) and
Tj be the convolution operator with kernel Kj. Let b ∈ BMO(Rd). Then for a
function hQ with supphQ ⊂ Q for some cube Q ∈ Dj−s,
‖Tj, bhQ‖L1(Rd) .
(‖Ω‖∗L logL(Sd−1) + s‖Ω‖L1(Sd−1))|Q|‖hQ‖L logL,Q.
Proof. Write
Tj, bhQ(x) = Tj
(
(b− 〈b〉Q)hQ
)
(x) + (b(x)− 〈b〉Q)TjhQ(x) = I + II.
It follows from the Hausdorff-Young inequality that
‖I‖L1(Rd) . ‖Ω‖L1(Sd−1)‖(b− 〈b〉Q)hQ‖L1(Rd)
. ‖Ω‖L1(Sd−1)|Q|‖hQ‖L logL,Q.
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Let xQ be the center of Q. It is easy to see that suppTjhQ ⊂ BQ := B(xQ, 10d2j),
and |〈b〉Q − 〈b〉BQ | . s. Applying inequality (1.7), we deduce that∫
Rd
|Kj(x− y)||b(x)− 〈b〉Q|dx . 2−jd
∫
BQ
|Ω(x− y)||b(x)− 〈b〉BQ |dx
+2−jd
∫
BQ
|Ω(x− y)|dx|〈b〉Q − 〈b〉BQ |
. ‖Ω‖∗L logL(Sd−1) + s‖Ω‖L1(Sd−1).
Therefore,
‖II‖L1(Rd) . ‖hQTj
(|b− 〈b〉Q|)‖L1(Rd)
.
(‖Ω‖∗L logL(Sd−1) + s‖Ω‖L1(Sd−1))‖hQ‖L1(Sd−1).
Combining the estimates for terms I and II leads to our desired conclusions. 
Lemma 2.6. For each k, s, j, ν, let Ksk,jν(x, y) be the kernel of the operator (I −
Gsν)WkT
s
jν , namely,
(I −Gsν)WkT sjνh(x) =
∫
Rd
Ksk,jν(x, y)h(y)dy.
Under the hypothesis of Theorem 1.3, we have that for each x, y ∈ Rd and N1 ∈ N,
|Ksk,jν(x, y)| .N1 2sγ(N1+2N)2(−j+k)N12−kd‖Ω‖L∞(Sd−1)
×
∫
Sd−1
|Γsν(θ)|
∫ ∞
0
r−1|φ(2−jr)|
(1 + 2−2k|x− y − rθ|2)N drdθ,
where and in the following, N = bd/2c+ 1.
Proof. We follow the argument in the proof of Lemma 4.2 in [6]. An argument
involving integrating by parts shows that
Ksk,jν(x, y) =
1
(2pi)d
∫
Sd−1
Ω(θ)Γsν(θ)
∫
Rd
ei〈x−y−rθ, ξ〉
∫ ∞
0
r−N1−1φ(2−jr)
× (I − 2
−2k∆ξ)N
(1 + 2−2k|x− y − rθ|2)N
(
Lk, s, ν(ξ)(i〈θ, ξ〉)−N1
)
drdξdθ,
where Lk, s, ν(ξ) = (1− ψ(2sγ〈ξ/|ξ|, esν〉))ϕk(ξ). It was proved in [6] that
|(I − 2−2k∆ξ)N
(〈θ, ξ〉Lk, s, ν(ξ))| .N1 2(sγ+k)N1+2sγN .
Therefore,
|Ksk,jν(x, y)| .N1 2(sγ+k)N1+2sγN2−jN1
∫
Sd−1
|Ω(θ)Γsν(θ)|
×
∫
2−k−1≤|ξ|≤2−k+1
∫ ∞
0
r−1|φ(2−jr)|dr
(1 + 2−2k|x− y − rθ|2)N dξdθ
.N1 2(sγ+k)N1+2sγN2−jN12−kd‖Ω‖L∞(Sd−1)
×
∫
Sd−1
|Γsν(θ)|
∫ ∞
0
r−1|φ(2−jr)|
(1 + 2−2k|x− y − rθ|2)N drdθ.
This leads to our desired conclusion. 
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Lemma 2.7. For j, ν, s, m ∈ Z and ∈ N with s ≥ 100, let F sj, ν,m(x, y) be the
kernel of the operator VmT
s
jν . Let Q be a cube with `(Q) = 2
j−s. Then for any
x ∈ Rd, y, y0 ∈ Q,
|F sj,ν,m(x, y)− F sj,ν,m(x, y0)| . 2−s−m−md‖Ω‖L∞(Sd−1)
∫
Sd−1
Γsν(θ)
∫ 2j+1
2j−1[ ∫ 1
0
N2−m|x− (ty + (1− t)y0)− rθ|
(1 + 2m|x− (ty + (1− t)y0)− rθ|2)N+1 dt
+
1
(1 + 2−2m|x− y − rθ|2)N
]
φj(r)drdθ.
Lemma 2.7 was essential proved in the proof of Lemma 4.3 and Lemma 4.4 in
[6].
Proof of Theorem 1.3. By homogeneity, it suffices to prove (1.3) for the case
λ = 1. Applying the Caldero´n-Zygmund decomposition to |f | log(e + |f |) at level
1, we can obtain a collection of non-overlapping closed dyadic cubes S = {Q}, such
that ‖f‖L∞(Rd\∪Q∈SQ) . 1, and∫
Q
|f(x)| log(e + |f(x)|)dx . |Q|,
∑
Q∈S
|Q| .
∫
Rd
|f(x)| log(e + |f(x)|)dx.
Let E = ∪Q∈S2200Q,
g(x) = f(x)χRd\∪Q∈SQ(x) +
∑
Q∈S
〈f〉QχQ(x),
and
h(x) =
∑
Q∈S
hQ(x), with hQ(x) = (f(x)− 〈f〉Q
)
χQ(x).
It is easy to verify that for each cube Q ∈ S,
‖hQ‖L logL,Q ≤ 1.
By L2(Rd) boundedness of TΩ, b and the fact |E| .
∫
Rd Φ(|f(x)|)dx, the proof of
inequality (1.3) can be reduced to proving that
|{x ∈ Rd\E : |TΩ, bh(x)| > 1/2}| .
∫
Rd
|f(x)| log(e + |f(x)|)dx.(2.16)
Let
E0 = {x′ ∈ Sd−1 : |Ω(x′)| ≤ 1}
and
Ek = {x′ ∈ Sd−1 : 2k−1 < |Ω(x′)| ≤ 2k}
for k ∈ N. Set
Ω0(x
′) = Ω(x′)χE0(x
′), Ωk(x′) = Ω(x′)χEk(x
′) (k ∈ N).
Set Sj = Dj ∩ S and Kij(x) = Ωi(x)|x|d φj(x), Ki, sjν (x) = Ωi(x)|x|d φj(x)χEsν (x/|x|), and T ij
be the convolution operators with kernel Kij , and
T i,sjν u(x) = K
i,s
jν ∗ u(x).
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Observe that for each fixed s, T iju(x) =
∑
ν T
i, s
jν u(x). Set Hj(x) =
∑
Q∈Sj hQ(y).
Let γ ∈ (0, 18d ), N1 > d+ 1 and N0 be positive integers such that
N0γ > 16, N0
(
N1/2− γN1 − 2Nγ − 1) > 1,
and
(
1
3
− γd)N0 > 3
2
.
Write
χRd\E(x)TΩh(x) = χRd\E(x)
∞∑
i=0
∑
100≤s≤N0i
∑
j∈Z
T ij,bHj−s(x)
+χRd\E(x)
∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
(GsνT
i, s
jν )bHj−s(x)
+χRd\E(x)
∞∑
i=0
∑
s≥N0i
∑
j∈Z
(
T ij,bHj−s(x)−
∑
ν
(GsνT
i, s
jν )bHj−s(x)
)
:= U1h(x) + U2h(x) + U3h(x),
where N0 ∈ N which will be chosen later. Lemma 3 in [10] tells us that
‖Ωi‖∗L logL(Sd−1) . ‖Ωi‖−1L∞(Sd−1) + ‖Ωi‖L1(Sd−1) log(e + ‖Ωi‖L∞(Sd−1))
. 2−i + i‖Ωi‖L1(Sd−1).
This, via Lemma 2.5, yields
‖U1h‖L1(Rd) .
∞∑
i=0
∑
100≤s≤N0i
(‖Ωi‖∗L logL(Sd−1) + s‖Ωi‖L1(Sd−1)) ∫
Rd
Φ(|f(x)|)dx
.
(
1 + ‖Ω‖L(logL)2(Sd−1)
) ∫
Rd
Φ(|f(x)|)dx,
and so
|{x ∈ Rd\E : |U1h(x)| > 1/6}| .
∫
Rd
Φ(|f(x)|)dx.
Observe that
(GsνT
i, s
jν )bHj−s(x) = G
s
ν,bT
i,s
jν Hj−s +G
s
νT
i, s
jν,bHj−s(x).
It follows from Lemma 2.3 and Lemma 2.4 that
|{x ∈ Rd\E : |U2h(x)| > 1/6}| ≤
∥∥∥ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
(GsνT
i, s
jν )bHj−s(x)
∥∥∥2
L2(Rd)
≤
( ∞∑
i=0
∑
s≥N0i
∥∥∥∑
j∈Z
∑
ν
(GsνT
i, s
jν )bHj−s(x)
∥∥∥
L2(Rd)
)2
.
(∑
i≥0
2i
∑
s>N0i
s2−sγ/4(
∑
Q
|Q|‖hQ‖L logL) 12
)2
.
∫
Rd
Φ(|f(x)|)dx,
since
∑
s>N0i
s2−sγ/4 . 2−iN0γ/8.
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We turn our attention to U3h. Note that for b ∈ BMO(Rd) and m = j − b s2c,
T i,sjν, b − (GsνT i,sjν )b =
(
(I −Gsν)VmT i,sjν
)
b
+
(
(I −Gsν)
∑
k<m
(WkT
i,s
jν )
)
b
= Gsν,bVmT
i, s
jν + (I −Gsν)
(
VmT
i, s
jν
)
b
+
(
(I −Gsν)
∑
k<m
(WkT
i,s
jν )
)
b
,
where
(
(I −Gsν)VmT sjν
)
b
,
(
(I −Gsν)
∑
k<m(WkT
s
jν)
)
b
are the commutators of (I −
Gsν)VmT
s
jν and (I −Gsν)
∑
k<m(WkT
s
jν) with symbol b. As in the estimate for U2,
it follows from (2.12) in Lemma 2.4 that∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
Gsν, bVmT
i, s
jν Hj−s(x)
∣∣∣ > 1
18
}∣∣∣(2.17)
≤
( ∞∑
i=0
∑
s≥N0i
∥∥∥∑
j∈Z
∑
ν
Gsν, bVmT
i, s
jν Hj−s(x)
∥∥∥
L2(Rd\E)
)2
.
∫
Rd
Φ(|f(x)|)dx.
Write
‖((I −Gsν)(WkT i,sjν ))bhQ‖L1(Rd) ≤ ‖(I −Gsν)WkT i,sjν ((b− 〈b〉Q)hQ)‖L1(Rd)
+‖(b− 〈b〉Q)(I −Gsν)WkT i,sjν hQ‖L1(Rd).
For each Q ∈ Sj−s, it now follows from Lemma 2.6 that
‖(I −Gsν)WkT i,sjν
(
(b− 〈b〉Q)hQ
)‖L1(Rd)(2.18)
. 2−sγ(d−1)2(−j+k)N12sγ(N1+2N)‖Ωi‖L∞(Sd−1)‖(b− 〈b〉Q)hQ‖L1(Rd).
For each cube Q ∈ Sj−s, y ∈ Q, 2j−1 ≤ r ≤ 2j+1, and θ ∈ Sd−1, denote by Qy+rθ, k
the cube centered at y + rθ and having side length 2k. We have that
|〈b〉Q − 〈b〉Qy+rθ, k | . |〈b〉Q − 〈b〉Qy+rθ, j−s |+ |〈b〉Qy+rθ, k − 〈b〉Qy+rθ, j−s |
. |k − j|+ s.
This, in turn, implies that
2−kd
∫
Rd
|b(x)− 〈b〉Q|
(1 + 2−2k|x− y − rθ|2)N dx ≤ 2
−kd
∫
Rd
|b(x)− 〈b〉Q(y+rθ, k)|
(1 + 2−2k|x− y − rθ|2)N dx
+2−kd
∫
Rd
|k − j|
(1 + 2−2k|x− y − rθ|2)N dx
. |k − j|+ s.
Again by Lemma 2.6, we deduce that
‖(b− 〈b〉Q)(I −Gsν)WkT i,sjν hQ‖L1(Rd)(2.19)
. 2(sγ+k)N1+2sγN2−jN12−kd‖Ωi‖L∞(Sd−1)
∫
Rd
∫
Sd−1
|Γsν(θ)|
×
∫ ∞
0
∫
Rd
|b(x)− 〈b〉Q|
(1 + 2−2k|x− y − rθ|2)N dxr
−1|φ(2−jr)|drdθ|hQ(y)|dy
. 2−sγ(d−1)2(−j+k)N12sγ(N1+2N)‖Ωi‖L∞(Sd−1)(|k − j|+ s)‖hQ‖L1(Rd).
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Note that for s ∈ N, s . 2γs. Combining estimates (2.18) and (2.19) leads to that∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥Ni
∑
j∈Z
∑
ν
(
(I −Gsν)
∑
k<m
(WkT
i,s
jν )
)
b
Hj−s(x)
∣∣∣ > 1
18
}∣∣∣(2.20)
.
∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
∑
k<m
∑
Q∈Sj−s
‖((I −Gsν)WkT i,sjν )bhQ‖L1(Rd)
.
∞∑
i=0
2i
∑
s≥N0i
2sγ(N1+2N)
∑
j
∑
k<m
2(−j+k)N1(j − k)
∑
Q∈Sj−s
|Q|‖hQ‖L logL,Q
+
∞∑
i=0
2i
∑
s≥N0i
2sγ(N1+2N)s
∑
j
∑
k<m
2(−j+k)N1
∑
Q∈Sj−s
|Q|‖hQ‖L logL,Q
.
∞∑
i=0
2i
∑
s≥N0i
2sγ(N1+2N)2sγ2−N1s/2
∑
Q
|Q|‖hQ‖L logL,Q
.
∫
Rd
Φ(|f(x)|)dx.
It remains to consider term (I −Gsν)
(
VmT
i, s
jν
)
b
Hj−s. Let
H˜j−s(y) =
∑
Q∈Sj−s
(b(y)− 〈b〉Q)hQ.
The function (b(y)− 〈b〉Q)hQ may have not vanishing moment, so we need further
decomposition. Write
(I −Gsν)
(
VmT
i, s
jν
)
b
Hj−s(x) = (I −Gsν)VmT i, sjν H˜j−s(x)
+(I −Gsν)
( ∑
Q∈Sj−s
(b− 〈b〉Q)VmT i,sjν hQ
)
(x)
= (I −Gsν)T i,sjν H˜j−s(x)−
∑
k<m
(I −Gsν)WkT i,sjν H˜j−s(x)
+(I −Gsν)
( ∑
Q∈Sj−s
(b− 〈b〉Q)VmT i,sjν hQ
)
(x)
:= J1j,ν,i,s(x) + J
2
j,ν,i,s,m(x) + J
3
j,ν,i,s,m(x).
Observe that for x ∈ Rd\E,
∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
J1j,ν,i,s(x) = TΩ
(∑
j
H˜j
)
(x)−
∞∑
i=0
∑
s≤N0i
∑
j∈Z
T ij (H˜j−s)(x)
−
∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
GsνT
i, s
jν H˜j−s(x).
A straightforward computation leads to that
∞∑
i=0
∑
s≤N0i
∑
j∈Z
‖T ij (H˜j−s)‖L1(Rd) .
∞∑
i=0
i‖Ωi‖L1(Sd−1)
∑
j∈Z
‖H˜j‖L1(Rd)(2.21)
. ‖Ω‖L logL(Sd−1)‖Φ(|f |)‖L1(Rd).
COMMUTATOR 17
As in the estimate for U2, we can deduce by Lemma 2.2 that∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
GsνT
i, s
jν (H˜j−s)(x)
∣∣∣ > 1
162
}∣∣∣(2.22)
.
∥∥∥ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
GsνT
i, s
jν H˜j−s
∥∥∥2
L2(Rd)
.
∫
Rd
Φ(|f(x)|)dx.
Recall that TΩ is bounded from L
1(Rd) to L1,∞(Rd). Therefore,∣∣∣{x ∈ Rd\E : ∣∣TΩ(∑
j
H˜j
)
(x)
∣∣ > 1
162
}∣∣∣ . ∑
j
∑
Q∈Sj−s
‖|b− 〈b〉Q|hQ‖L1(Rd)
.
∫
Rd
Φ(|f(x)|)dx.
This, together with inequalities (2.21) and (2.22), gives us that∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
J1j,ν,i,s(x)
∣∣∣ > 1
54
}∣∣∣ . ∫
Rd
Φ(|f(x)|)dx.(2.23)
On the other hand, by invoking Lemma 2.6, we have that∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
J2j,ν,i,s,m(x)
∣∣∣ > 1
54
}∣∣∣(2.24)
.
∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
∑
k<m
∑
Q∈Sj−s
‖(I −Gsν)WkT i,sjν
(
(b− 〈b〉Q)hQ
)‖L1(Rd)
.
∞∑
i=0
‖Ωi‖L∞(Sd−1)
∑
s≥N0i
∑
j∈Z
∑
ν
∑
k<m
∑
Q∈Sj−s
2(sγ+k)N1+2sγN2−jN1
×‖|b− 〈b〉Q|hQ‖L1(Rd)
.
∫
Rd
Φ(|f(x)|)dx.
To estimate J3j,ν,i,s(x), we use Lemma 2.7 and the vanishing moment of hQ, and
get that for each Q ∈ Sj−s,∥∥(b− 〈b〉Q)VmT i,sjν hQ∥∥L1(Rd)
.
∫
Rd
|F sj, ν,m(x, y)− F sj, ν,m(x, y0)||b(x)− 〈b〉Q|dx|hQ(y)|dy
. 2−s−m−md‖Ω‖L∞(Sd−1)
∫
Rd
∫
Sd−1
Γsν(θ)
∫ ∞
0{∫
Rd
|b(x)− 〈b〉Q|
∫ 1
0
N2−m|x− (ty + (1− t)y0)− rθ|
(1 + 2m|x− (ty + (1− t)y0)− rθ|2)N+1 dtdx
+
∫
Rd
|b(x)− 〈b〉Q|
(1 + 2−2m|x− y − rθ|2)N dx
}
φj(r)drdθ|hQ(y)|dy
. 2b s2 c−ss2−sγ(d−1)‖Ω‖L∞(Sd−1)‖hQ‖L1(Rd).
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Let Li,sν (x) =
∑
j∈Z
∑
Q∈Sj−s(b−〈b〉Q)VmT
i,s
jν hQ(x). It follows from the pigeonhole
principle and Lemma 2.1 that for some constant C0,∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
J3j,ν,i,s,m(x)
∣∣∣ > 1
54
}∣∣∣(2.25)
.
∞∑
i=0
∑
s≥N0i
∑
ν
∣∣∣{x ∈ Rd\E : |(I −Gsν)Li,sν (x)| > C02−i/2−s/6−γs(d−1)}∣∣∣
.
∞∑
i=0
2i/2
∑
s≥N0i
2
s
6
∑
ν
2sγ(d−1)‖Li,sν ‖L1(Rd)
.
∞∑
i=0
2
3i
2
∑
s≥N0i
2
s
6 2−
s
2 +γs2sγ(d−1)
∑
Q
‖hQ‖L1(Rd) . ‖f‖L1(Rd).
Combining estimates (2.23)-(2.25) yields∣∣∣{x ∈ Rd\E : ∣∣∣ ∞∑
i=0
∑
s≥N0i
∑
j∈Z
∑
ν
(I −Gsν)
(
VmT
i, s
jν
)
b
Hj−s(x)
∣∣∣ > 1
18
}∣∣∣
. ‖Φ(f)‖L1(Rd),
and then by (2.17) and (2.20) leads to that
|{x ∈ Rd\E : |U3h(x)| > 1/6}| .
∫
Rd
Φ(|f(x)|)dx.
This, along with estimates for U1 and U2, leads to (2.16), and completes the proof
of Theorem 1.3. 
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