In this paper, we present the supervised multi-view canonical correlation analysis ensemble (SMVCCAE) and its semi-supervised version (SSMVCCAE), which are novel techniques designed to address heterogeneous domain adaptation problems, i.e., situations in which the data to be processed and recognized are collected from different heterogeneous domains. Specifically, the multi-view canonical correlation analysis scheme is utilized to extract multiple correlation subspaces that are useful for joint representations for data association across domains. This scheme makes homogeneous domain adaption algorithms suitable for heterogeneous domain adaptation problems. Additionally, inspired by fusion methods such as Ensemble Learning (EL), this work proposes a weighted voting scheme based on canonical correlation coefficients to combine classification results in multiple correlation subspaces. Finally, the semi-supervised MVCCAE extends the original procedure by incorporating multiple speed-up spectral regression kernel discriminant analysis (SRKDA). To validate the performances of the proposed supervised procedure, a single-view canonical analysis (SVCCA) with the same base classifier (Random Forests) is used. Similarly, to evaluate the performance of the semi-supervised approach, a comparison is made with other techniques such as Logistic label propagation (LLP) and the Laplacian support vector machine (LapSVM). All of the approaches are tested on two real hyperspectral images, which are considered the target domain, with a classifier trained from synthetic low-dimensional multispectral images, which are considered the original source domain. The experimental results confirm that multi-view canonical correlation can overcome the limitations of SVCCA. Both of the proposed procedures outperform the ones used in the comparison with respect to not only the classification accuracy but also the computational efficiency. Moreover, this research shows that canonical correlation weighted voting (CCWV) is a valid option with respect to other ensemble schemes and that because of their ability to balance diversity and accuracy, canonical views extracted using partially joint random view generation are more effective than those obtained by exploiting disjoint random view generation.
(1) If data from the source and target domains share the same features [41] [42] [43] , then latent semantic analysis (LSA) [44] , probabilistic latent semantic analysis (pLSA) [45] , and risk minimization techniques [46] may be used. (2) If additional features are needed, "feature augmentation" approaches have been proposed, including the method in [37] , HFA and SHFA [18] , manifold alignment [31] , sampling geodesic flow (SGF) [47] , and geodesic flow kernel (GFK) [16, 30] . All of these approaches introduce a common subspace for the source and target data so that heterogeneous features from both domains. (3) If features are adapted across domains through learning transformations, feature transformation-based approaches are considered. This group of approaches includes the HSMap [48] , the sparse heterogeneous feature representation (SHFR) [49] , and the correlation transfer SVM (CTSVM) [29] . The algorithms that we propose fit into this group.
Although all of the approaches reviewed above have achieved promising results, they also have some limitations of all the approaches reviewed above. For example, the co-occurrence features assumption used in [41] [42] [43] may not hold in applications such as object recognition, which uses only visual features [32] . For the feature augmentation based approaches discussed in [18, 30, 31] , the domain-specific copy process always requires large storage space, and the kernel version requires even more space and computational complexity because of the parameter tuning. Finally, for the feature transformation based approaches proposed in [29, 32, 48] , they do not optimize the objective function of a discriminative classifier directly, and the computational complexity is highly dependent on the total number of samples or features used for adaptation [12, 19] .
In this work, we assume that there is only one SD (S D ) and one TD (T D ). We also define X S = x S 1 , ..., x S n S † ∈ d S ×n S and X T = x T 1 , ..., x T n T † ∈ d T ×n T as the feature spaces in the two domains, with the corresponding marginal distributions p(X S ) and p(X T ) for S D and T D , respectively. The parameters d S and d T represent the size of x S i , i = 1, ..., n S and x T j , j = 1, ..., n T , n S and n T are the sample sizes for X S and X T , and we have S D = {X S , P(X S )}, T D = {X T , P(X T )}. The labeled training samples from the SD are denoted by x S j , y S j n S j=1 , y S j ∈ Ω = { l } c l=1 , and they refer to c classes. Furthermore, let us consider as "task" Y the task to assign to each element of a set a label selected in a label space by means of a predictive function f , so that υ = {y, f }.
In general, if the feature sets belong to different domains, then either X S = X T or p(X S ) = p(X T ), or both. Similarly, the condition υ S = υ T ]) or p(Y S |X S ) = p(Y T |X T ), or both. In this scenario, a "domain adaptation algorithm" is an algorithm that aims to improve the learning of the predictive function f T in the TD T D using the knowledge available in the SD S D and in the learning task υ S , when either S D = T D or υ S = υ T . Moreover, in heterogeneous problems, the additional condition d S = d T holds.
Canonical Correlation Analysis
Let us now assume that n S = n T for the feature sets (called "views" here) in the source and target domains. The CCA is the procedure for obtaining the transformation matrices ω S and ω T which maximize the correlation coefficient between the two sets [50] :
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where 1] , and " †" means the matrix transpose. In practice, ω S can be obtained by a generalized eigenvalue decomposition problem:
where η is a constraint factor. Once ω S is obtained, ω T can be obtained by Σ TT −1 Σ ST ω S /η. By adding the regularization terms λ S I and into Σ SS and Σ TT to avoid overfitting and singularity problems, Equation (2) becomes:
As a result, the source and target view data can be transformed into correlation subspaces by:
Note that one can derive more than one pair of transformation matrices ω S
and
, where d = min{d S , d T } is the dimension of the resulting CCA subspace. Once the correlation subspaces X C S and X C T spanned by ω S and ω T are derived, test data in the target view can be directly labeled by any model M C S that is trained using the source features X C S .
Fusion Methods
If multiple "views" are available, then for each view, a label can be associated with each pixel used, for instance, CCA. If multiple labels are present, then they must be fused to obtain a single value using a so-called decision-based fusion procedure. Decision-based fusion aims to provide the final classification label for a pixel by combining the labels obtained, in this case, by multiple view analysis. This usually is obtained using two classes of procedures: weighted voting methods and meta-learning methods [51] .
For weighted voting, the labels are combined using the weights assigned to each result. Many variants have been proposed in past decades. For the sake of comparison and because we must consider these options to evaluate the performance of the canonical correlation weighted voting (CCWV) scheme proposed in this paper, here, we consider only the following state-of-the-art techniques:
• Accuracy weighted voting (AWV), in which the weight of each member is set proportionally to its accuracy performance on a validation set [51] :
where a i is a performance evaluation of the i-th classifier on a validation set.
• Best-worst weighted voting (BWWV), in which the best and the worst classifiers are given a weight of 1 or 0, respectively [51] , and for the ones the weights are compute according to:
where e i is the error of the i-th classifier on a validation set.
•
Quadratic best-worst weighted voting (QBWWV), that computes the intermediate weights between 0 and 1 via squaring the above-mentioned BWWV:
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The (Semi) Supervised Canonical Correlation Analysis Ensemble

Supervised Procedure
The idea of this procedure is to adopt MVL to decompose the target domain data into multiple disjoint or partial joint feature subsets (views), where each view is assumed to bring complementary information [52] . Next, these multiple views are used for DA, providing multiple matches between the source and the target domains. Eventually, the labeling task in the SD is transferred into the target domain through CCA, and the results of this "multi-view" CCA are combined to achieve a more efficient heterogeneous DA.
Specifically, without loss of generality, let us assume a heterogeneous DA from a low-dimensional X S to a high-dimensional X T , with d S < d T , which requires that X T is decomposed into N views, i.e.,
In this case, the implementation of MVCCA corresponds to searching for the following:
where
Generalizing the standard CCA, Equation (9) can be rewritten as:
As a result, by using the solutions ω i
, we will have multiple transformed correlation subspaces, each one considering the SD and one of the target "views":
For any new instance of the target domain, i.e., x = {x i }|
T , the decision function of this SMVCCAE, trained with labeled training samples x SC j , y S j n S j=1 , x SC j ∈ X Ci S , i = ∀N, can be implemented via majority voting (MV):
However, to further optimize the ensemble results, one can also recall that the canonical
obtained together with the transformation matrices ω i S and ω i T provide information about correlation between the SD and each target view. Since larger values of ∀ ρ j
show a greater correlation, this can also be considered a hint to obtain a better domain transfer ability for the corresponding view. We expect that poor correlation values (i.e., low values of ∑d i j=1 ρ j ) will result in poor domain transfer abilities. Therefore, ∑d i j=1 ρ j may be used to quantitatively evaluate the domain transfer ability of the transformation matrices ω i S and
Remote Sens. 2017, 9, 337 7 of 28 ω i T . Accordingly, we propose to include the following canonical correlation coefficient in the voting strategy of Equation (13):
The algorithmic steps of the new algorithm (called Supervised MVCCA Ensemble, or SMVCCAE for short) are summarized in Algorithm 1. Algorithm 1. Algorithmic details of SMVCCAE.
1.
Inputs:
from X S , where the superscript C represents the number of class types;
3.
Supervised classifier ζ; N the number of views of the TD; and min
4.
Train: for i = 1 to N 5.
generate the target domain view
return the transformation matrices ω i S and ω i T according to Equation (10); 7.
obtain the correlation subspaces X Ci S and X Ci T according to Equations (11) and (12);
8.
compute the transformed training samples
from X Ci S according to id;
9.
train the classifier h i = ζ x SC , y S ; 10. end 11. Output: return the classifier pool {h 1 , ..., h N };
Classification: For a given new instance
T , predict the label according to Equation (14) .
Semi-Supervised Version
To implement a semi-supervised version of the proposed algorithm, the multiple speed-up SRKDA approach has been incorporated into the supervised procedure. SRDKA essentially improves the original idea of the spectral regression proposed in [53] for linear discriminant analysis (LDA), by transforming the eigenvector decomposition based discriminant analysis into a regression framework via spectral graph embedding [40] . For the sake of clarity, we briefly recall here the SRKDA notation before formalizing its implementation in the new procedure.
Given the labeled samples
, the LDA objective function is:
where u is the global centroid, n k is the number of samples in the k-th class, u (k) is the centroid of the
q is the q-th sample in the k-th class, and ψ w and ψ b represent the within-class scatter matrix and the between-class scatter matrix respectively, so that the total scatter matrix is computed as ψ t = ψ b + ψ w . The best solutions for Equation (15) are the eigenvectors that correspond to the nonzero eigenvalues of:
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To address the nonlinearities, the kernel extension of this procedure maps the input data to a kernel Hilbert space through nonlinear positive semi-definite kernel functions, such as the Gaussian kernel K(x, y) = exp − x − y 2 /2σ 2 , the polynomial kernel K(x, y) = 1 + x † y d and the sigmoid kernel K(x, y) = tanh x † y + a . Generalizing Equation (15) , the projective function of KDA is therefore: [54] , there is always a coefficient ε q such as υ KDA = ∑ n k q=1 ε q φ(x q ). This constrain makes Equation (17) equivalent to:
where ε KDA = ε 1 , ..., ε n k † . Then, the corresponding eigenproblem becomes:
where K is the kernel matrix, and the affinity matrix W is defined using either HeatKernel [55] or the binary weight mode:
W i,j = 1/n k , if x i and x j both belong to the k th class; 0, otherwise.
To efficiently solve the KDA eigenproblem in Equation (19) , let us consider ϑ to be the solution of Wϑ = λϑ. Replacing Kε KDA on the left side of Equation (19) by ϑ, we have:
To avoid singularities, a constant matrix δI is added to K to keep it positive definite:
where I is the identity matrix, and δ ≥ 0 represents the regularization parameter. It can be easily verified that the optimal solution given by Equation (22) is the optimal solution of the following regularized regression problem [56] :
where F is the kernel space associated with the kernel K, and f K is the corresponding norm.
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According to Equations (19) and (21), the solution can be reached in two steps: (1) solve the eigenproblem Wϑ = λϑ to obtain ϑ; and (2) find a vector ε KDA that satisfies Kε KDA = ϑ. For Step 1, it is easy to check that the involved affinity matrix W has a block-diagonal structure:
is an n k × n k matrix with all of the elements defined in Equation (19) 
According to the theorem proven by Cai and He in [57] , the kernel matrix is positive definite, and the c-1 projective function of KDA gives exactly the same solutions as the c-1 linear equations systems
.., ε c−1 ] be the KDA transformation matrix which embeds the data into the KDA subspace:
where the columns of Y † are the embedding results. Accordingly, the data with the same label correspond to the same point in the KDA subspace when the kernel matrix is positive definite.
To perform SRKDA in a semi-supervised way, one straightforward solution is to use the label information to guide the construction of the affinity matrix W, as in [57] [58] [59] . Let G = (V, E) be a graph with set of vertices V, which is connected by a set of edges E. The vertices of the graph are the labeled and unlabeled instances x S j , y S
. An edge between two vertices (or labeled and unlabeled samples) i, j represents the similarity of two instances with an associated weight {W i , j }. Then, the affinity matrix W is built using both labeled and unlabeled samples. To achieve this goal, p-nearest neighbors, ε-neighbors, or fully connected graph techniques can be adopted, where 0-1 weighting, Gaussian kernel weighting, Polynomial kernel weighting and Dot-product weighting can be considered to establish the graph weights [57, 58] . Usually, graph-based SSL methods compute the normalized graph Laplacian:
where D denotes a diagonal matrix defined by D ii = ∑ j W i,j (see [59, 60] (Chapter 5) for more details on different families of graph based SSL methods). According to this procedure, and inserting the notation for DA using multiple view CCA, the new semi-supervised procedure follows the steps reported in Algorithm 2.
Algorithm 2. Algorithmic details of SSMVCCAE.
1.
from X S , where superscript C represents the number of class
3.
types; id U T for unlabeled candidates
from X T Semi-supervised classifier ζ SRKDA ; N =
4.
Number of views of the target domain; and min
5.
Train: for i = 1 to N 6.
return the transformation matrices ω i S and ω i T according to Equation (10); 8.
obtain the correlation subspaces X Ci S and X Ci T according to Equations (11) and (12) from X T according to id U T ;
11.
build the graph Laplacian L i according to Equation (27) 
12.
obtain the KDA transformation matrix Θ i according to the solutions of Equation (26) and Equation (22) 
first map x i into RKHS with the specified kernel function φ(x i ); 19 .
obtain the embedded results Y iT in KDA space according to Equation (26);
return the decision function
which represents the class center of c i in the KDA embedded space. 21. end 22. obtain the final predicted label by a majority voting ensemble strategy using Equation (14) .
Summing up algorithmic details of the SMVCCAE and SSMVCCAE as described in Sections 3.1 and 3.2, Figure 1 illustrate the general flowchart for the proposed heterogeneous DA algorithms for RS image classification. 
Data Sets and Setups
Datasets
For our analyses and evaluations, we consider two datasets, with different spatial and spectral resolutions. The first dataset is a 1.3 m spatial resolution image collected by the Reflective Optics Spectrographic Image System (ROSIS) sensor over the University of Pavia, with a size of 610 × 340 pixels ( Figure 2 ). A total of 103 spectral reflectance bands that cover a region of the spectrum between 430 and 860 nm were retained for the analyses. The captured scene primarily represents a built-up setting with these thematic classes: asphalt, meadows, gravel, trees, metal sheets, bitumen, bare soil, bricks and shadows, as listed in Table 1 . As described earlier, the main purpose of this article is to investigate the proposed methods in a heterogeneous DA problem. In this sense, the low-dimensional image is simulated by clustering the spectral space of the original ROSIS image. Specifically, the original bands of the original ROSIS image are clustered into seven groups using the K-Means algorithm, and the mean value of each cluster is considered as a new spectral band, providing a total of seven new bands. In the experiments, the new synthetic image is considered as the SD, whereas the original ROSIS image is considered as the TD. 
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For our analyses and evaluations, we consider two datasets, with different spatial and spectral resolutions. The first dataset is a 1.3 m spatial resolution image collected by the Reflective Optics Spectrographic Image System (ROSIS) sensor over the University of Pavia, with a size of 610 × 340 pixels ( Figure 2 ). A total of 103 spectral reflectance bands that cover a region of the spectrum between 430 and 860 nm were retained for the analyses. The captured scene primarily represents a built-up setting with these thematic classes: asphalt, meadows, gravel, trees, metal sheets, bitumen, bare soil, bricks and shadows, as listed in Table 1 . As described earlier, the main purpose of this article is to investigate the proposed methods in a heterogeneous DA problem. In this sense, the low-dimensional image is simulated by clustering the spectral space of the original ROSIS image. Specifically, the original bands of the original ROSIS image are clustered into seven groups using the K-Means algorithm, and the mean value of each cluster is considered as a new spectral band, providing a total of seven new bands. In the experiments, the new synthetic image is considered as the SD, whereas the original ROSIS image is considered as the TD. Table 1 ). False color composites are obtained and are displayed as R, G, and B bands 7, 5, and 4 for the synthetic, and bands 60, 30, and 2 for the original image, respectively. The second dataset was gathered by the AVIRIS sensor over the Indian Pines test site in Northwestern Indiana in 1992, with 224 spectral reflectance bands in the wavelength range of 0.4 to 2.5 µm. It consists of 145 × 145 pixels with moderate spatial resolution of 20 m per pixel, and a 16-bit radiometric resolution. After an initial screening, the number of bands was reduced to 200 by removing bands 104-108, 150-163, and 220, due to noise and water absorption phenomena. This scene contains two-thirds agriculture, and one-third forest or other natural perennial vegetation. For the other Pavia data set, K-Means is used to simulate a low dimensional image with 10 bands. For illustrative purposes, Figure 3a ,b shows false color composition of the simulated low dimensional and the original AVIRIS Indian Pines scene, whereas Figure 3b shows the ground truth map that is available for the scene, which is displayed in the form of a class assignment for each labeled pixel. In the experimenting stage, this ground truth map is subdivided into two parts for training and validation purposes, as detailed in Table 2 . (color legend and sample details are reported in Table 2 ). False color composites are obtained displaying as R, G, and B bands, 6, 4, and 5 for the synthetic, and bands 99, 51, and 21 for the original image, respectively. Table 1 ). False color composites are obtained and are displayed as R, G, and B bands 7, 5, and 4 for the synthetic, and bands 60, 30, and 2 for the original image, respectively. Table 1 . Class legend and sample details for the ROSIS University data set.
No. Class Code
Source Target   Train  Test   1  Asphalt  548  6631  2  Meadows  540  18649  3  Gravel  392  2099  4  Trees  524  3064  5  Metal sheets  265  1345  6  Bare soil  532  5029  7  Bitumen  375  1330  8  Bricks  514  3682  9 Shadows 231 947
The second dataset was gathered by the AVIRIS sensor over the Indian Pines test site in North-western Indiana in 1992, with 224 spectral reflectance bands in the wavelength range of 0.4 to 2.5 µm. It consists of 145 × 145 pixels with moderate spatial resolution of 20 m per pixel, and a 16-bit radiometric resolution. After an initial screening, the number of bands was reduced to 200 by removing bands 104-108, 150-163, and 220, due to noise and water absorption phenomena. This scene contains two-thirds agriculture, and one-third forest or other natural perennial vegetation. For the other Pavia data set, K-Means is used to simulate a low dimensional image with 10 bands. For illustrative purposes, Figure 3a ,b shows false color composition of the simulated low dimensional and the original AVIRIS Indian Pines scene, whereas Figure 3b shows the ground truth map that is available for the scene, which is displayed in the form of a class assignment for each labeled pixel. In the experimenting stage, this ground truth map is subdivided into two parts for training and validation purposes, as detailed in Table 2 . Table 1 ). False color composites are obtained and are displayed as R, G, and B bands 7, 5, and 4 for the synthetic, and bands 60, 30, and 2 for the original image, respectively. The second dataset was gathered by the AVIRIS sensor over the Indian Pines test site in Northwestern Indiana in 1992, with 224 spectral reflectance bands in the wavelength range of 0.4 to 2.5 µm. It consists of 145 × 145 pixels with moderate spatial resolution of 20 m per pixel, and a 16-bit radiometric resolution. After an initial screening, the number of bands was reduced to 200 by removing bands 104-108, 150-163, and 220, due to noise and water absorption phenomena. This scene contains two-thirds agriculture, and one-third forest or other natural perennial vegetation. For the other Pavia data set, K-Means is used to simulate a low dimensional image with 10 bands. For illustrative purposes, Figure 3a ,b shows false color composition of the simulated low dimensional and the original AVIRIS Indian Pines scene, whereas Figure 3b shows the ground truth map that is available for the scene, which is displayed in the form of a class assignment for each labeled pixel. In the experimenting stage, this ground truth map is subdivided into two parts for training and validation purposes, as detailed in Table 2 . (color legend and sample details are reported in Table 2 ). False color composites are obtained displaying as R, G, and B bands, 6, 4, and 5 for the synthetic, and bands 99, 51, and 21 for the original image, respectively. Table 2 ). False color composites are obtained displaying as R, G, and B bands, 6, 4, and 5 for the synthetic, and bands 99, 51, and 21 for the original image, respectively. 
Experiment Setups
All of the experiments were performed using Matlab TM on a Windows 10 64-bit system with Intel ® Core TM i7-4970 CPU, @3.60 GHz, 32GB RAM. For the sake of evaluation and comparison, a Random Forest classifier (RaF) is considered as benchmark classifier for both the SMVCCAE and SVCCA approaches, because of its proven velocity, and its generalized and easy-to-implement properties [61, 62] . The number of decision trees in RaF is set by default to 100, whereas the number of features is set by default to the floor of the square root of the original feature dimensionality.
For both the ROSIS and Indian Pines data sets, all of the initial and derived features have been standardized to a zero mean and unit variance. For incorporated object oriented (OO), five statistics are utilized, including the pixels' mean and standard deviation, area, orientation and major axis length of the segmented objects via K-Means clustering algorithm, whereas the spatial feature morphology profiles (MPs) are applied to the three transferred features that have the highest canonical correlation coefficients. Specifically, MPs are constructed by applying closing by reconstruction (CBR) with a circular element with a radius of 3-11 pixels, and opening by reconstruction (OBR) with an element with a radius of 3-6 pixels, refer to works carried out in [63, 64] . Therefore, the feature dimensionality set in the experiments is 7 (10) To assess the classification performances of the proposed semi-supervised approach, two state-of-the-art semi-supervised classifiers, Logistic label propagation (LLP) [65] and Laplacian support vector machine (LapSVM) [66] were considered. For the critical parameters of the semi-supervised technique (SRKDA), such as the regularization parameter δ and the number of neighbors NN used to construct the graph Laplacian L with HeatKernel [40] , their values are obtained by a heuristic search in the (0.01-1) and (1-15) ranges, respectively. The parameter settings for LLP and LapSVM are instead reported in Table 3 . Because LapSVM was originally proposed for binary classification problems, a one-against-all (OAA) scheme was adopted to handle the multiclass classification in our experiments. 
Experimental Results and Discussion
Domain Transfer Ability of MVCCA
As discussed in Section 3.1, each dimension in the derived CCA subspace is associated with a different canonical correlation coefficient which is a measure of its transfer ability. Moreover, in the MVCCA scenario, the transfer ability of each view and dimension is controlled not only by the number of views but also by the view generation technique. In this sense, Figure 4 presents the results of the average canonical correlation coefficient obtained using different view generation techniques, i.e., disjoint random sampling, uniform slice, clustering and partially joint random generation. Partially joint random view generation can apparently increase the chance of finding views with better domain transfer ability on the one hand, and to overcome the limitation ensemble techniques when the number of classifiers (equal to number of views in our case) is small on the other hand. Please note that for a more objective evaluation and comparison, each experiment was executed 10 times independently.
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Parameter Analysis for SMVCCAE
In Figure 5 , we report the results of a sensitivity analysis of SMVCCAE that involves its critical parameters: the dimension of the target view , the view generating strategies including disjoint random (DJR) and partially joint random (PJR) generation, as well as the ensemble In Figure 4 , we see that the embedded features with the highest canonical correlation coefficient are obtained by directly applying CCA without multi view generation (i.e., n = 1). However, single view CCA may still fail to balance potential mismatches across heterogeneous domains by overfitting, as demonstrated in the results reported in the following sections. Additionally, the decreasing trend of the canonical correlation coefficient with an increasing number of views is obvious because of the increasing mismatch between the source and target views. However, the decreasing rates of the canonical correlation coefficient for disjoint random and partially joint random generation techniques are lower than those from disjoint uniform slice and disjoint clustering view generations. Therefore, partially joint random and disjoint random view generation techniques have been selected for the following experiments.
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, the view generating strategies including disjoint random (DJR) and partially joint random (PJR) generation, as well as the ensemble approaches MJV and CCWV. Please note that the number of views for PJR based SMCCAE was set to 35, which is a number that will be discussed later in this paper. As illustrated in Figure 5 for the test data sets, the choice of PJR view generation with MJV and CCWV strategies allows the best overall accuracy values (OA curves in color green and pink). Concerning the dimensionality of the target views, they are different using different features. Specifically, for spectral features, the larger the dimensionality of the target views, the larger the OA values for PJR-based SMVCCAE because of the better domain transfer capacity with more ensemble classifiers. However, a dimensionality that is too large leads to too few view splits, i.e., a small number of ensemble elements, eventually resulting in a degraded performance. For example, when As illustrated in Figure 5 for the test data sets, the choice of PJR view generation with MJV and CCWV strategies allows the best overall accuracy values (OA curves in color green and pink). Concerning the dimensionality of the target views, they are different using different features. Specifically, for spectral features, the larger the dimensionality of the target views, the larger the OA values for PJR-based SMVCCAE because of the better domain transfer capacity with more ensemble classifiers. However, a dimensionality that is too large leads to too few view splits, i.e., a small number of ensemble elements, eventually resulting in a degraded performance. For example, when target view dimensionality is larger than four times the source view (7) dimensionality for ROSIS and larger than six times this value for Indian Pines, the OA value exhibits a decreasing trend (Figure 5a,e) . Among the different types of features, (e.g., spectral and object-oriented features (labeled "spectral-OO"), spectral and morphological profile features (labeled "spectral-MPs"), and all of them together (labeled "spectral-OO-MPs"), the outcome is as expected, which is that the best results are obtained using spectral-OO-MPs. Interestingly, whereas the classification performances of the PJR-based approach are quite stable with respect to the dimensionality of the target views, the DJR-based results show a negative trend with an increasing number of target views. This finding is especially true when spatial (i.e., OO and morphological profiles) features are incorporated. This result can be explained by the trade-off between the diversity, OA and number of classifiers in an ensemble system. Specifically, the statistical diversity among spectral and spatial features tends to enhance the classification accuracy diversities more than using any view splitting strategy. As a result, the final classification performance could be limited or even degraded, especially when the number of classifiers is small.
Finally, in Figure 6 , we focus on the computational complexity of the proposed approach by presenting OA, kappa statistics and CPU time values with respect to the number of views and the various fusion strategies.
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Finally, in Figure 6 , we focus on the computational complexity of the proposed approach by presenting OA, kappa statistics and CPU time values with respect to the number of views and the various fusion strategies. According to Figure 6 , the proposed CCWV fusion technique is effective as the other fusion techniques. Apparently, with regard to the improvements in the OA values (see Figure 6a ,b,d,e), and the computational burden from the number of views (see Figure 6c ,f), views between 30 and 40 produce the best tradeoff between computational burden and classification accuracy.
In summary, in a scenario in which low-dimensional and high-dimensional data sets require DA, a well-designed SMVCCAE requires us to set the dimensionality of each target view to three or four times the dimensionality of the source view, and to use a PJR view generation technique. Figure 7 provides the SMVCCAE heterogeneous cross-domain classification maps with OA values for the ROSIS University dataset using spectral, spectral-OO, spectral-MPs and spectral-OOMPs features. Compared with the maps produced by a single-view canonical correlation analysis (SVCCA) approach, the thematic maps obtained by SMVCCAE using the associated features are According to Figure 6 , the proposed CCWV fusion technique is effective as the other fusion techniques. Apparently, with regard to the improvements in the OA values (see Figure 6a,b,d,e) , and the computational burden from the number of views (see Figure 6c ,f), views between 30 and 40 produce the best tradeoff between computational burden and classification accuracy.
Validation of SMVCCAE
In summary, in a scenario in which low-dimensional and high-dimensional data sets require DA, a well-designed SMVCCAE requires us to set the dimensionality of each target view to three or four times the dimensionality of the source view, and to use a PJR view generation technique. Figure 7 provides the SMVCCAE heterogeneous cross-domain classification maps with OA values for the ROSIS University dataset using spectral, spectral-OO, spectral-MPs and spectral-OO-MPs features. Compared with the maps produced by a single-view canonical correlation analysis (SVCCA) approach, the thematic maps obtained by SMVCCAE using the associated features are better, specifically with adequate delineations of the bitumen, gravel and bare soil areas (see the numbers in Table 4 ). These results experimentally verify our earlier assumptions that single view CCA could fail to balance potential mismatches across heterogeneous domains by overfitting. Additionally, the most accurate result is obtained with spectral-OO-MPs by SMVCCAE using the PJR view generation strategy, as shown by the results in Figure 7 and the numbers in bold in Table 4 .
For the Indian Pines dataset, Figure 8 shows the thematic maps with OA values, whereas Table 5 reports the classification accuracies (Average accuracy (AA) and OA), and kappa statistics (k) with respect to various features. Once again, the thematic maps with larger OA values produced by SMVCCAE are better than the results produced by SVCCA, especially when the OO and MPs are incorporated. The numbers in bold in Table 5 show that the largest accuracies for various class types are obtained by the SMVCCAE with the PJR technique using spectral-OO-MPs features.
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Parameter Analysis for the Semi-Supervised Version of the Algorithm
In Figures 9 and 10 , we report the results of the sensitivity analysis for SSMVCCAE while considering the two critical parameters from the adopted SRKDA technique: (1) the regularization parameter δ; and (2) the number of neighbors NN used to construct the graph Laplacian L. The other parameters, such as the target view dimensionality, According to the results, the smaller the regularization parameter δ is and the larger the number of neighbors NN, the larger the OA values. Thus, δ = 0.01 and NN = 12 were considered in all of the 
In Figures 9 and 10 , we report the results of the sensitivity analysis for SSMVCCAE while considering the two critical parameters from the adopted SRKDA technique: (1) the regularization parameter δ; and (2) the number of neighbors NN used to construct the graph Laplacian L. The other parameters, such as the target view dimensionality, d i T and the number of total views N (i.e., the ensemble size), are set by default to d i T = 4 × d s and N = 35, according to our previous experimental analysis for the supervised version of the same technique. 
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Validation of the Semi-Supervised MVCCAE
To validate the performances of the semi-supervised version of the proposed algorithm, comparisons with existing methods, specifically LLP and LapSVM, are presented for the ROSIS University data set, starting from a label set of increasing size. Figure 11 shows the learning curves for SSMVCCAE, LLP, and LapSVM using different view According to the results, the smaller the regularization parameter δ is and the larger the number of neighbors NN, the larger the OA values. Thus, δ = 0.01 and NN = 12 were considered in all of the experiments. Computational complexity is primarily controlled by the labeled sample size (note the vertical axis in Figures 9d-f and 10d-f.
To validate the performances of the semi-supervised version of the proposed algorithm, comparisons with existing methods, specifically LLP and LapSVM, are presented for the ROSIS University data set, starting from a label set of increasing size. Figure 11 shows the learning curves for SSMVCCAE, LLP, and LapSVM using different view generation and classifier ensemble strategies as a function of this size. Each point on the x-axis represents the size of the labeled samples (pixels) for each class type, while the y-axis represents the average overall classification accuracy. In Table 6 , we report the average overall classification accuracies and kappa statistics (κ) over 10 independent runs, when a total of 100 labeled samples are considered for each class.
Remote Sens. 2017, 9, 337 23 of 28 Finally, in Figures 13 and 14 , the CPU time consumptions in seconds for the different implementations of the semi-supervised procedure are reported as a function of the labeled sample size for both Pavia and Indian Pines. According to the results, SSMVCCAE with SRKDA is only slightly more efficient than LapSVM for the ROSIS University data, but is much more efficient for the Indian Pines data. Moreover, the computational complexities of LapSVM and LLP increase linearly with the number of labeled samples, because they are more visible for the Indian Pines data, whereas the CPU time for SRKDA stays almost constant.
Summing the results presented in this section, it can be concluded that the novel proposed semi- According to the results in Figure 11 and Table 6 , the proposed semi-supervised heterogeneous DA approach achieves comparable and sometimes better results in any case (see the learning curves in blue for SSMVCCAE-SRKDA vs. green for SSMVCCAE-LPP and red for SSMVCCAE-LapSVM in Figure 11 ). Moreover, larger OA values with faster convergence rates are shown by SSMVCCAE with PJR as opposed to DJR view generation, either by MJV fusion or by the CCWV fusion, especially using the spectral-OO-MPs features.
In Figure 12 and Table 7 , the results of the same experiments are reported for the Indian Pines test set. Please note that because only a few samples are available for some classes in the Indian Pines case, class types that contain less than 70 pixels for training are not considered here. Even in this case, to obtain a more objective comparison and evaluation, each test is executed independently for 10 rounds.
Remote Sens. 2017, 9, 337 24 of 28 Figure 12 shows that better classification results are obtained by the SSMVCCAE with SRKDA, not only using the original spectral features but also using spectral features that incorporate OO and MPs features (see the learning curves in blue vs. those in green and red). Moreover, the best classification results are obtained by SSMVCCAE-SRKDA with the PJR view generation technique, and when considering the spectral-OO-MPs stacked features (see the numbers in bold in Table 7 ). Finally, in Figures 13 and 14 , the CPU time consumptions in seconds for the different implementations of the semi-supervised procedure are reported as a function of the labeled sample size for both Pavia and Indian Pines. According to the results, SSMVCCAE with SRKDA is only slightly more efficient than LapSVM for the ROSIS University data, but is much more efficient for the Indian Pines data. Moreover, the computational complexities of LapSVM and LLP increase linearly with the number of labeled samples, because they are more visible for the Indian Pines data, whereas the CPU time for SRKDA stays almost constant.
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Conclusions
In this paper, we have presented the implementation details, analyzed the parameter sensitivity, and proposed a comprehensive validation of two versions of an ensemble classifier that is suitable for heterogeneous DA and based on multiple view CCA. The main idea is to overcome the limitations of SVCCA by incorporating multi view CCA into EL. Superior results have been proven using two high dimensional (hyperspectral) images, the ROSIS Pavia University and the AVIRIS Indian Pine datasets, as high dimensional target domains, with synthetic low dimensional (multispectral) images as associated SDs. The best classification results were always obtained by jointly considering the original spectral features stacked with object-oriented features assigned to segmentation results, and the morphological profiles, which were subdivided into multiple views using the PJR view generation technique.
To further mitigate the marginal and/or conditional distribution gap between the source and the target domains, when few or even no labeled samples are available from the target domain, we propose a semi-supervised version of the same approach via training multiple speed-up SRKDA.
For new research directions, we are considering more complex problems, such as single SD vs. multiple TDs, as well as multiple SDs vs. multiple TDs supervised and semi-supervised adaptation techniques. Summing the results presented in this section, it can be concluded that the novel proposed semi-supervised heterogeneous DA approach works properly and achieves satisfactory results better than the current state-of-the-art techniques when using a PJR view generation technique either with majority voting or with canonical correlation coefficient voting. A comparison of the results by SSMVCCAE with those by LLP and LapSVM shows that the performance of SRKDA is superior for both classification accuracy and computational efficiency. Finally, the computational burden caused by the sizes of the labeled samples and feature dimensionality is much smaller for SSMVCCAE with SRKDA, whereas it increases linearly with the sample size when using the other techniques.
For new research directions, we are considering more complex problems, such as single SD vs. multiple TDs, as well as multiple SDs vs. multiple TDs supervised and semi-supervised adaptation techniques.
