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Abstract
We construct an abstract framework discribing a rich structure of energy-
renormalized Hamiltonians and study its mathematical properties. In particular,
we examine the semigroup generated by the renormalized Hamiltonian; we char-
acterize the positivity improvingness in terms of quasi local structures. As an
example, we discuss the renormalized Nelson Hamiltonian. We emphasize that our
method can cover the massless case.
1 Introduction
Let us consider the Nelson model which describes a system of a single quantum me-
chanical particle coupled with a scalar bose field. The Hamiltonian with a fixed total
momentum P is given by
Hκ(P ) =
1
2
(P − Pf)2 − g
∫
R3
dk
1Bκ(k)√
ε(k)
(a(k) + a(k)∗) +Hf − Eκ, (1.1)
The operator Hκ(P ) acts on F(L
2(R3)), where F(h) is the Fock space over h: F(h) =⊕∞
n=0 h
⊗sn. Here, h⊗sn is the n -fold symmetric tensor product with h⊗s0 = C. a(k) and
a(k)∗ are annihilation- and creation operators which satisfy the standard commutation
relations:
[a(k), a(k′)∗] = δ(k − k′), [a(k), a(k′)] = 0. (1.2)
The field momentum operator Pf = (Pf,1, Pf,2, Pf,3) is defined by
Pf,i =
∫
R3
dkkia(k)
∗a(k), i = 1, 2, 3. (1.3)
The field energy Hf is
Hf =
∫
R3
dkε(k)a(k)∗a(k), ε(k) =
√
k2 +m2. (1.4)
The energy renormalization Eκ is defined by
Eκ = −g2
∫
R3
dk
1Bκ(k)
ε(k){ε(k) + k2/2} , (1.5)
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where Bκ is a ball of radius κ centered at the origin and 1Bκ is the indicator function
of the set Bκ. Notice that Eκ → −∞ as κ → ∞. g is a coupling strength between
the particle and the field. Without loss of generality, we may assume that g > 0.
Furthermore, we assume that m > 0 for simplicity. However, we can also treat the
massless case, i.e., m = 0, see Section 4 for detail.
We wish to remove the ultraviolet cutoff, namely, we are interested in the model with
κ =∞. At a first glance, this limitting Hamiltonian can not be defined mathmatically
because the form factor 1/
√
ε(k) is not square-integrable.1 Surprisingly, Nelson proves
the following result:
Theorem 1.1 ([29]) There exists a self-adjoint operator Hren(P ) bounded from below
such that Hκ(P ) converges to Hren(P ) in the strong resolvent sense as κ→∞.
An important point of Theorem 1.1 is that the renormalized Hamiltonian can be
defined without changing the representation space; in compensation for this, we need
the infinite energy renormalization Eκ ≈ −∞. Because the Nelson model possesses
such a unique property, the model has been actively studied, see, e.g., [1, 2, 3, 7, 8,
13, 16, 17, 18, 19, 30, 31, 36, 40]. On the other hand, mathematical analysis of the
model has been known to be hard since the model is defined through the infinite energy
renormalization.
Let B3 be the Borel sets of R3. For each Λ ∈ B3, bounded, we define a Hamiltonian
with an ultraviolet cutoff Λ by
H(Λ) =
1
2
(12P − Pf,Λ)2 − g
∫
R3
dk
1Λ(k)√
ε(k)
(a(k) + a(k)∗) +Hf,Λ − E(Λ), (1.6)
where
Pf,Λ =
∫
Λ
dkka(k)∗a(k), (1.7)
Hf,Λ =
∫
Λ
dkε(k)a(k)∗a(k), (1.8)
E(Λ) = −g2
∫
Λ
dk
ε(k){ε(k) + k2/2} . (1.9)
Because Λ is bounded, we can choose κ so that Λ ⊂ Bκ. Hence, we have the following
algebraic relation:
Hκ(P ) = H(Λ) +Wκ(Λ) +H(Bκ\Λ), (1.10)
where
Wκ(Λ) = (
1
2P − Pf,Λ) · (12P − Pf,Λc) +
1
2
(12P − Pf,Λc)2 −
1
2
(12P − Pf,Bκ\Λ)2. (1.11)
1 Recall that the following operators
∫
R3
dkf(k)∗a(k),
∫
R3
dkf(k)a(k)∗
are mathematically meaningful only if f is square-integrable.
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Taking the limit κ→∞, we formally obtain
Hren(P ) = H(Λ) +W (Λ) +H(Λ
c), (1.12)
where
W (Λ) = (12P − Pf,Λ) · (12P − Pf,Λc), (1.13)
because Bκ\Λ → Λc as κ → ∞. Relations of this kind often appear in quantum
statistical mechanics, see, e.g., [6, 32]; from those algebraic relations, many useful results
can be derived; for instance, it is possible to characterize the KMS states in terms of
operator algebras. Thus, it is logical to examine the renormalized Nelson model by
using the methods in quantum statistical mechanics. A main purpsose in this study is
to construct an abstract framework describing a rich structure of energy-renormalized
models and to study its properties from a viewpoint of quantum statistical mechanics;
especially, we examine the semigroups generated by the renormalized Hamiltonians in
terms of operator algebras.
Roughly speaking, we will mainly study whether the semigroup e−βHren(P ) improves
the positivity in the present study. Because the renormalized Hamiltonian Hren(P ) is
defined through infinite energy renormalization, this problem has been known to be
difficult. There are two approaches to the problem. One is Matte-Møller’s method
[22] based on the path integral formula; their method is applicable in the Schro¨dinger
representation. Other approach is established by Miyao in [25, 26, 27]; his method
originates from Fro¨hlich’s pioneering works [10, 11] and is effective in the Fock repre-
sentation. These two methods complement each other and have specific advantages.
Our algebraic approach in the present paper provides a general framework of Miyao’s
works and is expected to develop further in the future.
The organization of the present paper is as follows: In Section 2, we introduce the
renormalized Hamiltonian net which is a generalization of (1.12). Then we state main
results. In Section 3, we prove the main results. Section 4 is devoted to give an example
of the renormalized Hamiltonian net, called the Nelson net. In Appendices A, B and
C, we give a list of fundamental facts that are used in the main sections.
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2 Definitions and results
2.1 Quasi-local structures
Let M be a von Neumann algebra on a separable Hilbert space H, and Ω be a cyclic
and separating vector for M. For simplicity, we assume that Ω is normalized. Let Bd
be the Borel sets of Rd and let Bdb = {B ∈ Bd |B is bounded and |B| 6= 0}, where |B|
is the Lebesgue measure of B.
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We say that the von Neumann algebra M is a quasi-local algebra if there exists a
net {MΛ}Λ∈Bd of von Neumann algebras satisfying the following:
(i) MΛ 6= ∅ if and only if |Λ| 6= 0.
(ii) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then MΛ ⊂MΛ′ .
(iii) If Λ ∩ Λ′ = ∅, then [MΛ,MΛ′ ] = {0}.
(iv) M =
⋃
Λ∈Bd
b
MΛ
s
, where S
s
is the closure of S in the strong operator topology.
We say that a net {HΛ}Λ∈Bd of Hilbert spaces and a net {ΩΛ}Λ∈Bd of unit vectors
are adapted to {MΛ}Λ∈Bd if the following conditions are satisfied:
(v) MΛ is a von Neumann algebra on HΛ.
(vi) ΩΛ is cyclic and separating for MΛ.
In this study, we further impose the following tensor product structures:
(vii) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then HΛ′ = HΛ ⊗ HΛ′\Λ. In particular, H = HΛ ⊗ HΛc
for each Λ ∈ Bd, where Λc is the complement of Λ.
(viii) Corresponding to the condition (vii), ΩΛ can be factorized as ΩΛ′ = ΩΛ ⊗ΩΛ′\Λ,
provided that Λ ⊂ Λ′ and |Λ′\Λ| 6= 0. In particular, Ω = ΩΛ ⊗ΩΛc .
(ix) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then MΛ′ = MΛ⊗MΛ′\Λ, where MΛ⊗MΛ′\Λ indicates
the von Neumann tensor product of MΛ and MΛ′\Λ. In particular, M = MΛ ⊗
MΛc for all Λ ∈ Bd.
In what follows, we assume the conditions (i)-(ix).
Remark 2.1 Let Λ,Λ′ ∈ Bd. Suppose that Λ ⊂ Λ′ and |Λ′\Λ| 6= 0.
1. We occasionally identify MΛ with MΛ ⊗ 1lΛ′\Λ, where 1lΛ indicates the identity
operator on HΛ. In particular, MΛ = MΛ ⊗ 1lΛc .
2. Let A and B be linear operators on HΛ and HΛ′\Λ, respectively. We often leave
out tensor factors and write A ∼= A⊗ 1lΛ′\Λ and B ∼= 1lΛ ⊗B.
3. In the case of the renormalized Nelson model, we choose H, HΛ, M and MΛ as
follows:
H = F(L2(R3)), HΛ = F(L
2(Λ)), (2.1)
M =
∞⊕
n=0
L∞sym(R
3n), MΛ =
∞⊕
n=0
L∞sym(Λ)
×n, (2.2)
see Section 4 for details. Although M and MΛ are abelian in this case, these play
important roles, as we will see below.
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2.2 Renormalized Hamiltonian net
Let A and B be self-adjoint operators, bounded from below. The form domain of the
operator A is denoted by Q(A). If Q(A) ∩Q(B) is dense, then we can define the form
sum of A and B and we write A+˙B, see, e.g., [33, Section VIII.6, Example 4].
Definition 2.2 Let H be a self-adjoint operator, bounded from below. A renormalized
Hamiltonian net associated with H is a net of self-adjoint operators {H(Λ) |Λ ∈ Bd}
such that the following properties are valid:
(i) H(Λ) acts on HΛ, and H(Λ) is bounded from below for all Λ ∈ Bd.
(ii) For each Λ ∈ Bdb, Q(H) = Q(H(Λ)) ∩Q(H(Λc)).
(iii) For each Λ ∈ Bdb, there exists a self-adjoint operator W (Λ) such that Q(H) ⊆
Q(W (Λ)) and
H = H(Λ)+˙W (Λ)+˙H(Λc). (2.3)
The operator H is called the renormalized Hamiltonian. For each Λ ∈ Bdb, H(Λ) is
called the Hamiltonian with an ultraviolet cutoff Λ.
2.3 Main results
We use ∆ and J to denote the modular operator and the modular conjugation associated
with the pair {M,Ω}. The Tomita-Takesaki theorem [5, Theorem 2.5.14] tells us that
JMJ = M′ and ∆itM∆−it = M for all t ∈ R, where M′ is the commutant of M.
Definition 2.3 Let P0(M) = {AJAJ |A ∈ M}. The natural cone P associated with
the pair {M,Ω} is defined by P = P0(M)Ω, where the bar denotes the strong closure.
Similarly, we can define the natural cone PΛ associated with the pair {HΛ,ΩΛ} for
each Λ ∈ Bd.
It is well-known that P is a self-dual cone in H, that is, P = P†, where P† is the
dual cone of P : P† = {ϕ ∈ H | 〈ϕ|ψ〉 ≥ 0∀ψ ∈ P}. See, e.g., [5, Theorem 2.5.28] for
details.
The following order structures are important in this study.
Definition 2.4 (i) A vector ϕ is said to be positive w.r.t. P if ϕ ∈ P. We write
this as ϕ ≥ 0 w.r.t. P.
(ii) A vector ϕ ∈ P is called strictly positive w.r.t. P whenever 〈ϕ|ψ〉 > 0 for all
ψ ∈ P\{0}. We write this as ϕ > 0 w.r.t. P.
(iii) Let HR = {ϕ ∈ H |Jϕ = ϕ}. Let ϕ,ψ ∈ HR. If ϕ− ψ ∈ P, then we write this as
ϕ ≥ ψ w.r.t. P.
In subsequent sections, we use the following operator inequalities.
Definition 2.5 Let A,B ∈ B(H), where B(H) is the set of all bounded operators on
H.
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(i) If AP ⊆ P,2 we then write this as A ☎ 0 w.r.t. P.3 In this case, we say that A
preserves the positivity w.r.t. P. Suppose that AHR ⊆ HR and BHR ⊆ HR. If
(A−B)P ⊆ P, then we write this as A☎B w.r.t. P.
(ii) We write A ✄ 0 w.r.t. P, if Aξ > 0 w.r.t. P for all ξ ∈ P\{0}. In this case, we
say that A improves the positivity w.r.t. P.
In what follows, we assume the following conditions:
(A. 1) (W (Λ) + i)−1 ∈ Z(M), where Z(M) is the center of M : Z(M) = M ∩M′.
(A. 2) ∆itW (Λ) ⊆W (Λ)∆it for all t ∈ R.
(A. 3) e−βH(Λ) ☎ 0 w.r.t. PΛ for all β ≥ 0 and Λ ∈ Bd.
The following theorem characterize the positivity improvingness of the semigroup
generated by the renormalized Hamiltonian H.
Theorem 2.6 Assume (A. 1), (A. 2) and (A. 3). Let L(Λ) = H(Λ) +H(Λc). The
following conditions are equivalent:
(i) e−βH ✄ 0 w.r.t. P for all β > 0.
(ii) For each ϕ,ψ ∈ P with ϕ 6= 0 and ψ 6= 0, there exist β > 0 and Λ ∈ Bdb such that
〈ϕ|e−βL(Λ)ψ〉 > 0.
We remark that there are some interesting similarities between Theorem 2.6 and
the characterization of the KMS state by the Gibbs condition in the quantum statistical
mechanics, see, e.g., [6, Theorem 6.2.18].
For concrete applications to the nonrelativistic quantum field theory, there is a more
convenient theorem. To state it, we have to introduce the following condition.
(A. 4) There exists a net {ωΛ}Λ∈Bd of normalized vectors satisfying the following:
(i) For every Λ ∈ Bd, ωΛ ∈ HΛ and ωΛ ≥ 0 w.r.t. PΛ.
(ii) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then ωΛ′ = ωΛ ⊗ ωΛ′\Λ.
(iii) For each Λ ∈ Bdb, it holds that 1lΛ ⊗ |ωΛc〉〈ωΛc |✂ 1l w.r.t. P.
Theorem 2.7 Assume (A. 1), (A. 2), (A. 3) and (A. 4). The following conditions
are equivalent:
(i) e−βH ✄ 0 w.r.t. P for all β > 0.
(ii) e−βH(Λ) ✄ 0 w.r.t. PΛ for all Λ ∈ Bdb and β > 0.
Theorem 2.7 tells us that to prove the positivity improvingness of e−βH can be reduced
to a local problem.
The following theorem immediately follows from Theorems 2.7 and the Perron-
Frobenius-Faris theorem [9].
2 For each subset C ⊆ H, AC is defined by AC = {Aϕ |ϕ ∈ C}.
3This symbol was introduced by Miura [21].
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Theorem 2.8 Assume (A. 1), (A. 2), (A. 3) and (A. 4). Suppose that E =
inf spec(H) is an eigenvalue. The following conditions are equivalent:
(i) E is a simple eigenvalue with a strictly positive eigenvector.
(ii) e−βH(Λ) ✄ 0 w.r.t. PΛ for all Λ ∈ Bdb and β > 0.
3 Proofs
3.1 Properties of the natural cones
For each Λ ∈ Bd, we introduce an orthogonal projection QΛ by QΛ = 1lΛ ⊗ PΛc , where
PΛc = |ΩΛc〉〈ΩΛc |. The operator QΛ will play an important role. Here, we examine
some basic properties of QΛ.
Suppose that Λ ⊂ Λ′ and |Λ′\Λ| 6= 0. We consider a map τΛ,Λ′ : HΛ → HΛ′ by
τΛ,Λ′(ϕ) = ϕ ⊗ ΩΛ′\Λ for all ϕ ∈ HΛ. Trivially, τΛ,Λ′ is an isometry. Using this map,
HΛ can be regarded as a subspace of HΛ′ , that is, HΛ ∼= HΛ ⊗ ΩΛ′\Λ ⊆ HΛ′ . From this
point of view, QΛ is the orthogonal projection from H onto HΛ.
Proposition 3.1 One obtains the following:
(i) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then QΛ ≤ QΛ′. In particular, QΛ ≤ 1l.
(ii) For each Λ ∈ Bd, QΛ ☎ 0 w.r.t. P.
(iii) s - lim
Λ↑Rd
QΛ = 1l, where s-lim indicates the strong limit.
Proof. (i) Remark that QΛ and QΛ′ can be expressed as
QΛ = 1lΛ ⊗ PΛ′\Λ ⊗ PΛ′c , QΛ′ = 1lΛ ⊗ 1lΛ′\Λ ⊗ PΛ′c . (3.1)
Thus, we have
QΛ′ −QΛ = 1lΛ ⊗ (1lΛ′\Λ − PΛ′\Λ)⊗ PΛ′c ≥ 0. (3.2)
By taking Λ′ = Rd, we have QΛ ≤ QRd = 1l.
(ii) Let A =
∑N
i=1Bi ⊗ Ci with Bi ∈ MΛ and Ci ∈ MΛc . Trivially, AJAJΩ ≥ 0
w.r.t. P. Because M = MΛ ⊗MΛc , it suffices to prove that QΛAJAJΩ ≥ 0 w.r.t. P.
We have, by the asumption Ω = ΩΛ ⊗ ΩΛc ,
QΛAJAJΩ =
N∑
i,j=1
〈ΩΛc |CiJΛcCjJΛcΩΛc〉BiJΛBjJΛΩΛ ⊗ΩΛc , (3.3)
where JΛ is the modular conjugation associated with {MΛ,ΩΛ}. Let us define a matrix
M = {Mij} by Mij = 〈ΩΛc |CiJΛcCjJΛcΩΛc〉. We claim that M is positive semidifinite.
Indeed, we have
N∑
i,j=1
ziz
∗
jMij = 〈ΩΛc |
[ N∑
i=1
ziCi
]
JΛc
[ N∑
i=1
ziCi
]
JΛcΩΛc〉 ≥ 0, z1, . . . , zN ∈ C. (3.4)
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Hence, there exists a unitary matrix U such that M = Udiag(λ1, . . . , λN )U
∗, where λi
are the eigenvalues of M . Of course, each λi is positive. Inserting this into (3.3), we
have
the RHS of (3.3) =
N∑
k=1
λk
[ N∑
i=1
UikBi
]
JΛ
[ N∑
i=1
UikBi
]
JΛΩΛ ⊗ΩΛc
=
N∑
k=1
λkDkJDkJΩ, (3.5)
where Dk =
∑N
i=1 UikBi ⊗ 1lΛc . Therefore, we conclude that QΛAJAJΩ ≥ 0 w.r.t. P.
(iii) We set Mloc =
⋃
Λ∈Bd
b
MΛ and let Hloc = MlocΩ. Then Hloc is dense in H.
For each ϕ ∈ Hloc, there exits a Λ ∈ Bdb such that ϕ ∈ HΛ. Thus, if we take Λ′
large as Λ ⊂ Λ′, then we have ϕ ∼= ϕ ⊗ ΩΛ′\Λ ⊗ ΩΛ′c , which implies that QΛ′ϕ ∼=
ϕ⊗ ΩΛ′\Λ ⊗ ΩΛ′c = ϕ⊗ ΩΛc ∼= ϕ. Accordingly, we obtain s- lim
Λ↑Rd
QΛϕ = ϕ. ✷
Proposition 3.2 We have the following:
(i) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then PΛ′ = PΛ ⊗PΛ′\Λ, where the tensor product of
self-dual cones is defined in Appendix B. In particular, P = PΛ ⊗ PΛc for all
Λ ∈ Bd.
(ii) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then PΛ ⊆ PΛ′ . (More precisely, we have PΛ⊗ΩΛ′\Λ ⊆
PΛ′ .)
(iii) If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then QΛPΛ′ = PΛ ⊗ ΩΛ′\Λ. (More precisely, we have
QΛPΛ′ ⊗ ΩΛ′c = PΛ ⊗ ΩΛ′\Λ ⊗ ΩΛ′c.)
(iv) P =
⋃
Λ∈Bd
b
PΛ.
Proof. (i) Because MΛ′ = MΛ ⊗MΛ′\Λ, we have P0(MΛ′) = P0(MΛ ⊗MΛ′\Λ). By
the definition of the tensor product of self-dual cones in Appendix B, we conclude the
assertion.
(ii) For each ϕ ∈ PΛ, we easily see that ϕ⊗ΩΛ′\Λ belongs toPΛ′ . ThusPΛ⊗ΩΛ′\Λ ⊆
PΛ′ .
(iii) Let A =
∑N
i=1Bi ⊗ Ci with Bi ∈ MΛ and Ci ∈ MΛ′\Λ. Using the arguments
similar to those in the proof of Proposition 3.1 (ii), we obtain QΛAJΛ′AJΛ′ΩΛ′ ∈
PΛ ⊗ ΩΛ′\Λ. This means that QΛP0(MΛ′)ΩΛ′ ⊆ PΛ ⊗ ΩΛ′\Λ. Because P0(MΛ′)ΩΛ′ is
dense in PΛ′ , we conclude that QΛPΛ′ ⊆ PΛ ⊗ ΩΛ′\Λ. To prove the converse is easy.
(iv) By (ii), we easily see that
⋃
Λ∈Bd
b
PΛ ⊆ P. We will prove the converse. For
each ϕ ∈ P, QΛϕ belongs to PΛ ∼= PΛ ⊗ ΩΛc for all Λ ∈ Bdb. By using Proposition 3.1
(iii), we conclude that ϕ = s- lim
Λ↑Rd
QΛϕ ∈
⋃
Λ∈Bd
b
PΛ. ✷
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3.2 Some auxiliary lemmas
Let EΛ(·) be the spectral measure of W (Λ). We set
W+n (Λ) = EΛ((−∞, n])W (Λ), W−n (Λ) = EΛ([−n,∞))W (Λ). (3.6)
Hence, W+n (Λ) is bounded from above, and W
−
n (Λ) is bounded from below.
Lemma 3.3 We have the following.
(i) For each s ≥ 0, e−sW−n (Λ) ∈ Z(M) and e−sW−n (Λ) ☎ 0 w.r.t. P.
(ii) For each s ≥ 0, esW+n (Λ) ∈ Z(M) and esW+n (Λ) ☎ 0 w.r.t. P.
Proof. (i) By (A. 1) and functional calculus, we know that e−sW
−
n (Λ) ∈ Z(M).
Let f(x) = 1[−n,∞)(x)e−sx, where 1A is the indicator function of a set A. We have
e−sW
−
n (Λ) = f(W (Λ)). By Theorem A.1, we have e−sW
−
n (Λ) ☎ 0 w.r.t. P for all s ≥ 0.
Similarly, we can show (ii). ✷
Lemma 3.4 Let ϕ,ψ ∈ P. If 〈ϕ|ψ〉 = 0, then we have 〈ϕ|e−sW−n (Λ)ψ〉 = 0 and
〈ϕ|esW+n (Λ)ψ〉 = 0 for all s ≥ 0.
Proof. Applying Lemma 3.3 and Corollary A.2, we obtain 0 ≤ 〈ϕ|e−sW−n (Λ)ψ〉 ≤
esn〈ϕ|ψ〉 = 0. Thus, we are done. ✷
Lemma 3.5 One obtains the following.
(i) L(Λ)+˙W−Λ,n converges to H in the strong resolvent sense as n→∞.
(ii) H−˙W+n (Λ) converges to L(Λ) in the strong resolvent sense as n→∞.
Proof. (i) Without loss of generality, we may assume that H(Λ) and H are positive
for all Λ. Let tn be the closed, positive form associated with L(Λ)+˙W
−
n (Λ). Then the
sequence {tn}∞n=1 satisfies t1 ≥ t2 ≥ · · · ≥ tn ≥ · · · . Applying [33, Theorem S. 16], we
conclude (i).
Similarly, we obtain (ii). ✷
3.3 Proof of Theorem 2.6
(i) =⇒ (ii): We will apply Faris’ idea in [9]. Let ψ ∈ P\{0}. We set
K(ψ) = {ϕ ∈ P | 〈ϕ|e−βL(Λ)ψ〉 = 0∀β ≥ 0∀Λ ∈ Bdb}. (3.7)
Our goal is to prove that K(ψ) = {0}. Let ϕ ∈ K(ψ). Thus, the vector ϕ satisfies
〈ϕ|e−βL(Λ)ψ〉 = 0 for all β ≥ 0 and Λ ∈ Bdb. By Lemma 3.4, we have 〈e−sW
−
n (Λ)ϕ|e−βL(Λ)ψ〉 =
0 for all n ∈ N, s ≥ 0, β ≥ 0 and Λ ∈ Bdb, which implies that e−sW
−
n (Λ)K(ψ) ⊆ K(ψ).
Because e−tL(Λ)K(ψ) ⊆ K(ψ) for all t ≥ 0, we have (e−βL(Λ)/ℓe−βW−n (Λ)/ℓ)ℓK(ψ) ⊆
K(ψ) for all ℓ ∈ N. Taking the limit ℓ→∞, we obtain e−β(L(Λ)+˙W−n (Λ))K(ψ) ⊆ K(ψ)
for all n ∈ N and β ≥ 0 by [33, Theorem S. 21]. Taking the limit n → ∞, we arrive
at e−βHK(ψ) ⊆ K(ψ) for all β ≥ 0 by Lemma 3.5. Therefore, for each ϕ ∈ K(ψ), it
holds that 〈ϕ|e−βHψ〉 = 0 for all β ≥ 0. By the assumption (i), ϕ must be 0.
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(ii) =⇒ (i): For each ψ ∈ P\{0}, we set
J(ψ) = {ϕ ∈ P | 〈ϕ|e−βHψ〉 = 0∀β ≥ 0}. (3.8)
Using the arguments similar to those in the previous part, we have e−βL(Λ)J(ψ) ⊆ J(ψ)
for all β ≥ 0 and Λ ∈ Bdb. Hence, for every ϕ ∈ J(ψ), we obtain 〈ϕ|e−βL(Λ)ψ〉 = 0 for all
β ≥ 0 and Λ ∈ Bdb. By the assumption (ii), ϕ must be 0. Thus, for every ϕ,ψ ∈ P\{0},
there exists a β > 0 such that 〈ϕ|e−βHψ〉 > 0. By applying Theorem A.3, we conclude
that e−βH ✄ 0 w.r.t. P for all β > 0. ✷
3.4 Proof of Theorem 2.7
(i) =⇒ (ii): Let Λ ∈ Bdb. Fix ψ ∈ PΛ\{0} and let
I(ψ) = {ϕ⊗ ΩΛc |ϕ ∈ PΛ, 〈ϕ⊗ ΩΛc |e−βL(Λ)ψ ⊗ ΩΛc〉 = 0 ∀β ≥ 0}. (3.9)
Using the arguments similar to those in the proof of Theorem 2.6, we can prove that
e−βHI(ψ) ⊆ I(ψ) for all β ≥ 0. Let ϕ⊗ΩΛc ∈ I(ψ). Then 〈ϕ⊗ΩΛc|e−βHψ⊗ΩΛc〉 = 0.
By the assumption (i), ϕ must be 0. Hence, I(ψ) = {0}. Thus, for each ϕ ∈ PΛ\{0},
there exists a β > 0 such that
0 < 〈ϕ⊗ ΩΛc|e−βL(Λ)ψ ⊗ΩΛc〉 = 〈ϕ|e−βH(Λ)ψ〉 〈ΩΛc |e−βH(Λc)ΩΛc〉︸ ︷︷ ︸
>0
. (3.10)
To summarize, for each ϕ,ψ ∈ PΛ\{0}, there exists a β > 0 such that 〈ϕ|e−βH(Λ)ψ〉 >
0. By applying Theorem A.3, we conclude (ii).
(ii) =⇒ (i): Let qΛ = 1lΛ ⊗ |ωΛc〉〈ωΛc |. By an argument similar to that of the proof
of Proposition 3.1, we can show that qΛ☎0 w.r.t. P. In addition, we have q
⊥
Λ ☎0 w.r.t.
P by (iii) of (A. 4), where q⊥Λ = 1l− qΛ.
Choose ϕ,ψ ∈ P\{0}, arbitrarily. By using the fact s-limΛ↑RdqΛ = 1l, there exists a
Λ ∈ Bdb such that qΛϕ 6= 0 and qΛψ 6= 0. For this Λ, we have
e−βL(Λ) = e−βH(Λ) ⊗ e−βH(Λc). (3.11)
Because qΛ ☎ 0 and q
⊥
Λ ☎ 0 w.r.t. P, we have
e−βL(Λ) ☎ qΛe−βL(Λ)qΛ
=
(3.11)
〈ωΛc |e−βH(Λc)ωΛc〉e−βH(Λ) ⊗ |ωΛc〉〈ωΛc |. (3.12)
Since 〈ωΛc |e−βH(Λc)ωΛc〉 > 0 for all β ≥ 0, we obtain that
〈ϕ|e−βL(Λ)ψ〉 ≥ 〈ωΛc |e−βH(Λc)ωΛc〉〈qΛϕ|e−βH(Λ)qΛψ〉. (3.13)
By the assumption (ii) in Theorem 2.7, the RHS of (3.13) is strictly positive. ✷
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4 The Nelson net
4.1 Definition of the Nelson model
In this section, we will examine the Nelson model as an example. The Nelson Hamil-
tonian with a fixed total momentum P ∈ R3 is defined by
Hκ(P ) =
1
2
(P − Pf)2 − g
∫
R3
dk
1Bκ(k)√
ε(k)
(a(k) + a(k)∗) +Hf − Eκ. (4.1)
The operatorHκ(P ) acts on H = F(L
2(R3)), where F(h) is the Fock space over h: F(h) =⊕∞
n=0 h
⊗sn. Pf ,Hf and Eκ are defined by (1.3), (1.4) and (1.5), respectively. By the
Kato-Rellich theorem [34, Theorem X.13], Hκ(P ) is self-adjoint on dom(P
2
f )∩dom(Hf),
bounded from below, for each g > 0, κ > 0 and P ∈ R3.
Let Hren(P ) be the renormalized Hamiltonian defined in Theorem 1.1. We will
construct a renormalized Hamiltonian net associated with Hren(P ).
4.2 Properties of the Fock spaces
For each self-adjoint operator A on a Hilbert space h, its second quantization dΓ(A) is
defined by
dΓ(A) = 0⊕
[ ∞⊕
n=1
n∑
j=1
1l⊗ · · · ⊗ A︸︷︷︸
jth
⊗ · · · ⊗ 1l
]
. (4.2)
dΓ(A) acts on F(h) and is essentially self-adjoint. In what follows, we denote its closure
by the same symbol.
We denote by a(f) the annihilation operator on F(h) with test vector f ∈ h [34,
Section X. 7]. By definition, a(f) is densely defined, closed, and antilinear in f . The
adjoint a(f)∗ is called the creation operator. Creation and annihilation operators satisfy
the following commutation relations:
[a(f), a(g)∗] = 〈f |g〉, [a(f), a(g)] = 0 (4.3)
on suitable domains.
If h = L2(Λ), then a(f) and a(f)∗ are formally expressed as
a(f) =
∫
Λ
dkf(k)∗a(k), a(f)∗ =
∫
Λ
dkf(k)a(k)∗, (4.4)
where the kernel operators a(k) and a(k)∗ satisfy (1.2). In addition, if F is a multipli-
cation operator by a function F , then dΓ(F ) is formally expressed as
dΓ(F ) =
∫
Λ
dkF (k)a(k)∗a(k). (4.5)
In this study, we will occasionally use these convenient expressions.
Recall the following factorization properties of the Fock space:
F(h1 ⊕ h2) = F(h1)⊗ F(h2). (4.6)
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Corresponding to (4.6), we have the following:
a(f ⊕ g) = a(f)⊗ 1l + 1l⊗ a(g), (4.7)
dΓ(A1 ⊕A2) = {dΓ(A1)⊗ 1l + 1l⊗ dΓ(A2)}−, (4.8)
where X− indicates the closure of the operator X. Let ω be the Fock vacuum in
F(h1 ⊕ h2), and let ωi be the Fock vacuum in F(hi), i = 1, 2. Under the identification
(4.6), we have
ω = ω1 ⊗ ω2. (4.9)
For each Λ ∈ B3, we have the decomposition: L2(R3) = L2(Λ)⊕L2(Λc). Using this
and (4.6), we have
H = HΛ ⊗ HΛc , (4.10)
where HΛ = F(L
2(Λ)). Similarly, we can check that HΛ′ = HΛ ⊗ HΛ′\Λ, provided that
Λ ⊂ Λ′. It is also important to remark that HΛ can be expressed as
HΛ =
∞⊕
n=0
L2sym(Λ
×n), (4.11)
where
L2sym(Λ
×n) = {F ∈ L2(Λ×n) |F (k1, . . . , kn) = F (kσ(1), . . . , kσ(n)) a.e. ∀σ ∈ Sn}.
(4.12)
Here, Sn is the permutation group on a set {1, . . . , n}.
By applying (4.7) and (4.8), we obtain the following:
1. For each f ∈ L2(R3),
a(f) = a(fΛ)⊗ 1lΛc + 1lΛ ⊗ a(fΛc), (4.13)
where fΛ = 1Λf .
2. Let F be a multiplication operator by the function F on R3. Suppose that F is
real-valued. Then we have
dΓ(F ) = {dΓ(FΛ)⊗ 1lΛc + 1lΛ ⊗ dΓ(FΛc)}−, (4.14)
where FΛ = F1Λ.
4.3 Construction of the Nelson net
For notational simplicity, we set H = Hren(P ). For each Λ ∈ B3b, we define a Hamilto-
nian with an ultraviolet cutoff Λ by
H(Λ) =
1
2
(12P − Pf,Λ)2 − g
∫
R3
dk
1Λ(k)√
ε(k)
(a(k) + a(k)∗) +Hf,Λ − E(Λ), (4.15)
where Pf,Λ, Hf,Λ and E(Λ) are defined by (1.7), (1.8) and (1.9), respectively. H(Λ)
acts on HΛ and is self-adjoint on dom(P
2
f,Λ)∩dom(Hf,Λ), bounded from below. Because
Λ is bounded, we can choose κ so that Λ ⊂ Bκ. Using this, (4.13) and (4.14), we have
Hκ(P ) = H(Λ) +Wκ(Λ) +H(Bκ\Λ), (4.16)
where Wκ(Λ) is defined by (1.11).
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Lemma 4.1 Let Λ ∈ B3 be unbounded. One obtains the following.
(i) Set ΛR = Λ ∩BR. There exists a self-adjoint operator H(Λ) bounded from below
such that H(ΛR) converges to H(Λ) in the strong resolvent sense as R→∞.
(ii) Wκ(Λ) converges to W (Λ) in the strong resolvent sense as κ→∞, where W (Λ)
is defined by (1.13).
Proof. (i) We will apply Nelson’s idea in [29]. Let G be the Gross transformation [14]
: G = eS , where
S = {a(F )− a(F )∗}−, F = g 1{|k|>K}
ε1/2(ε+ k2/2)
, K > 0. (4.17)
For any linear operator X, we set X˜ = GXG−1. By choosing K sufficiently large,
we can show that there exists a semibounded self-adjoint operator H˜(Λ) such that
H˜(ΛR) converges to H˜(Λ) in the norm resolvent sense as R→∞. By defining H(Λ) =
G−1H˜(Λ)G, we conclude (i).
(ii) Let V be a dense subspace of H defined by
V =
{
Ψ =⊕∞n=0 Ψn
∣∣∣Ψn ∈ Sn[⊙n C∞0 (R3)] ∀n ∈ N0,
there is an N ∈ N0 such that for each n ≥ N , Ψn = 0 holds
}
, (4.18)
where⊙ indicates the algebraic tensor product and Sn is the symmetrizer on (L2(R3))⊗n.
Then V is a common core of Wκ(Λ) and Wκ(Λ)Ψ → W (Λ)Ψ as κ→∞ for all Ψ ∈ V.
By applying [33, Theorem VIII.25], we conclude (ii). ✷
By Lemma 4.1, for each Λ ∈ B3b, there exists a self-adjoint operator H(Λc), bounded
from below such that H(Bκ\Λ) converges to H(Λc) in the strong resolvent sense as
κ→∞. Combining this with (4.16), we arrive at the following:
Proposition 4.2 For each Λ ∈ B3b, we obtain Q(H(Λ)) ∩Q(H(Λc)) ⊆ Q(W (Λ)) and
H = H(Λ)+˙W (Λ)+˙H(Λc). (4.19)
Thus, {H(Λ)}Λ∈B3 is a renormalized Hamiltonian net associated with H = Hren(P ).
Proof. We provide a sketch. We employ the notations in the proof of Lemma 4.1.
Recall that Nelson proves that H˜κ(P ) converges to H˜ in the norm resolvent sense as
κ → ∞, provided that K is large enough [29]. By using (4.10), (4.13) and (4.14), we
see that Q(H˜(Λ))∩Q(H˜(Λc)) = Q(H˜) = [∩3j=1dom(Pf,j)]∩dom(H1/2f ) and Q(H˜(Λ))∩
Q(H˜(Λc)) ⊆ Q(W˜ (Λ)). For any self-adjoint operator A, let qA be the quadratic form
associated with A. Then one obtains that qH˜(Φ,Ψ) = qH˜(Λ)(Φ,Ψ) + qW˜ (Λ)(Φ,Ψ) +
qH˜(Λ)(Φ,Ψ) for each Φ,Ψ ∈ Q(H˜). By choosing K sufficiently large, we see that qH is
closed and bounded from below. Thus we are done. ✷
Definition 4.3 The net {H(Λ)}Λ∈B3 defined in Proposition 4.2 is called the Nelson
net .
Finally, we remark the following fact: If Λ ⊂ Λ′ and |Λ′\Λ| 6= 0, then
H(Λ′) = H(Λ)+˙W (Λ′; Λ)+˙H(Λ′\Λ), (4.20)
where W (Λ′; Λ) = (12P − Pf,Λ) · (12P − Pf,Λ′\Λ). This relation is very similar to the one
appearing in the theory of quantum spin systems, see, e.g., [6, Section 6.2].
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4.4 Properties of the Nelson net
For each Λ ∈ B3, we set
L∞sym(Λ
×n) = {F ∈ L∞(Λ×n) |F (k1, . . . , kn) = F (kσ(1), . . . , kσ(n)) a.e. ∀σ ∈ Sn}.
(4.21)
L∞sym(Λ×n) can be regarded as a von Neumann algebra of multiplication operators
acting on L2sym(Λ
×n). A quasi local algebra {M, {MΛ}Λ∈B3} is defined by
M =
∞⊕
n=0
L∞sym(R
3n), MΛ =
∞⊕
n=0
L∞sym(Λ
×n) (4.22)
with L∞sym(Λ×0) = C. M is a von Neumann algebras on HΛ, and MΛ is a von Neumann
algebra on HΛ.
Let ξ ∈ L2(R3). Suppose that ξ(k) > 0 a.e. k. We define a normalized vector Ω in
H by
Ω = c
∞⊕
n=0
1√
n!
ξ⊗n, (4.23)
where c is the normalization constant: c = e−‖ξ‖2/2. Similarly, for each Λ ∈ B3, we set
ΩΛ = cΛ
⊕∞
n=0
1√
n!
ξ⊗nΛ , where cΛ = e
−‖ξΛ‖2/2 with ξΛ = 1Λξ. By using the identification
(4.10), we have ΩΛ′ = ΩΛ ⊗ ΩΛ′\Λ, provided that Λ ⊂ Λ′ with |Λ′\Λ| 6= 0.
The following lemma is easily checked.
Lemma 4.4 M, {MΛ}Λ, Ω, {ΩΛ}Λ, H and {HΛ}Λ satisfy the all conditions in Section
2.1.
Let ∆ and J be the modular operator and modular conjugation associated with the
pair {M,Ω}. Trivially, ∆ = 1l and J is the complex conjugation on H : Jϕ =⊕∞n=0 ϕ∗n.
Similarly, let ∆Λ and JΛ be the modular operator and modular conjugation associated
with {MΛ,ΩΛ}. Then ∆Λ = 1lΛ and JΛ is the complex conjugation on HΛ. In this case,
the corresponding natural cones are respectively given by
P =
∞⊕
n=0
L2sym(R
3n)+, PΛ =
∞⊕
n=0
L2sym(Λ
×n)+, (4.24)
where
L2sym(Λ
×n)+ = {F ∈ L2sym(Λ×n) |F (k1, . . . , kn) ≥ 0 a.e.} (4.25)
with L2sym(Λ
×0)+ = R+ = {r ∈ R | r ≥ 0}. The self-dual cone P is referred to as the
Fro¨hlich cone [25], see also [10, 11].
Lemma 4.5 Let ωΛ be the Fock vacuum in HΛ : ωΛ = 1 ⊕ 0 ⊕ 0 ⊕ · · · . The Nelson
net satisfies (A. 1)-(A. 4).
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Proof. (A. 2) is trivial because ∆ = 1l. For each κ > 0, we know that (Wκ(Λ)+ i)
−1 ∈
Z(M) = M, since the restriction of (Wκ(Λ) + i)
−1 to the n-particle space L2sym(R3n)
is a multiplication operator. By applying (ii) of Lemma 4.1, we conclude that (A. 1)
holds.
As for (A. 3), see, e.g., [26, 27, 28]. To prove (A. 4), we note that, using the
identification (4.10), it holds that ωΛ′ = ωΛ⊗ωΛ′\Λ, provided that Λ ⊂ Λ′ with |Λ′\Λ| 6=
0. Thus, (ii) of (A. 4) is satisfied. By the definitions of ωΛ and PΛ, (i) of (A. 4) holds.
In [26, 27], we already confirm that (iii) of (A. 4) holds. For readers’ convenience,
we provide the idea of proof. Using the identification (4.10), we know that 1lΛ ⊗
|ωΛc〉〈ωΛc | =
⊕∞
n=0 1
⊗n
Λ , where 1Λ indicates the multiplication operator by the function
1Λ. Thus, we obtain that
1l− 1lΛ ⊗ |ωΛc〉〈ωΛc | =
∞⊕
n=0
[1ln − 1⊗nΛ ], (4.26)
where 1ln is the identity operator on (L
2(R3))⊗n. Because 1ln − 1⊗nΛ ≥ 0 a.e. as a
function, we can conclude that the RHS of (4.26) preserves the positivity. ✷
Theorem 4.6 Consider the massive case m > 0. The semigroup e−βHren(P ) generated
by the renormalized Hamiltonian Hren(P ) improves the positivity w.r.t. P for all β > 0
and P ∈ R3.
Proof. In [10, 24, 27], it is proved that e−βH(Λ)✄ 0 w.r.t. PΛ for all β > 0 and Λ ∈ B3b.
Thus, by applying Theorem 2.7, we obtain the desired result. ✷
Remark 4.7 1. Theorem 4.6 was conjectured by Fro¨hlich [10, 11]. The first proof
was given in [27]. In this paper, we provide a proof from a viewpoint of renor-
malized Hamiltonian nets. In contrast to this, uniqueness of ground states for
models for which energy renormalization is unnecessary is already well known
[10, 11, 12, 23, 24, 25, 26, 28, 37, 38, 39].
2. The existence of ground states for related models are well-established [10, 11, 12,
23, 28, 40]. In particular, applying the method in [20], we can prove that Hren(P )
has a ground state, provided that |P | < 1 and m > 0. In this case, the ground
state is unique and chosen to be strictly positive w.r.t. P by Theorems 2.8 and
4.6.
3. The arguments in this section can be applicable to the Fro¨hlich model and we
can also prove the results in [24, 25, 26].
4.5 The massless Nelson net
Finally, let us consider the massless case: m = 0. In this case, we have to take extra
care to the infrared problem as we will see below.
We begin with the following lemma.
Lemma 4.8 Fix σ > 0 arbitrarily. There exists a self-adjoint operator H, bounded
from below, such that
H = H(Bσ)+˙W (Bσ)+˙H(B
c
σ), (4.27)
where Bσ is the ball of radius σ centered at the origin.
15
Proof. Even in the massless case, we know that (4.16) still holds. In particular, by
choosing Λ = Bσ, we have
Hκ(P ) = H(Bσ) +Wκ(Bσ) +H(Bκ\Bσ), (4.28)
provided that κ > σ. Let us condsider a modified Gross transformation Gσ defined
by Gσ = e
Sσ , where Sσ = {a(1BcσF ) − a(1BcσF )∗}−. Here, F is given by (4.17).
Let us examine the transformed Hamiltonian GσHκ(P )G
−1
σ . It is easy to see that
GσH(Bσ)G
−1
σ = H(Bσ). Thus, this term does not affect our argument below. On
the other hand, by the standard argument in [29], we can prove that, by choosing K
sufficiently large in F , there exists a semibounded self-adjoint operator H˜(Bcσ) such
that GσH(Bκ\Bσ)G−1σ converges to H˜(Bcσ) in the norm resolvent sense as κ → ∞.
On a form domain D = [∩3j=1dom(Pf.j)] ∩ dom(H1/2f ), GσWκ(Bσ)G−1σ converges to
some self-adjoint operator W˜ (Bσ). Now let us define a quadratic form q on D by
q(Φ,Ψ) = qH(Bσ)(Φ,Ψ) + qW˜ (Bσ)(Φ,Ψ) + qH˜(Bcσ)
(Φ,Ψ). Then we can check that q is
closed and bounded from below. Accordingly, there exists a self-adjoint operator H˜,
bounded from below, such that q = qH˜ . Thus we are done. ✷
Theorem 4.9 Let us consider the massless Nelson model. The following conditions
are equivalent to each other:
(i) e−βH ✄ 0 w.r.t. P for all β > 0.
(ii) e−βH(B
c
σ) ✄ 0 w.r.t. PBcσ for all β > 0.
(iii) e−βH(Λ) ✄ 0 w.r.t. PΛ for all β > 0 and Λ ∈ B3b such that Λ ⊂ Bcσ.
Proof. (i) =⇒ (ii): We set L(Bσ) = H(Bσ) +H(Bcσ). For each ψ ∈ P\{0}, we define
S(ψ) = {ϕ ∈ P | 〈ϕ|e−βL(Bσ )ψ〉 = 0 ∀β > 0}. (4.29)
Using the arguments similar to those in the proof of Theorem 2.6, we have S(ψ) = {0}.
Thus, for each ϕ,ψ ∈ P\{0}, there exists a β > 0 such that 〈ϕ|e−βL(Bσ )ψ〉 > 0. In
particular, by choosing ϕ = ωBσ ⊗ϕ′ and ψ = ωBσ ⊗ψ′ with ϕ′, ψ′ ∈ PBcσ\{0}, we have
〈ωBσ |e−βH(Bσ)ωBσ〉〈ϕ′|e−βH(B
c
σ)ψ′〉 > 0. (4.30)
Thus, for each ϕ′, ψ′ ∈ PBcσ\{0}, there exists a β > 0 such that 〈ϕ′|e−βH(B
c
σ)ψ′〉 > 0.
Applying Theorem A.3, we obtain (ii).
(ii) =⇒ (i): We need the following lemma to prove this part.
Lemma 4.10 Let A and B be bounded linear operators acting on HBσ and HBcσ , re-
spectively. Assume that A✄0 w.r.t. PBσ and B✄0 w.r.t. PBcσ . Then A⊗B✄0 w.r.t.
P.
We will provide a proof of the above lemma in Appendix C.
We already know that e−βH(Bσ) ✄ 0 w.r.t. Pσ for all β > 0, see, e.g., [10, 11, 26,
27, 28]. Hence, by the assumption (ii) and Lemma 4.10, we obtain that e−βL(Bσ) ✄ 0
w.r.t. P for all β > 0.
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For each ψ ∈ P\{0}, we set
T (ψ) = {ϕ ∈ P | 〈ϕ|e−βHψ〉 = 0 ∀β ≥ 0}. (4.31)
By using the arguments similar to those in the proof of Theorem 2.6, we see that
e−βL(Bσ)T (ψ) ⊆ T (ψ) for all β ≥ 0. Thus, for each ϕ ∈ T (ψ), we have
〈ϕ|e−βL(Bσ)ψ〉 = 0 ∀β ≥ 0. (4.32)
Because e−βL(Bσ) ✄ 0 w.r.t. P, it holds that e−βL(Bσ)ψ > 0 w.r.t. P for all β > 0.
Combining this with (4.32), we see that ϕ must be 0. Therefore, T (ψ) = {0}. To
summarize, for each ϕ,ψ ∈ P\{0}, there is a β ≥ 0 such that 〈ϕ|e−βHψ〉 > 0. By
Theorem A.3 again, we conclude (i).
(ii) ⇐⇒ (iii): We can extend (4.20) to the massless case and obtain that
H(Bcσ) = H(Λ)+˙W (B
c
σ; Λ)+˙H(B
c
σ\Λ) (4.33)
for each Λ ∈ B3 such that Λ ⊂ Bcσ. Using the arguments similar to those in the proof
of Lemma 4.4, we can confirm (A. 1)-(A. 4) with the following correspondence:
W (Λ)↔W (Bcσ; Λ), B3 ↔ B3\Bσ, P↔ PBcσ , (4.34)
where B3\Bσ = {A\Bσ |A ∈ B3}. Applying Theorem 2.7, we know that (ii) is equiva-
lent to (iii). ✷
We already know that (iii) of Theorem 4.9 holds, see, e.g., [10, 11, 25, 26, 28].
Hence, we finally arrive at the following:
Theorem 4.11 Let us consider the massless Nelson model. Then e−βHren(P ) improves
the positivity w.r.t. P for all β > 0 and P ∈ R3.
Remark 4.12 It is believed that the renormalized massless Nelson model has no
ground states. This conjecture is strongly supported by [7]; In [7], Dam proves the
nonexistence of the ground states for the massless Nelson model with ultraviolet cutoff.
Note that his proof relies on the positivity improvingness of the semigroup. Therefore,
we expect that Theorem 4.11 is useful to prove the nonexistence of ground states for
the renormalized massless Nelson model.4
A Some useful results
Let m be a von Neumann algebra on a separable Hilbert space h. Assume that m has
a cyclic and separating vector ξ. Thus, h = mξ = m′ξ.
We use ∆ and J to denote the modular operator and the modular conjugation
associated with the pair {m, ξ}.
Theorem A.1 Let f be a positive continuous function on R with maxx f(x) <∞. Let
A be a self-adjoint operator satisfying the following (i) and (ii):
4I am grateful to Dr. Dam for informing me of this point.
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(i) (A+ i)−1 ∈ Z(m).
(ii) ∆itA ⊆ A∆it for all t ∈ R.
Then we have f(A)☎ 0 w.r.t. p.
Proof. Remark that f(A) ∈ Z(m) by (i) and the functional calculus. In addition, we
have f(A)∆−1/4 ⊆ ∆−1/4f(A) by (ii). By [5, Proposition 2.5.26], we have
p = ∆−1/4m′+ξ, (A.1)
where m′+ is the set of positive elements of m′. For each B′ ∈ m′+, we see that
f(A)∆−1/4B′ξ = ∆−1/4f(A)1/2B′f(A)1/2ξ. Because f(A)1/2B′f(A)1/2 ∈ m′+, we know
that f(A)p ⊆ p by (A.1). Thus we are done. ✷
Corollary A.2 Under the assumptions in Theorem A.1, we have
|〈ϕ|f(A)ψ〉| ≤ max
x
f(x)〈|ϕ|∣∣|ψ|〉 (A.2)
for all ϕ,ψ ∈ hR. In particular, we have
0 ≤ 〈ϕ|f(A)ψ〉 ≤ max
x
f(x)〈ϕ|ψ〉 (A.3)
for all ϕ,ψ ∈ p.
Proof. Let c = maxx f(x). Let g(x) = c − f(x). Clearly g is positive and bounded.
Therefore, g(A) ☎ 0 w.r.t. p by Theorem A.1. In other words, it holds that f(A) ✂ c
w.r.t. p.
Let ϕ,ψ ∈ hR. By [5, Theorem 2.5.28], there are ϕ±, ψ± ∈ p such that ϕ = ϕ+−ϕ−
and ψ = ψ+ − ψ− with 〈ϕ+|ϕ−〉 = 0 = 〈ψ+|ψ−〉. Now let |ϕ| = ϕ+ + ϕ− and
|ψ| = ψ+ + ψ−. Because 0✂ f(A)✂ c w.r.t. p, we have
|〈ϕ|f(A)ψ〉| ≤ 〈|ϕ|∣∣f(A)|ψ|〉 ≤ c〈|ϕ|∣∣|ψ|〉. (A.4)
Thus we are done. ✷
Theorem A.3 Let A be positive self-adjoint operator acting on h. Suppose that e−tA☎
0 w.r.t. p for all t ≥ 0. Then the following conditions are equivalent:
(i) e−tA ✄ 0 w.r.t. p for all t > 0.
(ii) For each ϕ,ψ ∈ p\{0}, there exists a t > 0 such that 〈ϕ|e−tAψ〉 > 0.
Proof. This theorem is proved in [24]. For readers’ convenience, we provide a proof.
(i) =⇒ (ii): Trivial.
(ii) =⇒ (i): Our proof is based on [35, Theorem XIII.44].
Step 1. For each ξ, η ∈ p, we set ξ ∧ η = η− (ξ − η)−. Trivially, ξ ∧ η ≥ 0 w.r.t. p.
Remark that ξ ∧ η = η ∧ ξ because
ξ ∧ η − η ∧ ξ = η − (ξ − η)− − ξ + (η − ξ)− = η − ξ − (η − ξ) = 0. (A.5)
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Thus, we have
ξ ∧ η ≤ ξ, ξ ∧ η ≤ η w.r.t. p. (A.6)
Step 2. Let ϕ,ψ ∈ p\{0} and let Bϕ,ψ = {t > 0 | 〈ϕ|e−tAψ〉 > 0}. By the
assumption, Bϕ,ψ is nonempty. Fix s ∈ Bϕ,ψ arbitrarily. Then 〈ϕ|e−sAψ〉 > 0. Let
µ = ϕ∧ e−sAψ. Because e−sA☎ 0 w.r.t. p, it holds that µ ≥ 0 w.r.t. p. In addition, by
(A.6), we have µ ≤ e−sAψ and µ ≤ ϕ w.r.t. p. Therefore, for every t > 0,
〈ϕ|e−tA(e−sAψ)〉 ≥ 〈ϕ|e−tAµ〉 ≥ 〈µ|e−tAµ〉 = ‖e−tA/2µ‖2 > 0. (A.7)
Thus s ∈ Bϕ,ψ and t > 0 imply s+ t ∈ Bϕ,ψ.
Step 3. 〈ϕ|e−tAψ〉 is analytic in a neighborhood of the interval (0,∞). Thus,
(0,∞)\Bϕ,ψ can have only 0 as a limit point, otherwise 〈ϕ|e−tAψ〉 is identically 0. In
particular, Bϕ,ψ contains arbitrarily small number. Thus, by Step 2, we conclude that
Bϕ,ψ = (0,∞). ✷
B Tensor products of self-dual cones
Let m1 and m2 be von Neumann algebras on h1 and h2, respectively. Suppose that
ξ1 ∈ h1 and ξ2 ∈ h2 are cyclic and separating vectors for m1 and m2, respectively.
A vector ξ1 ⊗ ξ2 is cyclic and separating for m1 ⊗ m2 as well. Let ∆ be the mod-
ular operator associated with the pair {m1 ⊗ m2, ξ1 ⊗ ξ2} and let J be the modular
conjugation. We easily check that
∆ = ∆1 ⊗∆2, J = J1 ⊗ J2. (B.1)
Here, the conjugation J1 ⊗ J2 is defined as follows: Let Φ ∈ h1 ⊙ h2, where ⊙ indicates
the algebraic tensor product. Thus, Φ can be expressed as Φ =
∑N
i,j=1 cijϕi ⊗ ψj ,
where cij ∈ C, ϕi ∈ h1 and ψj ∈ h2. Using this expression, we define J1 ⊗ J2 by
J1 ⊗ J2Φ =
∑N
i,j=1 c
∗
ijJ1ϕi ⊗ J2ψj. We can show that J1 ⊗ J2 is well-defined and can
be extended to a conjugation on h1 ⊗ h2.
Let p1 and p2 be natural cones associated with the pairs {m1, ξ1} and {m2, ξ2},
respectively. We define a tensor product of p1 and p2 by the natural cone associated
with {m1 ⊗m2, ξ1 ⊗ ξ2}:
p1 ⊗ p2 := P0(m1 ⊗m2)ξ1 ⊗ ξ2. (B.2)
C Proof of Lemma 4.10
We begin with the following lemma.
Lemma C.1 Let ψ ∈ P\{0}. If 〈ψ|ϕ1 ⊗ ϕ2〉 > 0 for all ϕ1 ∈ PBσ\{0} and ϕ2 ∈
PBcσ\{0}, then ψ > 0 w.r.t. P.
Proof. We will provide a sketch. We express ψ as ψ = ⊕∞n=0ψn with ψn ∈ L2sym(R3n)+.
For each f1, . . . , fm ∈ L2(Bσ)+, set ϕ1 =
∏m
j=1 a(fj)
∗ωBσ , where a(f)∗ is the creation
operator with a test vector f . Then ϕ1 = Sm(f1 ⊗ · · · ⊗ fm) ∈ PBσ . Similarly, for
each g1, . . . , gn ∈ L2(Bσc)+, a vector ϕ2 =
∏n
j=1 a(gj)
∗ωBcσ belongs to PBcσ . Since
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〈ψ|ϕ1 ⊗ ϕ2〉 > 0, we have 〈ψN |(f1 ⊗ · · · ⊗ fm) ⊗ (g1 ⊗ · · · ⊗ gn)〉L2(R3N ) > 0 with
m+n = N . Because m,n, fi and gi are arbitrary, we conclude that ψN (k1, . . . , kN ) > 0
a.e.. This means that ψ > 0 w.r.t. P. ✷
Corollary C.2 Let ξ1 ∈ PBσ and ξ2 ∈ PBcσ . If ξ1 > 0 w.r.t. PBσ and ξ2 > 0 w.r.t.
PBcσ , then ξ1 ⊗ ξ2 > 0 w.r.t. P.
Proof. Set ψ = ξ1 ⊗ ξ2. We observe that, for every ϕ1 ∈ PBσ\{0} and ϕ2 ∈ PBcσ\{0},
〈ψ|ϕ1 ⊗ϕ2〉 = 〈ξ1|ϕ1〉〈ξ2|ϕ2〉 > 0 holds. Applying Lemma C.1, we conclude that ψ > 0
w.r.t. P. ✷
Completion of the proof of Lemma 4.10
Let ψ ∈ P\{0}. For each ϕ1 ∈ PBσ\{0} and ϕ2 ∈ PBcσ\{0}, we have
〈A⊗Bψ|ϕ1 ⊗ ϕ2〉 = 〈ψ|A∗ϕ1 ⊗B∗ϕ2〉. (C.1)
Because A and B improve the positivity, so do A∗ and B∗. Thus, A∗ϕ1 > 0 w.r.t. PBσ
and B∗ϕ2 > 0 w.r.t. PBcσ , which imply that A
∗ϕ1 ⊗ B∗ϕ2 > 0 w.r.t. P by Corollary
C.2. Accordingly, the RHS of (C.1) is strictly positive. By applying Lemma C.1, we
conclude that A⊗Bψ > 0 w.r.t. P. ✷
References
[1] A. Abdesselam, D. Hasler, Analyticity of the ground state energy for massless
Nelson models. Comm. Math. Phys. 310 (2012), 511–536.
[2] Z. Ammari, Asymptotic completeness for a renormalized nonrelativistic Hamil-
tonian in quantum field theory: the Nelson model. Math. Phys. Anal. Geom. 3
(2000), 217–285.
[3] A. Arai, Ground state of the massless Nelson model without infrared cutoff in a
non-Fock representation. Rev. Math. Phys. 13 (2001), 1075–1094
[4] W. Bo¨s, Direct integrals of selfdual cones and standard forms of von Neumann
algebras. Invent. Math. 37 (1976), 241–251.
[5] O. Bratteli, D. W. Robinson, Operator algebras and quantum statistical mechan-
ics. 1. C∗- and W ∗ algebras, symmetry groups, decomposition of states Second
edition. Texts and Monographs in Physics. Springer-Verlag, Berlin, 1987.
[6] O. Bratteli, D. W. Robinson, Operator algebras and quantum statistical mechan-
ics. 2. Equilibrium states. Models in quantum statistical mechanics. Second edi-
tion. Texts and Monographs in Physics. Springer-Verlag, Berlin, 1997.
[7] T. N. Dam, Non-existence of ground states in the translation invariant Nelson
model, arXiv:1808.00088
[8] W. Dybalski, J. S. Møller, The translation invariant massive Nelson model: III.
Asymptotic completeness below the two-boson threshold. Ann. Henri Poincare
16 (2015), 2603-2693.
20
[9] W. G. Faris, Invariant cones and uniqueness of the ground state for fermion
systems. J. Math. Phys. 13 (1972), 1285–1290.
[10] J. Fro¨hlich, On the infrared problem in a model of scalar electrons and massless,
scalar bosons. Ann. Inst. H. Poincare´ Sect. A (N.S.) 19 (1973), 1–103.
[11] J. Fro¨hlich, Existence of dressed one electron states in a class of persistent models.
Fortschr. Phys. 22 (1974), 150-198.
[12] B. Gerlach, H. Lo¨wen, Analytical properties of polaron systems or: Do polaronic
phase transitions exist or not?. Rev. Modern Phys. 63 (1991), 63–90.
[13] M. Griesemer, A. Wunsch, On the domain of the Nelson Hamiltonian. J. Math.
Phys. 59 (2018), 042111.
[14] E. P. Gross, Particle-like solutions in field theory. Ann. Phys. (N.Y.) 19 (1962),
219–233.
[15] L. Gross, Existence and uniqueness of physical ground states. J. Funct. Anal. 10
(1972), 52-109.
[16] M. Gubinelli, F. Hiroshima, J. Lorinczi, Ultraviolet renormalization of the Nelson
Hamiltonian through functional integration. J. Funct. Anal. 267 (2014), 3125–
3153.
[17] M. Hirokawa, F. Hiroshima, H. Spohn, Ground state for point particles interacting
through a massless scalar Bose field. Adv. Math. 191 (2005), 339–392.
[18] J. Lampart, J. Schmidt, On Nelson-type Hamiltonians and abstract boundary
conditions. arXiv:1803.00872
[19] J. Lorinczi, R. A. Minlos, H. Spohn, The infrared behaviour in Nelson’s model of
a quantum particle coupled to a massless scalar field. Ann. H. Poincare 3 (2002),
269–295.
[20] M. Loss, T. Miyao, H. Spohn, Lowest energy states in nonrelativistic QED: atoms
and ions in motion. J. Funct. Anal. 243 (2007), 353–393.
[21] Y. Miura, On order of operators preserving selfdual cones in standard forms. Far
East J. Math. Sci. (FJMS) 8 (2003), 1–9.
[22] O. Matte, J. S. Møller, Feynman-Kac formulas for the ultra-violet renormalized
Nelson model. arXiv:1701.02600
[23] T. Miyao, H. Spohn, The bipolaron in the strong coupling limit. Ann. Henri
Poincare´ 8 (2007) 1333-1370.
[24] T. Miyao, Nondegeneracy of ground states in nonrelativistic quantum field theory.
Journal of Operator Theory 64 (2010), 207-241.
[25] T. Miyao, Monotonicity of the polaron energy. Rep. Math. Phys. 74 (2014), 379-
398.
21
[26] T. Miyao, Monotonicity of the polaron energy II: General theory of operator
monotonicity. Jour. Stat. Phys. 153 (2013), 70-92.
[27] T. Miyao, On the semigroup generated by the renormalized Nelson Hamiltonian,
arXiv:1803.08659
[28] J. S. Møller, The polaron revisited. Rev. Math. Phys. 18 (2006), 485–517.
[29] E. Nelson, Interaction of nonrelativistic particles with a quantized scalar field. J.
Math. Phys., 5 (1964), 1190-1197.
[30] A. Pizzo, One-particle (improper) States in Nelson Massless Model. Ann. Henri
Poincare 4 (2003), 439-486.
[31] A. Pizzo, Scattering of an Infraparticle: the one particle sector in Nelson’s mass-
less model. Ann. Henri Poincare 6 (2005), 553606.
[32] B. Simon, The statistical mechanics of lattice gases. Vol. I. Princeton Series in
Physics. Princeton University Press, Princeton, NJ, 1993.
[33] M. Reed, B. Simon, Methods of Modern Mathematical Physics Vol. I, Revised
and Enlarged Edition, Academic Press, New York, 1980.
[34] M. Reed, B. Simon, Methods of Modern Mathematical Physics, Vol. II, Academic
Press, New York, 1975.
[35] M. Reed, B. Simon, Methods of Modern Mathematical Physics Vol. IV, Academic
Press, New York, 1978.
[36] I. Sasaki, Ground state of the massless Nelson model in a non-Fock representation.
J. Math. Phys. 46 (2005), 102107.
[37] A. D. Sloan, A nonperturbative approach to nondegeneracy of ground states in
quantum field theory: polaron models. J. Funct. Anal. 16 (1974), 161–191.
[38] A. D. Sloan, Analytic domination with quadratic form type estimates and non-
degeneracy of ground states in quantum field theory. Trans. Amer. Math. Soc.
194 (1974), 325–336.
[39] H. Spohn, The polaron at large total momentum. J. Phys. A 21 (1988), 1199–
1211.
[40] H. Spohn, Dynamics of Charged Particles and Their Radiation Field, Cambridge
University Press, Cambridge, 2004.
22
