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A Study on System Software Utilizing Memory Hierarchy    
Control Methods for Increasing Productivity of   







With the rapidly growing demands for large-scale data processing, building 
high-performance and energy-efficient computer systems featuring scalable memory 
systems is increasingly becoming an important issue. To efficiently process such 
large-scale data, processors and memories are aggregated with computer clustering 
technologies utilizing fast interconnects and networks to realize application 
performance superior to that achievable on a single processor system, and consequently, 
memory hierarchies get deep and complex. Therefore, memory hierarchy control method 
for adapting programs to such memory hierarchies is the key for realizing 
high-performance and energy-efficiency. 
  In the meantime, new type non-volatile memories, or Storage-class Memories (SCMs), 
including MRAM (Magnetoresistive Random Access Memory), PCM (Phase-Change 
Memory) and ReRAM (Resistive Random Access Memory) are emerging. Storage-class 
memories can reduce access latency by orders of magnitude compared to state-of-the-art 
non-volatile devices such as SSDs/HDDs, thus have the potential to drastically change 
existing memory hierarchies and dramatically enhance performance and 
energy-efficiency of computer systems. Therefore, novel software techniques for 
non-volatile memories are imperative to fully extract such potential.  
  However, programming the deep and complex memory hierarchy compels application 
programmers to be equipped with non-trivial knowledge of both the underlying memory 
architecture and black-belt programming techniques.  To improve software 
development productivity and to cope with the increasing complexity of the underlying 
memory hierarchies, designing and developing memory hierarchy aware system 
software is imperative.  
  Therefore, the aim of this study is to increase productivity of high-performance and 
energy-efficient programs by the following four system software methods utilizing 
automatic memory hierarchy control methods, and abstract application programmers 
away from memory hierarchies:   
 
1) Programming system based on memory architecture independent, algorithm 
description language dedicated to array processing capable of automatically 
generating memory hierarchy aware parallel programs.  
 
2) Software distributed memory systems for multi-clusters, or aggregate computer 
clusters, utilizing memory hierarchy aware multi-home cache coherence scheme for 
exploiting cluster data locality to reduce inter-cluster traffic and hiding inter-cluster 
latency.    
 
3) SCM-aware low power virtual memory system which aggressively pages out data 
from DRAM to SCM-based swap device, and minimizes DRAM size to the extent of 
acceptable performance degradation attributed to swapping overhead, and reduces 
DRAM background power by powering off unused space.  
 
4) Electronic paper display update scheduler for dynamically localizing memory access 






































 一方で、実用化が期待されている MRAM (Magnetoresistive Random Access Memory)や PCM 
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ルチコア）や複数データを同時に処理可能な SIMD(Single Instruction Multiple Data)型
















ルチコア化や SIMD 命令や GPGPU の採用が進む組込みシステム[81]においても同様である。 
第 2 ステップでは、単一プロセッサのメモリシステムでは格納しきれないより大きなデ
ータサイズのアプリケーションを高速に実行するために、図 1.1(b)に示すように複数のメ
モリやプロセッサを QPI(Quick Path Interconnect)などのキャッシュコヒーレンシを保証
する高速インターコネクトで接続することでクラスタリングをおこなう。 






























   
1.2 メモリ階層に変化をもたらす新型高速不揮発メモリ 
  
一方で、IBM 社が提唱した MRAM(Magnetoresistive Random Access Memory)や PCM(Phase 




可能で、さらに DRAM より高集積化が可能なため DRAM より大容量化が可能という特徴を持
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認して積極的に DRAM 上のページをスワップデバイスに追い出して、使用する DRAM の量を
減らせる可能性がある。ページフォルト回数が増加して処理時間は若干増えるが、メモリ
の消費電力を削減できる可能性が出てくる。消費電力を削減できるかどうかは、スワップ













































































図 1.8.  本研究の電子ペーパ表示制御用デバイスドライバの狙い 
15 
 
1.8 本論文の構成  
  
















































































































































function img = laplacian(m) 
    c = [1  1  1; 
          1 -8  1; 
          1  1  1]; 




function img = lap(M) 
  % 入出力変数の型指定 
 Type({[0,0], ‘uint8’}, M); 
  Type({[0,0], ‘uint8’}, img);    
img = Map(@laplacian, MExtract(M, [-1, -1], [1, 1], Size(M), [3, 3])); 
end 
 




































(A) Normal case (B) Overlapped case
・・
N = MExtract (M, base, step, size, esize)






























 関数 Extract()は、既存の配列から部分配列を 1 つ切り出す関数である。切り出し開始
















 図 2.1 に、代表的な近傍処理であるラプラシアンフィルタのプログラムを示す。ラプラ
シアンフィルタは、8-近傍を用いた 2 次微分値を求めるアルゴリズムである。プログラ 






















Size(M) は配列 M のサイズを返す関数である。 
 










































 2.3.1  ベクトル化の課題 
 
 以下にベクトル化された Cプログラムを生成する際の課題を列挙する。 
 
1. メモリアクセスの最適化が必要 





























近傍処理では、生成される 2 重ループの最内ループのループ回転数が 3 や 5 などと
なる。ラプラシアンフィルタの例では、図 2.5 のような C プログラムを生成する。






for(i=1; i<479; i++){ 
for(j=1; j<719; j++){ 
tmp = 0; 
T1_p = T1b + 720*(i-1) + (j-1); 
T2_p = T2b; 
for(x=0; x<=2; x++){ 
for(y=0; y<=2; y++){ /* trip count too small */ 
tmp += *T1_p++ * *T2_p++; 
} 
T1_p += 717; 
} 
tmp = abs(tmp); 
*T0_p++ = (uint8)((tmp > 255)? 255: tmp); 
} 
T0_p += 2; 
} 
 












 提案方式の概要を説明する。近傍情報を利用したベクトル化向け高位プログラム変換は 3 
段階でおこなう。 
最初に、ベクトル化の効果がメモリアクセスのレイテンシで隠蔽されないように、メモ






















                                                   






表 2.1.  評価環境 
 
項目 スペック 
Intel Core 2 Quad 2.66GHz 
L1 データキャッシュ Four 32 KB, 8-way set associative 
L2 キャッシュ Two 4 MB 
Linux 2.6.22 



















みる。入力変数 M のワーキングセットは、esize+step×[1−1, c−1] と計算できるので、[3, 
3+(c−1)]となる。出力変数のワーキングセットは[1, c] と計算できる。これを格納するの
に必要なメモリ容量は、行成分と列成分の積に、さらに sizeof(uint8) を掛けた値になる
ので、それぞれ、3c + 6、c になる。また、後述する、計算過程で必要となる型変換解決
用の 32 ビット整数型の配列については、ワーキングセットは[1, c] と計算できる。必要
なメモリ容量は、これに sizeof(int32) を掛けた値である 4cになる。以上により、この中
で一番大きい、型変換解決用の配列に依ってレンジの幅が決定する。表 2.1 より L1 デー
タキャッシュの 1 ウェイが 4 KB なので、求めるレンジの幅は 4c <= 4 KB を満たす最大の















Map(@f, MExtract(M, base, [1, 1], size, [I, J])); 
                        where  f(m) ← Sum(g(m)) 
 







ス[i, j] の要素のみを集めたベクトルデータを i 行 j 列の要素とするサイズ[I, J] の配
列を V とする。これらを用いると、近傍処理全体の処理は、Sum(g(V )) と表すことができ
る。g() をベクトル拡張すると、近傍処理全体の結果であるベクトルデータが返るベクト
ル演算に変換できる。 





配列のサイズは size、切り出し位置のずらし幅が[1, 1] なので、V は 
 





Sum(g(MExtract(M, base, [1, 1], [I, J], size))) 
 
V の i 行 j 列の要素配列は、Extract()を使って 
 
Extract(M, base + [i,j], size) 
 
で表現できるのでこれを使って Sum()を展開する。 
図 2.1 のラプラシアンフィルタプログラムの例では、中間表現上で、図 2.7 のプログラ
ム相当の中間表現に変換する。 
この変換後は、処理系では図 2.8 のような C++プログラムを出力する。最内ループに注
目すると、部分配列の各要素を表すポインタ T1 p～T9 p、および、結果を格納する要素を





abs(Extract(M,[-1,-1], Size(M))  
    + Extract(M,[-1, 0], Size(M)) 
    + Extract(M,[-1, 1], Size(M))  
    + Extract(M,[0, -1], Size(M))  
    - 8 * M 
    + Extract(M,[0, 1],  Size(M))  
    + Extract(M,[1,-1],  Size(M))  
    + Extract(M,[1, 0],  Size(M))  
    + Extract(M,[1, 1],  Size(M)) 
) 
 




for (i=1; i<479; i++){ 
for (j=1; j<719; j++){ 
tmp = abs( (*T1_p) + (*T2_p) + (*T3_p) 
+ (*T4_p) + (*T5_p * -8) + (*T6_p) 
+ (*T7_p) + (*T8_p) + (*T9_p)); 
tmp = (tmp > 255)? 255: tmp; 







T1_p += 2; 
T2_p += 2; 
.... 
T9_p += 2; 
T0_p += 2; 
} 
 

















る。ここでは、#pragma loop count (16) などと SIMD レジスタサイズより大きくすればよ
い。 
最後に、型変換が自動ベクトル化できない制約を解決するための処理をおこなう。画像














画素データに対してその近傍 8 画素との平均値を求める。本配列処理言語では、図 2.9 の
ように記述することができる。 
図 2.10は、画像のエッジ検出などに使われる Prewitt フィルタの記述例である。Prewitt
フィルタは、各画素を中心とする部分配列に対して、畳み込み計算をおこなう処理を、画
像全体に対しておこなうプログラムである。具体的には、各画素データとその近傍 8 画素
に対して、2 つのフィルタ v、hを適用する。 
また、図 2.11に MExtract2Extract変換後の Prewitt フィルタプログラムを示す。 





function img = blur(m) 
      p = Sum(m) / 9; 
end 
     
img = Map(@blur, MExtract(M, [-1, -1], [1, 1], Size(M), [3, 3])); 
 





function img = prewitt(M) 
Type({[1080,1920],'uint8'},M);        % input image type 
Type({[1080,1920],'uint8'});           % output image type 
base = [-1, -1];  step = [1, 1];  size = Size(M);  esize = [3, 3];   
img = Map(@f, MExtract(M, base, step, size, esize)); 
end 
 
function ret = f(m) 
v = [ 1,   1,   1;  
    0,   0,   0;  
    -1,  -1,  -1]; 
h = [1,   0,   -1;  
   1,   0,   -1;  
   1,   0,   -1]; 
p = abs(Sum(h .* m)) / 2 + abs(Sum(v .* m)) / 2; 
  if p > 255                             
 ret = 255;            % saturated at largest possible value 
else 
 ret = p; 
end 
end 




P = (abs(Extract(M, [-1, -1], Size(M)) + Extract(M, [-1, 0], Size(M)) +  
Extract(M, [-1, 1], Size(M)) - Extract(M, [1, -1], Size(M)) –  
Extract(M, [1, 0], Size(M)) - Extract(M, [1, 1], Size(M))) ./ 2)  + 
   (abs(Extract(M, [-1, -1], Size(M)) + Extract(M, [0, -1], Size(M)) +  
Extract(M, [1, -1], Size(M)) - Extract(M, [-1, 1], Size(M)) –  
Extract(M, [0, 1], Size(M)) - Extract(M, [1, 1], Size(M))) ./ 2); 
 





 評価環境は、表 2.1 の Core 2 Quad を用いた。また、C コンパイラには、Intel C++ コ








トを挿入した場合を Extract + CH(AutoVec)、さらに 4 コアで並列化した場合を 4core で
示す。また、比較のために、Intel C++コンパイラのイントリンシックを使ってベクトル化





たことやフィルタ定数との必要のない演算が減ったことで、それぞれ 3.3倍、5.8 倍、8.9 
倍の速度向上を得ることができた。 






 一方で、イントリンシックを使った場合との比較では、それぞれさらに 1.4 倍、1.3 倍、
2.0 倍速度向上できる余地を残していることがわかる。イントリンシックを使ったもので




























































































図 2.13. 配列処理言語を利用した自動チューニング方式 
 
 






















図 2.14. 自動チューニングによるメモリアクセス最適化の効果 
 
 
2.4.3  高位プログラム変換を用いた自動チューニング(2) 
 






function ret = cfar(M) 
 Type({[2048], 'single'}, M);                           
 Type({[2048], 'single'});                                
 n = 16; 
 
 function r = f(p, near, far) 
  d = Sum(near) + Sum(far); 
   r = single(10.0) * log10(single(32.0) * p / d); 
 end 
 
 ret = Map(@f, M, 
   MExtract(M, [-(n + 1)], [1], Size(M), [n]), 
   MExtract(M, [2], [1], Size(M), [n])); 
end      
 
図 2.15.  CFAR処理プログラム 
 
 
受信信号 Mの注目点に対し、近距離側 nearと遠距離側 farのサイズが nの部分配列の総
和を求め、注目点の値を総和で割る処理を、受信信号全体に対しておこなう。 

















高位プログラム変換の例として、図 2.15 の CFAR アルゴリズムに適用可能なものを 2 つ
以下に示す。 
 


































function r = f(p, d)  
r = single(10.0) * log10(single(32.0) * p / d);  
end 
 
function r = g(init, near_old, near_new, far_old, far_new) 
 r = init - near_old + near_new - far_old + far_new; 
end 
 
init =  Sum(Overlay(Extract(M, [-(n + 2)],[n]),0)) + Sum(Extract(M, [1], [n]));   
D = Scan(@g, init,   
      Overlay(Extract(M, [-(n + 2)], Size(M)),0), Overlay(Extract(M, [-2], Size(M)),0),  
    Extract(M, [1], Size(M)),  Extract(M, [1+n], Size(M))); 
 
ret = Map(@f, M, D); 
 
















 中西ら[131] は、SIMD 記述の可搬性を保つために、演算レベルで SIMD 向けの共通記述
方式を提案している。本処理系でも、より抽象度の高いレベルで共通記述を定義し、これ
を利用した C++プログラムを生成することも考えられる。 
 Intel ArBB[106]は、C++で配列処理を簡潔に記述するためのライブラリである。ArBB に
比べ、本研究の配列処理言語が、多重配列と Map()の組み合わせにより複雑な配列処理をよ
り簡潔に記述できる。 
 MATLAB プログラムの C プログラム自動生成ツールである Real-Time Workshop Embedded 































































3.1  Migratory Access を効率良く処理する権限委譲プロトコルを
組み込んだホームベースソフトウェア分散共有メモリ 
 







































ームノードへのライトバックを引き起こす可能性のあるものを migratory access [92]と呼
ぶことにする。これまでに、複数ノードが migratory access を頻繁に実行するアプリケー
ションに対してもホームベースソフトウェア分散共有メモリシステムを効率的に適用可能
とすることを目的に研究をおこなってきた[125]。 




また、一連の migratory access の実行に先行して複数ノードから発行されるロックリク
エストが、システムの処理が追いつかずにキューイングされる状態で同アクセスを自動的
に検出し、権限委譲プロトコルで一括処理する機構も提案している。提案方式を既存の SDSM










3.1.2  従来のホームベースプロトコルの課題 
 
[Scope Consistency と Lock-Based ページコヒーレンシプロトコル] 
 
この先行研究で前提とするコンシステンシモデル Scope Consistency [61]と同コンシス
テンシモデルを実装するページコヒーレンシプロトコル Lock-Basedプロトコル [53](以後、
特に断らない場合は、本研究におけるホームベースプロトコルは Lock-Basedプロトコルを
指すこととする)の概要を説明する。     
Scope Consistencyでは、あるロック変数 i に対するロック操作(Acq(Li))とアンロック
操作(Rel(Li))(以後、Scope i)の中で実行された write の値が、後続する Scope i の中で
read できることのみを保証する。そのために、Rel(Li)を実行するノードは、対応する






が処理され、ロックマネージャより Li を獲得したノードがページ n(以後、Pn)に対して
write を実行すると、n は Li に追加される。Rel(Li)を実行すると、twin と呼ぶ Pn に対し
て writeする直前の Pnのコピーと Pnの差分情報である diffが生成され、これを用いてホ
ームノードへライトバックしアップデートする。ライトバックが完了したことを確認し、
Li をロックマネージャに対して解放する。これにより、それ以降に Acq(Li)を実行し Liを
獲得するノードは、write が実行された Pn の検出と無効化をおこなうことができ、write










migratory access : Scope Consistency において、同一のロック変数に関するロック操作




[migratory access を実行する場合の問題点] 
 




ホームベースプロトコルが diff 分散方式に対してパフォーマンスが劣る可能性がある 
1P-1C (one producer with one consumer) [58]と呼ぶページ単位の共有パタンを用いて説
明する。1P-1Cの共有パタンにおいて producerと consumer 以外のノードがホームノードで
ある場合、diff は diff 分散方式では producer がローカルに保持するのに対し、ホームベ
ースプロトコルではホームノードへライトバックされるため、これがオーバヘッドとなる。   
1P-1C の共有パタンが交互に頻繁に複数ノードで実行される migratory access ではどの
ノードにホームノードを配置してもホームノードをアップデートするためにホームノード
以外のノードはアンロック操作の度に diffをホームノードに転送するので、これが過大な

















 図 3.2.  権限委譲プロトコル 
 
 





 複数ノードで migratory access が頻繁に実行される場合、アンロック操作ごとのホーム
ノードへのライトバックがオーバヘッドとなり、パフォーマンスが著しく低下する。この
一連の migratory accessを実行する複数ノード間でページを直接更新できる権限の一時的















対して migratory accessを実行したノードに委譲される。例では、ノード 1 が共有変数 X 
に対する read ミスに起因するページフォルトで X を含むページ Pn のホームノード 0 に対
してページリクエストをおこなう。図中の円形の移動は、ホームノード 0 がノード 1 に対
してクリーンなページの転送(以後、ページサービス)をおこなう時に、ロック変数 i のペ
ージ Pnのホーム権限 O[i,Pn] を、一時的にノード 1 に委譲することを示す。 
O[i,p_n]を委譲されたノード 1 は、Pn の仮想的なホームノードとみなされる。従って従
来のホームベースプロトコルで行っていた twin/diff の生成と、同 diffを用いた本来のホ
ームノード 0へのライトバックをおこなう必要がなくなる。また、ノード 1は、O[i,Pn]が
一時的に委譲されたことを、ロック構造体 Li に付加してこれを解放する。それによって、
つぎにノード 2 が Li を獲得した際に、O[i,Pn]の委譲を検出できる。これにより、1P-1C
のページ単位の共有パタンにおいて、producer がホームノードに配置されている関係を常
時保ちながら、更にホーム権限を次々に委譲することが可能となる。  
最後に Pn に migratory access を実行するノード 3 が複数ノード(ノード 1、ノード 2、
ノード 3)で writeが実行されたページをホームノード 0に転送し、O[i,Pn]も同ホームノー
ドに戻す。ホームノード 0 は、O[i,Pn]を委譲している間に Pn に対して行われた変更点を 
diff として抽出し、これを用いてホームノードをアップデートすることが必要となる。こ
























複数ノードで migratory access が頻繁に実行されるケースでは、同アクセスの実行に先
行して発行されたロックリクエストがロックマネージャのロックリクエストキューに複数
到着する。   
ロックリクエストが複数キューイングされている場合、キューイングされているリクエ
ストの数と同数のノードはロックがサービスされるのをただ待っているので、権限委譲プ
ロトコルが効果を発揮する。       








ホームベース SDSM上に、 権限委譲プロトコルを実装する図 3.3の例を使って説明する。  
例では、ノード 0以外のノードが、共有変数 X、Yを含む P0と、同 Zを含む P1(ホームノー










ド 1 は、L0 を解放するとき、ロックマネージャを経由せずに、通知された旅の順番におい






るノード 2 と O[0,P1]を委譲されている自分自身に権限委譲プロトコルの終了リクエスト
(図中の shutdown)を発行する。これにより、ホームノードにホーム権限が戻り、アップデ










においてマルチプルライタプロトコルを実現するために Overwrite-safe Twin というメカ
ニズムを提案する。 
 図 3.3 の例を使ってこれを説明する。ここではノード 1 に注目する。ノード 1 は、L0 を
獲得し、X に writeする。L0を解放後、続けて L1を獲得し、(L1のページ無効化情報によ
り P0がダーティであれば P0を一度無効化し、P0 を改めてフェッチしてから) Yに write を
おこなうと、この後で O[0,P0]が委譲されているノード 1 が P0 をノード 2 にサービスする
ときに、migratory access の中で先におこなった X への writeのみが反映されていなけれ
ばならないにも関わらず、Yへの writeまで反映されてしまう。これを防止するために、ノ
ード 2 にサービスする P0 のコピー(以後、Overwrite-safe Twin)は別に保存しておき、ノ
ード 2から P0がリクエストされたら、同 Overwrite-safe Twinをサービスする。 
 
Overwrite-safe Twin を作成するタイミング: 
上記のケースにおいて、ノード 1 が獲得した L1 のページの無効化情報により P0 が無効
化されたり、ノード 1 が P0 に write を行わないのであれば、ノード 2 に P0 をそのままサ





































することで SMP-PCノードのローカリティを効率良く利用することが可能となる。図 3.3 の
例で説明する。例では、ロックのリクエストはロックリクエストキューに、(ノード 1→ノ
ード 2→ノード 3)の順番でキューイングされている。ここで SMP-PC クラスタシステムの構
成において、ノード 1 とノード 3 が同じ SMP-PC ノードに属し、ノード 2 がこれとは別の
SMP-PCノードに属するとする。この場合、権限委譲の旅において、SMP-PCノード間を 2回










 既存の SDSM システム JIAJIA version 2.1 [53]をベースに提案方式を実装し、ベンチマ





 ベンチマークプログラムには、NAS Parallel Benchmarks(NPB)の ISと単純なサンプルプ




する。   
サンプルプログラムは、タスク並列処理のアプリケーションにおけるタスクキューに対
する非同期的な migratory accessを想定している。migratory access の処理効率を検証す
ることが目的である。プログラムは、タスクキューにみたてた共有メモリ領域(4 バイト)
への排他的な read&writeをすべてのノードで合わせて N 回繰り返す。  
 
表 3.1.  問題サイズ 
 
ベンチマークプログラム 問題サイズ 
IS 鍵の数 2^26, 鍵の最大値 = 2^14 
サンプルプログラム N = 320 
 
 
表 3.2.  評価実験環境 
 
 システム A システム B 
# Nodes 16(32CPU) 8(16CPU) 
CPU PentiumIII 866 MHz PentiumIII 866 MHz 
Memory 1 GB 640 MB 
Network 100 BASE-TX Myrinet 
OS Red Hat Linux 7.1 Red Hat Linux 6.2 









システム A システム B 
ページフォルト処理(SMPノード間) 725 311 
ページフォルト処理(SMPノード内) 219 236 
各種 twin作成 33 28 
diff作成 57-175 52-171 












単一プロセッサノードで構成される PC クラスタを対象にした評価: 
表 3.2のそれぞれの SMP-PCクラスタの各ノードの 1つのプロセッサを用いた 2種類の PC 
クラスタ上で提案方式の評価を行なった。評価に用いたページサイズは 4K バイト、権限委
譲プロトコルの起動条件はロックリクエストキューにリクエストが 2 つ以上キューイング
されていることとした(以降の評価においても同条件)。また、SDSMシステム JUMP version 
1.0 [62]との性能比較もおこなった。JUMPが実装している Migrating-Homeプロトコルでは
ページサービス時にホームノードの再配置をおこなう。   
 
SMP-PCクラスタを対象にした評価: 
SMP-PC クラスタで提案方式の評価をおこなうために、JIAJIA を SMP-PC クラスタで動作
させた。SMP-PC クラスタ上の実行においては、SMP-PC クラスタの各 SMP-PC ノードで 2 つ

























 JIAJIA version 2.1、JUMP version 1.0 及び提案方式を実装したシステムの 3 つのシス
テムについて ISの実行時間を測定した結果を図 3.4 と図 3.5に示す。各図にはロック操作
のコストも示す。ロック操作のコストとして、Scope に入る以前の read/write が終了した




JIAJIAの評価は、version 2.1 の新機能である Home Migration、Write Vector Technique、
Adaptive Write Detection [53]を用いたものである。逐次実行では、JIAJIAライブラリは
リンクされているが、オーバヘッドはほとんどない(以降の評価についても同様)。IS の逐
次実行時間を表 3.4に示す。  
まず IS の評価結果について説明する。 図 3.4、図 3.5 より、提案方式では migratory 







ートする diffの数が大きく削減できているため性能が向上している。  
 つぎに、サンプルプログラムの実行時間図 3.6 を比較する。サンプルプログラムは 
migratory access のみを抽出したプログラムであり、権限委譲プロトコルの基本性能と考
えることができる。      
PCクラスタ Bの 8ノードにおいては、eagerでは JIAJIAと比較して 46.1%、JUMP と比較
して 76.2%の処理速度の向上が得られた。サンプルプログラムを JIAJIA と提案方式を用い




 SMP-PCクラスタの 8ノード(16プロセッサ)において ISを評価した結果を図 3.7に示す。 
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評価結果を図 3.4 の PC クラスタ A の 16 ノードで並列実行した場合と比較する。JIAJIA で



















システム A システム B 




表 3.5.  ISの各種イベント実行回数 
 
operation JIAJIA lazy eager 
page requests  4800 4960 2720 






図 3.6.  migratory accessの処理時間（サンプルプログラム）
 








表 3.6.  サンプルプログラムの各種イベント実行回数 
 
operation JIAJIA lazy eager 
page requests  315 334 22 




表 3.7.  逐次実行時間  
 
逐次実行時間 [sec] 








類の SMP-PCクラスタの 4ノード(8プロセッサ)を用いた実行時間を図 3.8に示す。 図 3.8
では、JIAJIA と、権限委譲プロトコル eager に関して最適化をおこなった場合とそうでな
い場合で比較したものである。最適化をおこなうことにより、SMP-PC クラスタ A で 5.65%
の性能向上を得た。SMP-PC クラスタ B では、SMP-PC ノード内と SMP-PC ノード間で通信性











3.1.5  関連研究 
  
 一部のホームベース SDSM システム [53,120]では、ホームノードを動的に再配置するこ
とにより diffの転送量を減らすよう工夫している。しかし、再配置はバリア同期時に行わ
れるため、migratory access による問題を解決するものではない。 
migratory access の処理の効率化に対して、アクセスパタンに応じてシステムがシング
ルライタプロトコルとマルチプルライタプロトコルを選択するシステムが提案されている















方式では一連の migratory access を一括処理することで、SMP-PCクラスタを対象に有効な
最適化を行なうことを可能としている。 
































3.2.1  まえがき 
  











































































































































































































































































































表 3.8.  評価実験環境 
 
CPU PentumIII 866MHz(x2) 
Memory 1GB 
NIC 100BASE-TX 
OS Red Hat Linux 7.1 








図 3.11において、計算ノード 0が計算ノード 8～15 にページを送信する場合、ページをま
ずルータノード 16 に送信する。ルータノード 16 は、送信されてきたページをルータノー
ド 17にそのまま転送する。同様に、ルータノード 17 はルータノード 18に転送する。ルー






 また、この疑似マルチクラスタの基本性能を検証する目的で、並列化率が非常に高い NAS 
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Parallel Benchmarks(NPB)の EPを用いた。測定結果を表 3.10に示す。 
  
 
表 3.9.  ページフォルト処理時間コスト 
 
ページの取得先 コスト[usec] 
SMP ノード内（クラスタ内） 219 




表 3.10.  マルチクラスタの基本性能 
 
システム構成 実行時間[sec] 台数効果 
1CPU(逐次) 305.4 - 
16CPUの SC 19.1 15.9 
16CPU(8+8)の MC 19.2 15.9 
 
 




























チホーム方式(MH)と 3.2.4 で定義した最適化をおこなった場合について、単一 PC クラスタ
(SC)とマルチクラスタ(MC)上で性能評価した結果を表 3.12、表 3.14、表 3.16に示す。 
 
MM の評価:  













 また、ホームノードの数を要素クラスタごとに 2 つに増やした場合の性能評価をおこな
った。評価結果を表 3.13に示す。 


























 一方、migratory access 型メモリアクセスパタンについては、単一 PCクラスタ上ではシ
ングルホーム方式を用いた場合の性能が高いが、疑似マルチクラスタ上ではページ数が増
えるとマルチホーム方式の方が性能向上することが明らかになった。 











 以上により、IS では、単一 PC クラスタ上において、migratory access 型メモリアクセ






























表 3.12.  MM(2048x2048)の実行時間[sec] 
 
ノード数 SC MC 
SH MH 最適 SH MH 最適 
1CPU 155.3 - - - - - 
2CPU (1+1) 89.6 89.0 82.2 109.5 103.0 90.3 
4CPU (2+2) 61.2 60.1 56.0 80.4 73.0 90.3 
8CPU (4+4) 61.2 60.1 56.0 60.2 54.1 47.2 





表 3.13.  ホームノードを 4つ用いた場合の実行時間[sec] 
 
ホームノード数 SC MC 
2 4 2 4 
8CPU (4+4) 41.3 42.6 54.1 69.4 





表 3.14.  ISの実行時間[sec](共有メモリ:4ページ) 
 
ノード数 SC MC 
SH MH 最適 SH MH 最適 
1CPU 38.1 - - - - - 
2CPU (1+1) 20.0 19.7 19.6 20.2 19.9 19.8 
4CPU (2+2) 10.2 10.2 10.1 12.6 12.5 12.6 
8CPU (4+4) 5.6 5.6 5.5 7.3 7.1 7.2 





表 3.15.  各アクセスパタンの実行時間[sec] 
 
8CPU(4-4) SC MC 
SH MH SH MH 
Migratory 1ページ 0.1 0.1 0.3 0.4 
32ページ 3.1 3.9 7.9 7.4 
Producer 
Consumer 
1ページ 0.4 0.3 0.4 0.3 










表 3.16.  LUの実行時間[sec] 
 
ノード数 SC MC 




1CPU 18.3 - - - - 
8CPU (4+4) 12.5 99.0 18.5 16.2 20.9 
 
 
3.2.7  関連研究 
 







































































スサーバシステムでは主記憶を構成する高速な DRAM を増やし続けてきたが、これが DRAM
の集積度、消費電力、そしてコストの観点で限界を迎えている。特に揮発性メモリである
DRAM の待機消費電力は大きな問題であり、データセンターの消費電力の 25%以上をメモリ
が占めているともいわれている[2]。現在は DRAM と SSD/HDD を組み合わせて使うしかない































雑になる。さらに、2) 動的消費電力が高いストレージクラスメモリと DRAM をどのように
階層制御して待機電力が低いストレージクラスメモリの省電力性を引き出して低消費電力
を実現するか、3) ストレージクラスメモリには MRAM、PCM、ReRAM など様々な系統のもの






















































































表 4.1.  評価に用いたシミュレーションモデル 
 
CPU 4 out-of-order x86 cores @ 2.9GHz 
L1 Cache 32KB L1-I / 32KB L1-D 
L2 Cache 256KB 
L3 Cache 20MB shared 
OS Linux kernel 2.6.38 
 
評価用プログラムには、共有メモリ型コンピュータシステムの性能評価に広く使われて
いる PARSEC 2.0ベンチマーク集を用いた。図 4.2に、PARSECベンチマークの各ベンチマー
クのメモリアクセス量(Byte/Instruction)をフルシステムシミュレータ上で測定した結果
を示す。今回の評価には、PARSEC ベンチマークの中でも最もメモリアクセス量が多くその
ため DRAM サイズを削減しづらく提案方式に最も不利な条件での評価が可能になる canneal
と facesim と、必要なメモリサイズが一番大きくメモリアクセスローカリティも高い提案
方式に有利なベンチマークである dedup を利用した。それぞれのベンチマークの特性を表
4.2 に示す (表 4.2 は[8]を基に作成)。評価に用いた PARSEC ベンチマークの入力データセ
ットは、シミュレーション用途では一番大きいサイズの simlargeである。 







図 4.2.  PARSEC ベンチマークのメモリアクセス量(Byte/Instruction) 
 
 
表 4.2.  評価に用いた PARSECベンチマークの概要 
 
Program Application Domain Parallelization Model   Parallelization Granularity 
canneal Engineering unstructured fine 
dedup Enterprise Storage pipeline medium 









































































































































クセス電力量は、リードもライトも 10pJ/bit で計算している。SCM_dynamic_swap_xN は、
スワップ処理に掛かるストレージクラスメモリの動的消費電力量であり、スワップ処理回
数に比例して変化する。この値は、各種ストレージクラスメモリに依って大きくことなる
ため、3 種類のストレージクラスメモリを想定し、それぞれアクセス電力量が DRAM の 2 倍 
(x2)、4倍(x4)、10倍 (x10) とする。 
各種ストレージクラスメモリのアクセスの消費電力がメモリシステム全体の消費電力に













































図 4.9.  アクセス電力が消費電力に及ぼす影響 (dedup) 
 









り動的消費電力が低い MRAM 系などや、PCM 系などよりは動的消費電力が低いとされる 2 つ
のメモリの中間の ReRAM系などが向く可能性があることが分かった。 
また、facesim の場合の DRAM の比率がストレージクラスメモリの 1/5 程度だったのに対






















切らないページを記憶するためのストレージスワップデバイスは低速な HDD（Hard Disk 











JumboMem[36] は、256ノードのメモリサーバを利用して 1TBのメモリ空間を実現している。 






















































































































その中でも、電子ペーパ(EPD: Electronic Paper Display)[74]は、表示内容に変化がな
い場合には電源を遮断しても表示を保持できる不揮発性のディスプレイとして注目されて

















                                                   
















































本節では、EPD書換え処理の低消費電力制御方式の評価で用いる E Ink EPD搭載端末評価
ボード上での書換え処理シーケンスの概要を説明する。 

























































































5.4.1 EPD スケジューラの基本アルゴリズム 
 
















書換え命令 A や B が到着しても、EPD スケジューラではすぐに書換え処理を開始させない。
最初の命令 A が到着してから一定時間待ち、その時点でデバイスドライバに到着している

















































 図 5.8 の具体例を用いて説明する。図では、ページめくり毎に、2つの書換え命令が繰り
返し発行されることを想定している。最初のページめくりで、最初のグループを形成する
近接書換え命令 A、Bが順次到着する。最初のグループでは、書換え命令 Aが到着する 50ms
後には命令 Bが到着するが、EPDスケジューラの待ち時間の初期値が 100msに設定されてい
ると仮定すると、50ms 無駄に待ってしまう。近接書換え命令 C、 D が形成する 2 つ目のグ
ループでは、命令 C が到着すると、直前のグループに含まれていた命令例の最初の命令の
到着時刻から最後の命令の到着時刻までの時間を新しい待ち時間に設定する。この例では、











































 評価は、高性能の800MHz ARM Cortex-A8とEPDコントローラを内蔵したSoCであるi.MX508
アプリケーションプロセッサと 9.7 インチの E Ink EPD 搭載端末評価ボード上でおこなっ
た。主記憶については、評価に利用可能なストレージクラスメモリがまだないため、LPDDR2
を利用した。OSは、バージョン 2.3.3の Android™ OS を利用した。 
 




まず、EPD に不向きな LCD を前提とした書換え処理の例として、*Android™ OS のエフェ
クトを用いて評価した。 
























     





   







図 5.11.  消費電力量削減効果(LCD 向けエフェクト) 
 
 
 図 5.11 に、消費電力量削減効果を示す。消費電力量の内訳は、LPDDR2、EPD、ARM コア、
EPDコントローラを含むペリフェラル、その他となっている。EPDスケジューラによるコリ
ジョン除去により、EPD 搭載端末全体で 49%の低消費電力化が達成できることが分かった。
また、書換え処理時間を短縮したことで、消費電力量が大きかった EPD と EPD コントロー
ラが含まれているペリフェラルの消費電力量の削減が顕著であることが分かる。特に、EPD
は 70%削減できている。 




図 5.13 に、EPD スケジューラを適用した場合を示す。EPD スケジューラで書換え処理を
待たせて、1回の書換え処理に再構成している。最初の書換え命令が到着してから、最後の
書換え命令の終了時刻までの時間はほとんど変わらないが、その中で書換え処理をしてい
る時間は 13%短くなっている。  


































図 5.15 に、5.2 節で使用した PDF リーダでページめくりを繰り返した際の EPD スケジュ
ーラの待ち時間の自動調整の効果を示す。 
図では、待ち時間の初期値を 150msに設定している。最初のページめくりを実行すると、
2 つの書換え命令が 101ms 間隔で到着するのでこの時は余計に待ってしまう。次のページを












 本研究では、ストレージクラスメモリへのメモリアクセス時間を短くするための EPD の




































































































































































ミング、2) 水平方向のメモリ階層制御、3) 垂直方向のメモリ階層制御、4) 周辺デバイス
を考慮したメモリ階層制御の図 6.1 に示す 4 つの技術領域について研究をおこなったもの
である。 


























































 まず、1) メモリ階層に適応したプログラム自動生成方式にとって、2) クラスタ間階層
















2) クラスタ間階層制御方式と 3) SCM/DRAM混載メモリ制御方式は、OSの仮想記憶方式を
応用したものである。2) は仮想記憶を水平方向のメモリ階層制御に応用しており、3)は垂
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