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Abstract
This thesis describes the design, implementation, and evaluation of Ada, a context-sensing
service for mobile devices. Ada explores new points in the accuracy-energy-responsiveness
design space for mobile context sensing. The service exports an API that allows a client
to express interest in one or more context types (mode-of-movement, indoor/outdoor, and
entry/exit to/from named regions), and subscribe to specific modes within each context (e.g.,
"walking" or "running", but not any other movement mode). Each context type in Ada can
be in one of a set of mutually exclusive states. Each context has a detector that returns its
estimate of the mode. To achieve high accuracy and low energy consumption, the detectors
take both the existing context and the desired subscriptions into account, adjusting both
the types of sensors and the sampling rates. To accurately determine the movement mode,
Ada uses a new peak frequency feature from acceleration magnitudes, combining it with
two other features. We present results from trace-driven experiments over carefully labeled
data from real users, finding that our mode-of-movement detector achieves an accuracy of
93%, out-performing previous proposals like UCLA (55%), EEMSS (83%) and SociableSense
(72%), while consuming between 2 and 3x less energy.
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Chapter 1
Introduction
For about two decades, the mobile computing community has recognized that the ability
to infer a mobile user's context (i.e., properties of the user's activity and location) is useful
in a wide range of mobile applications. Some examples include situated messaging [44],
location-aware advertising [6, 19], and lifelogging [21, 27, 10]. Several papers have been
published on detecting user activity and location-based attributes (see Chapter 2). Despite
this significant work, however, there is no easily usable context-sensing service available on
standard smartphone platforms. There are a few reasons for this. First, current context
recognition systems are not accurate enough to provide a general context-sensing service;
second, most systems are not energy-efficient in how they use the mobile device's sensors and
process sensor data; third, none of the prior work exposes context detection as a programming
abstraction. This work describes the design, implementation, and experimental evaluation
of Ada, a system that provides an accurate and battery-efficient context-sensing service with
a simple API for Android and Windows Phone devices.
Ada provides three context detectors: (1) mode-of-movement, which determines if the
user is static, walking, running, biking, or driving; (2) indoor/outdoor, which determines
whether the user is inside or outside a building; and (3) geofences, which determines if the
user has entered or exited one of a set of named location-based regions. Ada is extensible
to allow other detectors, which could reuse the implemented sensor processing and fusion
methods.
In Ada, each of these three context types has multiple modes (i.e., multiple possible
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states), but the user can be in only one mode at any time. This restriction simplifies the API,
and provides opportunities to reduce energy. A client subscribes to one or more contexts and
to one or more modes within each context. For example, a background tasking application
could subscribe to "walking" or "running" in the movement context, and to "outdoor" in the
indoor/outdoor context; the results may be used to log the total time or distance covered by
the user in walking or running outdoors.
Ada incorporates the concept of context-sensitive context sensing in depth and applies
two themes in its design and implementation:
1. Its detectors determine the sensors to use and the sensor sampling rates taking client
subscriptions into account. If the client is interested in walking or running, the sensor
sampling rates are different from if the client is interested in biking or driving, for
example.
2. Its detectors determine the sensors and sampling rates taking the current mode into
account. For example, the geofence detector uses its distance from the nearest geofence
in deciding which sensors to sample.
A mobile context-sensing service generally has to navigate a design space that has different
trade-offs between detection accuracy, energy consumption, and responsiveness. We define
the accuracy of a context detector as the fraction of time when it returns the desired mode
correctly. The energy consumed is obtained by measuring the power consumption of different
sensors at various sensing rates across different phones, and keeping track of the amount of
time spent at each sensing rate, and on a variety of smartphones. The responsiveness is a
requirement from the client, which tells Ada how often it wants to be notified.
It is difficult to evaluate context-sensing systems in practice. We develop a rigorous and
reproducible experimental method, which does not depend on the specific algorithms used in
the context detectors. We gather several carefully labeled traces from real users in different
contexts, and stitch them together in our evaluation; the method is in contrast to previous
work that shows a specific window of data from one context mode or activity and evaluates
the fraction of time the detector gets it correct. By contrast, our method provides a stream
of sensor readings across different modes or activities evaluates the detector on how often,
within a specified response rate, it gets the answer correct. Our evaluation spans over 50
16
Scheme Average Accuracy (%) Average Energy (Joules)
Ada 93.03 3038.96
UCLA* 54.75 14323.57
Ada 94.21 1024.02
EEMSS* 83.19 4642.12
Ada 98.76 3268.92
SociableSense* 72.71 8584.24
Table 1.1: Accuracy and energy consumption of different mode-of-movement schemes. Ada's
mode-of-movement detector outperforms previous proposals like UCLA* [48], EEMSS* [57],
and SociableSense* [42], while consuming between 2 and 3x less energy
hours of trace data drawn from ten users. Table 1.1 summarizes our main results for our
mode-of-movement detector.
In addition to the idea of context-sensitive sensing, a simple API with mutually-exclusive
subscription modes, and a novel experimental evaluation method, this thesis explains why
certain features drawn from the sensed data perform better than others. The mode-of-
movement detector is of significant interest both because of its many uses and because of
much prior work on the problem. We find that three features, which all work over the
time-windowed magnitude of the three-axis acceleration sensor data: the mean, standard
deviation, and peak frequency (a feature that we propose here), work better than numerous
other previously proposed features.
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Chapter 2
Related Work
There has been a variety of related work in the area of context-sensing. To illustrate clearly
the contribution of Ada and each of Ada's detector, we divide related work into three main
areas: activity detection, energy-efficient activity abstractions, and location-based context
detection.
2.1 Activity Detection
Many systems exist to infer human motion activities, movement modes, or postures. Related
work in this domain can be grouped based on the types of devices used to implement the
system: custom wearable sensors and mobile devices. In this section, we discuss each category
in detail with information on how Ada's mode-of-movement detector builds on or differs from
the ones described.
2.1.1 Custom Wearable Sensors
A majority of research has investigated various methods to determine user's activity using
customized wearable sensors. Farringdon et al. [15] builds a wearable sensor badge with two
two-axis accelerometers to determine whether a person is sitting, standing, lying, walking,
or running. To differentiate between sitting, standing, and lying, they examine the raw
accelerometer reading of each direction and determine the orientation of the accelerometer.
To further distinguish between running and walking, they use the difference between the
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maximum and minimum reading of each direction and count the number of times it crosses
the average value. However, no experimental results are presented in the paper.
Randell and Muller [43] use a two-axis accelerometer to determine if the user is walking,
running, sitting, walking upstairs, downstairs, or standing. The sensor is worn in the trouser
pocket with a fixed orientation and sampled at a low frequency (5 Hz) to save energy. From
the samples they extract four features including the root mean square and the integration of
both axes over the last 2 seconds. They then use a clustering algorithm to infer the user's
activity. With data collected from 10 users, their results shown that they can infer the user's
activity with 85-90% accuracy.
Kern et al. [23], unlike the two previous systems that try to find recurring patterns in the
data, this work models the activity explicitly. They mount twelve three-axis accelerometers
to all major joints on the human body to capture user's postures and activities (sitting,
standing, walking, upstairs, downstairs, shake hands, write on board, and keyboard typing).
Data is sampled at a rate of 92 Hz, and the mean and variance are computed over a window
of 50 samples. The paper also investigates the number and placement of sensors and finds
out that for "leg-only" activities, such as walking or stairs, sensors on the legs, e.g. hip, are
sufficient.
Bao and Intille [8] develop an activity recognition system to identify twenty activities
using two-axis accelerometers placed in five locations on the user's body. This work shows
that placing an accelerometer at only two locations (either the hip and wrist or thigh and
wrist) did not affect activity recognition accuracy significantly compared to a system with
five sensors. Ganti et al. [16], and Gyorbiro et al. [17] also mount multiple accelerometers on
different positions on the body to infer a range of activities. Work by [16] further investigates
the amount of storage needed without loss of the precision of data collected. They observe
that when the user is walking, the number of footsteps taken were between three and six
every second. Hence, based on Nyquist's sampling theorem, they propose that the minimum
sampling rate should be at least 25 Hz.
Most work in this domain shares the same goal with Ada - providing better services
or applications by being cognizant of user's movement activities or modes. Unfortunately,
wearable devices with a fixed placement are too obtrusive and are inconvenient. Even though
20
System Movement Modes Sensors
Kwapisz et al. [26] Walking, Running, Ascending stairs, Descending stairs, Sitting, Standing Accelerometer 20 Hz
Miluzzo et al. [34] Sitting, Standing, Walking, Running Accelerometer 32 Hz
Sohn et al. [50] Static, Walking, Driving GSM 1 Hz
Anderson et al. [7] Static, Walking, Driving GSM -
LOCADIO [25] Static, Moving WiFi 3.2 Hz
Zheng et al. [58, 59] Walking, Driving, Taking a bus, Biking GPS 0.5 Hz
Stenneth et al. [51] Static, Walking, Biking, Driving, Taking a train GPS Every 15 secs
Mun et al. [36] Static, Walking, Running, Driving WSM 0.5 Hz
Reddy et al. [48] Static, Walking, Running, Biking, Driving Accelerometer 32 HzGPS 1 Hz
Accelerometer
TransitGenie [53] Static, Walking, Driving WiFi Adaptive
GPS
SociableSense [42] Static, Moving Accelerometer Adaptive
Accelerometer
EEMSS [57] Static, Walking, Driving WiFi Adaptive
GPS
Table 2.1: Features of related systems in activity detection using mobile devices
installing multiple sensors on the human body provides more detailed information, it is only
practical for specialized applications and services. Ada differs from most prior work in that
we use sensors available on a commodity smart phone along with relaxed requirements on
how the device should be worn in addition to being orientation, position, and user agnostic.
2.1.2 Mobile Devices
Mobile devices are increasingly capable of rich multimodal sensing. Today, a wealth of sensors
including camera, microphone, GPS, accelerometers, proximity sensors, pressure sensors, and
light sensors are already standard. on mobile devices. As a result, researchers are looking to
use mobile device as a platform for activity detection. Table 2.1 summarizes the features of
related systems in activity recognition using mobile phones.
Many research projects have focused on using the three-axis accelerometer on mobile
devices to infer user's activity. Kwapisz et al. [26] aims to infer six activities with forty-
three features. This work compares the performance of different classification algorithms
and discovers that the multi-layer perceptron performs better than the decision tree and the
logistic regression. CenceMe [34] infers user's current activity with fewer features. It finds
that the mean, standard deviation, and the number of peaks per unit time are enough to
tell between static, walking, and running. Using the decision tree as the classifier, CenceMe
achieves 70-80% accuracy. However, both systems assume the phone is in user's pocket. They
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also do not attempt to detect biking or driving.
Some approaches to detecting human movement modes have used radio signals from GSM
or WiFi. Sohn et al. [50] uses the rate of change in GSM cell tower observations to infer
whether a user is stationary, walking, or driving. The inference is then used to approximate
the user's daily step count. In [7], similar experiments are carried out by further exploiting
the knowledge of human normal behavior with a Hidden Markov Model (HMM). It also
investigates the impact of environment (metro versus suburban) on the detection performance
and discovers that the system achieves better performance in a suburban environment because
people tend to drive at a faster speed than in the metro environment. Even though scanning
GSM fingerprints is energy-efficient, GSM fingerprints aren't universally available across all
phones. Some phone models limit the cell information to only the connected tower or do not
make it available at all. Moreover, GSM based activity detection systems are unlikely to be
able to properly distinguish between activities with similar speed. WiFi based systems, like
LOCADIO [25], measure the variation of the signal strength of access points to determine
whether or not the user is in motion.
Several systems rely on GPS for sensing movement modes. For instance, Zheng et al. [58,
59] combine GPS with a post-processing step that uses likely transportation modes from a
corpus of contributed data for classification. Alternatively, Stenneth et al. [51] combines GPS
with GIS information, such as the real-time bus locations, spatial rail and spatial bus stop
information. They find that speed is the most effective feature from GPS to infer movement
modes. Liao et al. [28] builds personalized models based on learning destinations and routes
from historical data to build transportation mode classifiers. Unfortunately, GPS based
systems consume significant amount of energy and do not work when the device is indoors.
Also, GPS-only solutions perform poorly when classifying of movement modes with similar
speed, such as running, biking, and slow driving.
Other work integrates multiple sensors on the mobile device to determine a user's activity.
Mun et al. [36] uses the connected GSM cell tower information with the additional of fea-
tures derived from WiFi observations for classification. TransitGenie [53] uses data from the
accelerometer, WiFi, and GPS to distinguish walking from driving, and uses the prediction
to estimate the arrival time of buses. To determine which sensors to use and their sampling
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rates, it maintains a finite state machine and only turns on power-hungry sensors only if it
is needed. Ada also adopts this notion, but is able to detect more mobility modes.
Closest to our work is Reddy et al.'s work from UCLA [48] (which we will refer to as
UCLA* in this thesis), which uses GPS and accelerometer readings for transportation mode
inference. This work includes a comprehensive evaluation of the energy and accuracy of the
system under various scenarios. We find that Ada outperforms UCLA* in our evaluation on
both accuracy and energy. Ada also combines the information from multiple sensors. How-
ever, unlike previous work, it adapts the choice of sensors and their sampling rates based on
feedback from the detector. We observe that acceleration data, by itself, is good to capture
movements, but distinguishing biking from walking and driving is a vexing problem. Aug-
menting the acceleration-derived features with approximate speed estimates could help this
distinction. Therefore, Ada relies primarily on acceleration data, uses WiFi to approximate
speed, monitors the density of WiFi APs, and only turns on GPS when WiFi APs are not
visible.
2.2 Energy-Efficient Activity Abstractions
Several research projects aim to build an energy-efficient activity recognition system through
intrusive instrumentation of the user or a user's surroundings using sensor boards [56, 52,
31, 22], on-body accelerometers [9, 33, 45], or RFIDs [41]. Instead, our system focuses on
activity recognition using commodity smart phones. Systems such as SociableSense [42],
Kobe [11], and EEMSS [57] explore energy-accuracy-latency tradeoffs in sensing applications
running on smart phones. SociableSense provides an adaptive sampling mechanism using a
learning technique based on the theory of learning automata to control the sampling rate
of the accelerometer. It maintains a probability of sensing to determine the sampling duty
cycle of the accelerometer. The sensing probability is then updated based on the result of
sensing action. EEMSS adopts the strategy of hierarchical sensor management to recognize
user states as well as to detect state transitions. Its goal is to power only a minimum set
of sensors and use appropriate sensor duty cycles to improve device battery life. Ada is
motivated by the same end goal of energy-efficiency, but, our approach is different. We
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compare Ada to both SociableSense and EEMSS (which we will refer to as SociableSense*
and EEMSS* in this thesis) and find that we outperform both systems on both energy and
accuracy.
Google [1] recently launched an activity detector API for Android. Its emergence reveals
the desperate need for exposing context detection as a programming abstraction. The service
detects if the user is currently on foot, in a car, on a bicycle, or static. The service allows
applications to request periodic activity recognition updates. For each update interval, the
service sends a list of possible activities and the probability of each one to the application.
The activities are detected by periodically waking up the device and reading short bursts of
low power sensor data to save energy. We are planning to compare this system with Ada's
mode-of-movement detector.
SeeMon [22] achieves energy-efficiency in the context of multiple external sensors attached
to a computation device; they do not evaluate their system on mobile phones. ACE [37] uses
a different approach, by detecting low energy proxy activities that correlate with the activity
that needs to be detected. Ada's approach is complementary and can be applied to the proxy
detectors in ACE. Our approach of context-sensitive sensing may be viewed as a significant
generalization of triggered sensing [35).
2.3 Location-Based Context Detection
Several systems reduce the energy cost of localization using a variety of techniques. Some
systems [60, 32] adapt their sampling rate to reduce energy cost. A-Loc [29] uses the obser-
vation that the required location accuracy varies with location. Where possible, RAPS [38]
uses historical data along with the accelerometer in lieu of GPS. CAPS [39] and CTrack [55]
sequence cellular base stations to retrieve approximate position. Cleo [30] offloads all GPS
signal processing to the Cloud to reduce energy consumption, but requires a modified GPS
board to support offloading, increases wireless energy consumption a little (and adds latency).
EnLoc [12] allows the client to pick an energy budget which it then uses to achieve the best
accuracy subject to the energy budget constraint. Ada's geofence detector can use these
schemes as a blackbox, by deciding when to query them for location, without worrying about
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how they work internally. SensLoc [24] shares Ada's goal of detecting named locations, but
works best only when the user visits the same location repeatedly.
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Chapter 3
Design Overview
In this chapter, we describe the architecture of Ada, the services it provides, and the energy
profile of various sensors that guides the design of the system.
3.1 Ada's Architecture
Latency Subscribe Calbacks 11l
1' I
Figure 3-1: Ada's architecture
Figure 3-1 shows the design of Ada and Table 3.1
tectors. A client subscribes to one of several available
detectors. For instance, a client using movement hints
(e.g. [46]) might only be interested in monitoring if the
shows the sensors used in Ada's de-
callbacks from any of Ada's context
to enhance the performance of WiFi
user is static or not. Alternatively, a
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Detector Modes Sensors
Mode-of-movement Static, Walking, Running, Biking, Driving Accelerometer, WiFi, GPS
Indoor-Outdoor Indoor, Outdoor WiFi
Geofence Set of geofences GPS, WiFi, GSM, Accelerometer
Table 3.1: Ada's context detectors and the sensors used in each of the detector
fitness application calculating a user's daily calorie expenditure might be interested in all five
callbacks from the mode-of-movement detector. Clients also specify the latency of detection,
which specifies how often Ada returns a callback to the client. For example, a reminder
application might need to notify the user within a few seconds while a trajectory logging
application can tolerate a longer detection latency before it starts logging samples.
We intentionally use the term "client" rather than "application" or "process" because
Ada's APIs support several different use cases. For example:
1. The client could be tasking applications or services [47] that run in the background.
These applications run continuously in the background, triggering actions based on the
activities. For instance, the tasking application might want to log certain sensory data
whenever the user starts running.
2. The client could be a foreground applications such as a web browser or chat plugin. In
such cases, the foreground application could adapt its user interface to the activity of
the user.
3. The client could be the operating system itself. This scenario is useful when we want
to change system behavior (like turning off the screen or setting "airplane" mode)
automatically. Ada can also help wireless protocols by providing contextual hints [46].
Ada maintains a list of clients that have subscribed to each of the modes that Ada's
detectors provide. It runs only one instance of a specific detector for each phone and conveys
callbacks from the context detector to their respective clients.
3.2 Power Consumption in Context Sensing
To understand the power consumption of sensors on a phone, we performed experiments
to quantify the power consumption of GPS, WiFi, GSM, and the accelerometer on three
phone models (Samsung Galaxy Nexus, HTC Vivid, and HTC Sensation). We wrote an
28
400 700 -
WiFi WiFi
350 GSM 600 GSM
GPS - GPS -
300 Acce1-Tastest- Muz -500 Accel-fastest-50Hz -
Accel-game-5OHz - Accel-game-50Hz -
250 Accel-UI-14.3Hz -Accel-U-17HzS 5 ~~~400 Acl1IlH
200 Accel-Normal-5Hz - Accel-Normal-5Hz -
300
00A 150
100 
200 -
50 100 -
0 01
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
Sampling interval in seconds Sampling interval in seconds
Galaxy Nexus
400
WiFi -
350 GSM -
GPS
300 Accel-fastest-120Hz 
-
Accel-game-60Hz -
250 Accel-UI-15Hz
200 Accel-Normal-15Hz-
0
c 150
100
50
0
0 10 20 30 40 50 60 70 80 90
Sampling interval in seconds
Figure 3-2: Power consumption of different sensors on three phone models (HTC Vivid, HTC
Sensation, and Samsung Galaxy Nexus)
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Android application to continuously sample the sensor at a given sampling interval. For the
accelerometer, we set the mode to each of FASTEST, GAME, UI, or NORMAL. For WiFi
and GSM, we used Android's AlarmManager to schedule a periodic WiFi scan at the specified
sampling interval. When the alarm fires, the Android application asks for the names and
RSSIs of neighboring WiFi APs (access points) or cell towers. For GPS, we used the Android
LocationManager API to specify a sampling interval. We conducted GPS measurements in
an open space with good GPS reception to ensure the GPS would acquire a lock.
To accurately measure power consumption of the sensors alone, we halted all running
applications, turned off the screen, used the Monsoon Power Monitor to deliver a constant
voltage of 3.7V, and measured the long-term average power consumption. The power profiles
for three phone models are shown in Figure 3-2.
We make three observations. First, there is a clear difference in the power consumption
of different sensors. For instance, on the HTC Vivid, at a sampling interval of 5 seconds,
GSM is more than 6x as energy-efficient as GPS.
Second, depending on the sampling interval, WiFi scans on the Sensation, for instance,
can consume anywhere between 16 mW and 640 mW.
Third, the accelerometer power consumption increases with sampling rate despite the fact
that the accelerometer is itself a low-power sensor. The reason is that Android currently re-
trieves accelerometer samples by polling the accelerometer at the specified sampling rate. So,
the power consumption measured reflects the power consumption of a CPU polling a periph-
eral for I/O at the specified sampling rate. This could be easily fixed if the accelerometer's
samples were batched and transferred to main memory every second using Direct Memory
Access (DMA).
These observations guide our context-sensing methods. The first observation shows that
picking sensors based on the specific subscriptions will save energy. The second observation
shows that being selective about the sampling interval for a particular sensor is useful. Finally,
because the power consumption of the accelerometer goes up with the sampling rate, we do
not use a sampling rate higher than 40 Hz.
The measurements above ignore the cost of computation. Any context-sensing algorithm
will involve some computation in addition to the sensing itself. For instance, it is common
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to window the data to compute specific statistics (such as mean, and variance). Normally,
the windowing interval is on the order of a few seconds. The interval between successive
predictions from a context sensing schemes is on the order of tens of seconds. At these time
scales, computation energy is insignificant compared to sensing energy.
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Chapter 4
Context Detectors
In this chapter, we describe the algorithm of the mode-of-movement detector, the indoor-
outdoor detector, and the geofence detector. We also illustrate the observations that guide
the design of the techniques presented in this chapter.
4.1 Mode-of-Movement Detector
This detector determines which one of five movement modes-static (S), walking (W), run-
ning (R), biking (B), or driving (D)-a mobile device (user) is in. A client running on the
mobile device may subscribe to any subset of these modes, specifying a response interval,
L; in return, the detector returns its best estimate of the movement mode every L seconds.
The movement-mode detector uses data from the three-axis accelerometer, and if available,
augmented with data from WiFi position sensors or from GPS. All these sensors are sampled
with energy-efficiency in mind, so the amount of data from GPS will be small or non-existent
in many cases.
One prior approach to detecting the movement mode (also called "activity" in some earlier
work) is to use GPS velocity [48, 57]. Unfortunately, this approach is problematic even when
battery life is not a concern because GPS is unavailable indoors, and because vehicles may
move at biking or even slower speeds in heavy traffic. Ada supports both indoor and outdoor
uses, relying primarily on acceleration data. It uses WiFi to approximate "speed" and GPS
when WiFi APs are not visible.
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Figure 4-1: Time series of acceleration magnitude
The main contributions of our movement detector over prior schemes are: (1) the use of
a new peak frequency feature from the acceleration data, used in conjunction with two other
known features, (2) a processing algorithm (summarized in Figure 4-3) that combines the
different features of a feature vector from one sensor using the Naive Bayes classifier, and
fuses the outputs of different sensors using soft voting, and (3) an adaptive sensor sampling
method that takes both the subscribed callbacks and current mode into consideration to
reduce energy consumption. The rest of this section describes these ideas.
4.1.1 Features
The detection problem is a multi-label classification with the labels being S, W, R, B, and D,
the five modes mentioned above. For data collected from each sensor, the detector computes
feature vectors over which the training phase and online learning method can work.
Accelerometer. As in prior work, we compute the magnitude, Va + a7. + a z, of each
three-axis accelerometer reading. The intuition for this calculation is shown in Figure 4-1,
which shows the time series of the magnitude for different movement modes. One can see
that many of the modes of interest "look different" on this chart. For example, running
has the highest standard deviation when computed over a time window of a few seconds, so
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it might be possible to use the windowed standard deviation as a useful feature. So does
walking, but people generally walk slower than they run, so one might be able to distinguish
between those two modes by looking at the frequency-domain version of the same data and
seeing if they peak at different frequencies. Plotting the frequency spectrum does show a
spike around 1 Hz to 2 Hz, whereas biking and driving are more evenly spread over a wider
frequency range.
This intuition suggests that we want a feature to capture the periodic behavior, another to
capture the overall strength of the acceleration (while static, gravity is the only force acting,
while other modes will have differing magnitudes), and another to capture the variation of
these magnitudes. There are numerous possible features one could construct and try out.
We experimented with many possibilities, inspired by previous work on activity detection as
well as signal processing methods used in medicine. These features include:
1. Mean acceleration magnitude, ji, calculated over non-overlapping windows of T = 5
seconds, previously investigated by [32].
2. Standard deviation, o, of accelerometer magnitudes calculated over the same win-
dows [53, 48, 42, 57].
3. The peak non-zero (non-DC) frequency, pf, of the acceleration magnitudes computed
over the same time window using the FFT.
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Figure 4-3: Mode-of-movement detector processing algorithm
4. The spectral coefficient of the magnitude of the three-axis acceleration data samples at
1 Hz, 2 Hz, and 3 Hz [48].
5. The spectral entropy of the DFT of accelerometer magnitudes over a time window of
T = 5 seconds [32].
6. The peak power ratio of the DFT of the accelerometer magnitudes computed over a
window of T = 5 seconds [53].
7. The line length (or curve length), defined as the sum of the absolute value of the differ-
ence between two successive acceleration magnitudes, computed over non-overlapping
windows of T = 5 seconds. This feature has been used successfully in seizure detec-
tion [14].
8. The average nonlinear energy, defined as the average value of xo - x_ 1-xi 1 , computed
over non-overlapping windows of T = 5 seconds [20].
We conducted controlled experiments with various combinations of the above features, and
empirically determined that the first three features above perform the best. Our detector
therefore processes the timestamped acceleration data to produce a sequence of p, a, pf values,
each value calculated over a T-second non-overlapping window. To our knowledge, the peak
non-DC frequency (ps) is a novel feature, and captures the key idea that different movement
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Figure 4-4: Estimating user's speed of movement using the similarity between two WiFi fin-
gerprints under different sampling intervals. When the user is static (driving), the similarity
between two consecutive WiFi fingerprints are high (low) across all sampling intervals
modes have different principal frequencies (see Figure 4-2, which plots the CDF of peak
frequency for different modes; the sharp rise in CDF is visible for walking and running, and
to a slightly lower degree for driving, compared to the other modes). We don't need to know
what those frequencies are, and indeed they will change between users, but we rely on the
reasonable assumption that they are different for any given user. We compare the features we
use with some of the alternatives we rejected in §6.1.3. Note that these features are computed
over 5-second windows; a smaller window runs the danger that we might not have enough
samples to capture key features of the movement mode. As a result, this detector should be
used only with L, the response interval, larger than T.
WiFi. Acceleration data, by itself, is good to capture movements, but distinguishing
biking from walking and driving is a vexing problem. Augmenting the acceleration-derived
features with approximate speed estimates could help this distinction. Because a WiFi scan
consumes much less energy than a GPS fix, we use periodic WiFi scans. The detector uses
the similarity of observed WiFi access points (APs) and their RSSI values over successive
WiFi scans to obtain a crude proxy for the user's speed of movement.
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Each WiFi scan returns a "fingerprint", defined as a set of (APID, RSSI) tuples. The
rate of change of fingerprints tells us something about the rate of movement of the user.
To use this idea, we need a measure of the similarity between two WiFi fingerprints. We
treat each fingerprint as a vector in the space constructed by all the WiFi APs, and the
RSSIs determines its direction in the space. We measure the similarity, S, between two WiFi
fingerprints as follows:
- -.# fih f2
S(fi, f 2) = - - - ,
1f1|| 2 + f2| |2 _f f2
where fi is a fingerprint scanned at ti. 0 < S < 1, with a larger value suggestive of slower
movement. As an example, consider the fingerprints fi at time ti equal to {(ID=1, RSSI=3),
(ID=2, RSSI=5)}, and f2 at time t 2 equal to {(ID=1, RSSI=2), (ID=3,RSSI=1)}. They are
converted to (3,5,0) and (2,0,1) in the WiFi AP space, and S = (3*2+5*0±0*1) = 6 We
considered other similarity metrics, including one from [55]; we found our metric performed
better. The reason is that it more naturally handles fingerprints with partially overlapping
or non-matching APs.
Figure 4-4 shows the similarity value between two consecutive WiFi fingerprints under
different sampling intervals. We randomly choose one trace for each activity and take the
average of all the similarity values with the same sampling interval. As shown in the figure,
static has the highest similarity value across all sampling intervals, and the value does not
vary with different sampling intervals. As for driving, it has the lowest similarity value and the
value decreases quickly when the sampling interval increases. Biking has a lower similarity
value than walking. By incoporating the speed estimation, it helps us further distinguish
between biking from walking and driving.
GPS. Finally, we use GPS velocity readings as a feature, but only when the WiFi AP
density falls below a threshold.
4.1.2 Modeling Feature Distributions
Armed with these features from each sensor, the next step is to train the algorithm. For
each sensor, we use labeled training data to produce a conditional probability distribution,
P(flAj), where f from the acceleration data has three components, p, o-, pf, and for the other
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sensors has only one component, and Ai is a movement mode. We use the standard kernel
density estimation (KDE) [40, 49] technique to model the feature distributions. KDE has
a number of good properties for our purposes. First, it does not assume a single Gaussian,
and can handle multimodal distributions well. Second, the tunable bandwidth parameter in
KDE compensates for the difference between feature distributions across users. Third, the
model is easy to update. We can incoporate new training samples by appending them into
the current training set and simply extending the summation that computes the probability
density.
We model the probability density of a feature, conditioned on a specific mode, as a sum
of normalized Gaussians. Each Gaussian has the same variance h2 and has mean equal to
one of the training data samples. The parameter h is tunable to trade off between overly
smoothing the data (large h) and overfitting the data (small h). We explain how we pick h
in 56.1 using cross-validation on the training data set.
Our goal, of course, is to determine P(Ailf), for which we apply Bayes' rule:
Pf(A) n f) IP(fIAj) * P(Aj)P(Ailf) = - =
PWf PMf
We assume that the prior distribution P(Aj) is known; in our implementation, we set
them all to be equal. The denominator is a normalization factor that does not need to be
separately determined.
Decomposing and recombining sensor features with Naive Bayes. The acceleration-
derived feature vector has three components. A multi-variate conditional distribution P(flAj)
is unwieldy. We use a standard Naive Bayes classifier, which separates the components, and
then multiplies the conditional probabilities of the different components together. However,
the result may produce a zero posterior probability. We need to "regularize" the result, for
which we apply a standard m-estimator [13]: given a probability mass function P(A), the
probability estimate P(A) using the m-estimator is
- NP(A) + 4P(A)IP(A) =+
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where P(A) is a prior probability and # determines how much weight we attribute to the
prior P(A). We use the uniform prior, and # = N/5 because we have five modes in all.
4.1.3 Fusing Sensor Data: Soft Voting
How should the detector combine the posterior probabilities P(Ailf) obtained from the differ-
ent sensors (specifically, accelerometer and WiFi or accelerometer and GPS)? One approach
is to consider the WiFi or GPS feature as another element in a bigger feature vector and
apply the technique described above over a four-dimensional vector. The problem with this
approach is that it would weigh the acceleration data considerably higher than the WiFi or
position data, and not allow us to explicitly control the weight given to these two independent
sensors. Moreover, it would not function well when one of the sensors did not provide data,
or provided data at a different rate. With soft voting, we take the product of the posterior
probabilities for each movement mode (each mode has a "vote" given by this product). If we
want to treat one sensor as more important than another, we can associate a higher multiple
with the posterior probability computed from that sensor's features.
Soft voting helps disambiguate some tricky cases. For example, if the user is biking,
the acceleration computations alone might confuse biking with walking or running (but not
driving), giving walking (or running) and biking comparable probabilities. On the other
hand, WiFi or GPS might confuse biking with driving because they may have similar speeds,
but not with running or walking. After the "soft vote" using the product, we are far more
likely to infer the correct movement mode.
The final step in the algorithm smooths these vote results using an exponentially weighted
moving average (EWMA) filter. The detector returns the movement mode with the highest
value of the smoothed soft vote.
4.1.4 Context-Sensitive Sampling to Save Energy
To make the mode-of-movement detector energy-efficient, we adapt the choice of sensors and
their sampling rates based on feedback from the detector, the client-specified subscription,
and the response interval L. We discussed how the acceleration data performs well in de-
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tecting that the activity is static, walking, or running, and incorporating WiFi or GPS gives
only marginal gains for these modes. Therefore, we use only the acceleration data when the
client subscribes to any subset of these three modes, and turn off WiFi and GPS sensing.
In other cases, we average the accelerometer feature vectors every L seconds and scan
the WiFi or GPS sensor every L seconds to conform to the required response latency. We
continuously monitor the WiFi AP density and only turn on the GPS when the WiFi AP
density falls below a threshold. We also adapt the sampling rate of accelerometer using the
posterior probability P(Ailf). The detector starts sampling the accelerometer at the lowest
sampling rate, and then ramps up to the next higher rate (accelerometer rates are discrete)
every time the posterior of any of the subscribed modes crosses 0.2 and ramps down when
the posterior of any of the subscribed modes crosses 0.8.
4.2 Indoor-Outdoor Detector
For the indoor-outdoor detector, the set of mutually exclusive states is indoor and outdoor.
To tell if a user is indoors or outdoors, we use variation in WiFi RSSI indoors and outdoors.
Specifically, we employ two features of WiFi scans. First, the fraction of good AP sightings in
a micro window y . We define a sighting to be "good" if its RSSI is greater than a per-phone
threshold (set to 80 for the Galaxy Nexus)' Second, the average RSSI across all AP sightings
in the same micro window p.
To train, we sample WiFi scans at 1 Hz and set p to 5 seconds. Conditioned on the user's
state(indoor or outdoor), we fit a Gaussian distribution to each of the two features listed
above.
During classification, we have four time scales of interest:
1. The developer specified latency L.
2. A sliding macro window M which is set to L.
3. A sliding micro window y over which the two features (fraction of good APs and average
RSSI) are computed. p is set to y
4. The WiFi scan interval I which is set to L/4.
'Per-phone calibration is required to determine a "good" threshold, but need not be repeated for every
user using that type of phone.
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To classify, we first compute both feature vectors over the micro window. Since the micro
window is twice as large as the scan interval, we are likely to include at least two scans
while computing both features. Next, we average the feature vectors from all micro windows
belonging to the same macro window to generate a prediction feature vector F. Since the
macro window is twice as large as the micro window, we typically average at least two
feature vectors while computing F. Lastly, we use the prediction feature vector to compute
the likelihood that F was observed indoor or outdoor. To compute the likelihood of F, i.e.,
P(F|A) (where A is either indoor or outdoor), we use the Naive Bayes classifier.
4.3 Geofence Detector
Geofencing is a way of marking a virtual boundary around a geographical region. Geofences
are typically defined as circular regions using a center (expressed in latitude and longitude)
and a radius. A Geofence detector monitors the location of the user and detects if the user
has entered a geofence of interest. As an example, an app could let a user create a geofence
on a map and trigger a notification when she enters it. Many tasking applications [3, 5, 4]
including iOS location-based reminders [2] have been built around Geofencing.
Naive implementations of a geofence detector can either be energy-intensive or have poor
accuracy. For instance, constantly sampling the GPS is not energy-efficient despite often
being accurate. At the other extreme, solely using a low-power position sensor might create
a lot of false positives and false negatives.
Ada includes a geofencing detector that is both accurate and energy-effcient. The detector
uses GPS, Wifi and cellular radios to get location samples. The geofencing detector adapts
both the sampling interval and the location sensor to the current context of the user. If the
user is far from the nearest geofence, the detector uses a low-power sensor and samples at a
larger interval. As the user nears a geofence, it switches to a high power sensor and samples
more frequently to check if the user have entered the geofence.
As input, our geofence detector takes a list of geofences that the client has subscribed
to and a latency parameter (1) similar to the mobility detector. The algorithm varies two
parameters based on the current context of the user: when to sample next (t), and which
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sensor to use on the next sampling instant (s). We set t equal to "inD where minD is the
maxSpeed
minimum distance between the current location and the nearest geofence accounting for the
accuracy in the location sample (for e.g. GSM locations can have errors up to 2 miles). If the
calculated t is less than 1, we reset t to 1 (i.e. the latency of detection the client is willing to
tolerate). We set a lower bound of 1 hour on the sampling interval t as a failsafe. We choose
maxSpeed to be 150 miles/hour under the realistic assumption that the user is unlikely to
ever travel faster than that speed on roads (true of the US). To set s, we look at the current
value of minD. If minD is larger than the error bound of GSM (we use 2 miles as the GSM
error [55]), we choose GSM. Alternatively, if minD falls between the error bounds of WiFi
(we use 200 meters as the Wifi error [54]) and GSM, we sample WiFi. Lastly, if minD is
less than the error bound of WiFi, we switch to GPS. As soon as we find the user inside a
geofence, we trigger a callback for that particular geofence.
When the user is inside a geofence, we use a similar technique to adapt the sampling time
and the sensor used (based on the size of the geofence and the distance to the next nearest
geofence). As an optimization, we also use the mobility detector to detect if the user is static
or moving and use it to refine the next sampling time.
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Chapter 5
Evaluation Method
We evaluate all three Ada detectors using trace-driven simulation. We describe our evaluation
in four parts: §5.1 focuses on trace collection, §5.2 describes how we split up the data into
training and testing sets, §5.3 explains how we use these in our simulator for testing, and §5.4
describes our implementation of three related work for Ada's mode-of-movement detector to
compare against.
5.1 Trace Collection
We developed an Android application that collects traces of users engaged in different activ-
ities (which correspond to distinct modes of each context). The application collects sensor
data by sampling the GPS at 1 Hz and accelerometer at its maximum sampling rate, and
by scanning WiFi every second. To collect ground truth, the user tags her current activity
on a UI. To avoid errors, users record traces of specific activities rather than tagging their
activities over the course of a day. Hence, any recorded trace will have exactly one activity
throughout the trace. This approach does suffer from the drawback that no data is col-
lected during activity transitions, but provides us clean, labeled data for each activity. These
labeled data-sets can then be "stitched together" to emulate activity transitions.
Our mode-of-movement dataset spans 50 hours and is collected from ten users in an
urban area. However, we were unable to get trace data for all activities from a single user.
Therefore, we create four "virtual" users, called "Galaxy", "Sensation-I", "Sensation-2",
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and "Vivid", ensuring that, for each virtual user, for any activity, the data is collected from
exactly one real user. We use virtual users in the experimental results reported in 56.
5.2 Splitting up the Data
We split all our collected data, for each phone model, into 4 roughly equal folds. We try and
ensure two properties while dividing the data. First, each fold has roughly equal durations
of every activity. Second, in every fold, for any activity, all data for that activity is collected
from exactly one user. To train our detectors, we extract feature vectors relevant to the
context detector from all the traces in the given set of folds. Specifically, we generate a set of
(feature-vector,ground-truth) tuples from the training set that can be directly used to train
our detectors. To test the detector, we pick another set of folds, create snippets of each
activity, and then stitch these traces together into a longer one for simulation.
5.3 Trace-Driven Simulation
We use the traces collected earlier to run a trace driven simulation. Before traces are input
into the simulator, they are sanitized to create snippets. A snippet is a correctly labeled,
timestamped sequence of sensor data corresponding to a single mode (static, walking, indoor,
etc) belonging to a specific context type (e.g., mode of movement, indoor/outdoor, or position
coordinates). We process the collected traces from each user to produce these snippets. This
process must overcome two practical challenges. First, a user may not label a change in
context at the precise moment when the change occurs. We drop the first three minutes of a
labeled context after a change to increase the likelihood that the context has truly changed.
Second, we find that timestamps do not increase monotonically in a trace. We address this
issue by making each snippet equal to a maximal sequence of sensor data with increasing
timestamps. These snippets are then stitched together. Finally, the stitched trace is used by
the simulator which outputs two metrics on completion. We describe the process of stitching
next, following by the metrics that we output.
To simulate a more realistic trace, we take snippets, and stitch them together to form
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a larger trace. To stitch snippets together, we use a Continuous Time Markov Chain over
the state space of all activities. We set up this chain so that the average rate of context
changes is 1 every 10 minutes. In reality, transition rates are likely to vary across different
activities (for instance, it is more common to transition from static to walking than driving to
biking). However, in the absence of detailed data, it is impossible to estimate these transition
rates with certainty. Instead, we pick the same transition rate of 1 every 10 minutes for all
activities. Next, we simulate this Markov Chain using a specified seed value for a specified
duration and look at the sequence of activities and their durations. We use the sequence to
pick from our snippets and stitch them together appropriately. We use the stitched trace to
simulate the actions of a detector on sensor data. We finally outputs two metrics :
1. Accuracy: We measure accuracy as the fraction of time during which the ground
truth and the detector agree on an activity. We discretize the ground truth into bins
of size L seconds. L is the same as the client specified latency for that detector. For
each L second bin, we compute the set of all activities the ground truth saw over that
bin, replacing any activity that the client hasn't subscribed to with an X. We repeat a
similar discretization procedure for the detector's output. Then for each L second bin
in the ground truth, we look at the corresponding bin in the detector's output. If the
detector's output is a subset of the ground truth for its corresponding bin, we mark it
correct, else we mark it wrong. The accuracy is measured as the fraction of bins where
we predict correctly. Unlike prior work, this metric captures what the user really sees
when the detector is running. We make the assumption that if the developer specified
latency is L, the user does not care when the activity is detected within that time bin
of L seconds, so long as it is detected correctly.
2. Energy Consumption: We measure energy consumed in Joules over the entire du-
ration of the stitched trace. For each sensor, we compute its energy consumption as
i=K
Z (ti+1 - ti) * P where P is the power consumption of the sensor over the time in-
i=1
terval [ti, ti+1] and K is the number of power consumption switches for sensor j over
the duration of the trace. We then add up the energy consumption of all sensors. The
power values are derived from hardware models of each phone as described earlier in
§3.2.
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5.4 Implementation of Related Work
To evaluate the performance of Ada's mode-of-movement detector, we re-implemented the
methods described in UCLA* [48], EEMSS* [57], and SociableSense* [42], and compared
their accuracy and energy consumption with Ada's. This section provides details on our
implementations of the three competing methods.
5.4.1 UCLA*
UCLA* uses accelerometer and GPS readings to classify the user's activity level as stationary,
walking, running, biking, or driving. It samples the accelerometer at 32 Hz and the GPS at
1 Hz. Every 1 second, UCLA* computes the mean and the DFT energy coefficient between
1-3 Hz over the time-windowed magnitudes of the three-axis acceleration sensor data. It then
combines the accelerometer data with the speed reported from the GPS sensor to construct
a feature vector with 5 components.
We used the decision tree classification method, because [48] reports that it achieves the
highest accuracy. The classifier was generated using the Weka Machine Learning Toolkit [18],
following the methodology described in the UCLA* paper.
We implemented 3 different versions of UCLA*. The first, UCLA*-HMM, implements
the algorithm as described in [48]. However, because the original detector was tuned for a
fixed detection latency of 1 second, we implemented a second version, UCLA*-MAJ, which
takes a majority vote of UCLA*-HMM's predictions over L seconds. We also implement
UCLA*-AVG, which averages the raw feature vectors over a L-second window. However, to
make the experiment environment more realistic, we deviated from [48] by skipping the noise
filtering that discards GPS readings with low accuracy, and we did not remove slow driving
or biking traces.
5.4.2 EEMSS*
EEMSS adopts the strategy of hierarchical sensing to detect if the user is static, walking
running, and driving. As shown in Table 5.1, the system maintains a state machine with three
states to determine the set of sensors used for classification. In state 1, only accelerometer
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State Number State Sensors
1 Static + In a known location Accelerometer 6 secs sensing + 10 secs sleeping
2 Moving + In a known location Accelerometer 6 secs sensing + 10 secs sleepingWiFi every 20 secs
3 In a unknown location GPS every 20 secs
Table 5.1: The state machine of EEMSS
is powered up. The sensor is used according to a specific duty cycle. EEMSS learns about a
user's movement based on the standard deviation of the three-axis accelerometer magnitude
readings. If the accelerometer readings imply that the user is moving, it triggers a state
transition from state 1 to state 2.
In state 2, the system uses the WiFi radio to scan for APs, matches the surrounding APs
with all the recorded ones, and monitors whether the user has left a known location. The
system triggers a state transition from state 2 to state 3 if none of the recorded APs is visible.
While in state 2, EEMSS also keeps sampling the accelerometer, to detect if the user has
stopped moving. If this happens, the state machine goes back to state 1.
In state 3, EEMSS uses the GPS speed to infer the user's movement modes. If the GPS
reading operation times out (due to satellite signal loss, or because the user has stopped
moving for a certain amount of time), the EEMSS state machine goes back to state 2, and
resumes scanning for WiFi APs to identify the user's current location.
In our implementation, we assume that each static trace defines a known location, and
maintain the set of APs for each of user's static trace. To infer user's movement modes,
EEMSS relies on a pre-configured GPS speed range, and on a pre-configured threshold for
the standard deviation of the accelerometer's acceleration vector magnitude. We obtain all
the thresholds by finding the values that well separate static, walking, running, and driving
in the training set, and used them in the testing phase.
5.4.3 SociableSense*
SociableSense utilizes the accelerometer to distinguish between stationary users and moving
users. It proposes an adaptive sampling scheme, which uses a learning technique based on the
theory of learning automata to control the accelerometer's duty cycle. A sensing probability
pi is maintained to determine the duty-cycling interval of the accelerometer. If the sensing
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action detects the user is not static, the probability of sensing pi is increased according to
the following formula:
p =pi_1 + a * (1 - pi- 1), where a = 0.5
If the sensing action detects the user is static, the probability pi is decreased according to
the following formula:
pi = pi-I - a * pi_1, where a = 0.5
Based on the paper, we choose a to be 0.5. We clamped the sensing probability between
0.1 and 0.9, to avoid ending up with a very low sampling rate, which would potentially lead
to missing the user's transitions to the moving state.
When mapping the sensing probability to a duty-cycling interval, the work models the
sampling process as a continuous sequence of sense and sleep cycles. A cycle is 3 seconds
long. Before the start of each cycle, the system decides whether it will use the accelerometer
in this cycle or not based on pi, i.e. a random sample is drawn from a uniform distribution
over [0, 1), and if this sample is less than pi, then the current cycle becomes a sensing cycle.
SociableSense determines if the user is stationary by comparing the variance of the ac-
celerometer magnitude readings against a pre-configured threshold, which is not specified
in [42]. In our implementation, we obtain a threshold by finding the variance boundary value
which well separates static and moving in the training set, and use the threshold in the
testing phase.
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Chapter 6
Results
This chapter presents experimental results of each of Ada's detectors.
6.1 Mode-of-Movement Detector
In this section, we compare the accuracy and energy consumption of Ada's mode-of-movement
detector with other existing schemes. We also explore the tradeoff between responsiveness
and enery consumption, and the relative importance of each feature.
Unless otherwise stated, the experimental setup is as follows, we use two folds from two
users (Sensation-1 and Galaxy) as the training set. Each fold has approximately 25 minutes
of each of the five modes: static, walking, running, biking and driving. Thus, we have four
folds of training data in total. To test different schemes, we use a testing set comprising of
four folds of data from two other users (Sensation-2 and Vivid). We also test on two different
folds from the training users. In all, we have four test users.
In §4.1.2, we explained how we use KDE to model the distribution of each feature and
the effect of picking different variances (h2). To obtain the most suitable variance for each
feature, we do a cross-validation on the training set. We randomly pick one of the two
training folds from each training user as the training set, and use the rest of the two folds as
the testing set. A grid search algorithm is implemented to evaluate the accuracy performance
of each combination of parameters. The best variance we used for each feature is shown in
Table 6.1.
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Sensor Feature KDE Variance
Accelerometer Mean 0.1
Accelerometer Standard deviation 0.1
Accelerometer Peak frequency 0.1
WiFi Fingerprints similarity 0.3
GPS Speed 0.5
Table 6.1: The features and their corresponding KDE variances (h2 ) used in Ada's mode-
of-movement detector. We use cross-validation on the training set to obtain the best set of
parameters, and freeze them before we see the testing data
Note that we freeze these parameters before we see the testing set.
6.1.1 Accuracy and Energy as a Function of Callback Subscription
One of Ada's features is its ability to adapt to the subscribed modes. For each test user, we
run Ada with 31 (25 -1) different subscriptions. We stitch four traces; the first two traces
are stitched from snippets drawn from Sensation-2 and Vivid and are each eight hours long.
The next two traces are stitched from snippets drawn from Sensation-1 and Galaxy and are
each four hours long. The total duration of unique traces in both cases is longer than the
duration of the stitched trace.
For each of the subscriptions, we plot the energy consumption and accuracy as scatter
plots in Figures 6-1 and 6-2. We compare against UCLA* [48]. For all subscriptions, we
set the response latency to 15 seconds. We implement 3 different versions of UCLA*. The
first, UCLA*-HMM, implements the algorithm as described in [48]. However, because it
was tuned for a different latency of 1 second, we implement a second version, UCLA*-MAJ,
which takes a majority vote of UCLA*-HMM's predictions over a 15-second window. We also
implement UCLA*-AVG, which averages the raw feature vectors over a 15-second window.
We also compare against EEMSS, which does not handle biking. In addition, we compare
against SociableSense, which detects only whether the user is static or not, so we evaluate it
only on one subscription. Because none of the other schemes adapt to the subscriptions, we
represent their energy consumption by constant lines.
The results show that Ada's mode-of-movement detector is significantly more accurate
than all other schemes (in some cases by upto 1.5x), while consuming about 4x less energy
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than the UCLA* schemes. The results also show how Ada gains from context-sensitive sensing
because it consumes less energy for the static, walking, and running subscriptions compared
to the biking and driving modes. Despite detecting many more activities than SociableSense,
Ada's mode-of-movement detector has lower or comparable energy consumption. The main
reason why SociableSense performs poorly is because of its long latency of detection. When
the sensing probability is small, it requires many cycles to increase the sensing probability.
Therefore, it misses the user's transitions to the moving state.
Ada's gains in accuracy relative to EEMSS are due to better features leading to better
classification; EEMSS's thresholding approach does not work well. This is best illustrated
by looking at specific subscriptions in the graph. On easy-to-distinguish activities such as
running and static (R,S,RD,SD), the UCLA* variants and EEMSS achieve accuracy similar
to Ada. When subscriptions are harder, such as biking and driving (BD, SBD, SB), Ada's
gains are much more significant.
Ada's gains in energy consumption relative to the UCLA* variants are due to the sparing
use of the GPS. The UCLA* variants all sample GPS frequently. In contrast, Ada's mode-
of-movement detector samples GPS only when the WiFi density is low and completely turns
it off while detecting any subset of running, walking or static.
6.1.2 Accuracy and Energy as a Function of Latency
Another feature of Ada is its ability to adapt its sensing strategy to the response latency.
We test this by setting the latency to 5, 10, 15, 30 and 60 seconds and plotting the resulting
energy and accuracy in Figure 6-3. Ada allows the developer to trade-off promptness of
detection for lower energy consumption while maintaining the same accuracy. These energy
savings are the result of adapting the WiFi and GPS sampling intervals.
6.1.3 Relative Importance of Different Features
We first evaluate the effectiveness of specific subsets of our features in the mode-of-movement
classification problem. For brevity, we consider two extreme cases. The "easy" mode-of-
movement classification problem, where the client is only interested in the static callback
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Figure 6-3: Energy and accuracy versus latency. Ada's mode-of-movement detector trades
off latency of detection for decreased energy consumption while maintaing the same accuracy
(Table 6.2), and the "hardest" mode-of-movement classification problem (Table 6.3), where
the client is interested in all five modes. We evaluate all seven non-empty subsets of our
three accelerometer features: mean, standard deviation, and peak frequency. For each of
these seven subsets, we also evaluate the effect of adding WiFi and GPS information to
the classification problem. Finally, we evaluate the effect of adding both WiFi/GPS and
prediction smoothing on the classification accuracy.
Our results show that for the easy case, it is almost irrelevant which features are used. The
difference between the best single feature and combination of features is modest. WiFi/GPS
and smoothing do not have any perceivable effect on the classification accuracy. However,
for the hardest case, the situation is very different. A combination of two accelerometer
features performs better than any single feature, and the combination of all three features
performs better than a combination of only two out of three. Furthermore, adding WiFi/GPS
improves accuracy from 80% to 85% and smoothing the output improves the accuracy further
to 90%. We see similar results for other "hard" callback subscriptions as well (particularly
those involving biking).
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M V P MV VP MP MVP
accel only 91 97 91 98 92 97 99
accel, speed 91 97 91 98 92 97 99
accel, speed, ewma 93 97 92 98 97 96 98
Table 6.2: % accuracy with feature subsets, static callback
M V P MV VP MP MVP
accel only 54 62 57 71 70 72 80
accel, speed 58 61 62 73 74 77 85
accel, speed, ewma 69 69 69 78 86 81 90
Table 6.3: % accuracy with feature subsets, all 5 callbacks
Another natural question in feature selection is whether any other set of features would
work equally well. We answer this question by presenting results (Table 6.4) from five other
features from prior work: spectral coeffecient at 1 Hz, 2 Hz, and 3 Hz, spectral entropy (SE),
and the peak power ratio (PPR). We conduct two sets of experiments with these five new
features. In the first set of experiments, we add exactly one of these five features to the
already existing mode-of-movement detector in each experiment. We find that for all five
experiments, regardless of whether WiFi and GPS are used, the accuracy reduces compared
to our mode-of-movement detector (MVP). In the second set of experiments, we replace the
three acceleration features in our detector with all possible non-empty subsets of these 5 new
features. We find that the best detector among the 31 possible subsets (labelled Best of the
Rest) still performs poorly in comparison with ours.
Based on the above results, we might conjecture that our feature set is both minimal and
good; adding more features will likely cause overfitting problems.
6.1.4 The Effect of Combining Accelerometer with WiFi/GPS and
Smoothing
In this section, we evaluate the performance gain of combining accelerometer with WiFi/GPS
and smoothing. Figure 6-4 presents the accuracy for every combination of feature and call-
back subscription in a heatmap.
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Figure 6-4: The effect of combining accelerometer with WiFi/GPS and smoothing
58
RES,
IT
:3
MVP MVP + 1Hz MVP + 2Hz MVP + 3Hz MVP + PPR MVP + SE Best of the rest
accel only 80 78 72 64 63 77 53
accel + speed 85 79 74 69 65 79 55
accel + speed + ewma 90 80 75 70 65 80 56
Table 6.4: % accuracy while adding other features
Latency (seconds) Mean accuracy & Confidence Interval (percent) Mean energy & Confidence Interval (Joules)
10 83.3 ± 1.0% 4090 ± OJ
20 86.9 1.1% 2645 ± OJ
30 88.9 ± 1.0% 2186 ± OJ
40 90.4 ± 1.3% 1726 ± OJ
50 90.3 ± 1.0% 1610 ± OJ
60 91.9 ± 1.3% 1494 ± OJ
Table 6.5: Energy and accuracy for indoor-outdoor detector
Figure 6-4a shows that using only the accelerometer, the system is able to detect static,
walking, and running with a high accuracy. It also shows that a combination of two ac-
celerometer features outperforms any single feature, and the combination of all three features
performs better than a combination of only two out of three; therefore, it is necessary to use
all the three features. We also discover that the peak frequency detects walking accurately
comparing to other two features. This result is consistent with our observation described
in section 4.1.1 that step-based movement modes spike around a certain frequency and the
peak frequency captures this feature effectively.
Figure 6-4b shows the effect of incorporating accelerometer data with WiFi/GPS and
smoothing. Results shown that the overall accuracy is improved by combining the body
movement with speed (Figure 6-4b is brighter than Figure 6-4a).
6.2 Indoor-Outdoor Detector
To collect training and testing data, we alternate walking indoors and outdoors for roughly
one minute while tagging the ground truth at all times. We train the detector on about 30
minutes of data covering both indoor and outdoor states collected using a Galaxy Nexus.
To test, we collect another 90-minute trace with indoor and outdoor transitions using the
same phone. We split this trace into several smaller indoor and outdoor snippets to ensure
monotonocity of timestamps. These snippets are then fed into the Stitcher to generate a
trace that is three hours long with ten different random seeds. The transition time between
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activites in the Stitcher is set to one transition every 10 minutes like before.
We vary the response latency between 10 seconds and 60 seconds. For latencies where the
sampling rate isn't one of the WiFi sampling intervals used in our power measurements,
we interpolate between the nearest two neighbours. We present results in Table 6.5. The
columns are the latency, the average accuracy in percentage and 95% confidence interval
across 10 seeds, and the average energy consumption in Joules over the 3-hour stitched trace
and 95% confidence interval across 10 seeds.
The table shows how the indoor-outdoor detector effectively allows us to trade off latency
of detection for reduced energy consumption and increased accuracy.
6.3 Geofence Detector
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Figure 6-5: Geofence power percentiles. Ada's geofence detector consumes low energy and
its energy consumption increases as the number of geofences increases
We evaluate the geofence detector on 48000 hours of data drawn from 182 users taken
from the GeoLife dataset [58, 591. It consists of 18670 GPS traces (tracks) where a user
commutes from a source to a destination. We run a trace driven simulation on this data to
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evaluate the accuracy and the energy comsumption of our Geofence detector. The location
samples on these traces are obtained using GPS. We assume that these samples have high
accuracy and hence define the ground truth of the user's location. To simulate Wifi and GSM
sensors at a sampling instant, we add random noise to the GPS location according to the
Wifi and GSM accuracy models [54, 55]. We evaluate the accuracy and energy consumption
of the Geofence detector in two parts: 1. By varying the latency parameter 1 and '2. by
varying the number of geofences a client subscribes to.
For the first part, we take each trace and assume that a Geofence exists at the destination
of the trace. We set the radius of the Geofence to 200 meters, which typically covers a
block. As the user commutes from the source to the destination, we simulate our Geofence
detector which adapts the sampling time and the sensor used. To estimate the total power
consumption, we log the number of times we triggered GPS, Wifi and GSM sensors in our
simulation. Using the Power Meter, we estimate the energy for sampling each of these sensors
for a specific phone model (Galaxy Nexus) and use these numbers to estimate the energy
consumption over the duration of the trace.
Several applications are latency-insensitive and can trade-off promptness of detection for
lower energy consumption. Our detector allows this tradeoff by adapting to the latency pa-
rameter. As Figure 6-5 (left) shows, the power consumption reduces as the latency parameter
increases. Compared to a naive approach that samples GPS at a constant interval, our de-
tector consumes low energy but achieves the same accuracy. For example, using the power
consumption values from Figure 3-2, if the GPS on the Galaxy Nexus were to be sampled
once every 60 seconds, it consumes around 50 mW, wheras our detector consumes only 8
mW in the median.
Next, we evaluate the energy consumption of our detector by varying the number of
geofences the detector looks for. To do this, we pick the top k popular locations for a given
user and run the detector on all traces of that user. Figure 6-5 (right) shows that, as the
number of geofences increases, the amount of energy consumed increases. It demonstrates
how a client can tradeoff the number of geofences it wishes to detect for a decrease in energy
consumption.
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Chapter 7
Summary and Future Work
In this chapter, we summarize the thesis and suggest possible future research directions.
7.1 Summary and Contributions
In this thesis, we have presented Ada, a context-sensing service for mobile devices. Ada
implements three context detectors: (1) mode-of-movement detector, (2) indoor-outdoor
detector, and (3) geofence detector. Ada exports a simple API to mobile developers that
allows them to control the latency of detection and in turn the accuracy and the energy
consumption of the detectors. Within each detector, we propose ideas and observations
to tackle the challenges of achieving high accuracy and low energy consumption. In the
following, we summarize our main contributions.
In Chapter 3, we present Ada's system architecture. Ada's client subscribes to one of
several available callbacks from any of Ada's context detectors with a latency of detection.
Ada maintains a list of clients that have subscribed to each of Ada's context detector, and
runs one instance of a specific detector for each phone and sends callbacks from the context
detector to their respective clients. Furthermore, the energy consumption of GPS, WiFi, and
the accelerometer on three phone models is also presented. We make three key observations
that guide the design of Ada's context detectors. First, there is a clear difference in the
power consumption of different sensors. Second, depending on the sampling interval, WiFi
scans have a wide range of energy consumption. Third, the accelerometer power consumption
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increases with sampling rate despite the fact that accelerometer is itself a low-power sensor.
In Chapter 4, we describe the algorithm of each of Ada's context detectors. To achieve
high accuracy and low energy consumption, the detectors take both the existing context and
the desired subscriptions into account, adjusting both the type of sensors and the sampling
rates. The main contributions of our mode-of-movement detector over prior schemes are: (1)
the use of a new peak frequency feature from the acceleration data, used in conjunction with
two other known features, (2) a processing algorithm that combines the different features of
a feature vector from one sensor using the Naive Bayes classifier, and fuses the outputs of dif-
ferent sensors using soft voting, and (3) an adaptive sensor sampling method that takes both
the subscribed callbacks and current mode into consideration to reduce energy consumption.
Experimental results have demonstrated that the feature set used in the mode-of-movement
detector is both minimal and effective; adding more features will cause overfitting problem.
In Chapter 5, we - illustrate the rigorous experimental method used in evaluating the
performance of Ada. A trace-driven simulator is presented. The simulator takes a sanitized
stitched trace as input, and outputs the accuracy and energy consumption of the algorithm.
In contrast to previous work, the simulator does not depend on the specific algorithms used
in the context detectors.
In Chapter 6, we present the experimental results of each of Ada's detectors. The main
results are as follows:
1. The mode-of-movement detector outperforms previous proposals while consuming be-
tween 2 and 3x less energy.
2. The mode-of-movement detector allows developers to trade off latency of detection for
lower energy consumption while maintaining the same accuracy.
3. The indoor-outdoor detector allows developers to trade off latency of detection for lower
energy consumption and increased accuracy.
4. The geofence detector consumes low energy and its energy consumption increases as
the number of geofences increases.
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7.2 Future Work
There are several potential directions for future work. First of all, it is of interest to consider
the correlation between detectors as opposed to treating each context detector independently.
Exploiting the relationships between detectors may provide means to improve detection accu-
racy and reduce energy consumption. For example, some movement modes can be eliminated
if the indoor-outdoor detector deems the user is indoors; the system may save more energy
by detecting low energy activities that correlate with the activity that needs to be detected.
In addition, implementing the system on mobile devices and evaluating its real-time perfor-
mance. In contrast to simulating the system offline, implementing a real-time mobile service
entails different design considerations, such as the usage of CPU, storage, and memory.
Lastly, Ada unleashes the possibility of a wide variety of mobile services and applications. It
would be very interesting to extend this work and explore other projects that will enhance
the performance of the mobile system.
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