We present a randomized quantum algorithm for polynomial factorization over finite fields. For polynomials of degree n over a finite field F q , the average-case complexity of our algorithm is an expected O(n 1+o(1) log 2+o(1) q) bit operations. Only for a negligible subset of polynomials of degree n our algorithm has a higher complexity of O(n 4/3+o(1) log 2+o(1) q) bit operations. This breaks the classical 3/2-exponent barrier for polynomial factorization over finite fields [9] .
Introduction
Factoring polynomials over finite fields has been known to be randomized polynomial time in the seminal work of Berlekamp [1] . Various improvements on polynomial factorization, over many decades, have been made since Berlekamp's work. Two major steps were taken by [2] and [19] ; in the latter, von zur Gathen and Shoup proposed an efficient way of computing traces and powers of the Frobenius map in the polynomial ring modulo the input polynomial. Their algorithm is quasi-quadratic in the degree of the polynomial to be factored. Kaltofen and Shoup proposed a baby-step giant-step technique combined with an efficient method of computing simultaneous modular compositions that led to the first subquadratic algorithm for polynomial factorization [12] . The complexity of their algorithm is O(n 1.815 log q) finite field operations.
The best known algorithm, as of now, is an implementation of the Kaltofen-Shoup algorithm due to Kedlaya and Umans [14] . They proposed a fast algorithm for modular composition that when plugged into the Kaltofen-Shoup algorithm leads to an algorithm with complexity O(n 3/2+o(1) log 1+o(1) q + n 1+o(1) log 2+o(1) q) bit operations. A recent result of Doliskani et al. [6] achieves the same complexity by exploiting some geometric properties of Rank 2 Drinfeld modules. Despite much effort, improving the exponent 3/2 has remained an open problem. Guo et al. [9] proposed a set of algebraic problems that are equivalent to improving the exponent 3/2 in polynomial factorization. In this paper, we propose a quantum algorithm that improves this bound. Our main result is as follows: Theorem 1. Let F q be a finite field, where q is a power of a prime p, and let n be a positive integer. Let C n be the set of all polynomials of degree n over F q . There is a randomized quantum algorithm for polynomial factorization over F q , that for all but a negligible subset B n of polynomials in C n runs in an expected O(n 1+o(1) log 2+o(1) q) bit operations. For the subset B n the algorithm runs in an expected O(n 4/3+o(1) log 2+o(1) q) bit operations.
It follows from Theorem 1 that the average-case runtime of the proposed algorithm for polynomials of degree n is O(n 1+o(1) log 2+o(1) q) bit operations. This is essentially optimal with respect to the degree of the input. For a complete polynomial factorization algorithm we follow the CantorZassenhaus scheme which consists of three stages: SFF Squarefree factorization: Given a polynomial f ∈ F q [x], outputs a set of squarefree polynomials f 1 , . . . , f r such that f = f 1 f 2 2 · · · f r r .
DDF Distinct-degree factorization: Given a squarefree polynomial f ∈ F q [x], outputs f [1] , . . . , f [n] such that f [i] is the product of all monic irreducible factors of f of degree i for all i = 1, . . . , n.
The inputs of this stage are the outputs of the SFF stage.
EDF Equal-degree factorization: Given a squarefree polynomial f ∈ F q [x] such that all irreducible factors of f have the same degree, outputs the irreducible factors of f . The inputs of this stage are the outputs of the DDF stage.
The SFF stage cane be done using an algorithm of Yun [20] which takes O(n 1+o(1) log 1+o(1) q + n log 2+o(1) q) bit operations. For the EDF stage the probabilistic algorithm of von zur Gathen and Shoup [19] takes an expected O(n 1+o(1) log 2+o(1) q) bit operations. The bottleneck of polynomial factorization is the DDF stage for which the best known algorithm takes O(n 3/2+o(1) log 1+o(1) q + n 1+o(1) log 2+o(1) q) bit operations [14] . Therefore, to asymptotically improve the complete factorization algorithm we shall focus only on the DDF stage.
Complexity model. We will always count the number of bit operations in our complexity estimates. Two n-bit integers can be multiplied in O(n log n log log n) = O(n 1+o(1) ) bit operations [18] . Given two polynomials f, g of degree n over a ring R, the product f g can be computed in M(n) = O(n log n log log n) = O(n 1+o(1) ) operations in R [18] . Sometimes it is more convenient to count operations in the base field F q . To convert to bit operations we always assume that F q is represented by a quotient F p [y]/h(y) for some polynomial h ∈ F p [y] of degree m. The product of two elements of F q can then be computed in O(m 1+o(1) log 1+o(1) p) = O(log 1+o(1) q) bit operations. For polynomials f, g, h ∈ F q [x] of degree n, the modular polynomial composition f (g) mod h can be done in C(n) = O(n 1+o(1) log 1+o(1) q) bit operations [14] . Other operations such as gcd and reduction of polynomials of degree n over F q can be done in O(n 1+o(1) log 1+o(1) q) bit operations [18] .
Given π(x) and any integer j > 0, the power π j (x), which is j successive compositions, can be computed using a simple binary-powering algorithm at the cost of O(C(n) log j) = O(n 1+o(1) (log j) log 1+o(1) q) bit operations. The polynomial π(x) = x q mod f can itself be computed in O(n 1+o(1) log 2+o(1) q) bit operations.
Our technique. The exponent 3/2, achieved by the best previous algorithms for polynomial factorization, seems to be a natural outcome of the so called baby-step giant-step methodology. We take a completely different approach here. Let f ∈ F q [x] be a squarefree monic polynomial of degree n, and let d be the degree of the splitting of f over F q . Then the degrees of the irreducible factors of f divide d. We show that given d, one can efficiently compute a distinct-degree factorization of f . This reduces polynomial factorization to computation of splitting degrees. Computing the splitting degree of f is equivalent to computing the order of the Frobenius automorphism π, defined above, in the automorphism group Aut(K/F q ). To compute the order of π, we use a quantum period finding algorithm.
2 Estimating the order of an automorphism
Since f is squarefree, π is an automorphism. The cyclic group of automorphisms π is finite. We give a quantum algorithm that efficiently estimates the order of any automorphism σ ∈ π . The quantum algorithm is not new; it is a standard order finding algorithm adapted to our situation. To find the order of an automorphism σ we use the techniques in [13, 16] . The group σ is isomorphic to the additive group Z/rZ for some ineteger r > 0. Since the action of σ on K is determined by the action of σ on x, the powers σ j are represented by the polynomials σ j (x) ∈ K for all j ≥ 0. A polynomial h ∈ K is represented using an array of size n containing the coefficients of h. The number of qubits for representing the elements of K is then n⌈log q⌉. For an integer j and a polynomial h ∈ K, define the action of σ on the state |j |h as
where ⊕ is simply the xor of two qubit arrays.
The main ingredient of order finding algorithms is the quantum Fourier transform (QFT). For any finite group G and any function t : G → C the QFT over G is a specific unitary operator on the vector space C[G] that takes the complex numbers {t(g)} g∈G to another set of |G| complex numbers [10] . We shall only need QFT over the additive group Z/N Z, denoted by F N , where N = 2 m for some integer m. In this case, we have
where k ∈ Z/N Z and ζ N = e 2πi/N ∈ C is a primitive N -th root of unity. Given an integer ℓ > 0, an ℓ-bit estimate of the order r of σ is computed as follows. Prepare two registers with initial value |0 |0 , the first register of length m = 2ℓ + 1 qubits and the second of length n⌈log q⌉ qubits. Create a superposition in the first register to get the state
Applying σ to |ψ and rewriting the resulting sum based on the period r gives
where m b is the largest integer such that m b ≤ (N − b − 1)/r + 1 [13] . Discarding the second register leaves the first register in the superposition state
/f -An integer ℓ < n as a bound for the number of bits by which the order of the automorphism σ is estimated Output: The order r of σ or 'Fail' 1: m := 2ℓ + 1, N := 2 m 2: Prepare registers |0 |0 of length m qubits and n⌈log q⌉ qubits respectively. 3: Create a superposition in the first register and apply σ to get
4: Discard the second register and apply F −1
N to the first register to obtain an integer k such that j 1 /r 1 = k/N is an estimate of j/r for some nearly uniformly random j ∈ Z/rZ 5: Compute r 1 using rational number reconstruction 6: Repeat Steps 2-5 to obtain another r 2 , and compute r := lcm(r 1 , r 2 ) 7: If σ r = id then return r, else return 'Fail' Algorithm 1: Estimate the order of an automorphism where b ∈ Z/rZ is selected nearly uniformly at random. Applying F −1 N and measuring, we obtain an integer k such that k/N is an estimate of j/r for some nearly uniformly random j ∈ Z/rZ. More precisely, one can show that |k/N − j/r| ≤ 1 2N for some nearly uniformly random j ∈ Z/rZ. Using rational number reconstruction, we can obtain integers j 1 , r 1 such that j 1 /r 1 = j/r. Repeating this process, we obtain another pair j 2 , r 2 . It can be shown that r = lcm(r 1 , r 2 ) with probability ≈ 6/π 2 . Therefore, we only need to run the above procedure a constant number of times to obtain r with high probability. This is summarized in Algorithm 1.
Proposition 2. Given a squarefree monic polynomial f ∈ F q [x] of degree n, an element σ ∈ π and an integer ℓ > 0, Algorithm 1 computes the order of σ, or fails, with probability O(1) and in
Proof. The quantum Fourier transform F N and its inverse F −1 N in Steps 3 and 4 are done in O(log N log log N ) = O(ℓ log ℓ) bit operations [4, 3] . For an ineteger j, the power σ j in Step 3 is
Step 3 is performed in O(ℓn 1+o(1) log 1+o(1) q) bit operations. The rational number reconstruction of Step 5 is done at the cost of O(log 1+o(1) N ) = O(n 1+o(1) ) bit operations [17] . Since r < 2 ℓ , Step 7 is done using O(ℓn 1+o(1) log 1+o(1) q) bit operations. Adding these together establishes the claimed complexity.
Computing the order of the Frobenius
Let f ∈ F q [x] be a squarefree polynomial of degree n and let K = F q [x]/f . Let f = f 1 f 2 · · · f k be the factorization of f into distinct irreducible factors. By the Chinese Remainder Theorem, there is an isomorphism of rings
Also note that the Frobenius automorphism π : x → x q of K is the coproduct of the Frobenius automorphisms π i : x → x q of the fields F q [x]/f i . It follows that the order of the group π is d as well.
Given σ ∈ π of order d ′ , one could compute the exact value of d ′ using Algorithm 1 as follows. Start with a small estimation bound ℓ and call the algorithm with input (f, σ, ℓ). If the algorithm does not output 'Fail' then stop, otherwise set ℓ := ℓ + 1 and repeat. This results in too many calls to Algorithm 1 if d ′ is too large. It is therefore crucial to know a reasonable bound on the size d of the group π . To obtain such a bound, one naturally looks at the distinct values of the d i 's above. It turns out that for almost all polynomials f ∈ F q [x] of degree n the degree of the splitting field of f over F q is O(2 polylog(n) ), that is log d ∈ O(polylog(n)). In fact, Knopfmacher proves the following rather precise estimate for the number of distinct values of the d i 's.
Theorem 3 ([15]). The number of irreducible factors of a polynomial
of degree n has mean value log n + O(1) and variance log n + O(1) as n → ∞. In particular, almost all polynomials of degree n have approximately log n irreducible factors.
From Theorem 3 we see that for almost all polynomials f of degree n, if d 1 , . . . , d k are the irreducible degrees of f then
where the first inequality is the arithmetic-geometric mean. Dixon and Panario [5] give a stronger statement for bounds on d based on the analogy between degrees of splitting fields of polynomials of degree n and orders of elements in the symmetric group S n [7, 8] . We state their result here for completeness. Following the notation of [5] , let λ be a partition of n of shape [1 k 1 2 k 2 . . . n kn ], i.e., there are k i parts of size i. Define m(λ) to be the lcm of the i's where k i = 0. For any t > 0 define
where λ ⊢ n denotes a partition λ of n. A monic polynomial f ∈ F q [X] of degree n is said to be of shape λ if the degrees of the irreducible factors of f are the parts of λ. We have w(λ, q) ≤ ce −t/4 for all q and all n ≥ n 0 (t).
In particular, almost all monic polynomials of degree n have splitting fields of degree at most exp((
It follows from the above that for almost all squarefree f , the order d of the Frobenius σ of K can be computed in O(n 1+o(1) log 1+o(1) q) bit operations: we simply call Algorithm 1 with the bound ℓ = log 2 n. There are, however, some f for which d can be as large as exp(c √ n ln n) for some constant c > 0 [7] . In this case, the input bound has to be ℓ = c √ n ln n, so Algorithm 1 computes d in O(n 3/2+o(1) log 1+o(1) q) bit operations. This already dashes the hopes of improving upon the classical bound if we ever wanted to use Algorithm 1 as a subroutine in a polynomial factorization algorithm! Fortunately, this problem can be circumvented by preprocessing f before calling Algorithm 1. We need the following lemma.
be a squarefree polynomial of degree n. Letf be the product of the factors of f with degree higher than n 2/3 . Then the order of the Frobenius automorphism σ of
Proof. Letf =f 1f2 · · ·f r be the irreducible factorization off . Then d i = deg(f i ) > n 2/3 and hence r < n 1/3 . The degree of the Frobenius automorphism σ of
, which is also the degree of the splitting field off over F q . We have, as in (3),
The function y(t) = (n/t) t on R >0 has a global maximum at t = n/e. Therefor, for r < n 1/3 we have n r r < n
Given an f for which d ∈ O(exp(c √ n ln n)), we can first extract all irreducible factors of f of degree at most n 2/3 . This can be done using the algorithm of [14, §8] at the cost of O(n 4/3+o(1) log 2+o(1) q) bit operations. For the remaining polynomialf , the orderd of the Frobeniusσ of F q [x]/f is at most exp( √ n ln n), we obtaind at the cost of O(n 4/3+o(1) log 1+o(1) q) bit operations. Since d is not known a priori, to compute the exact value of d using Algorithm 1, we could set ℓ = c √ n log n, the maximum possible bound. But, as mentioned above, this results in the exponent 3/2 which is not better than the classical exponent for polynomial factorization. Instead, we do the following. We first call Algorithm 1 with the bound ℓ = log 2 n (or ℓ = log c n for any reasonable constant c ≥ 2). If the output is not 'Fail' then we are done. Otherwise, we remove all factors of degree ≤ n 2/3 from f and call Algorithm 1 with the bound ℓ = 3 √ n log n. These remarks are summarized in Algorithm 2. Note that Algorithm 2 also accepts a bound ℓ as an extra parameter. This increases the flexibility of the algorithm that proves useful in later stages of our factorization algorithm, see Algorithm 3.
be a squarefree polynomial of degree n and let d be the degree of the splitting field of f over F q . Given a bound ℓ, Algorithm 2 runs in
• O(n 4/3+o(1) log 2+o(1) q) bit operations otherwise.
Proof. Follows from the previous remarks. 
An algorithm for distinct-degree factorization
In this section, we give a dynamic programing algorithm for the distinct-degree factorization of a squarefree polynomial f (x) of degree n over F q . Our algorithm invokes the quantum algorithm of the previous section in order to determine the order of a power of the Frobenius modulo f . We aim to solve the following subproblem.
Problem. Given a tuple (f (x), s) where f (x) is a squarefree polynomial and s > 0 is an integer that divides the degrees of all irreducible factors of f , produce a set T = { (f 1 , s 1 ) , . . . , (f k , s k )} of tuples such that 1. The polynomials {f i } 1≤i≤k are nontrivial splitting of f unless f has only irreducible factors of degree s (i.e., it is already a distinct-degree part),
To obtain a DDF of f , we start with the tuple (f, 1) and recursively solve the above problem for every output tuple until each tuple is a distinct-degree part of f . Before discussing the solution to the above problem, we recall the following key fact.
Fact. For any integer
is the product of all monic irreducible polynomials whose degree divide d. 1 , we first compute
and then h 1 = g 0 /g 1 . If g 1 is a nontrivial factor of g 0 then add the tuple (h 1
and repeating the same process. Doing this for all i = 2, . . . , ℓ, we obtain a list of tuples
such that h i j is a nontrivial factor of f , s | s i j and s i j divide all irreducible degrees of h i j . We have, by construction, f = h i 1 h i 2 · · · h ir , so the list of tuple T in (4) satisfy conditions 1 and 2 in the above problem. Algorithm 3 uses this procedure to recursively compute a DDF of a given polynomial f . We need to prove that the recursion is not too deep. This is established by Lemma 7.
Lemma 7. Given a squarefree polynomial f ∈ F q [x] of degree n, the recursion depth of Algorithm 3 for the input (f, 1, n) is O(log n). 
Then only two things can happen from (a j (x), s j ) to (a j+1 (x), s j+1 ):
1. α r < β r for all r = 1, . . . , ℓ. In other words, non of the prime powers p
This happens when (a j+1 (x), s j+1 ) is the tuple in Step 9. In this case, s j+1 = s j and
2. α r = β r for at least one 1 ≤ r ≤ ℓ. In other words, d ′ is a multiple of at least one of the prime powers p
i . This happens when (a j+1 (x), s j+1 ) is one of the tuples in Step 10. In this case, ts j | s j+1 for some integer t > 1. Output f and return 4: end if 5: Compute the order d ofσ mod f using Algorithm 2 with inputs (f,σ, log 2 n), and letf be the output polynomial . . , k, case 1 can happen at most e ≤ log n number of times. Since s i ≤ d ′ ≤ n for all i = 1, . . . , k, case 2 can also happen at most log n number of times. Therefore, we always have k ∈ O(log n).
Given a squarefree polynomial f ∈ F q [x] of degree n, calling Algorithm 3 with the input tuple (f, s = 1, n) will produce the DDF of f . The auxiliary input integer n is never changed. It is used in Step 5 to input the bound ℓ = log 2 n to Algorithm 2. This will simplifies the complexity analysis of the algorithm. Note that when the algorithm is called for the first time, if d ∈ O(2 log 2 n ) then we could always assume that this bound holds for the subsequent d's in the the next stages of the recursion: for any input polynomial g of degree m in an intermediate stage we have m < n and g | f so that the order of the Frobenius of 
Proof. Denote by {d, [1, ℓ] ,σ} the problem of computingσ d/p i (x) mod f for all i in the range [1, ℓ] . We recursively solve this problem as follows. Let r = ⌊ℓ/2⌋,
r+1 · · · p . Computing the powers of the Frobenius is done using modular composition. At any level of the recursions, the total number of modular compositions is O(log d). Therefore, at level j we spend O(C(n) log d) operations in F q on modular compositions, and O(2 j M(n)) operations in F q on 2 j polynomial reductions. Since the depth of the recursion is log ℓ, the claimed runtime follows.
Proposition 9. The integer factorization in
Step 6 of Algorithm 3 can be done in O(n 1+o(1) ) bit operations.
Proof. We know that d is n-smooth, i.e., p i ≤ n for all i = 1, . . . , ℓ. If d ∈ O(2 log 2 n ) then d can be completely factored in O(n 1+o(1) ) bit operations using a naive trial division algorithm. So we are left with the case d ∈ O(2 c 3 √ n log n ). For this we use a subproduct tree. Let P = {q 1 , q 2 , . . . , q s } be the set of all primes ≤ n. The subproduct tree for the set P is a binary tree described as follows. The root of the tree is the product q 1 q 2 . . . q s . Now divide the set P into two halves for the left and right subtrees with roots the products q 1 q 2 . . . q ⌈s/2⌉ and q ⌈s/2⌉+1 . . . q s , respectively. Repeating this this process results in a tree with leaves the primes in P . The tree can be built recursively: starting from the leaves, the value of a parent node is the product of the roots of the left and right subtrees. Since two m-bit integers are multiplied in O(m 1+o(1) ) bit operation, it is easily seen that each level of the tree is built at the cost of O(n 1+o(1) ) bit operations. Since the height of the tree is O(log n), the total cost of building the tree is O(n 1+o(1) ) bit operations. Now, given a subproduct tree T for P , we can compute D = {d mod p : p ∈ P } as follows. We reduce d modulo the root of T , and then reduce the resulting value modulo the roots of the left and right subtrees, and so on. The set D is obtained when we reach the leaves. Again, the cost of the reductions at each level of T , and hence the total cost of computing D, is O(n 1+o (1) ). From D we get the complete factorization of d at a negligible cost.
Remark. Another way of factoring d in Proposition 9 is to use a quantum factoring algorithm, see [13] . A nontrivial factor of d can be found in time O(log 2+o ( • O(n 1+o(1) log 2+o(1) q) bit operations if d ∈ O(2 log 2 n ), or
Proof.
Step 1 of the algorithm takes O(C(m) log s + M(m) log q) = O(C(m) log m + M(m) log q) operations in F q or O(m 1+o(1) log 2+o(1) q) bit operations. The cost of Step 5 is given by Proposition 6: if d ∈ O(2 log 2 n ) then it takes O(m 1+o(1) (log 2 n) log 1+o(1) q) bit operations. Otherwise it takes O(m 4/3+o(1) log 2+o(1) q) bit operations.
Step 6 can be done in O(n 1+o(1) ) bit operations according to Proposition 9.
Step 7 is done in O(C(m) log d + M(m) log m) operations in F q or O(m 1+o(1) (log d) log 1+o(1) q) bit operations. For the loop at Step 10, we first compute the valuesσ d/p 1 , . . . ,σ d/p ℓ mod f using Proposition 8 and then compute the gcd's. This takes O(C(m)(log ℓ) log d+ℓM(m) log m) operations in F q . Since the number of prime factors of any integer t is O(log t/ log log t) [11] , we have ℓ ∈ O(log d/ log log d) so the cost of this step is O(m 1+o(1) (log d)(log log d) log 1+o(1) q) bit operations.
If d ∈ O(2 log 2 n ) then, by the above, for an input polynomial of degree m the algorithm takes U (m) ∈ O(m 1+o(1) log 2+o(1) q + m 1+o(1) (log 2 n)(log log n) log 1+o(1) q + n 1+o (1) ) bit operations before the recursive calls. Let d = p ℓ be the prime factorization of d, and let T (n) be the total cost of the algorithm for an input polynomial f of degree n. Then
where {m i } 1≤i≤ℓ is a partition of irreducible degrees of f . Since U is a super-additive function, i.e., U (m 1 + m 2 ) ≤ U (m 1 ) + U (m 2 ) for all m 1 , m 2 , and by Lemma 7, the depth of the recursion is O(log n), we have T (n) ∈ O(n 1+o(1) log 2+o(1) q).
If d / ∈ O(2 log c n ) then for an input polynomial of degree m it is always guaranteed that log d ∈ O(m 1/3+o(1) ). In this case, the algorithm takes U (m) = O(m 4/3+o(1) log 2+o(1) q + n 1+o(1) ) bit operations before the recursive calls. Again since U is a super-additive function and (6) holds, for an input polynomial of degree n, the total cost of the algorithm is T (n) ∈ O(n 4/3+o(1) log 2+o(1) q) bit operations.
Proof of Theorem 1. For a polynomial f ∈ F q [x] of degree n, the squarefree factorization and equal-degree factorization stages take O(n 1+o(1) log 2+o(1) q) bit operations. For the distinct-degree factorization, combining Theorems 4 and 10 gives the desired complexity.
