This article discusses Lipschitz properties of generated aggregation functions. Such generated functions include triangular norms and conorms, quasi-arithmetic means, uninorms, nullnorms and continuous generated functions with a neutral element. The Lipschitz property guarantees stability of aggregation operations with respect to input inaccuracies, and is important for applications. We provide verifiable sufficient conditions to determine when a generated aggregation function holds the k-Lipschitz property, and calculate the Lipschitz constants of power means. We also establish sufficient conditions which guarantee that a generated aggregation function is not Lipschitz. We found the only 1-Lipschitz generated function with a neutral element e ∈]0, 1[.
Introduction
Aggregation of several input values into a single output value is an indispensable tool in many disciplines and applications such as decision making [22] , pattern recognition, expert and decision support systems, information retrieval, etc [6] . There is a wide range of aggregation functions which provide flexibility to the modeling process, including weighted quasi-arithmetic means, ordered weighted averaging functions, Choquet and Sugeno integrals, triangular norms and conorms, uninorms, nullnorms, and many others. There are several recent books that provide details of many aggregation methods [1, 2, 4, 8, 20] .
For applications it is important to design aggregation functions that are stable with respect to small perturbations of inputs (e.g., due to input inaccuracies). Such aggregation functions need not only be continuous, but also Lipschitz continuous [5] . Two classes, kernel and 1-Lipschitz aggregation functions, have been studied in [7, 9, 10] . It is known, for instance, that 1-Lipschitz triangular norms are copulas [1, 8, 18] . More recently, k-Lipschitz t-norms and t-conorms were studied [15] [16] [17] . These functions have the Lipschitz constant k in 1-norm (see below). k-Lipschitz t-norms do not increase the perturbation of inputs due to inaccuracies by more than a factor of k, which is suitable for many applications.
Many aggregation functions are constructed with the help of univariate generating functions, called additive generators. Notable examples are Archimedean triangular norms and conorms, as well as representable uninorms. In this article we examine such generated functions and establish conditions on their generators which guarantee that their Lipschitz constant is not greater than k. We also establish conditions under which generated functions are not Lipschitz.
The structure of this paper is as follows. In Section 2 we recall basic notions and the main classes of aggregation functions. We recall the results concerning k-Lipschitz triangular norms and conorms in Section 3. Section 4 contains our main results concerning quasi-arithmetic means. Section 5 deals with continuous generated functions with a neutral element. We finish the paper with conclusions.
Preliminaries
We restrict ourselves to aggregation functions defined on [0, 1] Well known classes of aggregation functions and their properties are discussed in detail in the books [1, 2, 4, 8, 20] . We will concentrate on continuous Archimedean triangular norms and conorms (t-norms and t-conorms), quasi-arithmetic means and generated aggregation functions with a neutral element. We recall that the dual of a t-norm is a t-conorm, and vice versa, and that the classes of uninorms, nullnorms and quasi-arithmetic means are closed under duality. We recall the following representation theorem.
Theorem 1 [12] Any continuous Archimedean t-norm T admits the following representation
T (x, y) = t is the pseudo inverse of t,
The function t is called an additive generator of T . Strict t-norms are characterized by additive generators satisfying t(0) = ∞, whereas additive generators of nilpotent t-norms satisfy t(0) < ∞. The following construction provides a general class of aggregation functions built by using additive generators.
be a family of continuous non-decreasing functions and let h :
is called a generated function, and ({g i } i∈{1,...,n} , h) is called a generating system.
The monotonicity of functions that form the generating system, along with the fact that h is surjective, ensure that every generated function is an aggregation function. Some properties of generated functions were studied in [11] , among which we note the following: generated functions such that Dom(h) = [−∞, +∞] are always continuous on the whole domain. However the condition Dom(h) = [−∞, +∞] by itself does not necessarily entail lack of continuity.
We concentrate on the case where
if required), and later on extend it to In this paper our main focus is on the following two classes of generated aggregation functions. 
When all the weights are equal (w i = 1 n ), we call this function simply a quasi-arithmetic mean and denote it by M g . Quasi-arithmetic means do not have a neutral element, and they can have an absorbing element when
, p = 0, the quasi-arithmetic mean is called the power mean and is denoted by M [p] . The limiting cases p → −∞, p → ∞ and p → 0 correspond to the minimum, maximum and the geometric mean respectively. its pseudo-inverse, 
Definition 4 (Generated aggregation functions with neutral element)
Of course, duality w.r.t. standard negation preserves the Lipschitz property (and the Lipschitz constant). It is easy to see that if an aggregation function f is k-Lipschitz, it is also m-Lipschitz for any m ≥ k. Also any convex combination of k−Lipschitz aggregation functions f = αf 1 +βf 2 , α+β = 1, α, β ≥ 0, is k−Lipschitz. If f is continuously differentiable, the Lipschitz constant k in 1-norm is simply the least upper bound on the partial derivatives of f . For example, if f is a product, then
. . x n , and the maximum of this expression is reached at 1, hence the product is 1-Lipschitz. We also remind that for univariate functions, the Lipschitz condition implies differentiability almost everywhere, which implies the existence of left-and right-derivatives. The supremum of the left-and right-derivatives is then the Lipschitz constant.
k-Lipschitz triangular norms
The class of k-Lipschitz t-norms, whenever k > 1, has been characterized in [15] . 1-Lipschitz t-norms are copulas, see [1, 2, 8] . 1-Lipschitz Archimedean t-norms are characterized by convex additive generators g.
The k-Lipschitz property implies continuity of the t-norm. Characterization of all k-Lipschitz t-norms is reduced to the problem of characterization of all Archimedean k-Lipschitz t-norms.
Obviously, if k = 1, the function g is convex.
Observe that, if a strictly monotone function is k-convex then it is also a continuous function on ]0, 1[. A decreasing function g can be k-convex only for k ≥ 1. Moreover, when a decreasing function g is k-convex, it is also m-convex for all m ≥ k. In the case of a strictly increasing function g , it can be k-convex only for k ≤ 1. Moreover, when g is k-convex, it is m-convex for all m ≤ k.
Considering k ≥ 1 and a strictly decreasing function g, we provide the following characterization given in [15] .
] be a continuous Archimedean t-norm and let
g : [0, 1] → [0, ∞], g(1) = 0 be an additive generator of T . Then T is k-Lipschitz if and only if g is k-convex. Corollary 1 [19] Let g : [0, 1] → [0, ∞] be an additive generator of a t- norm T which is differentiable on ]0, 1[ and let g (x) < 0 for 0 < x < 1. Then T is k-Lipschitz if and only if g (y) ≥ kg (x) whenever 0 < x < y < 1. Corollary 2 [15] Let T : [0, 1] 2 → [0, 1
] be an Archimedean t-norm and let
The following useful results follow from Corollary 1. They help to determine whether a given piecewise differentiable t-norm is k-Lipschitz. 
holds for every 
Consider two related classes of aggregation functions. 
each nullnorm univocally defines a t-norm and a t-conorm and vice versa. Then it is clear that a nullnorm V is k-Lipschitz if and only if the underlying t-norm and t-conorm T V and S

Quasi-arithmetic means
Quasi-arithmetic means, given in Definition 3, are a class of generated aggregation functions. We start with bivariate quasi-arithmetic means. We recall that quasi-arithmetic means are continuous if and only if Ran(g) = [−∞, ∞] [11] , and that their generators are not defined uniquely, i.e., if g(t) is a generating function of some weighted quasi-arithmetic mean, then ag(t) + b, a, b ∈ , a = 0 is also a generating function of the same mean provided
and g 2 (t) = −t p + 1 generate the same power mean M [p] . For this reason, one can assume that g is monotone increasing, as otherwise we can simply take −g.
We shall consider two cases: I) g(0) = 0, g(1) = 1, and II) g(0) = −∞, g(1) = Const < ∞. Of course, by duality we also cover the case g(1) = ∞, g(0) > −∞, and by using appropriate linear transformations, all generators can be reduced to the mentioned cases. 
Case of finite generators
We start with the case I) of g finite. We show that M g is k−Lipschitz =⇒ g is Lipschitz =⇒ g has left-and right-derivatives on [0, 1]. Then characterization of k−Lipschitz quasi-arithmetic means is expressed as (5) below for smooth generators, and as (6) for non-smooth generators.
First, let us show that g must be Lipschitz on [0,1].
Lemma 1 Let g be finite, continuously differentiable and locally Lipschitz except at a point
a ∈ [0, 1]. Then M g is not k-Lipschitz for any k.
Proof.
Suppose that M g is k-Lipschitz, which means it is differentiable almost everywhere in its domain (Rademacher's theorem, e.g., [21] ), and we must have
whenever such a derivative exists, and similarly for the other partial derivative. Since M g is symmetric, only the derivative with respect to x is needed.
Since g is strictly increasing we must have
Since g is finite, M g does not have an absorbing element. Let lim
≤ N < ∞ (because g is locally Lipschitz). Then inequality (4) fails, because we can always choose such x = a, that g (x) > 2kN , which would give us
which is false. Then ∂Mg ∂x > k, hence M g is not Lipschitz.
Theorem 2 Let M g be a quasi-arithmetic mean with a finite increasing generator g. The necessary and sufficient conditions for M g to be k-Lipschitz are:
• If g is continuously differentiable, for all x ∈ [0, 1]:
• If g is not differentiable, using left-and right-derivatives g − , g + :
for all x ∈]0, 1[, and only one of the above inequalities for x = 0 and x = 1. 
Following the same procedure as in Lemma 1,
from which we obtain condition (5). If g is not differentiable, then we adapt (5) by using left-and right-derivatives. Sufficiency is straightforward, because the bounds on the partial derivatives of M g (resp. left-and right-partial derivatives) on the whole domain imply k-Lipschitz.
Remark 1 If g is finite and concave increasing, then it is sufficient to check
1 2 g (x) ≤ kg (M (x, 1)) = k(g • g −1 ) g(x) 2 + 1 2 ,
(and similarly for left-and right-derivatives if g is not smooth). If g is finite and convex increasing, it is sufficient to check
Let us provide some examples of Lipschitz and non-Lipschitz quasi-arithmetic means.
Example 1 If g is linear (M g is the arithmetic mean), g (x) = const, and
is not Lipschitz by Lemma 1.
Case of infinite generators
Now we turn to case II), g(0) = −∞, which entails that 0 is the absorbing element of M g . We have an analogue of Lemma 1. The proof is similar, except that it fails for a = 0, hence the modification. 
Condition (7) may or may not be satisfied depending on the rate at which M (x, y) → 0 as x → 0. The choice of y > 0 is irrelevant as g(y) is finite and disappears under the limit. To see this
Example 4 If g(x)
Condition (7) deals with the asymptotic behavior of the additive generators near 0. Its direct verification for a given g may be difficult. In the remainder of this section we will establish two sufficient conditions that guarantee that a quasi-arithmetic mean is not Lipschitz (although it is continuous). These conditions are easier to verify, and they provide a tool for a quick screening of additive generators with respect to their suitability for applications.
One sufficient condition involves an inequality on the derivatives of the inverse of an additive generator. The other condition is that a decreasing additive generator cannot decrease slower than a certain rate (1/polynomial) when x → 0. We will express this rate through the growth of an auxiliary function 1 g −1 , for which the growth is expressed in traditional terms (e.g., polynomial) when x → ∞. First, two simple auxiliary results.
Lemma 3 If two functions f, g are continuous and differentiable at
x = 0 and, f (0) = g(0) and f (x) ≥ g(x) for x > 0, then f (0) ≥ g (0).
Proof. Follows directly from the definition of the derivative.
The next result is a well-known condition for comparability of quasiarithmetic means, see, e.g., [3] . 
Proof. We will show that M [p] ≤ M g for any −1 < p < 0, and hence by Lemma 
Therefore
Remark 2 The generator g can be either increasing or decreasing. Clearly when changing g to −g, we change h(x) to h(−x). Then h changes the sign but h does not, hence the inequality in Theorem 4 is the same for either increasing or decreasing generators.
Example 6 Using the geometric mean
For the sake of convenience, we will formulate our next result for decreasing additive generators satisfying g(0) = ∞. To obtain the respective condition on the increasing generators, we simply invert the sign of g. 
Proof.
Fix y so that g(y) = h −1 (y) = 0, which is always possible (we remind that g is defined up to an arbitrary linear transformation).
.
Since h decreases faster than the power function p(z) = Cz r , l'Hôpital's rule gives
For convenience of notation take p such that
Since q can be arbitrarily large, the derivative is unbounded and M g is not Lipschitz. [2, 8] by the equation
, it grows faster than a polynomial, hence the resulting mean is not Lipschitz either. Note that this quasi-arithmetic mean is related to the Aczél-Alsina family of t-norms
M g = (T AA r ) 1 r √ 2 , which shows directly that M g is not Lipschitz (f (x) = M g (x, 1) = T AA r (x, 1) 1 r √ 2 = x 1 r √ 2 is not Lipschitz).
Example 8 Consider the generator g(x)
. From the previous example, r = 2 and we know the resulting mean is not Lipschitz, however this would not have been apparent from the application of Theorem 4,
Weighted quasi-arithmetic means
Consider weighted quasi-arithmetic means M w,g . We recompute conditions (6) and (7) for the case of unequal weights. For this we take partial derivatives with respect to all arguments. The Lipschitz constant is the largest, hence we have conditions
where the minimum for z is over [M (x, 0, . . . , 0), M (x, 1, . . . , 1)], and
with c ∈]0, 1]. Conditions (9) and (10) can also be used for symmetric means in the multivariate case, where max w i = 1 n . It is clearly seen that the higher the number of variables, the smaller is the Lipschitz constant, if it exists.
Continuous generated functions with neutral element
Consider generated aggregation functions in Definition 4. f has neutral element e and is continuous on [0, 1] n [11] . Similarly to uninorms (see Section 2), f acts on [0, e] n as a continuous scaled t-norm T f built from the additive generator g T (t) = −g(et) (underlying t-norm), and f acts on [e, 1] n as a continuous scaled t-conorm S f built from the additive generator g S (t) = g(e+(1−e)t) (underlying t-conorm). Note that, either T f , or S f , or both are necessarily nilpotent (if both are strict, Ran(g) = [−∞ + ∞] and we obtain a representable uninorm, which is discontinuous).
Conversely, given a value e ∈]0, 1[, a continuous t-norm T with an additive generator g T and a continuous t-conorm S with an additive generator g S , the mapping g :
defines a generated aggregation function with the neutral element e, with the help of (2). If either T or S or both are nilpotent, and both are continuous, then f is continuous. If T f is strict, 0 is the absorbing element of f , and if S f is strict, 1 is the absorbing element of f . In these cases we note that f cannot be k−Lipschitz for k < 1/e (or k < 1/(1 − e) respectively), since f (e, 1) = 1, f (0, 1) = 0 (or f (0, e) = 0, f (0, 1) = 1 respectively). Let us now concentrate on k-Lipschitz generated functions. First, consider the case of both T f and S f being nilpotent (both g(0) and g(1) are finite). By applying the results of Section 4 we have the conditions analogous to (5) (or (6)), except that the factor 1 2 is not present, namely:
Remark 4 Since the additive generators of
Note that f (x, y) ranges over [0, f (x, 1)] for x ≤ e and over [f (x, 0), 1] for x ≥ e in (11). This implies k−concavity of g on [0, e] and 1 k -convexity on [e, 1]). A function g is called k−concave if −g is k−convex (we remind that g is increasing in (2), as opposed to the case of t-norms in Section 3). This is not surprising, given that f is k−Lipschitz only if the underlying t-norm and t-conorm are both k−Lipschitz. However, condition (11) (11) Consider now the case of one of T f , S f being strict, let it be T f . Then we also need the limit condition analogous to (7),
In this case 0 is the absorbing element of f . However, it is easy to check that both x and f (x, y) tend to 0 at the same rate for any y, and the limit in (12) is 1. Hence condition (12) is always satisfied. This implies that Theorems 4 and 5 are no longer true for this type of aggregation functions. exp(x)). Then f (x, y) = min(1, 2xy), which is 2-Lipschitz.
Conclusion
k-Lipschitz aggregation functions are important for applications because they limit the changes in the outputs due to input inaccuracies, to a fixed factor of k. k-Lipschitz triangular norms and conorms have been already characterized by k-convex additive generators, however no analogous results were available for other aggregation functions such as quasi-arithmetic means and generated functions with a neutral element. In this work we have established: a) verifiable conditions which guarantee that an aggregation function is k−Lipschitz for a given k, and b) alternative sufficient conditions which guarantee that an aggregation function is not Lipschitz. We also presented various examples of both Lipschitz and non-Lipschitz aggregation functions.
Interestingly, we found that the only 1-Lipschitz generated aggregation function with a neutral element is the one which has the Lukasiewicz underlying t-norm and t-conorm. Our results will benefit those who design aggregation functions for practical applications, as they allow one to make an informed choice on suitability of specific functions for these applications.
