Regenesis and quantum traversable wormholes by Gao, Ping & Liu, Hong
MIT-CTP/5067
August 23, 2019
Regenesis and quantum traversable wormholes
Ping Gao1 and Hong Liu2
1Center for the Fundamental Laws of Nature,
Harvard University, Cambridge, MA 02138
2Center for Theoretical Physics,
Massachusetts Institute of Technology, Cambridge, MA 02139
Abstract
Recent gravity discussions of a traversable wormhole indicate that in holographic systems sig-
nals generated by a source could reappear long after they have dissipated, with the need of only
performing some simple operations. In this paper we argue the phenomenon, to which we refer as
“regenesis”, is universal in general quantum chaotic many-body systems, and elucidate its underly-
ing physics. The essential elements behind the phenomenon are: (i) scrambling which in a chaotic
system makes out-of-time-ordered correlation functions (OTOCs) vanish at large times; (ii) the
entanglement structure of the state of the system. The latter aspect also implies that the regenesis
phenomenon requires fine tuning of the initial state. Compared to other manifestations of quantum
chaos such as the initial growth of OTOCs which deals with early times, and a random matrix-
type energy spectrum which reflects very large time behavior, regenesis concerns with intermediate
times, of order the scrambling time of a system. We also study the phenomenon in detail in gen-
eral two-dimensional conformal field theories in the large central charge limit, and highlight some
interesting features including a resonant enhancement of regenesis signals near the scrambling time
and their oscillations in coupling. Finally, we discuss gravity implications of the phenomenon for
systems with a gravity dual, arguing that there exist regimes for which traversability of a wormhole
is quantum in nature, i.e. cannot be associated with a semi-classical spacetime causal structure.
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I. INTRODUCTION
When a circuit is disconnected from its battery, the electric current flowing through it
quickly stops, due to dissipation.
Using modern language, treating the circuit and its environment as a single isolated
quantum system, we say the current is scrambled among other degrees of freedom of the
system. Once a signal is dissipated (or scrambled), it cannot be recovered in practice, as
to do that one needs to have control over the full quantum state of the system, which in
practice is never possible for a system of many degrees of freedom.
In this paper we discuss a new phenomenon, based on the recent discussion of a traversable
wormhole [1–5], where the current signal can re-appear with the need of only performing some
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simple operations.
Let us first describe the setup using field theory language (see also Fig. 1). Consider
two identical uncoupled quantum systems, to which we will refer as L,R systems. The
Hamiltonians for them are respectively HL and HR which by definition have the same set
of eigenvalues {En} with respective energy eigenstates |n〉L,R. Suppose L,R systems are
arranged in a special entangled state such that at t = 0 it is given by a thermal field double
state [6]
|Ψβ〉 = 1
Zβ
∑
n
e−
βEn
2 |n¯〉L |n〉R , Zβ =
∑
n
e−βEn (1.1)
where |n¯〉 denotes time reversal of |n〉. |Ψβ〉 has the property that if one operates solely in
one of the systems one finds a thermal state at inverse temperature β. Consider at some
time t = −ts < 0 turning on an external source ϕR for some few-body Hermitian operator
JR for a short interval.1 In the R system there is an induced expectation value
〈
JR(t)
〉 ≡〈
Ψβ|JR(t)|Ψβ
〉
, but there is no response in the L system as by definition [JL, JR] = 0. As
usual
〈
JR(t)
〉
will dissipate and decay quickly to zero after ϕR is turned off.
Now couple the two systems at t = 0, with the total Hamiltonian
H = HL +HR − gV δ(t = 0) (1.2)
where g is a coupling and V is an operator involving both L and R systems, e.g. a simplest
choice is
V = OL(0)OR(0) (1.3)
for some few-body operator O(x). The surprising result from the gravity analysis of [2] is
that a signal will re-appear in the L-system if ts is larger than the scrambling time t∗ of the
L,R system.2 Note that here O and J are generic few-body operators which do not need to
have any common degrees of freedom between them.
The purpose of this paper is to argue that this phenomenon, to which we will refer below
as “regenesis,” is universal for generic quantum chaotic systems, to elucidate its underlying
physics, to study it in detail in a class of field theories, and to discuss its gravity implications.
1 The time interval is taken to be much smaller than ts.
2 Scrambling time is defined here as the time scale when
〈
[V (t),W (0)]2
〉
between generic few-body operators
V,W become O(1).
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FIG. 1. The setup for the regenesis phenomenon. At t = −ts, uncoupled systems L,R are in an
entangled state (1.1). The signal in JR disappears shortly after we turn off the source ϕR. At t = 0,
we turn on a local coupling between L and R for a short time, which we have approximated as a
delta function in time in (1.2). At t = ts, the signal reappears in the L system if ts is sufficiently
large. The reappeared signal is not identical to the original signal, but related by a transformation.
A general result we obtain is that in a generic chaotic system for t, ts  t∗: (i)
〈
JL(t)
〉
g
is supported only for t ≈ ts where 〈· · ·〉g denotes expectation value in (1.1) with a nonzero
g; (ii) as a function of ts,
〈
JL(t = ts, ~x)
〉
g
has the following behavior〈
JL(ts, ~x)
〉
g
≈ C(g)ϕR(−ts, ~x), ts  t∗ (1.4)
where C(g) is an O(1) constant depending on g. We thus find the “input signal” ϕR from
the R system at t = −ts regroups at t = ts in the L system long after it has dissipated!3
The result (1.4) is insensitive to the specific form of L− R interaction V . The behavior for
a system with ts ∼ t∗ is more complicated and will be mentioned later.
The essential elements behind the regenesis behavior (1.4) are: (i) scrambling in a chaotic
system makes out-of-time-ordered correlation functions (OTOCs) vanish for t  t∗ [7, 8],
3 Note that in (1.4) signals which are input earlier in the R systems appear later in the L system, so in fact
what one finds is the time reversed form of the input signal.
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and (ii) the entanglement structure of (1.1) which strongly correlates an operator inserted at
(−t, ~x) with an operator at (t, ~x). Compared to other manifestations of quantum chaos such
as the initial growth of OTOCs which deals with early times, and a random matrix-type
energy spectrum which reflects very large time behavior, the regenesis phenomenon concerns
with intermediate times, of order the scrambling time of a system. Instead of making the
signal to appear at the same spatial location ~x, by considering a slight variation of (1.1) one
could also make the signal from (−t, ~x) to regroup at (t, ~x+ ~a) for some ~a.
One may wonder what happens if we consider the same setup in a few-body or integrable
system. In general, with g 6= 0, some response will be generated in the L-system: interactions
among each subsystem will manage to communicate the effects of ϕR to JL. But there are two
crucial differences: (1) it will not be “regenesis,” as in a few-body system (or in integrable
systems) there is no dissipation, so the original signal in the R-system will remain there
forever; (2) the signal generated in the L-system will depend sensitively on the specifics of
an individual system and the operators used. In contrast, in chaotic systems, the behavior
is universal, independent of all the details.
At first sight, the regenesis phenomenon appears to be miraculous: how can a dissipated
signal regroup with a very simple operation like (1.3)? If one wants to be melodramatic,
we could imagine that by turning on ϕR, we create a “cat” in the R system. The cat lives
for a while, and dies. Eventually her body will be fully scrambled with the environment.
Now it appears that we could bring her back to life in the L-system by simply turning on
a gV ! There are two important catches here. Firstly, the success of the operation in fact
requires extreme fine tuning in how we prepare the initial state at −ts when we turn on the
external source ϕR. The state should be prepared such that as the system evolves to t = 0,
the system is in the thermal field double state (1.1). This is a highly nontrivial requirement
as the scrambling time t∗ could be macroscopic for a macroscopic system, and as we will
see explicitly the regenesis phenomenon is somewhat fragile: various modifications could
destroy the behavior (1.4). A second catch is that as we will discuss later (in Sec. II D),
at least for the regime t, ts  t∗, the signal (1.4) is quantum in nature, i.e. the variance
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is always comparable to the expectation value itself, and one cannot cut down fluctuations
using macroscopic measurements.
We also study the regenesis phenomenon in two-dimensional conformal field theories
(CFT) in the large central charge limit which is known to be chaotic [9]. That is, we
take L and R systems to be (1+1)-dimensional and described by a CFT. We consider
c  ∆J  ∆O ∼ O(1) where c is the central charge of the system, and ∆O,∆J are re-
spectively the scaling dimensions of few-body operators O and J . In this regime we can
obtain the behavior of
〈
JL(t)
〉
g
in detail by applying the techniques of [10–12]. In addi-
tion to (1.3) we will also consider two other types of couplings (in (1.5) α denotes different
operator species)
V =
1
k
k∑
α=1
OLα(0)ORα (0) (1.5)
which were considered in [2] in the large k limit, and
V =
1
L
∫ L
2
−L
2
dxOL(x)OR(x) . (1.6)
For (1.5) our CFT results are fully consistent with the gravity results of [2] for a (0 + 1)-
dimensional holographic system.
We will refer to (1.3) as a single-channel coupling, while (1.5)–(1.6) as multiple-channel,
one from multiplicity of operators, one from spatial integrations. Their local spacetime
structure is chosen to maximally take advantage of the entanglement structure of (1.1).
Here is a brief summary of the main features found in explicit CFT calculations (some of
these features are also present in the gravity results of [2] for (1.5)):
1. In all cases, as a function of ts, one can separate the behavior of
〈
JL(ts)
〉
g
into three
different regions: (1) ts  t∗ (sub-scrambling region), where
〈
JL(ts)
〉
g
is exponentially
small and can be considered to be zero for practical purposes; (2) ts ∼ t∗ (transition
region), where
〈
JL(ts)
〉
g
becomes O(1); (3) ts  t∗ (stable region), where
〈
JL(ts)
〉
g
is
given by (1.4). Here the scrambling time is given by t∗ =
β
2pi
log c
6pi
.
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FIG. 2. The behavior of
〈
JL(ts)
〉
g
for three regimes of ts. (a) is a cartoon for (1.5) with transition
regime of length O(β), and the resonant enhancement could be pronounced. (b) is for (1.6) with
the size of the transition region of order O(L) for L β.
2. For (1.3) and (1.5) the transition region is very narrow, of order O(β), while for (1.6)
the transition regions is lengthened to O(L) for L β. See Fig. 2.
3. An interesting effect for (1.5) in the transition region is that, with a choice of a sign
for g, the magnitude of
〈
JL(ts)
〉
g
could be exponentially large in g, to which we refer
as resonant enhancement. See Fig. 2(a) for a cartoon.
4. For (1.5)–(1.6), C(g) in (1.4) is given by
C(g) = 2GJ sin(gG) (1.7)
is oscillatory in g. GJ and G are some constants. For (1.3) there appears no oscillation
in g, and we find for large g
C(g) ∝ g−1 . (1.8)
Our field theory studies also have important implications for the understanding of the
traversability of a wormhole on the gravity side. In [1, 2], the basic picture is that the two-
sided coupling (1.3) (or (1.5)–(1.6)) generates negative-energy excitations which in turn de-
form the spacetime causal structure of the wormhole geometry, allowing signals to propagate
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FIG. 3. Left: in a wormhole described by (1.1), due to entanglement between the two boundaries,
there are virtual particles which can propagate between them. The non-traversability can be
understood as coming from perfect destructive interference between the process of a virtual particle
traveling from R to L, and the mirror process of traveling from L to R. Right: turning on interaction
V subtly changes the entanglement structure and gives a phase for each propagation. Now the
destructive interference is no longer perfect, resulting propagations of “real” particles between the
boundaries. Note that the interference is not a process between “future” and “past” as the related
two boundaries are actually spacelike separated. It is possible to boost the frame such that it occurs
on one spatial slice.
between the two boundaries of a wormhole. Combining our results and those from gravity cal-
culations of [2], we argue that there exist physically distinct scenarios for traversability from
causal propagation through the wormhole. For example, in the regime as described by (1.4),
the traversability appears quantum in nature, i.e. cannot be associated with a semi-classical
spacetime causal structure. Instead it appears to involve breaking of a delicate destructive
interference, see Fig. 3 for a cartoon picture (which is appropriate for ts  t∗).
The plan of the paper is as follows. In Sec. II we present a general argument for the
regenesis phenomenon, explain the quantum nature of the signal, and discuss its robustness.
We also present a simple qubit model as a contrast study of this phenomenon in a few-
body system. In Sec. III we outline the main steps of the calculation of
〈
JL(t)
〉
g
in a
two-dimensional CFT in the large central charge limit, with details of the calculation given
in Appendix C and Appendix D. Details on the CFT calculation of the robustness of the
phenomenon is given in Appendix E. In Sec. IV we analyze the results obtained in Sec. III
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and various Appendices. In Sec. V we discuss gravity interpretation of our results, including
a detailed comparison with the results of [2]. In Sec. VI we conclude with various discussions,
including future directions and experimental realizations.
II. A GENERAL ARGUMENT FOR THE REGENESIS PHENOMENON
In this section we present a simple argument for the regenesis behavior (1.4) for a general
quantum chaotic system and discuss the robustness of the phenomenon, i.e. how it fares
against imperfections of the preparation of |Ψβ〉. The results of this section are consistent
with the gravity results of [2] for holographic systems, and will be further confirmed through
explicit calculations in two-dimensional CFTs in the large central charge limit in subsequent
sections.
A. More on the general setup
As discussed in the Introduction we consider L and R systems in a thermal field double
state (1.1). In this state, the expectation value of any set of operators which act only on one
of the systems is given by the thermal average with inverse temperature β, e.g.
〈
Ψβ|OL1 · · · OLn |Ψβ
〉
=
1
Zβ
Tr
(
e−βHO1 · · · On
) ≡ 〈O1 · · · On〉β (2.1)
where on the right hand side the trace is performed in the left system and 〈· · ·〉β denotes
thermal average at inverse temperature β. For notational simplicity we have dropped L
labels. We will do this for the rest of the paper: below any quantities with no explicit labels
should be understood as in the L system.
By definition any operators from L system commute with those of R system, i.e.
[OL(x), JR(x′)] = 0, ∀ O, J, x, x′ (2.2)
where x denotes spacetime coordinates, i.e. x = xµ = (t, ~x) and ~x are spatial coordinates.
Consider turning on a source ϕR for some generic (hermitian) few-body operator JR, i.e.
10
perturbing the action SR of the right system by
SR → SR +
∫
ddxϕR(x)JR(x) . (2.3)
We will choose J such that its thermal expectation value is zero. Then at linear order in ϕR
we have〈
JR(x)
〉
=
∫
ddx′GRR(x, x′)ϕR(x′), GRR(x, x′) = iθ(t− t′)〈[JR(x), JR(x′)]〉
β
. (2.4)
For g = 0, there is no response in the left system〈
JL(x)
〉
= 0 (2.5)
due to (2.2). On general ground one expects that the thermal response function GRR for a
non-conserved quantity to behave for large t− t′ or large |~x− ~x′| as
GRR(t, ~x, t′, ~x′) ∼ e− |t−t
′|
τr , GRR(t, ~x, t′, ~x′) ∼ e− |~x−~x
′|
`r (2.6)
where τr, `r are respectively relaxation time and length, both of which will be treated as
microscopic, i.e. much smaller than typical scales involved in ϕR. For a scale invariant
system, they are both of O(β), see e.g. (3.2). Thus
〈
JR
〉
will quickly decay to zero in a time
scale of order τr after the source is turned off.
Now with g nonzero in (1.2) we would like to see whether there is a response on the L
side. We take the source ϕR to be turned on for a short period around t = −ts < 0 such that〈
JR(t)
〉
will have long decayed to zero before V is turned on at t = 0. From Appendix A,
we find at full nonlinear level in ϕR〈
JL(t)
〉
g
=
〈
Φ|JL(t)|Φ〉 = 〈Ψβ| e−i ∫ dsϕR(s)JR(s)e−igV JL(t)eigV ei ∫ dsϕR(s)JR(s) |Ψβ〉 (2.7)
with |Φ〉 defined as
|Φ〉 ≡ eigV ei
∫
dsϕR(s)JR(s) |Ψβ〉 . (2.8)
Expanding (2.7) to linear order in ϕR we then find〈
JL(x)
〉
g
=
∫
ddx′GLR(x, x′)ϕR(x′), (2.9)
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with (note we take both J and O to be Hermitian operators)
GLR(x, x′) = iθ(t− t′)〈Ψβ|[JL(x), JR(x′)]|Ψβ〉g = iθ(t− t′)(W (x, x′)−W ∗(x, x′)), (2.10)
W (x, x′) =
〈
Ψβ|e−igV JL (x) eigV JR (x′) |Ψβ
〉
. (2.11)
B. Entanglement structure
The thermal field double state (1.1) has a rather specific entanglement structure between
L and R systems. It can be checked that the state generated from a Hermitian operator
JR acting on |Ψβ〉 can be reproduced from the action of JL in the L system with a shift in
imaginary time, i.e.
JR |Ψβ〉 = η∗JL(iβ/2) |Ψβ〉 (2.12)
where η is the phase factor associated with time reversal on J and will be dropped subse-
quently as it will not play any role. Furthermore,
(HL −HR) |Ψβ〉 = 0, → e−iHLt |Ψβ〉 = e−iHRt |Ψβ〉 . (2.13)
The combination of (2.12)–(2.13) implies that
JR(t) |Ψβ〉 = eiHRtJRe−iHRt |Ψβ〉 = e−iHLteiHRtJR |Ψβ〉
= e−iH
LtJL(iβ/2)eiH
Lt |Ψβ〉 = JL(−t+ iβ/2) |Ψβ〉 (2.14)
where we have used L and R operators commute and (2.13) repeatedly. Note that (2.14)
applies to a complex t with Im t ∈ (0, β/2). By using the above equation repeatedly we
further find that
JR1 (t1)J
R
2 (t2) · · · JRn (tn) |Ψβ〉 = JLn (−tn+iβ/2) · · · JL2 (−t2 +iβ/2)JL1 (−t1 +iβ/2) |Ψβ〉 (2.15)
where subscripts label different operators. Due to the entanglement structure of |Ψβ〉, we see
from (2.14)–(2.15) that operators inserted at (t, ~x) in the R system are strongly correlated
with those inserted at (−t, ~x) in the L system. In other words, there appears a “time
reversal symmetry” between L and R systems. We will refer to such a pair of points as
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an entangled pair. This simple fact will play a key role in understanding the results of
the paper. Moreover, the interactions (1.3) and (1.5)–(1.6) are chosen to involve couplings
between operators inserted at entangled points, which as we will see makes the teleportation
most efficient.
From (2.14) we have
〈
Ψβ|JL(t, ~x)JR(−t′, ~x′)|Ψβ
〉
=
〈
JL(t, ~x)JL(t′ + iβ/2, ~x′)
〉
β
∼
e
− |t−t′|
τr |t− t′|  τr
e−
|~x−~x′|
`r |~x− ~x′|  `r
(2.16)
where in the second equality we have again displayed the usual behavior for a thermal two-
point function. An explicit example of (2.16) is given by (3.3) for a two-dimensional CFT,
for which τr = `r =
β
2pi
. Treating τr, `r as microscopic, we see that the two-side correlation
function (2.16) is essentially nonzero only for t ≈ t′ and ~x ≈ ~x′, and we will denote
GJ ≡
〈
Ψβ|JL(t, ~x)JR(−t, ~x)|Ψβ
〉
(2.17)
which is a constant from spacetime translational symmetries.
C. Regenesis behavior for quantum chaotic systems
Now let us examine the behavior of (2.7) (or its linear version (2.11)) for a general chaotic
system. We will take x = (t, ~x) and x′ = (−ts, ~x′) with ts > 0. First consider g = 0. Since
JR commutes with JL, equation (2.7) then reduces to
〈
Ψβ|JL|Ψβ
〉
= 0. For g 6= 0, at
small t, since O and J are generic few-body operators, whose degrees of freedom in general
do not overlap, [J(t), V ] ≈ 0, which again leads to 〈JL(t)〉
g
≈ 0. As time increases, J(t)
grows and scrambles in the space of degrees of freedom. At sufficiently large t, [J(t), V ]
becomes non-negligible; the time scale that this happens defines the scrambling scale t∗.
Thus
〈
JL(t)
〉
g
(thus also GLR) can be non-negligible only when t is of the scrambling scale
t∗.
Also due to the entanglement structure of (1.1), as manifested in (2.16), we expect W
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defined in (2.11) to be non-vanishing only when ts and t are close. So ts also has to be of order
or larger than t∗ for GLR to be nonzero. Similarly for the full nonlinear expression (2.7).
When t, ts are of order the scrambling scale, even at linear order in ϕ
R, the expression for〈
JL
〉
g
is complicated. We will study the behavior of W and GLR in detail for various choices
of V in subsequent sections in two-dimensional CFTs. Here we show that when t, ts  t∗
the behavior of full nonlinear expression (2.7) is very simple .
For clarity we will illustrate the main argument using the linear expression (2.11). Con-
sider expanding the exponential eigV between JL and JR in power series of g, then at n-th
order one gets correlation functions of the form
Mn =
〈
Ψβ|e−igV JL(t)(OL(0)OR(0))nJR(−ts)|Ψβ
〉
(2.18)
where we have suppressed all the spatial dependence. Note that the precise form of V is not
important and we have only schematically indicated that it has the form of some product of
OLOR inserted at t = 0. Now using repeatedly (2.15), we can write (2.18) as
Mn =
〈
Ψβ|e−igV JL(t)(OL(0))nJL(ts + iβ/2)(OL(iβ/2))n|Ψβ
〉
(2.19)
with J and (OL)n out-of-time-ordered.
Now for a general quantum chaotic system, due to scrambling, we expect
Mn → 0, t, ts  t∗ for n ≥ 1 (2.20)
with t∗ the scrambling time of the system. Thus for t, ts  t∗, equation (2.11) should reduce
to
W =
〈
Ψβ|e−igV JL(t, ~x)JR(−ts, ~x′)|Ψβ
〉
. (2.21)
Notice that expanding the exponential eigV in (2.21) in power series of V will now give rise
to only time-ordered correlation functions (TOCs). On general grounds, one expects that
such TOCs to factorize at large time separations between J and O insertions, we then find4
W ≈ 〈e−igV 〉〈JL(t, ~x)JR(−ts, ~x′)〉 . (2.22)
4 The conclusion was obtained before in the large k limit of (1.5) for holographic systems using gravity
calculation in [2].
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From (2.10), (2.17) and the discussion below (2.16), we thus find that GLR(t, ~x;−ts, ~x′) is
nonzero only for t ≈ ts and ~x ≈ ~x′ with
GLR(ts, ~x;−ts, ~x) = C(g) = const (2.23)
and
C(g) = −2GJ Im
〈
e−igV
〉
. (2.24)
For ϕR slowly varying at the scales of τr, `r, we thus see (2.9) reduces to〈
JL(ts, ~x)
〉
g
≈ C(g)ϕR(−ts, ~x), ts  t∗ . (2.25)
Note that generically we expect
〈
e−igV
〉
to be complex and O(1) as already mentioned the
operator V is designed to couple OL,R at entangled points.
It is interesting that the sole effect of turning on the interaction V between two subsystems
is to generate a phase so that W is no longer real, resulting a nonzero GLR. Through the
entanglement structure of Ψβ, information of the source ϕ
R is already present in the L
system, just as in the usual EPR story. Heuristically, the effect of turning on V is to turn
this information into “real” physical signals.
The above discussion can be immediately generalized to the full nonlinear expression (2.7).
In fact for any few-body operator XL(t), setting all OTOCs to zero, we find in the limit
t ∼ ts  t∗,〈
XL
〉
g
≡ 〈Φ|XL(t)|Φ〉 = (1−2 Re a)〈Ψβ|XL(t)|Ψβ〉+(a〈Ψβ ∣∣XL(t)UR∣∣Ψβ〉+ h.c.) (2.26)
where |Φ〉 is given by (2.8) and we have introduced
UR = ei
∫
dsϕR(s)JR(s), a =
〈
e−igV
〉
β
− 1 . (2.27)
See Appendix B for a derivation of (2.26). For XL = JL, we then find〈
JL(t)
〉
g
≈ a〈Ψβ ∣∣JL(t)UR∣∣Ψβ〉+ h.c. . (2.28)
Equation (2.28) again has the form of a complex factor times correlation functions in the
thermal field double state (plus its hermitian conjugate).
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To summarize, equation (2.25) and its full nonlinear version (2.28) can be understood
as due to the following three key elements: (i) vanishing of OTOCs at large times due to
scrambling; (ii) factorization of TOCs at large times; (iii) entanglement structure of Ψβ.
Note that the factorization assumption can in principle be weakened or dropped. One only
needs that (2.21) is complex and not small at large times.
The discussion of this subsection does not apply to t, ts ∼ t∗ for which we will examine
in two-dimensional CFTs in Sec. IV.
D. Quantum nature of the regenesis signal
In this section we show that the regenesis signal (2.25) is quantum in nature.5 We do
this by comparing (2.28) and the corresponding variance with those in a standard response
setup.
For this purpose, let us first recall the standard response story,6
J˜ ≡
〈
Ψβ|U †LJLUL|Ψβ
〉
, δJ˜ ≡
(〈
Ψβ|U †L(JL − J˜)2UL|Ψβ
〉) 1
2
, (2.29)
where UL is the unitary operation for turning on some source ϕ
L in the L-system. J˜ is the
corresponding signal and δJ˜ is the variance. Note that since both UL and J
L belong to the
L-system, (2.29) just reduce to thermal averages. In this context we will thus suppressed
index L. We also denote the variance and fourth moment of J in the thermal state (recall
〈J〉β = 0) as
J2 =
√
〈J2〉β, J4 =
(〈
J4
〉
β
) 1
4
. (2.30)
To make the discussion explicit, let us imagine a lattice system of interacting spins.
Suppose J is given by some operator at a single site, say σz, then clearly both J˜ and δJ˜ are
5 The content of this section is developed from discussions with Juan Maldacena, Douglas Stanford and
Zhenbin Yang. The main conclusions have also been anticipated by them.
6 In a field theory we assume J is suitably smeared such that both J and Jn are bounded operators with a
finite norm
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order O(1), and one needs multiple measurements to detect the effects of U . One can make
life easier by measuring the average polarization, say,
J =
1
N
∑
i
Zi (2.31)
and considering a source which acts on all spins
U = Pei
∑
j
∫
dsϕL(s)Zj(s) (2.32)
where Zi is σz at i-th site and N is the total number of sites. Putting (2.31)–(2.32) into (2.29),
and assuming there is no long-range spin correlation, one then finds, in the thermodynamic
limit N →∞, the following scalings
J˜ ∼ O(1), δJ˜ ∼ N− 12 . (2.33)
The signal J˜ is then much larger than fluctuations δJ˜ , and thus it is enough to make one
single measurement. In other words, the signal is macroscopic or “classical.” Also note pure
thermal fluctuations have the scaling
J2 ∼ N− 12 , J4 ∼ N− 12 . (2.34)
Similar scaling behavior can also be obtained in a large N matrix-type theory (including
two-dimensional CFTs in the large central charge limit). In this case take J to be a single-
trace operator and U ∼ eiNJϕ. We then find scalings
J˜ ∼ O(N), δJ˜ ∼ O(1), J2, J4 ∼ O(1) (2.35)
and thus the signal J˜ is again “classical.”
Now coming back to (2.28), using the Cauchy-Schwarz inequality we find that
J¯g(t) ≡
〈
JL(t)
〉
g
≤ 2|a| (〈Ψβ|JLJL|Ψβ〉) 12 = 2|a|J2 . (2.36)
In other words, up to an O(1) constant
〈
JL(t)
〉
g
is bounded from above by the variance of
J in the thermal ensemble. Now consider the variance of JL with g 6= 0. Using (2.26) with
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various choices of X(t), we find
(δJg)
2 ≡ 〈(JL(t)− J¯g(t))2〉g
= (1− 2 Re a)J22 − J¯2g + b
(2.37)
with
b ≡ a〈Ψβ ∣∣(JL(t))2UR∣∣Ψβ〉+ h.c. ≤ 2|a|J24 (2.38)
where we have again used Cauchy-Schwarz in the last step. Given that J¯g ∼ J2, and in
general J4 ∼ J2, all terms in (2.37) are of order J22 . We thus find that modulo miraculous
cancellations δJg ∼ J¯g, i.e. the variance is always of the same of order as the signal regardless
of the choice of J and UR.
More explicitly, let us consider the three situations mentioned above for the standard
response story. For J to be a spin operator at a single site, again all quantities are of order
O(1). For JL of the form (2.31) with UR of the form (2.32), then from (2.36) and (2.34) we
find that
J¯g ∼ J2 ∼ δJg ∼ N− 12 . (2.39)
In fact in this case considering the average polarization not only does not help to reduce
the fluctuations, but also reduces the signal itself. One might as well just measure a single
spin. Note that if one considers linear order in ϕR as in (2.10)–(2.11) one may conclude that
J¯g ∼ O(1) instead of (2.39). This suggests that the linear response analysis for J¯g could be
potentially misleading in this regime.
Finally for J given by a single-trace operator in a large N matrix-type theory, the coun-
terparts of (2.35) are
J¯g ∼ δJg ∼ O(1) (2.40)
with again reduced signal.
To summarize, the regenesis signal J¯g in the L-system due to U
R and coupling V is
intrinsically quantum in all situations!
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E. Robustness of the regenesis phenomenon
Let us now consider the robustness of the regenesis phenomenon, i.e. how it fares against
imperfections in the preparation of the initial state at the time −ts when we turn on the
external field ϕR. For simplicity, we will restrict to our discussion to linear order in ϕR,
i.e. (2.10)–(2.11). The arguments presented below generalize straightforwardly to full non-
linear level.
Here we consider two types of “small” perturbations. One type is that at t = 0 instead
of |Ψβ〉 we get
|Ψ(t = 0)〉 = |Ψβ〉+  |Φ〉 (2.41)
where  is a small parameter. Physically this means that in preparation of the system
at t = −ts to aim for |Ψβ〉 at t = 0, the aiming is not perfect, but misses a bit. Such
perturbations may result if at −ts in addition to ϕR there are some other “small” sources
present (whose strengths are characterized by ). With (2.41) in (2.11) instead of |Ψβ〉, the
corrections are clearly controlled by , and thus the qualitative conclusion above should not
be modified.
Another possibility is that at t = 0 instead of |Ψβ〉 we have
|Ψ(t = 0)〉 = γL(t0, ~x0) |Ψβ〉 (2.42)
with some t0 for some few-body operator γ(x) (suitably smeared so that (2.42) is normal-
izable). Heuristically, this describes a state obtained adding a “γL-particle” to the thermal
field double at time t0. One could consider similar states obtained by acting with some
operator in the R-system, but from (2.14) that is equivalent to an operation in the L sys-
tem with inverted time, so (2.42) covers all cases. Strictly speaking, (2.42) is not a small
perturbation of |Ψβ〉 as it is orthogonal to |Ψβ〉 since a generic few-body operator γ will
have negligible expectation value in |Ψβ〉. There is, however, a physical sense that such
perturbations are “small”: at t = t0, it is hard to tell the difference between (2.42) and |Ψβ〉
by making measurements using generic few-body operators, such as J , as they generically
commute with γ.
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With (2.42), we should replace (2.11) by
Wγ ≡ 〈Ψ| γ
L(t0)e
−igV JL(t)eigV JR(−ts)γL(t0) |Ψ〉
〈Ψ| γL(t0)γL(t0) |Ψ〉 (2.43)
where the spatial coordinates are suppressed. Consider first g = 0, then
Wγ(g = 0) =
〈Ψ| γL(t0)JL(t)JR(−ts)γL(t0) |Ψ〉
〈Ψ| γL(t0)γL(t0) |Ψ〉
=
〈Ψ| γL(t0)JL(t)γL(t0)JL(ts + iβ/2) |Ψ〉
〈Ψ| γL(t0)γL(t0) |Ψ〉 (2.44)
which is an OTOC. Equation (2.44) is small whenever
|t− t0|  t∗ (destroy correlation of JL and JR) (2.45)
in which case insertion of γL will destroy the correlation between points (t, ~x) and (−ts, ~x)
in |Ψβ〉, and destroy regenesis even without worrying about possible effects of γ on the
interaction between two subsystems. For example, for t ∼ ts ∼ t∗, equation (2.45) means
any t0  0 or t0  2t∗. The latter can be more intuitively understood as insertion of γR of
order t∗ before we send the signal at time −t∗.
Now look at (2.43) with g 6= 0. Notice that the ordering between γL(t0) and any V
insertions are also out-of-time-ordered. From the same argument we then expect the effects
of V will be destroyed when
|t0|  t∗ (destroy the coupling between two systems) . (2.46)
Hence we expect regenesis is no longer present in (2.42) for t0  t∗ and t0  0. See Fig. 4
for regions of insertion of γ which will destroy the regenesis phenomenon.
We will confirm the above qualitative expectations in Sec. IV E by explicit calculations in
two-dimensional CFTs. Our conclusion is also qualitatively consistent with gravity expecta-
tions discussed in [2], which we will elaborate more in Sec. V.
F. A contrast study: “regenesis” in a qubit model
Here we study the regenesis phenomenon a simple qubit model to help sharpen some
essence aspects of the phenomenon in a quantum chaotic many-body system.
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FIG. 4. The regenesis phenomenon is destroyed by insertion of γ from either side when t0 is in the
red shaded regions. (a) shows the destruction by diminishing effective coupling when |t0|  t∗, and
(b) shows the destruction by diminishing JLJR correlation when |t− t0|  t∗.
Consider a system consists of four qubits: L1,2 and R1,2, with the Hilbert space H =
HL⊗HR = HL1⊗HL2⊗HR1⊗HR2 . We will write 2 by 2 identity matrix and Pauli matrices
as σµ = {I,X, Y, Z}. We take the Hamiltonian to be like an Ising model
H0 = H
L +HR, HL =
ν
2
(ZL1ZL2) +
µ
2
(ZL1 + ZL2), H
R =
ν
2
(ZR1ZR2) +
µ
2
(ZR1 + ZR2) .
(2.47)
For simplicity we will consider the thermal field double (1.1) with β = 0, which is then
giving by the following state of 2 EPR pairs
|Ψ〉 = |EPR1〉 ⊗ |EPR2〉 , |EPRi〉 = 1√
2
(|0Li0Ri〉+ |1Li1Ri〉) (2.48)
as one can readily check that each component |iL1jL2 ; iR1jR2〉 (i, j = 0, 1) in |Ψ〉 is an energy
eigenstate.
A general hermitian JL operator on L1 site is aµσ
µ, where aµ is a real vector. The
corresponding operator JR acting on R1 is then (note β = 0)
JR |Ψ〉 = JL |Ψ〉 with JR = a0I + a1X − a2Y + a3Z (2.49)
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We choose V to act on site L2 and R2, i.e. it commutes with J
L and JR as they act on
different sites, so as to model the situation described in the many-body context that V and
J are generic few-body operators whose degrees of freedom do not overlap. We will take
O = X, and therefore
V = XL2XR2 . (2.50)
With g = 0, we have
〈Ψ| JR(−t)JR(−ts) |Ψ〉 = 〈Ψ| JR(t)JL(−ts) |Ψ〉
= a20 + a
2
3 + (a
2
1 + a
2
2) cos ν(t− ts) cosµ(t− ts) (2.51)
which as expected is a function of only t − ts. Since the above expression is real we have
both GRR = GLR = 0. That even GRR = 0 is an artifact of that we are considering a β = 0
state. GRR is nonzero for other values of β. Now turn on V at t = 0, we the have
W ≡ 〈Ψ| e−igV JL(t)eigV JR(−ts) |Ψ〉
= a20 + a
2
3 + (a
2
1 + a
2
2)e
−ig cosµ(t− ts)(cos g cos ν(t− ts) + i sin g cos ν(t+ ts)) (2.52)
with
GLR(t,−ts) = i(W −W ∗) = 2(a21 + a22) sin(2g) sin νt sin νts cosµ(t− ts) . (2.53)
GRR(t,−ts) is given by the same expression as above with t− ts replaced by t+ ts.
This simple example provides an interesting contrast which highlights some key elements
of the regenesis phenomenon for a chaotic many-body system: (1) for a few-body system,
there is no dissipation, and thus GRR does not dissipate, i.e. even with ϕR turned off, the
signal will remain in the R-system forever (turning on g only modifies the signal somewhat).
(2) With g 6= 0, the signal also appears in the L-system. The effect of V is not regenesis,
more like “double genesis.” The reason is of course trivial: interactions among degrees of
freedom within each subsystem will manage to communicate ϕR to the L-system through V .
(3) The response in the L-system depends sensitively on time, choice of the specific operator
J , the Hamiltonian HL,R of the subsystems, and choice of interaction V .
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In other words, in a few-body system or an integrable many-body systems, some kind of
signal in the L-system will be generated by turning on V . But it is not “regenesis,” and the
signal will depend on all the specifics of an individual system and the operators used. In
contrast, in chaotic systems, the behavior is universal, independent of all the details.
G. A generalization: regenesis between spatially separated points
With the understanding of the entanglement structure, the set can be trivially generalized
to be between any spatial points. Instead of Ψβ we could use a one-side spatially shifted
thermal field double state ei
~P ·~a |Ψβ〉 where ~P is the spatial translation operator in either
left or right system. Two choices are equivalent as ~PL + ~PR is a symmetry of |Ψβ〉, and for
definiteness we take ~P = ~PR. The entangled pair of points for the shifted state are (t, ~x) and
(−t, ~x − ~a), and the regenesis is now between them. We will also modify the interaction V
between L and R accordingly, e.g. replacing (1.3) by
Va = OL(0,~0)OR(0,−~a) . (2.54)
The story is then exactly same as before, with equation (2.11) becoming
Wa(t, ~x; t
′, ~x′) =
〈
Ψβ|e−i ~PR·~ae−igVaJL(t, ~x)eigVaJR(t′, ~x′)ei ~PR·~a|Ψβ
〉
=
〈
Ψβ|e−igV JL(t, ~x)eigV JR(t′, ~x′ + ~a)|Ψβ
〉
= W (t, ~x; t′, ~x′ + ~a) (2.55)
where we have used e−i ~PR·~aVaei
~PR·~a = V .
III. EXPLICIT COMPUTATIONS IN LARGE c CFTS
To calculate (2.7) explicitly for a general quantum many-body system is a difficult task.
In [2] it was calculated at leading order in ϕR (i.e. (2.10)) for a (0+1)-dimensional holographic
system by summing over scattering diagrams on gravity side. In this paper we will compute
it in (1 + 1)-dimensional CFTs in the large central charge limit, again restricting to (2.10).
This will enable us to obtain the behavior for JL for t, ts ∼ t∗ which one could not access
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using general arguments of Sec. II. In this section we will present the main technical results
with the analysis of the results given in Sec. IV.
We will take O to be a scalar primary operator with conformal dimension ∆O = 2hO,
and J to be a scalar operator with dimension ∆J = 2hJ . Furthermore, for convenience of
calculation we will consider the regime
O(1) ∼ hO  hJ  c . (3.1)
This regime is natural physically. We do not want the coupling V to change the UV behavior
of the system, i.e. would like to take it to be a relevant operator, and thus ∆O ∼ O(1). hJ
should be much smaller than c as c is a measure of total number of degrees of freedom of
a CFT. In our calculations we will neglect terms suppressed by 1
c
and hO
c
while keeping all
dependence on hJ as is appropriate for (3.1).
7 To compare with the holographic results of [2],
we will focus on contributions from the vacuum Virasoro block to (2.7). Contributions from
other primaries are discussed briefly in Sec. III E and are analyzed further in Sec. IV F.
Here we will outline the main steps and results, leaving technical details to Appendix C.
Readers who are only interested in the final expressions can skip this section.
A remark on notation: below all x’s refer to spatial coordinate in (1 + 1)-dimension,
although earlier we have used it as a shorthand for spacetime coordinates.
A. Some useful expressions
Here we first mention some standard results on two-point functions in the state Ψβ for a
two-dimensional CFT, which we will use later. The Wightman function for two J ’s in the
same subsystem is given by
〈
JR(t1, x1)J
R(t2, x2)
〉
β
=
CJ
(
2pi
β
)2∆J
(
2 cosh
(
2pix12
β
)
− 2 cosh
(
2pi(t12+i12)
β
))∆J (3.2)
7 This is slightly more general than the regime discussed in [11], where the limit hJ , c→∞ with hJ/c fixed
was considered. See Appendix C.
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where 12 < 0 assigns the ordering of two J
R operators and avoids singularity. The response
function (2.4) is obtained from the imaginary part of (3.2). The two-point function of J ’s
from different subsystems is given by〈
Ψβ|JL(t1, x1)JR(−t2, x2)|Ψβ
〉
=
〈
JL(t1, x1)J
L(t2 + iβ/2, x2)
〉
β
=
CJ
(
2pi
β
)2∆J
(
2 cosh
(
2pix12
β
)
+ 2 cosh
(
2pit12
β
))∆J (3.3)
where CJ is a constant and x12 = x1 − x2. Note that in (3.2)–(3.3), the correlators decay
exponentially for (t2, x2) lying outside the region (t1 ± β2pi , x1 ± β2pi ), as indicated earlier
in (2.6) and (2.16). The form of (3.3) is a manifestation of the entanglement structure
of (1.1) discussed in Sec. II B: the two systems are entangled in such a way that an operator
inserted at point (−t, x) in R system is highly correlated with the same operator inserted in
a region of size β
2pi
around (t, x) in L system.
Similarly we have
〈O (0, xi)O (0, xj)〉β =
CO(2pi/β)2∆O(
2 cosh 2pi
β
xij − 2
)∆O , (3.4)
〈
Ψβ|OL (0, xi)OR (0, xj) |Ψβ
〉
=
CO(2pi/β)2∆O(
2 cosh 2pi
β
xij + 2
)∆O . (3.5)
In our discussion below we will also use the following notations〈
Ψβ|OL (0)OR(0)|Ψβ
〉
= CO
(
pi
β
)2∆O
≡ G . (3.6)
B. More elaborations on W
Equation (2.11) is the central object that we would like to calculate and analyze. Here we
elaborate a bit further on its structure. We can expand it in an infinite series (for definiteness
using (1.6) as an example)
W (t, x;−ts, xs) =
∞∑
n=0
(−ig)n
Lnn!
∫ L
2
−L
2
(
n∏
k=1
dxk
)
Wn (3.7)
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with
Wn =
〈
Ψβ|[vn, [vn−1, · · · [v1, J(t, x)] · · · ]JR(−ts, xs)|Ψβ
〉
, (3.8)
vi ≡ O(0, xi)OR(0, xi) ≡ OiORi , Oi ≡ O(0, xi) (3.9)
where we have suppressed superscripts L for operators in L system. More explicitly,
W0 =
〈
Ψβ|JJR|Ψβ
〉
=
〈
JJ˜
〉
β
, W1 =
〈
Ψβ|[O1, J ]OR1 JR|Ψβ
〉
=
〈
[O1, J ]J˜O˜1
〉
β
, (3.10)
W2 =
〈
Ψβ|[O2, [O1, J ]]OR1 OR2 JR|Ψβ
〉
=
〈
[O2, [O1, J ]]J˜O˜2O˜1
〉
β
(3.11)
Wn =
〈
[On, [On−1, · · · [O1, J ] · · · ] J˜O˜n · · · O˜1
〉
β
(3.12)
where we have used (2.15) repeatedly and introduced short-hand notations
J ≡ J(t, x), Oi ≡ O(0, xi), O˜i ≡ O(iβ/2, xi), J˜ ≡ J(ts + iβ/2, xs) . (3.13)
Note that all O˜’s commute with one another.
C. Evaluating W : part I
We will proceed by first evaluating (3.12) and then performing the sum (3.7). The thermal
correlation functions (3.12) are in turn obtained by analytic continuation from those in the
Euclidean signature. Let us first describe how to compute a multiple-point function of the
form
wn = 〈J(ta, xa)J(tb, xb)O(t1, x1) · · · O(t2n, x2n)〉β (3.14)
in the Euclidean signature, i.e. with all the t = −iτ understood as being pure imaginary.
Following the standard procedure, we first perform a conformal transformation
z = e
2pi
β
(x+t), z¯ = e
2pi
β
(x−t) (3.15)
to map the cylinder (τ, x) (τ is periodic in β) to the full complex z plane. Note that for pure
imaginary t, z, z¯ are complex conjugates of each other, but are independent variables for
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general complex t. The calculation of (3.14) on the z-plane is still nontrivial. Fortunately, in
the regime hO  hJ  c, one could do it by applying techniques developed recently in [11].
For example, at the level of 4-point function we find that
〈JaJbO1O2〉
〈JaJb〉 〈O1O2〉 = V(u)V(u¯) +O(1/c, hO/c) (3.16)
where for notational simplicity we have used the subscripts to denote the positions of oper-
ators, and (u¯ is defined as u with z’s replaced by z¯’s)
V(u) =
(
α2u2(1− u)α−1
(1− (1− u)α)2
)hO
, u =
z12zab
z1az2b
, z12 = z1 − z2, (3.17)
α =
√
1− 24hJ
c
. (3.18)
More generally, for (3.14) we have
〈JaJbO1 · · · O2n〉
〈JaJb〉 =
∑
all pairings
n∏
i=1
[V (ui)V(u¯i) 〈Oi1Oi2〉] +O(1/c, hO/c), ui ≡ zi1,i2zab
zi1,azi2,b
(3.19)
where the sum is over all possible pairings of O’s with (Oi1,Oi2) denoting the i-th pair. See
Appendix C for details.
We now analytically continue the above expressions to Lorentzian signature to ob-
tain (3.12). Correlation function of Lorentzian operators with a specific ordering can be
obtained from continuation of the corresponding Euclidean correlation function by assigning
appropriate i’s [13]. For example,
〈O(t1) · · · O(tn)〉 = lim{j}→0 〈O(t1 + i1) · · · O(tn + in)〉, 1 < · · · < n (3.20)
where the left hand side denotes Lorentzian correlation function of a specified order, while
the right hand side denotes Euclidean correlation function with the time argument t = −iτi
for each operator replaced by t = ti + ii, and i ordered as indicated. This i-prescription
instructs how one continues through possible branch cuts encountered when analytically
continuing from imaginary to real times.
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Therefore for each term in (3.10)–(3.12) we just need to continue (3.19) by assigning
different orderings of i’s. For example, from (3.16), we find that (recall (3.13))
W1 =
〈
O1JJ˜O˜1
〉
−
〈
JO1J˜O˜1
〉
= G
〈
JJ˜
〉
A(u1, u¯1) (3.21)
where we have used (3.6) and
A(u1, u¯1) = V+(u1)V+(u¯1)− V−(u1)V−(u¯1), (3.22)
with
u1 =
e
2pi
β
x1(ei1 + ei˜1)(e
2pi
β
(x+t)+iJ + e
2pi
β
(xs+ts)+i˜J )
(e
2pi
β
x1+i1 − e 2piβ (x+t)+iJ )(e 2piβ (xs+ts)+i˜J − e 2piβ x1+i˜1)
,
u¯1 =
e
2pi
β
x1(e−i1 + e−i˜1)(e
2pi
β
(x−t)−iJ + e
2pi
β
(xs−ts)−i˜J )
(e
2pi
β
x1−i1 − e 2piβ (x−t)−iJ )(e 2piβ (xs−ts)−i˜J − e 2piβ x1−i˜1)
.
(3.23)
In (3.22) V+ denotes (3.17) with ordering 1 < J < ˜J < ˜1, while V− denotes (3.17) with
ordering J < 1 < ˜J < ˜1.
For simplicity we will take ts = t and xs = x, which as discussed earlier is the most
relevant case. By tracking the motions of u1, u¯1 as one varies t, we can write A(u1, u¯1) more
explicitly as
A(u1, u¯1) = (V1(u1)− V2(u1))V1(u¯1) (3.24)
where V1(u) and V2(u) denote respectively the values of (3.17) along the negative real axis
on its first and second sheet (V(u) has a branch cut along (1,+∞))
V1(u) =
(
α(−u)√
1− u
1
−(1− u)−α/2 + (1− u)α/2
)2hO
, (3.25)
V2(u) =
(
α(−u)√
1− u
1
(1− u)−α/2eipiα − (1− u)α/2e−ipiα
)2hO
(3.26)
and for convenience we have slightly redefined u1, u¯1 as
u1 ≡ − 4e
2pi
β
(t−|x−x1|)
(1− e 2piβ (t−|x−x1|))2
, u¯1 ≡ − 4e
2pi
β
(t+|x−x1|)
(1− e 2piβ (t+|x−x1|))2
. (3.27)
The explicit evaluation of (3.24) is given in Appendix C 4.
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D. Evaluating W : part II
For general Wn, let us first look at the case of V given by (1.5), for which
Wn =
1
kn
(
n∏
i=1
k∑
αi=1
)〈
[Oαn , [Oαn−1 , · · · [Oα1 , J ] · · · ] J˜O˜α1 · · · O˜αn
〉
(3.28)
where subscripts denote different types of operators all inserted at t, x = 0. Applying (3.19)
to a term obtained by expanding commutators in (3.28), we see that there are two types
of contractions among O’s: two-sided contractions between a Oαi and a O˜αj which are
given by
〈
OαiO˜αj
〉
β
= Gδαiαj (recall (3.6)), and same-sided contractions between O’s (or
between O˜’s) which are in fact divergent. We will assume that O and O˜ are smeared such
that same-sided contractions are finite. The two-sided contractions can be further separated
into contractions among operators in the same sums or different sums. Note there is an
enhancement factor k if in a sum each Oαi is contracted with the corresponding O˜αi from
the same sum [2]. Thus in the large k limit, this type of contractions will dominate over
all others, including same-sided contractions. Also note that for various terms obtained by
expanding commutators of (3.28) only orderings between O and J matter (all the O and O˜
commute with one another). We then conclude that to leading order in large k
Wn = G
nAn0
〈
JJ˜
〉
+O(1/k) → W =
〈
JJ˜
〉
e−igGA0 +O(1/k) (3.29)
where A0 ≡ A(u0, u¯0) with u0, u¯0 obtained by setting x1 = 0 in u1, u¯1.
At finite k, which includes (1.3) as a special case with k = 1, one has to keep track
of all other contractions, which is very complicated. The detailed derivations are given in
Appendix D. The final result can be written in a form
W =
〈
JJ˜
〉(
1 +
igG(A0 + ηB0)
k
)−k/2(
1 +
igG(A0 − ηB0)
k
)−k/2
(3.30)
where η = H/G and H is defined as
〈OαiOαj〉 = 〈O˜αiO˜αj〉 = Hδαiαj .8 In (3.30) B0 is given
by
B20 = [(V1(µ0)− V−1(µ0))V1(µ¯0) + (V1(−µ0)− V2(−µ0))V1(−µ¯0)]V1(µ0)V1(µ¯0) (3.31)
8 We are assuming that the smearing is such that same-sided contractions of O and O˜ are the same. There
is no qualitative change if one takes them to be different.
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where V1,V2 were given before in (3.25)–(3.26), V−1 is the corresponding value on −1 sheet,
given by
V−1(u) =
(
α(−u)√
1− u
1
(1− u)−α/2e−ipiα − (1− u)α/2eipiα
)2hO
. (3.32)
In (3.31), the arguments of V-functions are defined as
µ0 =
2i sin pi
β
sinh 2pi
β
(t− |x|) + 2i sin pi
β
, µ¯0 =
2i sin pi
β
sinh 2pi
β
(t+ |x|) + 2i sin pi
β
, (3.33)
where 0 <  < β is a regulator which makes same-sided contractions finite. A couple of
further comments on (3.30). In the limit η → ∞, W becomes real and thus GLR is zero in
that limit. In large k limit, B0 terms cancel out in the exponential and recovers (3.29).
Now finally consider (1.6), which we will take L to be much larger than β.9 The discussion
here is similar to the large k story described above, with the sums over indices α replaced by
integrations over x. The counterpart of k is L
β
. In the large L
β
limit we will need to include
contractions between Oi and O˜i which belong to the same integral. Parallel discussion
as (3.29) then leads to leading order in β
L
W =
〈
JJ˜
〉
exp
(
−igG
L
∫ L/2
−L/2
dx1A(u1, u¯1)
)
. (3.34)
E. Contributions from other primaries
Let us now consider contributions from a primary operator with weights (h, h¯) ∼ O(1).
For simplicity, we only consider the case (1.5). Using results from C 3, we can check that
Wn becomes
Wn = nB(u1, u¯1)A(u1, u¯1)
n−1 (3.35)
where A(u1, u¯1) is given by (3.24) and B is
B(u1, u¯1) = (Vh,1(u1)− Vh,2(u1))Vh¯,1(u¯1) (3.36)
9 For L comparable or smaller than β, it is not that different from (1.3).
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where
Vh,1(u) =V1(u)
[
1− (1− u)α
α
]h
2F1(h, h, 2h, 1− (1− u)α) (3.37)
Vh,2(u) =V2(u)
[
1− e−2piiα(1− u)α
α
]h
×
[
2F1(h, h, 2h, 1− e−2piiα(1− u)α) + 2piiΓ(2h)
Γ(h)2
2F1(h, h, 1, e
−2piiα(1− u)α)
]
(3.38)
are the Virasoro block on first and second sheet. Similar for Vh¯,1(u¯1). Note that here we
should also include the monodromy of hypergeometric function when moving the coordinate
to second sheet. We then find
W = −igGCJJhChOOCJJh¯Ch¯OO
〈
JJ˜
〉
B0e
−igGA0 (3.39)
where A0, B0 ≡ A(u0, u¯0), B(u0, u¯0) with u0, u¯0 obtained by setting x1 = 0 in u1, u¯1, and
CJJhChOOCJJh¯Ch¯OO are OPE coefficients.
IV. ANALYSIS OF THE RESULTS
In this section we analyze the expression for W obtained in last section. The main
expressions are (3.29) for (1.5) in the large k limit, (3.30) for (1.5) at any finite k, which
includes (1.3) as a special case (k = 1), and (3.34) for (1.6) in the limit L  β. A(u1, u¯1)
in those expressions are given by (3.24)–(3.27) with α given by (3.18), and A0 is obtained
from A(u1, u¯1) by setting x1 = 0. B0 is given by (3.31).
A. General remarks
We first note that in all cases (i.e. (3.29), (3.30) and (3.34)) W is proportional to〈
JJ˜
〉
β
=
〈
Ψβ|JL(t, x)JR(−ts, xs)|Ψβ
〉
(4.1)
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which from (3.3) is supported for |t − ts| <∼ β2pi and |x − xs| <∼ β2pi . As commented earlier
that the form of (3.3) is in turn determined by the entanglement structure of thermal field
double state |Ψβ〉. Thus possible spacetime points (t, x) to which one could send signal from
(−ts, xs) is determined by the entanglement structure with β2pi characterizing the size of the
window for possible nonzero signal. Now consider (2.9) which we copy here for convenience,
〈
JL(t, x)
〉
ϕ
=
∫
dtsdxsG
LR(t, x;−ts, xs)ϕR(−ts, xs) . (4.2)
Since GLR(t, x; ts, xs) ∝ ImW falls off rapidly outside the window |t− ts| <∼ β2pi and |x−xs| <∼
β
2pi
, for sources ϕR(t, x) which are slowly varying in spacetime at the scale of β
2pi
we can
approximate (4.2) as 〈
JL(t, x)
〉
ϕ
≈ G¯LR(t, x;−t, x)ϕR(−t, x) (4.3)
where G¯LR(t, x;−t, x) is obtained by averaging GLR(t, x;−ts, xs) in (ts, xs) over the region
defined by |t − ts| <∼ β2pi and |x − xs| <∼ β2pi . Below without loss of qualitative features,
instead of considering the averaged G¯LR(t, x;−t, x), we will simply examine the behavior of
GLR(t, x;−ts, xs) for ts = t and xs = x. In this case we then have〈
JJ˜
〉
β
= CJ
(
pi
β
)2∆J
≡ GJ . (4.4)
One interesting feature of (4.3) is that signals which are sent earlier in the R systems appear
later in the L system, which is of course a direct consequence of the entanglement structure
discussed in Sec. II B.
Also notice that in (3.29), (3.30) and (3.34), the coupling g always comes with G, which
is the (maximal) correlation between OL and OR as following from (3.5). This is due to
interactions (1.3), (1.5)–(1.6) are betweenOL andOR inserted at entangled spacetime points.
Were we to couple OL and OR at general spatial locations or times, then one effectively
diminishes the value of G, and weakens the effects of V . Below we will use
geff ≡ gG (4.5)
which may be interpreted as the effective coupling between two systems.
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For notational simplicity we will write GLR(t, x;−t, x) as GLR(t, x), and then from (2.10)
we find for (3.29)
GLR(t, x) = 2GJe
geff ImA0 sin (geff ReA0) (4.6)
and for (3.34)
GLR(t, x) = 2GJe
geff ImA sin (geff ReA) (4.7)
with
A ≡ 1
L
∫ L
2
−L
2
dx1A(u1, u¯1) . (4.8)
The expression of GLR for (1.3) can be straightforward obtained by taking the imaginary
part of (3.30) with k = 1, but the formal expression is not very illuminating, so we will not
write it explicitly.
Now recall that A is the normalized four-point function
A(u1, u¯1) =
〈[O(0, x1), J(t, x)]J(t+ iβ/2, x)O(iβ/2, x1)〉β
〈O(0, x1)O(iβ/2, x1)〉β〈J(t, x)J(t+ iβ/2, x)〉β
(4.9)
with A0 are given by setting x1 to zero. The commutator upstairs is the difference between〈
OJJ˜O˜
〉
β
and
〈
JOJ˜O˜
〉
β
, with the latter one being an OTOC. It has been known from
previous discussion in [9] that as t→∞ the OTOC
〈
JOJ˜O˜
〉
β
goes to zero, while
〈
OJJ˜O˜
〉
β
factorizes into
〈
OO˜
〉
β
〈
JJ˜
〉
β
and thus
A→ 1, t→∞ (4.10)
which can also be checked explicitly from (3.24).10 We then find that GLR goes a constant,
e.g. for (4.6)–(4.7)
GLR(t→∞, x) = 2GJ sin geff . (4.11)
Similarly for (3.30) we find as t→∞, B0 →
√
2, and thus
W (t→∞, x) = GJ
(
1 +
igeff(1 +
√
2η)
k
)− k
2
(
1 +
igeff(1−
√
2η)
k
)− k
2
. (4.12)
10 Note as t→∞, u1, u¯1 → 0 and we find V1(u)→ 1,V2(u)→ 0.
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Note that while (4.11) is oscillatory in geff with period 2pi, for k = 1 it is not, and goes to
zero as g−1eff for large geff .
From (4.3) we then find that in all cases〈
JL(t, x)
〉
ϕ
≈ C(g)ϕR(−t, x), t→∞ , (4.13)
with C(g) a constant, which is consistent with (2.23)–(2.24) deduced on general ground.
We will now proceed to understand the behavior of GLR at general times in more detail.
B. A scaling limit
Based on general discussion of Sec. II we expect the nontrivial behavior of GLR to arise
when t becomes of order of the scrambling time t∗ which for a CFT at large c is proportional
to log c [9]. Since in general we do not expect x− x1 to scale with c, thus for values of t of
interest we should have t |x− x1| for which
u1 ≈ −4e
2pi
β
(−t+|x−x1|)  1, u¯1 ≈ −4e−
2pi
β
(t+|x−x1|)  1 . (4.14)
Denoting V1,2(u) = U1,2(u)2hO and expanding in small u we find from (3.25)
U1(u) = 1 +O(u
2) . (4.15)
We are interested in hJ  c, i.e. α ≈ 1. It can be readily checked all the coefficients of
higher powers of u in U1 going to zero as α → 1 (U1 = 1 for α = 1). Expanding for small
u1 < 0 in U2 we find from (3.26) that
U2(u1) =
α|u1|
2i sin piα
− α|u1|
2(−i+ α cotpiα)
4 sinpiα
+ · · · . (4.16)
Now we notice that as α→ 1, each coefficient becomes singular. There is a scaling regime
u1 → 0, α→ 1, Q ≡ 2pi(1− α)|u1| = finite (4.17)
in which one can resum the whole series (4.16)
U2(u1) =
1
1 + iQ
+O(1/c) (4.18)
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Q can be written more explicitly as
Q =
6pihJ
c
exp
(
2pi
β
(t− |x− x1|)
)
≡ exp
(
2pi
β
(t− |x− x1|)
)
(4.19)
where we have introduced
t ≡ t+ tJ − t∗ t∗ ≡ β
2pi
log
c
6pi
, tJ ≡ β
2pi
log hJ . (4.20)
We then find
A(u1, u¯1) = 1−
(
1
1 + iQ
)2hO
+O(1/c) . (4.21)
Similarly, in the scaling limit, from (3.31) we find B0 can be written as
B20 = 2
1−(1 + 1
sin pi
β
Q0
)−2hO (1 +O(1/c)) , Q0 ≡ Q(x1 = 0) . (4.22)
Note that in contrast to A(u1, u¯1) and A0, B0 is always real.
In the large c limit, t∗  tJ , |x− x1|, the scaling limit helps us to focus on the time scale
t ∼ t∗ during which Q is O(1) (in terms of large c scaling) and the commutator (4.9) between
generic few-body operators O and J becomes sizable. This defines t∗ as the scrambling time.
Note that it is curious that at leading order in (4.21)–(4.22) the only dependence on hJ
is through a time shift tJ .
C. Three regimes of GLR
Let us now look at the behavior of GLR more closely, using (4.6) for (1.5) as the main
example, and will comment on the differences at finite k. Equation (4.7) for (1.6) will be
discussed in next subsection.
At leading order in 1/c, A has simple dependence on Q which in turn is given by a simple
exponential. So the behavior of (4.6) is straightforward to obtain. One immediate thing to
notice is that GLR is a function of t− |x| only. From (4.3), points with the same t− |x| then
get multiplied by the same factor in going from source to signal. The behavior of A and GLR
can be separated into three distinct regimes:
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FIG. 5. (a) Plots of real (blue) and imaginary (yellow) part of A0 for ∆O = 8/9. The horizontal
axis is y = 2piβ (t − |x|). (b) Plots GLR for (4.6) for two values of geff : blue for geff = 2 and yellow
for geff = 5. (c) Plots of G
LR for k = 1 in (3.30) with  = β/2 in (4.22). Blue is for geff = 2 and
yellow is for geff = 5.
1. Sub-scrambling regime: for t − |x|  t∗ − tJ (i.e. t − |x| large and negative) we have
Q 1 and11
A0 = hO
(
2i+
24pihJ
c
(
1 +
i
pi
))
e
2pi
β
(t−|x) + hO(1 + 2hO)e
4pi
β
(t−|x) + · · · (4.23)
and
GLR = 2GJgeffhO
(
24pihJ
c
e
2pi
β
(t−|x|) + (1 + 2hO)e
4pi
β
(t−|x|)
)
+ · · · . (4.24)
Note that (4.23) is exponentially increasing with time with Lyapunov exponent 2pi
β
and
butterfly velocity vB = 1 [9], but the leading behavior is pure imaginary and does not
contribute to GLR. In this regime, the signal one sent in at time −t just started getting
scrambled before we set up the communication channel V at time 0. The signal is very
weak in this regime and can be considered as being approximately zero for practical
purpose. GLR for a finite k has very similar behavior.
2. Transition regime: for a narrow window of size β
2pi
around t − |x| = t∗ − tJ , both real
and imaginary parts of A0 are O(1), and G
LR also becomes O(1). In this window, the
11 Note that the first term is not pure imaginary when including hJ/c corrections.
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exponential factor egeff ImA0 in (4.6) can enhance the magnitude of GLR significantly
when geff has the right sign and not too small. Note as can be explicitly checked from
the expression of A0 (see Fig. 5(a) for an example), for ∆O ∼ O(1), ImA0 is always
positive and smaller than 1.12 Thus enhancement requires geff to be positive. See
Fig. 5(b) for some examples.
In contrast, at a finite k including the case for (1.3), from the imaginary part of (3.30)
we find there is no enhancement in the transition region for generic values of regulation
parameter  ∼ O(β). See Fig. 5(c) for some examples.
One may understand the exponential enhancement in the large k limit as coming from
constructive interference of different channels.
3. Stable regime: as we further increase t beyond the transition regime, i.e. for t− |x| 
t∗−tJ (t−|x| large and positive), Q quickly grows to be Q 1, for which A0 approaches
to 1 exponentially (quasi-normal behavior)
A0 = 1− e−ihOpie−
4pihO
β
(t−|x|) + · · · (4.25)
and for GLR we have
GLR(t, x) = GLR(t =∞) +O(e− 4pihOβ (t−|x|)) . (4.26)
To conclude this subsection we should emphasize that the regimes described above are not
evolutions; they correspond to different types of behavior when we vary the time separation
between the time of turning on the source and the time we turn on interaction V between
L and R systems.
D. Multiple channel from integration
Let us now examine the behavior of (4.7)–(4.8). We will consider t∗  L  β as for
L <∼ β the story is essentially the same as that of single-channel. There are some new
12 From (4.21), ImA0 is proportional to sin(2hO arctanQ). Since the value of Q ranges between 0 and ∞,
ImA0 is always positive for hO < 1. For any relevant V , hO is within this range.
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FIG. 6. Plots of A and GLR in various cases. We take hO = 4/9, β = 2pi, ∆J = 2hJ = 10,
x = xs = 0, hJ/c = 10
−10. Plots (a1) and (a2) are respectively real and imaginary parts of A(t)
with geff = 3. Blue, yellow, green, red curves are for L/2 = 5, 10, 15, 20 respectively, and the gray
dashed lines are β/(2L) = pi/L. Plots (b1) and (b2) are respectively GLR(t, ts = t) with geff = 3
and geff = 10. Blue, yellow, green, red curves are for L/2 = 5, 10, 15, 20 and gray lines are
asymptotic values 2 sin(geff) for large t. In (c1) and (c2) we plot G
LR(t, ts) as a function of t for
different ts, with geff = 10. For (c1) L/2 = 5 and for (c2) L/2 = 15. Blue, yellow, green and red
curves are for ts = t∗ + 3, t∗ + 8, t∗ + 13, t∗ + 18 respectively.
elements in (4.7) compared with (4.6). Firstly due to the integration over x1, G
LR is no
longer a function of t − |x| only. Secondly, as we will see the transition regime can be
significantly lengthened.
For illustration let us consider x = 0 for which we have to leading order in 1/c
A = 2
L
∫ L
2
0
dx1
[
1−
(
1
1 + iQ(x1)
)2hO]
, Q(x1) = e
2pi
β
(t−x1) . (4.27)
The sub-scrambling regime is for t 0 such that Q(x1) is exponentially small for the whole
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integration range. The stable regime is for t L
2
, for which Q(x1) is exponentially large for
the whole integration range. The behavior of A for these regimes is completely parallel to
the corresponding regimes of A0 discussed in last subsection (with only differences in some
constant prefactors), and thus the behavior of GLR is also parallel to those of (4.6). Things
are more interesting for t in the window t ∈ (0, L
2
) (i.e. t ∈ (t∗ − tJ , t∗ − tJ + L2 )) for which
as x1 changes from 0 to L, Q(x1) varies from exponentially large to exponentially small.
13
To find A for such values of t we note that (4.27) can in fact be exactly integrated, yielding
A(t) = 1− βe
−2piihO
piL
[
B
(
i
Q(L
2
)
, 2hO, 1− 2hO
)
−B
(
i
Q(0)
, 2hO, 1− 2hO
)]
(4.28)
where B(x, a, b) is the incomplete beta function. Using that Q(0) is exponentially large and
Q(L
2
) exponentially small we find that
A → 2
L
(
t + c0
β
2pi
)
+ i
β
2L
+ · · · (4.29)
where c0 is a numerical constant. This behavior is extremely simple with linear dependence
on t and a constant imaginary part, leading to
GLR(t, x = 0) = 2GJe
geffβ
2L sin
(
2geff
L
(
t + c0
β
2pi
))
, t ∈ (0, L/2) . (4.30)
Thus we see that for (4.7), the size of transition regime is extended to a region of size L
2
(in contrast to β
2pi
for (4.6)), but the imaginary part of A is down by an order β
L
compared
with A0. Thus while the resonant enhancement is extended to a much larger range of time
period, the enhancement effect is more moderated. See Fig. 6 for various numerical plots of
A and the corresponding GLR.
The behavior for general x is qualitatively similar. The only difference is that the transi-
tion regime is now from t∗ + θ(|x| − L/2)(|x| − L/2) to t∗ + L/2 + |x| , which has maximal
length of L when |x| ≥ L/2. Here θ(x) is step function. See Fig. 7. Finally let us note that
when L → ∞, the behavior (4.29)–(4.30) will last forever and one never reaches the stable
regime.
13 We will be concerned about t’s in the middle of the window (0, L2 ), i.e. not close to either edges.
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FIG. 7. The sub-scrambling, transition, and stable regions for different values of x for (3.34).
E. Robustness of regenesis from CFT calculations
We now turn to the explicit calculation of (2.43) for CFTs in the large c limit. For
simplicity we will take ts = t and consider the regime c  ∆γ  ∆J  ∆O ∼ O(1), for
which we will be able to confirm explicitly the conclusion of Sec. II E. We will present only
the results here leaving details to Appendix E.
For simplicity we will consider only (1.5) in the large k limit and (1.6) when L β. For
these cases we find
Wγ(t; t0)〈
JJ˜
〉 = J (t, t0)×
exp
(
−igeffG0(t, t0)A˜0(t, t0)
)
large k
exp
(
− igeff
L
∫ L/2
−L/2 dx1 G(t, t0;x1)A˜(t, t0;x1)
)
large L
(4.31)
where for notational simplicity we have suppressed x, x0 in the arguments of various func-
tions. Function A˜0(t, t0) is obtained from A˜(t, t0;x1) by setting x1 = 0 and G0 is obtained
from G in the same way.
By comparing (4.31) with (3.29) and (3.34), we see that the following three differences
between the corresponding expressions for (2.42) and Ψβ which reflect three distinct aspects
how an insertion of γ in Ψβ affects the regenesis phenomenon :
1. The prefact factor
〈
JJ˜
〉
is multiplied by another function J , which modifies correla-
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tion between JL(t, x) and JR(−t, x).
2. the effective coupling geff is multiplied by a function G, which modifies correlation
between OL(0) and OR(0) and thus the effective coupling between L and R systems.
3. the function A is replaced by another function A˜ which reflects how “interactions”
between O and J operators are modified due to presence of γ.
Note that item (1) and (2) can be interpreted as coming from modification of the entangle-
ment structure of Ψβ.
Now let us look at the explicit expressions of J ,G and A˜. Note that if the spatial location
x0 is sufficiently far away, e.g. if |x0 − x|  t− t0, clearly from causality γ cannot have any
effect on J . Similar statement applies to O. Now from Appendix E we find that (assuming
x− x0 is much smaller than t∗)
J (t, x; t0, x0) =
(
1 +
2hγ
γ
QJ
)−2hJ
, QJ = e
2pi
β
(|t−t0|−t∗−|x0−x|) (4.32)
where γ is a UV regulator need to make (2.42) normalizable. Note that J ≤ 1, and J → 0
when |t− t0|  t∗ as anticipated in (2.45). From Appendix E, G has the form
G =
(
1 +
2hγ
γ
Q1
)−2hO
, Q1 = e
2pi
β
(|t0|−t∗−|x0−x1|) . (4.33)
Again G ≤ 1 and we see that G → 0, and thus the effective coupling is destroyed, when
|t0|  t∗, which confirms the expectation (2.46).
The behavior of A˜ is much more difficult to work out explicitly. This is also easy to
understand physically: to see how the presence of γ modifies “interactions” between O and
J is warranted to be complicated in a strongly interacting system. Fortunately the conclusion
does not depend on the detailed form A˜. We expect A˜ ≈ A if |t0|  t∗ and |t− t0|  t∗, i.e.
the effect of γ on J−O correlation functions will be small if γ excitation does not have enough
time to grow. Outside this region, the form of A˜ is expected to be complicated, but we do
not really care as from (2.45)–(2.46) and (4.32)–(4.33), outside this region, the correlations
between two systems already become too weak to have the regenesis phenomenon.
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F. Effects of other primaries
In this subsection, we briefly discuss implications of contributions from other primaries,
equation (3.39), in the limit of large c with Q = 1/(cu0) ∼ −e2pi(t−|x|)/β/(4c) fixed. Compared
with the identity contribution, the main difference lies in the prefactor B0, which we focus
on. Note that in the aforementioned limit various expressions in B0 behaves as
1− (1− u)α
α
→ 1
c
Q−1,
1− e−2piiα(1− u)α
α
→ 1
c
(−24piihJpi +Q−1) (4.34)
2F1(h, h, 2h, 1− (1− u)α), 2F1(h, h, 2h, 1− e−2piiα(1− u)α)→ 1 (4.35)
2F1(h, h, 1, e
−2piiα(1− u)α)→ Γ(2h− 1)
Γ(h)2c1−2h
(−24piihJpi +Q−1)1−2h (4.36)
Therefore, in this limit Vh,2(u0) and Vh,1(u0) scale as
Vh,2(u0)→ 2piiΓ(2h)Γ(2h− 1)
Γ(h)4
(cQ)h−1(1− 24pihJQ)1−h−2hO , Vh,1(u0)→ (cQ)−h (4.37)
which leads to
B0 → −2piiΓ(2h)Γ(2h− 1)
Γ(h)4c1+h¯−h
Qh−1Q¯−h¯(1− 24piihJQ)1−h−2hO (4.38)
where Q¯ = 1/(cu¯0) ∼ −e2pi(t+|x|)/β/(4c).
Let us discuss the case for different spins s = h− h¯. If h and h¯ are non-integer, as Q and
Q¯ are negative numbers, B0 is complex even in the beginning. This will give W a nonzero
value from beginning. If they are integers, we see only the real part of B0 will contribute to
W . The relevant part in B0 is [9, 14–16]
ch−h¯−1Qh−1Q¯−h¯ ∼ cs−1e2pi(s−1)t/βe−2pi(∆−1)|x|/β (4.39)
where ∆ = h+ h¯. For a CFT flowed from some large N theory, all connected 4-pt correlation
functions should scale as 1/c for generic spacetime coordinates in large c limit. This implies
that the OPE coefficient should scale as
CJJhChOOCJJh¯Ch¯OO ∼ 1/c (4.40)
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In (4.39), for s = 0, B0 ∼ 1c and the contribution to W scales as 1/c2, whose effects can
be neglected as far as the density of states does scale with c2. For s = 1, B0 scales as
O(1) and contributes to W as 1/c, which is also negligible. For higher spins s ≥ 2, their
contributions to W are O(cs−2) that are never smaller than the identity block. Such higher
spin contributions to OTOCs violate the chaos bound individually, but are expected to lead
to slower exponential growth when resummed [8, 17].14 For a CFT with a string theory
dual, there exists an additional parameter which is dual to α′/R2 with α′ the string scale.
In the limit of α′ → 0 (in addition to the large c limit), all higher spin contributions are
suppressed and the vacuum Virasoro block gives the leading contribution (the density of
states for operators with dimensions which are c-independent and s ≤ 1 are always O(c0)).
Lastly, at very late time, t log c, Q, Q¯→∞, B0 → 0 exponentially. This means that the
late time interference behavior of identity block is not changed by any non-identity channels.
V. GRAVITY INTERPRETATION
In this section we compare the results from the vacuum Virasoro block with the gravity
discussion of [1, 2] and discuss implications of our results for wormhole physics in the con-
text of holography. Other recent papers on traversable wormholes from gravity perspective
include [20–24]. Note that our two-dimensional CFT calculation in the large c limit may be
considered as describing a BTZ black hole.
In the gravity description, thermal field double (1.1) is described by an eternal black
hole which has two asymptotic boundaries connected by a non-traversable wormhole (see
Fig. 8(a)). The regenesis phenomenon corresponds to the statement that with a coupling
like (1.3), one could send signals between two boundaries, i.e. the wormhole becomes
traversable.
Turning on the source ϕR for a short time on the right boundary generates bulk excitations
dual to J . These excitations fall toward and are absorbed by the black hole membrane, which
14 Note that a theory with finite number of higher spin operators will have faster scrambling and non-trivial
contribution to B0 and W . However, these theories must be excluded as they are shown to violate causality
[18] and unitarity [19].
43
FIG. 8. (a): Penrose diagram of an eternal black hole. The two boundaries are causally discon-
nected. (b): in the picture of [1, 2], presence of V deforms the bulk geometry, especially the causal
structure, allowing signals to pass from right to left, now following a timelike geodesic.
corresponds to the dissipation of
〈
JR
〉
. The process happens very fast, with time of order
O(β), as also seen in our earlier CFT calculation. When we briefly couple the two boundaries
at t = 0, the physical picture of [1, 2] is that, the interaction V deforms the bulk geometry,
especially the causal structure, making the wormhole traversable, as indicated in Fig. 8(b).
It is important in the discussion of [1] that only one sign of the coupling g, i.e. g > 0 which
generates negative bulk energy, allows for the traversability.
Below we will first compare our CFT results with that of [2] obtained from gravity scat-
terings. We then discuss implications of the regenesis phenomenon on gravity side. In
particular, we will argue that there are other scenarios for wormhole traversability in addi-
tion to that suggested by Fig. 8(b). For example, the regime for ts  t∗ should correspond
to a “quantum traversable wormhole.”
A. Explicit comparison with gravity results
Here we compare our explicit expression for W calculated from two-dimensional CFTs
with that of [2] calculated for a (0 + 1)-dimensional boundary theory from gravity. By using
graviton scattering amplitudes between JJ˜ and OO˜ near horizon, for V given by (1.5) they
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FIG. 9. Plot of GLR(t, ts) as a function of t for fixed ts. In (a) we choose ∆J = ∆O = 4/9, in (b)
we enlarge ∆J as ∆J = 3. Blue, yellow, green and red curves are for ts = t∗ + 0.5, t∗ + 3.5, t∗ +
6.5, t∗ + 9.5.
derived the following expression for W (below β has been set to 2pi, and we have rescaled p
and used notations introduced in Sec. IV A)
W (t,−ts) = e−igeff
〈
JJ˜
〉
β
(−i)2∆J
Γ(2∆J)
∫ ∞
0
dp p2∆J−1eip exp
 igeff(
1 + pQˆ
2∆J
)2∆O
 , (5.1)
where p is a bulk momentum of the J-quantum, and〈
JJ˜
〉
β
=
(
1
2 cosh t−ts
2
)2∆J
, Qˆ =
∆JGN
8
e
t+ts
2
cosh t−ts
2
. (5.2)
To compare (5.1) with our results, it is convenient to deform the integral contour to be
along the imaginary p axis from 0 to i∞ (note the integral along the arc from +i∞ to +∞
vanishes). We then find (after a scaling p→ ip) for ts = t
W (t) = GJ
e−igeff
Γ(2∆J)
∫ ∞
0
dp p2∆J−1e−p exp
 igeff(
1 + ipQ
2∆J
)2∆O
 (5.3)
where
GJ = 2
−2∆J , Q = Qˆ|t=ts =
∆JGN
8
et = et+tJ−t∗ , tJ ≡ log ∆J , t∗ ≡ log GN
8
. (5.4)
Let us now consider ∆J large. Assuming the exponential factor involving geff in (5.3) is
slowly varying in p we can approximate the factor p2∆J−1e−p in the integrand of (5.3), which
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is a Poisson distribution by Gaussian distribution with center value
pJ = 2∆J − 1 ≈ 2∆J (5.5)
and variance
√
2∆J . Evaluated at (5.5), equation (5.3) becomes
W (t) = GJ exp
[
−igeff
(
1−
(
1
1 + iQ
)2∆O)]
, (5.6)
which has exactly the same form as (3.29) with A0 given by (4.21) (with x = x1 = 0).
15 To
make sure our Gaussian approximation is valid, we need the exponential term involving geff
in (5.1) to be slowly varying within the variance of the Gaussian distribution, i.e.
geff∆O√
∆J
Q |1 + iQ|−2∆O−1  1 . (5.7)
The above equation is satisfied for all values of Q if
geff∆O 
√
∆J . (5.8)
Our CFT calculation was performed for ∆J  ∆O ∼ O(1) with g independent of ∆J , so is
consistent.
For ∆J ∼ ∆O ∼ O(1), while we do not have explicit counterpart from CFT calculation,
equation (5.1) is consistent with various general features we discussed earlier. For example,
in the limit t, ts → ∞, it reduces to (2.22). Another important aspect of our discussion is
the reversed time ordering between the input signal ϕR and output signal
〈
JL
〉
as indicated
for example in (4.3). It can be checked that (5.1) also has this property, as can be seen
explicitly from the plots of the resulting GLR in Fig. 9.
B. A semi-classical regime
We now elaborate on a “semi-classical” regime of (5.1) which was identified in [2].16
Consider smearing J-operator so that its high energy component is suppressed. One can
15 hO and hJ in our (1+1)-dimensional expressions are replaced respectively here in (0+1)-dimension by ∆O
and ∆J .
16 See Appendix B.1 there. We than Douglas Stanford and Zhenbin Yang for clarifications.
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represent such a smearing by inserting a Gaussian factor e−
p2
2σ2 in the momentum integral
of (5.1). Then one finds that, in the large geff limit (with σ and ∆J ,∆O ∼ O(1) fixed), there
exists a regime corresponding to the picture of Fig. 8(b).
More explicitly, consider expanding in Qˆ in the exponent of (5.1)(
1 +
pQˆ
2∆J
)−2∆O
= 1− ∆O
∆J
pQˆ+
∆O(2∆O + 1)
4∆2J
p2Qˆ2 + · · · (5.9)
and keeping only the linear term in Qˆ. Equation (5.1) can then be approximated by
Wσ(t,−ts) ≈
〈
JJ˜
〉(−i)2∆J
Γ(2∆J)
∫ ∞
0
dp p2∆J−1eipX−
p2
2σ2 , X ≡ 1− geff∆O
∆J
Qˆ . (5.10)
Note that the prefactor e−igeff has now been canceled. Without the Gaussian factor in (5.10),
the integral in (5.10) would yield〈
JJ˜
〉 1
(X + i)2∆J
= GJ
1
(cosh t−ts
2
− geff∆Oe t+ts2 −t∗)2∆J
(5.11)
which has a “light-cone” singularity at
cosh
t− ts
2
= geff∆Oe
t+ts
2
−t∗ → t = tl ≡ t∗ − log
(
2∆Ogeff − et∗−ts
)
. (5.12)
Thus we can view (5.10) as the propagator of a smeared field in a spacetime where points
on two boundaries satisfying (5.12) are connected by light rays, as indicated in Fig 8 (b).
Let us make some further remarks:
1. For the approximation in (5.10) to be valid, we need for the range of p allowed by the
Gaussian factor, the terms of O(Q2) and higher in (5.9) are suppressed, i.e.
Qˆσ
∆J
 1, geff∆O
∆J
Qˆσ  1, geff∆
2
O
∆2J
(Qˆσ)2  1 → 1
geffσ
 ∆O
∆J
Qˆ 1√
geffσ
(5.13)
Equation (5.12) (which corresponds to geff∆O
∆J
Qˆ = 1) lies within the range (5.13) pro-
vided that (recall we have β = 2pi which sets the unit)
√
geff  σ  1 . (5.14)
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2. Note that equation (5.12) has a solution only for geff > 0 and
ts ≥ t∗ − log(2∆Ogeff) ≡ tc (5.15)
and for ts satisfying (5.15), a corresponding tl(ts) always exists. Note
dtl
d(−ts) > 0
when (5.15) is satisfied, which means the light-cone structure is such that the earlier
a signal (smaller −ts) is sent, the earlier (smaller tl) the arrival of the signal at the
other boundary. In particular, as −ts → −∞, tl(ts)→ tc which is the earliest possible
arrival time, and as −ts → −tc, tl(ts)→ +∞.
This is consistent with the heuristic picture of Fig. 8(b), but is sharply different from
the behavior exhibited in (5.6) or for general ∆O,∆J , geff , for which the signal sent
from −ts arrives at t ≈ ts. We contrast these two different types of behavior in Fig. 10.
3. For σ ∼ √geff or larger, terms with quadratic and higher powers in Qˆ in the expansion
of (1 + pQˆ
2∆J
)−2∆O become important. Note since Qˆ ∝ GN , these terms may be under-
stood as due to backreaction of J-quanta on the geometry. Without the momentum
suppression factor e−
p2
2σ2 (i.e. σ →∞), such backreactions are always important.
C. Old cats never die
Connecting the boundary and bulk pictures for the regenesis phenomenon in the semi-
classical regime discussed in the last subsection raises leads to a rather amusing scenario.
To make the contrast of the two pictures a bit sharper, let us imagine by turning on ϕR,
we create a “cat,” which contains only “low energy” constituents compared with the coupling
geff which we will eventually turn on (i.e. with their bulk momenta satisfying (5.14)). From
the boundary picture, the cat lives for a while, but eventually her body gets more and more
scrambled with the environment. We wait until her body is fully scrambled, turn on the
interaction gV . From normal standards, it should be safe to say by this time the cat has
long died (in other words, her body should have long been decomposed). From the genesis
phenomenon, after another scrambling time, the cat is reborn in the other universe. As
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FIG. 10. The relation between emission time and arrival time in two different regimes. (a) is the
semi-classical regime, in which the earlier a signal (smaller −ts) is sent, the earlier (smaller tl) the
arrival of the signal at the other boundary. In particular, as −ts → −∞, tl(ts) → tc which is the
earliest possible arrival time, and as −ts → −tc, tl(ts)→ +∞. (b) describes the situation of (5.6)
and the CFT results of Sec. IV, where the arrival time t is the negative of emission time −ts.
emphasized in the Introduction this process requires extreme fine tuning of the initial state
at the time we created the cat.
Now let us refer to the bulk dual of the cat as the bulk cat, which we suppose is also
a living object. Then in the bulk picture, the bulk cat travels in the deformed geometry
created by the interaction gV . She never “dies”17, just sailing through the bulk geometry.
The journey should be smooth as no regions of large curvature will be encountered. In this
picture, the reborn cat simply corresponds to the arrival of the bulk cat through a wormhole.
In fact if she travels close to the light cone, the proper time that the cat experiences might
not be too long.
From the holographic duality, these two pictures must be equivalent. In particular, since
all boundary events should have a bulk version, the bulk cat should be able to “see” her own
funeral on the boundary. This is the bulk way to say that the regenesis cat in fact contains
the “memory” of her previous life.
17 By dying here we refer to something a bit more general, i.e. the body remains as a whole.
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D. Quantum traversable wormholes
In Sec. V B we discussed in detail that the semi-classical scenario of Fig 8(b) corresponds
to the parameter region of (5.14) and k →∞, as well as the ranges of t, ts satisfying (5.13).
Outside these parameter regions, how do we interpret the traversability of a wormhole?
Here we offer some qualitative discussions by combining the general discussion of Sec. II, the
explicit CFT results of Sec. IV, as well as discussion of (5.1). One can identify the following
different physical scenarios/regimes:
1. A most straightforward scenario is that the picture of Fig. 8(b) still qualitatively
applies, but with the deformed geometry interpreted as including both effects of gV and
the backreaction of J itself. Since the deformed geometry now depends on the quanta
propagating through it, strictly speaking, one can no longer talk about a background
causal structure as in the case of a linear wave moving in a fixed geometry. Nevertheless,
the essential physics picture remains qualitatively similar. So we will still refer to this
scenario as the semi-classical scenario. For example, consider (5.1) (which is k → ∞
limit) with a large geff and a momentum suppression factor e
− p2
2σ2 , and slowly increase σ
beyond the range of (5.14). As we increase σ, the backreactions of J become more and
more important. One should be able to include them perturbatively, say first including
the Qˆ2 term in (5.9) but neglecting higher order terms, and then the Qˆ3 term, and so
on.18
2. When t ∼ ts  t∗, the traversability should arise from a distinct physical picture from
that of Fig. 8(b). In this regime, independent of the details of any theory (and for
general g, k and V ), we discussed in Sec. II that the sole effect of gV is to generate
a complex factor in W proportional to
〈
e−igV
〉
with no dependence on the quantum
numbers of J at all. There is no scattering between J and O quanta. For a CFT, the
conclusion also does not depend on the large c limit (as far as the theory is chaotic).
18 In the limit σ →∞ (or σ  geff), one finds that for certain range of t around t∗ the integral is dominated
by the contribution of a (real) saddle-point with psaddle ∝ geff (see Appendix B of [2]). Such a saddle point
may have an interpretation in terms of bulk Einstein equations.
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Let us also highlight some features which are sharply different from those of the semi-
classical regime discussed above:
(a) Even in the k → ∞ limit, the regenesis phenomenon, and thus traversability of
the wormhole, does not depend on the sign of g, while the semi-classical scenario
of item 1 requires g > 0 [1].
(b) Regardless of the bulk geometry, the form of V , and details of how the signal is
sent (i.e. its energy and direction etc.), a bulk signal departing from (−ts, ~x) from
the R boundary can only arrive on the L boundary at (ts, ~x).
19 See Fig. 10. As
emphasized in Sec. II B, the pairing of (ts, ~x) and (−ts, ~x) is solely determined by
the entanglement structure of the thermal field double state (1.1).
Thus the traversability for this regime does not appear to be associated with any
spacetime causal structure at all, and is in a sense driven by entanglement. In other
words, one has a “quantum traversable wormhole.”
We do not yet have a precise way to characterize the “quantum geometry” associate
with such a traversable wormhole. Here we offer some preliminary thoughts. Heuris-
tically, the transmission of a signal from the R to L boundary feels like a tunneling
process across the horizon mediated by gV interaction. Directly translating the dis-
cussion of Sec. II C to the bulk gives the following picture. Consider first g = 0, for
which the wormhole in non-traversable. Nevertheless, the bulk Wightman and Feyn-
man functions between L and R for the bulk field dual to J is nonzero. We may
interpret the vanishing of
〈
[JL, JR]
〉
=
〈
JLJR
〉 − 〈JRJL〉 as perfect destructive in-
terference between the process of a virtual particle traveling from R to L, and the
mirror process of traveling from L to R, as indicated in the left plot of Fig. 3. Turning
on a nonzero g gives a phase shift to each propagator, and in general the destructive
inference is no longer perfect, resulting propagation of real particles. See right plot of
19 Again we are treating relaxation time scales as microscopic.
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Fig. 3. In (4.11) we saw that GLR is periodic in geff , thus as one dials the value of g,
perfect destructive interference can be again reached at various special values.
3. Now for general k, g and σ, and t, ts ∼ t∗, the picture is no longer so sharp. There is a
continuous spectrum in going from the semi-classical regime of item 1 to the quantum
regime of item 2.
For example, for large, but finite k, while the bulk stress tensor induced from turning
on V will have a finite spread, for geff , σ satisfying (5.14), we expect the physics should
still be close to the semi-classical picture.
On the other hand, for (3.29) and (4.6) (or its (0 + 1)-dimensional counterpart (5.6)),
both feature (a) and (b) listed in item 2 also apply. So it appears reasonable to expect
the traversability is governed by the mechanism of item 2 except that in general there
are also scatterings between J and O involved. Note that from (5.1), equation (5.6)
is obtained from a pure imaginary “saddle” psaddle ≈ i2∆J , which also suggests that
the underlying physics cannot be understood straightforwardly in terms of classical
scatterings of O and J quanta.20
VI. DISCUSSIONS AND FUTURE DIRECTIONS
In this paper we presented a general argument for the regenesis phenomenon in a many-
body chaotic system and studied it in detail in two-dimensional CFTs in the large central
charge limit. We also discussed the implications of these field theory results for wormhole
physics.
Here we end with some further discussion, including future directions:
1. Teleportation?
20 Also note that once one adds the Gaussian suppression factor e−
p2
2σ2 to (5.1), one can no longer deform
the contour to imaginary p, which also indirectly suggests that (5.10) and (5.6) are controlled by very
different physics.
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As discussed in [1, 2] (see also [5]), the coupling V between L and R system is remi-
niscent of the operations in a teleportation process. During the time evolution of the
system, the effect of having the gV δ(t = 0) term in the Hamiltonian can be considered
as being equivalent to the process of performing some measurements in the R system,
communicating the results to the L system, and then performing operations on the
L system. But we would like to stress that the regenesis phenomenon is in fact very
different from quantum teleportation in the usual sense. In teleportation one would
like to send an unknown state to another party. Here while the signal from the R
system re-appears in the L system, in general there is no state teleportation. It can be
readily checked in the qubit model of Sec. II F that general HL,R and coupling V , do
not implement teleportation of a state. Thus the regenesis phenomenon can at most be
considered as a “signal teleportation”. This conclusion is also supported by the discus-
sion of [5] that the operation for a state teleportation involve a much larger complexity
than that of the regenesis setup. As emphasized in [2] the regenesis setup also shares
some similarities with that of Hayden-Preskill [25]. But there are also some impor-
tant differences. As we emphasized in the Introduction, regenesis requires extra fine
tuning in the preparation of the initial state, with essentially no decoding needed for
the signal, while for Hayden-Preskill, the initial state is generic, but decoding requires
much higher level of complexity [26]. Interestingly, the decoding process described in
[26] applies to the case much longer than the scrambling time, which corresponds to
the interference regime in our paper. Further study is needed to connect better these
two stories.
There is another interesting question for further study, say if one wants to send some
known signals (one knows the input signal ϕR one is applying) from R to L, whether
the current protocol is an efficient one (see [27] for a discussion of treating the wormhole
setup as a quantum channel).
2. Nature of quantum traversable wormholes
It is important to have a more precise bulk picture for “quantum traversable worm-
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holes” which we argued in Sec. V D. In particular, it would be ideal to have a real-time
evolution picture for it.
Equation (2.28) can be reproduced from (2.7) by replacing Φ of (2.8) by21 |Φ〉 ≈
a∗ |Ψβ〉+UR |Ψβ〉. Note that this cannot be a true identity as the right hand side does
not have the right normalization (and it does not reproduce (2.26)). Nevertheless, this
expression is suggestive as it indicates that Φ is a superposition of two macroscopic
states, one from acting UR on TFD, while the other corresponding to multiplying
a TFD by a complex number. Equation (2.28), and thus traversability, arises from
interference between them. How should we think the bulk geometry corresponding to
Φ? Is there a firewall at the horizon?
3. Other systems
It is clearly of interest to study this phenomenon in other systems like spin chains
or using random unitary circuits (see e.g. [28]) which have generated lots of insights
into chaotic systems. Note that since regenesis concerns with time scales of order
the scrambling time, thus it should be insensitive to the early time behavior such as
whether the system has a nonzero Lyapunov exponent.
4. Using effective field theories (EFTs)
The computation of the behavior GLR in the transition regime (i.e. for ts ∼ t∗) in two-
dimensional CFTs is rather complicated and technical even in the large c limit. While
there are reasons to believe that the qualitative behavior we obtained should apply to
generic chaotic systems, it would be good to understand it in a system-independent
way. Recently a class of EFTs which aims to capture scrambling of general operators in
chaotic systems (at least for those close to being maximally chaotic) has been proposed
in [29]. In particular, the EFT for two-dimensional CFT in the large c limit has
been obtained in [30, 31]. The EFT approach could provide a simpler and system-
21 We thank J. Maldacena, D. Stanford and Z. Yang for this observation.
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independent way to study many aspects of the regenesis phenomenon and wormhole
physics. We will leave this for future investigation.
5. Experimental realizations
It would be interesting to observe the regenesis phenomenon experimentally. For ex-
ample, one could imagine setting up the protocol in bilayer graphene or quantum hall
systems. Experimentally realizing a thermal field double state in a many-body system
appears difficult.22 If one could realize (1.1), to fine tune the state at t = −ts is sim-
ilar to realizing an OTOC, as one needs to run the system “backward” in time, turn
on the source, and then move forward in time. Recently there has been significant
progress in realizing OTOCs in the lab (see e.g. [33]), so perhaps such tuning is not
that far-fetched. In the spirit of ER = EPR [34], realizing regenesis experimentally
may be interpreted as creating a quantum traversable wormhole in the lab!
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Appendix A: Linear responses
Consider perturbing a system by
H = H0 +H
′
S(t) = H0 +H
(1)
S (t) +H
(2)
S (t) (A1)
where subscripts S denote the Schrodinger picture operators. More explicitly
H
(1)
S = −g
∫
d3~xf(t, ~x)OL(~x)OR(~x), H(2)S = −
∫
d3~xϕR(t, ~x)JR(~x) . (A2)
We will take the support of f(t, ~x) to be around t = 0 and that for ϕR(t, ~x) to be around
some −t1  0. The two functions can be considered to have no overlap.
We take the system at t = −∞ to be given by some state ρ0, and consider H ′S going to
zero at t → ±∞ (as well as at spatial infinity). Now let us consider the expectation value
for some operator A
〈A〉 = Tr(ρ(t, t0)AS) = Tr(ρ0AH(t, t0)) (A3)
where
ρ(t, t0) = U(t, t0)ρ0U
†(t, t0), AH(t, t0) = U †(t, t0)AU(t, t0), t0 → −∞ (A4)
and U(t, t0) is the evolution operator under the full Hamiltonian H,
U(t, t0) = T exp
(
−i
∫ t
t0
dsH(s)
)
. (A5)
Below we will use
A(t, t0) = e
iH0(t−t0)Ae−iH0(t−t0) (A6)
to denote the Heisenberg operator associated with H0 with reference time t0, and A(t) to
denote the Heisenberg operator with t0 set to zero.
Using the standard interaction picture technique we can write
U(t, t0) = e
−iH0(t−t0)UI(t, t0), UI(t, t0) = T exp
(
−i
∫ t
t0
dsH ′(s, t0)
)
(A7)
where
H ′(t, t0) = eiH0(t−t0)H ′S(t)e
−iH0(t−t0) = H(1)(t, t0) +H(2)(t, t0) , (A8)
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where
H(1)(t, t0) = −g
∫
d3~xf(t, ~x)OL(t, t0)OR(t, t0), H(2)(t, t0) = −
∫
d3~xϕR(t, ~x)JR(t, t0) .
(A9)
We consider to linear order in H2 while to full nonlinear order in H1, i.e.
UI(t, t0) = U1(t, t0)
(
1− i
∫ t
t0
dsH(2)(s, t0)
)
, U1(t, t0) = T exp
(
−i
∫ t
t0
dsH(1)(s, t0)
)
(A10)
where we have used that the support of ϕR(x) is much earlier than that of f(x). Now for
simplicity we will take
f(x) = δ(t)f(~x) (A11)
we will the have
U1(t, t0) =
1 t ≤ 0exp (igV ) t > 0 , V =
∫
d3~x f(~x)OL(0, t0)OR(0, t0) . (A12)
We thus find that
AH(t, t0) = U
†
I (t, t0)A(t, t0)UI(t, t0) =
A(t, t0)− i
∫
ds[A(t, t0), H
(2)(s, t0)] t < 0
AV (t, t0)− i
∫
ds[AV (t, t0), H
(2)(s, t0)] t > 0
(A13)
where
AV (t, t0) = e
−igVA(t, t0)eigV . (A14)
Appendix B: An identity
For an operator X in the L-system, consider
〈X〉g ≡ 〈Φ|X(t)|Φ〉 (B1)
where
|Φ〉 ≡ eigVUR |Ψβ〉 , UR = ei
∫
dsϕR(s)JR(s), (B2)
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and the source ϕR(t) is supported near t = −ts, while V is supported at t = 0. In the
limit t, ts  t∗, with OTOCs set to zero, 〈X〉g can be greatly simplified. More explicitly, we
have (suppressing Ψβ)
〈X〉g =
〈
U †Re
−igVX(t)eigVUR
〉
=
〈
(U †R − 1)e−igVX(t)eigV (UR − 1)
〉
+
〈
e−igVX(t)eigV
〉
+
[〈
e−igVX(t)eigV (UR − 1)
〉
+ h.c.
]
=
〈
(U †R − 1)X(t)(UR − 1)
〉
+
〈
e−igVX(t)eigV
〉
+
[〈
e−igVX(t)(UR − 1)
〉
+ h.c.
]
.
(B3)
Note that X commutes with UR. Now as in (2.22) we factorize parts of a correlator which
are widely separated in time (with
〈
e−igVX(t)eigV
〉
= 〈X〉), which then gives
〈X〉g = (1− 2 Re a)〈Ψβ|X(t)|Ψβ〉+
(
a
〈
Ψβ
∣∣X(t)UR∣∣Ψβ〉+ h.c.) (B4)
with
a =
〈
e−igV
〉
β
− 1 . (B5)
Appendix C: Details of CFT calculation
1. Approximation of identity Virasoro block by conformal transformation
In this Appendix we first review a method developed in [11] to calculate correlation
functions in a CFT in the large c limit, and then use it to calculate (3.14) in the regime of
c  hJ  hO ∼ O(1). While their original method was considered in the limit of c → ∞
with hJ/c fixed, we will justify the same method in the weaker limit stated above. We will
keep general dependence for hJ but ignoring all 1/c and hO/c corrections.
Consider first the four-point function 〈Ja(za)Jb(zb)O1(z1)O2(z2)〉. Since hJ  hO, we can
treat this four point function as if the two point function of O in the background of J . To
be more precise, we are going to do the following conformal map from z plane to w plane:
1− w =
(
1− zabz
zb(za − z)
)α
, α =
√
1− 24hJ
c
(C1)
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which maps za → wa = ∞, zb → wb = 1 and 0 → 0. This map has a branch cut in z plane
from zb to za. The Jacobian is
J(z) ≡ ∂z
∂w
=
(z − za)(z − zb)
αzab
[
za(z − zb)
zb(z − za)
]−α
(C2)
The relation between 4-pt function in z and w planes is
〈JaJbO1O2〉w = JhJa JhJb JhO1 JhO2 〈JaJbO1O2〉z (C3)
where the subscript denotes the coordinate. Note that Ja and Jb are vanishing, so the above
formula should be regarded as taken in a proper limit since the LHS is also vanishing as
wa →∞.
The advantage of this conformal transformation is that in w plane, 4-pt function
〈J(wa)J(wb)T (w)〉 does not depend on hJ explicitly. In large c limit, this amounts to
the leading order approximation in 1/c expansion. To be more precise, by Ward identity,
the 4-pt function in z plane is
〈J(za)J(zb)T (z)〉 = 1
z2hJab
hJz
2
ab
(z − za)2(z − zb)2 (C4)
Since stress tensor is not primary field, it has an extra Schwarzian term under conformal
transformations. Given the transformation (C1), the stress tensor transformations as
T (w) = J(z)2
(
T (z)− hJz
2
ab
(z − za)2(z − zb)2
)
(C5)
Hence we find that in w plane
〈J(wa)J(wb)T (w)〉 = JhJa JhJb J2z · 0 (C6)
where the Schwarzian cancels the term that is proportional to hJ . In w plane, the whole
Virasoro block is summing over all Virasoro descendents just like z plane. We can Taylor
expand T (w) around w = 0:
T (w) =
∑
n
w−n−2Ln (C7)
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One can show that the commutation between Ln and general primary operator X(w) obeys
the same rule as in z plane:
[Ln, X(w)] = hX(1 + n)wnX(w) + w1+n∂wX(w) (C8)
and Virasoro algebra still holds for all Ln:
[Ln,Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn,−m (C9)
Indeed, above relations always hold when the Jacobian J(z) is nonsingular around w.
The relation between Ln, the Virasoro mode of T (z), and Ln can be solved explicitly by
the conformal transformation (C5)∑
n
w−n−2Ln = J(z)2
(∑
n
z(w)−n−2Ln − hJz
2
ab
(z − za)2(z − zb)2
)
=
(1− w)2/α−2z2az2b z2ab
α2(za − (1− w)1/αzb)4
∑
n
[
zazb(1− (1− w)1/α)
za − (1− w)1/αzb
]−n−2
Ln − hJ
α2(1− w)2
(C10)
which implies that all Ln are linear combinations of Lm with m ≥ n. This immediately gives
an important result
Ln |h〉 = 0, n ≥ 0 (C11)
for any primary |h〉. 23 However, since the expansion (C7) is not convergent around infinity
due to the existence of branch cut from 1 to ∞, we should not expect L†n = L−n. In other
words, the radius of convergence of series (C7) is bounded by the location of branch cut.
Formally we can define a “w-primary state” 〈hw| as
〈hw| = lim
w→∞
〈0w|w2hXX(w) (C12)
with 〈hw| L−n = 0 for n ≥ 0 and normalization 〈hw|h〉 = 1. The whole Virasoro block in w
plane can be calculated as insertion of projection PTk between JaJb and O1O2, where
PTk ≡
L−n1 · · · L−nk |h〉 〈hw| Lnk · · · Ln1
〈hw|Lnk · · · Ln1L−n1 · · · L−nk |h〉
(C13)
23 For |h〉 = |0〉, (C11) holds for n ≥ −1.
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Note that these PTk ’s are not orthogonal, and in general we need to take all overlaps between
different projectors into account. Let us take h = 0 for identity Virasoro block for now.
There are a few features of this construction. First, 〈0w|Ln1 · · · Lnk |0〉w = 〈0|Ln1 · · ·Lnk |0〉z
because Ln and Ln obey the same algebra. Therefore, we can simply estimate the denomi-
nator of (C13) in large c limit. For ni ≥ 2,
〈0w|Lnk · · · Ln1L−n1 · · · L−nk |0〉 = O(ck) (C14)
Second, 〈0w| Lnk · · · Ln1O(w1) · · · O(wn)|0〉 is the same as that in z plane because of the same
algebra (C8) and (C12). In particular, the two point function is
〈0w| O(w1)O(w2)|0〉 = 1
w2hO12
(C15)
Note that this is different from conformal transformed version of 〈0|O(z1)O(z2)|0〉z to
w plane. Physically, this means that ignoring the neighborhood of branch cut, we re-
gard all other regions in w plane the same as ordinary CFT on complex plane. Third,
〈0| JaJbL−n1 · · · L−nk |0〉 is not the same as z-plane CFT due to the branch cut, but re-
stricted to the conformal transformation rules from z-plane to w-plane. In particular, the
two point function obeys
〈0|J(wa)J(wb)|0〉 = JhJa JhJb 〈0|J(za)J(zb)|0〉 (C16)
The advantage of this special conformal transformation is that in w plane,
〈0|J(wa)J(wb)L−n|0〉 = 0 (C17)
for all n ≥ 0 due to (C6). This method can be generalized to multiple T insertion in (C6)
and one can show that the leading order of hJ vanishes in w-plane. Indeed, notice that T is
different from primary field only by a central term. Therefore, for multiple T insertion in a
correlation function of primaries 〈X〉, there is a induction relation:
〈T (z1) · · ·T (zk)X〉 =
∑
i
(
hi
(z1 − zi)2 +
1
z1 − zi∂i
)
〈T (z2) · · ·T (zk)X〉
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+
k∑
i=2
c/2
(z1 − zi)4
〈
T (z2) · · · Tˆ (zi) · · ·T (zk)X
〉
(C18)
where hat means omiting T (zi). From above formula, the k insertion should have the fol-
lowing expansion
〈T (z1) · · ·T (zk)JaJb〉 =
[k/2]∑
i=0
k−2i∑
j=0
cihjJFij(zn), F00(zn) = 0 (C19)
where zn denote coordinates collectively. In c hJ limit, the expansion has the orders from
high to low as
c[k/2]h
k−2[k/2]
J , c
[k/2]−1hk−2[k/2]+2J , · · · , hkJ , · · · (C20)
Note that if we are considering L−n rather than L−n, the powers of c does not contribute to
〈0| JaJbL−n1 · · ·L−nk |0〉. But transforming to w plane, these powers are leading contributions
to 〈0| JaJbL−n1 · · · L−nk |0〉. On the other hand, terms involving O1 and O2 after inserting
PTk has scaling
〈0w|Lnk · · · Ln1O1O2〉 ∼
k∑
n=1
O(hnO) ∼ O(1) (C21)
Therefore, the highest order terms in first a few orders of PTk insertion are
O(1) +O(hJ/c) +O(1/c) +O(hJ/c
2) +O(1/c2) +O(hJ/c
2) + · · · (C22)
where above explicit terms are from k = 0 to k = 5.
The purpose of the transformation (C1) is to cancel all O(hJ/c
[k/2]) order terms in odd k
and leave highest orders of the expansion (C22) as
O(1) +O(1/c) +O(1/c2) + · · · (C23)
This can be seen by noting that the first term in (C18) does not contribute with c and only
TT fusion gives powers of c. For k = 2s+ 1, cshJ order only comes from the OPE between
all different T (zi)’s, which in total gives c
s:
〈JaJbT (z1) · · ·T (z2s+1)〉 ⊃ (c/2)s
2s+1∑
k=1
∑
{p,q}
pi,qi 6=k
∏
i
1
z4piqi
〈JaJbT (zk)〉 ∼ O(cshJ) (C24)
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where {p, q} are all different choices of pairs of indices from 1 to 2s+ 1 except k. Transfor-
mation to w plane, due to (C5) we have
〈JaJbT (w1) · · ·T (w2s+1)〉 = JhJa JhJb
(
2s+1∏
i=1
J2zi
)〈
JaJb
2s+1∏
i=1
(
T (zi)− hJz
2
ab
z2iaz
2
ib
)〉
⊃ JhJa JhJb
(
2s+1∏
i=1
J2zi
)
(c/2)s
2s+1∑
k=1
∑
{p,q}
pi,qi 6=k
∏
i
1
z4piqi
〈
JaJb
(
T (zk)− hJz
2
ab
z2kaz
2
kb
)〉
= 0 ·O(cshJ) (C25)
This shows that, up to terms suppressed by 1/c, the insertion of PTk reduces to just insertion
of vacuum |0〉 〈0w|.
In hJ ∼ c → ∞ limit, the leading order of all PTk insertions are hkJ/ck terms. One can
also see all these terms vanishes in w plane. That is the argument in [11]. The reason why
their method also applies to our weaker limit O(1) ∼ hO  hJ  c is that we are using the
same expansion of hJ/c and 1/c in w plane, in which only terms suppressed by 1/c survive
due to the conformal transformation.
2. Application to W
Using the conformal transformation, four point function reads
〈JaJbO1O2〉z = J−hJa J−hJb J−hO1 J−hO2 〈JaJbO1O2〉w
≈ J−hJa J−hJb J−hO1 J−hO2 〈JaJb〉w 〈0w|O1O2〉w
= 〈JaJb〉z J−hO1 J−hO2
1
w2hO12
(C26)
Plugin the coordinate transformation, we find that
V(u) ≡ 〈JaJbO1O2〉z〈JaJb〉z 〈O1O2〉z
=
(
z212
J1J2w212
)hO
=
(
α2u2(1− u)α−1
(1− (1− u)α)2
)hO
, u =
z12zab
z1az2b
(C27)
which has branch cut of u from 1 to +∞.
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We are interested in cases with even number O insertion. In leading order, this can be
calculated as
〈JaJbO1 · · · O2n〉z
〈JaJb〉z
=
J−hJa J
−hJ
b
〈JaJb〉z
(
2n∏
i=1
J−hOi
)
〈JaJbO1 · · · O2n〉w
≈
(
2n∏
i=1
J−hOi
)
〈0w|O1 · · · O2n〉w
≈
(
2n∏
i=1
J−hOi
) ∑
{(s2i,s2i+1)}
n∏
i=1
〈
0w|Os2iOs2i+1
〉
w
=
∑
{(s2i,s2i+1)}
n∏
i=1
( z2s2i,s2i+1
Js2iJs2i+1w2s2i,s2i+1
)hO 〈Os2iOs2i+1〉z

=
∑
{(s2i,s2i+1)}
n∏
i=1
[V(us,i) 〈Os2iOs2i+1〉z] , us,i ≡ zs2i,s2i+1zabzs2i,azs2i+1,b (C28)
where {(s2i, s2i+1)} is the collection of contractions between s2i-th and s2i+1-th operators.
In the second line we ignored higher orders of 1/c, and in third line we used large N (large
c) ansatz to factorize all O’s in two point functions. Associated with antiholomorphic part,
(C28) becomes (3.19).
3. With non-identity channel
For a generic but light non-identity intermediate channel, the difference with identity
block is as follows. The main point is that we need to slightly modify (C28).
〈JaJbO1 · · · O2n〉z
〈JaJb〉z
=
J−hJa J
−hJ
b
〈JaJb〉z
(
2n∏
i=1
J−hOi
)
〈JaJbO1 · · · O2n〉w
=
J−hJa J
−hJ
b
〈JaJb〉z
(
2n∏
i=1
J−hOi
) ∞∑
m=0
〈
JaJbLm−1|h
〉
w
〈hw|Lm1 O1 · · · O2n〉w〈
hw|Lm1 Lm−1|h
〉 +O(1/c)
=
(∏2n
i=1 J
−hO
i
)
〈JaJb〉w
∞∑
m=0
[
2n∑
i=1
(
2hOwi + w2i ∂
2
i
)]m 〈JaJbLm−1|h〉w 〈hw|O1 · · · O2n〉w〈
hw|Lm1 Lm−1|h
〉
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≈
(∏2n
i=1 J
−hO
i
)
〈JaJb〉w
∞∑
m=0
〈
JaJbLm−1|h
〉
w〈
hw|Lm1 Lm−1|h
〉 [ 2n∑
i=1
(
2hOwi + w2i ∂
2
i
)]m ∑
{(s2i−1,s2i)}
〈hw|Os1Os2〉w
n∏
i=2
〈
0w|Os2i−1Os2i
〉
w
=
(∏2n
i=1 J
−hO
i
)
〈JaJb〉w
∞∑
m=0
〈
JaJbLm−1|h
〉
w〈
hw|Lm1 Lm−1|h
〉 ∑
{(s2i−1,s2i)}
[
2∑
i=1
(
2hOwsi + w
2
si
∂2si
)]m 〈hw|Os1Os2〉w n∏
i=2
〈
0w|Os2i−1Os2i
〉
w
=
(∏2n
i=1 J
−hO
i
)
〈JaJb〉w
∑
{(s2i−1,s2i)}
∞∑
m=0
〈
JaJbLm−1|h
〉
w
〈hw|Lm1 Os1Os2〉w〈
hw|Lm1 Lm−1|h
〉 n∏
i=2
〈
0w|Os2i−1Os2i
〉
w
≈
∑
{(s2i−1,s2i)}
Vh(us,1)
V(us,1)
n∏
i=1
[V(us,i) 〈Os2i−1Os2i〉z] , us,i = zs2i−1,s2izabzs2i−1,az (C29)
where in the third line we used the fact that only global block contributes in leading order,
in the forth line we used identity (C8), in fifth line we factorize the O correlation function
into product of two point functions and one three point function, in sixth line we used the
fact that
〈Lm1 O1O2〉 =
2∑
i=1
(
2hOwi + w2i ∂
2
i
) 1
w2hO12
= 0 (C30)
and in last line we use the result in [11]
Vh(z) ≡ 〈J(∞)J(1)O(z)O(0)〉z〈J(∞)J(1)〉z 〈O(z)O(0)〉z
= V(z)
[
1− (1− z)α
α
]h
2F1(h, h, 2h, 1−(1−z)α) (C31)
and V(z) is the vacuum block.
4. Explicit expression of A
Here we give an explicit derivation of (3.24) from (3.22) for ts = t and xs = x. The
discussion of this subsection has some parallel to that of [9] for OTOCs in a large c CFT.
From (3.17), V(u) is real for u < 1 and has a branch cut along u ∈ (1,∞). With
ts = t, xs = x we have
u1 =
4e
2pi
β
y+
(ei1 − e 2piβ y++iJ )(e 2piβ y++i˜J − ei˜1)
, u¯1 =
4e
2pi
β
y−
(e−i1 − e 2piβ y−−iJ )(e 2piβ y−−i˜J − e−i˜1)
(C32)
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FIG. 11. Plots of u1 (plot (a)) and u¯1 (plot (b)) as a function of t. Blue and yellow are for V+ and
V− respectively. One can see that u1 stays on first sheet for V+(u1), but moves to second sheet for
V−(u1); u¯1 stays on first sheet for both V±(u¯1).
where we have introduced
y+ = x− x1 + t, y− = x− x1 − t . (C33)
Recall that V+ is defined with ordering 1 < J < ˜J < ˜1, while V− with ordering J < 1 <
˜J < ˜1. Let us look at the behavior of A(u1, u¯1) as we increase t from 0 while keeping x−x1
fixed (assuming x − x1 is not exactly zero). For sufficiently small t, regardless of the sign
of x − x1, (0, x1) and (t, x) are spacelike separated, with u1, u¯1 < 0. In this case ’s do not
matter, and thus V+ = V−, leading to A = 0. This of course can be deduced from (3.21)
without doing any calculations as the commutator of spacelike separated operators must
vanish.
With sufficiently large t, (0, x1) and (t, x) become timelike separated. Consider, e.g.
x− x1 < 0, for which u1 starts being negative at t = 0 and is again negative for large t, but
in between u1 undergoes nontrivial motions in the complex plane as the lightcone y+ = 0
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is crossed. For V(+), one finds that u1 remains on the first sheet throughout the process,
while for V(−), u1 crosses the branch cut from upper half u-plane and moves to the second
sheet. In contrast, u¯1 always remains real and negative. See Fig. 11. We thus find that for
sufficiently large t,
A(u1, u¯1) = (V1(u1)− V2(u1))V1(u¯1), x− x1 < 0 (C34)
where V1(u) (V2(u)) denotes the value along the negative real axis on the first (second) sheet,
V1(u) =
(
α(−u)√
1− u
1
−(1− u)−α/2 + (1− u)α/2
)2hO
, (C35)
V2(u) =
(
α(−u)√
1− u
1
(1− u)−α/2eipiα − (1− u)α/2e−ipiα
)2hO
. (C36)
Similarly for xs − x1 > 0 we find that, u1 always remains real, negative, but u¯1 moves
nontrivially in the complex plane as the light cone is crossed. Again one finds that V(+)
remains on the first sheet, while V(−) moves to the second sheet from above. We thus find
A(u1, u¯1) = (V1(u¯1)− V2(u¯1))V1(u1), x− x1 > 0 . (C37)
One consistent check is that (C34) and (C37) agree when x = x1. We can write (C34)
and (C37) in a unified way as
A(u1, u¯1) = (V1(u1)− V2(u1))V1(u¯1) (C38)
with now u1 and u¯1 defined as
u1 ≡ − 4e
2pi
β
(t−|x−x1|)
(1− e 2piβ (t−|x−x1|))2
, u¯1 ≡ − 4e
2pi
β
(t+|x−x1|)
(1− e 2piβ (t+|x−x1|))2
. (C39)
Appendix D: Full k-dependence in multiple operator species
In this appendix, we will use the following notation:
W =
∞∑
n=0
(−ig)n
n!
∑
{αi}
Wn, Wn =
1
kn
〈
[Oαn , [Oαn−1 , · · · [Oα1 , J ] · · · ] J˜O˜αn · · · O˜α1
〉
β
(D1)
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FIG. 12. The plot of µ and µ¯. The blue, yellow, green, red and purple are for 〈12ab〉, 〈1a2b〉,
〈2a1b〉, 〈a21b〉 and 〈ab2˜1˜〉 respectively.
where we suppressed all spacetime coordinates. In order to calculate W in the case of
multiple operator species, we need to note that there are three types of contractions,
Gδαiαj ≡
〈
OαiO˜αj
〉
, Hδαiαj ≡
〈OαiOαj〉 , H˜δαiαj ≡ 〈O˜αiO˜αj〉 (D2)
where we used the fact that all locations of O and O˜ are the same and at origin.
Since (3.19) is factorized as product of 4-pt functions encoded in V(ui)V(u¯i), to calculate
Wn we only need to worry about the relative ordering of the four operators related to each
ui and u¯i. For G type contraction, there are two different orderings:
〈
1ab1˜
〉
and
〈
a1b1˜
〉
,
which are V1(u)V1(u¯) and V2(u)V1(u¯) respectively. For H type contraction, there are four
different orderings: 〈12ab〉, 〈1a2b〉, 〈2a1b〉 and 〈a21b〉 which are V1(µ)V1(µ¯), V−1(µ)V1(µ¯),
V2(−µ)V1(−µ¯) and V1(−µ)V1(−µ¯) respectively (see Fig. 12). For H˜ type contraction, there
is only one ordering:
〈
ab2˜1˜
〉
, which is V1(µ)V1(µ¯). Here the subscript i of Vi means the value
on i-th sheet given by (3.25), (3.26) and
V−1(u) =
(
α(−u)√
1− u
1
(1− u)−α/2e−ipiα − (1− u)α/2eipiα
)2hO
(D3)
In all above statements, the cross ratios are u = u1 in (C39) with x1 = 0 and
µ =
2i sin pi
β
sinh 2pi
β
(t− |x|) + 2i sin pi
β
, µ¯ =
2i sin pi
β
sinh 2pi
β
(t+ |x|) + 2i sin pi
β
, 0 <  < β (D4)
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where  is the difference of -prescription in the time ordering of O1 and O2 and it now plays
a role as UV regulator 24.
For any given choice of contractions, the number of H contraction must be the same as
H˜. To be more precise, with q contractions of H, then number of H˜ is q and the number
of G is n − 2q. In such a contraction, the scaling of (3.19) is HqH˜qGn−2q. If we track all
commutators in Wn, we will find that the contribution from this contraction is
Wn/ 〈JaJb〉 ⊃CqHq [(V1(µ)− V−1(µ))V1(µ¯) + (V1(−µ)− V2(−µ))V1(−µ¯)]q
× H˜q [V1(µ)V1(µ¯)]q Gn−2q [(V1(u)− V2(u))V1(u¯)]n−2q (D5)
where Cq is a constant. A consistent check is that in (D5) there are in total 4
q · 2n−2q = 2n
terms, which is the same number of terms in the expansion of commutators (3.12). In general,
Cq depends on how we choose the q contractions. However, the structure of conformal blocks
does not depend on the detail of the q contraction choices. This implies a simple counting
rule for Wn: we only need to track the contractions of H, H˜ and G, then replace all HH˜ as
H20 and G as G0, where we define
H20 = HH˜ [(V1(µ)− V−1(µ))V1(µ¯) + (V1(−µ)− V2(−µ))V1(−µ¯)]V1(µ)V1(µ¯) (D6)
G0 = G(V1(u)− V2(u))V1(u¯) (D7)
Hence, evaluation of Wn boils down to the problem of calculating Cq for various contractions.
In the following, since H = H˜ by definition, we will not distinguish them and only use H.
To count Cq is somewhat tricky. Due to the factor 1/k
n in Wn, any Oα contracting
with its dual O˜α contributes with
∑
α δαα/k = 1, but contracting with any other operators
contributes with only 1/k. Keeping this in mind, we will use the following procedure:
1. For n pairs of Oαs and O˜αs , we define the sum of all possible contractions as Sn.
Starting from Oα1 , there are two types of contraction: i) contracting O˜α1 gives G; ii)
24 In order to evaluate the Lorentzian correlation function in (3.19) one has to assign i for each Oi before
continuation. Since all the O’s commute, the relative values of their ’s do not matter. Therefore we can
assign  ordering for each pairing such that  for each Virasoro block is the same. Physically it is natural
to take  of order O(β), and in the main body of this paper, we will choose  = β/2 for definiteness.
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n − 1 choices of contracting with Oαi with i 6= 1 in total give (n − 1)H/k; iii) n − 1
contracting with O˜αi with i 6= 1 in total give (n−1)G/k. For i), we call it as completing
a chain. Then redo step 1 with the next O, say Oα2 . For ii), do step 2. For iii), do
step 3.
2. For ii) in step 1, continue with its counterpart O˜αi . We define the sum of all possible
contractions in such case, namely n − 2 pairs of Oαs and O˜αs and two O˜’s (namely
O˜α1 and O˜αi), as Tn−2. We have three choices: i) contracting with O˜α1 completes a
chain and gives H; ii) n− 2 choices of contracting with Oαj with j 6= 1, i in total give
(n− 2)G/k; iii) n− 2 contracting with O˜αj with j 6= 1, i in total give (n− 2)H/k.
3. For iii) in step 1, continue with its counterpart Oαi . We define the sum of all possible
contractions in such case, namely n− 2 pairs of Oαk and O˜αk plus one pair of Oα1 and
O˜αi with different indicies, as Un−2. We have three choices: i) contracting with O˜α1
completes a chain and gives G; ii) n− 2 choices of contracting with Oαj with j 6= 1, i
in total give (n − 2)H/k; iii) n − 2 contracting with O˜αj with j 6= 1, i in total give
(n− 2)G/k.
4. In step 1, completing a chain becomes Sn−1. In step 2, i) becomes Sn−2, ii) becomes
Tn−3, and iii) becomes Un−3. In step 3, i) becomes Sn−2, ii) becomes Tn−3, and iii)
becomes Un−3. For any S# cases, do step 1, for any T# cases, do step 2, and for any
U# cases, do step 3. This process ends when we finish all contractions.
By above constructive procedure, we have the following induction relations:
Sn = GSn−1 + (n− 1)G/kUn−2 + (n− 1)H/kTn−2 (D8)
Un = GSn + nG/kUn−1 + nH/kTn−1 (D9)
Tn = HSn + nG/kTn−1 + nH/kUn−1 (D10)
Comparing (D8) with (D9), we find Sn = Un−1. Plug this back and cancel Tn. The induction
relation of Sn turns out to be
Sn+2 = G
(
1 +
2(n+ 1)
k
)
Sn+1 + (H
2 −G2)n+ 1
k
(
1 +
n
k
)
Sn (D11)
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To solve this induction relation, define γ = H2/G2 − 1 and Sn → GnSn. (D11) becomes
Sn+2 =
(
1 +
2(n+ 1)
k
)
Sn+1 +
n+ 1
k
(
1 +
n
k
)
γSn (D12)
We can check first a few terms explicitly starting with S1 = 1 and S0 = 1, which suggests
that Sn should be a polynomial like
Sn =
[n/2]∑
i=0
ai(n)γ
i (D13)
Taking this ansatz, the induction splits into even and odd cases of n. Plug this into (D12)
and compare the coefficients of γi. For n = 2p,
ai(2p+ 2) =
4p+ k + 2
k
ai(2p+ 1) +
(2p+ 1)(2p+ k)
k2
ai−1(2p), i = 1, · · · , p (D14)
ap+1(2p+ 2) =
(2p+ 1)(2p+ k)
k2
ap(2p) (D15)
a0(2p+ 2) =
4p+ k + 2
k
a0(2p+ 1) (D16)
For n = 2p− 1,
ai(2p+ 1) =
4p+ k
k
ai(2p) +
2p(2p+ k − 1)
k2
ai−1(2p− 1), i = 1, · · · , p (D17)
a0(2p+ 1) =
4p+ k
k
a0(2p) (D18)
Solving (D15) gives
ap(2p) =
(2p− 1)!!(2p+ k − 2)!!
k2p−1k!!
(D19)
Solving (D16) and (D18) gives
a0(n) =
(2n+ k − 2)!!
kn−1k!!
(D20)
Multiply (D17) with 4p+k+2
k
and sum with (D14). We get
ai(2p+ 2) =
(4p+ k + 2)(4p+ k)
k2
ai(2p) +
2p(2p+ k − 1)(4p+ k + 2)
k3
ai−1(2p− 1)
+
(2p+ 1)(2p+ k)
k2
ai−1(2p) (D21)
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Let us check a few i’s to see if any rule exists. Setting i = 1 and using (D20) leads to
a1(2p+ 2) =
(4p+ k + 2)(4p+ k)
k2
a1(2p) +
(4p+ k − 4)!!
k2p−1k!!
· (4p+ k)(8p
2 + 4kp+ k − 2)
k2
(D22)
Taking the ansatz
a1(2p) =
(4p+ k − 4)!!
k2p−1k!!
a¯1(2p) (D23)
the induction is simplified as
(4p+ k − 2)a¯1(2p+ 2) = (k + 4p+ 2)a¯1(2p) + (8p2 + 4kp+ k − 2) (D24)
This is very easy to solve if we assume a¯1(2p) is a qudratic polynomial of p. Using the initial
condition a¯1(2) = 1 from (D19), we solve it as a¯1(2p) = p(2p− 1) and
a1(2p) =
(4p+ k − 4)!!
k2p−1k!!
p(2p− 1) (D25)
With (D17), we also get
a1(2p+ 1) =
(4p+ k − 2)!!
k2pk!!
p(2p+ 1) (D26)
We can follow the induction relation again to solve a2(2p) and a2(2p + 1). It turns out
that
a2(2p) =
(4p+ k − 6)!!
k2p−1k!!
· p(p− 1)
2
· (2p− 1)(2p− 3) (D27)
a2(2p+ 1) =
(4p+ k − 4)!!
k2pk!!
· p(p− 1)
2
· (2p+ 1)(2p− 1) (D28)
It is very tempting to guess the following general formula
ai(2p) =
(4p+ k − 2i− 2)!!
k2p−1k!!
· p!
(p− i)!i! ·
(2p− 1)!!
(2p− 2i− 1)!! (D29)
ai(2p+ 1) =
(4p+ k − 2i)!!
k2pk!!
· p!
(p− i)!i! ·
(2p+ 1)!!
(2p− 2i+ 1)!! (D30)
One can easily check that this ansatz solves the induction relations (D14)-(D18). Substitute
the solution to (D13), and we get
Sn =
k1−n(2n+ k − 2)!!
k!!
2F1(
1
2
− n
2
,−n
2
, 1− k
2
− n,−γ)
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=
k1−n(2n+ k − 2)!!
k!!
(1 + γ)n/22F1(−n, 1− k − n, 1− k
2
− n,
√
1 + γ − 1
2
√
1 + γ
)
= (k)n
(
1 +
√
1 + γ
k
)n
2F1(−n, k
2
, k,
2
√
1 + γ√
1 + γ + 1
) (D31)
where in the second line we used identity [35]
2F1(a, a+
1
2
, c, z) = (1− z)−a2F1(2a, 2c− 2a− 1, c,
√
1− z − 1
2
√
1− z ) (D32)
and in the third line we used the reduction formula
2F1(−n, b, c, z) = (b)n
(c)n
(1− z)n2F1(−n, c− b, 1− b− n, 1
1− z ) (D33)
Indeed, given (D31), (D12) is exactly the contiguous relation of hypergeometric function
(c−a)2F1(a−1, b, c; z)+(2a−c+(b−a)z)2F1(a, b, c; z)+a(z−1)2F1(a+1, b, c; z) = 0 (D34)
for a = −n− 1, b = k/2, c = k and z = 2
√
1+γ√
1+γ+1
.
Note that Wn = G
nSn with replacement H
2 → H20 and G→ G0. It is ready to calculate
W 25
W/
〈
JJ˜
〉
=
∞∑
n=0
1
n!
(−ig)nGn0Sn =
(
1 +
ig(G0 +H0)
k
)−k/2(
1 +
ig(G0 −H0)
k
)−k/2
(D35)
where we used the fact
∞∑
n=0
(c− a)n
n!
tn2F1(a− n, b, c, x) = (1− t)
a−c
(1− x)b 2F1(c− a, b, c,
x
(1− x)(t− 1)) (D36)
Appendix E: Robustness of regenesis
For the deformed thermofield double state γL(t0, x0) |Ψ〉, we will calculate GLR(t, ts) in
this appendix to see how the regenesis is affected.
25 The convergence of series requires |g(G0 ±H0)/k| < 1. For large k →∞ any g is allowed, but in k = 1 g
is bounded above. However, we will treat W as an analytic function of t and ts. Note that in small t,ts
case, G0 and H0 are close to zero, which releases the upper bound of g.
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The left and right two point function in this deformed state is
Wγ ≡ 〈Ψ| γ
L(t0)e
−igV JL(t)eigV JR(−ts)γL(t0) |Ψ〉
〈Ψ| γL(t0)γL(t0) |Ψ〉 (E1)
where the spatial coordinates are suppressed. Similar to (3.7), using BCH formula, it becomes
Wγ =
∞∑
n=0
(−ig)n
n!Ln
∫ L
2
−L
2
(
n∏
k=1
dxk
)
Wγ,n (E2)
with
Wγ,n =
〈
γ[On, [On−1, · · · [O1, J ] · · · ]γJ˜O˜n · · · O˜1
〉
β
〈γγ〉β
(E3)
where each term in the commutator is
wγ,n ≡ 〈γAγBJaJbO1 · · · O2n〉〈γAγB〉 (E4)
in which the coordinate of γ is zA and zB.
Assuming c hγ  hJ , we could first do a conformal transformation with respect to γL
by introducing a branch cut from zA to zB
1− v =
(
1− zABz
zB(zA − z)
)η
, η =
√
1− 24hγ
c
(E5)
with a Jacobian
Ĵ(z) ≡ ∂z
∂v
=
(z − zA)(z − zB)
ηzAB
[
zA(z − zB)
zB(z − zA)
]−η
(E6)
Similar to (C28), (E4) becomes
wγ,n =
Ĵ−hγa Ĵ
−hγ
b
〈γAγB〉z
(
Ĵ−hJa Ĵ
−hJ
b
2n∏
i=1
Ĵ−hOi
)
〈γAγBJaJbO1 · · · O2n〉v
≈
(
Ĵ−hJa Ĵ
−hJ
b
2n∏
i=1
Ĵ−hOi
)
〈0v|JaJbO1 · · · O2n〉v (E7)
For the expectation value in v plane 〈0v|JaJbO1 · · · O2n〉v, since 〈0v| behaves exactly as
ordinary vacuum state, we can apply the same technique to simply it. Previous result (C28)
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applies with a simple coordinate replacement z → v. After some manipulation, it turns out
that
wγ,n ≈ 〈JaJb〉z Uη(uJ)
∑
{(s2i,s2i+1)}
n∏
i=1
[Vη(us,i)Vα(rs,i) 〈Os2iOs2i+1〉z] (E8)
where
Uη(u) =
(
η2u2(1− u)η−1
(1− (1− u)η)2
)hJ
, Vη(u) =
(
η2u2(1− u)η−1
(1− (1− u)η)2
)hO
(E9)
and
uJ ≡ zabzAB
zaAzbB
, us,i ≡ zs2i,s2i+1zAB
zs2i,Azs2i+1,B
, rs,i ≡ vs2i,s2i+1vab
vs2i,avs2i+1,b
(E10)
where the new variable v = v(z) is given by (E5). The antiholomorphic part is parallel with
above discussion.
It is clear that from (E3), the relative ordering among γ, J and J˜ is always fixed as〈
γAJγBJ˜
〉
, and that among γ, O and O˜ is also fixed as
〈
γAOiγBO˜i
〉
. The commutators in
(E3) will only be affected by the relative ordering among O, J and J˜ , and this leads (E3)
to
Wγ,n = 〈JaJb〉 Uη(uab)Uη(u¯ab)
∑
all pairings
n∏
i=1
[Vη(ui)Vη(u¯i)Aα(ri, r¯i) 〈Oi1Oi2〉] (E11)
where Aα is the difference of two orderings
〈
OJJ˜O˜
〉
and
〈
JOJ˜O˜
〉
Aα(ri, r¯i) ≡ V+α (ri)V+α (r¯i)− V−α (ri)V−α (r¯i) (E12)
It follows that for large k and large L cases, we have
Wγ
〈JaJb〉 = Uη(uJ)Uη(u¯J)×
exp (−igGVη(u0)Vη(u¯0)Aα(r0, r¯0)) large kexp(− igG
L
∫ L/2
−L/2 dx1Vη(u1)Vη(u¯1)Aα(r1, r¯1)
)
large L
(E13)
where subscript 0 means taking x1 = 0. In these formula, Vη can be absorbed into the
definition of coefficient g (at least in large k case), and the prefactor Uη controls the over-
all traversability. In the main body of this paper, we use a simpler notation J (t, t0) ≡
Uη(uJ)Uη(u¯J) and G(t, t0;x1) ≡ Vη(u1)Vη(u¯1).
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To be more precise, let us study the value of these conformal blocks in -prescription. For
Uη and Vη, we assign A < {J , 1} < B and any positive small value for ˜J and ˜1 in
uJ = − e
2pi
β
(t0+x0)(e
2pi
β
(x+t)+iJ + e
2pi
β
(xs+ts)+i˜J )(eiA − eiB)
(e
2pi
β
(x+t)+iJ − e 2piβ (x0+t0)+iA)(e 2piβ (xs+ts)+i˜J + e 2piβ (x0+t0)+iB)
(E14)
u¯J = − e
2pi
β
(x0−t0)(e
2pi
β
(x−t)−iJ + e
2pi
β
(xs−ts)−i˜J )(e−iA − e−iB)
(e
2pi
β
(x−t)−iJ − e 2piβ (x0−t0)−iA)(e 2piβ (xs−ts)−i˜J + e 2piβ (x0−t0)−iB)
(E15)
Similar for u1 and u¯1 by setting x = xs = x1 and t = ts = 0 with corresponding . In general,
we need to take all ’s to zero at the end of calculation, which seemingly leads to trivial uJ
and u¯J . However, we could smear it for some small range in time for γ
L that equivalently
sets AB small but finite. For ts− t0− |xs− x0|, t− t0− |x− x0|  β, it is clear from (E14)
and (E15) that
uJ → −i(e−
2pi
β
(x+t) + e−
2pi
β
(xs+ts))e
2pi
β
(t0+x0)AB, u¯J → −i(e
2pi
β
(x−t) + e
2pi
β
(xs−ts))e
2pi
β
(t0−x0)AB
(E16)
Similarly for t0 − ts − |xs − x0|, t0 − t− |x− x0|  β, we have
uJ → i(e
2pi
β
(x+t)+e
2pi
β
(xs+ts))e−
2pi
β
(t0+x0)AB, u¯J → i(e
2pi
β
(t−x)+e
2pi
β
(ts−xs))e
2pi
β
(x0−t0)AB (E17)
This shows that for finite AB, uJ and u¯J are suppressed by |t0− ts| and |t0− t| exponentially.
Set t = ts and x = xs, and check the contour of uJ and u¯J . For simplicity we will take
x0−x > 0 from now on. We find that uJ is on −1-th sheet when t− t0 > x0−x, and on first
sheet when t− t0 < x0 − x. On the other hand, u¯J is on second sheet when t0 − t > x0 − x,
and on first sheet when t0 − t < x0 − x. The value of Uη on either sheet is given by
Uη,−1(u) =
(
η(−u)√
1− u
1
(1− u)−η/2e−ipiη − (1− u)η/2eipiη
)2hJ
(E18)
Uη,1(u) =
(
η(−u)√
1− u
1
−(1− u)−η/2 + (1− u)η/2
)2hJ
(E19)
Uη,2(u) =
(
η(−u)√
1− u
1
(1− u)−η/2eipiη − (1− u)η/2e−ipiη
)2hJ
(E20)
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Taking large c but cuJ , cu¯J fixed limit and using (E16) and (E17), we see that
Uη(uJ)Uη(u¯J)→

(
1− 2hγ
AB
QJ
)−2hJ
, for |t0 − t| − |x0 − x|  β
1, for |x0 − x| − |t0 − t|  β
(E21)
where
QJ = e
2pi
β
(|t−t0|−t∗−|x0−x|) (E22)
Similar results applies to u1 and u¯1 in Vη, which in the same limit gives
Vη(u1)Vη(u¯1)→

(
1− 2hγ
AB
Q1
)−2hO
, for |t0| − |x0 − x1|  β
1, for |x0 − x1| − |t0|  β
(E23)
where
Q1 = e
2pi
β
(|t0|−t∗−|x0−x1|) (E24)
Since AB < 0, this shows that (E21) and (E23) are monotonically decreasing real function
of t.
For the contour of r1 and r¯1, one should first track the contour of various z coordinates
in v plane. In the following we will only consider x1 < x < x0
26. Since the z → v(z) map
has singularity at zA, we set the ordering of ’s to be A < 1 < J < B and ˜J < ˜1 for V+α ,
and switch the ordering between J and 1 for V−α . Start with t = t0 = 0 and send t and t0
to various value. In this process, for both orderings, we find that v(za) and v(z1) moves to
−1-th sheet when t− t0 > x0− x and −t0 > x0− x1 respectively, and v(z¯a) and v(z¯1) moves
to second sheet when t0 − t > x0 − x and t0 > x0 − x1 respectively, in which
v−1 = 1− e2piiη
(
1− zABz
zB(zA − z)
)η
, v2 = 1− e−2piiη
(
1− zABz
zB(zA − z)
)η
(E25)
while v(zb), v(z1˜) and their antiholomorphic parts are all on the first sheet.
Take these values of v in r plane, we find that for V+ both r1 and r¯1 stay in the first
sheet, whereas for V− r1 stays in first sheet but r¯1 moves to second sheet when t > x − x1
26 For the case x0 is in between x1 and x (e.g. x1 < x0 < x), one will get trivial Aα that is not continuous in
x0 to the case x1 < x < x0. This means that our s-channel approximation does not hold in such a case.
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just like ordinary case. This leads to
Aα(r1, r¯1) = Vα,1(r1)(Vα,1(r¯1)− Vα,2(r¯1)), for t > x− x1 (E26)
Taking large c and et/c fixed limit for |t0|  t∗ and |t− t0|  t∗ case, one can show that
Aα ∼ 1− (1 + iQ)−2hO (E27)
where Q is the same as (4.19). For general range of t0, the calculation of Aα becomes tricky
and we are not completely sure how to calculate it reliably in the s-channel approximation.
Physically, we should expect |Aα| is bounded as a O(1) function.
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