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ABSTRACT
The purpose of this thesis is to study the approximately
controllability .for several kinds of second order
semilinear abstract equations. They have the basical
form of x"(t)= Ax(t)+ Bu(t)+ F, where F is a
function of x(t) or u(t) satisfies the Lipschitz
condition. We assume that A generates a strongly
continuous cosine family in order to obtain a solution
for the equation. The sufficient conditions for
approximate controllability are found when the
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The purpose of this thesis is to study the controllability for second 
order semilinear abstract equations • Several kinds of equations are
i
investigated and basically they have the following form : 
xf,(t) = Ax(t) + 3u(t) + F ,
where A is an operator which generates a strongly continuous cosine family 
and B is a bounded linear operator mapping the control set U into the state 
space X . F represents some nonlinearities •
X is a Banach space of functions in t • When necessary , X would be taken as 
a seperable Hilbert space and will be stated later . U is the control space 
of the system and is a Banach space of functions in t • We study the control 
problem from L2(〇 ,T; If) to l 2(o ,t ； X) in obtaining results on approximately 
controllability . For simplicity t we denote L2(〇 ,T; X) by L^C and L (〇 ,T; H) 
by L^ TJ •
When the initial c 〇r\dL%ii；ions of the system are given as follow, 
x(〇 ),= y , y€D(A) 
x»(0) = 2 , z € S  ,
where D(A) and S are defined in the following chapter , the mild solution of 
the evolution equation is
x(t) = C(t)y + S(t)z + / q S(t-s)3u(s) ds , 
for the linear system'、， where C(t) is the cosine family generated by A and 
S(t) is the associated sine family of C(t) • The properties of the sine and 
cosine families are stated in the following chapter .
Throughout this thesis , we make the assumption that A generates a 
strongly continuous cosine family in order to solve the second order 
equation instead of trying to transform the problem into a first order one 
and then solved by applying semigroup theorems • The necessary and sufficient
— t  _
condition that A generates a strongly continuous cosine family is given in
the next chapter Also we have some discussions on the relation between
first and second order abstract equations Details of discussion on second
order differential equation are referred to papers of Fattorini( 4-')
Travis and Webb( Z).
When different nonlinear functions of x(t) and u(t) are added to
the linear equation, the system changes forms and becomes more interesting.
We would study mainly 3 kinds of systems. They are
1) x(t)= Ax(t)+ Bu(t)+ F(x(t));
2) x(t)= Ax(t)+ Bu(t)+ G(x(t),u(t));
3) x(t)= Ax(t)+ u(t)F(x(t))
Various assumptions on F and G are stated in the chapters to follow Here,
we concentrate on the study of the approximately controllability of these
systems. For exact controllability, we need much stronger assumptions and
make use of fix point theorems as well as inverse function theorems.
Definition: Reachable Set
For system x= Ax+ Bu, x€ LX and u€ L u with initial conditions given
x(0)= y and x'CO)= z, the reachable set K(X) is defined as
K(X) S(Te)Bu(s) ds, for some
2
If K(X) is dense in L X, we say that the system is approximately controllable
That is same as the following definition
Definition: Approximately Controllable
For arbitrary given and J the system is called approximately
controllable on if there exits a control such that
3
For nonlinear equations such as 1), 2), and 3) above, similar definitions
of approximately controllable can be given. Moreover, when we study
controllability of different kinds of nonlinear sys,er.., we assume that the
linear system is approximately controllable first.
2 Properties of Cosine Family and Sine Family
Let X be a Banach space with norm
A one parameter family C(t), t£Rfof bounded linear operators mapping
the Banach space X into itself is called a strongly continuous cosine
family if and only if
'or all s, t€R;
I being the identity mapping on X;
c) C(t)x is continuous in t on R for each fixed
If C(t), is a strongly continuous cosine family in X, then
S(t), ,is the associated sine family of operators on X, defined by
PROPOSITION 1
Let. C(t), t€H, be a strongly continuous cosine family in X Then the
followings are true:
i) C(t)= C(-t).
ii) C(s), C(t) ,S(t) »S(s) are commute for all s,t£H
iii) S(t)x is continuous in t on R for each fixed x£X.
iv) S(s+t)+ S(t-s)= 2S(t)C(s) for all s, t €2
v) S(t+s)= S(t)C(s)+ S(s)C(t) for all s,t£R
vi) S(t)= -S(-t) for all t£H.
rv
vii) there exists constants such that
for all t€R, and also
dr for all s,t£R.
PROOF: Statements (i) to (vi) follow easily from the definitions given
above, so that here we only prove statement (vii)
Choose and then such that
and
for then
We then prove bv induction,.
Assume the above is true for then because
C(t+1) C(t-1) 2C(t)C(l) and therfore
Hence, it is true for all and because C(t) C(-t), the result
follows Moreover,
The infinitesimal generator of a strongly continouous cosine family C(t),
t£R is the operator A defined by
b(A: x€X: C(t) x is a twice continuously differentiable function of t.
v.
x€X: C(t)xis a once continuously differentiable function of t.
P50F0SITICN 2
Let C(t) . be a stronerlv continuous cosine familv in X with
infinitesimal generator A. The following are true:
i) B(A) is dense in X and A is a closed operator in X.
ii) if and r define 1 and
iii) if and: , define : dpdq then and
AZ C(s+r)x— C(.s-r)x)
iv) if then S(t
v) if then S(t) :D(A) and AS(t)x
vij if dA: , then C(t and C(t)x at. ACCt)x= C(t)Ax
vii} if x€E, then lira AS(t)x= 0.
viii) if x, then S(t)x€.D(A) and -S(t)x= AS(t)x
ix) if x£D(A), then S(t)x.D(A) and AS(t)x= S(t)Ax
x) C(14-s) —C(t-s)= 2AS(t)S(s) for all t,s£R.
The proof can be found in (11).
PROPOSITION 3
Let C(t), t€R, be a strongly continuous cosine family in X with
infinitesimal generator A.
If g i is continuously differentiable, y£D(A) z'€E and define
x(t)- C(t)y+ S(t)z S(t~s)g(s) ds
then x(t)D(A) for t£R, x is twice continuously dif ferentiable and x
satisfies
Conversely, if g is continuous, x(t) is twice continuously
differentiable, x(£)t:D(A) f0r t£P and x(t) satisfies r then
x(t)= C(t)y+ S(t)z S(t-s)g(s) ds





By Ci) and (ii) of Proposition 29
dp
Then, x= Ax -f- g follows from





The conclusion follows by adding the two equations.
Up to now, we have defined a mild solution for a second order
differential equation by means of cosine family and sine family„ Generally 9
for a second order differential equation x'T= Ax, whether A is an
infinitesimal generator of a cosine family or not is still a question But
the theorem given below gives a positive answer to this question
THECHFM 1
Let A be a linear operator in X,
Then A is the generator of a cosine family on X if and only if
(I) A is closed and densely defined
(II) There is a cons tan such that f
(III) There is a constant M 0 such that for
where f(A) and S(a,A) are the resolvent set of A and resolvent of A
respectively
Theorem lean be regarded as an analogue of the Hille-Yosida Theorem of
semigroups The proof of the theorem would be found in the articles by
Sova() and Fattorini( 3).
3 Relations between First and Second Order Differential Equations
This chapter will discuss the forms of the mild solutions of first order
equations and second order equations Results on how to convert a second order
equation to a first order one would be mentioned. The rest of the chapter
gives the conditions for addmissible perturbations on-a second order equation
That is to say if x= Ax+ Px where P is the perturbation on X ,when will
A+ P or A+ £P generates a cosine family if A generates a cosine family.
The materials-- here are drawn from the works by Travis and Webb (ID,
Tosiharu Takenaka and Noboru Okazawa( 10), and also Roberto Triggiani( 14)
Since our purpose here is to give a summary, thus no details proofs will be
given.
Consider the abstract equation systems and
stands for system of first order differential equation and is the system
of second order differential equation« X is a Banach space and always has
infinite dimension Assuming IT generates a strongly continuous semigroup oi
operator T(t) on X and A generates a strongly continuous cosine family C(t)
on X o
3y the formula of variation of parameter, we construct solutions as
solving initial value problems of ordinary differential equations in some real
spaces. We have x(t) T(t)y, where y€D(II) and x(o)= y being the initial
condition given The necessary and sufficient condition that H generates a
semigroup of operators on X is given by Hille-Yosida Theorem Also, the mild
solution of the system with additional term F(x(t)), F may be nonlinearly ddei,
is by adding the term ds to the solution of the linear
system Cf course, the differentiability of the solution depends on each terra
added
As for system with initial conditions given as
and , The solution is where
C(t) is the cosine family.generated by A and St) is the corresponding sine
family Similarly, the mild solution for the nonlinear part F(x(t)) added is
by addition of ds o We can see.that the form of solutions
have little difference for they are similar differential equations.
Moreover 9 it is natural to ask if it is benifitial to convert a second
order equation to a first order one and what is the necessary or sufficient
conditions to do so This question has been discussed with examples in the
paper of Travis and Webb( i2-) 0 Here we just mention some important results
As in the important article ,T Ordinary Differential Equation in Linear
Topologial Space (1) by K0Fattorini t at page 95 it has established that
if A is the infinitesimal generator of a strongly continuous cosine family
C(t) tR, in X satisfying then a translate of A has a
square root; that is, ii , there exits an operator 3, in X such thatk
It is shown that the domain of is independent of the value
of k also!! kw s then zero is in the resolvent set of 3„ The following
condition is of fundamental importance in the study of strongly continuous
cosine family s
CONDITION (F)
If 3 A s where A is the infinitesimal generator C(t) ,tR, then S(t) maps
X into D(B) for t 6H s3S(t) is bounded in X for t£R and 3S(t)x is contiouous
in t on R for each fixed
He has also point out that A is the infinitesimal generator of a strongly
2
continuous cosine family if and only if A= A- kI,kwis the
infinitesimal generator of a strongly continuous cosine family. Thus when
dealing with the- infinitesimal generator of a strongly continuous cosine
2
family A ,we can, without loss of generality assume that 3- A and that
zero is in the resolvent set of 3. In connection of the Condition (F)? the
foil owing propositions are of some interest
PROPOSITION 1
Let A and 3 be operators map Banach space X into itself, let B commutes with
every bounded linear operator in X which commutes with A. Let zero be contained
2
in the resolvent set of B and let B= A The following are equivalent:
(1) A is the infinitesimal generator of a strongly continuous cosine family
C(t), t€R, in X satisfying condition (F).
(2) B is the infinitesimal generator of a strongly continuous group T(t),
t£ R, in X.
(3) with domain D(3)tfD{3), is the infinitesimal generator of a
strongly continuous group U(t) in XxX
w with domain D(A)xD(3), is the infinitesimal generator of a
strongly continuous group V(t), in T= tD(3)}xX j where [2(3))
denotes the Banach space D(3) with graph norm
PROPOSITION 2
Assuming the same hypothesis on A and B as in the previous proposition, a
necessary and sufficient condition that A be the infinitesimal generator of a
strongly continuous cosine family C(t), t£R, in X satisfying condition (F)
is that there exits constants such that
(l) D(3) is dense in X$
(2) for real k
2
k is in the resolvent set f(A) of A;
(3) k(k2I A)1 and 3(k I- A) are strongly infinitely differentiable for
for kw and N= 0,1,2,
for kw and N= 0,1,2
PROPOSITION 3
Let C(t), t R, be a strongly continuous cosine family in X with infinitesimal
generator A and let B be an operator in X such that B commutes with every
bounded linear operator in X which commutes with A 9 zero, is in the resolvent
2
set of B, and 3= A.
A necessary and sufficient condition that D(B) E is that C(t), t£R
satisfies condition (F)
Up to this, we have explicit conditions on the system and properties on
operaters A and B such that we may convert a second order equation to a first
order one. Yet when nonlinear terms are present in second order equation, it
is more advantageous to deal with the equation directly„ Next, we mention
two theorems of perturbation results for infinitesimal generators of strongly
continuous cosine families These theorems enable us to deal with more
general problems in second order abstract equations
THEOREM A
Let A be the infinitesimal generator of a strongly continuous cosine family
in X and let P be a closed linear operator inXsuch that
) for all
(II) FS(t)x is continuous for for each fixed
Then A P is the infinitesimal generator of a strongly continuous cosine
family £(t), in X.
This theorem gives the sufficient conditions for addition'of a closed
operator to A t A+P, which they can also generates a strongly continuous
cosine family in X together. The proof would be found in( 13) as the main
result of the paper. The following theorem has similar meaning It is called
a Phillips-Miyadera type perturbation theorem for cosine functions of operators.
Before giving the theorem, we have to look at a special type of operators.
DEFINITION: Operator of class (3)
Let A be the generator of a cosine function C(t) on X and B be a linear
operator in X. Then B is said to be an operator of class (3) if
(I) D(3): D(A) and Br?(k2;A) 3(X), set of bounded linear operator on X,
for some
(II) there exits a constant such that for all
REMARK: Since is non-empty, condition (I) is equivalent to relative
2
btiundness of ft with respect to A and hence BP.(k :A :B(X) for each
Now let k 0 and set
Then by condition (II), K: is finite Since is non-negative and
also a monotonic decreasing function of k t
exits and
THEOREM 3
Let C(t) be a cosine family on X with generator A„ Suppose that 3 is an
operator of class (B) anc K are defined as above. Then for
each with generates a cosine family where
C(t;A+£B) is given by
(i) C (t; Moreover, we have
(a)
(i) and (ii) are convergent uniformly with respect to t on each finite
subinterval of
Nov we look at the relations between first and second .order approximately
controllable systems» Consider the abstract control systems and
X IT are seperable Banach spaces and B is a bounded linear operator from U into
X. X is infinite dimension• As usual, A generates a strongly continuous
cosine family C(t) and H generates a strongly continuous semigroup T(t)
As in tf Controllabilty of higher order linear systems by Fattorini,
he showed that aoproximata controllability in finite time for is always stronger
than in while these two properties are equivalent if the following
assumption (H) regarding the spectrum of A holds
ASSUMPTION (II)
There exists a simple closed curve C entirely contained in such that the
origin is in the interior of C. Here denotes the connected component
of that contains the half plane
If the assumption (H) is not satisfied, the above equivalence may fail
to hold. In fact, Fattorini has given a counter example in his paper. On the
basis of the result of Fattorini, one may be led to conjecture that
assumption (H) is a necessary condition for syster to be approximately
controllable in finite time implies system : approximately controllable in
finite time
In fact, in the paper of Roberto Triggiani, he has proved that if A
generates a strongly continuous cosine family and if there exists a dense
subspace Xo of X such that BU C Xo, then 8c is approximately controllable on
any finite time interval (0,T) if and only if so if
k. Controllability of Perturbed Linear System on Hilbert spaces
In this chapter f we deal with the problem of studying the
controllability of a class of non-linear systems whose input and output spaces
are separable Hilbert space instead of Banach space Consider the perturbed
control system
x,T(t)= Ax(t)+ 3u(t)+ G(x(t),u(t)) y and x(0)= y 9 x'CO)= z t
where y and z are in D(A) and 3 respectively as before. Now X are
sep rable Hilbert spaces 9 with inner produc- and
respectively. A is the infinitesimal generator of a strongly continuous cosine
family of operators. 3:} X is a bounded linear operator
is a perturbation term satisfying the Lipschitz conditions
where for some constant} 0 y. and also,
G(Oyu)= G(xyO)= 0 for any u€y or x€ X la order to simplify the
symbols, we denote L(0,I; X) by and L(OfT; J) by LU.
As before ,the mild solution of the system for given y, z and control
u is x(t)= C(t)y+ S(t): S(t-s)3u(s) ds S(t-s)GCxCs)yu(s)) ds
First of all, we shall see that for any given control in LU, there exists a
solution x(t) in LX satisfying the non-linear equation
thscsst; 1
If G(x,u) satisfies the above Lipschitz condition t the system has a unique
solution for every given by
x(t) C(t)y S(t)z S(t-s)Bu(s) ds S(t-s)G(x(s),u(s)) ds
PF.GCF: Consider the recursive equation f.




We try to show that is a bounded sequence in LX first,
lc(t)y S(t)z S(t-s)BuCsJ d£ S(t-s)G(x (s),u(s))ds
n
S(t-s)G(x (s)tu(s)) ds dt),
where a C(t)y -r S(t)z S(t-s)3u(s)
where
so thai
Iterating the above ineauality from x to x, we have
n o
t is finite and independent of n
Define and denote as ENext f we
will show that x is a Cauchy sequence
so that,
By iterating the inequality as before, we have
By previous result Hence,
goes to zero as n goes to
infinite 3y completeness of L, the limit is well defined and satisfies
the equation
Ih the rest, we want to show the uniqueness As a standard trick, let x,
x he two different solutions satisfying the equation and initial conditions
Then we have
3y Gronwall's inequality, we have the required result that ixi X2
0 in
2
L sense Therefore the solution is unique
RSMA5K:
C1) If and lim x (t),, then
(2) The above Theorem remains true if K„(Hu|| 1 u ,N
Before studying the controllability of the system, let us observe
some interesting result of linear approximately controllable operator between
two read, seperable Hilbert spaces
Definition: Approximately Controllable Map
A map T: H is said to be approximately controllable in x of Hilbert spaced.
if for anyL' there exists some u is a separable Hilbert space,
such that
T is called approximately controllable if() holds for any x€!T0.
LEMMA 1
Let Hand be real separable Hilbert spaces and T: be a compact t
approximately controllable linear operator
Then given for any compact set there exists a continuous linear map
r
I such that for all x€ K.
Moreover, for this given there exists some such that
This result is interesting and useful, details of proof can be found in (5).
Another useful lemma is as follows
LEMMA 2
The Volterra operator defined by x= Ly;
x(t) S(t-s)y(s) ds ,is compact provided that is a strongly
continuous sine family of compact operators for all
P3CC?
Instead of proving is compact directly, we would show that Lmaps
2,
weakly convergent sequences in L X into strongly convergent
2
sequences in L X
Let
p




S(t-s)y Cs) ds is a bounded linear operator from L X
2
to L X Because is a continuous sine family of compact operators,
is a strongly convergent sequence in X.
Therefore,
The result is clear since is strongly convergent sequence
in T.2Y.
Now, we come to the main result of this chapter
THEOPEM P
For given conditions x(o)= y, x(o)= z an are separable real
Hilbert spaces.. The system x,f= Ax+ Bu+ G(x,u) with conditions stated
2
as before is ao-nroxinatelv controllable in L X if
(I) The unperturbed part of the system xM= Ax+ 3u is approximately
controllable
C TTT
is a compact sine family with infinitesimal generator A
PPCOF Let L, Z be a linear operator defined a£
) ds
The operator L is compact by (III) and LEMMA 2«
For ar let us define the non-linear map
so that
By (II), we have
so that, we hav
Then the set
is contained in some compact set KCX, because is a compact linear
operator and H(u) is contained in a closed sphere with radius
From LEMMA 1, that for any giver] there exists I such that
We then introduce the following sequence:
We try to show that is a Cauchy sequence in IT and hence the limit




Iterating the above from n to 1, we have
so that u has finite L norm and independent of p.
P
Therefore for sufficiently large n,
is clearly Cauchy.
Let us define u(s) so that u
For this u(s) LU, by THZOREM 1, there exists L X such that
ds
This x may not be in the compact set K which contains the set
But as for this uf some xK such that
By THEC2EM 1, then
The final stage is to show for any given
By Gronwall's inequality,
so that
Hence for arbitrary givei and we choose such that
Then the system would be approximately controllable
5 Controllability of Distributed Bilinear Systems
This chapter studies controllability of systems for
distributed bilinear equations of the form
where A is the infinitesimal generator of a strongly
continuous cosine family.
is the control of the system. The propositions, theorems
and proofs are generalised from first order equation.
The methods and tools are exactly the same as in
Therefore,most of the proofs are neglected and refer it.
Perhaps the most interesting result of this chapter
is that, for F is linear and dim the set of states
accessible from( y, z.) of D(A)xE for u
has dense complement. That is to say we can never
expect to control to an open neighbourhood of y for
controls of L?. This stands in direct contrast to theloc
available positive results on controllability when dim X
is finite.
As usual, for given and
the mild solution of the system is
S(t-s)u(s)F(x(s)) ds
First of all, we give some basic results on this
equation which will be useful in later analysis.
PROPOSITION 1
For eaci and and for given 1
there exists to such that the equation
SCt-s}u(s)F(x(s)) ds
has a unique solution x(t) in C( 0,t; X)
PROOF: Lei
and define a mapping T from K into C(0,t; X) b
(Tux)(t: J S(t-s)u(s)F(x(s)) ds,
so that we hav
3(t-s)u(s)F(x(s)) ds
Here, K is an r-ball of C(t)y S(t)Z in
Therefore, our aim is to choose a sufficiently small suitable
r such that T maps K into K and T is a contraction mapping.
Since K is a bounded set and F is man. there exists
some such that for all x in K. Thus,
S(t-s)u(s)F(x(s)) ds
Moreover,
(— n( V(— Ft v)
where C, is the Lipschitz constant for F on the sfit K.
Because F is Ck' u are Siven if we choose some to
and r such that C-Mto-ewt where
C and are depend on r and F, then the result follows.
Of course, one can easily generalise the above result,
the point for us here is that use of thd contraction
mapping principle leads to other important features of
the solution map x, as we see now.
PROPOSITION 2
For fixed uQ in L1 (0,T;R), then tfeere exists an open
neighborhood U of uQ in L (0,T;R) and
such that
for any the equation has unique solution
Moreover x(t,u,y,z) is a map from U to C (0,tQ;X)
COROLLARY 5
The map
Proof This follows from Chain rule, the above pro¬
position and the fact that the map
is smooth, since it is continuous and linear
from C(0,t; X) to X.
In the same way, we see that the solution
Ir
is a C function of u and
Remark: The proof of the theorem in Hale (1969)
cited above shows that the derivative ca]
be obtained by formally linearizing. Thu;
we get the following result.
COROLLARY U
The Frechet derivative D X(t,u u of x(t,u ,y,Z)
with respect to u at uQ in the direction u is the unique
solution df the equation
Ds(t,u,y,z)
Here DF(x(s,uQ,y,z)) denotes the Frechet derivative of
F at x(s,u ,y,.
In particular, at u 0, D x(t,o,y,zp is given
explicitly by
(2) D x(t,o,y,z)iu S(t-s)u(s)F(C('s)y+ S(s)z-)d£
The corollary can be proved straight forward by
definition of Frechet derivative. Also, by following
theorem the solutions are globally defined under a
sublinear growth condition.
THEOREM 5
If there are positive constants C and K such that
for all then the equation has
solutions defined for
These solutions are unique within the class C(0,T;X).
THEOREM 6
Let A be thd infinitesimal generator of a strongly
continuous cosine family of bounded operators on the
Banach space X, and let F
k.
be a C map.
which satisfies for all where
C, K are positive constants.
Suppose that Range (L) X. Then there is a
such that x(T,u,y,z) : h for some x i L1 (0,T;R), provided
that
,|h- C(T)y- S(T)z
Proof: The proof is neglected, for the result can be
easily followed from thd generalised inverse
function theorem; a convenient reference is
Luenberger (1969, pZLO). The u that controls
(y,z) to hit h will be in a neighborhood of
zero, in L(0,T;R).
Remark: The difficulty of applying the theorem is
that it is not usually an easy matter to
check the surjectivity of L. In fact in
the following theorem, if dim X =oo, L will
not in general be surjective, though it may
have dense range.
lemma 7
Suppose that O-,, S£t-s )F(C(s)y+ s(s)z.)' c :for ail
S, where 16 X, the dual space of X, implies
1 0
Then Range L is dense in X.




Thei for weakly in L(0,T;R) i
THEOREM 9
Let X be a Banach space of Infinite dimension,
dim
Let A generates a strongly continuous cosine family of
operators on X and let I be a bounded linear
operator.
Let y£D(A) and26E and x(t,u,y,z) be the unique
solution of, x(t) c(t)y+ S(t)Z
for u£L1joc
0, R
If T 0 and weakly in L1 (0,T:R), then
un,y,z u,y,z) strongly in C(0,T;X)
Moreover, the set of states accessible from
(yz)D(A) x E defined by
is contained in a countable union of compact subsets
of X and in particular has dense complement.
Remark: The proof uses the above 2 lemmas and follows
exactly the same as in first order equation
which would be found in( 1).
6 Controllability of Semilinear Equations
In this chapter, we consider a class of control systems governed by the
semilinear abstract equation x(t)= Ax(t)+ Bu(t)+ x(t))
Here, x LX for some Banach space X. Also, u€ for some 3anach
space U f the control space
A defined as usual. 3 is a bounded linear operator mapping into hhi.
F is a non-linear function satisfying Lipschitz condition and F
is one-one onto
LSKMA 1
Let uTJ, (y,z)D(A)xB :then the solution mapping x(o9y, z,u) of the
system x,f(t)= Ax(t)+ BuCt)+ F(x(t)) and x(o) =y, x'(o)= z satisfies
where N is a constant independent of y,ztu
P2CGF: Since the mild solution of the system is
x(t)= C(t)y+ S(t)z
thus,
because and for Hence 9we have
Also, by Schwarz's inequality
so that
where K is the Lipschitz constant of F on X.
Since the above inequality is monotonic increasing with respect to t,
then by Gronwall's inequality again, we have
As letting N we have the required inequality
REMARK; For the given system with initial, conditions and control, the
constant N only depends on the time interval
Moreover, when different controls are used ,the outcome
solutions have the difference bounded by N, T, and operator 3,
that is,
Given a strongly continuous cosine family C(t), we define a bounded
2
linear operator L mapping L X into X by L: S(T-s)x(s) ds for x LX.
THEOHZM 1
If the operator B t the non-linear function F and the time interval of
the system satisfies the assumption that for every arbitrary given
and x L X, there exists some u£U such that
where q is a positive constant independent of x
and
Then the system x= Ax+ F(x)+ 3u is approximately controllable on (0,T)„
F3Q0F; Since the domain 13(A) of the operator A is dense, it suffices to
show that for any given there exists a u U
such that
where x(t) satisfies
x(t)= C(t)y+ S(t)2 S(t-s)F(x(s)) ds S(t-s)3u(s) ds.
f nr




o C(T)y- S(T)z; for example
For any arbitrary u ) given, we try to construct a
Cauchy sequence
Because we have
There exists up U such that
With this we have a solution x of tso that x'Ax+Bu+FCx)
p
and by the assumptions (I) and (II), we have TLlIfTT such that
and
Now f we define u=u then
By induction 9 it can be proved that there exists a sequence of
u LB such that
n
where x satisfies x= Ax+ 3u+ F(x)
n n n, n n
Also
by construction
3y assumption (II), the sequence
is a Cauchy sequence in the Banach space L X and there exists
2
x€L X such that lim 3u= x
n
Hence, for given there exists some integer n, such that
and so
Thus the system is approximately controllable
(1) The assumption (I) is equivalent to the approximately
controllability of the linear system
(2) The li miting element x of the sequence is used
to obtain the inequality In general, the
control seauence does not convergent and there
is no limiting element
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