Manifold reconstruction has been extensively studied for the last decade or so, especially in two and three dimensions. Recent advances in higher dimensions have led to new methods to reconstruct large classes of compact subsets of R d . However, the complexities of these methods scale up exponentially with d, making them impractical in medium or high dimensions, even on data sets of low intrinsic dimensionality.
INTRODUCTION
The problem of reconstructing unknown structures from finite collections of data samples is ubiquitous in the Sciences, where it has many different variants, depending on the nature of the data and on the targeted application. In the last decade or so, the computational geometry community has gained a lot of interest in manifold reconstruction, where the goal is to reconstruct submanifolds of Euclidean spaces from point clouds. Efficient solutions have been proposed in dimensions two and three, based on the use of the Delaunay triangulation -see [8] for a survey. Recently, significant steps were made towards a full understanding of the potential and limitations of the Delaunay-based approach in arbitrary dimensions [14, 30] . In parallel, new sampling theories were developped, such as the critical point theory for distance functions [9] , which provides sufficient conditions for the topology of a shape X ⊂ R d to be captured by the offsets of a point cloud L lying at small Hausdorff distance. These advances lay the foundations of a new theoretical framework for the reconstruction of smooth submanifolds [11, 29] , and more generally of large classes of compact subsets of R d [9, 10, 12] . Combined with the introduction of more lightweight data structures, such as the witness complex [16] , they have led to new provably-good algorithms [6] whose complexities can be orders of magnitude below the one of the classical Delaunay-based approach. For instance, on a data set with n points in R d , the algorithm of [6] remains too large for these methods to be practical, even when the data points lie on a low-dimensional submanifold.
A weaker yet similarly difficult version of the reconstruction paradigm is topological estimation, where the goal is to infer the topological invariants of X from an input point cloud L. This problem has received a lot of attention in the recent years, and it finds applications in a number of areas of Science, e.g. sensor networks [18] , statistical analysis [7] , or dynamical systems [28, 31] . A classical approach consists in building a nested sequence of spaces K 0 ⊆ K 1 ⊆ · · · ⊆ K m , and in studying the persistence of homology classes throughout this sequence. It has been independently proved in [12] and [15] that the persistent homology of the sequence defined by the α-offsets of a point cloud L coincides with the homology of the underlying shape X under mild sampling conditions. Specifically, if the Hausdorff distance between L and X is less than ε, for some small enough ε, then, for all sufficiently small α ≥ ε, the canonical inclusion map L α → L α+2ε induces homomorphisms between homology groups, whose images are isomorphic to the homology groups of X. Combined with the structure theorem of [33] , which states that the persistent homology of the sequence {L α } α≥0 is fully described by a finite set of intervals, called a persistence barcode or a persistence diagram -see Figure 1 , the above result means that the homology of X can be deduced from this barcode, simply by removing the intervals of length less than 2ε, which are therefore viewed as topological noise.
From an algorithmic point of view, the persistent homology of a nested sequence of simplicial complexes (called a filtration) can be efficiently computed using the persistence algorithm [21, 33] . Among the many filtrations that can be built on top of a point set L, the α-shape enables to reliably recover the homology of the underlying space X, since it is known to be a deformation retract of L α [20] . However, this property is useless in high dimensions, since computing the α-shape requires to build the full-dimensional Delaunay triangulation. It is therefore appealing to consider other filtrations that are easy to compute in arbitrary dimensions, such as the Rips and witness complex filtrations. In this paper, we produce an equivalent of the result of [12, 15] for these filtrations, and more generally for any filtration that is intertwined with theČech filtration. Recall that, for all α > 0, theČech complex C α (L) is the nerve of the union of the open balls of same radius α about the points of L. It is known to be homotopy equivalent to L α . However, combining this fact with the result of [12, 15] is not enough to prove that the persistent homology of C α (L) → C α+2ε (L) coincides with the homology of X, because it is unclear whether the homotopy equivalences
In the paper, we show that there exist homotopy equivalences that commute with canonical inclusions, at least at homology and homotopy levels. This enables us to extend the result of [12, 15] to theČech filtration, and from there to the Rips and witness complex filtrations.
Another common concern in topological data analysis is the size of the vertex set on top of which the filtration is built. Indeed, in practical situations where the input data set W samples the underlying shape very finely, it makes sense to build the filtration on top of a small subset L of landmarks to avoid a waste of computational resources. However, downsampling the vertex set may result in a significant degradation in the quality of the persistence barcode. This is true in particular with theČech and Rips filtrations, whose barcodes can have topological noise of amplitude depending directly on the density of the landmark set L. The introduction of the witness complex filtration appeared as an elengant way of solving this issue [17] . The witness complex of L relative to W , or CW (L) for short, can be viewed as a relaxed version of the Delaunay triangulation of L, in which the points of W \ L are used to drive the construction of the complex [16] . Due to its special nature, which takes advantage of the points of W \ L, the witness complex filtration is likely to give persistence barcodes whose topological noise depends on the density of W rather than on the one of L, as conjectured in [17] . We prove that this statement is only true to some extent, namely: whenever the points of W are sufficiently densely sampled from some smooth submanifold of R d , the topological noise in the barcode can be arbitrarily small compared to the density of L. Nevertheless, it cannot depend solely on the density of W . This shows that the witness complex filtration does provide cleaner persistence barcodes, though maybe not as clean as expected.
Taking advantage of the above results, we propose a novel approach to reconstruction that stands in-between the classical reconstruction and topological estimation paradigms. Our algorithm is a variant of the method of [6, 26] that combines greedy refinement and topological persistence. Given an input point cloud W , the algorithm builds a subset L of landmarks iteratively, and in the meantime it maintains a nested pair of simplicial complexes (Rips or witness complexes) and computes its persistent Betti numbers. The outcome of the algorithm is the diagram showing the evolution of these persistent Betti numbers. Using this diagram, a user or software agent can determine a relevant scale at which to process the data. It is then easy to rebuild the corresponding set of landmarks, as well as its nested pair of complexes. Although our method does not really compute an embedded complex that is close to X topologically and geometrically, it comes with theoretical guarantees, it is easily implementable, and it has reasonable complexity. Indeed, in the case where the input point cloud W is densely sampled from a smooth submanifold X of R d , we show that the complexity of our algorithm is bounded by c(m)n 5 , where c(m) is a quantity depending solely on the intrinsic dimension m of X, and n is the size of W . To the best of our knowledge, this is the first provably-good topological estimation or reconstruction method whose complexity scales up with the intrinsic dimension of the data. When X is a more general compact set in R d , our complexity bound becomes c(d)n 5 . The paper is organized as follows: after introducing thě Cech, Rips, and witness complex filtrations in Section 2, we prove our structural results in Sections 3 and 4, focusing on compact subsets of R d in Section 3, and on the particular case of smooth submanifolds in Section 4. Finally, we present our algorithm and its analysis in Section 5.
VARIOUS RELATED FILTRATIONS
The definitions, results and proofs of this section hold in any arbitrary metric space. However, for the sake of consistency with the rest of the paper, we state them in the 
for short, is the abstract simplicial complex whose k-simplices correspond to unordered (k + 1)-tuples of points of L which are pairwise within distance α of one another. The Rips complex is closely related to theČech complex, according to the following standard result of computational topology:
From now on, L is referred to as the landmark set. When α = 0, the α-witness complex coincides with the standard witness complex CW (L), introduced in [16] . The α-witness complex is also closely related to theČech complex, though the relationship is a bit more subtle than in the case of the Rips complex:
) = ∅, and as a result, that x0 − xi ≤ α − l for all i = 0, · · · , k. Let w be a point of W closest to x0. We have w − x0 ≤ l, therefore x0, · · · , x k lie within distance α of w. Since the distances from w to its nearest points of L are non-negative, w is an α-witness of [x0, · · · , x k ] and of all its faces. As a result, [x0,
hence they are α-witnessed by points of W . Let wi ∈ W be an α-witness of [x 0, xi]. Distances wi − x0 and wi − xi are bounded from above by d2(wi) + α, where d2(wi) is the distance from wi to its second nearest point of L, which by assumption is at most l . It follows that x0 − xi ≤ x0 − wi + wi − xi ≤ 2α + 2l . Since this is true for all i = 0, · · · , k, we conclude that x0 belongs to the intersection
Proof. Since dH(W, L) ≤ ε, every point of L lies within distance ε of W . As a result, the first inclusion of Lemma 2.2 holds with l = ε, that is:
Xx be the path-connected component of X that contains x. Take an arbitrary value λ ∈`0,
and consider the open ball B(w, 2(ε + δ) + λ). This ball clearly intersects Xx, since it contains x. Furthermore, Xx is not contained entirely in the ball, since otherwise we would
Hence, there is a point y ∈ X lying on the bounding sphere of B(w,
Thus, q is different from p, and therefore the ball B(w, 3(ε + δ) + λ) contains at least two points of L. Since this is true for arbitrarily small values of λ, the distance from w to its second nearest neighbor in L is at most 3(ε + δ). It follows that the second inclusion of Lemma 2.2 holds with l
As mentioned at the head of the section, slightly tighter bounds can be worked out using specific properties of Euclidean spaces. For the case of the Rips complex, this was done by de Silva and Ghrist [18, 24] . Their approach can be combined with ours in the case of the witness complex.
PROPERTIES OF FILTRATIONS IN R

D
This section uses classical concepts of algebraic topology: homotopy equivalences, deformation retractions, homology groups, homotopy groups, etc. We refer the reader to [27] for a good introduction to these concepts. Throughout the paper, we use singular homology with coefficients in an arbitrary field -omitted in the notations. Our results also hold at homotopy level, as detailed in Section 3.2.2.
Given a compact set X ⊂ R d , we denote by dX the distance function defined by dX (x) = inf{ x − y : y ∈ X}. Although dX is not differentiable, it is possible to define a notion of critical point for distance functions and we denote by wfs(X) the weak feature size of X, defined as the smallest positive critical value of dX [10] . We do not explicitly use the notion of critical value in the following, but only its relationship with the topology of the offsets X α = {x ∈ R d : dX (x) ≤ α}, stressed in the following result from [25] :
In particular, the hypothesis of the lemma is satisfied when 0 < α1 < α2 < wfs(X). Therefore, all the offsets of X have the same homotopy type in the interval (0, wfs(X)). In the sequel, we repeatedly make use of the following standard result of linear algebra:
3.1Čech filtration
Since theČech complex is the nerve of a union of balls, its homotopy type is closely related to the one of this union. We will use the following extension of Theorem 4.7 of [12] :
and for all λ ∈ (0, wfs(X)), we have:
the homomorphism between homology groups induced by the canonical inclusion
Given an arbitrary point x0 ∈ X, the same conclusion holds for homotopy groups with base-point x0.
Proof. We can assume without loss of generality that ε < α < α − 2ε < wfs(X) − 3ε, since otherwise we can replace ε by any ε ∈ (dH (X, L), ε). From the hypothesis we deduce the following sequence of inclusions:
By the Isotopy Lemma 3.1, for all 0 < β < β < wfs(X), the canonical inclusion X β → X β is a homotopy equivalence. As a consequence, Eq. (1) induces a sequence of homomorphisms between homology groups, such that all homomorphisms between homology groups of X α−ε , X α+ε , X α +ε are isomorphisms. It follows then from Lemma 3.2 that
has same rank as these isomorphisms. Now, this rank is equal to the dimension of H k (X λ ), since the X β are homotopy equivalent to X λ for all 0 < β < wfs(X). It follows that im i * ∼ = H k (X λ ), since our ring of coefficients is a field.
The case of homotopy groups is a little trickier, since the above rank argument cannot be used. However, we can use the same proof as in Theorem 4.7 of [12] to conclude.
Observe that Lemma 3.3 does not guarantee the retrieval of the homology of X. Instead, it deals with sufficiently small offsets of X, which are homotopy equivalent to one another but possibly not to X itself [12, Fig. 4 ]. In the special case where X is a smooth submanifold of R d however, X λ and X are homotopy equivalent, and therefore the theorem guarantees the retrieval of the homology of X. 
Unfortunately, the nerve theorem does not guarantee that this diagram commutes. However, standard arguments of algebraic topology imply the following result, where N U (resp. N U ) stands for the nerve of the open cover U (resp. U ):
Lemma 3.4. Let X ⊆ X be two paracompact spaces, and let U = {Uα}α∈A and U = {U α }α∈A be good open covers of X and X respectively, based on a same finite parameter set A, such that Uα ⊆ U α for all α ∈ A. Then, there exist homotopy equivalences N U → X and N U → X that commute with the canonical inclusions X → X and N U → N U at homology and homotopy levels. (2) commute at homology and homotopy levels. Combined with Lemma 3.3, this fact implies the following result:
wfs(X). Then, for all α, α ∈ [ε, wfs(X) − ε] such that α − α > 2ε, and for all λ ∈ (0, wfs(X)), we have:
is the homomorphism between homology groups induced by the canonical
. Given a point x0 ∈ X, the same result holds for homotopy groups with base-point x0.
Using the terminology of [33] , this theorem guarantees that the homology of X λ is obtained from the persistence barcode of the filtration {C α (L)} α≥0 by removing the intervals of persistence less than 2ε.
We now give our proof 1 of Lemma 3.4, which consists in a generalization to our context of the main arguments of the proof of the nerve theorem provided in Section 4G of [27] : Proof of Lemma 3.4. Recall that U is a good open cover of X, namely:
T k l=0 Uα is either empty or contractible. From this cover we construct a topological space ΔX as follows: let Δ n denote the standard n-simplex, where n = #A − 1. To each non-empty subset S of A we associate the face [S] of Δ n spanned by the elements of S, as well as the subspace US = T s∈S Us of X. ΔX is then the subspace of X × Δ n defined by:
The subspace ΔX ⊆ X × Δ n is built similarly. Note that we have ΔX ⊆ ΔX , since the hypothesis of the lemma implies US ⊆ U S for all S ⊆ A. Furthermore, the product structures of ΔX and ΔX imply the existence of canonical projections p : ΔX → X and p : ΔX → X . These projections commute with the canonical inclusions ΔX → ΔX and X → X , therefore the following diagram:
We now show that, similarly, there exist homotopy equivalences ΔX → N U and ΔX → N U that commute with the canonical inclusions ΔX → ΔX and N U → N U . This follows in fact from the proof of Corollary 4G.3 of [27] . Indeed, using the notion of complex of spaces introduced in [27, Section 4G] , it can be shown that ΔX is the realization of the complex of spaces associated with the cover Usee the proof of [27, Prop. 4G.2]. Its base is the barycentric subdivision Γ of N U, where each vertex corresponds to a non-empty finite intersection US for some set S ⊆ A, and where each edge connecting two vertices S ⊂ S corresponds to the canonical inclusion U S → US. In the same way, ΔX is the realization of a complex of spaces built over the barycentric subdivision Γ of N U . Now, since the nonempty finite intersections US (resp. U S ) are contractible, the map q : ΔX → Γ (resp. q : ΔX → Γ ) induced by sending each open set US (resp. U S ) to a point is a homotopy equivalence [27, Prop. 4G.1 and Corol. 4G.3]. Furthermore, by construction, q is the restriction of q to ΔX. Therefore,
is a commutative diagram where vertical arrows are homotopy equivalences. Now, it is well-known that Γ and Γ are homeomorphic to N U and N U respectively, and that the homeomorphisms commute with the inclusion. Combined with (3) and (4), this fact proves Lemma 3.4.
Intertwined filtrations
Results on homology
Using Lemma 2.1 and Theorem 3.5, we get the following guarantees on the Rips filtration:
wfs(X). Then, for all α ∈ˆ2ε, 1 4 (wfs(X) − ε)˜and all λ ∈ (0, wfs(X)), we have: ∀k ∈ N, H k (X λ ) ∼ = im j * , where j * is the homomorphism between homology groups induced by the canonical inclusion j :
Proof. Lemma 2.1 provides the following sequence:
Since α ≥ 2ε, Theorem 3.5 implies that this sequence of inclusions induces a sequence of homomorphisms between homology groups, such that
Similarly, Corollary 2.3 provides the following sequence:
from which follows a result similar to Theorem 3.6 on the witness complex, by the same proof:
wfs(X)}. Then, for all α ∈ˆ4ε, 1 288 (wfs(X) − ε)˜and all λ ∈ (0, wfs(X)), we have: ∀k ∈ N, H k (X λ ) ∼ = im j * , where j * is the homomorphism between homology groups induced by the canonical inclusion j :
More generally, the above arguments show that the homology of X λ can be recovered from the persistence barcode of any filtration {Fα} α≥0 that is intertwined with theČech filtration in the sense of Lemmas 2.1 and 2.2. Note however that Theorems 3.6 and 3.7 suggest a different behavior of the barcode in this case, since its topological noise might scale up with α (specifically, it might be up to linear in α), whereas it is uniformly bounded by a constant in the case of theČech filtration. This difference of behavior is easily explained by the way {Fα} α≥0 is intertwined with theČech filtration. A trick to get a uniformly-bounded noise is to represent the barcode of {Fα} α≥0 on a logarithmic scale, that is, with log 2 α instead of α in abcissa.
Results on homotopy
The results on homology obtained in Section 3.2.1 follow from simple algebraic arguments. Using a more geometric approach, we can get similar results on homotopy. From now on, x0 ∈ X is a fixed point and all the homotopy groups π k (X) = π k (X, x0) are assumed to be with base-point x0. Theorems 3.6 and 3.7 extend to homotopy as follows:
• Under the hypotheses of Theorem 3.6, we have:
• Under the hypotheses of Theorem 3.7, we have:
W (L)) is the homomorphism between homotopy groups induced by the
The proof of the theorem relies on the following result, which is an immediate generalization of Proposition 4.1 of [12] : Lemma 3.9. Let X be a compact set and L a finite set in
Proof of Theorem 3.8. As mentioned at the beginning of the proof of Lemma 3.3, we can assume without loss of generality that 2ε < α < 1 4 (wfs(X) − ε). Consider the sequence of inclusions introduced in the proof of Theorem 3.6. We use the homotopy equivalences h β : L β → C β (L) provided by Lemma 3.4 for all values β > 0, which commute with inclusions at homotopy level. Note that, for any element σ of π k (C β (L)), there exists a k-loop in L β that is mapped through h β to a k-loop representing the homotopy class σ. In the following, we denote by σg such a k-loop. Let E, F and G be the images of
respectively, through the homomorphisms induced by inclusion. We thus have a sequence of surjective homomorphisms:
Note that, by Theorem 3.5, F and G are isomorphic to π k (X λ ). Let σ ∈ F be a homotopy class. Since F is the im- + 2ε < 2α. Hence, σg is null-homotopic in L 2α , i.e. σ = 0 in F . So, the homomorphism F → G is injective, and therefore it is an isomorphism. Thus, F → π k (R 4α (L)) is injective, and it is now enough to prove that the image of the homomorphism φ * :
that is mapped through h2α to a k-loop representing the homotopy class φ * (σ). Since φ * (σ) is in the image of φ * , and since
is such that
Obviously,σg and φ * (σ)g are homotopic in X 2α+ε , and it follows from Lemma 3.9 thatσg and φ * (σ)g are also homotopic in L 2α . And sinceσg is contained in
, which commutes with the homotopy equivalences. As a result, φ * (σ) belongs to F , which is thus equal to im φ * . This proves the first part of the theorem. The proof of the second part is mostly the same.
SMOOTH SUBMANIFOLDS OF R
D
In this section, we consider the case of submanifolds X of R d that have positive reach. Recall that the reach of X, or rch(X) for short, is the minimum distance between the points of X and the points of its medial axis [1] . A point cloud L ⊂ X is an ε-sample of X if every point of X lies within distance ε of L. In addition, L is ε-sparse if its points lie at least ε away from one another.
Theorem 4.1 below is a first attempt at quantifying a conjecture of Carlsson and de Silva [17] , according to which the witness complex filtration should have cleaner persistence barcodes than theČech and Rips filtrations, at least on smooth submanifolds of R d . By cleaner is meant that the amplitude of the topological noise in the barcodes should be smaller, and also that the long intervals should appear earlier. We prove this latter statement correct to some extent: ) can be arbitrarily small. Specifically, the denser the landmark set L, the smaller the ratio ε rch(X)
, and therefore the smaller 
"
. The main point of our proof is
and that the latter injects itself nicely into the former.
In the special case where X is a smooth curve or surface, all weights can be taken to be zero, since the unweighted restricted Delaunay triangulation is known to be homeomorphic to X [1, 2] . As a result, functionω is zero, and the long intervals showing the homology of X in the barcode of the witness complex filtration appear already at time α = O(δ).
In the general case however, the upper bound on the appearance time of long bars cannot depend solely on δ, since otherwise, in the limit case where δ = 0 (i.e. W = X), we would get that the homology groups of X can be injected into the ones of CX (L), which is known to be true for curves and surfaces [3] , but not for 3-manifolds [30] . Now, whether O(δ +ω(
The rest of Section 4 is devoted to the proof of Theorem 4.1. After introducing the weighted restricted Delaunay triangulation formally in Section 4.1, we stress its relationship with the α-witness complex in Section 4.2, and then we detail the proof of Theorem 4.1 in Section 4.3.
Weighted restricted Delaunay triangulation
2 . This is actually not a metric, since it is not symmetric. Given a finite point set L and an assignment of weights ω over L, we denote by Vω(L) the power diagram of the weighted set L, and by Dω(L) its nerve, also known as the weighted Delaunay triangulation. If the relative amplitude of ω is at most 1 2 , then the points of L have non-empty cells in Vω(L), and in fact each point of L belongs to its own cell [13] . For any simplex σ of Dω(L), Vω(σ) denotes its dual face in Vω(L).
Given a subset 
To do so, we compose it with the projection pX that maps every point of R d to its nearest neighbor on X, if the latter is unique. This projection is known to be well-defined and continuous over R d \ M, where M denotes the medial axis of X [23] .
Since by Lemma 4.
, and therefore that the induced map h * • j * is also the identity. This implies that j * : 
This is clearly true if σ belongs to D
by Lemma 3.3 of [6] we have ω(u) ≤ 2ω
Since this is true for every vertex
End while Output: diagram showing the evolution of persistent Betti numbers versus ε. u of σ, we get:
, and by assumption we have 2α + (6 + √ 2)(ε + δ) < rch(X), thereforeh0(σ) does not intersect the medial axis of X.
APPLICATION TO RECONSTRUCTION
Taking advantage of the structural results of Section 3, we devise a very simple yet provably-good algorithm for constructing nested pairs of complexes that capture the homology of a large class of compact subsets of R d . This algorithm is a variant of the greedy refinement technique of [26] , which builds a set L of landmarks iteratively and in the meantime maintains a suitable data structure. In our case, the data structure is composed of a nested pair of simplicial complexes, which can be either
for specific values α < α . Both variants of the algorithm enjoy similar theoretical guarantees, but the variant using witness complexes is likely to be more effective in practice. In the sequel we focus on the variant using Rips complexes because its analysis is somewhat simpler.
The algorithm.
The input is a finite point set W in an arbitrary metric space, together with the pairwise distances l(w, w ) between the points of W . Initially, we set L = ∅ and ε = +∞.
At each iteration, the point of W lying furthest away 5 from L in the metric l is inserted in L, and ε is set to maxw∈W minv∈L l (w, v) . Then, R 4ε (L) and R 16ε (L) are updated, and the persistent homology of R 4ε (L) → R 16ε (L) is computed using the persistence algorithm [33] .
The algorithm terminates when L = W . The output is the diagram showing the evolution of the persistent Betti numbers versus ε, which have been maintained throughout the process. As we will see below, with the help of this diagram the user can determine a relevant scale at which to process the data: it is then easy to generate the corresponding subset L of landmarks (the points of W have been sorted according to their order of insertion in L during the process), and to rebuild R 4ε (L) and R 16ε (L). The pseudo-code of the algorithm is provided in Figure 2 .
Guarantees on the output. wfs(X), then, at each iteration i such that δ < ε(i) < 1 18 wfs(X), the persistent homology groups of L(i) ) are isomorphic to the homology groups of X λ , ∀λ ∈ (0, wfs(X)).
Under mild conditions on the input, this theorem guarantees the existence of a plateau showing the homology of X λ , of length at least ( 1 18 wfs(X) − δ), in the diagram of persistent Betti numbers. When δ is small enough compared to wfs(X), the plateau is large enough to be detected. In cases where W samples several compact sets with different weak feature sizes, the theorem ensures that several plateaus appear in the diagram, showing plausible reconstructions at various scales -see Figure 3 . Once a relevant scale has been selected, the corresponding landmark set and nested complexes are easily rebuilt. Differently from the algorithm of [26] , this outcome is not a single embedded simplicial complex but a nested pair of abstract complexes, whose images in R d lie at Hausdorff distance 6 O(ε) of X, and whose persistent homology gives the homology of X λ .
Update of R 4ε (L) and R 16ε (L). We now describe how to maintain R 4ε (L) and R 16ε (L). In fact, we settle for describing how to rebuild R 16ε (L) completely at each iteration, which is sufficient for achieving our complexity bounds, although it is clearly much preferable in practice to use more local rules to update the simplicial complexes. Consider the one-skeleton graph G of R 16ε (L). By definition, a simplex that is not a vertex belongs to R 16ε (L) if and only if all its edges are in G. Therefore, the simplices of R 16ε (L) are precisely the cliques of G. The simplicial complex can then be built as follows: (1.) build graph G, (2.) find all maximal cliques in G, and (3.) report the maximal cliques and all their subcliques. We perform Step 1. naively in O(|L| 2 ) time, where |L| denotes the size of L. For Step 2., we use the output-sensitive algorithm of [32] , which finds all the maximal cliques of G in O(k |L| 3 ) time, where k is the size of the answer. Finally, we report all the subcliques of the maximal cliques in a time that is linear in the total number of cliques, which is also the size of R 16ε (L). Therefore, at each iteration of the algorithm, R 4ε (L) and
Running time of the algorithm.
Let |W | denote the size of W . At each iteration of the algorithm, point p and parameter ε are computed naively by iterating over the points of W , and for each such point, by reviewing its distances to all the landmarks. This procedure takes O(|W ||L|) time. Once R 4ε (L) and R 16ε (L) have been updated, the persistence algorithm runs in O(|R 16ε (L)| 3 ) time [21, 33] . Hence, 6 Indeed, every simplex of R 16ε (L) has all its vertices in X ε+δ ⊆ X 2ε , and the lengths of its edges are at most 16ε. 
In addition, standard packing arguments (omitted in this extended abstract) provide the following tight upper bounds on the size of R 16ε (L) in Euclidean spaces:
These upper bounds are tight in order of magnitude.
Whenever the input point cloud W lies on a smooth msubmanifold X of R d , the lemma suggests 7 that the algorithm goes through two consecutive phases. First, a transition phase where the landmark set L is too coarse for the dimensionality of X to have an influence on the shapes and sizes of the stars of the vertices of R 16ε (L). For instance, if X is an embedded curve that roughly fills in the unit ball in . There remains to get rid of the term depending on d, which we do using a backtracking strategy. Specifically, we first run the algorithm without maintaining R 4ε (L) and R 16ε (L), which simply sorts the points of W according to their order of insertion in L. Then, we run the algorithm backwards, starting with L = L(|W |) = W and considering at each iteration j the landmark set L(|W | − j). During this second phase, we do maintain R 4ε (L) and R 16ε (L) and compute their persistent Betti numbers. If W samples X densely enough, then Theorem 5.1 ensures that the relevant plateaus will be computed before the transition phase starts, and thus before the size of the data structure becomes independent of the dimension of X. It is then up to the user to stop the process when the space complexity becomes too large. This variant of the algorithm has the following complexity: 
CONCLUSION
This paper makes effective the approach developped in [12, 15] by providing an efficient, provably-good and easy-toimplement algorithm for the topological and geometric analysis of point cloud data in arbitrary dimensions. Addressing a weaker version of the classical reconstruction problem, the algorithm ultimately outputs a nested pair of complexes at a user-defined scale, from which the homology of the underlying shape X can be inferred. When X is a smooth submanifold of R d , the complexity of the algorithm scales up with the intrinsic dimension of X and not with the ambient dimension d, assuming that the pairwise distances between the data points have been pre-computed. Thus, a new step is made towards reconstructing (low-dimensional) manifolds in high-dimensional spaces in reasonable time with guarantees. However, there still remains the challenging problem of constructing an embedded complex that is topologically equivalent and geometrically close to the sampled shape.
The theoretical framework developed in the paper can be used for the analysis of various persistence-based methods in Euclidean spaces. It can also virtually be applied in any metric space (provided that the result of [12, 15] on unions of balls can be extended), thanks to the genericity of Lemma 3.4 and of the arguments of Section 3.2.1. A class of spaces of particular interest to us is the class of compact Riemannian manifolds, possibly with boundaries, with applications in machine learning and sensor networks.
