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Abstract
We present a detailed study on Variational Autoencoders (VAEs) for anomalous jet tagging.
By taking in low-level jet constituents’ information, and only training with background jets in
an unsupervised manner, the VAE is able to encode important information for reconstructing
jets, while learning an expressive posterior distribution in the latent space. When using VAE as
an anomaly detector, we present two approaches to detect anomalies: directly comparing in the
input space or, instead, working in the latent space. Different anomaly metrics were examined.
Results of the tagging performance for different jet types and over a large kinematic range are
shown. In order to facilitate general search approaches such as bump-hunt, mass-decorrelated
VAEs based on distance correlation regularization are also examined. Confronted with the problem
of mis-assigning lower likelihood to out-of-distributions samples, we explore one potential solution
– Outlier Exposure (OE). OE, in the context of jet tagging, is employed to facilitate two goals:
increasing sensitivity of outlier detection and decorrelating jet mass. We observe excellent results
from both aspects. Code implementation can be found in Github.
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I. INTRODUCTION
Supervised classifiers that are based on deep neural networks have been used for boosted
jet tagging and have become a mature research topic in the past few years. It’s also worth
exploring other methods beyond the specific supervised taggers. The goal is to be able to
tag new physics signals in a model-independent manner in the hope of simple execution
and high performance. For model-motivated new physics searches, only null results have
been obtained so far at the LHC. At the same time, model-independent and data-driven
methods, especially assisted by modern machine learning approaches, are becoming potential
alternative search strategies. In particular, unsupervised learning methods has become more
popular in the field of new physics search at the LHC. Unsupervised learning methods
including clustering, density estimation, etc. have been used in the general scope of detecting
novel or anomalous events. Anomaly detection methods for LHC physics [1–5] including
density estimation, weakly-supervised classification, etc. have been studied recently.
Transitioning from traditional density-based or distance-based anomaly detection, deep
generative models succeed in modeling complex high-dimensional density distributions, and
are thus used to process high-dimensional data. We can utilize unsupervised training of
deep generative models for anomalous jet tagging, while intaking all low-level features, and
being as model-independent as possible. Autoencoders (AEs) and Variational Autoencoders
(VAEs) have been explored for new physics searches recently. Autoencoder-based anomaly
detection has been used in anomalous jet tagging [6–9]. Variational Autoencoders are also
explored for event selection at the LHC [10]. Some of them are working on high-level features,
while others are working on low-level jet constituents instead. These models are trained
with only background data, and at test time are used to detect signals as anomalies. For
anomalous jet tagging, autoencoders trained with only QCD jets are used to detect non-QCD
jets such as boosted top jets. Autoencoders employ a bottleneck architecture to effectively
reduce the data dimensionality, and by using the bottleneck, extract relevant information
for reconstructing input features. Using either images or four vector-based input features,
autoencoders have been shown to be potential in detecting heavy resonances [6, 7]. The basic
idea of using autoencoder as anomaly detector is assuming that the trained AEs will be able
to reconstruct samples similar to training samples (in-distribution, InD), while giving large
reconstruction errors when applied to unseen datasets (out-of-distribution, OoD). Thus the
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reconstruction error has been used as the anomaly score in most of the literature to date.
At the same time, adversarial training to decorrelate jet mass from the reconstruction error
has been explored to assist bump-hunt based new physics searches [6]. In Fig. 1, we depict
the schematics for AE-based anomalous jet tagger. Jet reconstruction is encouraged by
minimizing the reconstruction error between input and output samples. The latent space
of deterministic AEs is not taken as optimization targets, thus is not ready for direct use
and has random behaviour (see Fig. 1). A simple idea of regularizing the latent space will
lead us to Variational Autoencoders [11]. Migrating from deterministic Autoencoders to
Variational Autoencoders for anomalous jet tagging, there are a few motives: regularized and
expressive latent representations; combined with generative models and maximum likelihood
estimation. As indicated in Fig. 2, VAE has a regularized latent distribution imposed by
minimizing divergence in latent space, in addition to minimizing reconstruction error in
input space is the case for deterministic AEs.
FIG. 1: Schematics of Autoencoder-based anomalous jet tagger. Jet reconstruction is en-
couraged by minimizing the reconstruction error between outputs {Eˆi, Pˆxi, Pˆyi, Pˆzi} and inputs
{Ei, Pxi, Pyi, Pzi}.
Despite the fact that generative models provide us a simple approach for dealing with
high-dimensional anomaly detection, they are not guaranteed to succeed for all use-cases. For
instance, QCD jets might be assigned larger reconstruction error or lower likelihood than aW
jet with two-prong structure, as will be shown later. These problems are also encountered in
the general domain of anomaly detection in the machine learning community. For instance,
in anomaly detection of natural images, it was found that higher probability is sometimes
assigned to outliers than in-distribution samples [12, 13]. The pixel-space similarity is still
not mature enough to render robust representation learning. And sometimes background
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FIG. 2: Schematics of Variational Autoencoder-based anomalous jet tagger. Both the reconstruc-
tion error between outputs and inputs and the divergence of latent distributions are required to be
optimized.
confounding also brings spurious correlation that handicaps the OoD detection.
In this work, we base our anomalous jet tagging on the framework of VAEs, with possibil-
ities of utilizing anomaly metrics in both input space and latent space. Based on the previ-
ously mentioned motivations and existing problems, we examine every building block in the
process of using VAEs for anomalous jet tagging. We first construct a basic VAE model for
low-level constituents-based jet taggers. In order to ensure that we have a fully-performing
generative model, we examine its reconstruction performance, generation performance, and
also the latent space. To have a fair assessment of the anomaly detection performance, we
tailor a series of test jet sets spanning in the range of different jet masses and jet types. Other
than reconstruction loss used in corresponding deterministic AEs applications, we examine
a few alternatives for anomaly metrics. In large-radius jet-based new physics searches such
as bump-hunt, having a mass-decorrelated tagger will be beneficial. We thus implement
a mass-decorrelated VAE tagger with the help of a regularization approach [14], which is
faster and easier to train than an auxiliary adversarial network.
Outlier Exposure (OE) [13] is proposed to solve the probability mis-assignment problem
(i.e. outliers are assigned higher probability), as mentioned before. By injecting a few sam-
ples of outliers, it helps the autoencoder get better separation for InD samples and OoD
samples. It is also reported that it generalizes to other OoD distributions. Furthermore,
the auxiliary task of OE also provides us a very good handle to shape the latent manifold
4
tailored to our tasks. Actually, we employ outlier exposure not only as an inducer for de-
tecting sensitivity of unseen outlier samples, but also as a tool to shape the information
encoded. Using outlier samples as a handle, we achieve decorrelation effects by using equiv-
alent “planning” [15, 16] (or, reweighting samples to obtain identical distributions) in jet
mass. We achieve very good mass decorrelation by matching mass distributions between ex-
posed outlier dataset and in-distribution dataset, while at the same time gaining promising
sensitivity for most jet types.
The paper is organised as follows: in Section II we present the basic settings of the
problem and examine the properties of trained VAE models; in Section III the performance
of detecting non-QCD jets is carefully investigated; mass-decorrelated taggers are introduced
and studied in Section IV; an outlier exposure solution to sensitivity and mass-decorrelation
is presented in Section V; finally we summarize this work in Section VI.
II. VARIATIONAL AUTOENCODER FOR ANOMALOUS JET TAGGING
We provide here some mathematical foundation of VAEs [11]. As briefly mentioned in
the introduction, VAEs can be viewed as the regularized version of deterministic AEs by
imposing latent structure with a Kullback–Leibler divergence (KL divergence, DKL) from
prior distribution to posterior distribution for latent variables. Practically speaking, a VAE,
similar to an AE, consists of an encoder and a decoder, which are both parametrized with
neural networks. By parametrizing the variational inference and generative model with deep
neural networks, mapping input data X (X ∈ X ) into the latent space with Q(z|X) and
mapping the latent representation z back into the input space with P (X|z); the training
objective of VAEs includes an extra term of minimizing divergence between prior P (z) and
posterior Q(z|X) distributions of latent variables z. Despite the fact that VAE is a deep
generative model, it trains fast by simple back-propagation with a re-parametrization trick.
The re-parametrization instead reparametrizes the sampling using an extra input layer.
The actual objective of the VAE is to approximately maximize the log-likelihood
logP (X), within a Bayesian inference framework. The log-likelihood of the input data
distribution can be written in terms of:
logP (X)−DKL[Q(z|X)‖P (z|X)] = Ez∼Q[logP (X|z)]−DKL[Q(z|X)‖P (z)] , (1)
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in which Ez∼Q[logP (X|z)] is empirically the reconstruction error of an autoencoder. The
left-hand side of Eq. 1 is the marginal log-likelihood we want to maximize (the other
divergence term can be effectively minimized in the case of a powerful decoder Q). The
right-hand side of Eq. 1 is called Evidence Lower BOund (ELBO), since it gives a lower
bound of the log-likelihood. ELBO is just the VAE objective and practically the sum
of reconstruction error of the autoencoder and the distance between posterior and prior
distributions in the latent space.
So empirically the training objective of the VAE can be written as:
LVAE = Lrecon + LKL (2)
From another point of view, VAEs can be seen as a regularized version of deterministic
Autoencoders. By imposing explicit constraints in the form of the latent prior distribution,
we have a handle of how the latent variables behave. Then the training of VAEs include
matching the posterior to the prior distribution by minimizing the KL-divergence from prior
to posterior distributions in latent space.
The encoder and decoder inside a VAE serve as inference network and generative net-
work respectively. The latent space from the encoding process provides the posterior latent
representation. In standard VAEs, prior latent distributions are assumed to be standard
Gaussians N (0, I). And posteriors are estimated in the form of N (µ(X), σ(X)) by mapping
input data points to means and variances of posterior Gaussians. Then z is sampled from
this posterior and then mapped back into X . On the other hand, sampling from latent
distribution will be able to generate new samples. So examining the quality of the generated
samples also serves as an important metric for how well the VAE is trained.
A. Neural Network Architecture
a. Datasets We train on QCD jets collected from fatjet trigger criteria of ATLAS
Collaboration. 1 QCD di-jet events are generated with MadGraph [17] for LHC 13 TeV,
followed by Pythia8 [18] and Delphes [19] for parton shower and fast detector simulation,
respectively. No pile-up was simulated. All jets are clustered using the anti-kt algorithm
1 https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetTriggerPublicResults
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[20] with cone size R = 1.0, triggered with pT > 450 GeV. Particle flow objects are used for
jet clustering, with no jet trimming applied.
b. Input features and Preprocessing We take the first 20 hardest (pT ordered) jet con-
stituents as inputs in the format of four vectors {xi = (Ei, Pxi, Pyi, Pzi); i = 1, ..., 20}. The
number of input jet constituents 20 is chosen to optimize the signal significance of boosted
Top jets. Jets are preprocessed with minimum transformations to avoid designing effects. Jet
constituents are boosted back to the jet rest frame and centered at (0, 0) in the (η, φ) plane.
Jets are also rotated so that the jet principal axis (
∑
i
ηiEi
Ri
,
∑
i
φiEi
Ri
) (with Ri =
√
η2i + φ
2
i ))
is vertically aligned on the (η, φ) plane, with the rotation angle α indicated in Eq. 3:
tanα =
∑
i
φiEi
Ri∑
i
ηiEi
Ri
(3)
c. VAE Architecture We explored two simple architectures: Fully Connected Networks
(FCN) and Long Short-Term Memory (LSTM) Networks. Since no signicant difference in
performance was observed, we only present the results for FCN-VAEs in this paper.
For FCN-VAEs, simple dense layers are employed. ReLU activations are used through
latent layers, and linear activation is used in the output layer. Encoder and decoder have
symmetric architectures, as the encoder is composed of 256, 128, 64 neurons for each hidden
layer. The latent dimension has been optimized to maximise boosted Top signal significance.
The Gaussian parameters µ and σ are parametrized by dense layers. Then latent vector z
sampled from the posterior distribution N (µ, σ2) is passed to the decoder to reconstruct
the output jet. A brief summary of the VAE architecture is depicted in Fig. 3. The
reconstruction error is simply chosen as Mean Squared Error (MSE) between input features
{xi; i = 1...n} and output features {xˆi; i = 1...n}, as shown in Eq. 4.
LVAE = Lrecon + LKL = 1
n
∑
i=1...n
‖xˆi − xi‖2 +DKL(q(z|x)‖p(x)) (4)
B. Regularization in the Latent Space
As introduced above, KL divergence in the VAE objective can also be viewed as a regular-
ization term. The VAEs with variable regularization weight other than 1 are also formulated
as β-VAE [21] models. To clarify this process, the empirical objective of a VAE is written
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FIG. 3: Architecture of FCN-VAE.
as:
Lβ−VAE = −Ez∼Q[logP (X|z)] + βDKL[Q(z|X)‖P (z)] = Lrecon + βLKL , (5)
where β is the parameter to denote the relative strength of the latent regularization. Setting
β affects the competition between fitting the latent distribution and the input space recon-
struction. As will be shown later, with β = 0 the VAE reduces to deterministic autoencoder,
for which only the reconstruction is optimized during training, resulting in very good jet
reconstruction, however, losing inference capability in the latent space. Increasing β leads
to compensation between the jet reconstruction and the latent distribution matching. We
have tested different values β = 0.1, 0.5, 1.0, 5.0, and found that β = 0.1 gives better balance
between reconstruction and latent coding. Throughout this paper, we focus on reporting
results for β = 0.1.
a. Training Setup Throughout this study, we train on 600,000 QCD jets, of which 20%
serves as the validation set. We employ Adam [22] for optimization, with the default values
of parameters. VAEs are trained for 50 epochs with a batch size of 100.
C. Examining trained VAEs
We examine a few properties of the trained VAE models: jet reconstruction, jet genera-
tion, and latent representations.
8
a. Jet Reconstruction To examine how well QCD jets can be reconstructed by autoen-
coders, we show a few distributions of reconstructed high-level jet features in Fig. 4. Jet pT
and mass are both well reconstructed.
FIG. 4: Reconstructed (dashed lines) Jet pT and MJ, compared with input jets distributions (solid
lines) plotted for first 20 jet constituents with pT-ordering.
b. Jet Generation To assess the quality of the generative model, we sample from the
prior distribution N (0, I) in the latent space and generate output jets by passing the sam-
pling through the decoder. We show that decoded outputs resemble input distributions.
In Fig. 5, we show aggregated distributions of generated features in the input space
(after standardization of input features to be ∼ N (0, I)) and jet images on the (η, φ) plane.
The generated features follow standard Gaussian distributions as we standardized the input
features. Generated jet pT and MJ distributions are shown in Fig. 6. Both generated pT
and MJ distributions match well with the original QCD dataset. However, jet mass is not
as perfectly matched, suggesting that the architecture could be further optimized.
c. β-VAE Latent Representation As discussed previously, β controls the balance be-
tween reconstruction and latent coding. When β increases, the reconstruction performance
drops since there is extra effort to fit the latent distribution. When β is small, it approaches
the behaviour of deterministic autoencoders, in the sense that the regularization strength
is weak. In Fig. 7, results for β = 0.1 are shown. We plot the correlation between recon-
struction error and jet mass, the correlation between latent KL divergence and jet mass, the
9
FIG. 5: Left: VAE generated input space (scaled) feature distributions. Right: VAE generated
jet images on the (η, φ) plane.
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FIG. 6: High level feature distributions of VAE generated jets. Left: pT; Right: MJ.
correlation between reconstruction error and latent KL divergence, and the 2d-tSNE [23]
(perplexity = 50) visualisation for mean values of latent representations for in-distribution
QCD jets (Blue), out-of-distribution W jets (Green), and Top jets (Orange). First of all,
we observe that the reconstruction error has an upper-bounded correlation with jet masses.
And the latent KL divergence is also (even more strongly) correlated with jet mass. This
suggests that the regularized latent space has encoded relevant information but has different
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geometry w.r.t. the input space. Little clustering effect is present in 2d-tSNE visualisation.
As β increases (see App. A), a stronger clustering effect is observed at the cost that recon-
struction is less maintained.
FIG. 7: Upper-Left: Reconstruction error vs jet mass; Upper-Right: KL divergence vs re-
construction error; Lower-Left: KL divergence vs jet mass; Lower-Right: Latent 2d-tSNE for
different jet types (QCD jets (Blue), W jets (Green) and Top jets (Orange)). All plots are for
β = 0.1.
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III. PERFORMANCE IN ANOMALOUS JET TAGGING
In this section, we present the performance of VAE-based anomaly taggers, tested on
different jet types, and the responses on jet kinematics. ROC curves and AUCs are used for
measuring the performance universally.
a. Test Datasets A series of test sets are generated to examine the detecting perfor-
mance of VAE-based anti-QCD jet tagging. Boosted W jets, top jets, and Higgs jets are
generated as representatives of two-prong, three-prong, and four-prong jets. To test jet mass
effects, we composed W jet datasets with rescaled W jet masses (SM W jets with only the
mass changed for event generation) for comparison. The same mass-rescaling strategy is also
applied to top jets. We employ Two Higgs Doublet Models (THDMs) [24] for generating
boosted Higgs jets. Heavy Higgs bosons are generated in pairs (pp → HH), with decaying
into light Higgs pairs. The light Higgs bosons are then restricted to the h→ bb¯ decay mode.
Different light Higgs masses are experimented to show different degrees of “four-prongness”.
With a very light mh, boosted heavy Higgs jets will resemble two-pronged jets more. All
jets are clustered using anti-kt algorithm with a cone size of R = 1.0. When testing on these
datasets, jet pTs are restricted to [550, 650] GeV for a fair comparison. The test set size for
each jet category is set to be 20,000.
We list here the basic information of test sets:
• Two-prong: boosted W jets are produced by the decay of a heavy resonance W ′ with
mW ′ = 1.2 TeV, pp → W ′ → W (jj), Z(νν), with W decaying to light quark jets and
Z decaying to neutrinos. Masses experimented include mW = 59, 80, 120, 174 GeV.
• Three-prong: top jets are generated with the decay of a heavy resonance Z ′ of mZ′ =
1.3 TeV, pp → Z ′ → tt¯. “Top” masses are set to be mt = 80, 174 GeV. (for mt = 80
GeV, the decay product W mass is set to be 20 GeV).
• Four-prong: boosted heavy Higgs pair production is borrowed to generate four-prong
samples, pp → HH, with H → h(bb)h(bb) and mH = 174 GeV, mh = 20, 80 GeV. In
events generation, we employ h3 in THDM as the heavy Higgs, and h1 as the light
Higgs.
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A. Anomaly Metric
After successfully training of the VAEs, utilizing the trained models as anomalous jet
taggers also requires a good anomaly metric well-defined.
As mentioned above, reconstruction-based anomaly metric has disadvantages when con-
fronted with specific OoD data samples. Even though being the most widely used anomaly
metric in the literature, the simple MSE based anomaly metric has a few disadvantages:
there is some correlation with jet constituent numbers, although in fixed input length this
effect would be eliminated somehow; and strong mass correlation is generally present. Such
effects might be better controlled using an anomaly metric based on the low-dimensional
latent representations since the data geometry is expected to be much simpler in that space.
We thus explored how the KL divergence from prior to posterior distribution in the latent
space works as an anomaly metric. Other than that, the negative log-likelihood (NLL) is also
directly considered as an anomaly score. Independently from the VAE setting, an optimal
transport based metric [25] measuring similarities between input jets and reconstructed jets
is also tested as an anomaly score. Besides these machine learning based metrics, we found
that a simple Gaussian model for low-level input features already works well. With proper
preprocessing, it effectively builds a Gaussian model for input features. Here is a summary
of the options investigated as anomaly metrics:
• Negative log-likelihood: LVAE = Lrecon + LKL.
• MSE reconstruction error in input space: Lrecon = 1n
∑
i ‖xˆi − xi‖2.
• KL divergence in latent space: LKL = DKL(qφ(z|x)‖q(z)).
• Energy Mover’s Distance (EMD): EMD is defined as a metric in the collider space
using optimal transport to find the minimum energy moving strategy between two
LHC events. The EMD between event E and E ′ is defined as:
EMD(E , E ′) = min
fij
∑
ij
fij
θij
R
+
∣∣∣∣∣∑
i
Ei −
∑
j
E ′j
∣∣∣∣∣ , (6)
fij ≥ 0,
∑
j
fij ≤ Ei,
∑
i
fij ≤ E ′j,
∑
ij
fij = Emin.
where θij is the angular distance between particles indexed with i and j in E and E ′, and
fij denotes the energy being moved between events. Emin = min{
∑
iEi,
∑
j E
′
j}. R is
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a weight parameter and is set to be 1.0 in our practice. We calculate EMDs between
input jets and output jets as the anomaly score. We thus expect out-of-distribution
jets will give larger EMDs in the sense that they will not be easily reconstructed.
We have already normalized jet pTs to eliminate the contribution from pure energy
difference in the second term of Eq. 6.
• MSS: simple mean squared sum after standardizing input features to be ∼ N (0, I):
1
n
∑
i ‖xi‖2. This can be seen as the simple χ2 of standardized input features.
B. Results
We first present the ROC curves for NLL based anomaly score. This is aiming at seeing
the general responses on different jet types. In Fig. 8, ROC curves under NLL are presented
for different test jet types. From the plot, it’s obvious that the VAE performance in the
value of the AUC is correlated with jet mass as expected. For mass-rescaled W jets and Top
jets, they all show the same trend. As for the jet complexity, we take the jet mass of 174
GeV as a benchmark (red lines). We observe that Top jets have the highest discriminative
scores, while W and Higgs jets have slightly lower AUCs. 2 In the rest frame of the heavy
Higgs, light Higgs jets with a very small mass are almost produced back to back and are very
boosted. Thus h3 with decaying product h1 of a mass of 20 GeV should behave similarly
to two-prong jets. From Fig. 8, h3(h1=20GeV) has a lower AUC w.r.t. h3(h1=80GeV), as
expected. As a conclusion, there is limited yet manifested correlation with jet “complexity”.
Then we focus on examining different anomaly metrics. In Fig. 9, we show results for
the other anomaly metrics introduces previously. From the AUC numbers, they all perform
similarly. And the mass correlation trend holds for all metrics. Respectively speaking, MSE
and EMD performs most similar. Especially for KL and MSS, the differences coming from jet
types are reduced w.r.t. the other two metrics, while the mass correlation effect is even
more obvious. As shown in last section, the KL divergence is strongly correlated with the
jet mass, which coincides with this observation. In real applications, one will need to choose
an anomaly score according to the specific problem at hand.
Since the mass correlation is obvious, low-mass jets generally give low AUCs. This brings
2 This might be because we tuned a few parameters according to top.
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FIG. 8: ROC curves for different jet types, with NLL as the anomaly score. Colors are used to
denote jet masses, while different line styles are used for different jet types. We have solid lines for
W jets, and red indicates the benchmark mass of 174 GeV for any jet types.
difficulties in tagging jets with lower masses. For instance, W jets with a mass of 80 GeV
can only reach the AUC of ∼ 0.68 in the best case. We will see how this can be amended in
later sections.
IV. MASS DECORRELATION
As mentioned in previous sections, MSE-based autoencoders, be it built with four vectors
or in the format of images, are highly correlated with jet mass, when tagging anti-QCD
anomalies. In Fig. 10, we show the mass-scuplting effects of reconstruction error based
tagger. Higher reconstruction error selects a sample of high-mass QCD jets.
Mass decorrelation is thus an important topic in general searches for resonances with
large-radius jets. For example, the bump-hunting analysis utilizes orthogonal information
w.r.t. jet mass to reduce the background and then carries out a bump search in the mass
dimension. So we dedicated a study to mass-decorrelated taggers in this section. Previous
15
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
S
100
101
102
1/
B
FCN VAE(Din=80, Dhidden=10), MSE
W 59 GeV, AUC=0.553
W 80 GeV, AUC=0.609
W 120 GeV, AUC=0.679
W 174 GeV, AUC=0.748
Top 80 GeV, AUC=0.746
Top, AUC=0.877
h3(h1=20 GeV) 174 GeV, AUC=0.672
h3(h1=80 GeV) 174 GeV, AUC=0.874
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
S
100
101
102
1/
B
FCN VAE(Din=80, Dhidden=10), KL
W 59 GeV, AUC=0.578
W 80 GeV, AUC=0.684
W 120 GeV, AUC=0.797
W 174 GeV, AUC=0.866
Top 80 GeV, AUC=0.829
Top, AUC=0.873
h3(h1=20 GeV) 174 GeV, AUC=0.789
h3(h1=80 GeV) 174 GeV, AUC=0.819
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
S
100
101
102
1/
B
FCN VAE(Din=80, Dhidden=10), EMD
W 59 GeV, AUC=0.578
W 80 GeV, AUC=0.634
W 120 GeV, AUC=0.701
W 174 GeV, AUC=0.761
Top 80 GeV, AUC=0.734
Top, AUC=0.860
h3(h1=20 GeV) 174 GeV, AUC=0.664
h3(h1=80 GeV) 174 GeV, AUC=0.865
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
S
100
101
102
1/
B
FCN VAE(Din=80, Dhidden=10), MSS
W 59 GeV, AUC=0.517
W 80 GeV, AUC=0.621
W 120 GeV, AUC=0.763
W 174 GeV, AUC=0.855
Top 80 GeV, AUC=0.822
Top, AUC=0.878
h3(h1=20 GeV) 174 GeV, AUC=0.772
h3(h1=80 GeV) 174 GeV, AUC=0.836
FIG. 9: ROC curves for different jet types, with anomaly metric of MSE reconstruction error
(Upper-left), KL divergence (Upper-right), EMD (Lower-left) and MSS (Lower-right), respectively.
works have utilized adversarial training to decorrelate jet mass for either classifiers [15, 16,
26, 27] or autoencoders [6]. However, adversarial training is difficult to tune and takes
much more computational resources. We instead employ the distance correlation (DisCo)
regularization [14] as a mass-decorrelation baseline.
a. DisCo-VAE In DisCo approach, a distance correlation regularization term is added
to the VAE loss as indicated in Eq. 7.
LDisCo−VAE = Lβ−VAE + κRDisCo , (7)
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FIG. 10: QCD background mass distribution under different cuts for the background efficiency 
on the VAE reconstruction error.
where the regularizer RDisCo is defined in Eq. 8 as the distance correlation between the
VAE loss and the jet mass. Distance correlation is a measure of the non-linear correlation
between two variables. Independent variables will give a distance correlation of 0.
RDisCo = dCor(mJ ,Lβ−VAE) (8)
Distance correlation between variable X and Y is defined as in Eq. 9, with the normalized
distance covariance in Eq. 10, where (X ′, Y ′) and (X ′′, Y ′′) are independent and identically
distributed samples of (X, Y ).
dCor(X, Y ) =
dCov2(X, Y )√
dVar(X)dVar(Y)
(9)
dCov2(X, Y ) =< |X −X ′||Y − Y ′| > + < |X −X ′| >< |Y − Y ′| > −2 < |X −X ′||Y − Y ′′| >
(10)
= cov(‖X −X ′‖, ‖Y − Y ′‖)− 2cov(‖X −X ′‖, ‖Y − Y ′′‖) (11)
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We tested different κ values (κ = 0.1, 0.5, 1, 10, 100, 200, 500, 1000) 3, and found that
κ = 100 gives a balanced result for our VAE model, in the sense that both mass decorrelation
and anomaly detection capability are maintained. We simply employ NLL as the anomaly
score here. In Fig. 11, we show mass decorrelation effects for DisCo-VAE with κ = 100 and
κ = 1000 respectively.
Although κ = 1000 gives very good mass decorrelation, we find that is not able to
preserve good enough anomaly detection capability. In Fig. 12, we present the AUCs after
mass-decorrelation for DisCo-VAEs. For all test sets, poor anomaly detection performance
is observed compared to the results presented in Fig. 8 and 9. There are even a few test
sets giving AUCs less than ∼0.5, which again reminds us of the failure case discussed in the
last section.
FIG. 11: Mass decorrelation effects for κ = 100 (Left) and κ = 1000 (Right).
V. SEMI-SUPERVISION – OE-VAE
As is shown in previous sections, the current situation is that mass-correlation is strong for
simple VAEs and mass-decorrelated DisCo-VAE tagger has poor discrimination performance
in the full test spectrum. And there are cases that OoD samples are even assigned higher
3 Annealing training is also applied here
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FIG. 12: DisCo-VAE ROC curves for κ = 100 (Left) and κ = 1000 (Right).
probability than InD samples. Since unsupervised learning might find bad minima for which
not much discriminating power is enabled, semi-supervised learning may help with this
problem. One approach which might help with gaining high sensitivity in anomaly detection
is Outlier Exposure [13] (OE). OE is similar to training an auxiliary-classifier, in a pseudo-
binary manner for which inliers and outliers are required to be separable. Outlier Exposure
injects some OoD samples in the training process. This somehow is similar to combining
classification with the representation learning process.
We try to achieve two goals at the same time: increasing sensitivity to out-of-distribution
samples, and decorrelating the jet mass. By simply exposing outliers to the VAE training,
we hope to obtain a general sensitivity increase. Another advantage of having an outlier
dataset is that we thus have a handle to provide extra guidelines for our training tasks. A
simple and useful practice is that we can match the mass distribution of inlier samples and
outlier samples to successfully decorrelate the jet mass. This is a very simple yet powerful
trick under the current problem setting.
The outlier samples can be a very good handle to help regularize or shape the minima
the VAE finds. We employ mass-rescaled boosted W jet samples as outliers exposed to the
VAE training process. As mentioned in Section II, boosted W jets are produced by rescaling
Standard Model W jet mass. We resampled the mixed W jets to match the mass distribution
to the QCD samples. This procedure is similar to the classical approach “planning”[15]. One
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may of course use other modern techniques to decorrelate mass. However, in the setting of
outlier exposure, it comes naturally to take advantage of the outlier dataset.
In general, the learning objective for OE can be written as adding a penalty term to the
original loss term, in Eq. 12.
L = E(x∼Din)Lβ−V AE(x, xˆ) + λE(x∼Din, x′∼DOE)LOE(xˆ, xˆ′), (12)
where λ controls the relative strength of OE. The OE loss LOE gains its concrete form
according to tasks at hand.
For convenience, we rewrite the OE-VAE objective as LOE−VAE = Lβ−VAE − λLOE. The
outlier exposure can be performed either in the input space or in the latent space.
• MSE-OE: in input space, the OE loss can be written in the sigmoid activation of the
difference between reconstruction error of InD samples and OoD samples. This is very
similar to an auxiliary task of classification between InD and OoD:
LOE = sigmoid(MSEOoD(x′, xˆ′)−MSEInD(x, xˆ)) (13)
• KL-OE: we assume that the geometry would be flattened and more linearized in the
latent space. It is thus reasonable to employ the margin loss as follows:
LOE = min{0, DKL,OoD(z′)−DKL,InD(z)− margin} (14)
This will encourage outlier samples to have larger loss above a specific margin.
Of course these are not unique choices for OE losses. But they have been effective in our
studies.
a. Training Setup We exposed 120,000 OoD samples consisting of boosted (mass-
rescaled) W jets, which are resampled to match the mass distribution of the QCD back-
ground. Increasing λ puts higher weight on supervision and at the same time enforces
stronger mass-decorrelation. Thus λ = 500 was chosen for MSE-OE accordingly. For KL-
OE, we have λ = 2 and margin set to 1 according to mean values of the KL divergence.
We cyclically anneal λ 4 in the training process to achieve a better balance between the
4 Slowly increase λ from 0 to the target value multiple times.
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FIG. 13: Left: ROC curves for MSE-OE (λ = 500); Right: ROC curves for KL-OE (λ =
2, margin = 1).
optimization of the VAE loss and the OE loss. The OE training can be applied either from
scratch or in the manner of fine-tuning a pre-trained VAE model. We report results for the
models that were trained from scratch in the following.
b. Results In Fig. 13, we present ROC curves for different jet types after OE training
for MSE-OE and KL-OE respectively. The left panel shows ROC curves for MSE-OE. We
accordingly employ simply mean-squared reconstruction error as the anomaly score. The
first thing obvious is that W tagging performance is immediately improved. Respectively, a
few test sets such as top have lower AUCs compared to Fig. 8 and 9. This is mainly due to
the extra mass-decorrelation. 5 The right panel of Fig. 13 presents ROC curves for KL-OE,
for which the KL divergence in latent space is the anomaly score. Generally speaking, the
performance is very similar to MSE-OE.
We then examined mass decorrelation effects for OE-VAEs. The results are shown in Fig.
14 for MSE-OE and KL-OE respectively. Excellent mass decorrelation effects are achieved
in both scenarios. One thing to keep in mind is that only outlier exposed metrics can be used
for mass-decorrelated taggers. For instance, MSE-OE VAE used with KL-based anomaly
5 This can be further justified from the comparison with the results of DisCo-VAE, for which only mass-
decorrelation effects was introduced. Mass-decorrelation generally drops the AUCs of high mass jets. In
comparison, the semi-supervision gains a bit more discrimination for top.
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FIG. 14: Mass decorrelation effects in MSE-OE (Left) and KL-OE (Right).
detection will not effectively achieve mass decorrelation. The equivalent “planning” effects
only affects one space: input space or latent space. Thus one should match the anomaly
metric with the OE scenario, i.e., if one trains OE in the input space, then accordingly using
input space MSE anomaly metric will will provide the desired mass decorrelation.
c. DisCo-VAE vs OE-VAE To see more clearly how much performance can be achieved
by OE-VAE, we compare with DisCo-OE which is also mass-decorrelated. To make a more
quantitative examination of mass-decorrelation quality, we employ the measure based on
Jensen-Shannon Divergence (JSD, Eq. 15), which is the symmetric version of KL Divergence
to measure the similarity between two probability distributions. Generally speaking, the
lower JSD is, the better two distributions match. So for an anomalous jet tagger, we expect
a low JSD, at the same time a high AUC.
DJS(p(m)‖p′(m)) = 1
2
(DKL(p(m)‖p¯(m)) +DKL(p¯(m)‖p(m))), p¯(m) = p(m) + p
′(m)
2
(15)
In Fig. 15. We plot inverse JSD w.r.t. signal efficiency at background efficiency 5% for
the Top test set. OE-VAEs generally will have much higher signal efficiency w.r.t. DisCo-
VAEs at the same mass-decorrelation level. It’s promising that OE-VAEs retained very good
anomaly detection power while at the same time being mass-decorrelated.
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FIG. 15: Jensen-Shannon Divergence vs Signal Efficiency for mass-decorrelated VAEs. Different κ
values (100, 200, 500, 1000) are shown for DisCo-VAE.
VI. SUMMARY AND DISCUSSIONS
Unsupervised learning is a potential approach for model-independent new physics searches
at the LHC. We carefully investigated Variational Autoencoders for non-QCD anomalous
jet tagging. To better regularize the latent space and achieve a good balance between
reconstruction error and latent space inference, we cast the work in a generalized VAE
setting – β-VAE. We examined the VAE properties, including reconstruction performance,
generation ability, and latent representations, of the trained VAEs. High-level features such
as jet pT and jet mass are reconstructed, and the generative model also performs very well.
To systematically assess the anomalous jet tagging performance, we generated a com-
prehensive series of test sets including mass-rescaled W jets, Top jets, and Higgs jets, as
representatives for prongness. Different anomaly metrics were studied. A strong mass cor-
relation is generally observed with all the anomaly scores, leading to much smaller AUCs
for low-mass jets.
As an important application of anti-QCD taggers, heavy resonance searches benefit from
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a decorrelated tagger which makes background estimation accessible. Aiming at a mass-
decorrelated tagger, we employed the distance correlation method, using distance correlation
between jet mass and VAE objective as a regularizer. While eliminating mass sculpting
effects, the general performance in anti-QCD tagging has been found to be not very satisfying
To achieve good sensitivity to outliers and at the same time decorrelate the jet mass and
the anomaly score, we employed the Outlier Exposure technique to help learn more effective
latent representations. By injecting some outlier samples in the manner of auxiliary tasks,
sensitivity to outliers is generally increased. By matching outlier mass distribution to inlier
QCD mass distribution, we achieved very good mass-decorrelation at the same time. OE-
VAE is compared with a baseline DisCo-VAE in a two-dimensional measure of the ability
of decorrelating jet mass and detecting anomalies. OE-VAEs are generally gaining much
better performance. We found that Outlier Exposure is a very simple yet effective trick
for improve the performance of deep generative models, VAEs in this work, in the scope of
anomalous jet tagging.
In this work, we formulated the problem of using generative models (specifically Varia-
tional Autoencoders) to detect out-of-distribution samples in jet physics. We observed that
unsupervised learning without any guidelines will not give the optimal solution for specific
tasks. A simple semi-supervised approach to enhance the performance was investigated.
Despite this effort, there are still several improvements that could be pursued. In this
study, only a simple FCN was used. An LSTM model was also investigated, but not much
effort was spent on exploring more complex encoding architectures. We expect improved
reconstruction ability in that case. In vanilla VAE, latent priors are simply multivariate
Gaussians. This can be extended to more complex latent priors. Besides these, alternative
reconstruction errors or input space similarity metrics can be explored to better represent
the input space. We leave these possibilities for future work.
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Appendix A: Regularization Strength affects VAEs behaviour
As discussed in Sec. II, regularization strength β will affect jet reconstruction and also
the latent distribution. In Fig. 16, reconstructed jet observables are shown for different
β = 0.1, 0.5, 1.0. When β increases, reconstruction performance drops. In Fig. 17, tSNE
visualization of latent representations are shown. As β increases, in latent space there are
clustering effects emerging.
FIG. 16: Reconstructed jet pT and MJ for different βs. Left: β = 0.1; Middle: β = 0.5; Right:
β = 1.0.
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FIG. 17: tSNE visualizations of the latent representations (QCD jets (Blue), W jets (Green) and
Top jets (Orange)). Left: β = 0.1; Middle: β = 0.5; Right: β = 1.0.
Appendix B: Supervised W/QCD Classifier vs OE-VAE
Since we utilized an extra W jets dataset in the semi-supervision, it will be interesting to
see how the results are compared with supervised W/QCD DNN classifiers. We employ a
simple fully-connected DNN architecture (ReLu(256)→ ReLu(128)→ ReLu(64)→ ReLu(6)
→ Sigmoid), and train with the same datasets and input features as in OE-VAE training 6.
To compare with mass-decorrelated VAE models, we also trained with reweighted samples
to decorrelate mass for a supervised W/QCD tagger. Mass decorrelation results are shown
in Fig. 18.
ROCs for both taggers are shown in Fig. 19. In general, W/QCD classifier tags W jets
with different masses quite efficiently. A mass-decorrelated W/QCD tagger can also be used
to tag other jet types, although with sub-optimal performance. This is due to the remaining
transferability of supervised taggers [5, 28].
In Fig. 20, we compare tagging performance on held-out classes (Top and Higgs jets) of
supervised W/QCD classifier and VAE models. On the left panel, we compare the W/QCD
classifier with simple VAE for detecting Top jets and Higgs jets. VAE generally has better
performance regarding these held-out classes. However, it’s not a completely fair comparison,
since both taggers are mass-sculpted. For a fair comparison, we thus compare OE-VAE with
6 Class weight is employed to balance dataset size of different classes.
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FIG. 18: Mass decorrelation results for mass-decorrelated supervised W/QCD classifier.
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FIG. 19: Left: ROCs for supervised W/QCD classifier; Right: ROCs for mass-decorrelated
supervised W/QCD classifier.
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FIG. 20: ROCs for held-out classes. In the upper part, ROCs from (mass-decorrelated) W/QCD
classifier are shown, while in the lower part, the ratios of 1/B of (OE-)VAEs to W/QCD classifier
are presented. Left: VAE ; Middle: MSE-OE ; Right: KL-OE
the mass-decorrelated W/QCD classifier on the middle and right panels of Fig. 20.
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