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gručenja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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3.4 Podatki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Hierarhično gručenje . . . . . . . . . . . . . . . . . . . . . . . 26
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Povzetek
Naslov: Hierarhično gručenje na velikih podatkih
Hierarhično gručenje je zelo priljubljena in uporabna metoda gručenja.
Omogoča nam gradnjo informativne vizualizacije hierarhij v podatkih, ime-
novane dendrogram. Težava se pojavi pri obdelavi večjih količin podat-
kov, saj ima metoda visoko časovno in prostorsko zahtevnost. V magistr-
skem delu predstavimo pristop za zmanǰsanje kompleksnosti metode hie-
rarhičnega gručenja. Ta temelji na predobdelavi podatkov s hitreǰsimi teh-
nikami gručenja. V ta namen preizkusimo metode DBSCAN, BIRCH, Me-
anShift, metodo voditeljev in gručenje v omrežjih. Vsako izmed metod pre-
izkusimo na različnih sintetičnih in realnih podatkovnih množicah. Prav
tako predlagamo idejno vizualizacijo za prikaz rezultatov našega pristopa.
Iz rezultatov je razvidno, da z našim pristopom bistveno pohitrimo metodo
hierarhičnega gručenja, vendar pri tem izgubimo nekaj natančnosti. Naš
pristop namreč ne vrača popolnoma enakih rezultatov kot osnovna metoda
hierarhičnega gručenja.
Ključne besede




Title: Hierarchical Clustering for Large Data Sets
Hierarchical clustering is a very popular and useful clustering method. It
allows us to build an informative visualization of data hierarchies called a
dendrogram. The problem arises when processing large amounts of data, as
the method has a high time and space complexity. In the master’s thesis,
we present an approach for reducing the complexity of the method of hier-
archical clustering. The approach is based on data preprocessing with faster
clustering techniques. For this purpose, we test the following methods: DB-
SCAN, BIRCH, MeanShift, k-Means and Louvain clustering. Each method
is tested on several synthetic and real data sets. We also provide a concep-
tual visualization to show the results of our approach. Results show that
our approach significantly improves the time complexity of the hierarchical
clustering method, but we do lose some accuracy. Namely, our approach does
not return the same results as the hierarchical clustering method.
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Zaradi uporabe informacijskih tehnologij na vseh področjih življenja se danes
zbirajo velike količine podatkov. Te lahko pregledamo, obdelamo in analizi-
ramo ter iz njih pridobimo morebitne koristne informacije. V zadnjem času
je zato na področju računalnǐstva vse bolj privlačno področje podatkovnih
ved, ki se ukvarja s preučevanjem in uporabo tehnik za obdelavo in razume-
vanje podatkov. Podatkovno rudarjenje se uporablja na različnih področjih,
kot so medicina, šolstvo, farmacija, analiza trga, bančnǐstvo, zavarovalnǐstvo
in zaznavanje goljufij.
Ena izmed pogosto uporabljenih tehnik analize podatkov je gručenje. Z
gručenjem v množici primerov poǐsčemo manǰse skupine, v katerih so med
seboj podobni primeri. Za take primere lahko poǐsčemo njihove sorodne
značilke, razǐsčemo razlike med skupinami in preučimo, ali nam dobljene
skupine pojasnijo strukturo podatkov v preučevani domeni. Med metodami
gručenja se pogosto uporablja metoda hierarhičnega razvrščanja v skupine,
ki množico primerov predstavi s hierarhijo skupin. Metoda ima več predno-
sti. Ena izmed njih je ta, da hierarhijo lahko zamejimo na poljubnem nivoju
od k = 1 . . . n−1, kjer k predstavlja število skupin. Tako lahko na enostaven
način poǐsčemo poljubno število skupin. Druga prednost metode je vizua-
lizacija rezultatov z dendogramom. Na ta način omogočimo uporabnikom
preiskovanje hierarhične strukture podatkov [1].
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Tabela 1.1: Tabela prikazuje čas izvajanja hierarhičnega gručenja na
različno velikih sintetičnih podatkovnih množicah. Vsaka množica ima 100
značilk, n pa je število primerov v množici. Pri podatkovni množici s 50.000
primeri smo na osebnem računalniku že imeli težave z izvajanjem, zato smo
množici, ki obsegata 50.000 in 100.000 primerov, izvedli na strežniku.
Kljub priljubljenosti tehnike hierarhičnega gručenja ima ta nekatere po-
manjkljivosti, ki omejujejo uporabnost tehnike. Hierarhično gručenje je na-
mreč časovno in prostorsko zahtevno - uporabimo ga lahko le na manǰsih
podatkovnih množicah. Osnovna metoda ima časovno zahtevnost O(n3),
prostorsko pa O(n2) [2], kjer je n število primerov v podatkovni množici.
Posledično metoda na osebnih računalnikih že pri podatkovnih množicah,
velikih nekaj tisoč primerov, za izvedbo potrebuje vsaj nekaj minut. Kako se
čas izvajanja spreminja glede na velikost podatkovne množice lahko vidimo v
tabeli 1.1. Pri grafični predstavitvi rezultatov (dendrogram) pa se težave po-
javijo že pri podatkovnih množicah, večjih od 500 primerov, saj vizualizacija
postane popolnoma nepregledna. Primer vizualizacije rezultatov podatkovne
množice s 500 primeri lahko vidimo na sliki 1.1.
V magistrski nalogi smo raziskali postopke, ki bi omogočili uporabo hie-
rarhičnega razvrščanja v skupine tudi na večjih množicah podatkov. S tem
bi pohitrili hierarhično gručenje in obenem obdržali kakovost gručenja. Raz-
vili smo pristop, kjer z uporabo ene izmed hitreǰsih metod gručenja začetno
podatkovno množico razdelimo na debele gruče, ki jih nato s hierarhičnim
gručenjem združimo v skupine in zgradimo hierarhijo. Cilj je poiskati, na
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Slika 1.1: Primer nepregledne vizualizacije rezultatov hierarhičnega
gručenja na podatkovni množici s 500 primeri. Položaj primerov v dendo-
gramu označujejo vertikalne črte na dnu slike, pri čemer so si te tako blizu,
da jih ni mogoče ločiti med seboj.
primer, do nekaj sto debelih gruč, saj je pri takem številu gruč vizualizacija
še pregledna. Tako omogočimo uporabo hierarhičnega gručenja na velikih po-
datkih, ki lahko vsebujejo tudi do 100.000 primerov. Nadalje smo pregledali
tudi ustrezne vizualizacije za tako dobljene podatkovne modele. Primerna vi-
zualizacija nam omogoča učinkovito intuitivno raziskovanje, ob tem pa jasno
prikaže hierarhijo podatkov.
1.1 Prispevki magistrskega dela
V magistrskem delu poskušamo s pomočjo tehnike debelih gruč pohitriti hi-
erarhično gručenje. Tehnika debelih gruč [3] je ena hitreǰsih metod gručenja,
ki jo uporabimo za predhodno združevanje primerov, na dobljenih gručah pa
nato izvedemo hierarhično gručenje. Uporabnost tehnik za iskanje skupin v
namene predobdelave podatkov smo preverili na sintetičnih in realnih podat-
kih. Metode, ki smo jih vključili v raziskavo, so metoda voditeljev, DBSCAN,
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MeanShift, BIRCH in gručenje v omrežjih. Pri vsaki metodi smo opazo-
vali hitrost in kakovost rezultatov. Poleg izbolǰsanja metode hierarhičnega
gručenja predstavimo tudi vizualizacijo, ki omogoča pregledneǰsi način vizu-
alizacije gruč.
1.2 Struktura magistrskega dela
Magistrska naloga najprej obravnava obstoječe rešitve izpostavljenega razi-
skovalnega problema (drugo poglavje). Opisane so tehnike in rezultati po-
hitritev hierarhičnega gručenja. Prav tako je opisana vsaka izmed metod,
ki so bile ovrednotene v okviru magistrskega dela. Pri posamezni metodi
predstavimo njeno delovanje, opǐsemo prednosti in slabosti ter navedemo
časovno in prostorsko zahtevnost. V tretjem poglavju opǐsemo ovrednote-
nje metod na sintetičnih in realnih podatkovnih množicah. Četrto poglavje
opǐse pristop z debelimi gručami, ki ga predlagamo kot rešitev zahtevnosti
hierarhičnega gručenja. Poleg tega predstavimo novo vizualizacijo za prikaz
rezultatov pristopa z debelimi gručami. V petem poglavju prikažemo dva
primera uporabe hierarhičnega gručenja v kombinaciji z debelimi gručami.
V zadnjem poglavju predstavimo ključne ugotovitve raziskave ter navedemo
možne izpeljave predlaganega postopka.
Poglavje 2
Pregled sorodnih del
V tem poglavju predstavimo uporabljene metode gručenja in nekatere zani-
mive obstoječe pristope, ki se uporabljajo za pohitritev hierarhičnega gručenja.
2.1 Metode gručenja
Podpoglavje se osredotoča na metode gručenja, ki smo jih uporabili v našem
delu. Vsaka izmed metod je na kratko opisana, predstavljene so prednosti in
slabosti ter časovne in prostorske zahtevnosti posamezne metode.
2.1.1 Hierarhično gručenje
Hierarhično gručenje je ena izmed najbolj priljubljenih metod v podatkov-
nem rudarjenju. Poznamo dva pristopa hierarhičnega gručenja, in sicer
združevalni ter delitveni. Pri združevalnem pristopu je na začetku vsak pri-
mer v podatkovni množici svoja gruča, nato pa metoda v vsakem koraku
združi dve najbližji gruči. Pri delitvenemu pristopu je postopek nasproten.
Na začetku so vsi primeri del ene gruče, nato pa metoda v vsakem koraku
gruče razdeli na dva dela, dokler ni vsak primer v svoji gruči. V okviru magi-
strske naloge bomo uporabljali združevalni pristop, ki ga lahko predstavimo
s spodnjim opisom algoritma.
Imamo množico primerov M in matriko razdalj M x M.
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• Vsak primer iz množice M primerov naj predstavlja svojo gručo.
• S pomočjo matrike razdalj poǐsčemo dve gruči, ki sta si najbližji, in ju
združimo v eno gručo.
• Posodobimo matriko razdalj, saj so se po združitvi dveh gruč razdalje
med gručami spremenile.
• Preǰsnja dva koraka ponavljamo, dokler se vse gruče ne združijo v eno
samo.
Da lahko izračunamo matriko razdalj, potrebujemo mero razdalje in pove-
zovalno metodo. Za mero razdalje lahko uporabimo evklidsko razdaljo (2.1),
manhattansko razdaljo (2.2) ali na primer razdaljo Minkowskega (2.3). Spre-
menljivki a in b predstavljata dva primera, med katerima računamo razdaljo,
ai in bi pa predstavljata i-to značilko v posameznem primeru. Če pri raz-
dalji Minkowskega spremenljivko p nastavimo na 1, dobimo manhattansko








|ai − bi| (2.2)
d(a, b) = (
n∑
i=1
|ai − bi|p)1/p (2.3)
Povezovalna metoda določa, kako se meri razdalja med gručami. Najpogo-
steje se uporablja spodaj navedene metode:
• Razdaljo med gručama Cu in Cv določimo kot razdaljo med njunima
elementoma, ki sta si najbližja (angl. single linkage):
d(Cu, CV ) = mina,bd(a, b)|a ∈ Cu, b ∈ Cv (2.4)
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• Razdaljo med gručama Cu in Cv določimo kot razdaljo med njunima
elementoma, ki sta si najbolj oddaljena (angl. complete linkage):
d(Cu, CV ) = maxa,bd(a, b)|a ∈ Cu, b ∈ Cv (2.5)
• Razdaljo med gručama Cu in Cv določimo kot povprečno razdaljo med
vsemi pari njunih elementov (angl. average linkage):








• Razdaljo med gručama Cu in Cv določimo kot razdaljo med njunima
elementoma, ki najmanj povečata varianco znotraj novo dobljene gruče
(angl. Ward’s linkage.) Za vsako skupino C je znan njen centroid R.
Naj bo Ru centroid skupine Cu, Rv centroid skupine Cv, Ruv pa centroid
združene skupine Cuv = Cu ∪ Cv:













Za prikaz rezultatov hierarhičnega gručenja uporabimo dendrogram. Iz den-
drograma lahko razberemo celotno hierarhijo podatkovne množice. Problem
nastane pri velikih množicah, saj dendrogram postane nepregleden.
Časovna kompleksnost hierarhičnega gručenja je O(n3), kjer n predstavlja
število primerov v podatkovni množici.
2.1.2 Metoda voditeljev
Metoda voditeljev je preprosta metoda, ki je podobno priljubljena kot hie-
rarhično gručenje, a ni omejena s časovno zahtevnostjo. Metoda kot para-
meter sprejme k, ki določa število gruč, na katere želimo osnovne podatke
razdeliti. Centroidi predstavljajo sredǐsče posamezne gruče, ki ga upora-
bimo za izračun razdalje med primerom in gručo [4]. Na začetku algoritem v
podatkovni prostor postavi začetne centroide gruč in nato izmenično izvaja
spodnja koraka:
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• Vsak primer dodelimo najbližji gruči; to storimo tako, da izračunamo
razdaljo med primerom in centroidom gruče.
• Na posodobljenih gručah ponovno izračunamo centroide.
Zgornja koraka ponavljamo, vse dokler metoda ne konvergira oziroma dokler
ne izpolnimo določenega pogoja, in sicer bodisi je sprememba manǰsa kot
neka konstanta bodisi smo dosegli maksimalno število iteracij. Metoda ǐsče
takšno gručo, da je varianca znotraj nje čim manǰsa, pri čemer minimizira








Problem se pojavi pri začetni inicializaciji centroidov. Z dobro postavi-
tvijo začetnih centroidov lahko metoda hitro konvergira k dobri rešitvi, pri
slabi postavitvi pa se čas izvajanja znatno poveča oziroma lahko na koncu
metoda obstane v lokalnem ekstremu. Inicializacija centroidov je izjemno
pomembna. Poznamo več različnih pristopov izbire izhodǐsčnih sredǐsč. Prvi
pristop naključno izbere centroide iz množice k različnih primerov, ki pred-
stavljajo sredǐsča. Drugi pristop izbere primere, ki so karseda oddaljeni drug
od drugega. Tretji pristop izvede gručenje na manǰsem vzorcu in dobljene
centroide uporabi kot začetna sredǐsča [1]. Slednja metoda ima težave s po-
datkovnimi množicami z veliko osamelci, saj ti vplivajo na varianco znotraj
gruče [5].
Metoda voditeljev vrača gruče sferičnih oblik, saj med izvajanjem poskuša
minimizirati varianco znotraj gruč. V splošnem ne moremo vedeti, kakšen
je optimalen k, zato metodo poženemo z različnimi vrednostmi k in nato s
pomočjo ene izmed mer ocenimo kakovost dobljenih gruč. Primer take mere
je na primer silhueta [6]. Časovna zahtevnost metode je O(I ∗ k ∗ n), kjer I
predstavlja število iteracij, k število gruč, na katere želimo podatke razdeliti,
n pa velikost podatkovne množice.
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2.1.3 DBSCAN
Metodo DBSCAN (angl. Density-based spatial clustering of applications with
noise) so leta 1996 predstavili Ester et al. [7]. Zelo učinkovita je pri iskanju
gruč nepravilnih oblik, pri čemer zaznava osamelce ter jih iz gruč izloči. To
pomeni, da so gruče določene kot območja z večjo gostoto. Primeri, kateri
so zelo oddaljeni od drugih, so obravnavani kot osamelci.
V nasprotju z metodo voditeljev DBSCAN ne potrebuje vnaprej določene-
ga števila gruč. Metoda prejme dva parametra, in sicer eps in minPts. Prvi
predstavlja premer soseščine, kar pomeni, da dva primera znotraj premera
obravnavamo kot soseda. minPts pa določa minimalno število primerov
znotraj premera, kar pomeni, da to območje obravnavamo kot soseščino.
Metoda DBSCAN znotraj podatkovne množice definira tri vrste prime-
rov. To so jedrni primer, robni primer in šumni primer.
• Primer je jedrni (angl. core), če ima najmanj minPts sosednjih pri-
merov znotraj krožnice s polmerom eps.
• Primer je robni (angl. border), če ima manj kot minPts sosednjih
primerov, a je znotraj krožnice s polmerom eps.
• Primer je šumni (angl. noise), če ni ne jedrni in ne robni primer.
Slika 2.1 ilustrira delovanje metode. Za vsak najden jedrni primer verižno
nadaljuje iskanje. Če v radiju najde nov jedrni primer, ponovno pregleda vse
primere znotraj določenega radija. Če v soseščini najde samo robne primere
in nobenega jedrnega, se vsi robni primeri dodelijo trenutni gruči in se iskanje
za trenutno gručo konča. Nato metoda izbere naslednji primer in ponovi
iskanje. Postopek se ponavlja, dokler niso vsi primeri v podatkovni množici
označeni oziroma obiskani. V povprečju ima metoda časovno zahtevnost
O(n× log n), v najslabšem primeru pa O(n2), kjer je n število primerov.
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Slika 2.1: Primer gručenja DBSCAN s parametrom minPts=3 [8]. Okrog
primerov je narisana krožnica s polmerom eps. Modri kvadrati predstavljajo
jedrne primere ( angl. core point), saj je v njihovih soseščinah zadostno
število primerov (minPts=3). Točke, ki nimajo zadostnega števila primerov
znotraj soseščine, so robni primeri ( angl. border point) in so predstavljene
s črnimi krogi. Beli krogi s črno obrobo pa so šumni primeri (angl. noise
point), ki so preveč oddaljeni od robnih oziroma jedrnih primerov.
2.1.4 MeanShift
MeanShift je neparametrična metoda gručenja, saj pri njeni uporabi ne pred-
postavljamo števila gruč in njihove oblike. Leta 1975 sta jo predstavila Fu-
kunaga in Hostetler [9]. Na začetku se je metoda uporabljala za zaznavanje
najgosteǰsih območij določene porazdelitve podatkov, zdaj pa se najpogosteje
uporablja za probleme računalnǐskega vida in sicer predvsem za segmentacijo
in glajenje slik [10].
Metoda dodeljuje primere gručam tako, da postopno zamika primere proti
najgosteǰsemu področju podatkovnih primerov. To počne tako, da z gradien-
tnim spustom iterativno raziskuje prostor in ǐsče maksimum funkcije gostote
verjetnosti (ang. probability density function).
Metoda MeanShift se izvaja v spodaj navedenih korakih [11].
• Določimo centroid začetnega območja (Zn) s spremenljivko Xni , kjer n
predstavlja trenutno iteracijo.
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• Poǐsčemo vse primere, ki so v območju Zn, in izračunamo njihovo
sredǐsče (centroid). Iteracijo povečamo za ena in v Xni shranimo koor-
dinate novo dobljenega centroida.
• Začetno območje centriramo na izračunan centroid iz Xni .
• Vektor, ki kaže iz Xn−1i proti Xni , imenujemo Meanshift. Če je dolžina
tega vektorja enaka nič, se v zadnji iteraciji sredǐsče območja ni zama-
knilo oziroma je ostalo isto. Metoda vrne zadnje obiskano območje Zn.
V nasprotnem primeru postopek ponovimo in se vrnemo k drugemu
koraku.
Zgoraj predstavljeni postopek ilustrira slika 2.2. Pogosta zaustavitvena po-
goja metode MeanShift sta število iteracij ali dolžina vektorja Meanshift.
V prej omenjenem postopku smo iskanje gruč končali, ko je bila dolžina vek-
torja Meanshift enaka 0, vendar bi jo lahko končali tudi v primeru, ko se
ta približa dolžini 0, torej je kot parameter metode podana neka konstanta.
Če kot zaustavitveni pogoj uporabimo število iteracij, postavimo omejitev,
kolikokrat se lahko izvede premik vektorjev Meanshift. Časovna zahtevnost
metode MeanShift je O(n2), kjer n predstavlja velikost podatkovne množice.
2.1.5 BIRCH
BIRCH (angl. Balanced Iterative Reducing and Clustering Using Hierar-
chies) je metoda gručenja, ki je namenjena obravnavi večjih količin podat-
kov. Je zelo hitra, saj potrebuje le en prehod čez podatke. Metoda BIRCH je
osnovana na ideji, da primere, ki so si med seboj dovolj blizu, obravnavamo
kot gručo [12]. Gruče zgradi s pomočjo drevesne strukture. Drevo lastnosti
gruč (angl. CF − tree) v vsakem vozlǐsču vsebuje več različnih CF oziroma
združevalnih lastnosti (angl. clustering feature). S pomočjo kratkih zapisov
informacij o gostem področju, ki jih hranimo v vozlǐsču, BIRCH minimizira
spominske zahteve. Vektor združevalnih lastnosti, vsebuje tri vrednosti, in
sicer N, LS in SS [13], kjer :
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Slika 2.2: Postopek zamika pri MeanShift metodi - točka X0i predstavlja
začetni centroid, črtkana krožnica okoli nje pa začetno območje(Zo). Puščice
prikazujejo potek zamika od začetne pa do končne točke. Zgornji indeks pri
spremenljivki označuje zaporedno številko iteracije [11].
• N predstavlja število primerov v CF ,
• LS predstavlja vektor vsot atributov primerov v CF ,
• SS predstavlja vsoto kvadratov vrednosti primerov v CF .
Velikost drevesa lastnosti gruč določamo z dvema parametroma - prvi je prag
T, drugi pa faktor razvejanosti B. Prag predstavlja polmer sfere, ki zajema
primere znotraj istega vozlǐsča, faktor razvejanosti pa je meja, ki določa,
koliko elementov je lahko v posameznem vozlǐsču, preden ga razdelimo na
dva dela.
Metodo BIRCH sestavljajo naslednji koraki:
• Pregled vseh podatkov in grajenje drevesa lastnosti gruč, ki ga lahko
hranimo v pomnilniku.
• Zmanǰsanje začetnega drevesa lastnosti gruč (opcijsko). To stori tako,
da pregleda vse liste v drevesu, odstrani osamelce in združi vse gruče,
ki so si dovolj blizu.
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• Globalno gručenje, kjer z eno izmed metod gručenja razdelimo liste
drevesa v gruče.
• Izbolǰsava kakovosti gruč (opcijsko), ki uporabi centroide iz preǰsnjega
koraka in vsak primer doda v gručo z najbližjim centroidom.
Časovna zahtevnost metode je O(n), kjer n predstavlja velikost podatkovne
množice.
2.1.6 Gručenje v omrežjih
Gručenje v omrežjih (angl. Louvain clustering) uporabljamo za identifikacijo
skupnosti (gruč) v velikih omrežjih. Je enostavna in hitra metoda. Leta 2008
so jo na univerzi v Londonu razvili Blondel et al. [14]. Pri metodi Louvain


























in predstavlja vsoto uteži povezav v skupnosti C,
∑
tot je vsota uteži
vseh povezav povezanih z vozlǐsči iz skupnosti C, ki je vsota vseh uteži po-
vezav z vozlǐsčem i, ki,in je vsota vseh uteži povezav iz vozlǐsča i v vozlǐsča v
skupnosti C, m pa vsota uteži vseh povezav v grafu.
Metoda je optimizacijska in poskuša maksimizirati modularnost v grafu.
Optimizacija se izvaja v dveh korakih. V prvem koraku pristop poǐsče manǰse
skupnosti z optimizacijo lokalne modularnosti. V drugem koraku združi vo-
zlǐsča, ki pripadajo istim skupnostim in iz teh zgradi novo omrežje, katerega
vozlǐsča so prej pridobljene skupnosti. Ta dva koraka se ponavljata, vse do-
kler metoda ne skonvergira k maksimalni modularnosti.
Točna časovna kompleksnost metode ni znana, vendar se približuje O(n×
log n). Največ časa metoda porabi pri računanju optimizacije na prvem ni-
voju. Točna optimizacija modularnosti spada v razred NP-težkih problemov.
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Slika 2.3: Primer gruč, ki jih dobimo pri izvajanju gručenja v omrežjih na
podatkih, ki opisujejo odnose med študenti. Povezava med dvema vozlǐsčema
nam pove, da se študenta družita. Barve določajo posamezne skupine, ve-
likost vozlǐsča pa predstavlja število povezav, ki jih ima to vozlǐsče. Slika
vzeta iz [15].
2.2 Obstoječi pristopi za hierarhično gručenje
velikih podatkov
Časovna zahtevnost algoritma za hierarhično razvrščanje v skupine izhaja
iz računanja razdalj med primeri in je reda O(n2). Večina sorodnih del, ki
razširja uporabo hierarhičnega gručenja na večje podatke, se zato osredotoča
na optimizacijo tega dela algoritma.
Prvi uspešni predlogi računanja razdalj so vključevali uvedbo novih mer
za računanje razdalje med gručami (meri CLINK [16] in SLINK [17]). Na-
daljnje optimizacije algoritmov so vključevale začetno razdelitev podatkovne
množice na manǰse skupine s pomočjo kodiranja [18] ali pa predobdelavo
podatkov z uporabo alternativnih in hitreǰsih pristopov za gručenje.
2.2.1 Pristop z metodo voditeljev
Tanaseichuk et al. [3] predlagajo predobdelavo podatkov z metodo voditeljev.
Metoda voditeljev je znana kot hitra in enostavna metoda, ki podatke razdeli
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na vnaprej določeno število gruč. Avtorji s tako predobdelavo predstavijo
podatke z množico debelih gruč, katerih centroidi so izhodǐsče za hierarhično
gručenje. Poleg tega znotraj debelih gruč izvedejo hierarhično gručenje. Ko
dobljena drevesa združijo v eno samo, dobijo hierarhično strukturo za celotno
podatkovno množico. Med izvedbo metode skušajo odstraniti osamelce. To
storijo tako, da določijo mejo r, kjer vse primere, ki so od centroida oddaljeni
za več kot r, označijo kot osamelce. Te primere nato dodajo h gručenju
debelih gruč. Razdaljo merijo z evklidsko razdaljo.
Omenjena metoda deluje bistveno hitreje kot pristop brez predobdelave
podatkov, a rezultati niso tako natančni kot pri uporabi hierarhičnega gručen-
ja. V našem primeru izvajanje hierarhičnega gručenja znotraj debelih gruč ni
smiselno, saj prikaz dendrograma na večjih količinah podatkov ni pregleden
oziroma enostavno ni mogoč. Ta del računanja bi posledično lahko izpustili.
2.2.2 Pristop s kodiranjem
Podobno idejo so raziskovali tudi Gilpin et al. [18], a so namesto metode
voditeljev uporabili kodiranje (angl. angular hashing). Osnovne podatke
razdelijo na koše (angl. buckets), ki jih določijo s pomočjo kodiranja. Med
seboj podobni primeri bodo kodirani v isti koš. Razdelitev na koše poteka
s pomočjo kodirne funkcije, ki večdimenzionalne podatke pretvori v binarni
niz. Hkrati ustvarijo kodirne koše, ki predstavljajo skupek nizov kodiranj.
Ti so si med seboj podobni. Podobnost računajo s Hammingovo razdaljo.
Pristop avtorji metode testirajo na dveh podatkovnih množicah. Velikost
prve je 20.000 dokumentov. Značilke predstavljajo vrečo besed (angl. bag of
words), pridobljeno iz besedilnih dokumentov. Druga testna množica vsebuje
60.000 primerov slik dimenzije 3 x 32 x 32, kar predstavlja 3072 atributov.
Predlagana metoda se na testni množici 60.000 primerov izvede v manj kot
minuti. Izvedba vsebuje računanje kodirnih nizov, oblikovanje podatkovne
strukture za indeksiranje množic točk v vsakem kodirnem košu in izvajanje
hierarhičnega gručenja na kodirnih koših. Predlagana rešitev se izvaja v
linearnem času; tako lahko pri velikih podatkovnih množicah metoda doseže
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tudi do 10.000-krat hitreǰse izvajanje. Rezultati, ki jih dobijo, so podobni
dejanskim rezultatom hierarhičnega gručenja, kjer podobnost skupin ocenijo
z Randovim Indeksom (poglavje 2.4). Kakovost rezultatov je odvisna od
dolžine kodirnega niza – dalǰsi kot je niz, več je kodirnih košev, kar prinese
bolǰse rezultate. Dolžina kodirnega niza prinaša tudi dodatno kompleksnost
pri izvedbi algoritma.
2.2.3 Pristop z metodo najbližjega soseda
Zhang et al. [19] predstavijo rešitev z implementacijo porazdeljenih pomnil-
nikov (angl. storage nodes). Na začetku podatke shranijo v strukturi kd-
drevesa (angl. kd-trees) [20]. Struktura kd-drevesa in iskalni algoritmi so
posplošena oblika klasičnih binarnih iskalnih dreves za prostore vǐsjih di-
menzij. Časovna kompleksnost iskanja najbližjega soseda v kd-drevesu je
O(log n). Podatke s pomočjo meje najbližjih sosedov (angl. nearest nei-
ghbor boundary) razdelijo v gruče, znotraj katerih je iskanje najbližjih so-
sedov (angl. nearest neighbour) neodvisno od preostalih gruč. Tako lahko
iskanje najbližjega soseda izvedemo ločeno za vsako gručo. Povzporejanje in
podatkovna struktura znatno pripomoreta k manǰsi časovni zahtevnosti pri
iskanju najbližjih sosedov. Izvajanje omenjenega algoritma je desetkrat hi-
treǰse kot osnovno hierarhično gručenje. Rezultati metode se zelo približajo
dejanskim rezultatom hierarhičnega gručenja.
2.3 Vizualizacija rezultatov hierarhičnega
gručenja
Vizualizacija hierarhičnega gručenja z osnovnim dendrogramom je na velikih
podatkih (slika 1.1) neuporabna, saj pri velikih količinah podatkov postane
popolnoma nepregledna. Področje vizualizacije hierarhičnega gručenja na
velikih podatkih še ni bilo natančno raziskano, zato je strokovna literatura
na to temo skromna. Težko je združiti preglednost in veliko količino podat-
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kov. Prav tako nimamo nobenega opisa vǐsjih nivojev gruč. Če, kot primer,
odrežemo hierarhično gručenje pri, naprimer, desetih gručah, bi bilo zelo ko-
ristno, da bi za vsako posamezno gručo imeli opis oziroma pregled statistično
značilnih značilk.
Eno redkih tehnik s tega področja predstavita Bisson in Blanch [21]. Teh-
nika zloženih dreves (angl. Stacked Trees) omogoča raziskovanje in vizuali-
zacijo hierarhičnega gručenja na standardnih zaslonih tudi za podatkovne
množice, ki obsegajo do 50.000 podatkov. Pri raziskavi so se osredotočili na
področje kemije in kemijskih podatkov. Ideja izhaja iz dejstva, da pri analizi
z dendrogramom največkrat preverjamo najnižje ravni hierarhije in njihovo
združevanje ter najvǐsje ravni, iz katerih lahko razberemo, kakšne gruče so
se oblikovale. Problema sta se Bisson in Blanch lotila tako, da kot osnovo
vzameta dendrogram. Zložena drevesa obdržijo najvǐsje ravni dendrograma,
v srednjih in najnižjih ravneh pa podatke skrčijo v vertikalne skladovnice. S
pomočjo skladovnic povečamo gostoto informacij. Primer zloženega drevesa
lahko vidimo na sliki 2.4. Leva stran slike prikazuje osnovni dendrogram,
desna pa skrčeno obliko, imenovano zložena drevesa. V procesu grajenja
zloženih dreves se lahko izgubijo vmesne ravni hierarhije. Tako ostanejo le
najvǐsje ravni, ki predstavijo gruče, in najnižje, ki jih uporabijo za prikaz
posameznih elementov gruče. Glavni cilj je optimizacija izkoristka prostora,
ki je omejen z velikostjo zaslona. Metoda se osredotoča na najpogosteje
uporabljene dele dendrograma in na njihovo vizualizacijo.
2.4 Ocenjevanje uspešnosti gručenja
Za primerjavo rezultatov metod gručenja smo uporabili mero prilagojenega
Randovega Indeksa (angl. Adjusted Rand Index, ARI). Mera izhaja iz Rando-
vega Indeksa, ki meri podobnost med dvema gručenjema. Podobnost merimo
z upoštevanjem vseh parov primerov, pri katerih štejemo pare, ki so del iste
gruče, oziroma pare, ki niso del iste gruče. Mero izračunamo po enačbi 2.10,
kjer so :
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Slika 2.4: Levi del slike prikazuje dendrogram, desni del pa prikazuje zloženo
drevo. Kot vidimo se v procesu grajenja zloženega drevesa, znebimo vme-
snih nivojev. V listih so sedaj tako imenovane skladovnice, ki vsebujejo vse
podliste iz pripadajoče veje dendrograma.
• h – število parov primerov, ki so dodeljeni v isto gručo,
• k – število parov primerov, ki niso dodeljeni v isto gručo,
• n – vse mogoče kombinacije parov primerov





Mera ARI zagotavlja, da bo ob naključnem označevanju vrednost indeksa
blizu 0, ne glede na število primerov oziroma gruč. Ko bo ujemanje popolno,
bo vrednost enaka 1. Vrednost ARI izračunamo s pomočjo kontingenčne
tabele (angl. contingency table). Imamo množico K z n elementi in dve
gručenji teh elementov: X = {X1, X2, . . . , Xr} in Y = {Y1, Y2, . . . , Ys}. Pre-
sek med X in Y opǐsemo v tabeli tako, da vsak element tabele (N) predstavlja
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kjer so ai =
∑
j |Xi ∩ Yj| in bj =
∑
i |Xi ∩ Yj|.

Poglavje 3
Izbor metode gručenja za
oblikovanje debelih gruč
Pristop, ki ga predlagamo, s pomočjo izbrane metode gručenja večjo količino
podatkov razdeli na približno 200 skupin, iz katerih nato s hierarhičnim
gručenjem razkrijemo hierarhijo. V nadaljevanju razǐsčemo uporabnost me-
tod gručenja za predlagan postopek. Naloga je bila poiskati metodo, ki bi se
po rezultatih najbolj približala rezultatom hierarhičnega gručenja. Uspešnost
metod smo preverili z mero prilagojenega Randovega Indeksa (ARI). Ker je
glavni cilj izvajanje metode na velikih podatkovnih množicah, smo pri oceni
primernosti metod gručenja za tvorbo debelih gruč upoštevali tudi čas izva-
janja.
3.1 Uporabljene metode gručenja
Metode, ki smo jih preiskovali v tem poglavju so:
• Metoda MeanShift je učinkovita pri iskanju gruč v podatkih z gostimi
področji.
• DBSCAN je prav tako učinkovita pri iskanju gruč v podatkih z gostimi
področji, a je hitreǰsa od metode MeanShift.
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• Metoda BIRCH je izjemno hitra in ima nizke spominske zahteve.
• Metoda voditeljev ima prednost pri ustvarjanju debelih gruč, saj lahko
vnaprej določeno število gruč, na katere želimo podatke razdeliti.
• Gručenje v omrežjih je hitra metoda, ki lahko obdela veliko količino
podatkov.
3.2 Kriteriji ocenjevanja
Glavni kriterij ocenjevanja primernosti posamezne metode je mera prilagoje-
nega Randovega Indeksa (ARI), ki meri podobnost med dvema gručenjema.
Uporabili smo tudi test Kolmogorov–Smirnova za primerjavo porazdelitev ve-
likosti debelih gruč. Poleg omenjenih kriterijev smo opazovali tudi časovno
in prostorsko zahtevnost metod.
3.3 Primerjava porazdelitev velikosti debelih
gruč
Z vsako metodo gručenja iz razdelka 3.1 smo razdelili osnovne podatke na
približno 200 debelih gruč. Primerjavo velikosti debelih gruč kažejo histo-
grami (slika ??). Abscisna os vsebuje različne velikosti gruč, na ordinatni
osi pa je izrisana frekvenca teh velikosti. Nato smo s pomočjo statističnega
testa preverili, ali imata dva histograma različno porazdelitev. Uporabili smo
Kolmogorov–Smirnov test za diskretne spremenljivke. Ta s pomočjo permu-
tacijskega testa iz združenih vhodnih vzorcev naključno generira nove vzorce
in nato izračuna KS statistiko in p vrednost.
Kot osnovno referenčno rešitev, ki smo jo primerjali z drugimi porazdeli-
tvami, smo vzeli porazdelitev velikosti debelih gruč, ki smo jo dobili z metodo
hierarhičnega gručenja. Da smo lahko primerjali porazdelitve velikosti debe-
lih gruč, smo zgradili podatkovno množico, ki ima 200 sredǐsč. Podatki so
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Tabela 3.1: Rezultati Kolmogorov–Smirnovega testa, s katerim smo primer-
jali porazdelitve velikosti debelih gruč (slika ??) različnih metod z metodo
hierarhičnega gručenja. Iz rezultatov je razvidno, da lahko zavržemo hipotezo





Metoda voditeljev 0,08 0,54
MeanShift 0,21 2,00×10−4
DBSCAN 0,83 2,20×10−16
Gručenje v omrežjih 0,12 0,09
BIRCH 0,11 0,17
okrog teh sredǐsč razvrščeni s standardnim odklonom 0,85. Vsak primer ima
dva atributa, velikost celotne množice pa je 10.000 primerov.
3.4 Podatki
Uporabnost metod gručenja smo preverjali na sintetičnih in realnih podatkih.
Testne množice podatkov so različnih velikosti; obsegajo od 10.000 do 100.000
primerov, ti pa imajo med 2 in 100 značilk.
Sintetične podatke smo generirali s pomočjo funkcije make blobs, ki je
del knjižnice sklearn. Testne množice so vsebovale 10.000, 25.000, 50.000 in
100.000 primerov. Število značilk v množicah je bilo 2, 10 ali 100. Za vsako
množico smo generirali 200 sredǐsč, okrog katerih so se primeri generirali z
različnimi standardnimi odkloni. V našem primeru so odkloni znašali 0,45,
0,85 in 2.
Vsako izmed spodnjih realnih testnih podatkovnih množic smo naj-
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DEBELIH GRUČ






















































(f) Gručenje v omrežjih
Slika 3.1: Histogrami velikosti debelih gruč za vseh šest metod: slika 3.1a
prikazuje velikosti 200 gruč, ki jih dobimo s hierarhičnim gručenjem. Ta
histogram bomo primerjali z vsemi drugimi. Na sliki 3.1b so rezultati metode
voditeljev. Če primerjamo histograma, vidimo, da sta si precej podobna.
Rezultati metode DBSCAN so prikazani na sliki 3.1c in so v primerjavi s
hierarhičnim gručenjem zelo slabi. Na sliki 3.1d, sliki 3.1e in sliki 3.1f so
prikazani rezultati metod BIRCH, MeanShift in gručenja v omrežjih. Kot
vidimo, histogrami niso tako podobni histogramu na sliki 3.1a, kot mu je
podoben histogram 3.1b, a so rezultati sprejemljivi.
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prej pregledali in nato tudi obdelali. Odstranili smo vse značilke, ki niso
koristne oz. informativne. Vrednosti, ki so manjkale, smo ali odstranili ali
pa jih popravili. Popravili smo jih tako, da smo za posamezen stolpec vsta-
vili povprečno vrednost značilke v tem stolpcu. Prav tako smo značilke po
potrebi normalizirali.
Velikih pet faktorjev osebnosti (angl. Big Five personality traits) je
najprepoznavneǰsi dimenzionalni model osebnosti. Model je sestavljen iz več
instrumentov, s pomočjo katerih lahko merimo pet velikih faktorskih dimen-
zij. Sestavljajo ga ekstravertnost, sprejemljivost, vestnost, nevroticizem in
odprtost. Podatkovna množica vsebuje milijon primerov, vendar bomo za
testiranje uporabili vzorec, velik 50.000 primerov [22]. Vsak primer ima 50
značilk, deset iz vsake faktorske dimenzije. Značilke smo predhodno norma-
lizirali.
Podatkovna množica Vinske ocene opisuje poreklo, vrsto in ceno vina
ter ocene vina, ki so osnovane na podlagi ocen s spletnega portala Wine-
Enthusiast. Ocene so podeljevali svetovno znani pokuševalci vina. Množica
vsebuje približno 150.000 različnih vin [23]. Da smo lahko uporabili množico
za testiranje, smo jo morali predobdelati. Odstranili smo vrstice, ki so vsebo-
vale neizpolnjene podatke. Nato smo kategorične podatke pretvorili tako, da
smo za vsako vrednost ustvarili nov stolpec; če je ta vseboval vrednost, smo
stolpcu dodelili vrednost 1, v nasprotnem primeru pa smo dodelili vrednost
0 (angl. one hot encoding). Prav tako smo zaradi različnih velikosti značilk
podatke normalizirali. Po obdelavi je množica vsebovala 113.299 primerov
ter 76 značilk.
Naslednja testna množica je vsebovala objavljene proteome iTRAQ, s
katerimi so opisali 77 primerov raka dojke [24]; podatke so pridobili na
Clinical Proteomic Tumor Analysis Consortium (NCI/NIH). Množica vsebuje
vrednosti za 12.000 proteinov z manjkajočimi vrednostmi, ko danega proteina
niso mogli določiti [25].
Testna množica igralci FIFA vsebuje vse igralce iz nogometne računalni-
ške igrice FIFA. Za vsakega igralca so podani osebni podatki, kot so leto
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rojstva, vǐsina, teža, nacionalnost, ekipa, v kateri igralec igra. Množica vse-
buje tudi podatke o fizičnih in nogometnih sposobnostih za določen položaj.
Fizične in nogometne sposobnosti so vrednosti med 0 in 99. Veliko je značilk,
ki niso pomembni za gručenje - te smo odstranili. Končna množica je obsegala
18.159 primerov in 72 značilk [26]. Značilke smo pred analizo normalizirali.
Testna množica NBA-statistika vsebuje sezonske statistične podatke
o vsakem igralcu v celotni zgodovini lige NBA (1950-2018) [27]. Statistične
kategorije v podatkovni množici predstavljajo skupno število akcij, doseženih
v celotni sezoni: točke, skoki, podaje, ukradene žoge, izgubljene žoge, zadeti
prosti meti, vrženi prosti meti, zadeti meti za 2 točki, vrženi meti za 2 točki,
prekrški in minute. Prav tako podatki vsebujejo dve oceni, ki temeljita na
nekaterih zgornjih značilkah. Prva je PER, ki ocenjuje igralčevo igro na
splošno, druga pa je %TS, ki ocenjuje kakovost igralčevih metov na koš. Po
predobdelavi je podatkovna množica vsebovala 18.312 primerov in 14 značilk.
3.5 Hierarhično gručenje
Za vse podatkovne množice, ki smo jih generirali ali pridobili, smo z me-
todo hierarhičnega gručenja razdelili na 8 gruč. Za povezovalno metodo
smo uporabili Wardovo razdaljo med skupinami. Ostale metode gručenja
smo primerjali s hierarhičnimi gručami in tako s pomočjo mere prilagojenega
Randovega Indeksa dobili oceno uspešnosti posameznih metod. Hierarhično
gručenje je prostorsko in časovno zelo potratna metoda. Testiranja smo
izvajali z velikimi podatkovnimi množicami, zato smo metodo izvajali na
strežniku. Strežnik z veliko zmogljiveǰso strojno opremo so nam priskrbeli
v Laboratoriju za bioinformatiko. To nam je v določenih primerih bistveno
pohitrilo računanje oz. nam je v večini primerov sploh omogočilo izvaja-
nje metode. Uporabimo stežnik z 512 GB spomina ter 4 procesorji (Intel(R)
Xeon(R) CPU E5-2670 v3 @ 2.30GHz), kar skupno zajema 48 jeder. Pri testi-
ranju je v nekaterih primerih računanje hierarhičnega gručenja na podatkovni
množici velikosti 100.000 primerov porabilo več kot 150 GB spomina.
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3.6 DBSCAN in gručenje v omrežjih
Metoda DBSCAN ni najprimerneǰsa za debelo gručenje. Težko je namreč de-
finirati parameter eps, pri katerem bi metoda vrnila določeno, izbrano število
gruč. Cilj debelega gručenja je bil dobiti približno 200 gruč, ki bi jih nato
združevali po principu hierarhičnega gručenja. Primer iskanja parametra eps
in gruče, ki nam ju vrne metoda DBSCAN, prikažemo na sliki ??. Na sliki
3.2b, pokažemo, da so gruče nepravilnih oblik, kar za hierarhično gručenje z
Wardovo metodo ni značilno. Nezmožnosti izbora vnaprej določenega števila
debelih gruč in neenakomernih velikosti debelih gruč (slika 3.1c), sta razloga,
da smo metodo DBSCAN opustili.
Z metodo gručenja v omrežjih (angl. Louvain clustering) smo v določenih
primerih na sintetičnih podatkih dobili kakovostne rezultate, vendar težava
nastane pri avtomatizaciji uporabe te metode. V našem primeru smo morali
ročno iskati parametra razrešitev (angl. resolution) in število sosedov. Pa-
rametra se za vsako podatkovno množico razlikujeta. Tako kot pri metodi
DBSCAN, je tudi tu težko poiskati parametre, s katerimi bi metoda vrnila
določeno število gruč. Delo s sintetičnimi podatki je bilo enostavneǰse kot
delo z realnimi podatki. Na realnih podatkih namreč nismo mogli dobiti
debelih gruč. Posledično smo tudi uporabo te metode opustili.
3.7 Metoda voditeljev
Pri metodi voditeljev s parametrom k trivialno razdelimo podatke na 200
debelih gruč. Nato nad centroidi teh dvestotih debelih gruč izvedemo hie-
rarhično gručenje. Rezultati metode na sintetičnih in realnih podatkih so
predstavljeni v tabeli 3.2. Kakovost gručenja omenjene metode smo pri-
merjali z osnovnim hierarhičnim gručenjem s pomočjo mere prilagojenega
Randovega Indeksa (ARI).
Uspešnost metode voditeljev je pogojena s strukturo podatkov. V osnovi
z metodo voditeljev najdemo sferične gruče, znotraj katerih poskušamo mi-
nimizirati varianco — to je podobno delu Wardove povezovalne metode pri
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Slika 3.2: Za izbor optimalnega eps uporabimo metodo elbow, pri kateri
najprej za vsak primer v podatkovni množici izračunamo razdaljo do n naj-
bližjega primera. Dobljene razdalje nato razvrstimo po velikosti in izrǐsemo
graf. Optimalna vrednost za eps je določena v točki največje ukrivljenosti
grafa. Na sliki 3.2a je graf, ki ga dobimo z metodo elbow, uporabili smo raz-
daljo do 2 najbližjega primera. Z njega lahko razberemo, da je točka največje
ukrivljenosti 0, 25, kar predstavlja optimalen eps. Slika 3.2b prikazuje gruče,
ki jih dobimo z metodo DBSCAN - ta ima parameter eps = 2, 5. Na sli-
kah 3.2d in 3.2c lahko vidimo, kako se gruče spreminjajo, če parameter eps
povečamo oziroma zmanǰsamo. Ko eps povečamo na 3, dobimo eno večjo
gručo in veliko manǰsih gruč. Ko eps zmanǰsamo na 2, pa dobimo veliko
število osamelcev in veliko manǰsih gruč. Kot je razvidno s histograma na
sliki 3.1c, je porazdelitev velikosti gruč pri optimalnem eps zelo neenako-
merna, kar je drugače od rezultata hierarhičnega gručenja (slika 3.1a).
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hierarhičnem gručenju. Uspešnost metode se pri vsaki množici razlikuje. V
nekaterih primerih dobimo popolno ujemanje med rezultati. Ker je varianca
znotraj gruč nizka in so razdalje do drugih gruč visoke, metoda voditeljev
uspešno zazna vseh 200 (generiranih) gruč in tako dobimo popolno ujema-
nje. Če za isto podatkovno množico razporedimo podatke na, na primer, 150
oziroma 250 gruč, se vrednost ARI zniža. Kot primer vzamemo sintetično
množico z velikostjo 25.000 primerov, ki ima dve značilki. Ko množico raz-
delimo na 200 gruč, dobimo vrednost ARI 0, 72. Če število debelih gruč
povečamo na 250, vrednost ARI pade na 0, 46.
Primerjava gručenj na realnih množicah podatkov je pokazalo, da se lahko
z metodo voditeljev približamo rezultatom hierarhičnega gručenja (primer
prvih dveh realnih množic), a so rezultati odvisni od strukture podatkov v
množici. Pri zadnjih dveh realnih množicah dobimo slabe rezultate, saj je
vrednost ARI enaka 0 oziroma blizu 0, kar predstavlja naključno označevanje
primerov. Slabe rezultate dobimo, ker ti dve podatkovni množici vsebujeta
kategorične značilke, na katerih metoda voditeljev ne deluje dobro. Ob pri-
merni strukturi podatkovne množice lahko metodo hierarhičnega gručenja
bistveno pohitrimo, tudi do 20-krat.
3.8 MeanShift
Metoda MeanShift poskuša poiskati gosta področja primerov. Rezultati
gručenja so odvisni od vrednosti parametra bandwidth, ki določa velikost
pregledovalnega okna. Pri vsaki podatkovni množici se gostota primerov
razlikuje, zato je težko, oziroma v nekaterih primerih celo nemogoče, določiti
parameter bandwidth, s katerim bi nam metoda MeanShift vrnila pri-
bližno 200 debelih gruč. Za oceno parametra bandwidth uporabimo funk-
cijo estimate bandwidth knjižnice sklearn. Ta s pomočjo metode nearest -
neighbour izračuna primeren bandwidth za podano podatkovno množico.
Funkcija estimate bandwidth ima visoko časovno zahtevnost (O(n2)),
zato smo ji podali le manǰsi vzorec podatkov (n=2000). Funkcija sprejme pa-
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Tabela 3.2: Rezultati testiranja pristopa z metodo voditeljev na sintetičnih
in realnih podatkih. Uspešnost metode merimo z mero ARI. Prav tako
beležimo čas izvajanja, ki ga primerjamo s časom izvajanja hierarhičnega
gručenja. n: velikost podatkovne množice, m: število značilk, std: stan-
dardni odklon od sredǐsča gruče. MV + HC: s pomočjo metode voditeljev
dobimo debele gruče, na katerih nato izvedemo hierarhično gručenje. HC: hi-
erarhično gručenje, ARI: prilagojeni Randov Indeks med rezultati predlagane
metode in rezultati hierarhičnega gručenja.
Podatki Čas izvajanja (s)
n m Std MV + HC HC ARI
Sintetični 10.000 2 0,45 4,9 4,1 0,65
10.000 2 2,00 6,7 4,5 0,51
25.000 2 0,45 12,3 22,1 0,72
25.000 100 0,85 12,2 43,9 1,00
50.000 2 0,85 50,0 96,2 0,67
50.000 2 0,45 18,5 99,3 0,77
50.000 100 0,85 23,0 189,1 0,89
50.000 10 2,00 27,8 117,4 0,46
100.000 2 0,45 74,3 582,3 0,69
100.000 100 0,85 48,0 1058,7 1,00
100.000 100 2,00 73,1 1084,0 0,45
Realni 18.159 72 22,0 20,0 0,58
12.553 84 19,8 8,0 0,70
50.000 50 78,6 175,2 0,15
113.299 76 63,2 1376,5 0,00
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rameter kvantil, ki določa delež vseh parov razdalj, na katerih nato izračuna
povprečno razdaljo. Parameter ima vrednost na intervalu [0, 1].
V našem primeru izberemo zelo majhno vrednost kvantila (približno 0,25
%), saj želimo majhno pregledovalno okno, ki bo tvorilo več manǰsih gruč.
Pri velikih podatkovnih množicah se pojavi težava, saj metoda MeanShift
s parametrom bandwidth raziskuje celoten prostor podatkovne množice, kar
izredno upočasni izvajanje. Časovna kompleksnost se v takih primerih lahko
približa tudi O(n2). Z nekaj dodanimi lastnostmi se temu lahko izognemo.
Ena izmed teh so začetna “semena”, ki predstavljajo začetne položaje pre-
gledovalnih oken. Vzemimo podatkovno množico z 25.000 primeri — ta se
brez začetnih semen izvaja 282 sekund, z dodanimi začetnimi semeni pa le
5 sekund. V našem primeru smo začetna semena določili z 200 naključno
izbranimi primeri iz naše podatkovne množice. Pri večjem številu značilk
se pojavi več lokalnih maksimumov, pri čemer lahko metoda konvergira v
lokalni ekstrem.
Primernost metode MeanShift smo ocenili tako, da smo jo testirali na
različnih sintetičnih in realnih podatkovnih množicah. Rezultati testiranja so
prikazani v tabeli 3.3. Rezultati testiranja sintetičnih podatkov v primerjavi
z metodo voditeljev niso dobri. Pri množicah z 100.000 primerov, vidimo,
da se vrednost ARI približuje 0, kar nakazuje naključno označevanje gruč.
Prav ta testna množica je z metodo voditeljev dosegla bistveno bolǰsi rezul-
tat. Množice realnih podatkov so pri testiranju dosegle mešane rezultate.
Pri manǰsih množicah smo dosegli iste ali nekoliko slabše rezultate kot pri
metodi voditeljev. Pri preostalih večjih dveh realnih podatkovnih množicah
se rezultati približujejo naključnemu označevanju.
3.9 BIRCH
Metoda BIRCH prejme dva parametra, in sicer prag in faktor razvejanosti.
Prag predstavlja polmer množice točk, ki so del istega vozlǐsča. Faktor razve-
janosti pa določa, koliko elementov je lahko v posameznem vozlǐsču, preden
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Tabela 3.3: Rezultati testiranja sintetičnih in realnih podatkov. Uspešnost
metode ocenjujemo z mero ARI, ki je navedena v zadnjem stolpcu v tabeli.
MS + HC: s pomočjo metode MeanShift dobimo debele gruče, na katerih
nato izvedemo hierarhično gručenje. Druge kratice so navedene v legendi v
tabeli 3.2.
Podatki Čas izvajanja (s)
n m Std MS + HC HC ARI
Sintetični 10.000 2 0,45 2,2 4,1 0,48
10.000 2 2,00 1,9 4,5 0,62
25.000 2 0,45 3,4 8,0 0,60
25.000 100 0,85 2,8 43,9 0,40
50.000 2 0,85 7,5 96,2 0,63
50.000 2 0,45 4,2 99,3 0,60
50.000 100 0,85 3,8 189,1 0,31
50.000 10 2,00 3,5 117,4 0,30
100.000 2 0,45 6,4 582,3 0,50
100.000 100 0,85 6,0 1058,7 0,48
100.000 100 2,00 9,0 1084,0 0,05
Realni 18.159 72 5,9 20,0 0,41
12.553 84 1,8 8,0 0,68
50.000 50 8,0 175,2 0,09
113.299 76 115,8 1376,5 0,06
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ga razdelimo na dva dela. Pri metodi BIRCH je prav tako izziv določiti
optimalne parametre.
Parameter faktor razvejanosti smo določili kot n/200, kjer n predsta-
vlja število vseh primerov. Pri določanju parametra prag smo poskusili z
različnimi tehnikami. Ena izmed njih je tehnika, pri kateri smo na manǰsem
vzorcu podatkov izvedli metodo voditeljev z 200 gručami. Nato smo izračunali
povprečno razdaljo med točkami in centroidi na vseh dobljenih gručah. Do-
bljeno vrednost smo uporabili kot prag. Ta tehnika se ni izkazala za učinkovito.
Druga tehnika, ki smo jo preizkusili, je bila enaka kot pri metodi MeanShift
— uporabili smo torej funkcijo estimate bandwidth. Pri tej smo dobili obe-
tavne rezultate, ki so prikazani v tabeli 3.5.
Kot lahko vidimo, je predlagana metoda bistveno hitreǰsa od originalne
metode — v nekaterih primerih tudi do 50-krat. Na ravni natančnosti me-
toda (ob nekaterih izjemah) dosega podobne rezultate kot metoda voditeljev.
Pri sintetičnih podatkih dobimo v dveh primerih popolno ujemanje rezulta-
tov. To se zgodi iz istega razloga, kot je bil omenjen pri metodi voditeljev.
Preostali rezultati so sprejemljivi, saj niso deležni naključnega označevanja.
Pri prvih dveh realnih podatkovnih množicah dobimo soliden rezultat glede
na to, da se metoda izvede vsaj 10-krat hitreje. Pri drugih dveh realnih
testnih množicah pa dobimo slabe rezultate in lahko te razumemo kot na-
ključne. Na podlagi rezultatov lahko sklepamo, da je uspešnost predlagane
metode odvisna od strukture podatkov.
Metoda BIRCH se je izkazala za izjemno hitro. Pri testiranju smo opazili,
da pri določenih podatkovnih množicah dobimo veliko več kot 200 debelih
gruč, v nekaterih primerih tudi več tisoč. Čas izvajanja metode se ne po-
slabša izrazito — ta je še vedno veliko kraǰsi od hierarhičnega gručenja. Po
razmisleku smo se odločili, da bomo namesto debelih gruč (200) ciljali na še
drobneǰse gruče. Teh bi bilo tisoč oziroma več tisoč — s takšnimi velikostmi
podatkovnih množic hierarhično gručenje še nima težav. Tako bi teoretično
lažje obdržali hierarhično strukturo, saj bi zaradi manǰsih gruč morali dobiti
natančneǰse hierarhične strukture. To smo preizkusili na podatkovni množici
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Velikih pet faktorjev osebnosti. Če smo podatke razdelili na 230 debelih gruč,
smo dobili ARI enak 0, 05 in čas izvajanja 2 s. Ko smo podatke razdelili na
drobne gruče (5.000), je bil ARI enak 0, 13, čas izvajanja pa je znašal 20 s.
Nato smo metodo preizkusili tudi na podatkovni množici Rakave celice, kjer
se je ARI prav tako izbolǰsal, in sicer z 0, 66 na 0, 78, kar predstavlja bistven
napredek.
3.10 Diskusija
Na podlagi opravljenih testov, ki smo jih izvedli za vsako izmed navedenih
metod, smo se odločili, katera metoda je najprimerneǰsa za implementacijo.
Osredotočili smo se na hitrost in natančnost metod, pa tudi na kompleksnost
izvedbe oziroma na uporabnost na različnih podatkovnih množicah.
Prva izmed metod, ki smo jo zavrnili, je metoda DBSCAN. Pri testiranju
smo ugotovili, da ni primerna za naš problem, saj pri njej težko nadzoru-
jemo debelo gručenje. Opazili smo, da je parametre metode težko nastaviti
tako, da bi nam metoda vrnila približno željeno število debelih gruč. Ko so
bili podatki v podatkovni množici gosti, so se namreč pojavile velike težave
z gručenjem podatkov na približno 200 debelih gruč. V nekaterih primerih
smo dobili majhno število gruč, v katerih je po številu primerov prevladovala
ena gruča —- ta je vsebovala več kot 60 % vseh podatkov. V drugih primerih
smo dobili veliko število majhnih gruč in eno veliko gručo, ki je vsebovala
osamelce. Na podlagi omenjenih težav in dejstva, da metoda v veliko prime-
rih najde gruče drugačnih oblik kot hierarhično gručenje, smo se odločili, da
metode DBSCAN ne uporabimo.
Pri metodi gručenje v omrežjih se je prav tako pojavila težava pri oceni
parametrov. Ni nam namreč uspelo poiskati metode, ki bi avtomatsko oce-
njevala parametre in tako omogočila uporabo metode gručenja v omrežjih za
izbrani problem. Posledično smo se odločili, da tudi to metodo opustimo.
Metoda MeanShift je na začetku delovala obetavno, vendar smo pri te-
stiranju naleteli na nekaj preprek. Pri izvedbi metode smo potrebovali para-
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Tabela 3.4: Uspešnost našega pristopa v primerjavi z osnovno metodo
hierarhičnega gručenja ocenjujemo z mero ARI, ki je prikazana kot zadnji
stolpec v tabeli. Prav tako beležimo čas izvajanja našega pristopa hie-
rarhičnega gručenja in osnovne metode hierarhičnega gručenja. BIRCH +
HC: s pomočjo metode BIRCH dobimo debele gruče, na katerih nato izve-
demo hierarhično gručenje. Preostale kratice so navedene v legendi v tabeli
3.2.
Podatki Čas izvajanja (s) ARI
n m Std BIRCH + HC HC
Sintetični 10.000 2 0,45 0,8 4,1 0,66
10.000 2 2,00 1,0 4,5 0,54
25.000 2 0,45 1,4 22,1 0,63
25.000 100 0,85 1,6 43,9 1,00
50.000 2 0,85 2,1 96,2 0,73
50.000 2 0,45 1,2 99,3 0,54
50.000 100 0,85 3,5 189,1 0,89
50.000 10 2,00 2,1 117,4 0,45
100.000 2 0,45 2,4 582,3 0,55
100.000 100 0,85 5,8 1058,7 1,00
100.000 100 2,00 6,1 1084,0 0,62
Realni 18.159 72 2,0 20,0 0,61
12.553 84 5,0 8,0 0,76
50.000 50 20,0 175,2 0,13
113.299 76 17,6 1376,5 0,00
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meter bandwidth, ki smo ga dobili s pomočjo funkcije estimate bandwidth.
Pri testiranjih se je večkrat zgodilo, da ta metoda ni konvergirala. To se je
dogajalo predvsem pri podatkovnih množicah z velikim številom značilk. Ko
smo nastavljali parameter bandwidth, nam je metoda v določenih primerih
vrnila majhno število debelih gruč. Če smo parameter zmanǰsali, da bi nam
metoda vrnila večje število debelih gruč, pa metoda ni konvergirala.
Tako sta ostali dve potencialno uporabni metodi, in sicer BIRCH ter me-
toda voditeljev. Obe metodi sta pri testiranjih pokazali spodbudne rezultate.
Metoda voditeljev je v primerjavi z metodo BIRCH veliko enostavneǰsa. Po-
trebuje namreč le en parameter, ki določa, na koliko gruč želimo podatkovno
množico razdeliti, a je veliko počasneǰsa kot metoda BIRCH. Pri metodi
BIRCH se pojavi manǰsa težava pri debelem gručenju, saj težko nastavimo
parametre, s katerimi bi nam metoda vrnila določeno število gruč. Ker je
metoda BIRCH izjemno hitra, bi jo lahko uporabili za še bolj grobo filtracijo,
kot so debele gruče. Po izvedenem testiranju smo sklenili, da groba filtracija
res izbolǰsa kakovost rezultatov, izvedba pa ne potrebuje bistveno več časa
kot pristop z debelimi gručami. Z metodo voditeljev si take izvedbe ne mo-
remo privoščiti, saj je časovna kompleksnost, poleg števila iteracij, odvisna
tudi od števila gruč in velikosti osnovne podatkovne množice.
V tabeli 3.5 lahko vidimo primerjavo časa izvajanja metode BIRCH s
hierarhičnim gručenjem s časom izvajanja metode voditeljev s hierarhičnim
gručenjem. Uspešnost posamezne metode smo ocenili z mero ARI, ki meri
razliko med rezultati izbrane metode in dejanskimi rezultati hierarhičnega
gručenja. Pri testiranju smo dosegli mešane rezultate. V nekaterih primerih
smo dobili popolno ujemanje, v drugih pa popolnoma naključno označevanje.
Večina testnih primerov je dosegla povprečno uspešnost. V tem primeru ni
šlo ne za popolno ujemanje s hierarhičnim gručenjem in ne za naključno
označevanje. Na podlagi rezultatov smo ugotovili, da je metoda BIRCH
občutno, v nekaterih primerih tudi 10-krat, hitreǰsa. Njeni rezultati so pri-
merljivi z rezultati metode voditeljev. Kakovost rezultatov je pogojena s
strukturo podatkov. Kljub temu, da se z metodo voditeljev enostavno določa
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Tabela 3.5: V tabeli prikažemo primerjamo uporabo metode BIRCH in me-
tode voditeljev za generiranje debelih gruč z metodo hierarhičnega gručenja.
BIRCH: s pomočjo metode BIRCH dobimo debele gruče, na katerih nato
izvedemo hierarhično gručenje. Druge kratice so navedene v legendi v tabeli
3.2.
Podatki Čas izvajanja (s) ARI
n m Std BIRCH MV BIRCH MV
Sintetični 25.000 10 0,45 2,0 18,0 1 1
25.000 2 2,00 1,6 18,2 0,44 0,46
50.000 100 0,85 3,5 23,0 0,89 0,89
50.000 10 2,00 2,1 27,8 0,45 0,46
100.000 100 2,00 6,1 73,1 0,62 0,45
Realni 12.553 84 4,4 19,8 0,76 0,70
18.159 72 2,0 22,0 0,61 0,58
50.000 50 20,0 78,6 0,13 0,15
113.299 76 17,6 63,2 0,00 0,00
želeno število gruč, je manj uporabna, ker se število debelih gruč ne prila-
gaja dani podatkovni množici. Pri metodi BIRCH se število debelih gruč
prilagaja, vendar se lahko pojavijo težave z iskanjem parametrov. Na koncu
smo se odločili za metodo BIRCH, ker je bistveno hitreǰsa in prilagaja število





Poglavje se osredotoča na potek hierarhičnega gručenja z debelimi gručami.
Najprej opǐsemo implementacijo metode, nato pa predstavimo idejo za vizu-
alizacijo rezultatov našega pristopa.
4.1 Pristop
Ideja debelih gruč sloni na predstavitvi velike podatkovne množice, s cen-
troidi gruč, ki jih pridobimo s hitreǰso tehniko gručenja. Tako se izognemo
potratnemu računanju razdalj vseh parov možnih kombinacij, ki ga izvaja
hierarhično gručenje.
Pristop hierarhičnega gručenja z debelimi gručami smo implementirali v
programskem jeziku Python. Uporabili smo tudi knjižnico za podatkovno
analitiko sklearn [28] in knjižnico pandas [29] za delo s podatki. Knjižnica
sklearn smo uporabili za generiranje sintetičnih podatkov, za izvedbo različnih
tehnik gručenja ter za računanje mer uspešnosti. Začeli smo z implementacijo
posameznih tehnik gručenja, vendar smo po implementaciji metode vodite-




POGLAVJE 4. PRISTOP HIERARHIČNEGA GRUČENJA Z
DEBELIMI GRUČAMI
Predlagano metodo sestavljata dva dela. V prvem delu z izbrano tehniko
gručenja osnovne podatke razdelimo na približno 200 gruč (debele gruče).
Od metode je odvisno, na kakšen način to storimo oziroma kako določimo
posamezne parametre — to natančneje obravnava poglavje 3. Nato za vsako
izmed debelih gruč izračunamo centroid, dobljene centroide pa uporabimo
kot vhodne podatke za hierarhično gručenje. Hierarhično gručenje izvedemo
z Wardovo povezovalno metodo. Dobljene rezultate nato povežemo z original-
nimi podatki. To storimo tako, da vsakemu elementu v podatkovni množici
dodamo oznako hierarhičnega gručenja na podlagi oznake debele gruče. Poi-
skati moramo torej oznako, ki je bila dodeljena debeli gruči pri hierarhičnem
gručenju, in to oznako dodeliti primeru.
4.2 Vizualizacija
Ideja za izbolǰsavo vizualizacije hierarhije rezultatov hierarhičnega gručenja
izhaja iz krožnega pakiranja (angl. circular packing). Podane imamo kroge
različnih velikosti; krožno pakiranje rešuje problem iskanja takšne krožnice,
ki bi s čim manǰsim polmerom zaobjela vse kroge, ne da bi se ti med seboj
prekrivali [30]. V osnovi je takšen problem NP-težek [31].
Želeli smo prikazati izbrano število gruč, dobljenih s hierarhičnim gručen-
jem, znotraj teh pa prikazati debele gruče s hierarhijo. Če bi dodali debelim
gručam hierarhijo, kot jo predstavi dendrogram, torej tako, da bi prikazali
vsak nivo hierarhije, bi naša vizualizacija postala nepregledna. Zato smo
dodali zgolj en nivo hierarhije znotraj dobljenih gruč. To smo storili tako, da
smo poskušali ugotoviti, pri katerem številu gruč je poddrevo najkakovostneje
razdeljeno. Kakovost razbitja v tem primeru predstavlja podobnost primerov
znotraj skupine (kohezija) in oddaljenost primerov med različnimi skupinami
(ločljivost). Silhuetni koeficient oziroma silhueta razbitja je mera kakovosti
razbitja, ki uspešno združuje tako kohezijo kot ločljivost [32]. Odločanje o
tem, kje odrežemo poddrevo, poteka tako, da poddrevo odrežemo na od 2
do 10 gruč. Za vsako razbitje izračunamo silhuetni koeficient in izmed teh
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izberemo razbitje, ki ima najvǐsjo vrednost. S tem smo dodali dodatno raven
hierarhije med debelimi gručami in hierarhičnimi gručami. Prav tako smo pri
izrisu upoštevali velikost posameznih gruč. Velikost kroga namreč predstavlja
delež velikosti gruče, in sicer glede na velikost gruče, ki je raven vǐsje.
Implementacijo smo začeli z uporabo obstoječe skripte za krožno paki-
ranje [33]. Pred tem je bilo treba sestaviti objekt s hierarhijo elementov
vizualizacije, ki smo jo predstavili v preǰsnjem odstavku. Skripta nam je
pomagala pri izračunu koordinat vseh krogov, ki so vključeni v vizualizacijo.
Nato smo s pomočjo knjižnice matplotlib [34] izrisali vse kroge. Ta postopek
smo združili z našim pristopom hierarhičnega gručenja in tako dobili vizuali-
zacijo, ki je prikazana na sliki 4.1. Vizualizacija je interaktivna, saj omogoča
približevanje in pregled podatkov v posameznih gručah. Za dostop do podat-
kov je treba klikniti na eno izmed debelih gruč in v novem oknu se prikažejo
podatki. Prav tako s klikom na debelo gručo prikažemo povprečne vrednosti
v gruči oziroma njen centroid. Da bi izbolǰsali funkcionalnost vizualizacije,
smo želeli dodati statistično značilne značilke za posamezne gruče, vendar
nam to zaradi pomanjkanja časa ni uspelo. Primer prototipa omenjene ideje
bomo prikazali v poglavju 5, kjer so prikazani primeri uporabe na realnih
podatkih.
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Slika 4.1: Vizualizacija pristopa z debelimi gručami. Sivo obarvani veliki
krogi predstavljajo hierarhične gruče. Beli krogi znotraj hierarhičnih gruč
predstavljajo vmesno gručenje debelih gruč. Obarvani manǰsi krogi predsta-
vljajo debele gruče, barve pa uporabimo, da jasno ločimo hierarhične gruče.
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Slika 4.2: Okno, ki se odpre ob kliku na debelo gručo. Na vrhu so prika-
zane povprečne vrednosti vsake značilke v gruči. Spodnja tabela prikaže vse




V poglavju prikažemo dva primera uporabe predlaganega pristopa hierarhičn-
ega gručenja. Podatkovni množici, ki jih bomo uporabili, sta igralci FIFA in
NBA-statistika. Obe smo že predstavili v poglavju 3.
5.1 Igralci FIFA
Za gručenje podatkovne množice “igralci FIFA” naš pristop potrebuje 2 se-
kundi, metoda hierarhičnega gručenja pa 18 sekund. Pri metodi BIRCH
smo parameter prag T nastavili na 42, 8, faktor razvejanosti B pa na 300.
Tako smo dobili 248 debelih gruč. Te smo nato združili v 7 skupin in dobili
smo mero ARI enako 0, 61. Slika 5.1 prikazuje rezultate našega pristopa in
vizualizacije na podatkovni množici “igralci FIFA”. Zdaj preverimo smisel-
nost pridobljenih skupin. Barve predstavljajo posamezne skupine, manǰsi
krogi znotraj teh pa debele gruče. Za vsako skupino imamo izpisane za njo
značilne značilke. Poleg imena značilke imamo zapisano njeno povprečno vre-
dnost v skupini, v oklepajih pa predstavimo, za koliko vrednost odstopa od
povprečja celotne podatkovne množice. Vsak igralec ima značilko Overall, ki
pove, kakšne so njegove povprečne sposobnosti glede na položaj na igrǐsču.
S primerjavo posamezne značilke igralcev v skupini s povprečjem celotne
množice si lahko lažje predstavljamo kakovost igralcev znotraj skupine. Pov-
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prečje značilke Overall v celotni podatkovni množici je 66, 2.
Prva skupina, ki jo bomo analizirali, je svetle turkizne barve. Pri ome-
njeni skupini izrazito izstopajo značilke, ki določajo kakovost igralca na
položaju vratarja. Če pogledamo celotno podatkovno množico, v kateri
imamo značilko, ki določa položaj igralca, lahko vidimo, da je v množici
2025 vratarjev. Enako število igralcev je zajeto v naši prvi skupini. Iz tega
lahko predpostavimo, da so v skupini igralci na položaju vratarja. Značilke
vratarjev se najbolj razlikujejo od vseh drugih položajev, zato smo brez težav
zajeli vse igralce tega položaja v eno skupino.
Pri vijoličasti skupini imamo igralce, ki igrajo na položaju vezista oz.
osrednjega branilca s sposobnostmi vezista. Skupina vsebuje 1227 igralcev.
V njej najdemo veliko zvezdnikov, ki so znani kot vrhunski vezni igralci, npr.
Kevin De Bruyne, Luka Modrič in Sergio Busquest. V njen pa prav tako
najdemo branilske zvezdnike, kot so Sergio Ramos, Gerard Piqué in Diego
Godin. Značilka Overall je za 9, 5 večja od povprečja, torej so povprečne
sposobnosti igralcev 75, 9.
Oranžna skupina, za razliko od preǰsnje, vsebuje igralce, ki so izključno
obrambno naravnani. Torej gre za osrednje in bočne branilce ter zadnje
in nekaj osrednjih veznih igralcev. Skupino sestavljajo večinoma povprečni
igralci. To potrjuje tudi značilka Overall, ki je le za 0, 7 večja od povprečja
celotne množice.
Siva skupina je po tipu igralcev podobna oranžni, vendar so sposobnosti
igralcev v njej pod povprečjem. To nakazuje značilka Overall, ki je za 4, 7
nižja od povprečja. Skupina vsebuje 2721 igralcev.
V rdeči skupini prevladujejo bolj napadalno usmerjeni igralci, ki imajo
nizke sposobnosti obrambnih nalog. Kakovost igralcev v skupini je nekoliko
pod povprečjem, kar dokazuje povprečna vrednost značilke Overall, ki je
za 2, 4 nižja od povprečja. Velikost skupine je 4863 in ne vsebuje nobenih
zvezdnikov.
Modra skupina vsebuje igralce na položajih napadalca ter sprednjega in
krilnega veznega igralca. Njihove sposobnosti so nad povprečjem. V skupini
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je zajetih kar nekaj znanih imen, kot so Mario Balotelli, David Villa, Car-
los Vela ter naša igralca Josip Iličič in Valter Birsa. Značilka Overall ima
povprečno vrednost 71, 6. V skupini je 1617 igralcev.
V rumeno-zeleni skupini so zajeti nogometni superzvezdniki. Njihove spo-
sobnosti izrazito izstopajo od drugih, ravno tako njihova tržna vrednost. V
povprečju je značilka Overall za 16, 9 večja od povprečja, torej 83, 1. Pov-
prečna cena igralca v tej skupini je za 31 milijonov evrov večja od povprečne
vrednosti, ki je 2, 5 milijona evra. Na svetu je le peščica igralcev s takimi spo-
sobnostmi, zato skupina vsebuje le 161 igralcev in je izmed vseh pričakovano
najmanǰsa. Igralci, ki so del te skupine, so v večini na položajih napadalca
oz. so v vezni liniji. Superzvezdniki iz te skupine so Lionel Messi, Cristiano
Ronaldo, Neymar, Eden Hazard in Robert Lewandowski.
Rezultati, ki jih dobimo z našim pristopom, so smiselni in pričakovani.
Skupine so ločene na igralske položaje, ki so si med seboj podobni. Večinoma
so skupine ločene po tehničnih lastnostih in ne fizičnih, kar je prav tako
smiselno.
5.2 NBA-statistika
Drugi primer uporabe predstavimo s podatkovno množico NBA-statistika.
Množica vsebuje sezonske statistične podatke igralcev v vsej zgodovini lige
NBA. Podatkovna množica obsega 18.312 primerov ter 14 značilk. Metodi
BIRCH smo podali parameter prag T = 3, 4 in faktor razvejanosti B = 200.
Hierarhično gručenje za izvedbo potrebuje 19 sekund, naš pristop pa le 2, 3
sekunde. Ko primerjamo rezultate obeh metod, dobimo mero ARI enako
0, 55.
Na sliki 5.2 prikažemo rezultate našega pristopa. Tako kot pri prvem
primeru, so tudi tukaj izpisane značilke, ki najbolj odstopajo od povprečja
celotne množice. Najprej bomo analizirali rdečo skupino. S slike je razvi-
dno, da so vse značilke blizu povprečja celotne množice, iz česar sklepamo,
da skupina vsebuje sezone igralcev, ki so znani kot ”role players”. Gre za
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Slika 5.1: Rezultati gručenja s predlaganim pristopom na podatkovni
množici Igralci FIFA. Barve predstavljajo posamezne skupine, krogi znotraj
teh pa debele gruče. Za vsako skupino so izpisane značilne značilke v tej
skupini. Poleg imena značilke je njena povprečna vrednost v skupini, v okle-
pajih pa je zapisano, za koliko se ta vrednost razlikuje od povprečja celotne
podatkovne množice.
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Slika 5.2: Rezultati gručenja s predlaganim pristopom na podatkovni
množici NBA-statistika. Barve predstavljajo posamezne skupine, krogi zno-
traj teh pa debele gruče. Za vsako skupino so izpisane značilne značilke v
tej skupini. Poleg imena značilke je njena povprečna vrednost v skupini,
v oklepajih pa je zapisano, za koliko se ta vrednost razlikuje od povprečja
celotne podatkovne množice.
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igralce, ki v povprečju igrajo 20-25 minut in nimajo izrazitega (statističnega)
doprinosa, ampak so prav tako pomemben del ekipe.
Del modre skupine so sezone igralcev, ki ne dobijo veliko priložnosti za
igro. Povprečno igrajo 10 minut na tekmo, velikokrat pa se zgodi, da na
igrǐsče sploh ne stopijo. Njihova vloga v ekipi je, da nadomestijo poškodovane
igralce. Vsaka ekipa ima v povprečju štiri do šest takšnih igralcev, zato je
množica s 7105 igralci največja izmed vseh. V sivi skupini najdemo igralce, ki
v povprečju na tekmo igrajo 30 minut in v tem času dosegajo 14-15 točk. To
so največkrat igralci začetne peterke, vendar nimajo glavne vloge v ekipi. S
svojo igro dopolnjujejo igro zvezdnika ekipe. Skupina vsebuje 3976 igralcev.
Oranžna množica s 1582 primeri predstavlja sezone igralcev, ki so v večini
zvezdniki svojih ekip. V povprečju igralci dosegajo nekaj več kot 20 točk,
6, 6 skoka in 4, 6 podaje na tekmo, kar je dejansko dvakratnik povprečja po-
datkovne množice. Član te skupine je s sezono 2016/2017 tudi Goran Dragić.
Vijoličasta skupina je skupina zvezdnǐskih igralcev, ki so imeli najbolǰse sta-
tistične sezone v zgodovini lige NBA. Njihovo povprečje je 27, 4 točke, 10, 2
skoka in 4, 5 podaje na tekmo. V skupino, veliko 307 primerov, spadajo
zvezdniki lige NBA, kot so npr. Michael Jordan, Wilt Chamberlain, Kareem
Abdul-Jabbar, LeBron James in Kobe Bryant.
Dobljeni rezultati so smisleni in brez izrazitih napak. Tekom let se vzorec
sezonske statistike igralcev ne spreminja občutno. Vedno so prisotni igralci,
ki ne igrajo pogosto, potem so tu ”role players”, ki se gibljejo okrog povprečja
lige. Prav tako so del vsake sezone igralci, ki so vodje svoje ekipe in izsto-
pajo iz statističnega povprečja. V vsaki sezoni se pojavi tudi nekaj igralcev,
ki dosegajo zgodovinsko sezonsko statistiko. Zanimiv je tudi pregled posa-
meznih debelih gruč. Znotraj oranžne skupine lahko vidimo bolj specifične
skupine, ki statistične sezone igralcev ločujejo še po drugih značilkah. Pre-
dlagana vizualizacija nam omogoča interaktivno in pregledno analizo velikih




V magistrskem delu smo poskušali poiskati tehniko gručenja, ki bi jo lahko
združili z metodo hierarhičnega gručenja in jo s tem bistveno pohitrili. Cilj
je bil omogočiti izvajanje hierarhičnega gručenja na podatkovnih množicah,
ki vsebujejo nekaj 10.000 ali pa tudi nekaj 100.000 primerov. To smo storili
tako, da smo z eno izmed hitreǰsih tehnik gručenja podatkovno množico raz-
delili na tipično 200 debelih gruč in te nato združili s hierarhičnim gručenjem.
Pri hierarhičnem gručenju smo za povezovalno metodo izbrali Wardovo raz-
daljo med skupinami, ki skuša minimizirati varianco znotraj gruče. Tehnike
gručenja, ki smo jih uporabili, so metoda voditeljev, gručenje v omrežjih,
DBSCAN, MeanShift in BIRCH. Za testiranje in implementacijo smo upo-
rabili programski jezik Python. Uporabili smo tehnike gručenja iz knjižnice
za podatkovno analitiko sklearn.
Pristope oblikovanja debelih gruč, smo vrednotili na več različnih testni-
hih množicah, ki smo jim vnaprej dodelili število centrov, okrog katerih so
se generirale točke. Množice so se razlikovale po velikosti, številu značilk
in razpršenosti (standardni odklon od sredǐsča gruče). Prav tako smo za
testiranje uporabili nekaj množic realnih podatkov. Testiranja so pokazala,
da sta metoda DBSCAN in metoda gručenja v omrežjih neprimerni, saj z
njima težko nadzorujemo število debelih gruč in njihove velikosti. Metoda
MeanShift je v določenih primerih vrnila obetavne rezultate, vendar so bili
51
52 POGLAVJE 6. ZAKLJUČEK
njeni rezultati slabši od rezultatov metode voditeljev in metode BIRCH. Na
podlagi rezultatov testiranja metode voditeljev in metode BIRCH smo ugo-
tovili, da je natančnost našega pristopa odvisna od podatkovne množice. V
določenih primerih dobimo dobre rezultate, v drugih primerih pa slabe. Tako
bi težko pripravili stabilno implementacijo, ki bi delovala na večini primerov.
Opazili smo, da z uporabo metode BIRCH znatno zmanǰsamo čas izvajanja
algoritma. Na koncu smo prikazali primere uporabe z našo idejno vizualiza-
cijo ter predstavili dva primera uporabe na realnih podatkovnih množicah. Za
vsak primer prikažemo vizualizacijo rezultatov našega pristopa hierarhičnega
gručenja in razložimo dobljene gruče.
S pričujočo nalogo smo dosegli skoraj vse cilje, ki smo si jih zastavili ob
izbiri teme in opredelitvi raziskovalnega problema. Pregledali smo področje
optimizacije hierarhičnega gručenja, drugih tehnik gručenja in vizualizacije.
Vsako izmed izbranih tehnik smo združili z metodo hierarhičnega gručenja
in jo testirali s testnimi množicami. Pokazali smo primer uporabe in pri-
mer vizualizacije hierarhij, pridobljenih z našo metodo. Izpolnili nismo zgolj
enega cilja, saj nam predlagane metode ni uspelo implementirati v program
za analizo podatkov Orange. Težava se je pojavila pri implementaciji vizua-
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Tabela A.1: Rezultati testiranj našega pristopa z metodo voditeljev na sin-
tetičnih podatkovnih množicah. n: Velikost podatkovne množice, n: število
značilk, std: standardni odklon od sredǐsča gruče. MV + HC: s pomočjo me-
tode voditeljev dobimo debele gruče, na katerih nato izvedemo hierarhično
gručenje. HC: hierarhično gručenje, ARI: prilagojeni Randov Indeks med
rezultati metode MV + HC in rezultati hierarhičnega gručenja.
Podatki Čas izvajanja (s) ARI
n m Std MV + HC HC
10.000 10 0,45 4,3 8,5 0,67
25.000 10 0,45 18,0 39,5 1,00
50.000 10 0,45 36,0 183,6 1,00
100.000 10 0,45 23,0 685,9 1,00
25.000 100 0,45 16,3 40,1 1,00
50.000 100 0,45 33,1 185,4 1,00
100.000 100 0,45 21,0 669,7 1,00
25.000 2 0,85 6,8 22,5 1,00
50.000 2 0,85 50,0 96,2 0,67
100.000 2 0,85 101,0 518,5 0,73
10.000 10 0,85 3,3 9,1 0,60
25.000 10 0,85 6,8 25,7 1,00
50.000 10 0,85 15,7 115,8 1,00
100.000 10 0,85 30,5 698,8 0,57
25.000 100 0,85 12,2 43,9 1,00
50.000 100 0,85 23,0 189,1 0,89
100.000 100 0,85 48,0 1058,7 1,00
10.000 2 2,00 6,7 9,1 0,51
25.000 2 2,00 18,2 22,2 0,46
50.000 2 2,00 51,4 98,9 0,34
100.000 2 2,00 110,0 515,1 0,40
10.000 10 2,00 3,8 10,2 0,39
25.000 10 2,00 11,5 25,5 0,53
50.000 10 2,00 27,8 117,4 0,46
100.000 10 2,00 57,5 695,7 0,40
10.000 100 2,00 5,5 11,1 0,18
25.000 100 2,00 15,2 40,0 0,45
50.000 100 2,00 32,4 190,9 0,35





56 DODATEK B. REZULTATI TESTIRANJ METODE BIRCH
Tabela B.1: Rezultati testiranj našega pristopa z metodo BIRCH na sin-
tetičnih podatkovnih množicah. n: Velikost podatkovne množice, m: število
značilk, std: standardni odklon od sredǐsča gruče. BIRCH + HC: s pomočjo
metode BIRCH dobimo debele gruče, na katerih nato izvedemo hierarhično
gručenje. HC: hierarhično gručenje, ARI: prilagojeni Randov Indeks med
rezultati metode BIRCH + HC in rezultati hierarhičnega gručenja.
Podatki Čas izvajanja (s) ARI
n m Std BIRCH + HC HC
10.000 10 0,45 1,8 8,5 0,67
25.000 10 0,45 2,0 39,5 1,00
50.000 10 0,45 3,9 183,6 1,00
100.000 10 0,45 4,0 685,9 1,00
10.000 100 0,45 2,0 11,1 0,52
25.000 100 0,45 2,2 40,1 1,00
50.000 100 0,45 4,0 185,4 1,00
100.000 100 0,45 4,3 669,7 1,00
10.000 2 0,85 1,1 8,9 0,50
25.000 2 0,85 1,2 22,5 0,54
50.000 2 0,85 2,1 96,2 0,73
100.000 2 0,85 4,5 518,5 0,65
10.000 10 0,85 0,9 9,1 0,60
25.000 10 0,85 1,0 25,7 1,00
50.000 10 0,85 2,1 115,8 1,00
100.000 10 0,85 4,0 698,8 1,00
25.000 100 0,85 1,6 43,9 1,00
50.000 100 0,85 3,5 189,1 0,89
100.000 100 0,85 5,8 1058,7 1,00
10.000 2 2,00 1,0 9,1 0,54
25.000 2 2,00 1,6 22,2 0,44
50.000 2 2,00 2,4 98,9 0,35
100.000 2 2,00 4,2 515,1 0,40
25.000 10 2,00 1,0 25,5 0,43
50.000 10 2,00 2,1 117,4 0,45
100.000 10 2,00 4,3 695,7 0,56
25.000 100 2,00 2,3 40,0 0,45
50.000 100 2,00 3,4 190,9 1,00
100.000 100 2,00 6,1 1084,0 0,62
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