X-ray observations of nearby clusters and galaxies have reported an unexpected X-ray line around 3.5 keV. This line has received significant attention due to its possible explanation through decaying dark matter; in particular, decaying sterile neutrino models, with a sterile neutrino mass around 7 keV, provide a good fit to the available data. We use over 30 Ms of XMM-Newton blank-sky observations to search for evidence of the 3.5 keV line consistent with arising from decaying dark matter within the ambient halo of the Milky Way. We find the strongest limits to-date on the lifetime of dark matter in this mass range, strongly disfavoring the possibility that the 3.5 keV line originates from dark matter decay.
Dark matter (DM) decay into ordinary matter may produce photon lines visible with X-ray telescopes. Wellmotivated DM models, such as sterile neutrino DM, predict the existence of such lines [1] . Sterile neutrinos were originally introduced to explain the small, observed masses of the active neutrino states via the seesaw mechanism [2, 3] , though shortly thereafter it was realized that if the sterile neutrinos have mass at the keV scale, they may also explain the observed abundance of DM [4] [5] [6] . In light of this expectation, the initial discovery of an unidentified X-ray line (UXL) around 3.5 keV by [7] in a stacked sample of nearby clusters and independently by [8] in both the Perseus cluster and M31 has generated significant excitement over the possibility that the line is due to DM decay (see [9] for an up-to-date review). While the decaying DM interpretation of the UXL is tantalizing, other less-exotic explanations have been proposed, such as nearby K or Ar lines, from gas within the clusters [10] , or charge exchange lines from the hot intracluster plasmas and cold galactic gas clouds [11, 12] .
The 3.5 keV UXL (hereafter simply UXL) has been confirmed by a variety of groups using different astrophysical targets and telescopes. These include observations of the Perseus cluster by Chandra [7] and Suzaku [13] , observations of the Galactic Center of the Milky Way with XMM-Newton data [14] , and the diffuse Galactic halo with Chandra deep-field data [15] . While null searches for the UXL also exist (e.g., [16] [17] [18] [19] [20] [21] [22] ), at the moment it is possible for a decaying DM signal to be consistent with both the positive detections and negative results (see e.g. [23] ). This is illustrated in Fig. 1 , which compares the existing detections of and current limits on the UXL, in the plane of sterile neutrino DM mass m s and sterile-active mixing parameter sin 2 (2θ). In this work, we constrain the DM decay rate in the mass range relevant for the UXL using XMM-Newton blank-sky observations (BSOs). The one-sided powerconstrained 95% limit from our analysis, described within this Letter, is summarized in Fig. 1 Figure 1 . The one-sided 95% limit on the sterile neutrino DM mixing parameter sin 2 (2θ) as a function of the DM mass ms as computed in this work from XMM-Newton blank-sky observations, compared with the expectations for the limit from the Asimov procedure and previous constraints and detections. We further power-constrain our limits, which restricts the limit from going below the expected 1σ containment. The previous detections with XMM-Newton from both Perseus (1) and M31 (2) [8] , stacked galaxy clusters using the PN (3) and MOS (4) detectors [7] , and Chandra deep field (5) [15] are shown, along with the limits from Hitomi (6) [21] , Perseus (7) [19] , Milky Way dwarfs (8) [17] , M31 (9) [16] , and stacked galaxies (10) [18] . The detections and constraints from previous works are reproduced with permission from [9] .
6.7−7.4 keV, our limits represent the strongest to-date on the mixing angle sin 2 (2θ), and the limit strongly disfavors the decaying DM interpretation of the UXL. Our analysis utilizes ∼10
3 BSOs, which we define as observations away from large X-ray emitting regions, for a total of 30.6 Ms of exposure time. We focus on the line signal predicted from DM decay within the Milky Way, which should be present at every point on the sky.
Before detailing the data analysis, let us motivate why XMM-Newton BSO analyses are strong probes of the UXL. In the limit of large counts, the test statistic (TS) in favor of discovery of DM (related to the significance by σ ∼ √ TS), scales as TS ∼ S 2 /B, where S is the number of signal counts from DM decay and B is the number of background counts. The number of signal counts from a given location on the sky factorizes into a particle physics component, which describes the decay rate of DM, and an astrophysical contribution set by the integrated column density of DM along the line-of-sight, which is quantified by the D-factor, D = ds ρ DM (s). 1 We can use these scalings to estimate the expected reach of a BSO analysis given the results of existing UXL analyses. For example, the UXL has been detected with observations of the Perseus cluster using the XMM-Newton MOS camera at the roughly 4σ level (TS ∼ 16) [7] . This detection was made with t Pers ∼ 320 ks of data. Due to the large astrophysical X-ray flux from Perseus, we find the BSOs used in this work have a much smaller background, typically B BSO /B Pers ∼ 0.02. Interestingly, when averaged over the field of view of XMM-Newton, the Perseus cluster has D Pers ∼ 3 × 10 28 keV/cm 2 , which is approximately the same as D BSO for DM decay within the Milky Way halo for observations ∼45
• away from the Galactic Center. Both D-factors are calculated here assuming a Navarro, Frenk, and White (NFW) DM profile [24, 25] . Accordingly, while the signal power is the same between Perseus and the BSO, as the BSO background is significantly lower, we would reach the same discovery significance for the UXL in only t BSO ∼ 6 ks, assuming a DM origin. Yet in the present work we will make use of around 30 Ms of BSO exposure time, implying that same signal would be seen with a TS ∼ 10 5 , corresponding to over a 100σ detection of particle DM. Data analysis. We select all publicly-available archival XMM-Newton observations that pass a set of quality cuts. For our fiducial analysis, we first restrict to observations between 5
• and 45
• of the Galactic Center. Within this region there are 1,492 observations, with 4,303 total exposures, for ∼86 Ms of exposure time. Note that there are more exposures than observations as each of the European Photon Imaging Cameras (EPIC) CCD cameras onboard XMM-Newton (two MOS and one PN) gives a unique exposure, and further individual cameras can have multiple exposures if the data taking was interrupted. For each observation we process and reduce 1 Within the small field of view of the XMM-Newton cameras, the contribution to D from the Milky Way halo will be almost constant, making this definition a good proxy for the average Dfactor within an observation. However, we caution that it is also common to work with quantities integrated rather than averaged over the region, as in [7] .
the data using the standard tools for extended emission. In addition to the photon-count data, we also extract the quiescent particle background (QPB), which is an instrumental background that induces fake astrophysical photon counts within the data. The magnitude of the QPB contribution is estimated from parts of the instrument which are shielded from incident X-rays; we refer to this data as the QPB data. We then perform a background-only analysis of each of the exposures in order to tabulate lists of properties that are used for further selection. In particular, we calculate the QPB contribution and the astrophysical flux over the energy range 2.85 to 4.2 keV. The QPB rate is estimated from the QPB data, while the astrophysical flux is measured using the likelihood analysis described below. We rescale the astrophysical flux measured in the restricted energy range to the energy range 2 to 10 keV assuming a power-law spectrum dN/dE ∼ E −1.5 . The cosmic X-ray background has been measured to have a 2 − 10 keV intensity of I 2−10 ≈ 2 × 10 −11 erg/cm 2 /s/deg 2 (see e.g. [26, 27] ). In our fiducial analysis we remove exposures with I 2−10 > 10 −10 erg/cm 2 /s/deg 2 to avoid including exposures with either significant extended emission or significant flux from unresolved point sources. For reference, ∼58% of the exposures pass this cut, whereas ∼13% of the exposures have I 2−10 < 3 × 10 −11 erg/cm 2 /s/deg 2 . Note that since we are in the background-dominated regime and since the signal we are searching for is restricted to a narrow energy range, even a clearly detectable DM line would have no impact on this selection criteria. We further remove exposures with anomalously high QPB rates; for our fiducial analysis, we keep the lowest 68% of exposures as ranked by QPB rates. We apply this criterion separately to the MOS and PN exposures. Lastly, we remove exposures with less than 1 ks of exposure time, since these exposures do not significantly add to our sensitivity and the associated low photon counts presents an obstacle to reliable background estimates. After the cuts described above, we are left with approximately 30.6 Ms of exposure time distributed between 1,397 exposures and 752 unique observations.
We analyze the ensemble of exposures for evidence of the UXL using a joint likelihood procedure, which we now outline. Unlike previous work, individual exposures are not stacked. Instead a unique likelihood is constructed for each exposure as a function of the DM parameters, with the nuisance parameters associated with astrophysical and instrumental emission being profiled over. These profiled likelihoods are then joined, providing a likelihood that for a fixed DM mass, m s , is a function of only the active-sterile neutrino mixing angle, sin 2 (2θ), which is then used to evaluate the UXL hypothesis.
In more detail, for a given m s we first construct profile likelihoods for the individual exposures as functions of the DM-induced line flux S. The X-ray counts are analyzed with a Poisson likelihood, where the data is the number of counts in each energy channel. The associated model is a combination of the DM-induced flux represented by an X-ray line broadened by the detector response and two independent power laws for the background astrophysical emission and the instrumental QPB, where the normalization and indices of each power law are free parameters. This same QPB power-law contribution is also fit to the estimated QPB data using a Gaussian likelihood. For both of these datasets, we restrict our attention to the energy range m s /2 ± 0.25 keV. This narrow energy range is chosen to be bigger than the energy resolution of the detector, which is ∼0.1 keV, but small enough such that our power-law background models are good descriptions of the data over the whole energy range.
The two likelihoods for the X-ray counts and QPB estimate are then combined, providing a likelihood that, for a given m s , is a function of five parameters: the DMinduced line flux S, as well as the normalization and indices of the astrophysical and QPB power laws. The last four of these are treated as nuisance parameters and are profiled over at the level of this individual exposure. Each dataset has then been reduced to a profile likelihood as a function of the DM decay flux S. As described above, this flux can be readily converted to a lifetime and hence sin 2 (2θ) [1] , once the D-factor for this region of the sky is known. In our fiducial analysis we compute the D-factors by describing the DM density profile of the Milky Way by an NFW profile with a 20 kpc scale radius. We normalize the density profile assuming a local DM density of 0.4 GeV/cm 3 [28] , and we take the distance between the Sun and the Galactic Center to be 8.127 kpc [29] .
Joining the resulting likelihoods associated with each exposure yields the final joint likelihood that is a function of only sin 2 (2θ) for a given m s . This likelihood is then used to calculate the one-sided 95% limit on the mixing angle and to search for evidence for the UXL using the discovery TS, which is defined as twice the log-likelihood difference between the maximum likelihood and the likelihood at the null hypothesis (assuming the likelihood is maximized at a positive value of sin 2 (2θ)). For consistency, we also include negative values of sin 2 (2θ) in the profile likelihood.
To calibrate our expectation for the sensitivity under the null hypothesis, we construct the 68% and 95% expectations for the limit using the Asimov procedure [30] . The Asimov procedure requires a model for the data under the null hypothesis; we compute this model by performing the likelihood fits described above under the null hypothesis (sin 2 (2θ) = 0). We set one-sided powerconstrained limits following [31] . In this procedure, the actual limit is not allowed to go below the 68% containment region for the expected limit in order to prevent setting stronger limits than expected due to downward statistical fluctuations. Figure 2 . The summed spectra, and uncertainties, for the MOS and PN exposures used in the fiducial analysis. We also show the summed best-fit background models and an example signal contribution with ms = 7.105 keV and sin 2 (2θ) = 10 −10 , which is clearly inconsistent with the data. Note that in our statistical analysis we use the joint likelihood not the summed spectra; this figure is only shown for illustrative purposes.
Results. In Fig. 2 we show the summed spectra over all exposures included in the analysis for the MOS and PN data separately. We emphasize that we do not use the summed spectra for our data analysis, instead we use the joint likelihood procedure described above, but the summed spectra are still useful for illustrative purposes. In particular, we also show the summed best-fit background models in solid red. While these curves appear to be single power-laws, they are actually constructed from sums over 2794 independent power-laws, two for each exposure describing the astrophysical flux and instrumental QPB. The summed data is seen to closely match the summed background models. Furthermore, we illustrate in dotted red what a signal would look like for m s = 7.105 keV and sin 2 (2θ) = 10 −10 . Referring to Fig. 1 , this is a relevant benchmark point as it sits right in the middle of the parameter space of interest for explaining the observed UXL. However, as illustrated in Fig. 2 , this model is clearly inconsistent with the data.
In Fig. 1 we show our fiducial limit along with mean, 1 and 2σ expectations under the null hypothesis. The limit is consistent with expectations and strongly disfavors the decaying DM explanation of the UXL. The best-fit parameter space for decaying DM to explain the previously-observed UXL is in tension with our results by well over an order of magnitude in sin 2 (2θ). In Fig. 3 we show the TS in favor of decaying DM as a function of DM mass, with the 1 and 2σ expectations under the null hypothesis shown in green and yellow, respectively. This figure shows explicitly that we find no evidence for decaying DM.
The TS shown in Fig. 3 is for the joint likelihood analysis over the ensemble of exposures. However, we can also calculate a TS in favor of decaying DM from each individual exposure. Under the null hypothesis, the dis- tribution of TSs from the individual exposures should follow a χ 2 distribution. In the inset of Fig. 3 , we show the histogram of the number of exposures that found a given TS, for our reference mass m s = 7.105 keV. The uncertainties on these histogram points come from Poisson counting statistics. This data is seen to match the expectation under the null hypothesis, which is shown in dashed red. Discussion. In this work we analyzed ∼30 Ms of XMMNewton blank-sky observations for evidence of DM decay in the energy range 3.35 to 3.7 keV. We set the strongest limits to-date on decaying DM in this energy range and found no evidence for DM decay. Our fiducial analysis strongly constrains the decaying DM interpretation of the previously-observed 3.5 keV UXL. In the Supplementary Material (SM) we give extended results and also subject our analysis to many systematic tests, finding our conclusions robust to such changes, while in the Supplementary Data we provide a full list of observations used and our data-reduction software [32] .
We have framed our discussion within the context of the sterile neutrino DM model, but our results apply to any model of decaying DM which produces an X-ray line. Alternate models for the 3.5 keV UXL have been proposed, however, that involve the decay of DM into an ultralight axion-like particle, which converts to photons within the galactic and cluster magnetic fields [33] . Our results do not immediately apply to these models because the spatial morphology of the signal is a convolution of the DM density distribution and the magnetic field distribution. Estimating the size of the effect from [34] , a preliminary analysis indicates that our results are strong enough to also constrain this DM scenario, though we leave a careful consideration of this model to future work. We also leave to future work an extension of the analysis presented here to a broader energy range, and consideration of scenarios where the emission is instead correlated with the integrated DM density squared (see e.g. [35, 36] ).
Evidence against the decaying dark matter interpretation of the 3.5 keV line from blank sky observations
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This Supplementary Material is divided into two sections. In the first we provide additional details on how the data from XMM-Newton used to perform the analysis in the main body is first processed and then analyzed. In the second we detail a number of systematic tests and extended results that highlight the robustness of our main result.
METHODS
We begin by describing how the public data obtained from XMM-Newton is reduced and then analyzed.
Data Reduction
Here we outline the process whereby the data products downloaded from the XMM-Newton Science Archive are processed into the X-ray spectra and QPB flux estimates used in the main body of this work. This process is applied to each exposure individually, and the code developed for this purpose is made publicly available [32] . As part of this work we have applied our data reduction pipeline to all 6,350 observations within 90
• of the Galactic Center, collected by XMM-Newton up to September 5, 2018 (the instrument collected a total of 12,044 observations in that time). The data reduction process makes extensive use of the XMM-Newton Extended Source Analysis Software (ESAS) package for modeling extended objects and the diffuse X-ray backgrounds. The ESAS package is a part of the more general XMM-Newton Science Analysis System (SAS) [37] , of which we used version 17.0.
After selecting an observation, the first step is to obtain gross summary information for this dataset and its associated exposures. To do so, the Calibration Index File (CIF) is generated using the task cifbuild, which locates the Current Calibration File (CCF). The CCF provides information about the state of the detector at observation time; for example, it supplies the location of bad pixels on the detector. Next, the task odfingest is run to generate the Observation Data Files (ODF), which contains uncalibrated summary files in addition to general information on the observation including data quality records. The relevant science exposures for each observation ID to use for data reduction are determined from the Pipeline Processing Subsystem summary file. Note, only PN exposures in submodes Full Frame and Extended Full Frame were chosen to ensure an accurate estimate of the instrumental Quiescent Particle Background (QPB).
From this information, a set of filtered events is then created for both MOS and PN cameras for each available science exposure. The PN pipeline is as follows. The task epchain is first run to generate an event list. The list of out-of-time events, which are events recorded while the CCD is being read out, must be generated with epchain withoutoftime=true. After obtaining the list of events, the task pn-filter is called to record only those events that occurred during a good time interval (GTI). In detail, this task calls the SAS routine espfilt to filter the light-curves for periods of soft proton (SP) contamination. An observation affected by SP will typically have a count rate histogram with a peak at the unaffected rate, and a long tail due to the contamination. espfilt establishes thresholds at ±1.5σ of the count rate distribution, and then creates a GTI file containing the time intervals where the data is contained within those limits. The MOS pipeline is analogous, requiring the tasks emchain and mos-filter.
Now that the data has been cleaned, we identify regions of the dataset we wish to mask. To do so, the routine cheese is applied in order to search for any point sources in the field of view for the energy range 3 − 4 keV. The resulting mask is then used to exclude these sources from further analysis. Applying this mask also removes the necessity of a pile-up correction, as for extended source analyses this is only a concern near point sources. In addition, MOS CCDs flagged as anomalous are disregarded. For example, a suspected micrometeorite impact caused the loss of MOS1 CCD6 on March 12, 2005 , and a similar event caused the loss of MOS1 CCD3 on December 11, 2012. These CCDs are excluded from analysis for observations made after these dates. Note that CCDs within 1σ of the hardness limit are included in our analysis, because we do not analyze the region E < 1 keV.
With the cleaned data masked, the final step is the creation of the spectra and QPB data. For the PN and MOS cameras this is achieved with the tasks pn-spectra and mos-spectra respectively. These tasks use the filtered event files to create the photon-count data, the QPB data, the Ancillary Response File (ARF), and the source count weighted Redistribution Matrix File (RMF), for the masked region but otherwise the full field of view (FOV). The ARF and RMF account for the detector response, and will be described in more detail in the following subsection.
Data Analysis
For a given exposure, we model the observed number of X-rays as originating from a combination of instrumental effects and conventional astrophysical sources, which we consider backgrounds, and a putative DM-induced line as our signal hypothesis. The DM in the Milky Way is sufficiently non-relativistic (v ∼ 10 −3 in natural units) that we treat the decay signal as providing a spectrum that is well modeled by a zero-width line at an energy m s /2. More precisely, the line-width generated by the finite velocity dispersion of DM within the Milky Way is small compared to the energy resolution of the detector. The flux of this line in [counts/cm 2 /s/sr/keV], averaged over the full region of interest (ROI) for this observation, is given by
where the particle physics and D-factor contributions are given by
Above, Γ = 1/τ is the DM decay rate, s is an integration variable along the line-of-sight, and ρ DM is the Milky Way DM distribution, which will be discussed more later in the SM. Note that for our searches for DM decay in the ambient MW, we may compute D using any angular position within the ROI, and use this as a good estimate for the average D factor. This is because variations in the line-of-sight integral through the Milky Way halo are insignificant (at most ∼2% for the regions we consider) over the small XMM-Newton field-of-view. However, if the DM density varies over the scale of the ROI, as is the case when considering extragalactic sources such as galaxy clusters, then the D-factor needs to be carefully averaged over the ROI, accounting for the vignetting of the instrument. For the specific case of sterile-neutrino DM, the decay rate can be related to the mixing angle between active and sterile neutrinos, θ, as
The expression provided here holds for a Majorana neutrino, the expression for a Dirac neutrino is a factor of 2 smaller. By restricting our attention to relatively blank regions of the sky and a narrow energy range, we reduce the number of backgrounds that need to be considered. As discussed in the main Letter, we model the contributions to the X-ray counts by a power-law instrumental QPB rate and a power-law astrophysical spectrum, which may also describe the soft proton background if present. For a review of these backgrounds, see [38] . In principle, the soft proton background is more accurately represented by an unfolded power-law, one that has not been passed through the instrument response, however we find including such an additional model has minimal impact on our results. Physical astrophysical emission may be present within the ROIs from the cosmic X-ray background, extended emission regions, or unresolved populations of Galactic sources. We model the QPB spectrum by a power-law directly in terms of counts, while the astrophysical emission is modeled by a power-law in flux. A flux power-law is, in principle, not directly equivalent to a counts power-law because of the energy-dependent detector response. However, over our narrow energy ranges considered the distinction is not important. Still, for consistency we model the spectra in these different ways.
Given the signal and astrophysical background models, we need to calculate the predicted number of model counts in each of the camera channels. Let us define S(E, θ e phys ) in units of [counts/cm 2 /s/sr/keV], as the signal and astrophysical background spectrum, as a function of energy E. Within this expression, the index e is used to enumerate the different exposures. Further, the parameters θ e phys denote the astrophysical background parameters and the signal parameters for the given exposure e. As we are particularly interested in the signal parameters, we will often separate these out by writing θ e phys = {m s , Γ, θ e B }, where θ e B are the background astrophysical power-law parameters. Note, the QPB is not included here but will be incorporated separately, as described below. By using Γ we are keeping our discussion appropriate for a general decaying DM scenario, but the analysis can immediately be specialized to the sterile neutrino scenario using (S3). In addition, note that for the decaying DM hypothesis the DM parameters do not vary throughout the Milky Way or over time, and thus must be identical across exposures, which is why they do not carry an index e. The background parameters, on the other hand, do vary between exposures and thus must be treated independently.
In order to compare this predicted spectrum to the observed number of X-rays in [counts], we use forward modeling to incorporate the instrument response. In detail, the predicted number of counts in a given energy bin indexed by i is given by
Here t e is the observation time for the given exposure in [s] , ∆Ω e is the angular area of the ROI, the ARF provides the effective area of the detector as a function of energy in [cm 2 ], and the dimensionless RMF accounts for the energy resolution and detector gain effects. All of these detector quantities vary between exposures and so carry an explicit e index. We now add to (S4) the contribution from the QPB rate as a power law across channels
where θ e QPB = {A e QPB , n e QPB } are the model parameters defining the power-law. The separate treatment for the QPB arises as its flux is not folded with the detector response.
At this stage, for the given exposure we now have the total predicted model counts µ 
The data collected in this exposure can be identically binned, such that we can represent the X-ray dataset for each exposure by a set of integers d 
The above likelihood accounts for the X-ray data collected during a given exposure, but there is additional information collected by the cameras that we want to incorporate into our model. This arises in the form of a best estimate for the QPB background during the given exposure, as determined from pixels on the CCD that were shielded and therefore unexposed to direct X-rays. The ESAS tools provide this information as the mean and standard deviation on the (non-integer) QPB counts in each energy bin, which we denote by λ 
In order to account for both the X-ray and QPB data simultaneously, we form the joint likelihood as
where d e = {d e X-ray , d
e QPB } and where θ e B denotes the four model parameters that describe the background astrophysical power-law and the power-law QPB model.
In a similar manner we can construct likelihoods for each exposure, recalling that the signal parameters will not vary between them. Because of this, we will remove these background parameters at the level of individual exposures, using the standard frequentist technique of profiling. At fixed m s we construct the profile likelihood as a function of Γ (a review of this technique can be found in [39] ). In detail, the profile likelihood is given by
withθ e B denoting the value of each of the background parameters that maximizes the likelihood for the specific values of m s and Γ under consideration. We emphasize that this technique does not involve fixing the background to its value under the null hypothesis or the signal hypothesis. Instead, we determine a new value for θ e B for each value of Γ considered, at fixed m s . In practice this is achieved using minuit [40] .
Following this procedure, we construct a profile likelihood for each exposure, leaving a likelihood depending only on the DM parameters. The information from each of these exposures can then be combined into the following joint likelihood, which depends on the entire dataset d = {d e }:
We reiterate that the signal parameters do not vary between exposures. Using the likelihood in (S11) we perform hypothesis testing between a signal model containing a DM decay line at fixed m s and the null hypothesis without the DM line. Following frequentist standards, we will quantify the significance of any excess using a test statistic (TS) for discovery
AboveΓ is the value of Γ that maximizes the likelihood at fixed m s , and asymptotically TS(m s ) = σ 2 , where σ is the significance of the excess. We may also construct a test statistic appropriate for establishing one-sided limits on Γ for a fixed m s . Note that Γ is physically constrained (Γ ≥ 0), though for consistency we must consider negative values of Γ as well, so we define [30] 
This statistic then allows us to determine the one-sided 95% limit on the decay rate Γ 95% by solving q(m s , Γ 95% ) = 2.71. Note that we further power-constrain the limits, to avoid setting stronger limits than expected due to statistical fluctuations following [31] , as discussed in the main text. As mentioned in the text, in order to obtain the expected value for q(m s , Γ), we apply the Asimov procedure [30] to the null hypothesis. While there are situations where the Asimov procedure does not fully capture the statistical fluctuations in the model, we have confirmed that in the present application it returns results that are in good agreement with those determined directly from Monte Carlo.
EXTENDED RESULTS AND SYSTEMATIC TESTS
In this section, we provide extended results for the fiducial analysis presented in the main text and demonstrate that even under reasonable variations to the procedure, the claim that our limits exclude the decaying DM interpretation of the UXL remains robust. This section is organized as follows. First, we subject our fiducial analysis to a key statistical test by injecting a synthetic signal into the data. Then, we present results from individual exposures, studying which observations are contributing most to our limits. In the next section, we consider how our limits depend on assumptions for the DM profile of the Milky Way. Finally, in the last sub-section we explore how our sensitivity varies for different selection criterion on the exposures included in the analysis.
Synthetic Signal
The limit on decaying DM that we find in this work, shown in Fig. 1 , represents a significant advancement from previous studies. As such, it is important to subject our analysis to tests that help validate the limit as being statistically meaningful. One worry might be that, for systematic reasons, the limit is stronger than it should be and that a real signal, if present, would be excluded by our analysis. To test this possibility, we may add a synthetic signal to the real data and verify that our limit does not exclude the signal that we inject.
We perform this analysis for our fiducial selection criterion described in the main text. The results of the test, for three different masses, are shown in Fig. S1 . The x-axes of these plots show the value of the mixing angle for the synthetic signal injected into the data, θ inj , while the y-axes show the mixing angle recovered by our analysis, θ rec . More precisely, the solid red curve shows the 95% one-sided limits that we compute as the injected signal strength is varied. Everything above the red curve is excluded. The dashed black line is the diagonal, which is plotted to help guide the eye. We would be concerned if the red curves ever fell below the dashed black lines, because this would say that we excluded the true value of the injected signal. However, this is not the case for any of the mass points shown, and we have verified that this statement holds true for all of the masses we consider. The dotted green curve, and green and yellow bands show the mean, 1 and 2σ expectations for the 95% one-sided limit under the signal hypothesis, as computed from the Asimov procedure [30] . Our limits are consistent with the assumption that the real data is a realization of the null hypothesis and the only signal contribution comes from that which we inject.
We note there is no inconsistency in that the lower 2σ band for the 95% one-sided limit actually falls below the dashed black curve. This is expected because the one-sided 95% limit and the 2σ bands for the 95% limit have Figure S1 . Results of the synthetic signal test, used as a cross-check on the statistical procedure used in our analysis. We add a fake DM signal to the data, with mixing angle sin 2 (2θinj) as indicated on the x-axes, and recover values sin 2 (2θrec), shown on the y-axes. The three panels denote three different mass points. The red curves show the power-constrained 95% one-sided upper limits that we find on the analysis of the hybrid datasets, consisting of the real data plus the synthetic signal. The bands show the mean, 1 and 2σ expectations for the 95% one-sided upper limit. Importantly, we never exclude the injected signal strength, which is indicated by the red line never dropping below the dashed black diagonal line. different statistical interpretations, since the 2σ band is a 2-sided interval while the one-sided 95% limit is a statement about a one-sided interval. Another feature of S1 is that the lower 2σ bands flatten at low injected mixing angles. This is because we are showing power-constrained limits [31] , where the limits are power-constrained with respect to the expectations under the null hypothesis.
Another concern one may have that we can address within the context of simulated data is the effect of assuming the wrong DM density profile. Later in the Supplementary Material, we consider how our limits change for different assumed DM profiles. Here, we address the question of whether the evidence for a real DM-induced line may be obscured if an incorrect DM profile is used in the profile likelihood analysis. Towards that end, we follow the same procedure described above to construct a hybrid dataset consisting of the real data and a synthetic signal at m s = 7.0 keV. That synthetic signal is constructed assuming our canonical NFW DM profile. We than analyze the synthetic data assuming the DM profile follows the Burkert DM profile [41] described later in the Supplementary Material. That profile is an extreme departure from the NFW DM profile, in that it has a roughly 9 kpc core. The difference between the spatial morphologies of the NFW profile and the Burkert profile can be thought to encapsulate likely the largest mismatch between the DM profiles we test in this work and the real profile of the Milky Way.
In Fig. S2 we show the resulting TS in favor of DM as a function of the synthetic injected mixing angle, for an analysis that assumes the correct NFW DM profile and also an analysis that takes the incorrect Burkert DM profile. The two TS curves are extremely similar, supporting the claim that a real signal is not going undetected because we do not have precisely the correct DM density profile. The reason for this result is that in both cases the D-factor does not change appreciably between different exposures in our region of interest. Note that in both cases the TS at sin 2 (2θ inj ) ≈ 10 −10 is ∼10 3 , meaning that at this signal strength the DM-induced line should have been detected at approximately 30σ. Of course, if the DM profile used in the analysis is not correct then the limit will also be off in some systematic way. However, we find in practice (such as in the example illustrated in Fig. S2 ) the true limit, constructed with the correct DM profile, may be obtained by rescaling the limit obtained with the incorrect DM profile by the appropriate ratio of mean D-factors, where the means are constructed from the ensemble of exposures used in the joint-likelihood analysis.
Note that as an additional cross-check, later in the Supplementary Material we compute the limit on the DMinduced line in regions consisting of narrow annuli centered around the Galactic Center. For all the DM profiles considered, these annuli are small enough that the DM density does not change appreciably between exposures in these subregions. We find that many of inner annuli alone produce strong enough limits to significantly disfavor the decaying DM interpretation of the UXL.
Individual Exposures
The main result of this work relied on the construction of the joint likelihood over 1,397 independent exposures. It is worth considering, however, the sensitivity of the top individual exposures themselves, and their individual properties. Before doing so, we take a closer look at how the individual exposures in our fiducial analysis are distributed. Figure S2 . As in Fig. S1 , we add a fake DM signal to the real data, with mixing angle sin 2 (2θinj) as indicated on the x-axis. Here we have fixed ms = 7.0 keV. We show the TS in favor of DM assuming in the analysis both the correct NFW DM profile, which was used in the production of the synthetic signal, and also the Burkert profile with a 9 kpc core. The evidence in favor of DM is seen to be relatively insensitive to the actual DM profile assumed. 
Spatial Distribution of exposures

Goodness of fit for individual exposures
In this subsection, we explore how well the null hypothesis fits the data for the individual exposures. We quantify the goodness of fit through the δχ 2 per degree of freedom. In calculating δχ 2 we only include the X-ray count data, and we also take the degrees of freedom to be the number of data points minus two, where the two accounts for the two degrees of freedom in the astrophysical power-law. We assume that the QPB model parameters are already fixed by the QPB data, for the purpose of counting model parameters. There are typically ∼100 energy bins in the 0.5 keV energy window around the putative line energy considered in the analysis. Note that the exact number of energy bins varies slightly as a function of the line energy. For definiteness, we present results for m s = 7.1 keV, though the results at other masses are similar. In this case, there are 100 energy bins included in the MOS analyses and 97 in the PN analyses. Thus, we take 98 (95) degrees of freedom for the MOS (PN) exposures.
In Fig. S5 we show the distribution of δχ 2 /DOF over all of the MOS (left) and PN (right) exposures in the fiducial analysis. Note that the vertical error bars show the 1σ Poisson counting uncertainties. The data histograms are seen to be consistent with expectations under the null hypothesis. In particular, under the null hypothesis these distributions should follow the χ 2 distribution with the appropriate number of degrees of freedom. These distributions are shown in dashed red.
Top 10 Exposures
Next, we show the limits obtained from the top 10 exposures individually. These exposures are listed in Table S1 , ranked in order of the strongest predicted limit under the null hypothesis, from the Asimov analysis at m s = 7.0 keV. Interestingly, none of the top 10 exposures were looking for extended emission. Rather, these observations were looking at specific astrophysical sources, which we mask in our analysis.
In the left panel of Fig. S6 we show the one-sided 95% power-constrained limits obtained from these exposures. Many of these top 10 exposures are themselves strong enough to independently disfavor the decaying DM interpretation of the UXL. Moreover, none of these exposures show significant evidence for an UXL. This is illustrated in the right panel of Fig. S6 , which shows the TSs as a function of mass for the top 10 exposures. Note that there is only one exposure whose TS exceeds the 2σ expectation. This, however, is not surprising, considering that there are 10 independent exposures and each exposure has roughly three independent mass points across the mass range considered.
Profile Likelihood for the Top Exposure
In this subsection we go into more detail for the analysis of our top exposure, with observation ID 0653550301 as given in Table S1 . The point here is not to focus on this particular exposure, but rather to illustrate the profile likelihood procedure at the level of the individual exposures.
The X-ray count and QPB data for this exposure are shown in the left panel of Fig. S7 . The data are shown over a 0.5 keV energy range centered around the example line energy in question of 3.55 keV. In addition to the data, we Table S1 . The top 10 XMM-Newton exposures in the fiducial analysis presented in this work. The exposures are ranked by their predicted limits under the null hypothesis at ms = 7.0 keV from the Asimov analysis.
show the best-fit QPB and astrophysical models under the assumption of no signal. The models are seen to fit the data at the level of statistical noise, which can be quantified by calculating the χ 2 per degree of freedom: χ 2 /DOF ≈ 1.016. We then construct the profile likelihood for the putative line signal at 3.55 keV. Note that in constructing the profile likelihood we re-fit for the best-fit nuisance parameters for each value of the line signal strength, as is mandated by the profile likelihood procedure. The resulting profile likelihood is shown in the right panel of Fig. S7 . We show the profile likelihood as twice the difference in log likelihood with the convention
whereθ is the value of θ that maximizes the likelihood. Note that the best-fit mixing angle is slightly negative in this case. To convert from counts to flux to sin 2 (2θ) within this exposure and for m s = 3.55 keV, it is useful to know the following properties. First, the average D-factor within this region for the fiducial NFW profile is 9.15 × 10 28 keV/cm 2 . Second, the channel bin widths are 0.015 keV wide because this is a PN exposure. And third, a spectral value of 1 count/cm 2 /s/sr/keV at 3.55 keV produces, on average, ∼22 counts, distributed across a ∼0.2 keV-wide window in channels about 3.55 keV, due to the energy resolution of the camera.
Lastly, it is useful to compare the 2 − 10 keV intensity and the QPB rate for this exposure to sets of cuts on our fiducial analysis. Under the null hypothesis, we infer F 2−10 ≈ 3.47 × 10 −11 erg/cm 2 /s/deg 2 and a QPB rate that is in the lower 57% percentile, with a rate of ∼0.127 QPB counts/s. Table S1 . In addition to the data we show the best-fit QPB and astrophysical models, under the assumption of no UXL. The energy range shown corresponds to that used for our fit looking for a 3.55 keV line, and the individual energy bins are 0.015 keV wide. (Right) The profile likelihood for the strength of the 3.55 keV signal for the dataset shown on the left, in terms of the active-sterile mixing angle.
Dependence on the Dark Matter Profile
In this subsection we consider how our results vary as a function of the assumed DM profile for the Milky Way. For our fiducial analysis we used the NFW DM profile [24, 25] for the DM density ρ DM (r)
with r the distance from the Galactic Center and r s the scale radius. The density normalization parameter ρ 0 is fixed to give the measured local DM density ρ local at the solar radius r . In our fiducial analysis, we took ρ local = 0.4
GeV/cm 3 , r = 8.127 kpc, and r s = 20 kpc. Small perturbations to these assumed values have a minimal effect on the sensitivity.
Next, we want to consider the effects of departing from the assumed NFW profile. One possibility is that baryonic feedback in the inner regions of the Milky Way cores out the inner part of the DM halo, though recent hydrodynamic simulations of Milky Way size galaxies also suggest that the feedback could increase DM density [42] , which would strengthen our sensitivity. Still, to address the more pessimistic scenario, we consider the possibility that within the inner 1 kpc of the Milky Way, the DM density profile is flat and cored. Explicitly, we take
where r c = 1 kpc is the core radius. Figure S8 compares the limit we obtain with this DM profile (dotted) to our fiducial limit (solid); the difference between the two limits is minimal. This is because we mask the inner 5
• of the Milky Way, which covers almost the entire region that would be affected by the 1 kpc core. Figure S8 . The decaying DM parameter space, as in Fig. 1 , compared to the limits found in this work for different assumptions about the DM density profile. In additon to the fiducial NFW profile, we consider the NFW profile with a 1 kpc core and the Burkert profile with a 9 kpc core. See text for details.
In order to make sure that our limits, or more specifically our limits relative to the best-fit regions for the decaying DM interpretation of the UXL, are robust to the assumed DM profile, we consider the Burkert profile [41] :
where r c is the core radius and again ρ 0 is fixed by matching ρ local . In the spirit of being maximally conservative, we take the core radius to be r c = 9 kpc, which effectively corresponds to coring the DM density profile within the solar radius. While there is no indication that this density profile describes our own Milky Way, it is a instructive testing point. The limit that we find in this case is also shown in Fig. S8 . Importantly, even with such a pessimistic DM profile we still find that the best-fit regions for DM to explain the UXL are in significant tension with our results. In fact, changing between the NFW and Burkert profiles has a relatively small affect on the limit, which is due to the fact that within our fiducial region the difference between the D-factors computed between the two profiles is relatively small.
Variations to Selection Criteria
In this subsection we consider how our limits change when we vary the selection criterion for the exposures that go into the joint likelihood. We summarize the various combinations of the criterion that we consider in Table S2 . The region of interest extends from r min to r max from the Galactic Center, with the Galactic plane masked at |b| min . We include all exposures with 2-10 keV intensity less than I Table S2 . The different selection criterion that we consider as tests of the sensitivity of the analysis to the criterion that decide which exposures are included.
In Fig. S9 we show the limits obtained with the criterion given in Table S2 . The main conclusion of this workthat the decaying DM interpretation of the UXL is in tension with our results -is seen to be insensitive to these variations to the selection criterion. Table S2 . In all cases the decaying DM origin of the UXL is in tension with the resulting limits.
An Analysis in Disjoint Regions
In this subsection we explore a version of our analysis performed separately in multiple disjoint regions. We will determine the TS in favor of DM within each region, and show that the distribution is consistent with the null hypothesis. In the main body, we showed in the inset to Fig. 3 the distribution of TSs for the individual exposures combined into the joint likelihood used in our fiducial analysis. However, in the presence of a small signal of strength near our limiting value, this distribution may not look substantially different from the null hypothesis χ 2 distribution, since the effect on each individual exposure is small. The aim of this subsection is to extend this check, by looking at the TS distribution across a number of regions, including several comparable to that in our fiducial analysis. Recall that our fiducial analysis includes exposures within 5
• of the Galactic Center. In this section, we firstly consider dividing the region between 5
• and ∼90
• into four approximately equal exposure regions, with the first region being our fiducial region, the second region extending from 45
• to 62.2 • , the third region from 62.2
• to 74.0
• , and the fourth from 74.0 • to 83.4
• . Note that all of these regions have approximately 30.6 Ms of exposure, by construction. Naively, these regions should also be approximately equal area, though in practice we see that the area of the concentric circular regions decreases with distance from the Galactic Center. This is due to our flux cut on individual exposures, which is harder to satisfy for observations closer to the Galactic Center. We compute the TS in favor of DM for analyses in each of these regions for three different mass points: m s = 6.9, 7.1, and 7.3 keV. We use the three independent mass points in order to increase our statistics when constructing the TS distribution. We then combine the TSs from the different mass points; the resulting distribution of TSs is shown in Fig. S10 . Note that the distribution TSs follows the one-sided χ 2 distribution, as expected under the null hypothesis, though the number of independent analyses N anal is limited. This supports the claim that there are not large systematic uncertainties present, but rather our uncertainty is dominantly statistical. We note that the bin with TS = 0 is not shown in Fig. S10 . We expect that half of our 12 analyses should produce TS = 0, observing 7 +3.8 −2.6 . This is consistent with the predicted number, which in this case is 6. • , where r is the angle from the Galactic Center. These regions have approximately 30.6 Ms of exposure each, with our fiducial set of flux and QPB cuts. We also show in red the expectation from statistical fluctuations of the null hypothesis, as determined by the χ 2 distribution, finding good agreement between the two. Note the bin with TS = 0 is excluded from the figure. (Right) The best fit value of sin 2 (2θ) for each of our four regions, identified by their minimum angle from the Galactic Center, for ms = 7.1 keV. As we move to larger distances, the signal contribution decreases, and so if a systematic effect was hiding a real signal at ms/2, we would expect the best fit mixing angle to become increasingly negative. This is not observed.
In the right panel of Fig. S10 , we show how, at m s = 7.1 keV, our best-fit mixing angle sin 2 (2θ) changes between the analyses in the four independent regions described above. The bands show the expectations under the null hypothesis; note that for statistical consistency, we must include the possibility of negative sin 2 (2θ). This figure is meant to address the concern that if our background model systematically under predicts the counts at energies ∼m s /2, but also a real signal is present, the evidence for that real signal could be obscured. However, in that case as we go further and further from the Galactic Center, and the signal contribution decreases in strength, we would expect the best-fit mixing angle to become more and more negative. This is clearly not what we see (in fact there is a slight, though not significant, trend in the other direction). This supports the claim that our analysis is statistically limited and that there is not a systematic effect at m s /2 obscuring the presence of a signal.
By choosing regions comparable to our fiducial analysis, the number of regions considered above N anal is quite limited. We can seek to find an intermediary regime between this result and the inset of Fig. 3 by decreasing the size of our concentric regions. This, however, will come at the cost of reduced sensitivity, since each individual analysis does not have as much exposure. In the extreme limit of individual exposures, the limits obtained are shown in Fig. S6 . As an illustration, we consider taking 45 approximately equal-exposure regions, with the first region extending from 5
• to 10 • , the second from 10
• to the 15.4
• , and the last from 88.6
• to 88.9
• . All of the sub-regions have approximately 3 Ms of exposure. The distribution of TSs at m s = 6.9 keV, 7.1 keV, and 7.3 keV over these analyses is shown in the right panel of Fig. S11 . The TS distribution again appears consistent with the expectation under the null hypothesis. This provides weight to the claim that in this case the dominant source of uncertainty is statistical and not systematic. The limits obtained from the inner four rings are shown in the left panel of Fig. S11 . While these limits are slightly weaker than in our fiducial analysis, they still each strongly constrain the decaying DM interpretation of the 3.5 keV line. • to 10
• , and we show the limits from the first four rings. These limits are individually weaker than the limit from our fiducial analysis, which has around 10 times more exposure, but still strong enough to individually constrain the decaying DM interpretation of the UXL. (Right) As in S10, but for analyses in the concentric circle sub-regions used in the left panel.
