Introduction
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[2] The Mars Orbiter Laser Altimeter (MOLA) [Zuber et 35 al., 1992] became the first planetary ranging lidar on Sept. 36 15, 1997. In the succeeding 45 months, more than 600 37 million ranges were obtained, improving our knowledge of 38 the topography of Mars by 3 orders of magnitude [Smith et 39 al., 2001] . Altimetric shots provide information character-40 izing the target surface within the laser footprint, since 41 surface height variations h broaden the laser pulse by 2h/c 42 or 6.67 ns m
À1
, where c is the speed of light. Garvin et al. 43 [1999] and Smith et al. [2001] reported roughness estimates 44 for early MOLA profiles and initial results during mapping, 45 using pulse width and energy inversions based on analytic 46 theory and preflight calibrations. However, the pulse width 47 measurements of an internal diode standard were lower than 48 preflight, and the observed ground pulse widths were often 49 inconsistent with theoretical system response. Moreover, 50 inversions were sensitive to measurement errors. In this 51 paper we present an inflight calibration of the pulse width 52 and energy, and discuss the resulting implications for sur-53 face characteristics. 54 [3] Dividing the received pulse energy by the outgoing 55 laser energy using the link equation [Abshire et al., 2000 [8] Figure 1 shows the detection scheme on a single 104 channel. The first channel to exceed its threshold setting y 105 triggers the range measurement. To compensate for back-106 ground noise variability from night to day, flight software 107 adjusts the thresholds on each channel once per second at 108 settings from 0 -255 mV, typically from 40-100 mV. The 109 threshold on channel 1 was commanded to 245 mV after 3 110 months of operation to mitigate pulse width saturation. 111 After clocking the leading edge of the return, the electronics 112 measure the duration of the pulse above threshold and the 113 energy between threshold crossings using charge-time con-114 verters (QT100's), whose output is digitized to 6 and 8 bits 115 precision, respectively. Each QT100 gives a number of 116 counts linearly proportional (with an offset) to input. The 117 width of the pulse between threshold crossings W y is given 118 by
120 where P w is the raw pulse width measurement, a w is the 121 scale factor per least significant bit (LSB), b w is offset, and i 122 is the trigger channel. 
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Figure 2. Preflight channel 1 pulse width calibration (dashes) and recalibration from this study (solid lines). Symbols plot maximum pulse width possible for a given threshold and energy, for shots over the course of a day. Grayscale region shows an array of pulse width lower bounds from system response obtained by solving Equations (5) and (6). Density ranges from 1 to 10,000 shots per day. 
161 and is approximately Gaussian. The output pulse shape as a 162 function of time is: 197 [13] To avoid such a singularity, we solve directly for s t 198 using the nonlinear total least-squares algorithm of Taran-199 tola [1987] , wherein the parameters and observations are 200 considered a random variable x, with covariance C x , related 201 by an implicit theory f(x) = 0. This theory is given by the 202 amplitude and area equations for an ideal Gaussian pulse 203 waveform: 
233 Assuming maximal unsaturated pulse area counts, this 234 equation predicts that channel 1 pulses can resolve terrain 235 response as low as 1 m (6.67 ns) RMS, and can provide 236 20% uncertainty in response over a range of 3 -30 m RMS. 237 Our solution closely matches that of Abshire et al. [2000] , 238 but without singularities at the lowest and highest counts. 
Interpretation of Surface Roughness
240
[15] A terrain response function and its variance has been 241 given by Gardner [1992] . Where the laser beam pattern is a 242 bivariate Gaussian with a small RMS divergence angle g, 243 neglecting the effects of shot noise, speckle, wavefront 244 curvature, and forward scattering through clouds, we write 245 as a special case
247 where s m 2 is due to height variability of Mars within the 248 footprint after a regional slope is removed, R m is the laser 249 one-way range, and tan q is the surface slope with respect to 250 the incident laser beam. As nearly all MOLA observations 251 are at nadir, we equate the effect of slope over long 252 baselines to that of oblique incidence. 253 [16] The nominal MOLA laser footprint diameter, 168 m 254 (90% of energy) [Abshire et al., 2000] at a spacecraft 255 altitude of 400 km, corresponds to g = 93mrad for a 256 Gaussian beam. The actual laser beam pattern wasn't ideal, 257 and the detected portion is probably smaller. We use the 258 Gardner [1992] model to estimate an effective g, sampling 259 a high-resolution (1/128°per pixel) topographic dataset to 260 provide tan(q) in the direction of maximum slope over the 261 volcano Elysium Mons, where slope magnitudes range from 262 0 to 0.25 but the terrain is otherwise relatively smooth. 263 Figure 3 shows a scatterplot of s t vs. slope. For terrain with 264 a more or less monotonic slope, one expects at least as much 265 pulse spreading as given by (11 
