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a0 の速度選択を行う（ゲームの木として図 1参照）。ドライバーは、規制速度 a1 で運転すれば、通常通
りに目的地に到着することができ、効用 v1 を得る。一方、実勢速度 a0 で運転すれば、目的地へ早く到
着することができ、効用 v0 を得る。実勢速度 a0 が、規制速度 a1 での運転よりも早く目的地へ到着でき




図 1: ゲームツリー（栗野・高原, 2016）
政府は、ドライバーの選択速度を観察することができるが、その程度はドライバーの選択する情報開
示技術に依存する。部分情報開示とは、ある確率でドライバーの速度選択が政府に観察されることをい
う。この確率を q 2 (0; 1)と表し、外生的に与えられている。一方、完全情報開示は、ドライバーの速度
選択が常に（確率 1で）政府によって観察されることをいう。よって、情報開示技術は、確率 p 2 fq; 1g




に観察され、実勢速度 a0 のとき罰金 t10(< 0)、規制速度 a1 のとき報酬 t11( 0)を課す。ここで、報酬や
罰金は、単に tp0 や tp1 で表し、正のとき報酬、負のとき罰金を表す。一般に罰金も報酬と呼ぶ。一方、現
行制度と同様に、部分情報開示（p = q）では、実勢速度 a0 が観察された時のみに罰金（tq0 < 0）を課
す。規制速度 a1 が観察された場合の報酬 tq1 は与えない（tq1 = 0）。これらの部分情報開示での報酬と罰
金は外生的に与える。
ドライバーの効用は、速度選択による効用（v0 か v1）に加えて、報酬 tqk に対する効用を得る。この効
用は、連続かつ厳密な増加関数 u : R! Rで与えれ、u(0) = 0を満たす。政府の報酬とドライバーの選
択による利得は、ゲームの木（図 1）のようになる。
政府は、速度情報の社会的活用のため、完全情報開示に対する評価 B のほうが部分情報開示の評価 b
よりも大きいと仮定する。政府の利得もゲームの木（図 1）のようになる。
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と定式化でき、次の定理を得る。
定理 1 (栗野・高原、2016 ). 部分情報開示・実勢速度で運転するドライバーに対する最適報酬体系 (t10; t11)
は、
t10  u 1(qu(tq0)) < 0;
t11 = u
 1(v0   v1 + qu(tq0))  0:
を満たす。この式を満たす最適報酬体系ならば、部分情報開示・実勢速度で運転するドライバーは完全
情報開示・規制速度で運転する。
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と定式化でき、次の結果を得る。
定理 2 (栗野・高原、2016 ). 部分情報開示・規制速度で運転するドライバーに対する最適報酬体系 (t10; t11)
は、















金 tq0 =  12; 000、実勢速度走行の効用 v0 = 3; 000、規制速度走行の効用 v1 = 1; 500 と固定した。ま
た、外生変数である観察確率 q は、今後 IoTの進展で増加すると考えられるので、0.01から 0.9までの
間で変動させた。このとき、最適報酬体系 (t10; t11)は、定理 1と 2より、
• v0 + qt
q
0  v1 のとき、jt10j  qjtq0j、t11 = v0   v1 + qtq0.
• v0 + qt
q




• v0 + qt
q
0  v1 のとき、jt10j = qjtq0j+ 200、t11 = v0   v1 + qtq0.
• v0 + qt
q
0 < v1 のとき、jt10j = v0   v1 + 200、t11 = 0.
これらの理論値は、リスク中立的なドライバーが完全情報開示と規制速度を選ぶような報酬体系である。
しかし、ドライバーのリスク態度によっては、最適報酬体系の下で、完全情報開示・規制速度を選ばない
可能性もある。よって、観察確率 q に加えて、罰金 t10 と報酬 t11 を処置変数とする。トリートメントを
(q; x; y)と表し、xは報酬理論値からの乖離、y は罰金理論値からの乖離を表す。




まず、観察確率 q 2 f0:01; 0:1gのとき、報酬理論値 t11 とそれから 100乖離した値 t11  100、罰金理論
値 jt10jとそれから 100乖離した値 jt10j  100を処置変数とした。すなわち、トリートメント (q; x; y)は、
q 2 f0:01; 0:1g, x 2 f 100; 0; 100g、y 2 f 100; 0; 100gとなっている。一方、観察確率が q = 0:5のと
きは、報酬理論値 t11 が 0になるため、トリートメント (0:5; x; y)は、x 2 f0; 100g、y 2 f 100; 0; 100g
となっている。この場合のトリートメント数は 2 3 3 + 2 3 = 24である。
観察確率に対する被験者の行動を検証するため、観察確率を 0.001、そして 0.1 から 0.1 刻み
で 0.9 までの検証を行う。上記で q 2 f0:01; 0:1; 0:5g で既に設定しているので、それ以外の q 2
f0:2; 0:3; 0:4; 0:6; 0:7; 0:8; 0:9g において、トリートメント (q; x; 0) と設定する。ここで、報酬理論値 t11
は 0なので、x 2 f0; 100gとしている。この場合のトリートメント数は 7 2 = 14である。したがって、












ムの木で、実現する経路（path）のみを聞く方法である。一方、Strategy method (Selten, 1967)がある
が、これはゲームの木で strategyを聞く方法である。両方法は戦略的には全く同じであり、文献では両
















集めた箱分のポイントを得ることができる。集めた箱の数を k とする。k < 50はリスク回避的な人であ






























リスク回避的 (k  49) 37:4%(58人)
リスク中立的 (k = 50) 18:7%(29人)
リスク愛好的 (k  51) 43:8%(68人)
集めた箱の最小の数は 10であり、最大は 99であった。平均は 50.8となった。ヒストグラムを図 4で
示す。









観察確率 q 報酬・罰金の理論値 報酬の増加 罰金の増加
1% 43.9 % 64.5 % 48.4 %
10% 53.5 % 55.5 % 62.6 %
50% 78.1 % 93.5 % 73.5 %
　 　　　　　　　　　注：被験者の総数は 155人である。
表 2: 二群間の比較
観察確率 q ()報酬の増加 理論値 ()罰金の増加 理論値 (!)報酬の増加 罰金の増加
1% 0.00000*** 0.04738** 0.00000***
10% 0.2865 0.001507** 0.9616
50% 0.00000*** 0.9053 0.00000***

























観察確率 q リスク態度 報酬・罰金の理論値 報酬の増加 罰金の増加
1%
回避 48.3 % 72.4 % 55.2 %
中立 37.9 % 58.6 % 41.4 %
愛好 42.6 % 60.3 % 45.6 %
1%合計 43.9 % 64.5 % 48.4 %
10%
回避 65.5 % 62.1 % 70.7 %
中立 48.3 % 62.1 % 58.6 %
愛好 45.6 % 47.1 % 57.4 %
10%合計 53.5 % 55.5 % 62.6 %
50%
回避 81.0 % 94.8 % 82.8 %
中立 79.3 % 93.1 % 75.9 %
愛好 75.0 % 92.6 % 64.7 %
50%合計 78.1 % 93.5 % 73.5 %
　　　　　　注：被験者の総数は 155人であり、リスク回避的：58人、リスク中立的：29人、リスク愛好的 68人である。
表 4: リスク態度ごとの二群間の比較
観察確率 q リスク態度 ()報酬の増加 理論値 ()罰金の増加 理論値 (!)報酬の増加 罰金の増加
1%
回避 0.0005283*** 0.09083* 0.004182**
中立 0.02054** 0.3864 0.0363**
愛好 0.0007583*** 0.242 0.002239***
10%
回避 0.7549 0.1493 0.9071
中立 0.06472* 0.1165 0.3949
愛好 0.4008 0.006712*** 0.9671
50%
回避 0.01176** 0.3884 0.01171**
中立 0.03593** 0.6817 0.0363**
愛好 0.0003135*** 0.9671 0.00007***




























40%、リスク回避的は 1%から 10%、リスク中立的なひとは 10%から 30%、リスク愛好的なひとは、観
11
表 5: 全体の限界効果
1 2 3 4
観察確率 0.00862*** 0.00008 0.00044*** -0.00914***（0.00040） (0.00006) (0.00013) (0.00040)
罰金 0.00045*** -0.00006*** -0.00013*** -0.00025***（0.00006) (0.00002) (0.00004) (0.00005)
報酬 0.00080*** -0.00006*** -0.00046*** -0.00027***
(0.00007) (0.00002) (0.00005) (0.00005)














pj = + 1(観察確率) + 2(罰金) + 3(報酬) + :




















　　　　　　　　　　　　　　　注：カッコは標準偏差を表す。*p < 0:1、**p < 0:05、***p < 0:01を表す。
表 7: リスク回避的な被験者の限界効果
1 2 3 4
観察確率 0.00912*** 0.00004 0.00038* -0.00953***（0.00086） (0.00008) (0.00022) (0.00087)
罰金 0.00041*** -0.00003 -0.00014** -0.00024***（0.00009) (0.00002) (0.00006) (0.00007)
報酬 0.00066*** -0.00003 -0.00037*** -0.00026***
(0.0001) (0.00002) (0.00008) (0.00007)
　　　　　　　　　注：カッコは標準偏差を表す。*p < 0:1、**p < 0:05、***p < 0:01を表す。


















1 2 3 4
観察確率 0.00793*** 0.00005 0.00031 -0.00829***（0.00089） (0.00009) (0.00027) (0.00087)
罰金 0.00046*** -0.00004 0.00002 -0.00044***
(0.00015) (0.00003) (0.00011) (0.00011)
報酬 0.00092*** -0.00004 -0.00047*** -0.00041***
(0.00016) (0.00003) (0.00013) (0.00011)
　　　　　　　　　注：カッコは標準偏差を表す。*p < 0:1、**p < 0:05、***p < 0:01を表す。
表 9: リスク愛好的な被験者の限界効果
1 2 3 4
観察確率 0.00913*** 0.00014 0.00057*** -0.00983***
(0.00054) (0.00012) (0.0002) (0.00054)
罰金 0.00044*** -0.00011*** -0.00016** -0.00018**
(0.0001) (0.00003) (0.00007) (0.00008)
報酬 0.00089*** -0.00010*** -0.00057*** -0.00022***
(0.00011) (0.00003) (0.00009) (0.00008)
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