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INTEGRATED STUDY OF FLIGHT STABILIZATION WITH FLAPPING WINGS IN CANONICAL URBAN FLOWS
Rajat Mittal (Johns Hopkins University) Tyson Hedrick (University of North-Carolina at Chapel Hill)
I. Objectives
The objective of the proposed project was to understand how animals stabilize their flight in unsteady flows that are representative of urban environments. These environments pose unique challenges for flapping wing micro-aerial vehicles (MAVs) (see F Fi ig g. . 1). While operating below rooftop level, MAVs will encounter highly unsteady flows associated with building wakes, regions of high flow velocity created in narrow passages, shear layers, as well as energetic recirculating corner flows. Successful operation will therefore require that MAVs be able to stabilize their flight in such an environment. The primary focus of the project was to gain insights into how animals modify wing kinematics and exploit wing, as well as body deformation when flying in a perturbed environment. The computational modeling employed a high-fidelity CFD-FSI tool that is based on a Navier-Stokes immersed-boundary solver. This 3-D, parallelized, DNS/LES solver simulates flows with complex moving boundaries on stationary Cartesian grids, and is well suited for this research. The experiments employed high-speed, high resolution videogrammetry of hawkmoths and butterflies in free flight. Controlled aerodynamic perturbations were provided in ways designed to elicit specific dynamical responses. In addition to the aerodynamic forces and mechanisms, we studied how insects manipulate their inertial properties during complex flight regimes. The study employed un-tethered insect flight experiments coupled with computational modeling of the aerodynamics. Sophisticated flight dynamics models were developed based on the experimental/computational analysis, and used to explore new concepts for stabilizing and controlling bioinspired, flapping wing MAVs.
II. Background
To better understand the challenge for MAVs in urban flows, consider the flow associated with a building that has a characteristic size of 10 meters, and a nominal wind speed of 2 m/s. Given a universal Strouhal number of about 0.16 (Roshko 1954) , the Kármán vortex shedding from such a building would occur at a frequency ( K f ) of about 0.03 Hz. While this frequency is significantly lower than the typical wing flapping frequency of a MAV (which would be in the 10-100 Hz range), the frequency of vortex rollup in the separated shear layer, which scales as 0.67 0.02Re (Prasad and Williamson 1996) , would be about 10 Hz. While K f and SL f represent lower and upper bounds of the energetic range, non-linear interactions in the flow will, in fact, produce energetic scales at all intermediate frequencies. The length scales of these perturbations will also range from O(10m) (for the wake) down to a few centimeters for the smallest shear layer eddies. This is schematically shown in F Fi ig g. . 2 . Furthermore, given that typical perturbation velocities in a shear layer can be as high as 50% of the freestream velocity (Balachandar et al. 1997 ), MAVs in an urban environment could experience velocity perturbations of about a meter per second or more. Of all the aerodynamic perturbations, those with time and length scales which are one to two orders of magnitude larger than the MAV (denoted as the "critical range" in F Fi ig g. . 2) are expected to be most troublesome. On the one hand, these scales are small/rapid enough that they cannot be considered to be in the "quasi-steady" regime for MAVs, and on the other, they are large enough to produce significant perturbation magnitudes. The simple scaling analysis described above clearly shows that such perturbations are indeed expected to be present in urban flows, and therefore, MAVs will have to be designed to operate (fly, hover, and perhaps, perch and take-off) in the presence of such perturbed flows. Furthermore, negotiating tight exterior as well as interior (inside buildings) flight paths requires a high level of maneuverability. At the same time, MAVs have to be able to stabilize their flight in unsteady environments when required, and also be robust enough to remain operational despite incidental contact with solid objects. These are some of the key challenges for MAV design. It should be noted that atmospheric turbulence also poses somewhat similar challenges for flapping wings MAVs and although the current proposal was targeted specifically at urban environments, much of what has been learnt here is also relevant to MAV flight in atmospheric turbulence.
III. Status of Effort
The effort has been successful in accomplishing all of its original objectives. In Section IV below we provide a detailed description of the major accomplishment and new findings.
IV. Accomplishments and New Findings

A. Computational Modeling of Insect Inspired Flapping Wing Flows
A critical first step in CFD based analysis of flight stability of insects is to demonstrate the ability of CFD to accurately predict all the quantities of interest (such as time-varying lift, drag and moments). This was accomplished by performing a comprehensive validation study for a hovering Hawkmoth. The hawkmoth species examined here, Manduca sexta, is a relatively large (~2g body mass, 10cm wing span), nectivorous insect with a number of characteristics that make it and its close relatives particularly useful subjects in laboratory studies of animal flight. The moths were recorded while hovering in front of an artificial flower in a glass-walled flight chamber by a set of three orthogonally positioned high-speed video cameras (see F Fi ig g. . 3). Three-dimensional kinematics were obtained by tracking the location of the left and right wing base, wing tip, and the forewing notch on the trailing edge of the wing, the center of the head, the thorax-abdomen junction and the tip of the abdomen through 4.5 successive hovering wingbeats including the wingbeat used for the Navier-Stokes analysis (see F Fi ig g. . 4a). Next, the 3D location of the center-of-mass for each of the four body segments (left wing, right wing, thorax (including head) and abdomen) was estimated. We then computed the segment accelerations by taking the secondderivative with respect to time and adding a gravitational acceleration of 9.81 ms -2 . These 3D accelerations were then converted to forces by multiplying by the segment masses and added together to reveal the net instantaneous aerodynamic force exerted on the moth.
A sharp-interface immersed-boundary method (Mittal & Iaccarino 2005 ) described in Mittal et al. (2008) and Seo et al. (2011) has been used in these simulations. The governing equations are the threedimensional unsteady, viscous incompressible Navier-Stokes equations. The effect of the immersed boundary on the flow is incorporated by using a multi-dimensional ghost-cell methodology. This method falls in the category of sharp-interface discrete forcing immersed boundary methods (Mittal & Iaccarino 2005) . The current method employs an unstructured grid with triangular elements to represent the surface of three-dimensional bodies such as the insect wings, which is immersed into the Cartesian volume grid (F Fi ig g. 4) . The ghost-cells are defined as the cells inside the solid that have at least one neighbor in the fluid. The second-order accurate discretization on the body surface along with the second-order accuracy of the fluid cells leads to second-order local and global spatial accuracy in the computations (Mittal et al. 2008) . F Fi ig gu ur re e 5 panels (a) to (d) show the vortex structures around the body and wings of the hovering moth during one cycle. A distinct leading-edge vortex (LEV) is generated at the beginning of downstroke. In addition, a tip-vortex (TE) and a trailing-edge vortex (TEV) are also generated from each wing and these are observed to wrap around the wing. Later, as the wings start to accelerate downwards (F Fi ig g. . 5b) the LEVs and TEVs grow in size and the TEVs are shed from the wings. The LEV covers a large part of the wing surface and accounts for the lift peak during downstroke; F Fi ig g. . 5(e) show an isosurface of negative (suction) pressure at t/T = 0.25 and this clearly shows the large region of suction pressure on the top surface of the wing due to the strong LEV. During upstroke (F Fi ig g. . 5c & 5d), the LEVs are much weaker than those during downstroke due to a reduced effective angle-of-attack of the leading-edge and the corresponding suction pressure in F Fi ig g. . 5f is significantly diminished. experimental variability is of the same magnitude as for the downstroke. In terms of the comparison, the NS simulation correctly indicates the presence of two small peaks in lift during the upstroke but tends to over-predict the lift at mid-upstroke. At all other phases during the upstroke, the computed values lie within the experimental variability. The mean value of the computed lift, which is 14.9 mN, matches very well with the mean experimental value of 15.0 mN. The match is less precise for the horizontal forces (F Fi ig g. . 6b), but the simulation does predict the key features of the overall time-course reasonably well. First, the wings produce a drag force during downstroke and a thrust force during upstroke. The drag and thrust nearly cancel each other during one flapping cycle for the hawkmoth in hover in both the simulation and the experiment. The horizontal force peak during downstroke is sharper and larger than that during upstroke. This trend which is due to the strong leading-edge vortex formed in downstroke is also captured correctly in the simulation. The peak value of drag force during downstroke in the experiment is 35 ± 8 mN from the experiment, whereas CFD predicts a value of 45 mN. The matches in the RMS values of drag are also reasonable with the computations predicting a cycle-averaged RMS of 20.9mN and the experiments, a value of 17.0mN. It should be noted that while some past modeling studies have found a reasonable match between the computed mean lift value and the weight of the insect (Aono et al. 2008) , no past study has successfully validated the computed time-varying lift and drag with a corresponding experiment.
The simulations also allow us to estimate the power expended in producing the lift force and this is done by integrating the pressure and shear associated work on the surface of the wing. This quantity is an essential component of hovering efficiency but is not obtainable directly from insect flight experiments. Note that power is obtained from a dot-product between the local time-varying aerodynamic force and wing velocity. Since we have matched the local wing velocity closely with experimental data and also demonstrated a reasonably accurate prediction of the time-varying forces on the wing, we can be reasonably assured that the aerodynamic power estimated from our computations is fairly accurate; we found that the moth uses about 66mW of power per cycle during hover. 
B. Comparative Study of Flight Efficiency of Flapping and Revolving Wings for MAV Applications
The power requirements for hovering flight in the hawkmoth revealed by the detailed Navier-Stokes simulation described above in Section A led us to examine the relative efficiency of bio-inspired flapping MAVs in comparison to rotating wing designs of the same wing and body scale. We used direct numerical simulations to explore the hovering performance and efficiency for hawkmoth-inspired flapping and revolving wings (F Fi ig g. . 7) at Reynolds numbers varying from 50 to 4800. This range covers the gamut from small (fruit fly size) to large (hawkmoth size) flying insects and is also relevant to the design of micro-and nano-aerial vehicles. The flapping wing configuration used here corresponds to a hovering hawkmoth and the model is derived from high-speed videogrammetry of this insect as described in Section A. The revolving wing configuration also employs the wings of the hawkmoth but these are arranged in a dual-blade configuration typical of helicopters. Flow for both of these configurations is simulated over the range of Reynolds numbers of interest and the aerodynamic performance of the two compared. The comparison of these two seemingly different configurations raised issues regarding the appropriateness of various performance metrics and even characteristic scales; these were also addressed in the current study. Finally, the difference in the performance between the two was correlated with the flow physics of the two configurations.
We found that the lift and the associated aerodynamic power provide the most objective metric for comparing the relative performance of these two configurations because variation in the wing velocity during the flapping cycle makes any particular choice of a reference velocity for non-dimensionalization arbitrary and uninformative. The simulations show that at a Reynolds number of about 5000, the revolving wing matches the lift production and power expenditure of the flapping wing. However, as the Reynolds number decreases, the performance of the revolving wing starts to lag that of the flapping wing. At a Reynolds number of about 100, the revolving wing requires at least a factor of 2 more power to produce a lift equivalent to the flapping wing (F Fi ig g. . 8).
We examined various possible explanations for the different scaling of power with Reynolds number among the revolving and flapping wings. Explanations considered included: wing twist since the flapping wing included some twist while the revolving wing did not, wing-wing interaction, unsteady aerodynamic effects and viscid versus inviscid aerodynamic effects. The addition of wing-twist to the revolving wing model (F Fi ig g. . 8b) led to incremental improvements in the lift to power ratio but was not sufficient to explain the differences in scaling between revolving and flapping wings.
Wing-wing interactions were considered by comparing revolving and flapping simulations with only 1 wing to simulations with 2 wings present ( Table 1) . These revealed that revolving wings experience much greater wing-wing interactions than flapping wings, but the interactions do not affect the power loading, implying that the reductions and lift and power in the revolving two-wing case are due to downwash reducing the effective angle of attack. Thus, wing-wing interactions are also not a good explanation for differences between revolving and flapping wing power requirements. Unsteady aerodynamic effects in the form of a leading edge vortex (LEV) are well known source of unsteady aerodynamic lift in flapping wings (Ellington et al., 1996) and are also known to occur in rotating wings operating at a high angle of attack (e.g. Liu and Kawachi, 2001 ). Examination of the flow structures in the revolving and flapping wing simulations revealed the anticipated LEVs (F Fi ig g. . 9), and it is clear that during mid-downstroke, the LEV of the flapping wing is much larger than the LEV on the rotating wing at the same Reynolds number, helping explain the peak in force observed at mid-downstroke in flapping wings. However, these observations do not help explain the different scaling of lift to power ratio between revolving and flapping wings -the LEV is reduced in size in low Reynolds number cases in both wing motion patterns and saturates in size for both at around Reynolds number = 800. Further examination of the results showed that the differences in lift to power ratio appeared because while the lift for the flapping wing decreases with decreasing Reynolds number, its power expenditure remains mostly unchanged whereas in the revolving wing, lift decreases while power expenditure increases (F Fi ig g. . 8a ). The simulations indicate that the drag force, which is responsible for most of the power expenditure, is dominated by viscous effects for the revolving wing and these effects grow with decreasing Reynolds number. In contrast, the drag on the flapping wing seems to be dominated by non-viscous added mass effects which are mostly independent of the Reynolds number. The relative independence of power expenditure on Reynolds numbers is the primary cause of the significantly higher efficiency of the lift generation of the flapping wing when compared to the revolving wing at low Reynolds number. The current study therefore clearly shows that at very small scales, hovering with flapping wings is intrinsically more advantageous than with revolving wings.
The current study of revolving vs. flapping wings is limited to a maximum Reynolds number of about 5000. This value was chosen since it is the operational Reynolds number for the hawkmoth specimens that form the basis of this study. The obvious question that this raises is what the current study can say regarding the comparative performance of the two configurations at Reynolds numbers higher than 5000. Accurate computational modeling becomes increasingly challenging at higher Reynolds numbers since the grid requirements typically increase rapidly with this parameter. Experiments, therefore, remain the best way of accessing these higher Reynolds numbers. We note however that all the performance metrics (lift, power and power loading) in the current study show an asymptotic behavior as the higher Reynolds number is approached. Interestingly, experiments on revolving wings indicate that the vortex dynamics do not change significantly as the Reynolds number is increased from 10000 to 60000, which would support our observation. All of this suggests that barring the appearance of some additional flow mechanism(s), the overall trend at the Reynolds number of 4800 where the two F Fi ig g. . 9. Flow structures produced by the flapping wings during mid-downstroke (a)-(e)); and by revolving wings ( f )-( j)) at Re = 50, 100, 400, 800 and 4800 (from top to bottom). All of the threedimensional vortex topology plots in this paper are visualized by plotting one isosurface of the imaginary part of the complex eigenvalue of the velocity gradient tensor (also known as the Qcriterion).
configurations have very comparable lift generation and power expenditure, would extend to higher Reynolds numbers. We note in closing that despite the similar performance of the two configurations at the higher Reynolds numbers, the underlying flow physics differ substantially, making extrapolation of these results from hovering flight to other situations such as forward flight or maneuvering, problematic. Further results of this study can be found in Zheng et al. (2013a) .
C. Significance of Moment of Inertia in Insect Flight Maneuvers
In this study we examined the role that changes in body moment of inertia might play during flight maneuvers of insects. High-speed, high-resolution videogrammetry was used to quantify the trajectory and body conformation of Painted Lady butterflies (F Fi ig g. . 10) during flight maneuvers; the 3D kinematics of the center of masses of the various body parts of the insect were determined experimentally. Measurements of the mass properties of the insect were used to parameterize a simple flight dynamics model of the butterfly. Even though the mass of the flapping wings is small compared to the total mass of the insect, these experiments and subsequent analysis reveal that changes in moment of inertia during flight are large enough to influence the maneuvers of these insects. The established method for studying insect flight stability and maneuverability includes developing dynamic models that incorporate relevant details regarding mass properties, wing kinematics and aerodynamic forces; these models are then used to explore the stability and maneuverability of insects. In all of these studies however, the moment of inertia (MoI) of an insect is assumed to be constant in time. Insect bodies consist of the head, thorax, abdomen and wings, and the assumption of time-invariant MoI for a flying insect is based on two underlying assumptions: the general assumption that the wings-which typically constitute a very small fraction of total body mass-do not contribute much to the MoI and the assumption that the head and body (thorax and abdomen) is a rigid entity that cannot change its shape or changes shape only slightly. With regard to the former, while it is certainly true that wings typically account for a very small fraction of the total body mass, they might account for a larger fraction of the MoI since the moment arm of the wings about the centre of mass (CoM) can be large. Indeed, the roll and yaw MoIs of larger flying animals such as birds and bats are dominated by wing inertia (Hedrick, 2011) , which accounts for more than 90% of the total MoI of these animals. This, coupled with the flapping motion of the wings, could lead to non-negligible variations in MoI during flight. With regard to the latter notion -rigidity of the head, abdomen and thorax joints -insects such as butterflies and moths show notable articulation of their abdomen and thorax during flight and this could also result in a timevarying MoI. Indeed our measurements (F Fi ig g. . 11) show significant variations in the MoI for the Painted Lady butterfly. The effect of these variations can be quantified by considering the conservation of angular momentum as given the equation below: The estimated torque due to external aerodynamic forces and internal changes to moment of inertia during a butterfly pitch maneuver are shown in F Fi ig g. . 12, with the variation in the external torque term shown as a band of possible values corresponding to the two extrema of pitch MoI. This plot shows that during this maneuver, the magnitudes of the torque component due to angular acceleration and the torque component due to the time rate of change of MoI are quite comparable. Thus, even though the wings of the Painted Lady butterfly only contribute about 7% of the total mass of the insect, the MoI changes induced by the movement of the wings likely affects the instantaneous dynamics of the insect during flight maneuvers. This effect therefore cannot be neglected without proper justification in insect flight dynamics studies. It remains to be studied if (and how) insects make use of this additional torque component during the many rapid, and oft-times complex, maneuvers that they exhibit in natural flight. Further results of this study can be found in Lin et al. (2013) .
D. Experimental Assays of Moth Flight Perturbed by Vortex Rings
In pursuit of our objective of understanding how insects fly in the unsteady flows typical of urban environments, we developed an experimental technique for providing discrete flow perturbations to insects in hove via directed vortex rings. This effort was conducted in parallel with the computational and mathematical study of insect flight dynamics and stability in hover as described below in section E and a bio-inspired flight control strategy in Section F. The experimental results described below provide biological grounding for the CFD and mathematical modeling along with quantitative and qualitative results for comparison. Vortex perturbation experiments were carried out in the moth flight chamber (F Fi ig g. 3a) using a springloaded plunger vortex gun with variable exit diameter and cylinder length (F Fi ig g. 13). Moth -vortex interactions produced large perturbations in the target moth (F Fi ig g. 14). Axial vortex perturbations like the one shown in the figure result in pitch perturbations; useful for studying flight stability in insects since longitudinal position and pitch orientation are typically identified as unstable in experimental or computational studies, e.g. Taylor and Thomas (2003) The principle wing motion response of the moth to these axial perturbations is to adjust the stroke plane angle of the wings with respect to the horizontal plane back toward the original, unperturbed position. F Fi ig gu ur re e 15 shows the complete time course of the moth's pitch perturbation in response to the vortex interaction from Figure AA along with the orientation of the wing stroke plane with respect to horizontal and also with respect to the moth's body axis. One wingbeat after the perturbation arrives, the moth begins changing its wing orientation with respect to the body, reaching a maximum deviation near wing stroke 6. The overall effect of changing the stroke plane angle so as to keep it close to the original orientation rather than allowing it to move along with the body is to provide a form of pendular stability in pitch as is explored in detail and implemented in the simulated moth in sections E and F below. 
E. Flight Dynamics and Stability of an Insect in Hover
A key objective of the project was to understand how animals stabilize their flight in unsteady flows that are representative of urban environments. As a precursor to this, it was important to understand the intrinsic stability characteristics of a hovering insect. In the current study, we have focused our stability analysis on the hovering Hawkmoth (F Fi ig g. . 3) . Two different analyses have been conducted: the first is the so- 
respectively, where subscript 'e' refers to the equilibrium state. The u X s etc. are the aerodynamic derivatives which are obtained by conducting Navier-Stokes simulations with corresponding imposed perturbation. Once the coefficients are obtained, the eigenvalues and eigenvectors of the above matrices are computed in order to determine the stability of the hovering insect. Both the analyses indicate that the hovering hawkmoth is marginally unstable in pitch and this observation is consistent with what is known about these and most other insects. The flow physics underlying this unstable behavior has been explored further. F Fi ig gu ur re e 17 shows the time-varying trajectory of the total-aerodynamic force generated by the wings along the instantaneous line-of-pressure (LOP). The vector shows the direction and magnitude of the force and the cross-product of this force with the position vector relative to the center-of-mass indicates the pitching moment. The green line indicates the locus of points where placement of the center-of-mass (CoM) would generate a net zero change in the pitch of the insect over one cycle. The given CoM is slightly ahead of this line, and that is the cause for the pitch-up instability. 
F. Bioinspired Strategy for Flight Stabilization in Complex Aerodynamic Environments
The above analysis then suggests a possible strategy for active (feedback) stabilization; i.e. manipulation of the center-of-mass relative to the stroke-plane so that the mean location of the CoM is on the green line (Fig. 17) . Examination of high-speed video data suggests that hawkmoth might indeed be doing exactly that to stabilize itself (see F Fi ig gs s. . 15 and 18) . Taking a cue from this, a strategy similar to this has been implemented in the current computational model of the insect. The CFD solver is coupled to a 3-degreeof-freedom flight dynamics model of the insect and we also include a flight controller that adjusts the relative angle between the body and the stroke plane at every time-step so as to keep it the same as the unperturbed case. Fig. 19 . Feedback stabilization strategy as implemented in the current study. Superscript B and W refer to the body and wing respectively. A "virtual" torsional hinge is inserted between the body and wing that allows relative angular motion between the two. F Fi ig gu ur re e 19 shows the mathematical formulation and the notional view of the feedback flight control strategy that has been implemented. We separate the dynamical equations of the wing and body and insert a "virtual" controllable torsional hinge between the body and wing. A moment M control can now be applied at the hinge in order to change the relative angle between the wing stroke plane and the body. The current strategy is to use this to reduce the excursion of the stroke plane from the nominal value; i.e.
The above feedback flight control strategy was first applied to stabilization of moth flight in quiescent flow. As indicated by the earlier stability analysis, moths are open-loop unstable in hover and the intention here was to assess the effectiveness of the above strategy to produce a stable hover in the virtual moth. F Fi ig gu ur re e 20 shows snapshots of the moth with and without the active stabilization strategy implemented and we can clearly see the rapid pitch-up instability of the moth without control. On the other hand, the current feedback flight control strategy is successful in stabilizing the hover. F Fi ig gu ur re e 21 shows that it takes about 10 flapping cycles for the moth to reach an equilibrium, and the final orientation of the moth is approximately 10 deg. different from the starting configuration.
Given the ultimate objective of the current project was to understand the stabilization of insects in gusty/unsteady flows, we proceeded to examine the effectiveness of the feedback flight control strategy in a perturbed flow. The perturbation was provided by impinging vortex rings which matched the experiments (see Sec. D). We note that the strength of the vortex rings is such that it produces velocity perturbations that are 50-80% of the wing-tip velocity. Thus, by any measure, these perturbations are to be considered "large". It is therefore not clear at the outset if the flight control strategy that works for infinitesimal perturbation will work for large perturbations. Furthermore, the vortex ring impinges on the insect from the anterior in such a way such as to impart a pitch-up impulse. Thus, this is a highly destabilizing perturbation for the F Fi ig g. . 20 . Sequence of snapshots for uncontrolled (top row) and feedback controlled (bottom row) moth in hover. Each snapshot is taken at the beginning of the flapping cycle. Current feedback control strategy is successful in controlling the instability in pitch of the moth. F Fi ig g. . 21 . Time-variation of body-pitch angle after feedback stabilization is "switched on" at time t=0. We note that the moth is stabilized in about 10 wing strokes with a final pitch angle of -10 deg from the reference configuration.
moth and provides a very strong test for the stabilization strategy. F Fi ig gu ur re e 22 shows the results for this large-perturbation case and they clearly demonstrate that the strategy is successful in stabilizing the insect even for a massive perturbation. While there is a large translational excursion in the location of the moth due to the net momentum transferred to the moth by the vortex ring, the moth maintains a stable orientation during the vortex encounter.
Work continues on completing this component of the project and we expect to prepare a journal publication on this in the coming year.
G. Analysis of a Flying Insect in Perturbed Flows
Shedding of vortices is a common phenomenon in the lower atmosphere over a wide range of spatial and temporal scales (Ogawa, 1993) , particularly in urban "city canyon" environments central to the objectives of this research effort (F Fi ig g. . 1). However, it is unclear how these vortices of varying temporal and spatial scales affect the flight performance of flying animals. In order to investigate these interactions we trained seven hawkmoths (Manduca sexta) (wingspan ~9 cm) to fly and feed in a wind tunnel under steady flow (controls) and in the Von Kármán vortex street of vertically oriented cylinders (two different cylinders with diameters of x=10 and x=5 cm) at speeds of 0.5, 1 and 2 ms -1 (F Fi ig g. . 23). Cylinders were placed at distances of D=5, D=25 and D=100 cm upstream of the moths, resulting in non-dimensional cylinder placements (x/D) of 0.25, 2.5 and 10 for the large cylinder and 0.5, 5 and 20 for the small cylinder. Due to decay of the vortex with distance, we found that the moth was wholly unperturbed by the small cylinder placed 100cm upstream and this case was not considered further. The response of the moths to these perturbed flows were quantified via multi-camera high speed videography. A total of 7,421 flapping cycles were analyzed from the high speed video recordings using a set of automated moth identification routines developed for this project (F Fi ig g. . 24) . C.
D.
Moths regularly interacted with the Von Kármán vortex street (F Fi ig g. . 25) and exhibited large amplitude yaw oscillations coupled with modest oscillations in roll and pitch (F Fi ig g. . 26), and slight increases in wingbeat frequency when flying in both the near (recirculating) and middle (vortex dominated) wake regions. Wing flapping amplitude did not vary among treatments. Yaw and roll oscillations were synchronized with the vortex shedding frequencies in moths flying in the wake of the large cylinder at all speeds. In contrast, yaw was not synchronized with the shedding frequency of small vortices at speeds above 1 ms -1 . Oscillations in body orientation were also substantially smaller in the small cylinder treatment when compared to the large cylinder, regardless of temporal or non-dimensional spatial scale. These results show that the moth response depends on the dimensional rather than non-dimensional vortex scale. In general, flight disruptions produced by the cylinder wakes were qualitatively similar among the recirculating and vortex dominated wake regions; the magnitude of disruptions, however, declined gradually with downstream distance. At x/D = 10 those effects practically disappeared. Similarly, vortices smaller than a wingspan produced roll and yaw perturbations that were synchronized with vortex shedding at all speeds, except for yaw at 2 ms -1 ; these perturbations, however, were smaller than those elicited by the large cylinder at all air speeds and downstream distances.
The qualitative similarity of flight disruptions observed in hawkmoths flying in different wake regions was unexpected. We initially hypothesized that the dominant retrograde streamwise flow in the 
