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摘要 ： 经验似然 方法 自 提 出 以来 ， 得到 了广泛 的应 用 ． 但是 ， 经验似然方法也存在一 些 问题 ， 特别
是在样本量较小 时覆盖率 较低 ？ 针对这个问题 ， 以往文献 中有许多讨论 ． 本文用全新 的数据处理方法
来解决这个 问题 ， 这个方法 称为平均经 验似然方法 ． 它 的基本想 法就是将原始数据两 两平均 ， 然后用
新的数据集来构造经验似然 比统 计量 ． 本文 证 明新构造的平均经验似然 比统计量仍然满 足 Ｗｉ ｌｋｓ 性
质 ， 而且容易推广 ． 随机模拟表 明 ， 新方 法计算简单快速 ， 与 以往方 法相 比较 ， 新方 法所构造 的置信 区
间覆盖率大大提高 ．
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〇 引言
经验似然方法通过定义非参数似然函数 ， 将矩估计方法与最大似然估计相结合 ． Ｏｗｅｎ 在 ［５ ］
中证明了 ， 这样定义的经验似然 比统计量具有 Ｗｉ ｌｋ ｓ 性质 ． 具体说来 ， 假设 不 ， 义２ ， … ， 是来
自于分布 的非负独立同分布随机样本 ， 是关于参数 办 的估计方程 ， 即
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入 丑 （仏 （ ０ ） ） 内时 ， 尺〇 （０） 有解 ， 否则 ， 补充定义 尺〇 （ ０ ）＝０ ． 在假设条件 Ｅｇ２ （Ｘ ， ０ ）＜〇〇 之下 ，
Ｏｗｅｎ 证明了 吵〇 ）＝—２ １呢兄〇 （没０ ） 的渐近分布为 Ｘ２ （ ｌ ） ． 因此参数 ０ 的置信水平为 （ １— ａ） 的
置信区间可以写成
／。， 明以⑴ ｝ ，（ ２ ）
其中 ４⑴ 是 Ｘ ２⑴ 分布的 （ １—ａ ） 分位数 ．
经验似然方法有许多优势 ， 例如置信区域的形状可以由数据决定 ， 先验信息可以在估计方程
中体现等等 ． 因此 ， 经验似然方法有许多的应用 ， 具体可参见 间 ． 但是 ， 经验似然方法也存在一些
问题 ， 例如在样本量较小的情况下， 经验似然方法的覆盖率较低 ． 针对这个问题 ， 文献中有许多对
这个方法改进的讨论 ． 下面简单介绍这些改进方法 ．
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然后利用新的 ｎ＋ １ 个数据点定义经验似然比统计董
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证明了在一定的条件之下 ， ＡＥＬ 所定义的置信区间的精确度可以达到 ＢＥＬ 所定义的置信区
间的精确度 ． 与 ＢＥＬ 方法相同 ， 这个结果也需要估计 Ｂａｒｔ ｌ ｅ ｔ ｔ 常数 ６．
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因此 ， ＥＥＬ 方法与原始的经验似然方法有相同的渐近性质 ， 并且二阶 ＥＥＬ 方法 时 （０ ） ） 可以达
到 ＢＥＬ 方法的精确度 ．
２期 梁薇 ， 何书元 ： 平均经验似然方法 ２８ ９
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本文第 １ 节主要介绍平均经验似然方法及主要性质 ； 在第 ２ 节中 ， 我们将用模拟计算的方法
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（ ｉｖ ）
Ｎ
２Ｎ＼２
１
２ （ｎ＋ｌ ）
Ｓ＋〇ｐ⑴ ■
ｎｎ ．０ｎＥＥｗＴ＋宇 ！＞ｋｔ
ｎ＋２ ／１
２ （ｎ＋ １ ）＼ｎＥ叹Ｔ
２
Ｎ
Ｅ ｈ＾ ｉ ｉ ２ ７ｖ Ｅ＾ｔ＾
ｎ、
Ｅ ｋｔｋ
Ｎ 」 ＇ 、 ？ ？ ？ 、 、 Ｎ
ｆｃ＝ ｌｋ＝ ｌ
ｎ＋２（ １
２
（ｎＨ－ １ ）ｌｎ ２ （ ｎ ＋ ｌ ） （输推卖 ＇ Ｏｐ⑴ ．
２期 梁薇 ， 何书元： 平均经验似然方法 ２９１
定理 １ ．１ 的证明 根据 ［６ ］ 中的引理 １ １ ． １ ， 对于几乎处处的样本点 ， 当样本量 ｎ 充分大时 ，
（６） 有解 ． 根据 Ｌａｇｒａｎｇｅ 乘子法 ，
Ｐｋ ＞ 〇 ，Ｎ１ ＋＼ｒＷｋ
其中 Ａ 满足等式 去 ＝ ０ ． 令 ；＼＝ ｜ ｜ Ａ ｜ ｜ ＜５ ， 其中 ＜５ 为 舻 空间中的单位向量 ， 则
＇
１冬 … 、 ｌ ＾ ｌ＋ＡＴＷｆｃ ｆＴ？ ｒ １ ＾Ｓ＾Ｗｋ，１
ｋ
）
￣
Ｎ ｆ－＾ ｌ＋Ｘ
ＴＷｋ
６ｋ ￣
Ｎ ｆ＾ ｌ＋ Ｘ
＾Ｗｋ
＋
ｖｋ＝ ｌ／ｋ＝ １ｃ＝ ｌｋ＝ ｌ
ｓＴｗｋｗ＾ｘ
＋ｘＴｗｋ
Ｉ 丨寧１ Ｗｋｗ＾
、
＋ｘＴｗｋ ｓ
．
因此
Ｉ Ｉ 
入
 Ｉ Ｉ
Ｐ Ｎｇ ＷＷｆｃ
Ｔ卜 Ｉ Ｉ 摩Ｔ（格ＷＷｆｃＴ） ＜５： １ １＋ＡＴ叭  Ｉ
ｌ＋ｌ ｌ Ａ Ｈ ｍ＾Ｗ
ｌ ＜ ｋ ＜Ｎ
故
ｌ ｜
Ａ
｜ ｜＾ Ｎ
ｋ＝ ｌ／
Ｎ Ｎ
ｌ ＜ ｋ ＜Ｎ Ｎ．
根据引理 １ ． １ ，
％＋Ｗ５Ｔ
（这ＷＷｆｃＴ ）ｈ ＋Ｏｐ⑴ ，
其中 Ａ２ Ｃ７Ｐ＞０分别为 Ｓ 矩阵的最大和最小特征根 ．
Ｎ
ｌ＾Ｖ 丨降 丨 丨 ＝ 〇ｐ （ｎ ” ， Ｎ ＾ Ｗｋ＝＇
所以
｜ ｜
Ａ
｜ ｜
＝０ｐ （ｎ
－
＾
）
．
由于
Ｎ
１１Ｔｉ ｒｆ ｉ＼ｔ Ｔ＾ Ｉ （＾
Ｔ＾ｆｅ ）２° ＝
ｔｖ＾ ＴＴ ａ＾＝７ｖ＾ｗＨｗ＾ ＋ＴＴＷｗｋｋ＝ ｌ ｋ＝ ｌ ＇
Ｎｘ１－ ｗｋ ｛＼＾ｗｋｆ
＋ＡＴＷｆｅ ＇ＮＨ＿ＴＶ（＾ ＷｋＷ＾ ）Ａ＋ＴＶ＾Ｔ
ｋ＝ ｌ 、 ｆｃ＝ ｌ
２９２ 数学 进 展 ４ ７卷
利用 Ｗ － １Ｉ Ｉ 丨竹 Ｉ Ｉ ２＝ 仏⑴ ， 上式中的最后一项可以化简为
Ｎ
Ｅ ｖ ｖＷｋ （ Ｘ
ＴＷｋ ｆ
Ｎ １＋ＸＴＷｋ
＜瑜象 丨
Ｎ
＜Ｉ Ｉ ａ Ｈ ２
］ｖＥ ｌ ｌ＾ ｌ ｌ ２ Ｉ ｌ ＇ ｌ ｌ ｍａｘｌ ＜ ｈ ＜ Ｎ＼ ＜ ｋ ＜ Ｎ｜ １＋ＡＴ ｌ＾ － ｜
丨 士
） ⑴ ＝ 〇，“＂ 一 士 ） ，
因而
／Ｎ＼］／ＮＥ
＼ Ａ＇＝ １／＼ Ａ ：＝ ］
Ｗｋ＋〇ｐ ｛ｎ
￣
使用泰勒展式 ，
（＾〇 ）＝Ｅ １０？＾＋Ａ＂ｒ＾＇ ）＝＾ＴＴＥ（Ａ ， １ ＇＾ ＇－ｉ （ ＡＴ＾ ） ２？ ？＋１ ｎ＋１＾＼２
ｋ — １ｋ＝ ｉ＇
７？
／ｖ
／ ｉ＋ １
其中
＼ ＼
Ｒｎ
＼ ＼＜Ｃ
｜ ｜
Ａ
｜ ｜
：ｉｎｍｘ
Ｎ｜ ｜＾． ｜ ｜＾｜ ｜ ｉｙ， ｜ ｜ ２＝Ｏｖ ｛ｎ －
＇
ｉ
）
ｏ ｐ ｛ ｒ＾ ）〇ｖ ｛ｖ ２ ）＝〇Ｐ （ｎ ） ．
￣￣ｋ＝ ｌ
将 Ａ 代入 严㈧ ） ， 结合引理的结论 ， 可以得到
ｊ
Ｗ＾（ｅ＾ ）＋ ？ｐ （ ｄ
２Ｎ ％＋ｏｐ （ ｌ ）＝▽？ ＋ｏ ，， （ ｌ ）－＞ｘ ２ （ｐ ） ｉｎ（ ｌ ｉｓｔ ．
定理 １ ． １ 得证 ． □
２ 模拟
本节我们使用随机模拟的方法来比较几种经验似然的效果 ， 包括原始的经验似然方法 （ＯＥＬ ） ，
Ｂａｒｔ ｌ ｅ ｔ ｔ 修正的经验似然方法 （ＢＥＬ ） ， 调整的经验似然方法 （ ＡＥＬ ） ， 扩展的经验似然方法 （ＥＥＬ ）
以及本文的平均经验似然方法 （ ＭＥＬ ） ． 这一节的模拟我们将考虑均值以及回归两个模型 ．
２ ． １ 估计均值
为了 比较 ＭＥＬ ，ＯＥＬ ，ＢＥＬ ， ＡＥＬ ，ＥＥＬ 这些不同方法 ， 我们考虑与 ［７ ］ 文中模拟部分相同的
模型． 感兴趣参数为 ０＝ＥＸ ， 而估计方程为 ／咖 ， 沒 ） ＝ ｒ— ０ ．Ｂ ＥＬ 和 ＡＥＬ 两种方法使用 的都
是理论的 Ｂａｒｔ ｌ ｅｔ ｔ 修正常数 ／， ， 其所构造置信冈间 为 （ ２ ） 和 （ ４ ） ． 而 ＥＥＬ 方法采用 的是一阶展开
其膨胀系数为 ＷｋＷ ）＝ １＋豐 ．
给定样本董 ｎ ， 由 ｉＶ（ ０ ，ｌ ） ， ｔｒ） ， ｆ （ １ ） 和混合 ０ ． ３ ｉＶ （ ｌ） ， １ ）＋ ０ ． ７ＡＴ （ ２ ，１ ） 分布中分别产生样本不 ，
Ｘ ２ ， ． ． ． ， Ｘ？ ． 基于这些随机样本 ， 使用上述五种不同方法构造置信区间 ． 重复这个过程 ５０００ 次 ，
使用这 ５０００ 个数据集计算区间覆盖率以及平均区间长度 ．
模拟的结果记录于下表 中 ． 表 １ 中记录的是正态分布和 分布的结果 ．
２期 梁薇 ， 何书元 ： 平均经验似然方法 ２９３
表 １ 正态分布以及 ｔ５ 分布模拟结果
覆盖率 平均长度
分布 ｎ １一ａ ＯＥＬ ＭＥＬ ＢＥＬ ＡＥＬ ＥＥ Ｌ ＯＥＬ Ｍ ＥＬ
ｉＶ （〇 ， ｌ ） １ ０ ０ ． ９０ ０ ． ８５ １ ５ ０ ． ８９０２ ０ ．８７５ ３ ０ ．８７８８ ０ ．８９ １ ４ ０ ． ９６ １ ９ １ ． ０８３ １
０ ． ９５ ０ ． ９０６ １ ０ ． ９３６５ ０ ．９２ ４６ ０ ． ９２９４ ０ ．９４５２ １ ． １ ４４ ９ １ ． ３ １ ６５
０ ． ９９ ０ ． ９５８４ ０ ． ９７５９ ０ ． ９６７７ ０ ． ９７５３ ０ ．９８６７ １ ． ４９３０ １ ． ７６６５
３０ ０ ． ９０ ０ ． ８８９０ ０ ． ９０４５ ０ ． ９００７ ０ ．９００８ ０ ．９０７ １ ０ ． ５９３３ ０ ． ６２ ６０
０ ．９５ ０ ． ９３８７ ０ ． ９５６０ ０ ． ９４ ６ １ ０ ．９４６ １ ０ ．９５４８ ０ ． ７１ １ ０ ０ ． ７６ ６５
０ ．９９ ０ ． ９８７８ ０ ． ９９３８ ０ ． ９８８２ ０ ．９８８３ ０ ．９９２０ ０ ．９４８４ １ ． ０７４９
５０ ０ ．９０ ０ ． ８９８０ ０ ． ９０ ７８ ０ ． ８９９５ ０ ．８９９６ ０ ．９０２４ ０ ．４６３ ５ ０ ． ４７７８
０ ， ９５ ０ ．９５ ０３ ０ ． ９５９ １ ０ ． ９４８ １ ０ ．９４７９ ０ ，９５４ １ ０ ． ５５４ ７ ０ ． ５７９９
０ ． ９９ ０ ．９９００ ０ ． ９９３５ ０ ． ９８９２ ０ ．９８９ ２ ０ ．９９２０ ０． ７３６６ ０ ． ８０２２
１ ０ ０ ． ９０ ０ ．８３０２ ０ ． ８６９２ ０ ． ９２ ２６ ０ ．９９７９ ０ ．８７６５ １ ． ２２６５ １ ． ３９ ２０
０ ． ９５ ０ ．８９ １ １ ０ ． ９２ １３ ０ ． ９５ ９９ １ ．０００ ０ ０ ． ９３９４ １ ．４６４ １ １ ． ６９８９
０ ． ９９ ０ ．９５０７ ０ ． ９７０９ ０ ． ９８２０ １ ．０００ ０ ０ ． ９８５ １ １ ．９ １６ ７ ２ ． ２８９９
３０ ０ ． ９０ ０ ． ８７５ ７ ０ ． ８９４４ ０ ． ８９９９ ０ ．９０２ ８ ０ ．８８５２ ０． ７６９４ ０ ． ８２ ５２
０ ．９５ ０ ． ９３ １ １ ０ ． ９４４５ ０ ．９４７６ ０ ．９５０９ ０ ． ９４３６ ０ ． ９２７６ １ ．０２ ３３
０ ．９９ ０ ． ９８０３ ０ ． ９８９５ ０ ． ９８７５ ０ ．９９０ １ ０ ． ９８８８ １ ． ２５３０ １ ． ４６４３
５０ ０． ９０ ０ ． ８８８９ ０ ． ９０２７ ０ ．９０４０ ０ ．９０４ ８ ０ ，８９６ ７ ０．６０２４ ０ ． ６３０７
０ ， ９５ ０ ． ９４ １ ５ ０ ． ９５２３ ０ ． ９５ １ ５ ０ ．９５ １ ８ ０ ．９４９ １ ０ ． ７２５８ ０ ． ７７８２
０ ， ９９ ０ ． ９８６９ ０ ． ９９２ ２ ０ ． ９９０７ ０ ．９９ １ ３ ０ ．９９ １８ ０ ． ９７８ １ １ ． １ １ ２２
表 ２ 中记录的是 Ｘ２ （ ｌ ） 分布和混合正态分布的结果 ．
表 ２Ｘ２ （ ｌ ） 分布以及混合正态分布模拟结果
覆盖率 平均长度
分布 ｎ １ —ａ ＯＥＬ Ｍ ＥＬ ＢＥＬ ＡＥＬ ＥＥＬ ＯＥＬ ＭＥＬ
ｘＹ ｌ ） １ ０ ０ ． ９ ０ ０ ． ７８４４ ０ ． ８２ １４ ０ ．８７２６ １ ．００００ ０ ． ８ １ ７ ４ １ ． ２ ２ １ １ １ ． ３８０９
０ ． ９ ５ ０ ． ８３８３ ０． ８７７２ ０ ．９０６８ １ ． ００００ ０ ． ８７８ １ １ ． ４４８５ １ ． ６６９５
０ ． ９９ ０ ． ９０３ １ ０ ． ９３ ３２ ０ ．９４ １ ７ １ ．００００ ０ ． ９３７８ １ ． ８６３８ ２ ． ２０ １３
３０ ０ ． ９０ ０ ． ８５ ２５ ０ ． ８７３５ ０ ．８８８７ ０ ．８９０１ ０ ． ８７５ ９ ０ ． ８ １８ １ ０ ． ８８５ ５
０ ．９ ５ ０ ． ９０７ １ ０． ９２ ９３ ０ ．９３ １ ９ ０ ．９４ １ ７ ０ ． ９２４９ ０ ． ９８３２ １ ． ０９３７
０ ． ９ ９ ０ ． ９６７７ ０ ． ９８０５ ０ ．９７５９ ０ ．９ ７８６ ０ ． ９ ７６４ １ ． ３ １０７ １ ． ５ ３４９
５０ ０ ．９ ０ ０ ． ８７６２ ０． ８８８３ ０ ．８９３６ ０ ．８９４ １ ０ ． ８８３３ ０ ． ６４６６ ０ ． ６８４６
０ ．９５ ０ ． ９２ ８０ ０ ． ９４２９ ０ ．９４４ １ ０ ．９４５ ８ ０ ． ９４ １ １ ０ ． ７ ７７６ ０ ． ８４４９
０ ．９９ ０ ． ９ ７８２ ０． ９８７７ ０ ．９８３７ ０ ．９８４５ ０ ． ９８４７ １ ． ０４００ １ ． １９２ ９
０ ．３ＡＴ （０ ， １ ） １ ０ ０ ．９０ ０ ．８ ４９７ ０ ．８ ８４５ ０ ．８５５１ ０ ．８５ ５６ ０ ． ８９０８ ０ ． ７３ １ ８ ０ ． ８２４２
＋０ ．７ＡＴ （ ２， １ ） ０ ．９５ ０ ．９ ０ １ ９ ０ ．９３ １７ ０ ．９０４９ ０ ．９０９７ ０ ． ９４３３ ０ ． ８７ １ １ １ ． ００ ２ ０
０ ． ９９ ０ ．９ ５８３ ０ ． ９７６２ ０ ．９５９２ ０ ．９６０１ ０ ． ９８６７ １ ． １ ４２ ２ １ ．３５ ２２
３０ ０ ． ９０ ０ ．８８６９ ０ ． ９０３７ ０ ．８９５６ ０ ．８９５６ ０ ． ９０５４ ０ ．４５ １ ７ ０ ． ４７６６
０ ． ９５ ０ ． ９３８５ ０ ． ９５４７ ０ ．９４５５ ０ ．９４５ ５ ０ ． ９５ ８２ ０ ． ５ ４ １ ３ ０ ． ５８ ３４
０ ． ９９ ０ ． ９８４３ ０ ． ９９２６ ０ ．９８８３ ０ ．９８８３ ０ ． ９９４３ ０ ． ７２ １ ３ ０ ．８ １７５
５０ ０ ．９０ ０ ． ８９５０ ０ ． ９０２９ ０ ．８９８９ ０ ．８９８８ ０ ．９０４８ ０ ．３ ５２ ４ ０ ．３６ ３３
０ ．９ ５ ０ ． ９４３８ ０ ． ９５４１ ０ ．９４７５ ０ ．９４ ７６ ０ ． ９５ ５ ６ ０ ．４２ １ ８ ０ ．４４１ ０
０ ．９ ９ ０ ． ９８８８ ０ ． ９９３９ ０ ． ９８７９ ０ ．９８７７ ０ ．９９ １ １ ０ ．５ ６ １ ２ ０ ．６ １ １ ７
由上面的模拟过程可以看出 ：
（ １ ） 比起 ＢＥＬ 和 ＡＥＬ 两种方法， ＯＥＬ 和 ＭＥＬ 置信区间容易计算 ． ＢＥＬ 和 ＡＥＬ 需要计
算 Ｂａｒｔ ｌｅｔｔ 常数 ６ ， 这个常数在分布未知的情况下还需要另外估计 ． 虽然一阶 ＥＥＬ 方法不需要
Ｂａｒｔ ｌｅ ｔｔ 估计常数 ６ ， 但是它的计算也比 ＯＥＬ 和 ＭＥＬ 复杂得多 ．
（２ ） 在大多数情况下 ， ＭＥＬ 的表现与 ＥＥＬ 类似 ？ 而 ＥＥＬ 方法是 ［７ ］ 中讨论不同版本的 ＥＥＬ
方法中最精确的一种． 但是 ＥＥＬ 方法只能计算仅有一个参数的情况 ， 而 ＭＥＬ 方法可以处理多维
２９ ４数学 进 展４ ７卷
参数的模型 ．
（３ ） 覆盖率较高的情况所对应的置信区间长度稍长一些 ．
２ ． ２ 估计回归系数
在这一小节中 ， 我们将考虑一个回归模型 ． 假设 ｙ＝ 汍 ＋＋ ￡ ， 感兴趣参数为 回归系数
（ ／？〇 ，Ａ ） ． 此时 ， 估计方程可以写成
ｆｉ ＼ ）＝Ｙ － ０ｏ － ＾Ｘ ，
９２ （ ｆｈ ，ｆｈ ） ＝｛ｙ—０〇—Ｐ ＼Ｘ ）Ｘ ．
下面假设 汍 ＝ １ ， Ａ＝２ 为真值， 并且 自变童项 Ｘ 服从均匀分布 ｛／ （ （） ，１ ） ． 进一步 ， 假设误差项
ｅ 分别来 自 于正态分布 Ｗ （〇 ，１ ） 和 〖 分布 ｋ
根据 ［２ ］ ，—般回归模型中的 Ｂａｒｔ ｌｅ ｔ ｔ 修正值为
ｈ厂 １Ｅｗ（（ｄＴ ） ２－‘Ｅ（ａｌＨ ３）
其中 足 ＝ Ｕ ， 而 ｉ ， 心２ ， … ？ ＢＥＬ 和 ＡＥＬ 两种方法使用的
都是上述理论的 Ｂａｒｔ ｌｅｔ ｔ 修正常数 ６ ， 而 ＥＥＬ 方法采用的仍是一阶展开 ／ｆ （用 ， 其膨胀系数为
７ ｌ （ｎ ， ／ （ ／？ ） ）＝１＋豐 ． 由 于回归模型中参数有两个 ， ＥＥＬ 方法的计算明显比其他所有方法复杂
得多 ．
下面我们比较的是 Ｍ ＥＬ ，ＯＥＬ ， ＢＥＬ ， ＡＥＬ ，ＥＥＬ 这些不同方法所构造的置信区间的覆盖率 ，
相应的结果列于下表中 ．
表 ３ 不同方法下覆盖率的比较
覆盖率
ｅ 分布 ｎ １—ａ ＯＥＬ ＭＥ Ｌ ＢＥＬ Ａ ＥＬ ＥＥＬ
Ｎ
（０ ，１ ） ２０ ０ ．９０ ０ ．７９ ９２ ０ ．８４４６ ０ ． ８４ ９０ ０ ． ８７６６ ０ ． ８５ ２８
０ ．９５ ０ ．７２ ９６ ０ ．９ １００ ０ ． ９０７４ ０ ． ９ ３ ９６ ０ ． ９ １ ８６
３０ ０ ．９０ ０ ．８３ ２４ ０ ．８６６２ ０ ． ８６ １ ８ ０ ． ８ ６８６ ０ ． ８６５６
０ ．９５ ０ ．８８ ９４ ０ ．９２０４ ０ ． ９ １ ２４ ０ ． ９ １ ９０ ０ ． ９２ １２
４０ ０ ．９０ ０ ． ８５ ８６ ０ ．８８５２ ０． ８７ ９４ ０ ．８ ８ １ ６ ０． ８８２２
０ ． ９ ５ ０ ． ９ １ ８８ ０ ． ９４４４ ０ ． ９３５６ ０ ． ９３ ７０ ０ ． ９４ １８
５０ ０ ． ９０ ０ ． ８ ７０２ ０ ． ８９ ７０ ０ ． ８８９６ ０ ． ８９０８ ０ ． ８９２０
０ ． ９ ５ ０ ． ９ ２３４ ０ ． ９４５４ ０ ． ９３ ８４ ０ ． ９４０６ ０ ． ９４ ３０
ｔ ｆｉ ２０ ０ ． ９０ ０ ． ７８２６ ０ ． ８３ １ ４ ０ ． ９４ ８２ １ ． ００００ ０ ． ８４ ５６
０ ． ９ ５ ０ ． ８ ５０６ ０ ． ８９０ ６ ０ ． ９ ７００ １ ．００００ ０ ． ９ １ ３２
３０ ０ ． ９０ ０ ． ８ １ ７６ ０ ． ８５３ ６ ０ ．９ １ ９２ １ ． ００００ ０ ． ８５ ８４
０ ． ９ ５ ０ ． ８ ８３２ ０ ． ９１３４ ０ ． ９５ ７８ １ ．００００ ０ ． ９ １ ９８
４０ ０ ． ９０ ０ ． ８４ １ ４ ０ ． ８７２０ ０ ． ９ １ ５４ ０ ．９６９６ ０ ． ８７ １８
０ ． ９ ５ ０ ． ９０５８ ０ ．９３０６ ０ ． ９５ ５４ ０ ．９９８４ ０ ． ９３ ２４
５０ ０ ． ９ ０ ０ ．８ ５７４ ０． ８８ ２２ ０ ． ９ １ ５ ４ ０ ． ９３６６ ０ ． ８ ７９ ４
０ ． ９ ５ ０ ．９ １７４ ０． ９３ ９４ ０ ． ９ ５５８ ０ ． ９８ １２ ０ ． ９ ３６ ８
从表 ３ 中可以明显看出 ：
（ １ ）ＭＥＬ 方法的确优于 ＯＥＬ 方法 ．
⑵ ＢＥＬ 方法以及 ＡＥＬ 方法在 ｆ 分布情况下倾向于高估覆盖率 ， 这在上一节估计均值的模
拟中也有所体现 ．
２期 梁薇 ， 何书元 ： 平均经验似然方法 ２９５
（３ ）ＭＥＬ方法与 ＥＥＬ方法表现比较接近 ， 在样本量小于 ３０ 的情况下 ， ＥＥＬ方法略好于 ＭＥＬ
方法 ， 随着样本量的增加 ， ＭＥＬ 方法好于 ＥＥＬ 方法 ． 但是 ＥＥＬ 方法的计算中需要求解 ０ ， 即下
述非线性方程组
这使得 ＥＥＬ 方法的计算量非常大 ， 并且随着模型中参数维数的增加 ， 这个缺点将变得越来越明
显 ．
［
１
］Ｃｈｅｎ ，Ｊ ．Ｈ ． ，Ｖａｒ ｉｙａｔ ｈ ，Ａ ．Ｍ． ａｎｄ Ａｂｒａｈａｍ ，Ｂ ． ，Ａｄｊｕｓｔ ｅｄｅｍｐ ｉ ｒｉｃａｌ ｌ ｉ ｋｅｌ ｉｈｏｏｄａｎｄ ｉｔｓｐｒｏｐｅｒ ｔ ｉｅｓ，Ｊ ．Ｃｏｍｐｕ ｔ ．
Ｇｒａｐｈ ．Ｓｔａ ｔ ． ， ２００８ ，１ ７ （２） ：４２６－４４３ ．
［
２
］Ｃｈｅｎ ， Ｓ ．Ｘ ． ，Ｏｎ ｔｈｅａｃｃｕｒ ａｃｙｏｆ ｅｍｐ ｉｒ ｉｃａ ｌｌ ｉｋｅ ｌ ｉ ｈｏｏｄ ｃｏｎｆｉｄｅｎｃｅｒｅｇ ｉｏｎｓ ｆｏｒ ｌｉ ｎｅａｒｒ ｅｇｒｅｓｓ ｉｏｎ ｍｏｄｅ ｌ ， Ａ ｎｎ ．Ｉｎｓｔ ．
Ｓｔａｔ ｉｓｔ ．Ｍａ ｔｈ ． ，１９ ９３ ，４ ５（４ ） ： ６ ２１－ ６３７ ．
［
３ ］ＤｉＣｉｃｃ ｉｏ， Ｔ． ， Ｈａｌｌ ， Ｐ． ａｎｄＲｏｍ ａｎｏ ，Ｊ ． ，Ｅｍｐ ｉ ｒｉｃａｌｌｉ ｋｅｌｉ ｈｏ ｏｄ ｉ ｓＢａｒｔ ｌｅｔｔ－ｃｏｒｒ ｅｃｔａｂ ｌｅ ， Ａｎｎ ．Ｓｔ ａｔｉｓ ｔ ． ， １ ９９ １ ， １ ９ （２ ） ：
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