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REPRE´SENTATIONS BANALES DE GLm(D)
par
Alberto Mı´nguez & Vincent Se´cherre
Abstract. — Let F be a non-Archimedean locally compact field of residue characteristic
p, let D be a finite dimensional central division F-algebra and let R be an algebraically
closed field of characteristic different from p. We define banal irreducible R-representation of
G = GLm(D). This notion involves a condition on the cuspidal support of the representation
depending on the characteristic of R. When this characteristic is banal with respect to G, in
particular when R is the field of complex numbers, any irreducible R-representation of G is
banal. In this article, we give a classification of all banal irreducible R-representations of G
in terms of certain multisegments, called banal. When R is the field of complex numbers, our
method provides a new proof, entirely local, of Tadic´’s classification of irreducible complex
smooth representations of G.
1. Introduction
Soit F un corps commutatif localement compact non archime´dien de caracte´ristique re´-
siduelle p et soit D une F-alge`bre a` division centrale de dimension finie dont le degre´ re´duit
est note´ d. Pour tout entierm > 1, on de´signe par Gm le groupe GLm(D), qui est une forme
inte´rieure du groupe line´aire GLmd(F). Les repre´sentations lisses irre´ductibles complexes
du groupe GLmd(F) ont e´te´ classe´es par Zelevinski [17] en termes de parame`tres appele´s
multisegments. Dans [13], ou` la caracte´ristique de F est suppose´e nulle, Tadic´ donne une
classification des repre´sentations lisses irre´ductibles complexes de Gm en termes de multi-
segments. La me´thode utilise´e par Tadic´ s’appuie sur les re´sultats de [10] (qui reposent
eux-meˆmes sur la formule des traces simple) et en particulier sur la correspondance de
Jacquet-Langlands et la classification des repre´sentations tempe´re´es en fonction de la se´rie
discre`te (voir ibid., the´ore`me B.2.d). Dans [4], Badulescu e´tend ces deux re´sultats au cas
Ce travail a be´ne´ficie´ de financements de l’EPSRC (GR/T21714/01, EP/G001480/1) et l’Agence Natio-
nale de la Recherche (ANR-08-BLAN-0259-01, ANR-10-BLANC-0114). Le premier auteur est finance´ en
partie par MTM2010-19298 et FEDER.
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ou` F est de caracte´ristique p, et on trouve dans [3] la classification des repre´sentations
lisses irre´ductibles complexes de Gm sans restriction sur la caracte´ristique de F.
Dans cet article, on s’inte´resse au proble`me de la classification des repre´sentations lisses
irre´ductibles de Gm a` coefficients dans un corps R alge´briquement clos de caracte´ristique ℓ
diffe´rente de p, appele´es aussi repre´sentations (lisses irre´ductibles) modulaires dans le cas
ou` ℓ est non nulle. Dans le cas modulaire, on ne dispose pas d’une formule des traces et le
the´ore`me du quotient de Langlands, qui permet dans la construction de Tadic´ d’obtenir
toutes les repre´sentations irre´ductibles en fonction des repre´sentations tempe´re´es, n’est
pas valable. Il faut trouver une approche diffe´rente de celle employe´e dans le cas complexe.
Dans [11], nous avons effectue´ la classification comple`te des R-repre´sentations irre´duc-
tibles de Gm en termes de multisegments. C’est un long travail dont l’un des principaux
outils est la the´orie des types, et qui s’appuie sur des re´sultats profonds de [1, 7] sur les
repre´sentations des alge`bres de Hecke affines de type A en une racine de l’unite´.
Dans cet article, nous proposons une classification, inde´pendante de celle obtenue dans
[11] et ne s’appuyant pas sur [1, 7], de certaines R-repre´sentations irre´ductibles de Gm que
nous appelons banales. Une repre´sentation irre´ductible de Gm est banale si son support
cuspidal satisfait a` une condition technique qui de´pend de la caracte´ristique de R (voir
plus bas pour une de´finition pre´cise). Si cette caracte´ristique ℓ est banale, c’est-a`-dire si
ℓ est diffe´rent de p et ne divise aucun des entiers qdi− 1 pour i ∈ {1, . . . , m}, ou` q de´signe
le cardinal du corps re´siduel de F, alors toute R-repre´sentation irre´ductible de Gm est
banale. Ceci se produit en particulier si R est le corps des nombres complexes : dans ce
cas, notre article fournit une nouvelle preuve de la classification de Tadic´, inde´pendante
de la caracte´ristique de F et purement locale : on n’utilise ni la formule des traces, ni la
correspondance de Jacquet-Langlands.
Nous avons choisi de publier la classification des repre´sentations banales inde´pendam-
ment de la classification comple`te de [11], d’une part parce que l’approche employe´e dans
[11] se simplifie de fac¸on remarquable dans le cas banal (en particulier nous n’avons pas
besoin ici des re´sultats profonds de [1, 7]), d’autre part pour insister sur le fait que notre
approche fournit une preuve purement locale de la classification de Tadic´.
L’une des principales difficulte´s auxquelles on est confronte´ lorsqu’on e´tudie les repre´-
sentations modulaires de Gm est l’apparition de repre´sentations cuspidales non supercus-
pidales (voir [14]). C’est ce qu’on e´vite ici en se restreignant aux repre´sentations banales :
une repre´sentation irre´ductible banale est cuspidale si et seulement si elle est supercuspi-
dale. Aussi certaines techniques alge´briques de la the´orie des repre´sentations complexes
employe´es par Zelevinski s’e´tendent-elles au cas banal. On obtient une double classifica-
tion (a` la Zelevinski et a` la Langlands) plus pre´cise que celle de [11] (qui ne donne qu’une
classification a` la Zelevinski) et la preuve en est beaucoup plus simple.
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Il est temps de´ja` de donner plus de de´tails sur le contenu de cet article. Etant donne´e
une repre´sentation irre´ductible cuspidale ρ de Gm, on lui associe dans [11, §7.1] un carac-
te`re non ramifie´ νρ tel que, pour toute repre´sentation cuspidale ρ
′ de Gm′ , m
′ > 1, l’induite
parabolique normalise´e ρ× ρ′ soit re´ductible si et seulement si ρ′ est isomorphe a` ρνρ ou
a` ρν−1ρ . Par exemple, si D est e´gale a` F, le caracte`re νρ est inde´pendant de ρ et est e´gal
a` | det |F, ou` | |F de´signe la valeur absolue normalise´e de F. On note Zρ l’ensemble des
classes d’isomorphisme des ρνiρ pour i ∈ Z. Un segment est une suite finie de la forme :
(
ρνaρ , ρν
a+1
ρ , . . . , ρν
b
ρ
)
ou` a, b sont des entiers tels que a 6 b. Un tel segment est note´ [a, b]ρ. On a une notion
naturelle d’e´quivalence entre segments, et on de´finit un multisegment comme une somme
formelle de classes d’e´quivalence de segments, c’est-a`-dire un e´le´ment du groupe abe´lien
libre engendre´ par les classes d’e´quivalence de segments. Le support d’un segment [a, b]ρ
est la somme formelle des classes d’isomorphisme des ρνiρ pour a 6 i 6 b, somme qui ne
de´pend que de la classe de ce segment, et le support d’un multisegment est la somme des
supports des segments qui le composent.
De´finition 1.1. — (1) Une somme formelle ρ1+ · · ·+ρr de classes de repre´sentations
irre´ductibles cuspidales est dite banale si, pour toute repre´sentation irre´ductible cuspidale
ρ, il existe un e´le´ment de Zρ qui n’apparaˆıt pas dans cette somme.
(2) Un multisegment est dit banal si son support est banal ; une repre´sentation irre´-
ductible est dite banale si son support cuspidal est banal.
La proprie´te´ suivante, prouve´e dans [11, §8.2], justifie l’importance des repre´sentations
banales.
Proposition 1.2. — Soient ρ1, . . . , ρr des repre´sentations cuspidales, avec r > 2. Sup-
posons que la somme formelle ρ1 + · · ·+ ρr soit banale. Alors l’induite parabolique :
ρ1 × · · · × ρr
ne contient aucun sous-quotient irre´ductible cuspidal.
On de´finit dans [11, §8.3] le support supercuspidal d’une repre´sentation irre´ductible de
Gm. On montre que le support supercuspidal d’une repre´sentation banale est e´gal a` son
support cuspidal.
Nous pouvons maintenant e´noncer les the´ore`mes de classification contenus dans cet
article. Soit ∆ = [a, b]ρ un segment banal. Alors la repre´sentation induite :
ρνaρ × · · · × ρν
b
ρ
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posse`de une unique sous-repre´sentation irre´ductible, note´e Z(∆), et un unique quotient
irre´ductible, note´ L(∆) (voir la proposition 4.10). Le re´sultat principal de cet article est
le double the´ore`me de classification suivant.
The´ore`me 1.3. — (1) Soient ∆1, . . . ,∆r des segments tels que, pour tous i < j, le
segment ∆i ne pre´ce`de pas ∆j et tels que le multisegment m = ∆1 + · · ·+∆r soit banal.
Alors :
(1.1) Z(∆1)× · · · × Z(∆r)
admet une unique sous-repre´sentation irre´ductible, ne de´pendant que de m et note´e Z(m).
Elle est banale et sa multiplicite´ comme sous-quotient de (1.1) est e´gale a` 1.
(2) L’application m 7→ Z(m) de´finit une bijection entre multisegments banals de degre´
n et classes d’isomorphisme de repre´sentations irre´ductibles banales de Gn.
The´ore`me 1.4. — (1) Soient ∆1, . . . ,∆r des segments tels que, pour tous i < j, le
segment ∆i ne pre´ce`de pas ∆j et tels que le multisegment m = ∆1 + · · ·+∆r soit banal.
Alors :
(1.2) L(∆1)× · · · × L(∆r)
admet un unique quotient irre´ductible, ne de´pendant que de m et note´ L(m). Il est banal
et sa multiplicite´ comme facteur de (1.2) est e´gale a` 1.
(2) L’application m 7→ L(m) de´finit une bijection entre multisegments banals de degre´
n et classes d’isomorphisme de repre´sentations irre´ductibles banales de Gn.
La premie`re classification est dite a` la Zelevinski et la seconde a` la Langlands. Pour
prouver les parties (1) des the´ore`mes et l’injectivite´ des classifications, on adapte les ide´es
du the´ore`me du quotient de Langlands au cas modulaire. Remarquons que la condition de
banalite´ nous permet d’ordonner tout multisegment banal de sorte que pour tous i < j, le
segment ∆i ne pre´ce`de pas ∆j . Pour prouver la surjectivite´ des classifications, on proce`de
comme dans [17] : on utilise le fait que Z(∆)×Z(∆′) et L(∆)×L(∆′) sont de longueur 2
ou 1, selon que les segments ∆ et ∆′ sont lie´s ou non (ce qui est faux si on n’impose pas
la condition de banalite´).
Supposons maintenant que R soit le corps des nombres complexes. Dans le cas ou` D est
e´gale a` F, notre preuve, purement combinatoire, est plus simple que celle de Zelevinski
[17], qui utilise a` plusieurs reprises des arguments de [6]. Notre preuve ne fait presque
aucune diffe´rence entre les deux classifications. Dans le le cas ou` D n’est pas commutative,
le the´ore`me 1.4 est prouve´ dans [13] pour F de caracte´ristique nulle et dans [3] pour F
de caracte´ristique p. Le the´ore`me 1.3 est nouveau.
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Pour finir, dans la section 6, on montre que toute Fℓ-repre´sentation irre´ductible banale
se rele`ve en une Qℓ-repre´sentation irre´ductible entie`re. En ge´ne´ral, une Fℓ-repre´sentation
non banale ne peut pas toujours eˆtre releve´e (voir [11, §9.7]).
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Notations et conventions
1. Dans tout cet article, F est un corps commutatif localement compact non archime´-
dien, de caracte´ristique re´siduelle note´e p, et R est un corps alge´briquement clos de carac-
te´ristique diffe´rente de p.
2. Une F-alge`bre a` division est une F-alge`bre centrale de dimension finie dont l’anneau
sous-jacent est un corps qui n’est pas ne´cessairement commutatif. Si K est une extension
finie de F, ou plus ge´ne´ralement une alge`bre a` division sur une extension finie de F, on
note OK son anneau d’entiers, pK son ide´al maximal et qK le cardinal de son corps re´siduel.
On pose enfin q = qF.
3. Une R-repre´sentation lisse d’un groupe topologique G est un couple compose´ d’un
R-espace vectoriel V et d’un homomorphisme de groupes de G dans AutR(V) tel que le
stabilisateur de tout vecteur de V soit un sous-groupe ouvert de G. Dans cet article,
toutes les repre´sentations sont suppose´es lisses.
Un R-caracte`re de G est un homomorphisme de groupes de G dans R× de noyau ouvert.
Si π est une R-repre´sentation de G, on de´signe par π∨ sa contragre´diente. Si en outre χ
est un R-caracte`re de G, on note χπ ou πχ la repre´sentation tordue g 7→ χ(g)π(g).
S’il n’y a pas d’ambigu¨ıte´, on e´crira caracte`re et repre´sentation plutoˆt que R-caracte`re
et R-repre´sentation.
4. E´tant donne´ un ensemble X, on note Z(X) le groupe abe´lien libre de base X constitue´
des applications de X dans Z a` support fini et N(X) le sous-ensemble de Z(X) constitue´
des applications a` valeurs dans N. Pour f, g ∈ Z(X), on note f 6 g si g − f ∈ N(X), ce
qui de´finit une relation d’ordre partiel sur Z(X).
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2. Pre´liminaires
Dans tout ce qui suit, on fixe une F-alge`bre a` division D de degre´ re´duit note´ d. Pour
tout entier m > 1, on de´signe par Mm(D) la F-alge`bre des matrices de taille m × m a`
coefficients dans D et on pose Gm = GLm(D). Il est commode de convenir que G0 est le
groupe trivial.
2.1. Soit m > 1, et soit Nm la norme re´duite de Mm(D) sur F. On note | |F la valeur
absolue normalise´e de F, c’est-a`-dire la valeur absolue donnant a` une uniformisante de F
la valeur q−1. Puisque l’image de q dans R est inversible, cette valeur absolue de´finit un
R-caracte`re de F× note´ | |F,R. L’application g 7→ |Nm(g)|F,R est un R-caracte`re de Gm,
qu’on notera simplement ν.
2.2. Pour m > 0, on note IrrR(Gm) l’ensemble des classes d’isomorphisme de R-repre´sen-
tations irre´ductibles de Gm et GR(Gm) le groupe de Grothendieck de ses R-repre´sentations
de longueur finie, qui est un Z-module libre de base IrrR(Gm).
Si π est une R-repre´sentation de longueur finie de Gm, on note deg(π) = m, qu’on appel-
le le degre´ de π, et on note [π] son image dans GR(Gm). En particulier, si π est irre´ductible,
[π] de´signe sa classe d’isomorphisme. Lorsqu’aucune confusion ne sera possible, il nous
arrivera d’identifier une R-repre´sentation avec sa classe d’isomorphisme.
On de´signe par IrrR la re´union disjointe des ensembles IrrR(Gm) pour m > 0, et par GR
la somme directe des GR(Gm) pour m > 0, qui est un Z-module libre de base IrrR.
2.3. Si α = (m1, . . . , mr) est une famille d’entiers positifs ou nuls dont la somme est e´gale
a` m, il lui correspond le sous-groupe de Levi standard Mα de Gm constitue´ des matrices
diagonales par blocs de tailles m1, . . . , mr respectivement, que l’on identifie naturellement
au produit Gm1 × · · · × Gmr . On note Pα le sous-groupe parabolique de Gm de facteur
de Levi Mα forme´ des matrices triangulaires supe´rieures par blocs de tailles m1, . . . , mr
respectivement, et on note Uα son radical unipotent.
On choisit une fois pour toutes une racine carre´e de q dans R. On note rα le foncteur
de restriction parabolique normalise´ relativement a` ce choix, et iα son adjoint a` droite,
c’est-a`-dire le foncteur d’induction parabolique normalise´ lui correspondant. Ces foncteurs
sont exacts, et pre´servent l’admissibilite´ et le fait d’eˆtre de longueur finie.
Si, pour chaque i ∈ {1, . . . , r}, on a une R-repre´sentation πi de Gmi, on note :
(2.1) π1 × · · · × πr = iα(π1 ⊗ · · · ⊗ πr).
Si les πi sont de longueur finie, la quantite´ [π1× · · ·× πr] ne de´pend que de [π1], . . . , [πr].
L’application :
(2.2) ([π1], . . . , [πr]) 7→ [π1 × · · · × πr]
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induit par line´arite´ une application line´aire de GR(Gm1) × · · · × GR(Gmr) dans GR(Gm).
Ceci munit GR d’une structure de Z-alge`bre commutative gradue´e (voir [17, 13, 3] dans
le cas complexe et [9, 11] dans le cas modulaire).
On note e´galement r−α le foncteur de restriction parabolique relativement au sous-groupe
parabolique oppose´ a` Pα relativement a` Mα, c’est-a`-dire forme´ des matrices triangulaires
infe´rieures par blocs de tailles m1, . . . , mr respectivement, et on note α
− = (mr, . . . , m1)
la famille de´duite de α en inversant l’ordre des termes.
2.4. Une R-repre´sentation irre´ductible de Gm est dite cuspidale si son image par rα est
nulle pour toute famille α = (m1, . . . , mr) d’entiers compris entre 0 et m− 1 et de somme
m. Elle est dite supercuspidale si en outre, pour toute R-repre´sentation irre´ductible πi de
Gmi, sa classe d’isomorphisme n’apparaˆıt pas dans [π1 × · · · × πr]
On note CR(Gm) et SR(Gm) les sous-ensembles de IrrR(Gm) constitue´s respectivement
des classes d’isomorphisme de R-repre´sentations irre´ductibles cuspidales et supercuspi-
dales de Gm. On note CR et SR la re´union disjointe de CR(Gm) et SR(Gm) respectivement,
pour m > 0.
2.5. Une paire (super)cuspidale de Gm est un couple (M, ̺) forme´ d’un sous-groupe de
Levi M de Gm et d’une R-repre´sentation irre´ductible (super)cuspidale ̺ de M. Si M = Mα
pour une famille α = (m1, . . . , mr) d’entiers positifs de somme m, alors ̺ est de la forme
ρ1 ⊗ · · · ⊗ ρr, ou` ρi est une R-repre´sentation irre´ductible (super)cuspidale de Gmi, pour
i ∈ {1, . . . , r}.
Si π est une R-repre´sentation irre´ductible de Gm, il existe une famille α = (m1, . . . , mr)
et, pour chaque i, une R-repre´sentation irre´ductible cuspidale (supercuspidale) ρi de Gmi
telles que π soit isomorphe a` une sous-repre´sentation (un sous-quotient) de la repre´sen-
tation induite ρ1 × · · · × ρr. La somme :
[ρ1]+ · · ·+ [ρr]
dans N(CR) (resp. N(SR)) est unique et s’appelle le support cuspidal (supercuspidal) de
π et est note´e cusp(π) (resp. scusp(π)). Pour une preuve de l’unicite´ du support cuspidal
(supercuspidal), on renvoie a` [11].
2.6. Dans ce paragraphe, on donne une version combinatoire du lemme ge´ome´trique de
Bernstein-Zelevinski (voir [11, §2.4.3]). Soient α = (m1, . . . , mr) et β = (n1, . . . , ns) deux
familles d’entiers de sommes toutes deux e´gales a` m > 1. Pour chaque i ∈ {1, . . . , r}, soit
πi une R-repre´sentation irre´ductible de Gmi , et posons π = π1 ⊗ · · · ⊗ πr ∈ IrrR(Mα). On
note M α,β l’ensemble des matrices B = (bi,j) compose´es d’entiers positifs tels que :
s∑
j=1
bi,j = mi,
r∑
i=1
bi,j = nj, i ∈ {1, . . . , r}, j ∈ {1, . . . , s}.
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Fixons B ∈ M α,β et notons αi = (bi,1, . . . , bi,s) et βj = (b1,j, . . . , br,j), qui sont des parti-
tions de mi et de nj respectivement. Pour chaque i ∈ {1, . . . , r}, on e´crit :
σ
(k)
i = σ
(k)
i,1 ⊗ · · · ⊗ σ
(k)
i,s , σ
(k)
i,j ∈ IrrR(Gbi,j), k ∈ {1, . . . , ri},
les diffe´rents facteurs de composition de rαi(πi). Pour tout j ∈ {1, . . . , s} et toute famille
d’entiers (k1, . . . , kr) tels que 1 6 ki 6 ri, on de´finit une R-repre´sentation σj de Gnj par :
σj = iβj
(
σ
(k1)
1,j ⊗ · · · ⊗ σ
(kr)
r,j
)
.
Alors les R-repre´sentations :
σ1 ⊗ · · · ⊗ σs, B ∈ M
α,β, 1 6 ki 6 ri,
forment une suite de composition de rβ(iα(π)).
On reprend les notations ci-dessus avec s = 2. Le re´sultat suivant est prouve´ dans [11,
Proposition 2.8].
Proposition 2.1. — On suppose que, pour tout i ∈ {1, . . . , r}, toute partition αi de mi
et tout facteur de composition σ
(k)
i = σ
(k)
i,1 ⊗ σ
(k)
i,2 de rαi(πi), on ait :
cusp(σ
(k)
i,2 ) 

∑
i<j6r
cusp(πj).
Alors π apparaˆıt avec multiplicite´ 1 dans [rα(iα(π))]. Ainsi iα(π) (resp. iα−(π)) a une
unique sous-repre´sentation (resp. un unique quotient) irre´ductible, dont la multiplicite´
dans [iα(π)] (resp. [iα−(π)]) est e´gale a` 1.
3. La the´orie des segments
On rappelle les notions de segment et de multisegment (voir [11, §§7.3 et 9.1]).
3.1. Soit m > 1 un entier, et soit ρ une R-repre´sentation irre´ductible cuspidale de Gm.
Dans [11, §7.1], on associe a` ρ un R-caracte`re non ramifie´ νρ de Gm tel que, si ρ
′ est
une R-repre´sentation irre´ductible cuspidale de Gm′ avec m
′ > 1, la repre´sentation induite
ρ× ρ′ soit re´ductible si et seulement si m′ = m et si ρ′ est isomorphe a` ρνρ ou a` ρν
−1
ρ . Ce
caracte`re ne de´pend que de la classe d’inertie de ρ. On pose :
(3.1) Zρ = {[ρν
i
ρ] | i ∈ Z}.
Dans le cas ou` R est de caracte´ristique non nulle, cet ensemble est fini et on note e(ρ) son
cardinal. Si la caracte´ristique de R est nulle, Zρ est un ensemble infini et on convient que
e(ρ) = +∞.
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3.2. Soit un entier m > 1, soit ρ une R-repre´sentation irre´ductible cuspidale de Gm et
soient a, b ∈ Z des entiers tels que a 6 b.
De´finition 3.1. — Un segment est une suite finie de la forme :
(3.2)
(
ρνaρ , ρν
a+1
ρ , . . . , ρν
b
ρ
)
.
Une telle famille est note´e [a, b]ρ.
Si ∆ = [a, b]ρ est un segment, on note :
(3.3) n(∆) = b− a+ 1, deg(∆) = (b− a + 1)m, a(∆) = ρνaρ , b(∆) = ρν
b
ρ,
respectivement la longueur, le degre´ et les extre´mite´s de ∆. Si a + 1 6 b, on pose :
(3.4) −∆ = [a + 1, b]ρ , ∆
− = [a, b− 1]ρ .
Le support de ∆, note´ supp(∆), est l’e´le´ment de N(CR) de´fini par :
(3.5) supp(∆) = [ρνaρ ]+ · · ·+ [ρν
b
ρ].
On note enfin :
(3.6) ∆∨ = [−b,−a]ρ∨
le segment contragre´dient de ∆.
De´finition 3.2. — Soient ∆ = [a, b]ρ et ∆
′ = [a′, b′]ρ′ des segments.
(1) On dit que ∆ pre´ce`de ∆′ si l’on peut extraire de la suite :
(ρνaρ , . . . , ρν
b
ρ, ρ
′νa
′
ρ′ , . . . , ρ
′νb
′
ρ′)
une sous-suite qui soit un segment de longueur strictement supe´rieure a` n(∆) et n(∆′).
(2) On dit que ∆ et ∆′ sont lie´s si ∆ pre´ce`de ∆′ ou si ∆′ pre´ce`de ∆.
Remarquons que, si ∆ et ∆′ sont lie´s, les ensembles Zρ et Zρ′ sont e´gaux.
3.3. Deux segments [a, b]ρ et [a
′, b′]ρ′ sont dits e´quivalents s’ils ont la meˆme longueur et si
ρνaρ est isomorphe a` ρ
′νa
′
ρ′ . On note SegR l’ensemble des classes d’e´quivalence de segments.
De´finition 3.3. — Un multisegment est un e´le´ment de N(SegR). On note :
Mult = MultR
l’ensemble des multisegments.
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Soit m = ∆1 + · · ·+∆r un multisegment. Les applications longueur, degre´ et support
sont prolonge´es a` Mult par additivite´, c’est-a`-dire qu’on note :
n(m) =
∑
16i6r
n (∆i) , deg (m) =
∑
16i6r
deg (∆i) , supp(m) =
∑
16i6r
supp (∆i) ,
la longueur, le degre´ et le support cuspidal de m repectivement. E´tant donne´ un support
cuspidal s ∈ N (C), on note :
Mult(s)
l’ensemble de tous les multisegments de support s.
On note supp0(m) l’ensemble des e´le´ments de CR apparaissant dans supp(m) avec mul-
tiplicite´ > 1. On dit que le support de m est connexe s’il existe un segment ∆ tel que
supp0(m) = supp0(∆). Dans ce cas on dit que m est a` support connexe.
4. Les repre´sentations banales
Dans cette section, on de´finit la notion de repre´sentation banale et on donne quelques
premie`res proprie´te´s et exemples de telles repre´sentations.
4.1. On commence par de´finir la notion de multisegment banal.
De´finition 4.1. — Un multisegment m est dit banal si, pour toute repre´sentation irre´-
ductible cuspidale ρ, il existe un e´le´ment de Zρ n’apparaissant pas dans supp(m).
Un segment [a, b]ρ est banal si et seulement s’il est de longueur strictement infe´rieure a`
e(ρ).
Remarque 4.2. — Notons que la somme de deux multisegments banals n’est pas tou-
jours banale. Par exemple, supposons que l’image de q dans R× soit d’ordre 2. On note
1 le caracte`re trivial de GL1(F) et ν son unique caracte`re non ramifie´ d’ordre 2. Alors les
segments [1] et [ν] sont banals tandis que leur somme ne l’est pas.
Si m est un multisegment banal, il existe des segments ∆1, . . . ,∆r tels que, pour i < j, le
segment ∆i ne pre´ce`de pas ∆j et tels que m = ∆1+· · ·+∆r. Une telle famille (∆1, . . . ,∆r)
s’appelle une forme range´e de m. En ge´ne´ral, un mutisegment non banal ne posse`de pas
de forme range´e.
4.2. Soit m > 1 un entier et soit ρ une repre´sentation irre´ductible cuspidale de Gm telle
que e(ρ) > 2. On fixe un entier 0 6 t 6 e(ρ)− 1.
De´finition 4.3. — Soient ∆ = [a, b]ρ et ∆ = [a
′, b′]ρ deux segments ve´rifiant la condition
0 6 a, b, a′, b′ 6 t. On e´crit :
∆ > ∆′
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si a > a′, ou bien si a = a′ et b > b′.
On e´crit aussi ∆ > ∆′ si ∆ > ∆′ ou ∆ = ∆′. La relation > est une relation d’ordre
de´pendant des choix de ρ et t.
4.3. Soit s ∈ N(C) un support connexe et banal. On va prolonger l’ordre sur les segments
en un ordre total sur Mult(s). D’abord, il existe une repre´sentation irre´ductible cuspidale
ρ (unique a` isomorphisme pre`s) et un unique entier 0 6 t 6 e(ρ)− 1 tels que :
supp(s) = [ρ]+ [ρνρ] + · · ·+ [ρν
t
ρ].
Comme s est banal, chaque terme de cette somme apparaˆıt avec multiplicite´ 1, c’est-a`-dire
qu’on a supp0(s) =
{
[ρ], [ρνρ], . . . , [ρν
t
ρ]
}
.
On appelle forme ordonne´e d’un multisegment m ∈ Mult(s) l’unique famille :
(∆1, . . . ,∆r)
de segments tels que m = ∆1+ · · ·+∆r et ∆1 > ∆2 > . . . > ∆r. Si le support s n’est pas
banal ou n’est pas connexe, la forme ordonne´e de m peut ne pas exister ou ne pas eˆtre
unique.
On e´tend maintenant la relation > aux multisegments de support s.
De´finition 4.4. — Soient m et m′ des multisegments de support s, et soient (∆1, . . . ,∆r)
et (∆′1, . . . ,∆
′
r′) leurs formes ordonne´es respectives. On e´crit :
m > m′
si l’on est dans l’un des cas suivants :
(1) Il existe 1 6 i < min(r, r′) tel que ∆1 = ∆
′
1, . . . ,∆i = ∆
′
i et ∆i+1 > ∆
′
i+1.
(2) On a r > r′ et ∆1 = ∆
′
1, . . . ,∆r′ = ∆
′
r′ .
On e´crit aussi m > m′ si m > m′ ou m = m′. La relation > est une relation d’ordre sur
Mult(s).
4.4. Soit s = [ρ1] + · · ·+ [ρr] un e´le´ment de N(C). La proprie´te´ suivante, prouve´e dans
[11, §8.2], montre l’importance de la notion de repre´sentation banale.
Proposition 4.5. — Supposons que s soit banal et que r > 2. Alors la repre´sentation :
ρ1 × · · · × ρr
ne contient aucun sous-quotient irre´ductible cuspidal.
Le re´sultat analogue dans le cas complexe est duˆ a` [5].
De´finition 4.6. — On dit qu’une repre´sentation irre´ductible est banale si son support
cuspidal est banal.
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Exemple 4.7. — (1) Une repre´sentation irre´ductible cuspidale ρ est banale si et seule-
ment si e(ρ) > 2.
(2) Une repre´sentation irre´ductible banale est cuspidale si et seulement si elle est super-
cuspidale (voir [11, Remarque 7.16]).
(3) Si la caracte´ristique ℓ de R est banale pour Gm, c’est-a`-dire si ℓ est diffe´rente de p
et ne divise aucun des entiers qdi− 1 pour i ∈ {1, . . . , m}, ou` d de´signe le degre´ re´duit de
D sur F et q le cardinal du corps re´siduel de F, alors toute repre´sentation irre´ductible de
Gm est banale. Ceci est valable en particulier si R est de caracte´ristique nulle.
(4) Inversement, on suppose que la caracte´ristique ℓ de R est non nulle, et soit m un
entier tel que toute repre´sentation irre´ductible de Gm soit banale. On note e l’ordre de q
d
dans F×ℓ et 1D× le caracte`re trivial de D
×. Si e 6 m, alors la repre´sentation St(1D×, m)
n’est pas banale (voir [11, Proposition 7.8]). On en de´duit que e > m, c’est-a`-dire que ℓ
est banale pour Gm.
Le corollaire suivant est imme´diat apre`s la proposition 4.5.
Corollaire 4.8. — Soit π une repre´sentation irre´ductible banale. Alors le support cus-
pidal de π est e´gal a` son support supercuspidal.
Remarque 4.9. — La re´ciproque n’est pas vraie. Si l’image de q dans R× est d’ordre 2,
le caracte`re trivial de GL2(F) n’est pas banal mais ses supports cuspidal et supercuspidal
co¨ıncident.
4.5. Soit ρ une repre´sentation irre´ductible cuspidale de Gm, et soit ∆ = [a, b]ρ un segment
banal. On pose :
(4.1) Π(∆) = ρνaρ × · · · × ρν
b
ρ
et on note n la longueur de ∆. La proposition suivante associe a` ∆ deux repre´sentations
irre´ductibles de Gmn.
Proposition 4.10. — (1) L’induite Π(∆) posse`de une unique sous-repre´sentation ir-
re´ductible, note´e Z(∆). C’est l’unique repre´sentation irre´ductible de Gmn, a` isomorphisme
pre`s, telle que :
r(m,...,m) (Z(∆)) = ρν
a
ρ ⊗ · · · ⊗ ρν
b
ρ.
(2) L’induite Π(∆) posse`de un unique quotient irre´ductible, note´ L(∆). C’est l’unique
repre´sentation irre´ductible de Gmn, a` isomorphisme pre`s, telle que :
r(m,...,m) (L(∆)) = ρν
b
ρ ⊗ · · · ⊗ ρν
a
ρ .
De´monstration. — Puisque ∆ est banal, tout e´le´ment de supp(∆) apparaˆıt avec multi-
plicite´ 1. D’apre`s la proposition 2.1, il existe une unique sous-repre´sentation irre´ductible
et un unique quotient irre´ductible dans Π(∆). D’apre`s la proposition 4.5, si le segment
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∆ est de longueur > 2, l’induite Π(∆) ne contient pas de facteur cuspidal. La proprie´te´
sur le foncteur de Jacquet se prouve alors comme dans [17, §2] ou [13, Proposition 2.7].
Voir aussi [11, Lemme 7.26]
Remarque 4.11. — On a L (∆∨) ≃ L (∆)∨ et Z (∆∨) ≃ Z (∆)∨.
5. Classification des repre´sentations banales
Dans cette section on classifie toutes les repre´sentations banales en termes de multiseg-
ments banals.
5.1. Soit m > 1 un entier, soit ρ une repre´sentation irre´ductible cuspidale de Gm et soit
∆ = [a, b]ρ un segment. Pour montrer les the´ore`mes 1.3 et 1.4, on notera indiffe´remment
〈∆〉 = 〈a, b〉ρ la repre´sentation Z([a, b]ρ) ou L([−b,−a]ρ), comme dans [11, §7.5.1].
Dans le cas ou` 〈∆〉 de´signe Z([a, b]ρ) (respectivement L([−b,−a]ρ)) on note µρ le carac-
te`re νρ (respectivement ν
−1
ρ ).
La proposition suivante re´sume la proposition 4.10 et montre l’inte´reˆt de cette notation.
Proposition 5.1. — Soit [a, b]ρ un segment banal et soit π une repre´sentation irre´duc-
tible. Les conditions suivantes sont e´quivalentes :
(1) La repre´sentation π est isomorphe a` 〈∆〉.
(2) π est l’unique sous-repre´sentation irre´ductible de ρµaρ × ρµ
a+1
ρ × · · · × ρµ
b
ρ.
(3) On a r(m,...,m) (π) = ρµ
a
ρ ⊗ ρµ
a+1
ρ ⊗ · · · ⊗ ρµ
b
ρ.
Le the´ore`me suivant est un cas particulier de [11, The´ore`me 7.38]. On remarquera que,
dans le cas banal, la preuve donne´e dans [11] se simplifie notablement.
The´ore`me 5.2. — Soient ∆1, . . . ,∆r des segments banals. Si, pour tous 1 6 i, j 6 r,
les segments ∆i et ∆j sont non lie´s, alors la repre´sentation :
〈∆1〉 × · · · × 〈∆r〉
est irre´ductible.
5.2. Le the´ore`me suivant englobe les the´ore`mes 1.3 et 1.4.
The´ore`me 5.3. — (1) Soit (∆1, . . . ,∆r) une forme range´e d’un multisegment ba-
nal m. Alors 〈∆1〉 × · · · × 〈∆r〉 admet une unique sous-repre´sentation irre´ductible, ne
de´pendant que de m et note´e :
〈m〉.
Elle est banale et sa multiplicite´ dans [ 〈∆1〉 × 〈∆2〉 × · · · × 〈∆r〉 ] est e´gale a` 1.
(2) Soient m et m′ des multisegments banals. Alors 〈m〉 et 〈m′〉 sont isomorphes si et
seulement si m = m′.
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(3) Soit n > 1. Toute repre´sentation irre´ductible banale de Gn est de la forme 〈m〉, ou`
m est un multisegment banal de degre´ n.
Remarque 5.4. — Si (∆′1, . . . ,∆
′
r) est une autre forme range´e de m, alors :
〈∆1〉 × · · · × 〈∆r〉 ≃ 〈∆
′
1〉 × · · · × 〈∆
′
r〉
d’apre`s le the´ore`me 5.2.
Le reste de cette section sera consacre´ a` la preuve de ce the´ore`me.
5.3. Dans ce paragraphe on prouve la partie (1) du the´ore`me 5.3. Soit m un multisegment
banal non nul. Il existe u > 1 et des familles de multisegments (∆
(i)
1 , . . . ,∆
(i)
ni ), 1 6 i 6 u,
telles que :
(5.1) (∆
(1)
1 , . . . ,∆
(1)
n1
,∆
(2)
1 , . . . ,∆
(2)
n2
, . . . ,∆
(u)
1 , . . . ,∆
(u)
nu
)
soit une forme range´e de m et que, pour tous 1 6 i 6 u et 1 6 j, k 6 ni, on ait :
(5.2) b
(
∆
(i)
j
)
= b
(
∆
(i)
k
)
,
c’est-a`-dire que ∆
(i)
j et ∆
(i)
k ont la meˆme extre´mite´ finale, que l’on de´signe par ρi. Puisque
le multisegment m est banal, on peut meˆme supposer que :
(5.3) ρi /∈ ∆
(j)
k
pour tous 1 6 i < j 6 u et 1 6 k 6 nj (c’est-a`-dire que, pour 1 6 l 6 ni et 1 6 k 6 nj,
le segment ∆
(i)
l ne pre´ce`de pas ∆
(j)
k ). On note α la partition :
α =
(
deg
(
∆
(1)
1 + · · ·+∆
(1)
n1
)
, deg
(
∆
(2)
1 + · · ·+∆
(2)
n2
)
, . . . , deg
(
∆
(u)
1 + · · ·+∆
(u)
nu
))
et on pose :
π0 =
u⊗
i=1
(
〈∆
(i)
1 〉 × · · · × 〈∆
(i)
ni
〉
)
qui est une repre´sentation irre´ductible (par le the´ore`me 5.2) de Mα.
Lemme 5.5. — La repre´sentation π0 apparaˆıt avec multiplicite´ 1 dans :
rα
(
〈∆
(1)
1 〉 × · · · × 〈∆
(1)
n1
〉 × · · · × 〈∆
(u)
1 〉 × · · · × 〈∆
(u)
nu
〉
)
.
De´monstration. — Par nos hypothe`ses (5.2), (5.3) et le lemme ge´ome´trique (voir le para-
graphe 2.6), la repre´sentations π0 satisfait aux conditions de la proposition 2.1. Le lemme
est donc une conse´quence directe de cette proposition.
Proposition 5.6. — Avec les notations du lemme 5.5, on a :
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(1) La repre´sentation :
〈
∆
(1)
1
〉
× · · · ×
〈
∆(1)n1
〉
× · · · ×
〈
∆
(u)
1
〉
× · · · ×
〈
∆(u)nu
〉
posse`de une unique sous-repre´sentation irre´ductible ; sa multiplicite´ dans l’induite est 1.
(2) La repre´sentation :
〈
∆(u)nu
〉
× · · · ×
〈
∆
(u)
1
〉
× · · · ×
〈
∆(1)n1
〉
× · · · ×
〈
∆
(1)
1
〉
posse`de un unique quotient irre´ductible irre´ductible ; sa multiplicite´ dans l’induite est 1.
De´monstration. — Ceci se de´duit du lemme 5.5 et de la proposition 2.1.
Nous prouvons maintenant le point (1) du the´ore`me 5.3. Soit (∆1, . . . ,∆r) une forme
range´e d’un multisegment banal m. La famille (5.1) est une autre forme range´e de m. Le
re´sultat est une conse´quence de la remarque 5.4 et de la proposition 5.6.
Remarque 5.7. — On de´duit de meˆme, par la proposition 5.6 (2), que la repre´sentation
induite 〈∆r〉× · · · × 〈∆1〉 posse`de un unique quotient irre´ductible. Le module de Jacquet
de ce quotient contient la repre´sentation π0 du lemme 5.5 et il apparaˆıt avec multiplicite´
1 dans l’induite. Puisque, par le lemme 5.5, la repre´sentation 〈m〉 est le seul sous-quotient
de cette induite dont le module de Jacquet contienne π0, on de´duit que 〈m〉 est aussi le
seul quotient irre´ductible de 〈∆r〉 × · · · × 〈∆1〉.
5.4. Si m = ∆1 + · · ·+∆r est un multisegment banal, on note m
∨ le multisegment :
m∨ = ∆∨1 + · · ·+∆
∨
r .
On a le re´sultat suivant.
Proposition 5.8. — La repre´sentation 〈m∨〉 est isomorphe a` 〈m〉∨.
De´monstration. — On peut supposer que la famille (∆1, . . . ,∆r) est une forme range´e
de m. D’apre`s la remarque 5.7, la repre´sentation 〈m〉 est la seule sous-repre´sentation
irre´ductible de la repre´sentation induite 〈∆1〉 × · · · × 〈∆r〉 et le seul quotient irre´ductible
de 〈∆r〉× · · ·× 〈∆1〉. Par passage a` la contragre´diente, on en de´duit que 〈m〉
∨ est la seule
sous-repre´sentation irre´ductible de 〈∆∨r 〉 × · · · × 〈∆
∨
1 〉 et le seul quotient irre´ductible de
〈∆∨1 〉×· · ·×〈∆
∨
r 〉. Comme (∆
∨
r , . . . ,∆
∨
1 ) est une forme range´e de m
∨, on a le re´sultat.
Proposition 5.9. — Soient m1, . . . ,mt des multisegments banals tels que, si i 6= j, au-
cun segment de mi ne soit lie´ a` un segment de mj. Alors :
〈m1〉 × · · · × 〈mt〉 ≃ 〈m1 + · · ·+mt〉 .
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De´monstration. — Par re´currence, on se rame`ne au cas ou` t = 2. Soient (∆1, . . . ,∆r) et
(∆′1, . . . ,∆
′
r′) des formes range´es de m1 et m2 respectivement. Puisqu’aucun segment de
m1 n’est lie´ a` un segment de m2, la famille (∆1+ · · ·+∆r +∆
′
1+ · · ·+∆
′
r′) est une forme
range´e du multisegment banal m1 +m2. Ainsi la repre´sentation :
(5.4) 〈∆1〉 × · · · × 〈∆r〉 × 〈∆
′
1〉 × · · · × 〈∆
′
r′〉
a, par le the´ore`me 5.3(1) une unique sous-repre´sentation irre´ductible et elle est isomorphe
a` la repre´sentation 〈m1 +m2〉. Puisque 〈m1〉 × 〈m2〉 est une sous-repre´sentation de (5.4),
on en de´duit que 〈m1 +m2〉 est l’unique sous-repre´sentation irre´ductible de 〈m1〉 × 〈m2〉.
De meˆme, d’apre`s la remarque 5.7, la repre´sentation :
(5.5) 〈∆r〉 × · · · × 〈∆1〉 × 〈∆
′
r′〉 × · · · × 〈∆
′
1〉
a un unique quotient irre´ductible isomorphe a` 〈m1 +m2〉. Comme 〈m1〉 × 〈m2〉 est un
quotient de (5.5), on trouve que 〈m1 +m2〉 est l’unique quotient irre´ductible de 〈m1〉×〈m2〉.
Or, d’apre`s le the´ore`me 5.3, la repre´sentation 〈m1 +m2〉 apparaˆıt avec multiplicite´ 1 dans
(5.4). On en de´duit que 〈m1〉 × 〈m2〉 est isomorphe a` 〈m1 +m2〉.
Ce re´sultat permet de nous ramener au cas des multisegments banals de support fixe´
et connexe.
5.5. Comme au paragraphe 4.2, soit s ∈ N(C) connexe et banal et e´crivons :
supp(s) = [ρ]+ [ρµρ]+ · · ·+ [ρµ
t
ρ]
ou` ρ est une repre´sentation irre´ductible cuspidale de Gm et 0 6 t 6 e(ρ) − 1. Soit un
multisegment m ∈ Mult(s) et soit (∆1, . . . ,∆r) sa forme ordonne´e. Pour chaque i, on e´crit
∆i = [ai, bi]ρ. Alors, par le the´ore`me 5.3 (1), on peut de´duire facilement (par re´ciprocite´
de Frobenius) que :
(5.6) ρµa1ρ ⊗ · · · ⊗ ρµ
b1
ρ ⊗ ρµ
a2
ρ ⊗ · · · ⊗ ρµ
b2
ρ ⊗ · · · ⊗ ρµ
ar
ρ ⊗ · · · ⊗ ρµ
br
ρ
apparaˆıt dans le module de Jacquet r(m,...,m)(〈∆1, . . . ,∆r〉).
Si m′ = ∆′1+ · · ·+∆
′
r′ est un multisegment de support s tel que m
′ < m, alors, d’apre`s
le lemme ge´ome´trique, la repre´sentation (5.6) n’apparaˆıt pas dans le module de Jacquet
r(m,...,m)(〈∆
′
1〉×· · ·×〈∆
′
r′〉). Par le the´ore`me 5.3(1) et l’exactitude du foncteur de Jacquet,
elle n’apparaˆıt pas dans r(m,...,m)(〈∆
′
1, . . . ,∆
′
r′〉), la repre´sentation 〈∆
′
1, . . . ,∆
′
r〉 e´tant une
sous-repre´sentation de 〈∆′1〉×· · ·×〈∆
′
r′〉. On en de´duit que, si m,m
′ ∈ Mult(s) et m 6= m′,
alors 〈m〉 6≃ 〈m′〉.
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5.6. On prouve dans ce paragraphe la partie (2) du the´ore`me 5.3. Soient m et m′ deux
multisegments banals. On de´compose m sous la forme :
m = m1 +m2 + · · ·+mt
avec mi a` support connexe pour tout 1 6 i 6 t et mi,mj a` supports disjoints si i 6= j. De
meˆme, on e´crit m′ = m′1 + m
′
2 + · · · + m
′
t′ . Supposons que m 6= m
′ et montrons que les
repre´sentations 〈m〉 et 〈m′〉 ne sont pas isomorphes. D’apre`s la proposition 5.9, on peut
supposer que supp(m1) = supp(m
′
1) et que m1 > m
′
1. Notons m1 = ∆1 + · · · + ∆r avec
∆i = [ai, bi]ρ pour tout i, ou` ρ est une repre´sentation irre´ductible cuspidale de Gm. De
fac¸on analogue, notons m′ = ∆′1 + · · ·+∆
′
r′ .
D’apre`s la partie (1) du the´ore`me 5.3, il existe une repre´sentation π de la forme (5.6)
et une repre´sentation π′ ∈ Gn′, avec n
′ = deg (m) − deg(m1), telles que la repre´sentation
π ⊗ π′ apparaisse dans r(m,m,...,m,n′)(〈m〉). Comme dans le paragraphe 5.5, par le lemme
ge´ome´trique et l’hypothe`se m1 > m
′
1, pour toute repre´sentation irre´ductible π
′ ∈ Gn′, la
repre´sentation π ⊗ π′ n’apparaˆıt pas dans r(m,m,...,m,n′)(〈∆
′
1〉 × · · · × 〈∆
′
r′〉). D’apre`s la
partie (1) du the´ore`me 5.3 et par exactitude du foncteur de Jacquet, elle n’apparaˆıt pas
dans r(m,m,...,m,n′)(〈m〉). On en de´duit que 〈m〉 6≃ 〈m
′〉.
5.7. Montrons maintenant la partie (3) du the´ore`me 5.3. Soit π un repre´sentation banale
et soit s son support cuspidal. On note Irr(s) l’ensemble des repre´sentations irre´ductibles
de support cuspidal s et Mult(s) l’ensemble des multisegments de support s. Les ensem-
bles Irr(s) et Mult(s) sont finis et, d’apre`s le the´ore`me 5.3 (2) qu’on vient de montrer,
l’application m 7→ 〈m〉 est une injection de Mult(s) vers Irr(s). On va prouver ici qu’elle
est bijective.
Pour cela, il suffit de montrer que les ensembles Irr(s) et Mult(s) ont le meˆme cardinal.
On va prouver que l’application m 7→ Z(m) est surjective. La preuve est la meˆme que celle
de [17, 6.7] dans le cas D = F et R = C. Il faut d’abord e´tudier le cas de deux segments.
Lemme 5.10. — Soit ρ un repre´sentation irre´ductible cuspidale de Gm, et soient deux
segments banals lie´s [a, b]ρ et [a
′, b′]ρ tels que le multisegment [a, b]ρ + [a
′, b′]ρ soit banal.
(1) La repre´sentation :
(5.7) Z([a, b]ρ)× Z([a
′, b′]ρ)
est inde´composable de longueur 2.
(2) On suppose que [a, b]ρ pre´ce`de [a
′, b′]ρ. Alors l’unique sous-repre´sentation irre´duc-
tible de (5.7) est Z([a, b′]ρ) × Z([a
′, b]ρ) et son unique quotient irre´ductible est une sous-
repre´sentation de Z([a′, b′]ρ)× Z([a, b]ρ).
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De´monstration. — Le re´sultat est vrai dans le cas de´ploye´, c’est-a`-dire lorsque D est
e´gale a` F : l’argument de Zelevinski [17, Proposition 4.6] dans le cas complexe est encore
valable. En effet, dans la preuve, on utilise trois outils qui sont valables dans notre cadre :
• la the´orie des de´rive´es ;
• le fait que dans l’induite Z([a, b]ρ)× Z([a
′, b′]ρ) tous les facteurs ont le meˆme support
cuspidal (proposition 4.8) ;
• le cas ou` le supports de [a, b]ρ et [a
′, b′]ρ sont disjoints (voir [17, §2]), qui s’e´tend ici
comme on l’a vu dans le the´ore`me 5.2.
Pour prouver le re´sultat dans le cas ge´ne´ral, on applique la me´thode du changement de
groupe expose´e dans [11, §5.4] (voir notamment ibid., corollaire 5.34).
Pour les repre´sentations a` la Langlands, voir la remarque 5.12.
Remarque 5.11. — Si le multisegment [a, b]ρ + [a
′, b′]ρ n’est pas banal, alors l’induite :
Z([a, b]ρ)× Z([a
′, b′]ρ)
peut eˆtre de longueur strictement supe´rieure a` 2.
Soit π une repre´sentation irre´ductible banale de Gm, et soit Φ(π) l’ensemble des familles
de segments :
(5.8) −→m = (∆1, . . . ,∆r)
tels que π soit une sous-repre´sentation de Z (∆1) × · · · × Z (∆r). Cet ensemble est non
vide et fini. Appelons inversion de (5.8) un couple d’indices (i, j) tels que i < j et ∆i
pre´ce`de ∆j . On va prouver qu’il existe un e´le´ment
−→
m ∈ Φ(π) sans inversion. Soit −→m dans
Φ(π) avec un nombre d’inversions minimal, qu’on e´crit sous la forme (5.8). Pour chaque
i, on pose ∆i = [ai, bi]ρ. Supposons que
−→
m ait une inversion. Par le corollaire 5.13 (1),
on peut bien supposer que cette inversion est de la forme (i, i + 1), c’est-a`-dire que ∆i
pre´ce`de ∆i+1. D’apre`s la proposition 5.10, l’induite Z (∆i) × Z (∆i+1) est compose´e de
la repre´sentation Z([ai+1, bi]ρ)× Z([ai, bi+1]ρ) et d’une sous-repre´sentation irre´ductible de
Z (∆i+1)× Z (∆i). Ainsi :
(1) ou bien π est une sous-repre´sentation de Z (∆1)×· · ·×Z (∆i+1)×Z (∆i)×· · ·×Z (∆r),
(2) ou bien π est un sous-repre´sentation de :
Z (∆1)× · · · × Z ([ai+1, bi]ρ)× Z ([ai, bi+1]ρ)× · · · × Z (∆r)
et les deux familles (∆1, . . . ,∆i+1,∆i, . . . ,∆r) et (∆1, . . . , [ai+1, bi]ρ, [ai, bi+1]ρ, . . . ,∆r) ont
strictement moins d’inversions que −→m d’apre`s [17, Lemma 6.7].
Cela met fin a` la preuve du the´ore`me 5.3 et donc aussi aux the´ore`mes 1.3 et 1.4.
Remarque 5.12. — Si [a, b]ρ et [a
′, b′]ρ sont deux segments banals lie´s et tels que le
multisegment [a, b]ρ+[a
′, b′]ρ soit e´galement banal, alors L([a, b]ρ)×L([a
′, b′]ρ) est aussi de
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longueur 2 inde´composable. Par exemple, la preuve de [13, Proposition 4.3] est valable
ici en remplac¸ant le the´ore`me du quotient de Langlands par le the´ore`me 1.4.
Corollaire 5.13. — Soit ∆1+ · · ·+∆r un multisegment banal. Les conditions suivantes
sont e´quivalentes :
(1) Pour tous 1 6 i, j 6 r, les segments ∆i et ∆j ne sont pas lie´s.
(2) La repre´sentation 〈∆1〉 × · · · × 〈∆r〉 est irre´ductible.
De´monstration. — Ce corollaire de´coule du the´ore`me 5.2, du lemme 5.10 et de la remar-
que 5.12.
5.8. On suppose dans ce paragraphe que R est le corps des nombres complexes. Si D est
e´gale a` F, les the´ore`mes 1.3 et 1.4 sont prouve´s dans [17, Theorem 6.1] et [12, The´ore`me 3]
respectivement. Dans le cas ou` D 6= F, le the´ore`me 1.4 est prouve´ dans [13, §2] lorsque la
caracte´ristique de F est nulle et dans [3] lorsque la caracte´ristique de F est positive. Notre
preuve est purement locale et ne s’appuie pas sur [10]. Le the´ore`me de classification 1.3
est aussi nouveau dans ce cas. Les re´sultats qui pre´ce`dent fournissent aussi, a posteriori,
une nouvelle preuve du re´sultat suivant, duˆ a` [10, B.2.d] et [4, The´ore`me 1.1].
The´ore`me 5.14. — Si σ et σ′ sont deux repre´sentations irre´ductibles de carre´ inte´gra-
ble, alors l’induite σ × σ′ est irre´ductible.
De´monstration. — Comme dans le cas ou` D est e´gale a` F (la preuve non publie´e de Bern-
stein s’e´tend au cas ou` D 6= F, voir [2] ou [3] pour plus de de´tails), il existe des segments
centre´s ∆ et ∆′ tels que σ = L(∆) et σ′ = L(∆′). E´tant centre´s, ∆ et ∆′ ne sont pas lie´s
et le re´sultat de´coule maintenant du the´ore`me 5.2.
6. Rele`vement d’une repre´sentation banale
Soit ℓ un nombre premier diffe´rent de p. On note Qℓ une cloˆture alge´brique du corps
Qℓ des nombres ℓ-adiques, Zℓ son anneau d’entiers et Fℓ son corps re´siduel. Dans cette
section, on montre que toute Fℓ-repre´sentation irre´ductible banale admet un rele`vement
a` Qℓ.
6.1. Soit un entier m > 1. Une repre´sentation de Gm sur un Qℓ-espace vectoriel V est
dite entie`re si elle est admissible et si elle admet une structure entie`re, c’est-a`-dire un
sous-Zℓ-module de V stable par Gm et engendre´ par une base de V sur Qℓ.
Une Qℓ-repre´sentation cuspidale est entie`re si, et seulement si, son caracte`re central est
a` valeurs dans Zℓ. Une Qℓ-repre´sentation irre´ductible est entie`re si, et seulement si, son
support cuspidal est forme´ de Qℓ-repre´sentations cuspidales entie`res.
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Si π est une repre´sentation irre´ductible entie`re de Gm sur un Qℓ-espace vectoriel V,
alors, d’apre`s [16, Theorem 1], toutes ses structures entie`res sont de type fini comme
ZℓG-module. Si v est une structure entie`re de π, la repre´sentation de Gm sur le Fℓ-espace
vectoriel v⊗ Fℓ est de longueur finie et sa semi-simplification ne de´pend pas du choix de
la structure entie`re d’apre`s [14, II.5.11]. On note rℓ(π) cette semi-simplification, qu’on
appelle re´duction de π et qui ne de´pend que de sa classe d’isomorphisme [π]. Par line´arite´,
on en de´duit un homomorphisme de groupes :
(6.1) rℓ : G
ent
Qℓ
(Gm)→ GFℓ(Gm),
ou` G ent
Qℓ
(Gm) de´signe le sous-groupe de GQℓ(Gm) engendre´ par l’ensemble des classes d’iso-
morphisme de Qℓ-repre´sentations irre´ductibles entie`res de Gm.
On appelle rele`vement d’une Fℓ-repre´sentation irre´ductible π de Gm une Qℓ-repre´sen-
tation entie`re π˜ de Gm telle que [π] = rℓ(π˜). Si un tel rele`vement existe, on dit que π se
rele`ve.
6.2. Soit un entier m > 1. Le but de cette section est de montrer le the´ore`me suivant :
The´ore`me 6.1. — Soit π une Fℓ-repre´sentation irre´ductible banale de Gm. Alors π
admet un rele`vement.
Remarquons que, pour les repre´sentations cuspidales banales, le the´ore`me 6.1 est donne´
par la conjonction de [11, The´ore`me 7.14], qui implique qu’une repre´sentation irre´ductible
cuspidale non supercuspidale n’est pas banale, et de [11, The´ore`me 4.24].
6.2.1. On e´tend d’abord les de´finitions des ope´rateurs d’entrelacement de [13, §5] au
cas des repre´sentations banales. On reprend les notations du paragraphe 5.1. Soient m
un multisegment banal et (∆1, . . . ,∆r) une forme range´e de m. On note I(∆1, . . . ,∆r) la
repre´sentation induite 〈∆1〉 × · · · × 〈∆r〉.
De´finition 6.2. — On note :
Jm : I(∆r, . . . ,∆1)→ I(∆1, . . . ,∆r)
l’ope´rateur de´fini comme la compose´e :
I(∆r, . . . ,∆1)
α
−→〈∆1, . . . ,∆r〉
β
−→I(∆1, . . . ,∆r)
ou` α et β sont respectivement la projection et l’inclusion de´finies par la remarque 5.7 et
le the´ore`me 5.3.
Remarque 6.3. — L’ope´rateur Jm est un isomorphisme si et seulement si, pour tous
entiers 1 6 i, j 6 r, les segments ∆i et ∆j ne sont pas lie´s.
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De´finition 6.4. — On note :
J ′m : I(∆r, . . . ,∆1)→ I(∆1, . . . ,∆r)
l’ope´rateur de´fini comme la compose´e :
I(∆r, . . . ,∆3,∆2,∆1)
id×···×id×J(∆1,∆2)−−−−−−−−−−−−→ I(∆r, . . . ,∆3,∆1,∆2)
id×···×J(∆1,∆3)×id−−−−−−−−−−−−→ I(∆r, . . . ,∆1,∆3,∆2)
...
J(∆1,∆r)×id×···×id−−−−−−−−−−−−→ I(∆1,∆r, . . . ,∆3,∆2)
id×···×id×J(∆2,∆3)−−−−−−−−−−−−→ I(∆1,∆r, . . . ,∆2,∆3)
...
id×···×J(∆r−1,∆r)
−−−−−−−−−−−−→ I(∆1,∆2,∆3, . . . ,∆r)
ou`, pour tous segments ∆,∆′, l’ope´rateur J(∆,∆′) est de´fini par la de´finition 6.2.
Lemme 6.5. — Pour tout multisegment banal m, on a J ′m = Jm.
De´monstration. — La preuve de [13, Lemma 5.1] est encore valable ici.
6.2.2. Soit ρ une Fℓ-repre´sentation irre´ductible cuspidale de Gm et soit ρ˜ un rele`vement
de ρ. Pour tout segment banal ∆ = [a, b]ρ, on pose ∆˜ = [a, b]ρ˜.
Proposition 6.6. — La Qℓ-repre´sentation 〈∆˜〉 est entie`re et on a :
rℓ(〈∆˜〉) = 〈∆〉 .
De´monstration. — La repre´sentation 〈∆˜〉 est entie`re d’apre`s le paragraphe 6.1 et la propo-
sition 4.10. Comme ∆ est banal, rℓ(〈∆˜〉) ne contient pas de repre´sentation de support
cuspidal diffe´rent du support de ∆ d’apre`s la proposition 4.5. Puisque la re´duction mod-
ulo ℓ commute au foncteur de Jacquet, rℓ(〈∆˜〉) est une Fℓ-repre´sentation dont le module
de Jacquet relativement a` la partition (m, . . . ,m) est isomorphe a` :
µaρρ⊗ µ
a+1
ρ ρ⊗ · · · ⊗ µ
b
ρρ.
La proposition de´coule alors de la proposition 5.1.
Dans le cas ge´ne´ral (c’est-a`-dire pour un segment qui n’est pas ne´cessairement banal),
voir [11, §9.7].
Proposition 6.7. — Soient ∆1 = [a, b]ρ et ∆2 = [a
′, b′]ρ deux segments banals lie´s avec
1 6 a+ 1 6 a′ 6 b+ 1 6 b′ 6 e(ρ)− 1. Alors 〈∆˜1, ∆˜2〉 est entie`re et on a :
rℓ(〈∆˜1, ∆˜2〉) = 〈∆1,∆2〉.
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Remarquons que la condition 1 6 a + 1 6 a′ 6 b + 1 6 b′ 6 e(ρ) − 1 e´quivaut a` dire
que ∆1 pre´ce`de ∆2 et que ∆˜1 pre´ce`de ∆˜2.
De´monstration. — La Qℓ-repre´sentation 〈∆˜1, ∆˜2〉 est entie`re d’apre`s le paragraphe 6.1.
Comme le foncteur d’induction parabolique commute a` la re´duction, rℓ(〈∆˜1〉 × 〈∆˜2〉) est
isomorphe a` la semi-simplifie´e de 〈∆1〉 × 〈∆2〉, c’est-a`-dire, par la proposition 5.10, a` :
〈∆1,∆2〉 ⊕
(
〈a, b′〉ρ × 〈a
′, b〉ρ
)
.
Puisque, d’un autre coˆte´, par la proposition 5.10, la repre´sentation 〈∆˜1〉 × 〈∆˜2〉 est com-
pose´e des repre´sentations 〈∆˜1, ∆˜2〉 et 〈a, b
′〉ρ˜ × 〈a
′, b〉ρ˜, on a :
rℓ(〈∆˜1〉 × 〈∆˜2〉) = rℓ(〈∆˜1, ∆˜2〉) + rℓ(〈a, b
′〉ρ˜ × 〈a
′, b〉ρ˜)
et, par la proposition 6.6 et le the´ore`me 5.2 :
rℓ(〈a, b
′〉ρ˜ × 〈a
′, b〉ρ˜) = 〈a, b
′〉ρ × 〈a
′, b〉ρ
et donc on trouve :
rℓ(〈∆˜1, ∆˜2〉) = 〈∆1,∆2〉 ,
ce qui termine la de´monstration.
6.2.3. Voyons maintenant que l’ope´rateur Jm de´fini a` la de´finition 6.2 se re´duit bien
modulo ℓ.
Proposition 6.8. — Soient ∆1 = [a, b]ρ et ∆2 = [a
′, b′]ρ deux segments banals lie´s avec
1 6 a+1 6 a′ 6 b+1 6 b′ 6 e(ρ)− 1. Notons l1 et l2 deux structures entie`res dans 〈∆˜1〉
et 〈∆˜2〉 respectivement. Alors il existe l
′
1 et l
′
2 deux structures entie`res dans 〈∆˜1〉 et 〈∆˜2〉
respectivement telles qu’on ait un diagramme commutatif :
l2 × l1
J(∆˜1,∆˜2)
|l2×l1
//
⊗Fℓ

l′1 × l
′
2
⊗Fℓ

〈∆2〉 × 〈∆1〉
J(∆1,∆2)
// 〈∆1〉 × 〈∆2〉
ou` ⊗Fℓ de´signe le foncteur d’extension des scalaires de Zℓ a` Fℓ.
De´monstration. — Notons α la projection de 〈∆2〉 × 〈∆1〉 sur 〈∆1,∆2〉 de´finie par la re-
marque 5.7 et β le morphisme injectif de 〈∆1,∆2〉 dans 〈∆1〉×〈∆2〉 de´fini par le the´ore`me
5.3. On de´finit α˜ et β˜ de fac¸on analogue. D’apre`s [14, I.9.3], l’image de l2×l1 par α˜ est une
structure entie`re dans 〈∆˜1, ∆˜2〉, note´e l. D’apre`s la proposition 6.7, les Fℓ-repre´sentations
l⊗ Fℓ et 〈∆1,∆2〉 sont isomorphes. On note m le degre´ de ∆1 +∆2 et on pose G = Gm.
D’apre`s [14, II.4.7] (voir aussi la preuve du lemme 6.11 dans [8]), il existe une extension
finie E/Qℓ telle que les Qℓ-repre´sentations 〈∆˜1〉, 〈∆˜2〉 et 〈∆˜1, ∆˜2〉 admettent des mode`les
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sur E, note´s respectivement πE1 , π
E
2 et π
E. On peut supposer que l est de la forme Zℓ ⊗ v
′
ou` v′ est une OE-structure entie`re de π
E. Soient v1 et v2 deux OE-structures entie`res
quelconques de πE1 et π
E
2 respectivement. Par [14, I.9.3], l’image re´ciproque β˜
−1(v1 × v2)
est une OE-structure entie`re v de π
E. Puisque v′ et v sont de type fini en tant que OEG-
modules, il existe une constante a ∈ E telle que v′ ⊆ av et v′ 6⊆ apEv. Soient l
′
1 = Zℓ⊗av1
et l′2 = Zℓ ⊗ av2. Ce sont des structures entie`res dans 〈∆˜1〉 et 〈∆˜2〉 respectivement. Par
construction, le diagramme :
l
β˜|l
//
⊗Fℓ

l′1 × l
′
2
⊗Fℓ

〈∆1,∆2〉
β
// 〈∆1〉 × 〈∆2〉
est commutatif, ce qui ache`ve la preuve de la proposition.
6.2.4. Soit s ∈ N(CFℓ) un support connexe banal et supposons que :
supp(s) = [ρ]+ [ρµρ]+ · · ·+ [ρµ
t
ρ], 0 6 t 6 e(ρ)− 1.
Soient m ∈ Mult(s) un multisegment banal et (∆1, . . . ,∆r) une forme range´e de m. Pour
tout 1 6 i 6 r, on pose ∆i = [ai, bi]ρ avec 0 6 ai 6 bi 6 t. Pour chaque entier i, on pose
∆˜i = [ai, bi]ρ˜, puis on pose m˜ = ∆˜1 + · · ·+ ∆˜r. La condition 0 6 ai 6 bi 6 t assure que,
pour tous 1 6 i, j 6 r, on a :
∆˜i pre´ce`de ∆˜j si et seulement si ∆i pre´ce`de ∆j .
On en de´duit le corollaire suivant.
Corollaire 6.9. — Avec les notations pre´ce´dentes, pour 1 6 i 6 r, soit li une structure
entie`re dans 〈∆˜i〉. Alors il existe, pour tout 1 6 i 6 r, une structure entie`re l
′
i dans 〈∆˜i〉
telle qu’on ait un diagramme commutatif :
lr × lr−1 × · · · × l1
Jm˜|lr×lr−1×···×l1
//
⊗Fℓ

l′1 × · · · × l
′
r−1 × l
′
r
⊗Fℓ

I (∆r, . . . ,∆1)
Jm
// I (∆1, . . . ,∆r)
ou` ⊗Fℓ de´signe le foncteur d’extension des scalaires de Zℓ a` Fℓ.
De´monstration. — D’apre`s le lemme 6.5 et la proposition 6.8, il ne nous reste a` voir que,
si ∆,∆′ sont deux segments banals non lie´s et l et l′ sont deux structures entie`res dans
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〈∆˜〉 et 〈∆˜′〉 respectivement, alors le diagramme :
l× l′
J(∆˜,∆˜′)|l×l′
//
⊗Fℓ

l′ × l
⊗Fℓ

〈∆〉 × 〈∆′〉
J(∆,∆′)
// 〈∆′〉 × 〈∆〉
est toujours commutatif. Or, les fle`ches horizontales e´tant, par le the´ore`me 5.2, des iso-
morphismes, le re´sultat est clair.
6.2.5. On prouve maintenant le the´ore`me 6.1. Par la proposition 5.9, on se rame`ne
au cas ou` la repre´sentation π est de support cuspidal s connexe. On peut maintenant
appliquer le corollaire 6.9. Soit m ∈ Mult(s) un multisegment banal tel que π = 〈m〉 et
soit (∆1, . . . ,∆r) une forme range´e de m. On de´finit m˜ comme dans 6.2.4. Pour 1 6 i 6 r,
soient li, l
′
i des structures entie`res dans 〈∆˜i〉 telles qu’on ait un diagramme commutatif :
lr × lr−1 × · · · × l1
Jm˜|lr×lr−1×···×l1
//
⊗Fℓ

l′1 × · · · × l
′
r−1 × l
′
r
⊗Fℓ

I (∆r, . . . ,∆1)
Jm
// I (∆1, . . . ,∆r) .
On en de´duit que :
Jm
(
(lr × lr−1 × · · · × l1)⊗ Fℓ
)
≃ Jm (I (∆r, . . . ,∆1)) ≃ π.
D’un autre coˆte´, l’image de lr × lr−1 × · · · × l1 par Jm˜ est une structure entie`re l de
la repre´sentation π˜ = 〈m˜〉 par le lemme 6.5, et donc la commutativite´ du diagramme
implique que :
l⊗ Fℓ ≃ π,
c’est-a`-dire rℓ(π˜) = [π], ce qui ache`ve la preuve du the´ore`me.
Remarque 6.10. — Ainsi, pour relever une repre´sentation irre´ductible banale π de la
forme 〈m〉 pour un multisegment m = ∆1 + · · ·+∆r en une repre´sentation π˜ de la forme
〈m˜〉 pour un multisegment m˜ = ∆˜1 + · · · + ∆˜r, il suffit que les segments ∆˜i soient des
rele`vements des segments ∆i tels que, pour tous 1 6 i, j 6 r, on ait :
∆˜i pre´ce`de ∆˜j si et seulement si ∆i pre´ce`de ∆j .
L’hypothe`se de banalite´ sur π nous assure qu’un tel choix des ∆˜i est possible.
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