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Inhalt der Arbeit
Diese Doktorarbeit ist während meiner Zeit als Wissenschaftlicher Mitarbeiter an der Pro-
fessur Graphische Datenverarbeitung und Visualisierung entstanden und wäre ohne die
dreijährige finanzielle Unterstützung durch die Deutsche Forschungsgemeinschaft (Gz.
BR 1185/7–1 und 7–2) nicht möglich gewesen. Im Laufe meiner Arbeit haben sich die
beiden Forschungsschwerpunkte herauskristallisiert, die sich in den zwei Hauptteilen dieser
Dissertation wiederfinden.
Im Teil I werden Ideen präsentiert, mit denen sich die extrem zeitintensive und stellen-
weise stupide Funddokumentation beschleunigen lässt. Es wird argumentiert, dass das
dreidimensionale Erfassen der Fundobjekte mittels Laser- oder Streifenlichtscannern trotz
hoher Anschaffungskosten wirtschaftlich und vor allem qualitativ attraktiv ist. Mithilfe
von nicht fotorealistischen Visualisierungstechniken können dann wieder aussagekräftige,
aber dennoch objektive Bilder generiert werden. Außerdem ist speziell für Gefäße eine
vollautomatische und umfassende Merkmalserhebung möglich.
Im II. Teil gehen wir auf das Problem der automatisierten Gefäßklassifikation ein. Nach
einer theoretischen Betrachtung des Typbegriffs in der Archäologie präsentieren wir eine
Methodologie, in der Verfahren sowohl aus dem Bereich des unüberwachten als auch des
überwachten Lernens zum Einsatz kommen. Besonders die letzteren haben sich dabei
als überaus praktikabel erwiesen, um einerseits unbekanntes Material einer bestehenden
Typologie zuzuordnen, andererseits aber auch die Struktur der Typologie selbst kritisch zu
hinterfragen. Sämtliche Untersuchungen haben wir beispielhaft an den bronzezeitlichen
Gräberfeldern von Kötitz, Altlommatzsch (beide Lkr. Meißen), Niederkaina (Lkr. Bautzen)
und Tornow (Lkr. Oberspreewald-Lausitz) durchgeführt und waren schließlich sogar in der
Lage, archäologisch relevante Zusammenhänge zwischen diesen Fundkomplexen herzu-
stellen.
Chemnitz im April 2011 Christian Hörr
Einleitung
In einer Chemnitzer Tageszeitung wurde die archäologische Arbeit einmal etwas despektier-
lich darauf reduziert, dass sie nur das zu Tage fördern würde, was die Geschichte längst
verdaut zu haben schien. Interessanterweise werden die am besten erhaltenen Fundstücke
oft tatsächlich in Latrinen, Gräbern oder Mooren gefunden und daraus generierte Sensations-
meldungen haben über Jahrzehnte die romantische Vorstellung vom „Wühlen im Dreck nach
alten Schätzen“1 geprägt. Die archäologische Wirklichkeit ist jedoch zumeist ernüchternd: In
aller Regel sind die Fundstücke auf den ersten Blick banal, ihr Erhaltungszustand schlecht
und die Datenlage lückenhaft. Von der Ausgrabung bis zur gesicherten Erkenntnis ist es
deswegen meist ein langer, mühseliger Weg, der der Altertumsforschung als ernsthafte
Wissenschaft keine besonders gute Reputation eingebracht hat.
Wer sich der Archäologie verschrieben hat, muss fleißig, geduldig und vor allem leidensfähig
sein. Auf Ausgrabungen werden Befunde teilweise unter widrigsten Umständen freigelegt.
Gerade bei Rettungsgrabungen bleibt dann für deren gewissenhafte Dokumentation und
die Bergung der Funde viel zu wenig Zeit. Danach werden die Objekte gereinigt, beschriftet,
registriert und je nach Erhaltungszustand in die Restaurierung oder gleich ins Fundmagazin
gegeben. Wegen immer knapper werdender Budgets kann aber letztlich nur ein überschau-
barer Teil der Grabungen umfassend aufgearbeitet werden. Dazu gehören das Anfertigen
detailgetreuer Fundzeichnungen oder Fotos, morphologische und naturwissenschaftliche
Untersuchungen sowie verbale Beschreibungen. Eine Klassifikation und die darauf auf-
bauende Interpretation erfolgt – wenn überhaupt – meist implizit und eher nebenbei auf der
Grundlage eines mehr oder weniger umfangreichen Erfahrungsschatzes. Aus Zeitgründen
sind eine spätere Überprüfung der Ergebnisse und ggf. eine Revision eher die Ausnahme.
Ein wichtiger Teil der archäologischen Publikationslandschaft besteht deshalb aus reinen
Materialvorlagen2 mit ihren individuellen Zeichenstilen und teilweise uneinheitlichen Vo-
1Frei nach Angelika Franz: „Überraschende Funde: Stonehenge-Dorf war Steinzeit-Großstadt“, SPIEGEL ONLINE,
08. 11. 2007, http://www.spiegel.de/wissenschaft/mensch/0,1518,515857,00.html.
2Hierbei handelt es sich um Veröffentlichungen, bei denen der Schwerpunkt auf dem bloßen Bekanntmachen
der Funde in der Fachwelt liegt. Eine Interpretation des Materials ist meist sehr kurz gehalten oder fehlt
ganz.
2kabularen. Wissenschaftliche Erkenntnisse sind folglich nur schwer zu vergleichen und
überregionale Untersuchungen werden aufgrund der eingeschränkten Kompatibilität der
Quellen erschwert.
In letzter Konsequenz stellt sich angesichts stetig wachsender Materialbestände tatsächlich
die Frage nach der primären Aufgabe der Archäologie, denn als ausschließliche Bewahrerin
und Verwalterin des kulturellen Erbes kostet sie den Steuerzahler nur eine Menge Geld.
Einen Mehrwert, obwohl dieser nach wie vor immaterieller Natur ist, generiert sie nur dann,
wenn sie komplexe Zusammenhänge allgemeinverständlich darlegt und der Öffentlichkeit
zugänglich macht. Das bloße Präsentieren von prestigeträchtigen Funden in Museen ist
jedenfalls kaum noch zeitgemäß. Dass hier aber zunehmend ein Umdenken stattfindet,
beweisen z. B. die vielen populärwissenschaftlichen Fernsehdokumentationen, die momentan
in auffälliger Regelmäßigkeit über die dritten Programme ausgestrahlt werden.
Computer und insbesondere Computerprogramme wurden in der Archäologie schon immer
von einer gewissen Skepsis begleitet. Weit verbreitete Vorbehalte betrafen vor allem deren
anachronistischen Charakter und die Befürchtung, dass vermeintliche Black Boxes den
individuellen Anforderungen der Archäologie nicht gerecht werden können. Dabei wurden
die vielen subjektiven Aspekte der eigenen Arbeit entweder übersehen oder im Gegenteil
sogar als wesentlich dargestellt. Heute hat sich die Einstellung zur computergestützten
Datenverarbeitung glücklicherweise gewandelt. Auf Grabungen gehören Tachymeter und
zuweilen sogar terrestrische Laserscanner zur Standardausrüstung, Bodendenkmäler wer-
den aus der Luft oder dem Weltraum kartografiert und der Umgang mit geografischen
Informationssystemen (GIS) ist Teil der üblichen archäologischen Ausbildung geworden.
Auch in der Datenverwaltung hat sich eine Menge getan: Karteikarten und Aktenschränke
werden zunehmend von Datenbanksystemen abgelöst und die ersten Institute gewähren
Zugang zu ihrem Bestand via Internet. Die steigende Akzeptanz der Archäoinformatik als
eigenständige Disziplin spiegelt sich nicht zuletzt auch in der Entwicklung von Anzahl und
Umfang internationaler Fachtagungen wider.
Ausgangspunkt dieser Dissertation war eine Anfrage seitens des Landesamtes für Archäo-
logie (LfA) in Dresden, ob die arbeitsintensive traditionelle Funddokumentation mithilfe
von Werkzeugen und Methoden aus der Informatik beschleunigt und möglicherweise
objektiviert werden kann. Schnell stellte sich heraus, dass hierfür nur ein Verfahren in
Betracht kommt, bei dem die Funde dreidimensional erfasst und weiterverarbeitet werden.
Unsere Forschungstätigkeit befasste sich in der Folge hauptsächlich mit der Frage, wie sich
aus den 3D-Modellen wieder leicht lesbare, aussagekräftige Abbildungen ableiten lassen
und welcher Interaktionsaufwand hierfür notwendig ist. Mit der anvisierten Zeitersparnis
sollten stattdessen die sich anschließende wissenschaftliche Auswertung und dort speziell
die Bemühungen zur Klassifikation intensiviert werden. Aber auch hier sah man sich am
3LfA mit großen Problemen konfrontiert, da es einerseits nur wenige anerkannte Klassi-
fikationsschemata gibt und andererseits die Bearbeiter angesichts immer umfangreicher
werdender Datenbestände zunehmend überfordert sind. Weitere Ziele der Zusammenarbeit
bestanden also darin, die Merkmalsextraktion weitgehend zu automatisieren, den Klassifi-
kationsprozess zu formalisieren und schließlich Werkzeuge zu entwickeln, die die Typologen
bei ihrer Arbeit unterstützen.
Ohne den verschiedenen Diskussionen im Detail vorgreifen zu wollen, sollen nun die
wichtigsten Erkenntnisse dieser Arbeit überblicksweise vorgestellt werden.
Automatisierte Funddokumentation (Teil I)
Zu Beginn geht es zunächst um das Problem der Datenakquisition. In Kapitel 1 besprechen
wir die traditionellen Methoden zur Funddokumentation und loten ganz allgemein Ansätze
zur Automatisierung aus. Es wird argumentiert, dass eine dreidimensionale Erfassung der
Funde mithilfe optischer Messsysteme mittlerweile hinreichend schnell, auf lange Sicht
kostengünstiger und vor allem mit einer deutlich höheren Informationsdichte als bisher
erfolgen kann. Zu diesem Zweck diskutieren wir verschiedene Ansätze zur dreidimensiona-
len Erfassung der Fundobjekte sowie deren Vor- und Nachteile. Die so gewonnenen Daten
bilden später die Grundlage für die bildliche Dokumentation mithilfe nicht fotorealistischer
Renderingtechniken (Kapitel 5) und die automatisierte Merkmalsextraktion (Kapitel 6).
An den Vorzügen von 3D-Scans für die Fund- und Befunddokumentation besteht generell
kein Zweifel mehr. Zu beobachten ist allerdings auch ein ständiges, zumeist unreflektiertes
Streben nach immer höheren Auflösungen. Mit aktuellen High-End-Systemen lassen sich
bereits Punktabstände von weniger als 10 µm erreichen. Eine solche Auflösung führt jedoch
schon bei kleineren Objekten zu Datenmengen, die mit handelsüblicher Rechentechnik kaum
noch zu bewältigen sind. Insofern ist zu klären, ob man ausgehend vom Abbildungszweck
die Aufnahme- und Verarbeitungsparameter a priori so festlegen kann, dass trotz einer
Datenreduktion kein sichtbarer Informationsverlust auftritt. In Kapitel 2 leiten wir eine
Formel her, mit der sich der spätere Speicherbedarf anhand der Objektgröße und Sensor-
parameter schätzen lässt und wir zeigen, wovon die notwendige und hinreichende Abtastrate
abhängt, wenn Maßstab und Bildauflösung gegeben sind. An diesen Rechnungen ist auch
ersichtlich, dass der im hiesigen Projekt verwendete Scanner Konica Minolta VI-910 für
unsere Zwecke ausreichend ist, obwohl er mit aktuellen Geräten in Bezug auf Auflösung
und Rauschverhalten nicht mehr mithalten kann.
Während der Datenaufnahme für das vorliegende Projekt kam die Frage auf, wie generell
mit dem Material aus Altpublikationen umzugehen ist, das in der Regel nur in Form hand-
4gezeichneter Bilder sowie textueller und tabellarischer Beschreibungen vorliegt. Um auch
dieses in die Verfahren zur automatisierten Klassifikation mit einbeziehen zu können, ist
zumindest eine Vektorisierung der Handzeichnungen erforderlich. Hierfür schlagen wir
in Kapitel 3 den Einsatz sogenannter aktiver Konturen vor [Kass et al. 1987]. Diese sind
aufgrund ihrer geometrischen Eigenschaften flexibel genug, um auf sämtliche Spezifika der
Zeichnungen angemessen reagieren zu können. Insbesondere ist es möglich, auch vormals
unvollständige Profile bestehend aus mehreren Einzelscherben zu digitalisieren. Es zeigte
sich bald, dass für ungeübte Bearbeiter ohne mathematisches Hintergrundwissen selbst bei
komplizierten Fällen ein Durchsatz von 40 Vektorisierungen pro Stunde möglich ist. Für die
vorliegenden Gefäßprofile ergeben sich darüber hinaus aufgrund ihrer Form zusätzliche
Synergieeffekte. So lässt sich z. B. leicht ein Rotationskörper rekonstruieren, auf den anschlie-
ßend alle Algorithmen zur Merkmalsextraktion genauso angewendet werden können wie
auf 3D-gescannten Modellen. Des Weiteren deutet sich bereits an, dass aktive Konturen in
der Archäologie ein noch viel breiteres Anwendungsspektrum abdecken können.
Sobald die Datenaufnahme abgeschlossen ist und die Funde entweder als triangulierte
Oberflächenmodelle oder vektorisierte Kurven vorliegen, kann mit der eigentlichen Doku-
mentation begonnen werden.3 Dazu müssen wir zunächst die für diese Arbeit relevanten
methodischen Grundlagen besprechen. In Kapitel 4 gehen wir anfangs auf die klassische
Beleuchtungsberechnung ein, wobei wir speziell das Phong-Modell und dessen Unzuläng-
lichkeiten diskutieren (Abschnitt 4.1). Anschließend widmen wir uns den differentialgeo-
metrischen Aspekten der Krümmungsberechnung, auf die wir an verschiedener Stelle
in Kapitel 5 zurückgreifen werden. In Abschnitt 4.3 leiten wir die Berechnung von Aus-
gleichskreisen in der Ebene her, welche insbesondere bei der morphometrischen Analyse in
Kapitel 6 eine Rolle spielen. Zum Abschluss stellen wir die Partikelschwarmoptimierung und
den Douglas-Peucker-Algorithmus vor, die wir ebenfalls im Zuge der Merkmalsextraktion
einsetzen werden.
Das Ziel der Untersuchungen in Kapitel 5 ist die Entwicklung eines Verfahrens, mit dem
vollautomatisch Abbildungen generiert werden können, die sich an den Sehgewohnheiten
in der Archäologie orientieren und die traditionellen Zeichnungen möglichst gut imitieren
oder sogar verbessern (Abschnitt 5.1). Deren spezifische Eigenschaften legen nahe, für die
bildliche Dokumentation zunächst reine Strichzeichnungsalgorithmen zu untersuchen (Ab-
schnitt 5.2). Auf diesem Gebiet hat es in den vergangenen zehn Jahren eine ganze Reihe
viel beachteter Vorschläge gegeben, deren Eignung für bestimmte Probleme jedoch oftmals
unklar ist. Vielmehr scheint die überwiegende Mehrheit dieser Algorithmen nur künstle-
rischen Ansprüchen zu genügen und überaus anfällig gegenüber verrauschten Daten zu
3In der Archäologie begegnet man häufig der vorschnellen Behauptung, der 3D-Scan selbst stelle bereits eine
ausreichende Dokumentation des Fundobjekts dar. In der Tat ist die Anzahl der Projekte zur Weiterverarbei-
tung der 3D-Modelle bisher recht überschaubar geblieben.
5sein, wie sie für 3D-Scans durchaus üblich sind. Für unsere Argumentation greifen wir
außerdem die Ergebnisse der Nutzerstudien von Isenberg et al. [2006] und Cole et al. [2008]
auf. Dort wurde einerseits nachgewiesen, dass gute wissenschaftliche Illustrationen nicht
unbedingt den Charakter einer Handzeichnung haben müssen, andererseits der Einfluss der
künstlerischen Freiheit offenbar selbst bei engen Vorgaben so groß ist, dass die Formalisie-
rung von Zeichenstilen in einem Algorithmus abgesehen von den erwähnten technischen
Schwierigkeiten nur geringe Erfolgsaussichten bietet.
In der Folge lenken wir unseren Fokus deshalb auf Schattierungsverfahren. Diese unter-
scheiden sich in ihrer Natur grundlegend von Strichzeichnungen, sodass nicht unmittelbar
klar ist, ob sie als Alternative überhaupt Akzeptanz finden würden. Weiterhin ist zu eru-
ieren, welche Schattierungseffekte den traditionellen Vorgaben möglichst nahe kommen
und ob sich eventuell sogar gänzlich neue Möglichkeiten ergeben könnten. Zuerst suchen
wir nach einem lokalen Beleuchtungsmodell, das zwar einen plastischen Eindruck des
Objekts vermittelt, aber dennoch so ausgewogen ist, dass es keinerlei komplett abgedunkelte
Bereiche aufweist (Abschnitt 5.3). Schnell zeigt sich, dass herkömmliche Modelle wie die
von Phong [1975] oder Oren und Nayar [1994] für diesen Zweck vollkommen ungeeignet
sind. Jüngere Vorschläge wie das Hemisphere Lighting [Gooch et al. 1998; Rost 2006] oder
das modifizierte Gooch Shading [Gooch et al. 1999] können jedoch überzeugen. Da ein reines
Beleuchtungsmodell allerdings kaum einen solchen Detailreichtum vermitteln kann, wie er
für die archäologische Funddokumentation erforderlich wäre, muss zusätzlich noch eine
Schattierung berechnet werden, die die lokale Oberflächenbeschaffenheit stärker einbezieht
(Abschnitt 5.4). Das Exaggerated Shading von Rusinkiewicz et al. [2006] bietet hierfür eine
elegante Möglichkeit anhand der lokalen Anpassung der Beleuchtungsrichtung. Obwohl es
bereits von verschiedenen Autoren eingesetzt wurde, zeigen wir detailliert die Schwächen
der Idee auf und begründen, warum es für unsere Anwendung nur in Ausnahmefällen ge-
eignet wäre. Stattdessen schlagen wir vor, eine Schattierung zu wählen, die lediglich auf die
beiden Hauptkrümmungswerte an einem Vertex zurückgreift. Dieses sogenannte Curvature
Shading hat den Vorteil, dass es sich intuitiv mit einer Beleuchtungsschattierung ergänzt
und im Gegensatz zu Strichzeichnungsverfahren frei von jeglicher Schwellwertproblematik
ist. Wenngleich es nicht für alle Fundgattungen gleichermaßen geeignet ist, hat sich das
Curvature Shading in der Praxis vorzüglich bewährt.
Angesichts der zahlreichen Vorteile schattierter Bilder, sollten Tuschezeichnungen in Zukunft
eher die Ausnahme sein. Andererseits ist ihnen eine gewisse Ästhetik nicht abzusprechen.
Für die Nachbildung von Tuscheeffekten haben sich in der Computergrafik verschiedene
Hatching-Verfahren etabliert. Die damit generierten Schraffurbilder erscheinen zumeist
wenig intuitiv, da ihnen aufgrund zu großer Regelmäßigkeit eine gewisse Künstlichkeit
anhaftet oder die Schraffurrichtung nur unzureichend mit der Objektform korreliert. In
Abschnitt 5.5 wird der Vorschlag von Girshick et al. [2000] aufgegriffen, nach dem hierfür die
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Praun et al. [2001] präsentieren wir eine patch-basierte Vektorfeldglättung, die in Verbindung
mit dem o. g. Curvature Shading dann zu durchaus ästhetischen Bildern führt.
Für Zeichner stellt die Abbildung rundum verzierter oder bemalter Objekte eine besondere
Herausforderung dar. Da bei mehreren Einzelansichten der optische Zusammenhang ver-
loren geht und sowohl Bearbeitungsaufwand als auch Platzbedarf linear skalieren, weicht
man hier gern auf Abwicklungen aus. Während diese in der Praxis überaus schwierig anzu-
fertigen sind, ist eine mathematische Beschreibung dieser Transformation vergleichsweise
einfach (Abschnitt 5.6). Unabhängig von der verwendeten Stilisierung kann mit diesem
Werkzeug sowohl eine enorme Zeitersparnis als auch ein beträchtlicher Qualitätsgewinn
erreicht werden.
Zu einer vollständigen Dokumentation gehören auch die Abbildung der Profillinie sowie die
Angabe wichtiger Maße und anderer Objekteigenschaften. Diese morphometrische Analyse
ist das zentrale Thema von Kapitel 6. Grundvoraussetzung für einheitliche, nachvollziehbare
und vor allem genaue Ergebnisse ist eine Transformation der Objekte in eine vordefinierte
Lage. Im vorliegenden Fall der Keramikgefäße kann dies entweder eine Ausrichtung an der
Rotationsachse oder – sofern vorhanden – der Standfläche sein. In der Praxis können die
Gefäße jedoch aus verschiedenen Gründen erheblich von ihrer idealisierten Form abweichen,
sodass bei der Entwicklung von Automatismen auf besondere Robustheit zu achten ist.
Hierzu haben wir die zahlreichen Vorschläge aus der Literatur untersucht und bewertet.
Während für größtenteils erhaltene oder restaurierte Gefäße eine Modifikation der plana-
ren Spiegelsymmetrietransformation von Podolak et al. [2006] von erstaunlicher Güte ist,
empfiehlt sich für Einzelscherben eine Kombination aus der von Mara und Sablatnig [2006]
verworfenen Normalgeraden-Methode und der Profilvarianz von Karasik und Smilansky
[2008].
Nach erfolgter Ausrichtung ist die Berechnung von Profillinien mithilfe von (Halb-)Ebenen-
schnitten nahezu trivial (Abschnitt 6.2). Allerdings muss dabei das bei der Digitalisierung
auftretende Selbstverdeckungsproblem gelöst werden. Dies betrifft vor allem die Innenwand
bei bauchigen Gefäßen, die von einem optischen Sensor nur teilweise erfasst werden kann.
Aus Effizienzgründen schlagen wir hierfür eine äquidistante Vervollständigung vor, die
ggf. im Nachgang noch lokal modifiziert werden kann. Die Berechnung von Profilen ist
darüber hinaus eine recht kostspielige Operation. Für die sich in Abschnitt 6.3 anschließende
Formanalyse sind mehrere hundert solcher Schnitte nötig, was bei unseren hoch tesselierten
Modellen mit einem naiven Ansatz unzumutbar lange dauern würde. Wir haben deshalb
eine Beschleunigung entwickelt, bei der wir sämtliche Vertizes auf ein 2 12 -dimensionales
zylindrisches Gitter projizieren und anschließend nur noch auf dieser geordneten, dis-
kreten Darstellung weiterrechnen. Dabei wird der Beobachtung Rechnung getragen, dass
7für die Beschreibung der Gefäßform die Innenseite in aller Regel irrelevant ist und eine
Merkmalsgenauigkeit von 1 mm absolut ausreichend ist.
Bei der eigentlichen Profilanalyse greifen wir auf die erstmals von Birkhoff [1933] definierten
charakteristischen Profilpunkte zurück. Deren Berechnung muss besonders robust erfolgen,
da sie die Grundlage für die Segmentierung des Gefäßkörpers und damit letztlich sämt-
licher Maße und Maßverhältnisse sind. Am realen Objekt kann die Profilkurve jedoch aus
verschiedenen Gründen von ihrer vermeintlichen Idealform abweichen, z. B. aufgrund von
Bruchkanten, Oberflächenstruktur, Verzierungen oder gegipsten Fehlstellen. Während selbst
komplexe Glättungsansätze hier kaum Besserung brachten, ist ein merkmalserhaltendes
Ausdünnen mit dem Algorithmus von Ramer [1972] und Douglas und Peucker [1973]
unmittelbar zielführend.
Sobald die charakteristischen Punkte gefunden und identifiziert wurden, kann mit der
Merkmalsextraktion begonnen werden. In Hinblick auf die Gefäßklassifikation haben wir
in Zusammenarbeit mit dem LfA eine formale Beschreibung der Keramikgefäße der Lau-
sitzer Kultur und einen darauf definierten Merkmalssatz erstellt, der sich an der Arbeit
von Karstens [1994] orientiert. Am Ende dieses Prozesses standen 35 Merkmale, die in
über 98 % der Fälle korrekt und vollautomatisch vom virtuellen Gefäßmodell bzw. der
vektorisierten handgezeichneten Profilkurve abgenommen werden konnten. Ohne diesen
hohen Automatisierungsgrad wären die umfangreichen Untersuchungen zur Klassifikation
im II. Teil dieser Arbeit nicht möglich gewesen.
Automatisierte Gefäßklassifikation (Teil II)
Die Klassifikation ist eins der zentralen Werkzeuge bei der Analyse und Interpretation
umfangreicher archäologischer Datenbestände. Sie versetzt uns in die Lage, Dinge zu
abstrahieren, zu benennen und aufgrund von Zusammenfassung leichter in Beziehung
zu setzen. Die besondere Herausforderung bei archäologischen Typologien besteht darin,
formale Kriterien auf nicht normierte Daten anzuwenden. Hinzu kommt, dass man in den
allermeisten Fällen nicht von der Naturgegebenheit einer Typologie ausgehen kann, sondern
diese künstlich und zweckorientiert ist. Insofern ist zu klären, welche qualitativen Kriterien
überhaupt an Typologien angelegt und wie dieser einer Kritik ausgesetzt werden können.
Kapitel 7 gibt zunächst einen erkenntnistheoretisch motivierten Überblick über das Problem
der Klassifikation im Allgemeinen und den Begriff des Typs im Speziellen, welcher laut
Adams und Adams [1991] zu den komplexesten mentalen Konstrukten des Menschen zählt.
Nach einer allgemeinen Einführung und einigen Definitionen versuchen wir, die Spezifika
archäologischer Typen herauszuarbeiten. Dabei ist es überaus erhellend, die Geschichte
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erwiesenermaßen methodisch untauglich sind, andere wiederum stereotyp und unkritisch
aus anderen Disziplinen übernommen wurden. Vor allem fällt auf, dass es heute noch immer
keinen einheitlichen Zugang zur Klassifikation archäologischer Daten gibt.
Ein Hauptanliegen dieser Arbeit besteht darin, die Entwicklung archäologischer Typologien
als klassisches Data-Mining-Problem aufzufassen. Dieses Gebiet ist von Seiten der Informatik
mittlerweile sehr gut erforscht und es gilt als unstrittig, dass am Ende des Erkenntnis-
prozesses nur dann belastbare Aussagen abgeleitet werden können, wenn diesem eine
vielfach erprobte Methodologie zugrunde gelegt wird. Zu Beginn von Kapitel 8 schlagen
wir deshalb vor, die Typologieentwicklung am KDP-Modell von Fayyad et al. [1996] zu
orientieren. In der Folge gehen wir in aller Kürze auf verschiedene grundlegende Aspekte
des Data Mining ein, namentlich die Datenvorverarbeitung, die Clusteranalyse und das
überwachte Lernen. In Abschnitt 8.5 wird schließlich das Wechsel- bzw. Zusammenspiel
von unüberwachtem Lernen, überwachtem Lernen und menschlicher Expertise in einem
„Leitfaden für Typologen“ zusammengefasst. Dieses Ineinandergreifen verschiedener Data-
Mining-Werkzeuge wird ein zentraler Punkt der folgenden Kapitel sein.
Die Besonderheiten der archäologischen Klassifikation erfordern zwei unterschiedliche
Zugänge zum Problem der Gruppenbildung. Noch immer gibt es viele Bereiche in der
Archäologie, in denen auf kein oder nur sehr begrenztes Vorwissen zurückgegriffen werden
kann. In diesem Fall kommt dem Begriff der Ähnlichkeit eine besondere Rolle zu. Sie stellt zu
Beginn einer Untersuchung die einzige Möglichkeit dar, überhaupt Beziehungen zwischen
einzelnen Objekten herzustellen. Da Ähnlichkeit formal jedoch schwer zu erfassen und
zu quantifizieren ist, sind einige theoretische Betrachtungen notwendig. Kapitel 9 widmet
sich zunächst ausführlich der Untersuchung von Ähnlichkeitsmaßen, die auf Abständen in
metrischen Räumen basieren (Abschnitt 9.2). Diese sind zwar auf den ersten Blick intuitiv
und leicht verständlich, im Detail offenbaren sich jedoch zahlreiche Schwierigkeiten. Dies ist
insofern relevant, da die überwiegende Mehrheit der Clusteralgorithmen entweder metrische
Räume als gegeben annimmt oder über die Gestalt der Abstandsfunktion keinerlei Aussage
trifft. In der Archäologie werden diese Algorithmen dann oftmals stereotyp eingesetzt, so-
dass die unmittelbare Gefahr besteht, dass Ergebnisse vorschnell oder gar falsch interpretiert
werden. In Abschnitt 9.3 schlagen wir einen direkteren und ebenso leicht verständlichen An-
satz zur Ähnlichkeitsschätzung vor. Dabei ist das Verständnis der Ähnlichkeit zwar nach wie
vor an Abständen orientiert, jedoch findet keine Einbettung mehr in einen metrischen Raum
statt. Zentrale Idee ist die Bildung einer Konvexkombination der einzelnen, optimal an das
jeweilige Skalenniveau angepassten Merkmalsähnlichkeiten. Während eine Gewichtung der
Dimensionen bei den häufig verwendeten Minkowski-Metriken üblicherweise nicht vorgese-
hen ist, argumentieren wir, dass erst eine Merkmalsauswahl und -gewichtung zu intuitiven
und nachvollziehbaren Ähnlichkeitswerten führt. Es zeigt sich, dass bei entsprechender
9Bereitstellung weniger von Hand klassifizierter Datensätze bekannte Verfahren aus der Infor-
mationstheorie bemüht werden können, mit denen sich vollautomatisch Relevanzwerte für
jedes Merkmal ergeben (Abschnitt 9.4). Es hat sich herausgestellt, dass deren Einbeziehung
eine entscheidende Verbesserung der Ähnlichkeitsschätzung darstellt. Schließlich gehen
wir in Abschnitt 9.5 auf das wichtige Problem fehlender Werte ein. Wir zeigen sowohl aus
praktischer als auch aus theoretischer Sicht, dass die Anpassung der Ähnlichkeitsfunktion
für bestimmte Instanzenpaare unproblematisch und ohne echte Alternative ist.
Den zweiten Zugang zur Klassifikation stellt das überwachte Lernen dar. Er ist immer
dann das Mittel der Wahl, wenn bereits ein gewisser Konsens über typologische Strukturen
herrscht und genügend klassifizierte Daten zur Verfügung stehen. Naturgemäß ist dies erst
im fortgeschrittenen Stadium der Typologieentwicklung der Fall. In Kapitel 10 beschäftigen
wir uns detailliert mit populären Lernalgorithmen. Zu Anfang versuchen wir anhand der
ZeroR- und OneR-Klassifikatoren eine untere Schranke für die Lernraten zu finden, um die
Schwierigkeit des Lernproblems, aber auch die Güte der anderen Lernalgorithmen einschät-
zen zu können. Anschließend wird neben dem naiven Bayes-Klassifikator ein prototypen-
bzw. instanzbasierter Ansatz diskutiert, der sich mehr oder weniger direkt aus den Überle-
gungen in Kapitel 9 ergibt. Hier finden sich unsere Vermutungen bezüglich Abstandsmetrik
und Dimensionalität in aller Deutlichkeit bestätigt. Nichtsdestotrotz zählt es zu den großen
Überraschungen dieser Doktorarbeit, dass sich bereits mit einem naiven, abstandsbasierten
Lernparadigma Vorhersageleistungen von über 93 % erzielen lassen, während selbst deutlich
komplexere Verfahren kaum besser abschneiden. Im Anschluss besprechen wir drei wei-
tere typische Vertreter des überwachten Lernens, namentlich C4.5-Bäume, Random Forests
und Multilayer Perceptrons. Bei entsprechender Parametrisierung erreichen alle Ansätze
langfristige Lernraten zwischen 90 und 95 %, was angesichts der doch recht individuellen
bronzezeitlichen Gefäße einen unerwarteten Erfolg darstellt. Abgesehen davon bietet das
überwachte Lernen eine Reihe weiterer Vorteile, die für die Typologieentwicklung von
entscheidender Bedeutung sind (Abschnitt 10.3). Neben Rückschlüssen auf die notwendige
Trainingsdatenmenge und die Schwierigkeit des Lernproblems bietet sich insbesondere
die Möglichkeit, das Material gleichzeitig auf der Ebene der Individuen und der Typen
zu untersuchen. Erst die kontinuierliche Arbeit mit den verschiedenen Lernverfahren und
deren Output führt zu einem tieferen Verständnis der eigenen Typologie. Das Benennen-
können kritischer Punkte erweist sich auf lange Sicht als wertvoller als ein höherer absoluter
Lernerfolg.
Sämtliche theoretischen Betrachtungen werden schließlich in Kapitel 11 einer praktischen
Prüfung unterzogen. Anhand des bronzezeitlichen Gräberfeldes von Kötitz (Lkr. Meißen)
wird beispielhaft und ohne Vorwissen eine komplette Gefäßtypologie entwickelt, wobei
besonders auf das Auflösen scheinbarer Widersprüche eingegangen wird. Es wird deut-
lich, wie sich die Methoden des überwachten und unüberwachten Lernens vorzüglich mit
10
menschlichem Expertenwissen ergänzen und wo die Grenzen der automatisierten Klassifika-
tion liegen. Zum Abschluss untersuchen wir, inwieweit sich die gewonnenen Erkenntnisse
auch auf überregionales Material anwenden lassen. Die Gräberfelder von Altlommatzsch
(Lkr. Meißen), Niederkaina (Lkr. Bautzen) und Tornow (Lkr. Oberspreewald-Lausitz) sind in
Bezug auf Zeitstellung und Inventar durchaus mit Kötitz vergleichbar, obgleich es dennoch
messbare lokale Unterschiede gibt. Die Ergebnisse der wechselseitigen Klassifikation erschei-
nen auf den ersten Blick zwar enttäuschend, bei näherer Betrachtung wird jedoch schnell
klar, dass die Diskrepanz zu den ursprünglich durch Kreuzvalidierung prognostizierten
Lernraten hauptsächlich statistische Ursachen hat. In den nachfolgenden Untersuchungen
auf Typebene bestätigt sich, das vor allem die stark schwankende Anzahl der jeweiligen
Typvertreter der Grund für vereinzeltes fehlgeschlagenes Training ist. Rechnet man diese
Effekte heraus, sind die Ergebnisse bei unabhängigen Trainings- und Testdaten nur noch
unwesentlich schlechter als die der Kreuzvalidierung.
Von besonderem Interesse sind diejenigen Fälle, in denen die Vertreter bestimmter Typen
mehrfach und trotz ausreichender Trainingsdaten falsch klassifiziert wurden. Hierbei handelt
es sich dann offensichtlich um Inkompatibilitäten zwischen den Typologien der einzelnen
Gräberfelder, die sich entweder auf zeitliche oder regionale Einflüsse zurückführen lassen.
Auffällig ist, dass diese Art von Fehlklassifikation mehrheitlich nur in eine Richtung auftritt,
d. h. die Gefäße eines Typs A werden teilweise als B klassifiziert, aber nicht umgekehrt. Wir
leiten daraus eine Inklusionsbeziehung ab, die z. B. darauf hindeutet, dass ein Gräberfeld
länger genutzt wurde als ein anderes und somit auch ein insgesamt repräsentativeres Inven-
tar aufweist. Die genauen archäologischen Implikationen dieser Erkenntnisse sind jedoch
nicht mehr Teil dieser Arbeit. Eine spezifisch archäologische Publikation zur vorliegenden
Fallstudie ist derzeit noch in Planung.
Teil I
Automatisierte Dokumentation von
Fundobjekten

Kapitel 1
Datenerfassung
Wissenschaftliche Dokumentation wird in der Archäologie seit jeher gleichgesetzt mit der
akribischen Erfassung von Funden und Befunden, sei es in Text- oder in Bildform. Sie stellt
einen wesentlichen Teil der täglichen archäologischen Arbeit dar, führt aber momentan
aufgrund fehlender Automatismen zu z. T. untragbaren Verzögerungen bei der Aufarbeitung
und Archivierung des Materials. Daraus ergibt sich unmittelbar nicht nur ein ökonomisches
Problem, oftmals bleibt darüber hinaus nur wenig Zeit für die eigentliche wissenschaft-
liche Interpretation der Fundkomplexe. Erschwerend kommt hinzu, dass sich einheitliche
Dokumentationsstandards bisher weder national noch international durchsetzen konnten,
sondern im Gegenteil von den archäologischen Institutionen eigene Richtlinien aufgrund
eines vermeintlichen Wiedererkennungswertes stellenweise sogar kultiviert wurden [siehe
z. B. Czysz et al. 2007]. Im Ergebnis führte dies – wie schon vor über 30 Jahren von Hrouda
[1978, S. 30f] antizipiert – zu einer stark eingeschränkten Vergleichbarkeit und in letzter
Konsequenz zu einer Qualitätsminderung der wissenschaftlichen Publikationen. Es ist
deswegen sinnvoll, nicht nur nach Möglichkeiten zur Automatisierung zu suchen, sondern
auch eine Vereinheitlichung und Objektivierung der Funddokumentation anzustreben.
Das folgende Kapitel gibt einen Überblick über das traditionelle Vorgehen bei der Funddoku-
mentation sowie gescheiterte Automatisierungsversuche. Anschließend stellen wir aktuelle
Techniken zur dreidimensionalen Objekterfassung vor, bewerten deren Vor- und Nachteile
und diskutieren praxisrelevante Aspekte des Scanprozesses. Ein entscheidender, aber häufig
unterschätzter Punkt ist dabei die anfallende Datenmenge. In Kapitel 2 wird deshalb detail-
liert untersucht, mit welchem Datenaufkommen bei bekannten Aufnahmeparametern zu
rechnen ist und wie dieses in Hinblick auf einen bestimmten Abbildungszweck von vorn-
herein beschränkt werden kann. Um auch handgezeichnete Gefäßprofile digital analysieren
und für die automatisierte Klassifikation aufbereiten zu können, war darüber hinaus die Im-
plementierung eines effizienten Werkzeugs zur Vektorisierung dieser Kurven nötig. Hierfür
greifen wir auf die aus der Bildverarbeitung hinlänglich bekannten aktiven Konturen zurück
(Kapitel 3), deren Praxistauglichkeit für das vorliegende Problem sehr schnell nachgewiesen
werden konnte.
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1.1 Traditionelle Vorgehensweise
Grabungspläne wurden lange Zeit nur händisch gezeichnet. Die exakte Lage und Orien-
tierung der Befunde fixierte man allenfalls mit klassischer tachymetrischer Vermessung.
Für die Befunde selbst wurden oft auch nur Skizzen auf Millimeterpapier angefertigt. Im
Laufe des 20. Jahrhunderts ergänzte dann die analoge Fotografie mehr und mehr die Doku-
mentation – bis in die 80er Jahre vorwiegend in schwarz-weiß, danach auch in Farbe. Seit
einigen Jahren ist außerdem die Digitalfotografie wegen ihres Komforts und der mittlerweile
verschwindend geringen Kosten von Grabungen nicht mehr wegzudenken.
Der genaue Aufwand, der für die Grabungsdokumentation betrieben wird ist auch heute
noch nicht nur von finanziellen und personellen Ressourcen abhängig, sondern immer öfter
auch vom Faktor Zeit. Besonders bei Notgrabungen ist eine lückenlose Dokumentation der
Fundkontexte häufig unmöglich, da bei neuen Bauprojekten Verzögerungen im Zeitplan
schnell zu erheblichen wirtschaftlichen Schäden führen können. Ein Ausweg aus diesem
Dilemma sind die seit Anfang der 90er Jahre im Einsatz befindlichen terrestrischen Laser-
scanner. Diese sind in der Lage, binnen weniger Minuten texturierte 3D-Modelle von
360°-Panoramen zu erstellen. Die Reichweite dieser Messsysteme variiert von mehreren
Metern bis zu über einem Kilometer und die dabei erzielte Informationsdichte übertrifft die
der Tachymetrie um ein Vielfaches. In Sachsen wird ein solches Scansystem hauptsächlich
auf Altstadtgrabungen und bei der Digitalisierung des vom Braunkohletagebau gefährdeten
Ortes Heuersdorf eingesetzt.
Bei besonders großen oder schwer zugänglichen Bodendenkmälern weicht man heutzu-
tage auch auf Airborne Laserscans1 aus [vgl. beispielhaft Doneus 2009]. Dabei wird das
Scansystem am Bug eines das Zielgebiet überfliegenden Kleinflugzeugs montiert. Aus
den unterschiedlichen Signallaufzeiten des Lasers können zentimetergenaue Höhenkarten
berechnet und sogar Vegetation ein- und ausgeblendet werden (Abb. 1.1). Mit dieser Ergän-
zung zur klassischen Luft- und Satellitenbildarchäologie wurde abermals ein Sprung beim
Automatisierungsgrad und der Informationsdichte vollzogen, wenngleich die hohen An-
schaffungskosten wie auch bei den terrestrischen Scannern einen flächendeckenden Einsatz
für rein archäologische Zwecke bisher verhinderten.2
Sämtliche Fundstellen und Bodendenkmäler werden heutzutage in geografische Informa-
tionssysteme (GIS) eingepflegt. Diese Georeferenzierung hilft nicht nur bei der Verwaltung
1Allgemeiner wird diese Technik auch als LiDAR (Light Detection And Ranging) bezeichnet. In modifizierter
Form kommt sie bspw. auch in der Verkehrsüberwachung oder der Meteorologie zum Einsatz.
2Die Befliegung Sachsens wird 2010/2011 abgeschlossen sein. Vom Staatsbetrieb Geobasisinformation und
Vermessung Sachsen (GeoSN) werden digitale Geländemodelle in verschiedenen Gitterauflösungen angeboten,
von denen das genaueste einen Punktabstand von 2 m hat. Für ausführlichere Informationen siehe http:
//www.landesvermessung.sachsen.de/inhalt/produkte/aktuell/atkis/atkis.html.
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Abbildung 1.1: Airborne Laserscan des Elbufers bei Kötitz
und Erhaltung der archäologischen Schätze, sie ermöglicht auch einen Informationsgewinn
bei der wissenschaftlichen Arbeit.
Für Fundobjekte sind technische Zeichnungen bis in die heutige Zeit hinein die dominieren-
de Dokumentationsform geblieben. Anders als z. B. in der Architektur oder im Maschinenbau
sind die Zeichenkonventionen jedoch aufgrund der Heterogenität des Materials weit vom
Status allgemein akzeptierter Standards entfernt. Schon bei Keramik, die sich im breiten
Spektrum der Funde morphologisch noch als einigermaßen homogen darstellt, gibt es völlig
unterschiedliche Auffassungen darüber, was eine Umzeichnung leisten soll. Der Detailgrad
reicht hier von einer rein schematischen Darstellung der Profilkurve bis hin zur filigranen
Abbildung von Oberflächenstrukturen und Bruchlinien inklusive stilisierter Schattierung.
Dabei ist es in einer Schwarz-Weiß-Zeichnung generell schwierig, Oberflächenmerkmale
auch quantitativ zu unterscheiden. Trotz diverser technischer Hilfsmittel wie Profilkamm
und spezieller Messschieber lässt zudem die Genauigkeit der händischen Umzeichnungen
häufig zu wünschen übrig. Die Abweichungen zu den maschinell erzeugten Bildern (siehe
Kapitel 5) betragen z. B. am Kötitzer Material3, welches bereits in den 1950er und -60er Jahren
von einer sehr erfahrenen Zeichnerin gezeichnet wurde, zwischen zwei und sechs Prozent
der Bildgröße. Das Ergebnis hängt darüber hinaus stark vom Stil, dem Erfahrungsschatz
und letztlich auch dem Talent des Zeichners ab.4 Oftmals werden außerdem bestimmte
Merkmale interpretativ über- oder unterbetont oder gar mutmaßend ergänzt, ohne dass dies
ausreichend dokumentiert wird. Es sei dahingestellt, wie stark die qualitativen Mängel der
Zeichnungen die wissenschaftliche Arbeit beeinflussen. Der Versuch, mithilfe von Automa-
3Eine ausführliche Beschreibung gibt Kapitel 11.
4In beeindruckender Weise wird dies z. B. bei Orton et al. [1993, S. 93, Abb. 7.3] belegt.
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tisierung einen bestehenden Zeichenstil nachzubilden, ist allerdings weder sinnvoll noch
erstrebenswert.
Bevor ein Fundobjekt als händische Zeichnung in einem Katalog abgebildet wird, sind
mehrere Arbeitsschritte notwendig:
1. Die Umrisslinie und die Profilkurve werden maßstabsgetreu als Orthoprojektion unter
Zuhilfenahme eines Profilkamms mit Bleistift gezeichnet. Gegebenenfalls werden
Bemalungen, plastische Verzierungen, Oberflächenstrukturen, Bruchkanten und Hilfs-
linien hinzugefügt.
2. Die Skizze wird mit Tusche nachgezeichnet und eventuell mit einer Schattierung, meist
Pünktelung oder Schraffur versehen, um die plastische Wirkung zu verbessern oder
Materialeigenschaften zu kodieren.
3. Der wissenschaftliche Bearbeiter begutachtet die Zeichnung und lässt ggf. Änderungen
durchführen.
4. Die Tuschezeichnung wird mit einem Flachbettscanner digitalisiert.
5. Das Rasterbild wird nachbearbeitet und ggf. vektorisiert.
Je nach Komplexität des Objekts kann das Erstellen einer Umzeichnung mehrere Stunden,
manchmal sogar Tage in Anspruch nehmen. Dies wiegt umso schwerer, wenn z. B. wie bei
rundum verzierten oder bemalten Gefäßen mehrere Ansichten abgebildet werden müssen.
In solchen Fällen kommt gelegentlich doch die Fotografie zum Einsatz. Zwar ist sie generell
objektiver als die Strichzeichnung, Probleme mit der Ausleuchtung, perspektivischer Ver-
zerrung und Glanzpunkten bei stark reflektierenden Materialien sind jedoch nicht von der
Hand zu weisen.
1.2 Gescheiterte Automatisierungsversuche
In der Vergangenheit hat es bereits einige Versuche zur Automatisierung der Funddokumen-
tation gegeben. Diese waren zumeist auf keramische Gefäße, im engeren Sinne also Scherben
spezialisiert, da sich hier wegen des enormen Materialaufkommens und den einigermaßen
konstanten Formparametern ein besonders hoher Automatisierungsgrad erzielen lässt.
Am Weizmann-Institut in Israel wurde ein sogenannter Profilograph getestet [Watzman 2004].
Dabei handelt es sich um eine Konstruktion, die mithilfe einer Metallnadel oder eines
Laserpointers diskrete Punkte auf der Objektoberfläche abnimmt und diese dann in einem
CAD-Programm automatisch zu einer Profilkurve zusammensetzt. Wird die zu vermessende
Scherbe bereits mit der Rotationsachse parallel zum Aufnahmetisch platziert, soll sich
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ein korrektes Profil gemäß den Zeichenkonventionen ergeben. Dass sich das Verfahren
durchsetzen wird, ist dennoch mehr als unwahrscheinlich. Watzman schreibt wörtlich über
eine Zeichnerin, die sich mit dem neuen Gerät befassen soll:
„Rosen is still learning how to use the device. At this point, she says, it takes her
about an hour to trace a single piece – much longer than the 20 minutes it would
take to do a simple pencil drawing of the fragment.“
Auch die Bedienungsanleitung5 liest sich kaum wie ein Handzettel für ein intuitives System.
Es ist höchst fraglich, ob sich Archäologen mit derart kompliziert zu bedienender Technik
anfreunden können, zumal der veranschlagte Zeitaufwand im Vergleich zur traditionellen
Zeichnung eher größer als kleiner und der qualitative Zugewinn marginal zu sein scheint.
Neuere Publikationen zeigen, dass man auch am Weizmann-Institut inzwischen zu optischen
3D-Scannern übergegangen ist [Karasik und Smilansky 2008].
Von Kampel und Sablatnig [2006] wurden weitere Ideen zur Vermessung von Gefäßscherben
vorgestellt und bewertet. Starke Defizite hat demnach die Two Laser Method, bei der gleich-
zeitig von zwei Seiten Laserstrahlen auf die Scherbe projiziert werden und daraus in Echtzeit
eine Profilkurve errechnet wird. Der Ansatz setzt wie auch der Profilograph eine manuelle
Scherbenorientierung voraus und kann darüber hinaus die Rotationsachse und demzufolge
auch den Gefäßdurchmesser nicht ermitteln. Untersucht wurden außerdem frühe Formen
der Streifenlichtprojektion, auf die jedoch nicht näher eingegangen wird. Diese reichen bei
weitem nicht an die Genauigkeit heutiger Systeme heran.
Am Landesamt für Denkmalpflege und Archäologie in Sachsen-Anhalt wird seit einigen
Jahren neben der Fotografie eine Technik namens Archäoscan6 eingesetzt. Dabei werden
die Fundobjekte auf einen Flachbettscanner gelegt und zweidimensional eingescannt. Für
kleine und flache Objekte mag diese Idee gegenüber der Digitalfotografie leicht im Vorteil
sein, für größere Objekte ist sie aber gänzlich ungeeignet. Negativ fallen außerdem die
fehlenden Möglichkeiten zur Veränderung der Beleuchtung und die feste Brennweite ins
Gewicht. Um die klassischen Handzeichnungen nachzuempfinden, wird das Verfahren in
Kombination mit einer Eigenentwicklung namens Archäotypie7 verwendet, bei der der Scan
in ein Graustufenbild umgewandelt und dann mithilfe von Halftoning-Filtern binarisiert
wird. Die Qualität dieser Bilder ist insgesamt eher mäßig und es bleibt unklar, weshalb
nicht stattdessen das ungefilterte oder wenigstens ein klassisch kantengefiltertes Bild für die
Dokumentation verwendet wird.
5http://www.weizmann.ac.il/complex/uzy/archaeomath/profilograph.pdf
6http://www2.archlsa.de/archeoscan/index.htm
7http://www2.archlsa.de/archeotypie/index.htm
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1.3 Verfahren zur 3D-Digitalisierung
1.3.1 Verfahren zur Erfassung der Oberflächengeometrie
Aufgrund der spezifischen Anforderungen an die archäologische Funddokumentation wird
relativ schnell klar, dass sich mit rein zweidimensionalen Automatismen keine signifikante
Verbesserung der Abbildungsqualität erreichen lässt. Anders verhält es sich, sobald die
Objekte als virtuelle Kopien in Form von Oberflächenmodellen vorliegen. Im Laufe der
letzten 20 Jahre hat sich die optische Messtechnik so weiterentwickelt, dass die Auflösung,
Genauigkeit und Geschwindigkeit heutiger Geräte für die meisten Anwendungen inzwischen
ausreichend sind.
Die am Markt verfügbaren 3D-Scanner lassen sich nach vielen verschiedenen Kriterien
klassifizieren. Das hauptsächliche Unterscheidungsmerkmal stellt die Art des Messverfahrens
dar. Die wichtigsten Techniken sollen im Folgenden stichpunktartig vorgestellt werden. Für
einen detaillierteren Überblick verweisen wir auf Bernardini und Rushmeier [2002], Blais
[2004] und Winkelbach [2006, Kap. 2]. Eine Übersicht über Verfahren, die speziell in der
Archäologie zur Anwendung kommen, findet sich bei Pavlidis et al. [2007].
• Taktile Scanner vermessen das Objekt über den direkten Kontakt der Messsonde
mit der Oberfläche und scheiden deswegen für die Anwendung in der Archäologie
von vornherein aus, da die Gefahr der Beschädigung bei den ohnehin meist fragilen
Artefakten viel zu groß wäre. Darüber hinaus sind sie im Bedienkomfort und der
Aufnahmezeit den optischen Systemen weitgehend unterlegen.
• Bei Time-of-Flight-Scannern wird die Signallaufzeit von emittiertem Laserlicht ge-
messen. Für den Nahbereich ist diese Technik jedoch ungeeignet, da die Zeitmessung
im einstelligen Nanosekundenbereich noch von zu großen Ungenauigkeiten verfälscht
wäre. Auf längeren Distanzen von z. T. mehreren Kilometern ist das Messrauschen
jedoch beherrschbar. Aus diesem Grund kommt die Technik hauptsächlich in terrestri-
schen Scannern zum Einsatz.
• Beim Verfahren der Lasertriangulation wird Laserlicht üblicherweise mithilfe eines
drehbaren Spiegels auf das Objekt projiziert und von einer Digitalkamera erfasst. Die
Messpunktkoordinaten können dann relativ einfach über trigonometrische Gleichun-
gen berechnet werden, da sowohl die Entfernung zwischen Emitter und Kamera als
auch der Austrittswinkel des Laserstrahls zu einem bestimmten Zeitpunkt bekannt
ist. Die damit erzielbare Tiefengenauigkeit liegt zwischen 20 und 100 µm, was für die
meisten archäologischen Objekte sicherlich ausreichend ist.
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• Am populärsten ist momentan jedoch die Streifenlichttechnik. Hierbei werden nach-
einander mehrere Hell-Dunkel-Muster verschiedener Auflösungen auf das Objekt
projiziert, welche wiederum von einer oder zwei leicht versetzten Kameras erfasst
werden. Die Berechnung der 3D-Position der Messpunkte erfolgt dann ähnlich wie
bei der Lasertriangulation, wobei die größte Herausforderung in der Lösung des
Korrespondenzproblems zwischen den Lichtstreifen besteht. Da die Messung zwei-
statt ein- oder gar nulldimensional erfolgt, kann die Aufnahmezeit drastisch reduziert
werden. Die Genauigkeit hängt prinzipiell vom Kontrast des Streifenmusters (d. h. also
der Helligkeit der verwendeten Projektorlampe) und der Auflösung der Kamera ab.
Aktuelle Geräte dringen hier bereits in den einstelligen Mikrometerbereich vor.
Bei den o. g. Techniken handelt es sich um aktive Messverfahren, da zusätzliches Licht für
die Messung benötigt wird. Im Gegensatz dazu wird bei passiven Messverfahren nur das
Umgebungslicht genutzt.
• Bei der Stereoskopie8 wird die Szene wie beim menschlichen Sehapparat von zwei
leicht versetzten Kameras aufgenommen. In beiden Bildern werden korrespondierende
Punkte gesucht. Deren 3D-Position wird anschließend anhand der Aufnahmeparameter
über Triangulation berechnet. Die Stereoskopie erfreut sich speziell unter Archäologen
zunehmender Beliebtheit, da die Aufnahme denkbar einfach und der Kostenaufwand
minimal ist. Mit Arc3D9 gibt es bereits ein freies, webbasiertes Werkzeug, das bild-
basierte 3D-Rekonstruktion ermöglicht. Ähnliche Ziele werden von Google und Micro-
soft zur Anreicherung ihrer Geodaten-Anwendungen verfolgt.
• Unter kontrollierten Beleuchtungsbedingungen lassen sich Oberflächen sogar mit-
tels Shape from Shading rekonstruieren. Dazu sollten in aller Regel die Beleuch-
tungsrichtung und der Albedo der Oberfläche bekannt sein, aber selbst unter der
Annahme lambertscher Reflexionseigenschaften ist die Berechnung der Oberflächen-
normalen an zusätzliche Randbedingungen geknüpft [vgl. Zhang et al. 1999]. Sind die
Normalenvektoren einmal bekannt, kann die Oberflächengeometrie mittels Integration
approximiert werden, wobei allerdings auch hier mehrdeutige Lösungen existieren.
• Weit robuster ist das Verfahren des Photometric Stereo, bei dem die Szene mehrfach
unter wechselnder, aber weiterhin kontrollierter Beleuchtung aufgenommen wird. Bei
hinreichend vielen Bildern – mindestens drei – entsteht ein überbestimmtes Gleichungs-
system, aus dem sich neben der Oberflächennormale auch der Albedo ergibt. Das
Verfahren eignet sich besonders gut für reliefartige Objekte, bei denen die tatsächliche
Oberflächengeometrie von nachrangigem Interesse ist. Toler-Franklin et al. [2007] ha-
8Auch bekannt als Shape from Stereo.
9http://www.arc3d.be/
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ben gezeigt, dass die meisten der in Kapitel 5 diskutierten Renderingtechniken auf den
so entstandenen RGBN-Bildern ähnlich gut arbeiten wie auf normalen 3D-Modellen.
• Auch beim sogenannten Polynomial Texture Mapping [Malzbender et al. 2001] wird
die Szene unter variablen, aber kontrollierten Beleuchtungssituationen aufgenommen.
Anhand der Bilder wird schließlich pro Pixel ein biquadratisches Polynom berechnet,
über dessen Koeffizienten die Helligkeit in Abhängigkeit von der Beleuchtungsrich-
tung approximiert wird. Daraus ließe sich ggf. auch ein Normalenvektor ableiten. Die
entstehenden Bilder wirken extrem realistisch, da die Beleuchtungsapproximation
erstens hinreichend genau ist und zweitens auch fotometrische Effekte wie Selbst-
verdeckung oder Reflexion abgebildet werden. Mudge et al. [2005, 2006] haben das
Verfahren bereits erfolgreich mit archäologischen Objekten getestet.10 Hinsichtlich der
Größe scheint es hier keinerlei Beschränkungen zu geben, da sowohl Münzen als auch
Felszeichnungen aufgenommen wurden.
1.3.2 Verfahren zur Erfassung von Materialeigenschaften
Eine Alternative zu den optischen Messverfahren stellt die Computertomografie (CT) dar.
Dabei wird ein Objekt nacheinander aus vielen verschiedenen Richtungen mit Röntgen-
strahlen durchleuchtet. Aus den so erzeugten 2D-Bildern kann dann über die Lösung
inverser Probleme ein Volumendatensatz mit Dichteinformationen rekonstruiert werden.
Das resultierende 3D-Bild gibt zahlreiche, zuvor möglicherweise unsichtbare Informationen
preis, so z. B. über den inneren Aufbau des Objekts mithilfe von beliebigen Schnitten
(Abb. 1.2) oder der Visualisierung von Isoflächen11 sowie auch über die Zusammensetzung
der organischen und anorganischen Strukturen im Objektinneren mithilfe der Dichte.
Es liegt deswegen auf der Hand, dass die Computertomografie ihre wichtigste Anwendung
zweifelsohne in der Medizin hat, wo z. B. krankhafte Veränderungen im Gewebe vergleichs-
weise einfach nachzuweisen sind. Problematisch sind hierbei jedoch die lange Aufnahmezeit
einerseits und die hohe Strahlenbelastung andererseits. Ein scharfes Bild ergibt sich am
Ende nur dann, wenn das Objekt – in der Regel der Mensch – während des gesamten Mess-
vorgangs bewegungslos war. Atmung und Puls machen so z. B. eine genaue Vermessung
des Brustkorbs schwierig.12 Bei der CT wird das Objekt außerdem einem Vielfachen der
10Dort werden die Begriffe „Polynomial Texture Mapping“ und „Reflection Transformation Imaging“ mehr
oder weniger synonym gebraucht.
11Das sind Bereiche gleicher Dichte, die üblicherweise Berandungen von Strukturen gleichartigen Materials
darstellen.
12Moderne Helix-CTs haben hier allerdings einen großen Fortschritt erzielt. Siehe z. B. „Ultrascharfe CT-
Bilder: So haben Sie sich noch nie gesehen“, SPIEGEL ONLINE, 28. 11. 2007, http://www.spiegel.de/
wissenschaft/mensch/0,1518,520127,00.html.
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Abbildung 1.2: Schnitte durch zwei CT-Bilder von bronzezeitlichen Keramikrasseln (kopfstehend).
Deutlich sind die einheitliche Magerung und die innen nicht verstrichene Falz zu sehen.
Strahlendosis einer normalen Röntgenuntersuchung ausgesetzt,13 weshalb besonders in der
Medizin Risiko und Nutzen einer CT-Untersuchung abzuwägen sind.
Da bei industriellen Anwendungen ohne lebendes Gewebe die Bestrahlungsgrenzen aus der
Medizin häufig bedenkenlos überschritten werden können, vereinfacht sich der Messvorgang,
wovon auch die Genauigkeit und die Auflösung der Messwerte profitieren. Kulturelle Güter
werden derzeit besonders dann volumetrisch gescannt, wenn es um Fragen des verwendeten
Materials oder komplizierte Restaurierung geht. Auch in der Mineralogie hat die CT ein
Anwendungsfeld: Organische Rückstände lassen sich damit im Gegensatz zu chemischen
Verfahren berührungslos und zerstörungsfrei analysieren. Dass wie z. B. bei Fantini et al.
[2006] CT-Scans als Basis für morphometrische Analysen dienen, ist bisher aufgrund der
hohen Kosten allerdings die Ausnahme geblieben.
Die Magnetresonanztomografie (MRT) stellt in der Medizin eine wichtige Ergänzung und
Alternative zur Computertomografie dar. Sie nutzt den Spin von Atomkernen (hauptsächlich
Wasserstoff) aus, um Informationen über das Gewebe zu erhalten.14 In der Archäologie wird
die MRT nur gelegentlich bei der Untersuchung von Mumien eingesetzt.
Die Röntgentechnik (Radiografie) wird hingegen angewendet, wenn eine CT-Aufnahme
entweder zu teuer oder nur die Zusammensetzung des Materials, nicht aber die Objektgestalt
von Interesse ist [vgl. z. B. Carr 1990; Berg 2008].
Gelegentlich sind auch die verwendeten Farben bei bemalten Objekten wie z. B. ägypti-
schen oder griechisch-römischen Vasen von Interesse. Dann wird eine Multispektralanalyse
13Die Strahlenbelastung für ein medizinisches Röntgenbild liegt gewebeabhängig zwischen 0.1 und 1.0 mSv.
Während einer CT werden hingegen je nach Anzahl der Schnittbilder zwischen 10 und 25 mSv erreicht.
14Daher auch die alternative Bezeichnung Kernspintomografie.
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durchgeführt [Mara et al. 2007, 2009]. Bekannter ist dieses Verfahren aus der Kunstgeschichte,
wo Maltechniken aber auch Fälschungen aufgedeckt wurden.
1.4 Digitalisierung am LfA Sachsen
Die Ergebnisse der vorliegenden Arbeit konnten nur dank der engen Zusammenarbeit mit
dem Sächsischen Landesamt für Archäologie (LfA) erzielt werden. Das LfA in Dresden
war im Jahr 2005 das erste Landesamt in Deutschland, das den mutigen Schritt wagte,
ein 3D-Digitalisierungssystem anzuschaffen. Es konnte damit die drohende Handlungs-
unfähigkeit durch fehlende Zeichner in letzter Minute abwenden. Seitdem wurden unter
der Leitung eines ausgebildeten Vermessungsingenieurs und der Mitarbeit zahlreicher
studentischer Hilfskräfte mehr als 5000 Kleinfunde gescannt und mehrere z. T. Aufsehen
erregende Großprojekte realisiert [z. B. Elburg 2008].
Laborausstattung
Bisher kommt am LfA der Scanner Konica Minolta VI-910 zum Einsatz. Dieser sendet zei-
lenweise Laserlicht aus, das von einer Digitalkamera mit einer 640 × 480 Pixel großen
CCD-Matrix erfasst wird. Die 3D-Position der Messpunkte wird dabei über Lasertriangula-
tion errechnet und ist unter Idealbedingungen bis auf 100 µm genau. Anschließend wird
von derselben Kamera ein Farbbild aufgenommen, das jeden Messpunkt zusätzlich mit
einem RGB-Farbwert attributiert. Von den drei mitgelieferten Objektiven werden sämtliche
Messfelder von Münz- bis Mannsgröße gut abgedeckt [vgl. Lindinger 2007; Lindinger und
Hörr 2008; Elburg 2008], wobei das System sowohl nach einem Objektivwechsel als auch
nach Veränderung der Scanposition keinerlei aufwändige Rekalibrierung benötigt. Diese
Flexibilität hat allerdings ihren Preis: Selbst bei Verwendung des Teleobjektivs ist die laterale
Auflösung des Geräts verglichen mit aktuellen Systemen eher gering: Je nach Scanabstand
beträgt der Messpunktabstand am Objekt zwischen 0.2 und 0.5 mm, was jedoch immer
noch ungefähr dem Auflösungsvermögen des menschlichen Auges entspricht.15 Moderne
Streifenlichtscanner erzielen hier bereits 20 µm und weniger.
Um Streulichteinflüsse zu minimieren, wurde im Labor zunächst ein Vorhang aus schwarzem
Molton um den Aufnahmetisch herum installiert (Abb. 1.3(a)). Damit erfolgte die Beleuch-
tung der Objekte praktisch nur noch auf direktem Wege von zwei Tageslichtstrahlern16 aus,
wodurch zwar einerseits eine sehr realistische Farbwiedergabe garantiert wurde, anderer-
seits jedoch auch sichtbare Helligkeitsunterschiede am Objekt auftraten. Bei der täglichen
Arbeit stellte sich heraus, dass eine gleichmäßig ambiente Beleuchtung einer vermeintlichen
15Die Frage der Auflösung wird genauer im Kapitel 2 besprochen.
16Zum Einsatz kommen konkret zwei 75-Watt-Gasentladungslampen mit einer Farbtemperatur von 5000 K.
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Farbechtheit auf jeden Fall vorzuziehen ist, weshalb der Aufnahmeraum bis auf den Hinter-
grund und den Tisch selbst mit weißen, diffus reflektierenden Pressspanplatten ausgekleidet
wurde (Abb. 1.3(b)). Eine ähnliche Konstruktion kam bspw. auch bei der Digitalisierung
der Sammlung im Hampson Museum Wilson17 (US-Bundesstaat Arkansas) in Form eines
Lichtzeltes zum Einsatz [s. a. McPherron et al. 2009; Niven et al. 2009]. Ein Lichtdom wie bei
Weyrich et al. [2006] würde zwar aus technischer Sicht die besten Bedingungen bieten, ob
der qualitative Zugewinn jedoch die ungleich höheren Konstruktionskosten aufwiegt, ist
zumindest fraglich.
(a) mit direkter Beleuchtung (b) mit indirekter Beleuchtung
Abbildung 1.3: Aufnahmesituation im Labor
Vom Hersteller wird angegeben, dass der Scanner auch für den Außeneinsatz geeignet ist.
Da aber die maximal zulässige Beleuchtungsstärke von 500 lx unter freiem Himmel deutlich
überschritten wird,18 kann die Funktionsfähigkeit dort nur mithilfe einer Abdunklungs-
vorrichtung sichergestellt werden werden [vgl. z. B. Gernat et al. 2007; McPherron et al.
2009].
Ein Einzelscan dauert im FAST-Modus 0.3 und im FINE-Modus 2.5 Sekunden. In der Praxis
verzögert sich der Aufnahmeprozess durch die Arbeitsschritte
• Positionieren des Objekts auf dem Drehteller,
• Einstellen des optimalen Messfeldes,
• manuelles Kalibrieren des Tiefenschärfebereichs und der Laserintensität,
• Dynamic Range Expansion Mode (automatisches Variieren der Laserintensität für genaue-
re Messergebnisse),
• Rotation des Drehtellers,
• Einmessen der Rotationsachse,
17http://hampsonmuseum.cast.uark.edu/about_technology.htm
18Je nach Schatten, Bewölkung, Tages- und Jahreszeit werden dabei zwischen 10 000 und 100 000 lx erreicht.
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• Nachscannen fehlender Oberflächenteile oder Detailscans,
• Verarbeiten und Speichern der Messdaten.
Die Gesamtaufnahmezeit akkumuliert sich so für ein durchschnittliches Objekt auf etwa 15
bis 20 Minuten. Die bereits triangulierten Teilscans müssen nun noch bereinigt, registriert
und vereinigt werden.
Von Karasik und Smilansky [2008] wurde insbesondere für das massenhafte Scannen von
Scherben ein Metallrahmen vorgeschlagen, der auf den Drehteller montiert wird. In diesen
Rahmen können wiederum mehrere Scherben auf einmal geclippt und mit einem Rundum-
scan nahezu vollständig erfasst werden. Der Durchsatz ließe sich damit auf mehr als 100
Exemplare pro Tag steigern. Denkbar, wenngleich in der Anschaffung und Konstruktion
wohl ungleich teurer, wäre aber auch ein Drehtisch, in den mehrere Glasplattensegmente
eingesetzt sind. Damit wäre ein schnelles, verdeckungsfreies Scannen mit jeweils einem
Sensor von oben und unten möglich.
Nachverarbeitung
Zur Erzeugung der 3D-Modelle und zur Nachverarbeitung kommt die kommerzielle Soft-
ware Geomagic Studio zum Einsatz [Kießling 2006]. Zunächst wird in den Einzelscans der
Hintergrund mithilfe von Makros schnell und komfortabel entfernt. Die anschließende
Registrierung erfolgt im Fall von Rundumscans automatisch, ansonsten manuell. Nach einer
finalen Globalregistrierung werden die Scans zu einem Dreiecksnetz vereinigt. Gegebenen-
falls müssen kleine Löcher geschlossen und topologische Anomalien entfernt werden. Nur
in Ausnahmefällen wird das Mesh reduziert oder geglättet. Der Grund dafür liegt in dem
unzweifelhaft ambitionierten Ziel, die Nachvollziehbarkeit, Unversehrtheit und Vergleich-
barkeit der Messdaten zu gewährleisten. So wird z. B. in der London Charta [2009] gefordert,
für sämtliche gescannten Objekte das Aufnahmegerät, die Aufnahmeparameter und etwaige
Nachverarbeitungsschritte zu vermerken. Ohne einen international akzeptierten Standard
ist die Umsetzbarkeit dieses Vorhabens jedoch fraglich.
Der Nachverarbeitungsprozess dauert mit aktueller Hardware für durchschnittliche Ob-
jekte ebenfalls zwischen 15 bis 20 Minuten, bei größeren Datenmengen gelegentlich mehr
als eine Stunde. Allerdings ist anzumerken, dass Aufnahme und Nachverarbeitung bei
entsprechenden Ressourcen auch parallel erfolgen können.
Einschätzung der Datenqualität
In der mehrjährigen Praxis hat sich gezeigt, dass die Datenqualität des Konica Minolta VI-910
für die allermeisten Zwecke vollkommen ausreichend ist. Stellenweise führt die geringe
laterale Auflösung jedoch zu unscharfer Texturierung. Aus demselben Grund werden hin und
wieder filigrane Details auf kleineren Objekten nicht mehr erfasst. Die Anschaffungskosten
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für noch genauere Geräte liegen derzeit aber noch zwischen 60 000 und 100 000 EUR, was
für die meisten archäologischen Institute noch immer eine enorme Hürde darstellt. Die
Untersuchung von Naumann [2009] hat jedoch ergeben, dass angesichts der heutigen
Qualität der Messsysteme eine derartige Investition durchaus lohnenswert ist. Zu bedenken
ist andererseits, dass mit einer höheren Auflösung auch das anfallende Datenvolumen
steigt. Wie die Beispielrechnungen im folgenden Kapitel zeigen, werden die Grenzen der
Bearbeitbarkeit selbst mit topaktueller Hardware schnell erreicht.
Ein Problem, das bei praktisch allen optischen 3D-Messsystemen auftritt, ist die Erfassung
von stark glänzenden oder transluzenten Materialien [Godin et al. 2001]. Während bei glatten
Oberflächen vor allem die direkte Reflexion verhindert, dass das projizierte Licht vom Sensor
erfasst werden kann, führt die sogenannte Volumenstreuung (subsurface scattering) bei teil-
weise lichtdurchlässigen Objekten zu einer Verfälschung des Messergebnisses, d. h. zu stark
erhöhtem Messrauschen oder scheinbar doppelten Kanten. In beiden Fällen kann mithilfe
eines rückstandslosen Mattierungssprays wie Cyclododekan Abhilfe geschaffen werden,
allerdings ist dann keine Farbaufnahme mehr möglich. Hullin et al. [2008] stellten kürzlich
eine Apparatur vor, mit der auch volltransparente Objekte gescannt werden können.

Kapitel 2
Gedanken zu Genauigkeit und
Datenmenge
Am flächendeckenden Einsatz von 3D-Scannern wird die Archäologie über kurz oder lang
nicht vorbeikommen, zumal davon auszugehen ist, dass sich einerseits deren Qualität weiter
verbessern wird, andererseits aber auch die Kosten moderat sinken werden.1 Eines der
ersten Großprojekte auf diesem Gebiet war das Ende der 90er Jahre unter großem Aufwand
durchgeführte Digital Michelangelo Project [Levoy et al. 2000], bei dem zehn Michelangelo-
Statuen und die 1186 Fragmente der Forma Urbis Romae2 [Koller et al. 2006] gescannt wurden.
Allein das Modell der bekannten David-Statue umfasst ca. 2 000 000 000 Polygone und ca.
7000 farbige Texturen. Die praktischen Schwierigkeiten, die bei der Nachverarbeitung und
Visualisierung derartiger Datenmengen auftraten, konnten trotz des Einsatzes modernster
Algorithmen z. T. bis zum heutigen Tag nicht gelöst werden.
Auch in jüngerer Zeit stieß man bei der dreidimensionalen Dokumentation größerer Befunde
immer wieder an die Grenzen der Verarbeitbarkeit [vgl. beispielhaft Gernat et al. 2007; Mc-
Pherron et al. 2009; Thuswaldner et al. 2009]. Dabei sind die Grundprobleme im Wesentlichen
dieselben geblieben. Von der vom Mooreschen Gesetz vorhergesagten Weiterentwicklung der
Computerhardware ist insofern keine Besserung der Lage zu erwarten, da sich gleichzeitig
auch die Auflösung der Aufnahmesysteme erhöhen und ebenso die Anzahl der Projekte
zunehmen wird. Vor diesem Hintergrund drängt sich die grundsätzliche Frage auf, ob die
bei der Digitalisierung von Gütern des kulturellen Erbes anfallende Datenmenge kontrolliert,
d. h. sinnvoll beschränkt werden kann. Diese Überlegungen und deren Auswirkungen auf
die Funddokumentation haben wir auf der 2nd Conference on Scientific Computing & Cultural
Heritage in Heidelberg präsentiert [Hörr und Brunnett 2009]. Wir wollen sie nun detailliert
anhand realistischer Beispielszenarien illustrieren.
1Bereits heute gibt es mit dem DAVID Laserscanner (http://www.david-laserscanner.com/) ein Low-
Budget-Komplettsystem für 399 EUR. Dessen Qualität ist zwar nach wie vor für kommerzielle Zwecke
unzureichend, besonders für Einsteiger und Freiberufler ist es jedoch eine ernst zu nehmende Alternative.
Dies gilt insbesondere auch für die Geräte NextEngine (http://www.nextengine.com/, 2995 USD) und
PicoScan (http://www.picoscan.eu/, 1995 EUR), wobei zumindest ersteres bereits erfolgreich in der
Archäologie eingesetzt wurde.
2Ein ca. 18× 13 Meter großer Stadtplan Roms aus Marmorkacheln aus der Zeit um 203–211 n. Chr.
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2.1 Einfluss von Messfeldgröße und lateraler Auflösung
Gegeben seien die folgenden drei fiktiven Objekte:
• Objekt 1 habe ein Volumen von etwa 1 m3, z. B. eine mannshohe Skulptur oder Säule.
• Objekt 2 habe ein Volumen von etwa 1 dm3, z. B. ein mittelgroßes Keramikgefäß.
• Objekt 3 habe ein Volumen von etwa 1 cm3, z. B. ein Münze oder ein Zahn.
Entscheidend für den Aufwand, der für die Aufnahme betrieben werden muss, ist jedoch
nicht das Volumen, sondern der Oberflächeninhalt. Dessen Größenordnung können wir
grob abschätzen, indem wir annehmen, dass es sich bei den Körpern jeweils um eine Kugel
mit einem Volumen von einer Volumeneinheit (m3, dm3, cm3) handelt:3
V =
1
6
pid3
d = 3
√
6V
pi
(V != 1 [VE])
d ≈ 1.241 [LE]
AO = pid2
AO ≈ 4.836 [FE]
(2.1)
Betrachten wir als nächstes die Parameter des Messsystems. Dessen optische Auflösung
ist üblicherweise vom Sensor vorgegeben. Die Abtastrate am Objekt hängt also primär
vom verwendeten Messfeld ab. Auch hier soll wieder von drei typischen Konfigurationen
ausgegangen werden:
• Messsystem A habe eine Abtastrate von 1 Punkt/mm2
(z. B. Konica Minolta VI-910 bei einem Messfeld von 640× 480 mm).
• Messsystem B habe eine Abtastrate von 25 Punkten/mm2
(z. B. Konica Minolta VI-910 bei einem Messfeld von 128× 96 mm).
• Messsystem C habe eine Abtastrate von 2500 Punkten/mm2
(z. B. Breuckmann stereoSCAN 3D-HE bei einem Messfeld von 48× 36 mm).
Zunächst wollen wir untersuchen, wie viele Einzelscans nötig sind, um das gesamte Objekt
zu erfassen. Dazu reicht es nicht zwangsläufig, den Oberflächeninhalt und die Messfeldgröße
ins Verhältnis zu setzen, da das Objekt aufgrund seiner Form womöglich nicht den gesam-
ten Messbereich einnimmt und so mehrere Rundumscans erforderlich werden. Insofern
kann die minimal notwendige Anzahl der Teilscans unabhängig von der Objektgröße mit
3Präziser ist der angegebene Wert sogar eine untere Schranke, da die Kugel derjenige Körper mit dem
kleinsten Volumen-Oberflächen-Verhältnis ist. Da sämtliche Annahmen in der folgenden Rechnung je-
doch approximativen und beispielhaften Charakter haben, können wir diese Randbemerkung bedenkenlos
ignorieren.
2.1 Einfluss von Messfeldgröße und lateraler Auflösung 29
(a) 29 Scans, 159 % (b) 12 Scans, 148 %
Abbildung 2.1: Überlappungsraten für einen Holzbalken (Länge = 111 cm) und einer bronzezeitlichen
Amphore aus Kötitz (Höhe = 12 cm). Es wurden unterschiedliche Objektive und Messfelder benutzt.
etwa 10 bis 12 angegeben werden. Je größer aber das Verhältnis von Objekt- und Mess-
feldgröße wird, desto mehr tritt der Kacheleffekt in den Vordergrund. Wie unsere eigenen
Experimente und die von McPherron et al. [2009] ergeben haben, müssen wir von einer
realistischen Überlappungsrate von mindestens 50 %, vermutlich sogar mehr als 100 % aus-
gehen (Abb. 2.1). Die folgende Übersicht zeigt eine grobe Abschätzung der Anzahl der
notwendigen Aufnahmen.
Objekt 1 Objekt 2 Objekt 3
(4.8 m2) (4.8 dm2) (4.8 cm2)
Messsystem A (3000 cm2) 32 > 10 > 10
Messsystem B (120 cm2) 800 > 10 > 10
Messsystem C (17 cm2) 6000 60 > 10
Legt man eine realistische Bruttoaufnahmezeit von ca. zwei Minuten pro Einzelscan zu-
grunde, lässt sich der dafür benötigte Zeitaufwand wie folgt veranschlagen.
Objekt 1 Objekt 2 Objekt 3
Messsystem A 1 h 20 min 20 min
Messsystem B 27 h 20 min 20 min
Messsystem C 200 h 2 h 20 min
Die Aufnahmeszenarien A1 und C2 sind noch gut zu beherrschen und an einem Tag zu
realisieren. Jedoch sind B1 und insbesondere C1 schon aus wirtschaftlichen Erwägungen
heraus fragwürdig. Die anfallende Datenmenge stellt uns zudem vor weitere Herausforde-
rungen, denn nach der Registrierung und Vereinigung ergeben sich aus dem Produkt aus
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Oberflächeninhalt und Abtastrate etwa die in der folgenden Übersicht genannten Punkt-
wolken. Diese sind grundsätzlich unabhängig vom Überlappungsfaktor, da während der
Vereinigung der Teilscans redundante Information verworfen wird. Die Anzahl der Dreiecke
ist üblicherweise etwa doppelt so groß.
Objekt 1 Objekt 2 Objekt 3
Messsystem A 4 800 000 48 000 480
Messsystem B 120 000 000 1 200 000 12 000
Messsystem C 12 000 000 000 120 000 000 1 200 000
Wir sehen also, dass die Punktanzahl je nach Objektgröße und Messsystem erheblich, d. h. um
mehrere Größenordnungen variieren kann. Während die Kombinationen B2 und C3 schon
deutlich über dem Durchschnitt liegen4, handelt es sich bei A1 nach heutigen Maßstäben um
ein sehr dicht trianguliertes Modell. Die anderen Modelle sind entweder zu grob oder zu
fein abgetastet, was auch aus den korrespondierenden Datenmengen ersichtlich wird. Gehen
wir von einem Datenaufkommen von wenigstens 44 Byte pro Messpunkt aus,5 erhalten wir
den folgenden Speicherbedarf:
Objekt 1 Objekt 2 Objekt 3
Messsystem A 202.9 MB 2.03 MB 20.8 kB
Messsystem B 4.95 GB 50.7 MB 519.5 kB
Messsystem C 495.4 GB 4.95 GB 50.7 MB
Während die Objekte B2, C3 und auch A1 von moderner Grafikhardware noch problemlos
verarbeitet werden können, erfordert ein Datenaufkommen von mindestens 4.95 GB (B1 und
C2) jedoch bereits ein topaktuelles 64-Bit-System und erzeugt ernsthafte Schwierigkeiten
bei der interaktiven Visualisierung. Die Datenmenge von knapp 500 GB für das Szenario
C1 (Rohdaten noch nicht mit eingerechnet!) stellt wohl selbst für die nähere Zukunft einen
utopischen Wert dar.
Zusammenfassend lassen sich vier Parameter benennen, die den Speicherbedarf M zur
Laufzeit beeinflussen: der Oberflächeninhalt AO, die optische Auflösung des Sensors mit
nx × ny Pixeln, die Messfeldgröße Afov und der Speicherbedarf der internen Datenstruktur,
4Eine zufällige Stichprobe von 20 am LfA gescannten Objekten ergab eine mittlere Vertexanzahl von ca.
485 000.
5Das sind 12 Byte für floatwertige 3D-Koordinaten, 8 Byte für komprimierte floatwertige Normalenvektoren
und 24 Byte für durchschnittlich sechs 32-Bit-Indizes für die Dreiecksliste. Werden weitere topologische
Informationen, Farbwerte und Attribute wie bspw. Krümmungswerte hinzugezogen, akkumuliert sich der
Speicherbedarf schnell auf über hundert Byte pro Messpunkt. Insofern ist die obige Schätzung noch sehr
konservativ.
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um die Geometrie zu verwalten (Φ in Bytes pro Vertex). Wie bereits oben erwähnt, spielt die
Überlappungsrate hier keine Rolle. Sei weiterhin VBB das Volumen der Bounding Box um
das Objekt, dann erhalten wir mit Gleichung (2.1)
M ≈ pi ·
(
6 ·VBB
pi
) 2
3
︸ ︷︷ ︸
≈ AO
· nx · ny
Afov︸ ︷︷ ︸
Abtastrate
· Φ, (2.2)
was sich mit einem realistischen Wert von Φ = 51 B (unkomprimierte Normalenvektoren,
8-Bit-RGB-Farben) zu der folgenden Abschätzung vereinfacht, die sich in der Praxis als recht
zuverlässig erwiesen hat:
M ≈ 250 B · 3
√
VBB2 ·
nx · ny
Afov
. (2.3)
2.2 Bestimmen der optimalen Auflösung
Die Dokumentation von Artefakten sollte nie nur zum reinen Selbstzweck geschehen. Zu den
häufigsten Anwendungsgebieten zählen beispielsweise die Dokumentation des Erhaltungs-
zustandes, die Schadenskartierung oder Abbildungen für Lehrzwecke oder Fundkataloge.
Ist bereits vor der Aufnahme klar, welche Art der Visualisierung anschließend angestrebt
wird, kann der Arbeitsaufwand für die Digitalisierung z. T. drastisch reduziert werden. In
populärwissenschaftlichen Abbildungen spielt Genauigkeit im Allgemeinen keine besonders
große Rolle – meistens wäre dann also auch ein Foto oder, falls dreidimensionale Daten be-
nötigt werden, ein texturiertes Objekt mit deutlich reduzierter Geometrie völlig ausreichend.
Selbst wenn die Originalgeometrie so gut wie möglich erfasst werden soll, kann oftmals eine
minimale Merkmalsgröße definiert und somit die Scanauflösung begrenzt werden. Für die
wissenschaftliche Dokumentation lassen sich im Wesentlichen die folgenden vier Szenarien
nennen:
1. Die Visualisierung soll digital am Bildschirm oder über einen Projektor erfolgen. Selbst
bei aktuellen HD-fähigen Geräten wird die 2-Megapixel-Grenze nicht überschritten.
Folglich wird ab einer Vertexanzahl von etwa 4 000 000 kein qualitativer Zugewinn
mehr erzeugt, es sei denn, es sollen stark vergrößerte Ausschnitte gezeigt werden.
2. Es soll ein großes Poster oder eine meterhohe Plane bedruckt werden. Dies geschieht
zumeist für populärwissenschaftliche oder Marketing-Zwecke, für die in der Regel
auch ein Foto ausreichen würde. Es stehen unbestreitbar makroskopische Eigenschaften
im Vordergrund und der Betrachtungsabstand wird im Allgemeinen mehrere Meter
betragen.
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3. Es soll eine Abbildung in einem Fundkatalog zur wissenschaftlichen Dokumentation
generiert werden. Übliche Maßstäbe sind 1 : 1 bis etwa 1 : 4, bei größeren Objekten
manchmal auch 1 : 10 oder mehr. Plastische Details sind auch in der Verkleinerung
noch gut bei einem Betrachtungsabstand von 30 bis 50 cm zu erkennen.
4. Ein besonders filigranes Objekt oder ein Ausschnitt der Objektoberfläche soll maß-
stäblich vergrößert werden, um mesoskopische Eigenschaften, die in der 1 : 1-Ansicht
womöglich nur schwer oder gar nicht sichtbar gewesen wären, besser darzustellen.
Selbstverständlich ließe sich diese Aufzählung in den mikroskopischen Bereich fortsetzen,
jedoch ginge es dann um eine völlig andere Art der Fragestellung, die mit rein optischen
Messsystemen ohnehin nicht adäquat zu bearbeiten wäre.6 Üblich ist dann auch eine
Stichprobenuntersuchung anstatt einer vollständigen Erfassung des untersuchten Objekts.
Welche Punktdichte am 3D-Objekt nun tatsächlich für die bildliche Dokumentation (also
die Szenarien 3 und 4) notwendig ist, hängt von zweierlei Parametern ab: der Auflö-
sung der Printhardware und dem Auflösungsvermögen des menschlichen Auges. Heutige
Tintenstrahl- und Laserdrucker erreichen praktisch ausnahmslos 300 dpi. Obwohl tech-
nisch auch weit höhere Auflösungen möglich wären, werden diese oft nur in qualitativ
hochwertigen Printmedien realisiert. Dies hat seine Ursache hauptsächlich darin, dass das
Auflösungsvermögen der menschlichen Sehzellen selbst unter optimalen Bedingungen und
auch nur im Bereich der Fovea centralis7 auf etwas weniger als eine Bogenminute beschränkt
ist. Bei einem Abstand von einem halben Meter können also zwei Punkte gerade noch unter-
schieden werden, wenn sie ca. 0.15 mm auseinander liegen, was einer Auflösung von etwa
170 dpi entspricht.8,9 Bei einer Entfernung von drei Metern beträgt dieser Wert immerhin
noch 0.9 mm (28 dpi).
Sei also r die Bildauflösung in dpi und s der verwendete Abbildungsmaßstab, dann ist
der notwendige (und hinreichende!) Punktabstand im Objektraum d = 1/(r · s). In diesem
Fall entspricht jeder Messpunkt höchstens einem Pixel. Für eine typische Bildauflösung von
300 dpi und einem Maßstab von 1 : 3 würde dies beispielsweise einen Punktabstand von
ca. 0.25 mm erfordern (Messsystem B). Abschließend ist jedoch zu bedenken, dass mithilfe
von interpolatorischen Schattierungsverfahren wie Gouraud- oder Phong-Shading auch bei
geringeren Auflösungen noch gute Ergebnisse erzielt werden können.
6Die physikalische Grenze wird hier im Wesentlichen von der Wellenlänge des Lichts vorgegeben.
7Als Fovea centralis bezeichnet man die Netzhautvertiefung in der Mitte des Gelben Flecks (Makula). Außerhalb
dieses sehr schmalen Bereichs nimmt die für die Sehschärfe maßgebliche Zapfendichte rapide ab.
8Das Erkennen von Strukturen kann jedoch bis zu einer Auflösung von 0.3 Bogenminuten erfolgen. Insofern
ist eine Druckauflösung von 300 dpi sicherlich günstiger.
9Vor diesem Hintergrund ist auch eine Untersuchung aktueller LCDs interessant. Während gängige TFT-
Bildschirme eine Auflösung von etwa 95 dpi, also etwa der Hälfte der des menschlichen Auges bei normalem
Betrachtungsabstand erreichen, liegen E-Book-Reader wie der Amazon Kindle 2 bereits bei 167 dpi. Das
sogenannte Retina-Display des iPhone 4 kommt sogar auf 326 dpi.
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2.3 Auswirkungen der Abtastrate auf die Abbildungsqualität
Zum Abschluss dieses Kapitels wollen wir die obigen Überlegungen noch an einem realen
Beispiel illustrieren. Dokumentiert werden soll der in Abbildung 2.2 dargestellte bronzezeit-
liche Doppelkonus aus dem Gräberfeld von Kötitz. Während der obere Gefäßteil geglättet
worden ist, findet sich auf dem Unterteil eine Schlickrauung. Am Umbruch ist ein Band
aus diagonalen Kerben zu sehen, darüber befindet sich ein dreigliedriges Rillenband. Das
Objekt wurde mit einem Breuckmann stereoSCAN 3D-HE gescannt und nicht nachträglich
digital geglättet. Dennoch ist kaum Messrauschen zu sehen. Der Originalscan besteht aus ca.
6 700 000 adaptiv gesampelten Dreiecken, d. h. Bereiche hoher Krümmung sind feiner tesse-
liert als flache. Der Median aller Kantenlängen liegt bei 260 µm, was in der 1 : 1-Ansicht einer
Auflösung am Objekt von 98 dpi entspricht. Dieses 3D-Modell soll mit einer auf 1 000 000
Dreiecke reduzierten Variante (Kantenlänge 568 µm, Auflösung 45 dpi) verglichen werden.
(a) Maßstab 1 : 4 (b) Maßstab 1 : 1
(c) Maßstab 1 : 4 (d) Maßstab 1 : 1
Abbildung 2.2: Schattierte Ansicht (Hemisphere Lighting) und Drahtgittermodell eines Doppelkonus-
Modells mit 6 700 000 (oben) bzw. 1 000 000 Dreiecken (unten).
Aus der Abbildung 2.2 sind zwei wichtige Dinge ersichtlich: Zum einen sind bereits im
Maßstab 1 : 1 die Dreiecke des Originalmodells so klein, dass sie in den flachen Bereichen
kaum und in den Rillen und Kerben gar nicht mehr unterscheidbar sind. In der 1 : 4-Ansicht
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sind sie deutlich kleiner als ein Pixel und verlieren somit ihre Funktion als Flächenprimitiv.10
Zum anderen – und das ist wenig überraschend – ist die Abbildungsqualität bei der
reduzierten Variante nur unwesentlich schlechter als beim Originalmodell, da fehlende
Information jetzt durch das interpolatorische Gouraud-Shading kompensiert wird. Sämtliche
Oberflächendetails sind trotz der Reduktion erhalten geblieben.
Obwohl die visuellen Unterschiede in der diffus schattierten Ansicht kaum sichtbar sind,
kann die Tesselierung das optische Ergebnis dennoch ganz erheblich beeinflussen, insbe-
sondere dann, wenn eine Schattierung auf Basis der Oberflächenkrümmung gewählt wird
(vgl. dazu ausführlich Kapitel 5). Je weniger Samples auf einem Bereich hoher Krümmung
verteilt werden, desto gröber ist auch die Skala, auf der diese approximiert wird. In der
Folge führt dies zu scheinbar höheren Krümmungswerten, aber auch zu einem scheinbar
breiteren Einflussbereich (Abb. 2.3). Solange jedoch die Reduktion der Geometrie nicht zu
aggressiv ist, kann sie sogar zu deutlich besseren Kontrasten führen, ohne dabei Einbußen
bei der allgemeinen Abbildungsqualität in Kauf nehmen zu müssen.
(a) (b)
(c) (d)
Abbildung 2.3: Gauß-Krümmung (oben) und Überlagerung aus Maximum Curvature Shading und
Hemisphere Lighting (unten) für das hoch aufgelöste (links) und das reduzierte Doppelkonus-Modell
(rechts).
Zusammenfassend muss man sagen, dass obwohl für die qualitativ hochwertige Fund-
10Tatsächlich vergrößert sich die Auflösung im Objektraum durch die maßstäbliche Verkleinerung auf 4 · 98 =
392 dpi bzw. 4 · 45 = 180 dpi. Die Bildauflösung beträgt 300 dpi.
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dokumentation selbstverständlich hoch aufgelöste digitale 3D-Modelle benötigt werden,
dieser Bedarf an Genauigkeit häufig überschätzt wird. Oftmals können sowohl Zeit als auch
Hardware-Ressourcen gespart werden, wenn man sich über den letztlichen Abbildungs-
zweck bereits vorher klar geworden ist. Wie wir in den Rechnungen gesehen haben, sollten
dann Modelle mit mehr als 10 000 000 Polygonen die absolute Ausnahme sein. Hinreichend
gute Ergebnisse lassen sich bereits ab etwa 1 000 000 Dreiecken erzielen.

Kapitel 3
Digitalisierung von 2D-Fundzeichnungen
mittels aktiver Konturen
3.1 Problemstellung
Es ist nicht zu bestreiten, dass die hohen Anschaffungskosten für 3D-Scanner und der
Mangel an ausgebildetem Bedienpersonal unüberwindbare Hürden für viele, insbesondere
kleinere archäologische Institutionen darstellen. Darüber hinaus kann nicht erwartet werden,
dass bereits gezeichnetes Material nochmals dreidimensional erfasst wird. Es besteht also
die ernst zu nehmende Gefahr, dass viele Fundkomplexe, vor allem solche aus Altpublika-
tionen, von den Möglichkeiten der automatisierten Klassifikation ausgeschlossen bleiben
und so im Gegenzug viele Befunde bei der computergestützten Analyse unberücksichtigt
bleiben müssen. Es ist daher praktisch unabdingbar, auch für diese Fälle Werkzeuge zur
Digitalisierung bereitzustellen.
Das Hauptproblem bei der Analyse von handgezeichneten Funden ist die bereits ange-
sprochene Vielfältigkeit der Abbildungskonventionen. Wir wollen uns hier speziell auf
Gefäßprofile beschränken, allerdings sind die Voraussetzungen bei anderen Fundgattungen
ähnlich.
In Sachsen werden Gefäßprofile in der Regel als Linienkontur gezeichnet (Abb. 3.1(a)).
Diese Darstellung hat die Vorteile, dass sie einerseits günstig im Druck ist, andererseits
aber auch gut mit etwaigen optischen Ergänzungen in der Zeichnung (Hilfslinien, Ver-
vollständigung fehlender Teile, Seelenlöchern, etc.) harmoniert. Anderenorts werden die
Profile auch einfarbig, z. B. grau oder schwarz ausgefüllt, um deren plastische Wirkung zu
erhöhen (Abb. 3.1(b)). Eher selten ist die Ausfüllung der Profilkurve mit einer Schraffur oder
Pünktelung anzutreffen (Abb. 3.1(c)).
In den vergangenen Jahrzehnten wurden unzählige Bildsegmentierungsverfahren entwickelt,
allerdings ist es angesichts der Komplexität und Qualität der Zeichnungen aussichtslos,
ein vollautomatisches Werkzeug zu implementieren. Stattdessen werden wir uns auf die
sogenannten aktiven Konturen konzentrieren, die seit der Pionierarbeit von Kass et al. [1987]
aufgrund ihrer geometrischen Eigenschaften auch Snakes genannt werden. Sie wurden
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(a) ungefüllt (b) gefüllt (c) schraffiert
Abbildung 3.1: Unterschiedliche Zeichenstile bei Gefäßprofilen.
bisher hauptsächlich in der Segmentierung medizinischer Bilddaten eingesetzt [z. B. Kienel
et al. 2007], wo die Anforderungen nochmals um ein Vielfaches höher sind als bei unseren
vergleichsweise einfach strukturierten Profilzeichnungen.
Die Vektorisierung handgezeichneter Gefäßprofile mittels aktiver Konturen haben wir auf
der CAA-Konferenz in Granada [Hörr et al. 2010a] vorgestellt. Die technischen Vorarbeiten
und insbesondere die entstandene Software gehen auf Kienel et al. [2006, 2007] sowie Kienel
und Brunnett [2009] zurück.
3.2 Mathematisches Modell
Aus mathematischer Sicht ist eine Snake definiert als parametrisierte Kurve S = {v(s) :
v(x(s), y(s))}, der eine potentielle Energie zugeordnet ist. Diese Energie setzt sich aus
drei Teilen zusammen: dem aus der Form der Kurve abgeleiteten internen Teil Eint, dem
durch die Bildstruktur entlang der Kurve induzierten Teil Eimg und dem von interaktiven
Zwangskräften beeinflussten Teil Econ. Die Gesamtenergie der Snake kann demnach auch
als Akkumulation der Energie aller Kurvenpunkte v geschrieben werden:
ESnake =
∫
(Eint(v) + Eimg(v) + Econ(v)) ds. (3.1)
Ziel ist es nun, dieses Energiefunktional mittels Verformung der Snake zu minimieren.
Zunächst wollen wir die interne Energie besprechen, die wie folgt definiert ist:
Eint(v(s)) =
1
2
(
α(s)
∣∣∣∣dvds
∣∣∣∣2 + β(s) ∣∣∣∣d2vds2
∣∣∣∣2
)
. (3.2)
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Wie aus der Gleichung ersichtlich ist, setzt sich die interne Energie der Snake aus der
Gesamtlänge und den akkumulierten Krümmungswerten zusammen. Unabhängig von
äußeren Einflüssen ist die Snake also grundsätzlich bestrebt, kurz und glatt zu werden, bis
sie schließlich zu einem einzelnen Punkt degeneriert. Die nicht negativen Parameter α und β
steuern den Einfluss von Spannung und Steifheit. Zwar können sie lokal angepasst werden,
allerdings ist es in den allermeisten Fällen völlig ausreichend, sie als globale Variablen zu
vereinbaren.
Die Bildenergie wird durch Intensitätsunterschiede im Bild vorgegeben. Sie kann auf
zweierlei Art definiert werden [Kass et al. 1987]: als Linienfunktional
Eimg(v(s)) = κ · (Gσ ∗ I(x, y)), (3.3)
falls dunkle Linien auf weißem Untergrund erkannt werden sollen (bzw. umgekehrt mit
negativen Werten für κ) oder als Kantenfunktional
Eimg(v(s)) = −κ · ||∇(Gσ ∗ I(x, y))||2. (3.4)
Dabei ist I(x, y) die Bildintensität, ∇ der Gradientenoperator, ∗ der Faltungsoperator und κ
ein zu α und β analoger Gewichtungsparameter. Um Bildrauschen auszugleichen und den
Anziehungsbereich für die Snake zu vergrößern, wird das Bild häufig mit einem Gaußfilter
Gσ mit der Standardabweichung σ vorverarbeitet, was für die Lokalisierung der Kanten im
Allgemeinen unkritisch ist. Eine Alternative zur Gauß-Glättung stellt der Gradient Vector
Flow [Xu und Prince 1997; Kienel und Brunnett 2009] dar, der für unsere Anwendung jedoch
nur einen geringen Mehrwert bietet und deswegen hier nicht diskutiert werden soll.
Oft ist es notwendig, die Snake interaktiv zu beeinflussen, um sie an bestimmte Bild-
kanten zu zwingen oder aus ungewünschten lokalen Energieminima zu befreien. Mithilfe
der Maussteuerung sind viele Interaktionsmetaphern denkbar, das sogenannte Spring-
Werkzeug1 hat sich jedoch in der praktischen Anwendung mit Abstand als komfortabelstes
erwiesen. Dabei lässt der Benutzer auf einen fixierten Snake-Punkt eine Zugkraft wirken,
die im Zusammenspiel mit den internen und externen Kräften dazu führt, dass auch die
unmittelbare Nachbarschaft gummiartig in Richtung des Mauszeigers verformt wird. Sei
p der durch den Mauszeiger markierte Spring-Punkt und vp der dazu nächstgelegene
Snake-Punkt, dann ist die Constraint-Energie wie folgt definiert:
Econ(v(s)) =
ω · ||vp − p||2 falls v = vp0 sonst . (3.5)
1Diese Bezeichnung leitet sich aus dem englischen Begriff für „(mechanische) Feder“ ab.
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Der Parameter ω gibt an, wie schnell sich der Snake-Punkt v auf den Spring-Punkt p
zubewegt.
Zusätzlich zur Spring-Energie können noch weitere Zwangsenergien definiert werden. Als
hilfreich hat sich insbesondere eine Expansionsenergie [Cohen 1991] erwiesen, die im
positiven Fall eine Druckkraft senkrecht nach außen erzeugt, die Snake also „aufbläst“,
während im negativen Fall die durch die interne Energie hervorgerufene Schrumpfung
zusätzlich beschleunigt wird.
Insgesamt gibt es also fünf Parameter, die das Verhalten der Snake zur Laufzeit beein-
flussen:
1. den Spannungsparameter α, der Ausdehnungen bestraft,
2. den Steifheitsparameter β, der Knicks und starke Biegungen bestraft,
3. den Bildkraftparameter κ,
4. den Spring-Parameter ω und
5. die Stärke der Druckkraft.
Im ersten Moment könnte man den Eindruck gewinnen, dass ein solches Werkzeug unver-
hältnismäßig komplex für den praktischen Einsatz ist. Wir haben jedoch schnell geeignete
Parameterkombinationen für die häufigsten Szenarien finden können und beobachtet, dass
sich die meisten Eingriffe zur Laufzeit auf die Veränderung eines einzigen Parameters
beschränken.
3.3 Anwendungsaspekte
Ein lokales Energieminimum für die Snake zu finden, ist absolut nicht trivial, da der
Lösungsraum prinzipiell unendlich viele Konfigurationen enthält. Man behilft sich des-
wegen mit einer Diskretisierung der Snake und einem iterativen Lösungsansatz. Auf die
mathematischen Details wollen wir hier nicht weiter eingehen und verweisen stattdessen
auf die Arbeiten von Kass et al. [1987] und insbesondere Kienel et al. [2006] und Kienel und
Brunnett [2009]. Erwähnt sei lediglich, dass der Berechnungsaufwand pro Iteration linear in
der Anzahl der Snake-Vertizes ist.
Offensichtlich können die Anzahl der Verformungsiterationen und der Interaktionsaufwand
minimiert werden, wenn die Snake nahe an ihrer letztlichen Ruheposition initialisiert
wird. Für die Zeichenstile ohne Schraffur erzielen bei zusammenhängenden Profilen selbst
einfache Region-Growing-Verfahren mit Saatpunkten im Profilinneren so gute Ergebnisse,
dass anschließend nur noch einige wenige Verformungsiterationen notwendig sind, um
Aliasing-Artefakte zu beheben. Im Falle der schraffierten Profile ist die Ausgangslage
etwas schwieriger, da mittels Schwellwerten nur eine Annäherung von außen sinnvoll ist.
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Allerdings lässt sich die Idee des Region Growing relativ leicht in ein sonst eher selten
gebräuchliches Region Shrinking umkehren.
Sind die Profile nicht zusammenhängend, d. h. sie bestehen aus mehreren in vertikaler
Richtung nicht überlappenden Scherben, ist der Interaktionsaufwand ungleich größer. Aller-
dings offenbart sich erst hier die große Stärke aktiver Konturen, dass sie nämlich auch
in Bereichen, in denen keine Bildenergie vorhanden ist aufgrund der internen Längen-
und Krümmungsminimierung gut interpolieren. Hinzu kommt, dass in den Zeichnungen
fehlende Teilstücke oftmals mutmaßend mit gestrichelten Linien ergänzt wurden. Die damit
vorhandene Bildenergie zwingt die Snake an diese Striche und die zu überbrückende Länge
wird so klein, dass eine Verfälschung praktisch nicht mehr ins Gewicht fällt.
In der Praxis ist das Verbinden mehrerer Profilteile nicht so schwierig, wie man erwarten
würde. Tatsächlich gibt es sogar zwei vielversprechende Ansätze. Beim ersten wird ähnlich
wie bei schraffierten Profilen vorgegangen, wo die Snake um das Profil herum initialisiert
wird, um sie anschließend schrumpfen und sich von außen an die Kanten anschmiegen
zu lassen. Der zweite Ansatz ist sogar noch schneller, benötigt allerdings mehr Interaktion
und Erfahrung (Abb. 3.2). Zunächst wird die Snake in einer der Scherben mittels Region
Growing initialisiert (b). Dann wird sie mithilfe des Spring-Werkzeugs und einer moderaten
Druckkraft über die Lücke (c) bis zur Außenseite der nächsten Scherbe gezogen (d). Das
weitere Ziehen der Snake entlang der mittleren Achse des Profils führt schließlich dank
Bild- und Druckkraft schnell zum Einrasten entlang der Profilkanten. Dieser Vorgang wird
solange wiederholt, bis alle Profilteile verbunden sind (e).
Sobald die Profilkurve als geschlossener Polygonzug vorliegt und die Position der Rota-
tionsachse bekannt ist, kann daraus mit trivialen Mitteln ein virtueller Rotationskörper
rekonstruiert werden (Abb. 3.3). Damit soll keinesfalls eine vermeintliche historische Reali-
tät vorgetäuscht werden, zumal bereits die Zeichnung stark fehlerbehaftet sein kann und
das Gefäß möglicherweise nicht exakt rotationssymmetrisch war. Vielmehr gibt die Rekon-
struktion dem Bearbeiter die Möglichkeit, die Vektorisierung visuell mit der Zeichnung
abzugleichen und so offensichtliche Fehler zu erkennen. Andererseits können Verzierungen,
Oberflächenstrukturen und Anbringungen wie bspw. Henkel entweder gar nicht oder nur
unter ungerechtfertigt hohem Aufwand rekonstruiert werden. In der kürzlich veröffentlich-
ten Arbeit von Koutsoudis et al. [2009] wurde dies trotzdem versucht, der wissenschaftliche
Mehrwert dieser 3D-Modelle jenseits idealisierter Prototypen ist aber zumindest fragwürdig.
Hauptsächlich nutzen wir die 3D-Rekonstruktion, um bei den Profilzeichnungen dieselben
Algorithmen zur Merkmalsextraktion anwenden zu können, wie sie für 3D-gescannte Gefäße
zum Einsatz kommen (Kapitel 6). Dabei ist das Fehlen von Verzierungen und Henkeln sogar
von Vorteil.
Um eine möglichst genaue Vektorisierung zu erhalten, wird der Vertexabstand der Snake
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(a) (b) (c)
(d) (e) (f)
Abbildung 3.2: Unvollständige Profile stellen kein Problem dar, solange fehlende Teile durch Punkte
oder Striche kenntlich gemacht werden. Während die Bildenergie die Snake an diese Hilfslinien
heranzieht, stellt die interne Energie einen glatten Kurvenverlauf sicher.
(a) (b)
Abbildung 3.3: Eine sogenannte Fußschale, die aus einem schraffierten Profil rekonstruiert wurde.
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üblicherweise auf weniger als fünf Pixelbreiten festgelegt. Eine Snake kann somit abhängig
von der Bildgröße schnell aus mehreren tausend Vertizes bestehen. Aufgrund von Rasteri-
sierungsartefakten können jedoch auch kleinere Unebenheiten enthalten sein, die sich in
der Rekonstruktion als horizontale Rillen manifestieren und die Verwendung einer Töpfer-
scheibe nahelegen könnten. Obwohl eine Glättung hier obligatorisch erscheint, sollte sie mit
Bedacht angewandt werden, denn die gezeichneten Profile bilden die Realität meist schon
idealisiert ab, sodass etwaige Merkmale ebenfalls weggeglättet werden könnten. Deswegen
erachten wir es als sinnvoller, ein Ausdünnen des Polygonzugs durchzuführen, wodurch sich
implizit ebenfalls ein Glättungseffekt einstellt. Konkret verwenden wir den Algorithmus von
Douglas und Peucker [1973], den wir genauer in Abschnitt 4.5 untersuchen. Empirische Tests
haben ergeben, dass es ausreichend ist, jeweils 50 Vertizes auf der Innen- und Außenseite
der Profilkurve zu verteilen.
Sobald die extrahierten Profile exportiert werden sollen, müssen Maßstab und Auflösung des
Bildes angegeben werden. Während die Auflösung gewöhnlich im Image-Header vermerkt
ist, ist der Maßstab nur aus dem Fundkatalog bekannt. Dieser ändert sich innerhalb einer
Publikation jedoch nur äußerst selten, sodass für den Bearbeiter nach einmaliger Angabe im
Allgemeinen keine zusätzliche Arbeit anfällt.
Erwähnt werden sollte außerdem, dass das Endergebnis der Vektorisierung maßgeblich von
einer korrekten Ausrichtung des Bildes abhängt. Beim Scannen der Tafeln kann es passieren,
dass die Vorlage leicht verdreht wird, sodass die abgebildeten Rotationsachsen nicht mehr
exakt senkrecht verlaufen. Ein so eingescanntes Profil kann in der Rekonstruktion schon
bei wenigen Grad Verkippung schnell einen stark abweichenden Eindruck erzeugen. Der
Bearbeiter sollte hierfür also sensibilisiert sein und den Scan entweder manuell oder einfacher
per Zwei-Punkt-Markierung der Rotationsachse wieder in die korrekte Lage verdrehen.
Schwieriger liegen die Dinge, wenn die Zeichnung ernsthafte Messfehler enthält. Während
der Digitalisierung haben wir gelegentlich beobachtet, dass der Bodenteil des Profils deut-
lich zu kurz gezeichnet wurde, d. h. die Rotationsachse war in Richtung der Gefäßwand
verschoben.2 Obwohl die reine Form des Profils von dieser Unachtsamkeit unbeeinflusst
bleibt, sind die virtuelle Rekonstruktion und somit auch die relevanten Maße nahezu nutzlos.
Die Korrektur dieser Art von Fehler ist deutlich aufwändiger, da der Bearbeiter hierzu auf
Informationen aus dem Fundkatalog zurückgreifen muss.
Der Nachweis, dass Snakes für die Vektorisierung von Gefäßprofilen ein optimales Werk-
zeug darstellen, konnte auch in der Praxis relativ schnell erbracht werden. Am Dresdner
Landesamt wurde die Software Archäologen ohne mathematisch-informationstechnisches
Hintergrundwissen in ca. einer Viertelstunde erklärt. Bereits nach kurzer Zeit waren die
Bearbeiter in der Lage, bis zu 40 digitalisierte Profile pro Stunde zu vektorisieren. Sofern die
2Erstaunlicherweise trat der gegenteilige Fall praktisch gar nicht auf.
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Tafeln nicht schon in digitaler Form vorliegen, müssen sie zwar noch manuell eingescannt
werden, diese Arbeit ist jedoch ebenfalls mit vertretbarem Aufwand zu realisieren und kann
auch von ungelernten Hilfskräften durchgeführt werden.
3.4 Weitere mögliche Anwendungsfelder
Es soll nicht unerwähnt bleiben, dass die Vektorisierung mithilfe aktiver Konturen auch
für andere Anwendungsfelder bestens geeignet ist. Enorme Verbesserungen hinsichtlich
Genauigkeit und Digitalisierungsgeschwindigkeit ließen sich beispielsweise auch bei hand-
gezeichneten Grabungsplänen oder Stratigrafien erreichen. In Abbildung 3.4 haben wir
absichtlich zwei besonders schwierige Beispiele gewählt, um die Flexibilität und Robustheit
der aktiven Konturen zu illustrieren. Obwohl die Gitterstruktur des Millimeterpapiers und
Abbildung 3.4: Millimeterpapier hat einen ungünstigen Einfluss auf die Bildenergie, sodass eine
automatische Initialisierung der Snake nicht mehr möglich ist und interaktives Eingreifen nicht
vermieden werden kann. Das Spring-Werkzeug ist allerdings mächtig genug, um die Snake schnell in
Richtung der gewünschten Bereiche zu ziehen. Die Vektorisierungen auf der rechten Seite dauerten
vier bzw. zwölf Minuten, wohingegen eine manuelle Extraktion bis zu fünfmal länger gedauert hätte.
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der schlechte Kontrast die Bildenergie spürbar beeinflussen, ist es nach wie vor möglich, die
Snakes zügig an die gewünschten Kanten anzulegen.
Offene Snakes, die sich von geschlossenen nur insofern unterscheiden, dass ihre beiden
Endpunkte fixiert sind, werden in der bisherigen Software noch nicht unterstützt, können
aber in der Zukunft prinzipiell problemlos integriert werden. Damit ließen sich dann auch
Bruchkanten, Grate, Rillen und andere linienförmige Gebilde erfassen.

Kapitel 4
Methodische Grundlagen für die
Funddokumentation
Nachdem wir in den Kapiteln 1 bis 3 die Aspekte zur Datenerfassung besprochen haben,
kommen wir nun zur eigentlichen Dokumentation. Darunter verstehen wir einerseits das
Ableiten stilisierter Abbildungen anhand der erzeugten 3D-Modelle (Kapitel 5), andererseits
aber auch deren Vermessung und Beschreibung (Kapitel 6). Aus Gründen der Übersichtlich-
keit haben wir die hierfür notwendigen methodischen Grundlagen in einem eigenen Kapitel
zusammengefasst. Im Einzelnen handelt es sich dabei um Grundlagen zur Beleuchtungs-
und Krümmungsberechnung, zur Approximation von Kreisen in einer 2D-Punktmenge, die
Partikelschwarmoptimierung und den Douglas-Peucker-Algorithmus.
4.1 Herkömmliche Beleuchtungsberechnung
Während der letzten Jahre hat in der generativen Computergrafik eine beeindruckende
Entwicklung hin zu beinahe fotorealistischen Darstellungen stattgefunden. So sind ge-
renderte Animationen und Spezialeffekte aus heutigen Spielfilmproduktionen nicht mehr
wegzudenken und die Grenze zwischen 3D-Grafik und realer Welt verschwimmt vielfach
bis zur Unkenntlichkeit. Die Gründe dafür sind neben der detailgetreuen Modellierung,
Texturierung, Bewegung und Interaktion der virtuellen Objekte vor allem in einer scheinbar
realistischen Beleuchtung der Szene zu suchen. Zu den wichtigsten Aspekten gehören da-
bei die Berechnung von Schatten und diffuser Reflexion, aber auch Spiegelung, Streuung,
Brechung und atmosphärische Effekte. All diese optischen Phänomene entstehen durch die
fotometrische Interaktion der Elemente der Szene und sind deswegen umso aufwändiger zu
berechnen je komplexer die virtuelle Welt ist. Globale Beleuchtungsmodelle kommen also
bisher nur dort zum Einsatz, wo genügend Zeit für eine Vorberechnung ist und die Mög-
lichkeiten zur Echtzeitinteraktion minimal sind. Wie Abbildung 4.1 beispielhaft illustriert,
können sich die damit erzielten Ergebnisse jedoch sehen lassen.
Im Gegensatz dazu kann die Auswertung lokaler Beleuchtungsgleichungen deutlich ein-
facher erfolgen. Hier wird die Intensität an einem Oberflächenpunkt lediglich anhand
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Abbildung 4.1: Mithilfe von Raytracing und Radiosity lassen sich nahezu fotorealistische Bilder
erzeugen, deren Berechnungszeit jedoch im Bereich von Minuten bis zu mehreren Tagen liegen kann.
Das Bild zeigt eine Zusammenstellung von Keramikfunden aus dem neolithischen Brunnen von
Altscherbitz [Elburg 2008, 2010].
seiner Materialeigenschaften sowie der relativen Position von Lichtquelle und Kamera
gegenüber dem Normalenvektor berechnet (vgl. Abb. 4.2). Aufgrund der nun fehlenden
Informationen über die Umwelt wirkt die Szene ohne den Einsatz weiterer Techniken jedoch
häufig künstlich. Andererseits werden technische Zeichnungen gerade dann angefertigt,
wenn reale Beleuchtungseffekte nur den Blick auf das Wesentliche verdecken oder zumindest
davon ablenken würden. Dies betrifft vor allem farbechte Abbildungen, verschattete Bereiche
und Glanzpunkte auf spiegelnden Oberflächen. Wie wir später in Kapitel 5 ausführlich
darlegen werden, kann es umgekehrt aber auch sein, dass bestimmte Strukturen erst mithilfe
nicht fotorealistischer Verfahren sichtbar gemacht werden können. Die hier abzubildenden
Objekte werden zudem fast ausschließlich für sich allein dargestellt, sodass die fotometrische
Interaktion in der Szene im Grunde zu vernachlässigen ist.
Im Zuge der Beleuchtungsberechnung werden wir an verschiedenen Stellen auf eine Reihe
von Vektoren an einem Oberflächenpunkt p zurückgreifen müssen.1 Im Einzelnen handelt
es sich dabei um
• den senkrecht auf der Oberfläche stehenden Normalenvektor N. Er kann z. B. über die
flächengewichtete Summe der Normalenvektoren der inzidenten Dreiecke geschätzt
werden [Max 1999; Chen und Wu 2004].
• den Vektor L vom Oberflächenpunkt zur Lichtquelle (die inverse Beleuchtungsrich-
1Hierfür verwenden wir ausnahmsweise Großbuchstaben.
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tung). Für eine Punktlichtquelle mit Position s gilt L = s− p. Für eine direktionale
Lichtquelle ist L konstant.
• den Reflexionsvektor R von L bezüglich N. Es gilt R = 2 · 〈N, L〉 ·N− L.
• den Vektor V vom Oberflächenpunkt zur Kamera (die inverse Blickrichtung). Sei e die
Kameraposition, dann ist V = e− p. Im Falle einer Parallelprojektion ist V konstant.
• den Halfway-Vektor H als Summe von L und V.
Von allen Vektoren wollen wir im Folgenden annehmen, dass sie normiert sind.
δ
R
V
ωo
η
H
ωi
p
N
L
cosωi = 〈N, L〉
cosωo = 〈N, V〉
cos η = 〈N, H〉
cos δ = 〈R, V〉
Abbildung 4.2: Notation für Vektoren und Winkel an einem Oberflächenpunkt.
4.1.1 Physikalische Grundlagen der Lichtausbreitung
Bevor wir die aus der Literatur bekannten Beleuchtungsmodelle besprechen und auf ihre
Eignung für das vorliegende Problem hin untersuchen wollen, müssen wir kurz auf die
wichtigsten Gesetze der Optik eingehen. Um die Dinge nicht unnötig zu verkomplizieren,
bedienen wir uns hier des Lichtstrahlmodells und wollen uns außerdem auf solche Phäno-
mene beschränken, die für die makroskopische Erscheinung der Objekte in unserem Kontext
typisch bzw. relevant sind. Im Wesentlichen handelt es sich dabei um die Art und Weise,
in der die Szene mit Licht bestrahlt wird und die Art und Weise, wie dieses Licht von den
Objekten zurückgeworfen wird. Optische Effekte, die den Lichttransport betreffen, spielen
für unsere Anwendung keine Rolle und sollen daher ignoriert werden.
Der Prozess der Beleuchtung beginnt mit der Lichterzeugung. Aus phänomenologischer
Sicht lassen sich vier grundlegende Lichtquellentypen unterscheiden: das Punktlicht, das
direktionale Licht, das Spotlicht und das Flächenlicht. Während Punktlichtquellen gleich-
mäßig in alle Richtungen ausstrahlen und deswegen die Beleuchtungsstärke am Objekt
quadratisch mit der Entfernung abnimmt, geht man beim direktionalen Licht von einer
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unendlich großen oder wie im Fall des Systems Sonne–Erde zumindest von einer hin-
reichend großen Entfernung zum Objekt aus. Vereinfachend wird also angenommen, dass
sämtliche Lichtstrahlen parallel verlaufen und deswegen der Vektor zur Lichtquelle über
die Szene konstant ist. Das Spotlicht ist ein Punktlicht, dessen Abstrahlrichtung durch
einen Kegel beschränkt ist, ansonsten aber sämtliche Eigenschaften, insbesondere die der
Lichtabschwächung übernimmt.
Eine besondere Stellung unter den Lichtquellentypen nimmt das Flächenlicht ein. Wäh-
rend man die drei zuvor genannten Lichtquellen zumeist idealisiert als dimensionslos
auffasst, kann beim Flächenlicht aufgrund seiner makroskopisch relevanten Ausdehnung
nicht mehr von einem gerichteten Abstrahlverhalten gesprochen werden. Vielmehr geht
man üblicherweise von einer mehr oder weniger diffusen Lichtausbreitung aus, sodass
an einem angestrahlten Oberflächenpunkt Quellstrahlen aus vielen verschiedenen Rich-
tungen eintreffen können. Dies führt nicht nur zur Entstehung weicher statt harter Schatten,
sondern auch zu einer generell ausgewogeneren, d. h. kontrastärmeren Schattierung der
Szene. Umschließt das Flächenlicht die Szene vollständig und gleichmäßig, spricht man
von einer ambienten Beleuchtung, in der die Lichtquelle weder eine Position noch eine
Vorzugsrichtung hat. Wir wollen an dieser Stelle bereits bemerken, dass eine solche Situation
in der Realität äußerst selten auftritt: Selbst an einem bewölkten Tag, an dem der Himmel ein
riesiges diffuses Flächenlicht darstellt, erfolgt die Beleuchtung nach wie vor hauptsächlich
von oben. Im Gegenteil ist es sogar so, dass eine Beleuchtung von unten von Menschen in der
Regel als außergewöhnlich wahrgenommen wird. Auch im Fotostudio erzeugen Softboxen
eine zwar ausgewogene, aber dennoch nicht völlig gleichmäßige Schattierung.
Die Komplexität der Beleuchtungsberechnung offenbart sich unmittelbar, wenn man sich
bewusst macht, dass die meisten Objekte aufgrund ihres Reflexionsverhaltens selbst wieder
als Flächenlichter fungieren. Aufgrund von Absorption strahlen diese dann aber zumeist in
geringerer Intensität und auch nicht mehr in der Farbe der Lichtquelle. Da es sich hierbei
aber um nicht lokale Phänomene handelt, können wir allenfalls versuchen, diese Effekte für
bestimmte typische Situationen gut zu approximieren (vgl. Abschnitt 5.3). Im einfachsten Fall
addiert man einen über die gesamte Szene konstanten ambienten Term, der den Objekten
zwar eine moderate Grundhelligkeit verleiht, in verschatteten Bereichen jedoch keinerlei
zusätzliche Schattierungsinformation preisgibt.
Das Reflexionsverhalten eines Körpers beeinflusst darüber hinaus sein Erscheinungsbild.
Neben der äußeren Form wird dieses maßgeblich von der Struktur seiner Oberfläche
bestimmt. Zwar muss rein physikalisch betrachtet jede Reflexion auf Teilchenebene nach dem
Reflexionsgesetz erfolgen, da wir jedoch das eintreffende Licht als paralleles Strahlenbündel
interpretieren, können die makroskopischen Effekte durchaus abweichend sein. Während bei
Spiegeln die Oberfläche insgesamt so glatt ist, dass alle Lichtstrahlen in dieselbe Richtung
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reflektiert werden, erscheinen raue Materialen nur deshalb matt, weil die eintreffenden
Lichtstrahlen von den Mikrofacetten der Oberfläche in unterschiedlichen Winkeln abgelenkt
werden (Abb. 4.3).
Abbildung 4.3: Spekulare und diffuse Reflexion an mikrofacettierten Oberflächen.
Diffuse Reflexion kann ihre Ursache auch in der Transluzenz von Materialien haben. Ist
die Oberfläche für Licht zu einem gewissen Grad durchlässig, kommt es erst in tieferen
Schichten zur Reflexion und insbesondere Interreflexion. Die Lichtstrahlen, die schließlich
die Oberfläche wieder verlassen, sind in höchstem Maße chaotisch (Abb. 4.4).
Abbildung 4.4: Volumenstreuung in einem transluzenten Material.
4.1.2 Das Lambertsche Gesetz
Während die mathematische Beschreibung des Reflexionsgesetzes einfach ist, erscheint die
Modellierung der diffusen Reflexion deutlich komplizierter. Bereits 1760 hat jedoch der
Mathematiker Johann Heinrich Lambert erkannt, dass die Leuchtdichte eines idealen diffusen
Reflektors isotrop, d. h. unabhängig vom Betrachtungswinkel ist. Andererseits verringert
sich die Lichtstärke je flacher das Licht auf die Oberfläche einfällt. Dieser Sachverhalt ist
heute als Lambertsches Kosinusgesetz bekannt:2
ILambert = Iin · cosωi. (4.1)
2Wir nehmen an dieser Stelle stillschweigend zur Kenntnis, dass sämtliche Beleuchtungsgleichungen eigentlich
Funktionen der Oberflächenpunkte sind. Aus Gründen der Lesbarkeit lassen wir den Funktionsparameter
im Folgenden jedoch weg.
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Dabei bezeichnet Iin die einfallende Lichtintensität und ωi dessen Einfallswinkel (Abb. 4.2).
Da wir annehmen, dass der Normalenvektor N und der Lichtvektor L normiert sind und
sich ein Körper bei direkter Anstrahlung selbst verschattet, ließe sich Gleichung (4.1) auch
schreiben als
ILambert = Iin ·max{〈N, L〉 , 0}. (4.2)
Die Eigenschaft der Selbstverdeckung wird in der Regel vorausgesetzt, sodass oftmals
einfach nur 〈N, L〉 geschrieben wird. Da das Beleuchtungsverhalten auf der lichtabgewand-
ten Seite für uns später noch wichtig werden wird, wollen wir uns aber an die obige
unmissverständliche Variante halten.
Im Alltag ist es mitunter schwierig, perfekte lambertsche Oberflächen zu finden, denn
nicht jede raue Oberfläche reflektiert tatsächlich gleichmäßig diffus. „Gute“ lambertsche
Eigenschaften haben zum Beispiel einige Polymere wie Polystyrol oder auch diverse Kohlen-
hydrate wie Holz, Papier und Zellulose, nicht jedoch Beton, Gips oder Sand [vgl. Oren und
Nayar 1994]. Aus der Materialforschung ist der Kunststoff Spectralon® hervorgegangen,
der speziell als diffuser Reflektor konzipiert wurde.3 Komplett gegenteilige Eigenschaften,
nämlich gebündelte Reflexion in eine Vorzugsrichtung, hat das von Warnwesten bekannte
Material Scotchlite™.
4.1.3 Das Beleuchtungsmodell nach Phong
Wie Abbildung 4.3 zeigt, scheint es offensichtlich eine Ambivalenz zwischen gerichteter
und ungerichteter Reflexion zu geben. In der Realität weisen die meisten Materialien eine
Mischung aus beidem auf. Da die Ermittlung des exakten Rückstrahlverhaltens jedoch
extrem aufwändig ist, hilft man sich in der Computergrafik zumeist mit empirischen Be-
leuchtungsmodellen. Den Zusammenhang zwischen lambertscher und spiegelnder Reflexion
zu modellieren, ist allerdings schwieriger als es zunächst den Anschein hat. Mit zunehmen-
der Glattheit des Materials entstehen zwar Glanzpunkte auf der Oberfläche, doch deren
Gestalt verändert sich nicht linear. Je glatter das Material wird, desto kleiner und schärfer
werden zwar die Glanzpunkte, umso mehr spiegelt sich jedoch auch die Umgebung darin.
Selbst Interdependenzen sind möglich. Dieser Sachverhalt kann allerdings mit lokalen Be-
leuchtungsgleichungen nicht mehr modelliert werden und erfordert ausgefeiltere Techniken.
Sofern dann überhaupt noch von Beleuchtung gesprochen werden kann, müssen einige
Vereinfachungen angenommen werden.
Zu den ältesten und heute noch populärsten Beleuchtungsmodellen zählt das Beleuchtungs-
modell nach Phong [1975]. Phong war der erste, der mit dem Modell des unvollkommenen
Reflektors realistische Glanzpunkte modellieren konnte und mit der Linearkombination aus
3Laut Hersteller sind mehr als 99 % des reflektierten Lichts diffus [Labsphere].
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diffusem und spekularem Lichtanteil eine elegante Möglichkeit schuf, die Lücke zwischen
diffuser Reflexion und exakter Spiegelung zu schließen.4 Als dritten Beleuchtungsanteil
nahm Phong das ambiente Licht hinzu, um Interreflexion in der Szene zu approximieren.
Die vollständige Beleuchtungsformel wird heute wie folgt geschrieben:
IλPhong = ka · Cλa · Iλa︸ ︷︷ ︸
ambient
+
N
∑
i=1
fi · Iλi · (kd · Cλd ·max{〈N, Li〉 , 0}︸ ︷︷ ︸
diffus
+ ks · Cλs ·max{〈Ri, V〉n , 0}︸ ︷︷ ︸
spekular
).
(4.3)
Die zahlreichen Parameter dieser Gleichung haben die folgenden Bedeutungen:
• Das Superskript λ kennzeichnet die Tatsache, dass die Auswertung der Beleuchtungs-
gleichung eigentlich eine Funktion der Wellenlänge ist. In praktisch allen Echtzeit-
grafiksystemen wird diese als Linearkombination aus den drei Farbkanälen Rot, Grün
und Blau approximiert: λ ∈ {r, g, b}.5 Da es uns hier aber hauptsächlich um die Erzeu-
gung von Graustufenbildern geht, lassen wir λ von nun an o. B. d. A. weg und nehmen
an, dass die Intensität der Rot-, Grün- und Blauanteile jeweils gleich ist. Sämtliche
Intensitätsangaben sind damit im Sinne einer Helligkeit zu verstehen.
• ka, kd und ks sind die Reflexionskoeffizienten für den jeweiligen Beleuchtungsanteil.
Aus Realismusgründen wird meistens gefordert, dass wenigstens ka + kd ≤ 1 gilt,
wobei die Energieerhaltung erst mit ka + kd + ks ≤ 1 gewährleistet wäre. Dann jedoch
wäre es unmöglich, weiße Glanzpunkte auf farbigen Oberflächen zu erzeugen.
• Ca, Cd und Cs sind die Farben, die das Material für diesen Beleuchtungsanteil zurück-
strahlt. Im Allgemeinen ist es sinnvoll, Ca und Cd identisch zu wählen und Cs auf die
Farbe der Lichtquelle zu setzen.
• Während Ia die ambiente Grundfarbe der Szene angibt, bezeichnet Ii die Farbe der
i-ten Lichtquelle. Entsprechend addieren sich die Intensitäten aller N Lichtquellen auf.
Problematisch ist die Tatsache, dass die Intensitäten wegen des RGB-Modells nach
oben mit 100 % beschränkt sind. Eine einmal weiße Fläche kann durch zusätzliche
farbige Lichtquellen nicht mehr umgefärbt werden.
• fi bezeichnet den Lichtabschwächungsterm der i-ten Lichtquelle. Für direktionale
Lichtquellen sollte f = 1 gewählt werden, bei Punkt- und Spotlichtquellen ist f eine
Funktion des Abstandes.
4Als „spekulare Reflexion“ wollen wir ab hier also explizit die nicht perfekte Spiegelung verstehen.
5Ein Nachteil dieser diskreten Approximation offenbart sich dann, wenn z. B. eine blaue Oberfläche mit
gelbem Licht bestrahlt wird. Eine komponentenweise Multiplikation aus (0, 0, 1)> und (1, 1, 0)> ergibt den
Nullvektor, also Schwarz. Derartige monochromatische Effekte treten in der Praxis so gut wie nicht auf, da
weder Lichtquellen noch Materialien vollkommen diskrete Spektren aufweisen.
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• 〈N, Li〉 berechnet den Anteil des einfallenden Lichtes, der nach dem Lambertschen
Gesetz diffus zurückgestrahlt wird. Aufgrund von Selbstverdeckung werden die licht-
abgewandten Seiten nicht angestrahlt.
• 〈Ri, V〉n ist entsprechend die spekulare Intensität. Dabei steuert der Glattheitskoeffi-
zient n das Aussehen der Glanzpunkte: Je kleiner n ist, desto rauer erscheint die
Oberfläche. Für n → ∞ wird die ideale Reflexion erreicht, wobei das Aussehen für
große n aus o. g. Gründen zunehmend unrealistisch wirkt.
In vielen Situationen generiert das Phong-Modell hinreichend gute Ergebnisse, seine Wider-
sprüchlichkeit offenbart sich aber erst bei näherer Betrachtung. Es ist möglich und explizit
vorgesehen, andererseits jedoch physikalischer Unsinn, dass auf einer lambertschen Ober-
fläche zusätzlich Glanzpunkte durch spekulare Reflexion entstehen können. Aus Gründen
der Energieerhaltung müsste sich dann jedoch der diffuse Anteil verringern, bis das Objekt
bei idealer Reflexion gar keine Grundhelligkeit mehr durch diffuse Reflexion aufweisen
würde. Es ist wie erwähnt schwierig, diesen Zusammenhang als Kontinuum zu begreifen
und linear in die Koeffizienten kd und ks zu kodieren. Bei geeigneter Wahl der Materialeigen-
schaften wird der Unterschied zur Realität vom Betrachter generell nicht quantifizierbar
sein, Phong-beleuchteten Szenen wird jedoch immer der Makel der Künstlichkeit anhaften.
Wie wir jedoch später in Abschnitt 5.3 sehen werden, ist das Phong-Modell für unseren
Anwendungsfall auch deswegen nicht zu gebrauchen, weil auf der lichtabgewandten Seite
keinerlei Schattierungsinformation vorliegt.
Ein alternatives lokales Beleuchtungsmodell wurde Anfang der 90er Jahre von Schlick
[1994a, b] erarbeitet. Es legt speziellen Wert auf physikalische Plausibilität (Energieerhal-
tungssatz, Helmholtz-Reziprozität, Fresnel-Gleichungen) und effiziente Berechenbarkeit. In
der Praxis hat es sich jedoch nicht durchsetzen können, da für hochwertige fotorealistische
Visualisierungen heutzutage ohnehin globale Beleuchtungsmodelle zum Einsatz kommen
und für weniger anspruchsvolle Zwecke das Phong-Modell wiederum ausreichend ist.
4.2 Differentialgeometrische Grundlagen der Krümmungsberechnung
Bei der Wahrnehmung von Formen spielt die Krümmung der Oberfläche eine überge-
ordnete Rolle. Es ist daher wenig überraschend, dass viele der in Kapitel 5 vorgestellten
Strichzeichnungs- und Schattierungsverfahren auf unterschiedlichste Art und Weise auf
diese Eigenschaft zurückgreifen. Um die dortigen Ergebnisse besser einschätzen zu können,
wollen wir den Krümmungsbegriff zunächst mathematisch fixieren.
Die Berechnung der Krümmung einer mannigfaltigen Oberfläche ist ein Standardkapitel
der Differentialgeometrie. Die Herleitung der Formeln soll deswegen auf das Nötigste
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Abbildung 4.5: Parametrisierung einer Fläche und Flächendreibein.
beschränkt werden, für Details sei der interessierte Leser auf die einschlägige Fachliteratur
verwiesen [z. B. Kreyszig 1968; do Carmo 1993; Gray et al. 2006]. Im Folgenden wollen
wir uns an der klassischen Notation in Komponentenschreibweise und weniger an der
Vektoranalysis orientieren.
Gegeben sei die in Abbildung 4.5 dargestellte reguläre Fläche S ⊂ R3 mit der Parametrisie-
rung (u, v):
S =
x(u, v) =
 x1(u, v)x2(u, v)
x3(u, v)
 : (u, v) ∈ G ⊂ R2
 . (4.4)
Durch einen ausgezeichneten Flächenpunkt p = x(u0, v0) verlaufen unendlich viele ein-
gebettete Kurven, deren Tangentenvektoren zusammen mit p selbst die Tangentialebene
Tp(S) an p aufspannen. Über die Parametrisierung ist eine Menge von speziellen Kurven
Γ1 = {x(u, c1)} und (4.5a)
Γ2 = {x(c2, v)} (4.5b)
gegeben, die auch als Koordinatenlinien bezeichnet werden. Die Tangentenvektoren dieser
beiden Kurven im Punkt p ergeben sich aus den partiellen Ableitungen von x:
xu =
∂
∂u
x(u, v0) und (4.6a)
xv =
∂
∂v
x(u0, v). (4.6b)
Falls die Parametrisierung zulässig ist,6 bilden xu und xv die zu x assoziierte Basis für den
6Eine Parametrisierung heiße zulässig, wenn die Tangentenvektoren stets linear unabhängig sind, also
∀(u, v) : xu × xv 6= 0 gilt. Verlaufen die Koordinatenlinien in allen Punkten senkrecht zueinander, spricht
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Tangentialraum und ergeben mit der Einheitsnormale
n =
xu × xv
||xu × xv|| (4.7)
das Flächendreibein genannte Rechtssystem {xu, xv, n}, wobei xu und xv weder normiert
noch orthogonal sein müssen. Es kann gezeigt werden, dass die Parametrisierung für
die Krümmungsberechnung irrelevant ist, sodass durch geeignete Wahl der Tangenten-
vektoren das Flächendreibein eine Orthonormalbasis wird, wodurch sich im Folgenden
einige Vereinfachungen ergeben.
Es seien nun v, w ∈ Tp(S) zwei Vektoren in der Tangentialebene von S an p. Dann heißt
I(v) = 〈v, v〉 = ||v||2 bzw. (4.8a)
I(v, w) = 〈v, w〉 (4.8b)
die erste Fundamentalform am Punkt p. Da sich v und w auch in der Basis {xu, xv}
ausdrücken lassen, kann I auch als symmetrische (2× 2)-Matrix mit den Koeffizienten
E = 〈xu, xu〉, F = 〈xu, xv〉 = 〈xv, xu〉 und G = 〈xv, xv〉 aufgefasst werden:
I =
(
E F
F G
)
. (4.9)
Man kann leicht nachprüfen, dass für in lokalen Koordinaten gegebene v, w gilt:7
I(v, w) = v>Iw = I(w, v). (4.10)
Für eine gaußsche Parametrisierung ist 〈xu, xv〉 = 0, sodass sich unmittelbar die Diagonal-
gestalt von I ergibt. Sind xu und xv darüber hinaus normiert, ergibt sich sogar die Einheits-
matrix. In jedem Falle ist I aber symmetrisch und positiv definit und damit auch invertierbar
(vgl. Gleichung (4.15)).
An dieser Stelle müssen wir den Begriff der Richtungsableitung einführen, um uns im
Weiteren die Notation zu erleichtern [vgl. Gray et al. 2006, S. 266 u. 275]. An jedem Punkt
der Fläche S sei eine beliebige Funktion f (x) definiert, z. B. ein Skalar- oder Vektorfeld. Sei
v ∈ Tp(S) wieder ein Richtungsvektor im Tangentialraum an einem beliebigen Punkt p.
man von einer gaußschen Parametrisierung.
7Sei v = axu + bxv und w = cxu + dxv, dann gilt:
I(v, w) = 〈axu + bxv, cxu + dxv〉
= ac 〈xu, xu〉+ (ad + bc) 〈xu, xv〉+ bd 〈xv, xv〉
= ac · E + (ad + bc) · F + bd · G
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Dann bezeichnen wir mit
Dv f (x) = lim
t→0
f (x + tv)− f (x)
t
(4.11)
die Ableitung von f (x) in Richtung v. Für Einheitsvektoren v gilt dann sogar Dv f (x) =
〈∇ f (x), v〉.
Mithilfe der Richtungsableitung können wir nun die zweite Fundamentalform wie folgt
definieren:
II(v) = 〈Dvn, v〉 bzw. (4.12a)
II(v, w) = 〈Dvn, w〉 . (4.12b)
Dvn wird dabei auch als Formoperator S(v) bezeichnet und ist ein Maß für die Varianz der
Normale in Richtung v. Analog zur ersten Fundamentalform lässt sich II als symmetrische
Matrix darstellen
II =
(
L M
M N
)
, (4.13)
wobei sich die Koeffizienten L, M und N wie folgt berechnen:8
L = − 〈nu, xu〉 (4.14a)
M = − 〈nu, xv〉 = − 〈nv, xu〉 (4.14b)
N = − 〈nv, xv〉 . (4.14c)
Mithilfe der beiden Fundamentalformen erhalten wir die Weingartensche Krümmungs-
matrix [vgl. z. B. do Carmo 1993, S. 113ff; Gray et al. 2006, S. 393ff] als
W = −II · I−1 = 1
EG− F2
(
LG−MF ME− LF
MG− NF NE−MF
)
. (4.15)
Falls {xu, xv, n} eine Orthonormalbasis ist, gilt selbstverständlich W = II. Für einen beliebi-
gen in der Tangentialebene von p liegenden Einheitsvektor v ∈ Tp(S) bezeichnet nun
κn(v) = v>Wv (4.16)
die Normalkrümmung der Fläche S in Richtung v. Dabei ist κn im Tangentialraum stetig.
Die beiden Extrema von κn sind gerade die Eigenwerte der Matrix W und werden als Haupt-
krümmungen κ1 und κ2 bezeichnet. Die zugehörigen Eigenvektoren w1 = (w11, w12)> und
w2 = (w21, w22)> sind die in lokalen Koordinaten ausgedrückten Hauptkrümmungsrich-
tungen. Im umgebenden R3 berechnen sie sich entsprechend der Basistransformation als
8Äquivalent wären L = 〈n, xuu〉, M = 〈n, xuv〉 = 〈n, xvu〉 und N = 〈n, xvv〉.
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k1 = w11xu + w12xv und k2 = w21xu + w22xv. Sie stehen in jedem Falle senkrecht aufeinan-
der.
Neben der Normalkrümmung seien außerdem die mittlere Krümmung H = 12 (κ1 + κ2)
und die Gauß-Krümmung K = κ1κ2 definiert. Man kann jedoch zeigen, dass sich H und K
über
H =
NE + LG− 2MF
2 det I
=
NE + LG− 2MF
2(EG− F2) (4.17)
K = det W =
det II
det I
=
LN −M2
EG− F2 (4.18)
ebenso direkt aus den beiden Fundamentalformen ableiten lassen, was leicht zu den obigen
Definitionen führt, falls I eine Einheitsmatrix ist. Umgekehrt ließen sich die beiden Haupt-
krümmungen alternativ auch als Lösungen der quadratischen Gleichung κ2 − 2Hκ + K = 0
mit κ1,2 = H ±
√
H2 − K angeben. Als weitere Krümmungsmaße werden gelegentlich
noch die absolute Krümmung κabs = κ1 + κ2 und die Root-Mean-Square-Krümmung
κRMS =
√
(κ12 + κ22)/2 =
√
4H2 − 2K verwendet.
Für einige der Linientypen in Abschnitt 5.2 wird die radiale Krümmung κr(p) [Koenderink
1984] benötigt. Es handelt sich dabei um die Normalkrümmung der Kurve Γ in p, die durch
den Schnitt der von Normalen- und Blickrichtungsvektor aufgespannten Ebene mit der
Fläche S entsteht. Entsprechend ist sie undefiniert, falls diese Vektoren identisch sind.
Wir werden weiterhin sogar auf die Ableitungen der Krümmungen zurückgreifen müssen.
Diese lassen sich mithilfe des (2× 2× 2)-Tensors
C = (DuII; DvII) =
[(
a b
b c
)
;
(
b c
c d
)]
(4.19)
berechnen. Die dreifache Multiplikation mit einem Vektor C(v, v, v) ergibt die Krümmungs-
ableitung in Richtung v.
Approximation auf Dreiecksnetzen
Eine besondere Herausforderung besteht nun darin, die Gleichungen für glatte Oberflächen
auf polygonale (hier: triangulierte) Netze anzuwenden. Aus analytischer Sicht ist die Krüm-
mung auf Dreiecken null und an deren Kanten unendlich. Es kann sich also – bei welcher
Methode auch immer – nur um eine Approximation handeln. Eine umfangreiche Übersicht
über aktuelle Verfahren findet sich bei Gatzke und Grimm [2006] sowie Kalogerakis et al.
[2007]. Nur die wichtigsten sollen hier kurz vorgestellt werden.
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1. Eine erste Idee besteht in der Approximation polynomieller Oberflächen in der lokalen
Umgebung eines Punktes und anschließender analytischer Berechnung der Krümmung
[z. B. Cazals und Pouget 2003]. Laut Rusinkiewicz [2004] ist dieser Ansatz besonders
gut für glatte Oberflächen geeignet, zeigt jedoch bei entarteten Fällen instabiles Verhal-
ten. Eine Verbesserung wurde von Goldfeather und Interrante [2004] vorgeschlagen,
wonach auch die geschätzten Vertexnormalen in die Berechnung mit eingehen sollen.
2. Die Idee der Tensorberechnung mithilfe von Normalenschnitten geht auf Taubin
[1995] zurück. Seien vi und vj zwei benachbarte Vertizes im Mesh, dann bezeichne
eij die Kante vj − vi und ni den Normalenvektor an vi. Mittels κij = 2
〈
ni, eij
〉
/||eij||2
wird die Normalkrümmung in Richtung von eij geschätzt. Die Hauptkrümmungen
ergeben sich dann als Funktion der Eigenwerte von ∑j ωijκijeijeij>, wobei ωij Gewichte
sind. Auf alternative Lösungswege verweisen z. B. Meyer et al. [2002], Hameiri und
Shimshoni [2003] und Rusinkiewicz [2004].
3. Einfach nachzuvollziehen ist die Idee der Tensormittelung [Alliez et al. 2003]: Hierbei
wird davon ausgegangen, dass die Normalkrümmung entlang einer Dreieckskante
minimal und senkrecht dazu maximal ist. Diese Tensoren werden über eine lokale
Nachbarschaft (z. B. den 1-Ring oder allgemeiner eine geodätische Scheibe) geglättet.
Auch hier können bestimmte Konfigurationen zu Entartungen führen.
4. Die momentan wohl populärste, weil augenscheinlich robusteste und genaueste Me-
thode ist die von Rusinkiewicz [2004] (verwandt ist auch die Arbeit von Theisel
et al. [2004]). Zunächst wird die Normalenvarianz pro Dreieck über finite Differenzen
und anschließend der Krümmungstensor über ein Least-Squares-Fitting ebenfalls pro
Dreieck berechnet. An jedem Vertex werden nun die Beiträge der Tensoren der benach-
barten Dreiecke addiert, indem deren lokale (u, v)-Koordinatensysteme per Rotation
in das des Vertex transformiert werden. Gewichtet werden die Beiträge analog zur
Normalenmittelung von Max [1999]. Die Krümmungsapproximation nach Rusinkie-
wicz [2004] ist deswegen so genau und robust, weil sie als Basisprimitiv das Dreieck
und nicht den 1-Ring eines Vertex verwendet.
Bei der Krümmungsberechnung auf 3D-gescannten Objekten treten neben der Notwendig-
keit der Approximation zusätzlich die Probleme der Anfälligkeit gegenüber verrauschten
Geometriedaten und unterschiedlichen Meshauflösungen auf. Diese wurden erst kürzlich
von Kalogerakis et al. [2007] zufriedenstellend gelöst (auch der Ansatz von Kolomenkin
et al. [2009a] ist vielversprechend). Dort wird erläutert, warum einfache Glättungsverfahren
oder das Einbeziehen größerer Nachbarschaften unzureichend sind. Stattdessen wird ein
iteratives statistisches Verfahren auf Basis von M-Schätzern vorgeschlagen. Die präsentierten
Ergebnisse sind sehr überzeugend, allerdings wird die Anwendung derzeit noch durch den
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extrem hohen Berechnungsaufwand9 verhindert.
Ergänzung: Berechnung der Krümmung im Bildraum
Da es für unsere Anwendung in erster Linie um die bildliche Darstellung der Krümmung
und weniger um eine Oberflächenanalyse geht, die obigen Objektraumverfahren jedoch
z. T. schwierig zu implementieren und aufwändig in der Berechnung sind, ist es durchaus
gerechtfertigt, über ein Bildraumverfahren nachzudenken. Ein solcher Ansatz wurde z. B.
von Toler-Franklin et al. [2007] skizziert, wo über ein kompliziertes Aufnahmeverfahren zu
RGB-Bildern zusätzlich die Information über die Richtung der Oberflächennormalen vorlag.
Da es sich bei der Krümmung im Grunde genommen um die Ableitung der Oberfläche nach
den Normalenvektoren handelt, ist es möglich, diese diskret mithilfe des Gradienten der
Normal Map pro Pixel zu berechnen. Die Erzeugung einer Normal Map aus 3D-Objekten ist
vergleichsweise einfach, indem die (x, y, z)-Koordinaten der normierten Normalenvektoren
in RGB-Farbwerte aus dem Intervall [0, 1] transformiert werden:
(r, g, b)> =
1
2
· (x + 1, y + 1, z + 1)>. (4.20)
(a) (b) (c) (d)
Abbildung 4.6: (a) Farbkodiertes Normalenbild, (b) invertiertes Gradientenbild, (c) vorzeichenbehaf-
tetes Gradientenbild mit ambientem Anteil 0.75, (d) Objektraumberechnung.
Ein wichtiges Nebenprodukt dieser Idee ist die gleichzeitige Ermittlung von internen und
externen Konturen. Wie wir in Abschnitt 5.2 sehen werden, sind diese für das intuitive
Erscheinungsbild der Abbildung von enormer Wichtigkeit.
9Für ein Objekt mit 1 000 000 Dreiecken werden etwa 20 Minuten veranschlagt.
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Nichtsdestotrotz stößt das Bildraumverfahren schnell an seine Grenzen. Da Normaleninfor-
mationen auf Dreiecksnetzen üblicherweise nur an dessen Eckpunkten explizit vorliegen,
müssen sie für die Dreieckskanten und -flächen interpoliert werden. Diese werden vom
Rasterisierer der Grafikhardware wie im Phong-Schattierungsmodell bilinear interpoliert,
was bspw. für den spekularen Beleuchtungsanteil zu sehr guten Ergebnisssen führt. Der
Gradient des Normalenbildes ist dann jedoch für ein Dreieck konstant, wodurch sich für
das Curvature Shading praktisch ein flachschattiertes Bild ergibt. Darüber hinaus können
wegen der begrenzten Tiefe des Normal Buffers Unstetigkeitsartefakte entstehen. Zu guter
Letzt ist der Ansatz wie die meisten Bildraumverfahren nicht skaleninvariant. In der Summe
ist die Bildraumberechnung der Krümmung in dieser Form also keine ernst zu nehmende
Alternative.
4.3 Berechnung von Ausgleichskreisen
Immer da, wo mittels horizontaler Schnitte durch das Gefäß dessen rotationssymmetrische
Eigenschaften direkt oder indirekt untersucht werden sollen, sehen wir uns mit dem Problem
konfrontiert, eine Punktmenge mit einem Kreis zu approximieren. Die Punktmenge kann
dabei verrauscht und die Kreisförmigkeit muss keineswegs Voraussetzung sein. Solche
optimalen Ausgleichskreise werden beispielsweise bei der Gefäßabwicklung (Abschnitt 5.6),
der Gefäß- und Scherbenausrichtung (Abschnitt 6.1.1) und der Vermessung (Abschnitt 6.4.2)
benötigt. Die Güte der Approximation kann dann sogar im Sinne einer handwerklichen
Qualität interpretiert werden [vgl. Mara et al. 2004].
Während das Finden einer Ausgleichsgerade ein Standardkapitel der Linearen Optimierung
ist, wurden Ausgleichskreise erst viel später und auch weniger intensiv untersucht. Da die fol-
gende Herleitung in der Fachliteratur nur schwer zu finden und für Least-Squares-Probleme
auch etwas untypisch ist, wollen wir kurz deren historische Entwicklung nachzeichnen.
Die Gleichung für einen Kreis in der Ebene mit Mittelpunkt (xc, yc) und Radius r lautet
(x− xc)2 + (y− yc)2 − r2 = 0. (4.21)
Gesucht ist nun der Kreis, der eine Menge von Punkten (xi, yi) in der Ebene bestmöglich ap-
proximiert. Von verschiedenen Autoren [z. B. Berman und Culpin 1986; Landau 1987; Coope
1993] wurde gezeigt, dass die Lösung des naheliegenden Total-Least-Squares-Problems
(r, xc, yc) = argmin
(r,xc,yc)
n
∑
i=1
(√
(xi − xc)2 + (yi − yc)2 − r
)2
, (4.22)
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also die Summe der quadratischen Abstände zur Kreislinie nur iterativ und auch nicht
sonderlich robust optimiert werden kann. Von Delogne [1972] und Kåsa [1976] wurde
deshalb ein anderes Fehlermaß vorgeschlagen, auf das später offenbar unabhängig davon
auch Thomas und Chan [1989] und ebenso Coope [1993] gekommen waren:
ε(r, xc, yc) =
n
∑
i=1
((xi − xc)2 + (yi − yc)2 − r2)2. (4.23)
Wie Thomas und Chan feststellen, wird damit im engeren Sinne kein Abstand, sondern
eine Flächendifferenz optimiert. Die Minimalitätsbedingung für ε ist dann erfüllt, wenn
die partiellen Ableitungen nach den drei Parametern jeweils verschwinden.10 Beginnen wir
zunächst mit ∂ε∂r :
∂ε
∂r
= 2 ·
n
∑
i=1
((xi − xc)2 + (yi − yc)2 − r2) · (−2r) = 0. (4.24a)
Daraus ergibt sich durch einfaches Umformen
n
∑
i=1
((xi − xc)2 + (yi − yc)2) = nr2. (4.24b)
Nun werden ∂ε∂xc und analog
∂ε
∂yc auf null gesetzt:
∂ε
∂xc
= 2 ·
n
∑
i=1
((xi − xc)2 + (yi − yc)2 − r2) · 2(xc − xi) = 0, (4.25a)
was sich umformen lässt zu
n
∑
i=1
((xi − xc)2 + (yi − yc)2 − r2) · xi =
n
∑
i=1
((xi − xc)2 + (yi − yc)2 − r2) · xc = 0 (4.25b)
oder
n
∑
i=1
((xi − xc)2 + (yi − yc)2) · xi = r2
n
∑
i=1
xi, (4.25c)
bzw. analog für yc
n
∑
i=1
((xi − xc)2 + (yi − yc)2) · yi = r2
n
∑
i=1
yi. (4.26)
Der Übersicht halber schreiben wir nun
Sxk :=
n
∑
i=1
xki , Syl :=
n
∑
i=1
yli und Sxkyl :=
n
∑
i=1
xki y
l
i , (4.27)
10Die Herleitung dieses Linear-Least-Squares-Problems ist bei Coope etwas umständlicher, führt aber zum
gleichen Ergebnis.
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womit sich aus (4.24b), (4.25c) und (4.26) das folgende nicht lineare Gleichungssystem mit
den drei Unbekannten xc, yc und r ergibt:
nx2c + ny
2
c − 2Sxxc − 2Syyc + Sx2 + Sy2 = nr2 (4.28)
Sxx2c + Sxy
2
c − 2Sx2 xc − 2Sxyyc + Sx3 + Sxy2 = Sxr2 (4.29)
Syx2c + Syy
2
c − 2Sxyxc − 2Sy2 yc + Sx2y + Sy3 = Syr2 (4.30)
Wegen gleicher Exponenten entsteht jedoch mithilfe der Subtraktionen Sx · (4.28)− n · (4.29)
und Sy · (4.28)− n · (4.30) das lineare Gleichungssystem
a1xc + b1yc = c1 (4.31)
a2xc + b2yc = c2 (4.32)
mit den zwei Unbekannten xc und yc und den Koeffizienten
a1 = 2(Sx2 − nSx2) (4.33a)
a2 = 2(SxSy − nSxy) (4.33b)
b1 = a2 (4.33c)
b2 = 2(Sy2 − nSy2) (4.33d)
c1 = Sx2 Sx − nSx3 + SxSy2 − nSxy2 (4.33e)
c2 = Sx2 Sy − nSy3 + SySy2 − nSx2y (4.33f)
Schließlich ergibt sich als Lösung für den Kreismittelpunkt:
(
xc
yc
)
=
(
a1 b1
a2 b2
)−1
·
(
c1
c2
)
=
(
c1b2−c2b1
a1b2−a2b1
a1c2−a2c1
a1b2−a2b1
)
. (4.34)
Und Einsetzen in (4.24b) ergibt den optimalen Radius r:
r =
√
1
n
(Sx2 − 2xcSx + nxc2 + Sy2 − 2ycSy + nyc2). (4.35)
Von Rouhi et al. [1990] wurde experimentell nachgewiesen, dass diese explizite Lösung der
iterativen von Landau [1987] in nichts nachsteht und selbst bei verrauschten Daten und
wenigen Datenpunkten von erstaunlicher Güte ist.11 Dennoch wird als Alternative eine
L1-Schätzung vorgeschlagen, bei der die Lösung von Thomas und Chan [1989] lediglich
11Zu ähnlichen Ergebnissen, wenngleich theoretisch sehr viel fundierter, kommen auch Zelniker und Clarkson
[2006]. Weitere theoretische Untersuchungen wurden von Chernov und Lesort [2005] sowie Al-Sharadqah
und Chernov [2009] angestellt.
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als Initialisierung verwendet wird. Danach wird für jeden Datenpunkt sein Residuum und
schließlich aus den drei Punkten mit den kleinsten Residuen der endgültige Kreis berechnet.
Der Sinn hinter dieser Idee ist die Verbesserung der Robustheit gegenüber Ausreißern bzw.
solchen Punkten, die offensichtlich nicht durch den fraglichen Kreis approximiert werden
sollen. Bei unseren Daten kann eine solche Situation tatsächlich auftreten – nämlich dann,
wenn die Schnittfigur auch Teile von Henkeln enthält. Denkbar wäre für einen solchen Fall
allerdings auch ein zweistufiger Ansatz, bei dem zuerst mit der L1-Schätzung Ausreißer
identifiziert werden, um dann mittels Thomas und Chan den verbesserten Ausgleichskreis
zu berechnen.
Der Vollständigkeit halber sei erwähnt, dass Rouhi et al. auch die Hough-Transformation,
die wir in Abschnitt 6.1.1 in dreidimensionaler Form bei der Rotationsachsenschätzung
wiederfinden werden, untersucht haben. Zwar waren auch deren Ergebnisse durchaus
akzeptabel, Diskretisierungsartefakte, Speicheraufwand und besonders Laufzeit sprechen
jedoch eher gegen eine Verwendung in der Praxis.
Auf die Berechnung von Ausgleichsellipsen [vgl. Halírˇ und Flusser 1998, und dortige
Referenzen] wurde in dieser Arbeit verzichtet. Während bei der Vermessung üblicherweise
ohnehin nur ein Durchmesser angegeben wird, ist bei der Ausrichtung hauptsächlich die
Position des Kreismittelpunkts von Interesse. Von elliptischen Figuren ist insofern kein
großer qualitativer Zugewinn zu erwarten.
4.4 Partikelschwarmoptimierung
Auch die Rotationsachsenschätzung in Abschnitt 6.1.1 kann als numerisches Optimierungs-
problem aufgefasst werden. Unter den zahlreichen bekannten Lösungsverfahren hat sich
in jüngster Zeit die Optimierung mit Partikelschwärmen großer Beliebtheit erfreut, da sie
leicht zu implementieren und parallelisierbar ist und in vielen Fällen hinreichend schnell
konvergiert.
Die Partikelschwarmoptimierung geht auf Kennedy und Eberhart [1995] zurück und basiert
auf der folgenden einfachen Idee: In einem begrenzten Suchraum werden zufällig n Punkte
xi, die „Partikel“, verteilt. Jedes Partikel erhält einen Fitnesswert anhand der Bewertungs-
funktion für seine individuelle Parameterkombination. In der Folge wird für jedes Partikel
dessen bisher beste Position xˆi sowie das Optimum über alle Partikel gˆ vermerkt. Zusätzlich
erhält jedes Partikel einen Geschwindigkeitsvektor v(t)i , der für den Zeitpunkt t = 0 zunächst
zufällig initialisiert wird. Die Suche nach dem vermeintlichen Optimum erfolgt nun iterativ
über die Vorschrift
x(t+1)i = x
(t)
i + v
(t+1)
i , (4.36)
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wobei der Geschwindigkeitsvektor wie folgt berechnet wird:12
v(t+1)i = ωv
(t)
i + ccogrcog ◦ (xˆi − xi) + csocrsoc ◦ (gˆ− xi). (4.37)
Während die Parameter ccog und csoc den Einfluss von Kognition (beste eigene Position)
und Sozialverhalten (beste globale Position) bestimmen, regelt der Parameter ω die Trägheit
des Partikels. Ein zu großer Wert kann sich negativ auf die Konvergenzgeschwindigkeit
auswirken, wohingegen zu kleine Werte dazu führen können, dass lokale Minima nicht
mehr verlassen werden.13 Die Komponenten der Vektoren rcog und rsoc werden zufällig
aus einem [0, 1]-Intervall bestimmt, was im Allgemeinen zu einer besseren Erkundung des
Suchraums führt. Der Operator ◦ bezeichnet das Hadamard-Produkt.
Die Optimierung kann abgebrochen werden, wenn die Fitness des besten Partikels hin-
reichend gut ist oder sie sich über eine Reihe von Iterationen nicht mehr verändert hat. Die
Anzahl der Partikel muss in den meisten Fällen empirisch ermittelt werden.
4.5 Der Douglas-Peucker-Algorithmus
Wir werden später bei der Segmentierung des Gefäßkörpers in Fuß, Boden, Bauch, Schulter,
Hals und Rand auf charakteristische Punkte der Profilkurve zurückgreifen müssen (Ab-
schnitt 6.3). Dabei ist nicht etwa der exakte Schnitt des Gefäßkörpers mit einer Halbebene
von Interesse, sondern lediglich seine idealisierte Form. Anstatt ein aufwändiges Glättungs-
verfahren zu entwickeln, wollen wir uns die Eigenschaft zunutze machen, dass auch eine
Reduktion der Samplingdichte implizit zu einer Glättung führt. Oberstes Ziel muss jedoch
sein, diese Reduktion merkmalserhaltend durchzuführen. Ein eleganter Ansatz ist dafür der
vornehmlich aus der Kartographie bekannte Douglas-Peucker-Algorithmus [Ramer 1972;
Douglas und Peucker 1973]. Seine Heuristik zum Ausdünnen von Polygonzügen lautet wie
folgt:
1. Gegeben sei ein Polygonzug P = {p1, . . . , pn} sowie ein Fehlertoleranzwert ε.
2. Betrachte zunächst die Strecke p1pn und berechne für alle Punkte p2, . . . , pn−1 deren
Abstand d zu dieser Strecke. Der Punkt mit dem größten Abstand sei pi.
3. Sofern d(pi, p1pn) > ε gilt, erzeuge zwei neue Strecken p1pi und pipn.
4. Wiederhole (2) und (3) solange rekursiv für beide Teilstrecken, bis kein Punkt mehr
existiert, dessen Abstand zum Polygonzug größer als ε ist.
12Aus Gründen der Lesbarkeit haben wir das Superskript (t) für die anderen Vektoren weggelassen.
13Als günstig hat sich deshalb die Kombination ccog = 2, csoc = 2 und ω = 0.8 erwiesen.

Kapitel 5
Non-Photorealistic Rendering
In diesem 5. Kapitel, das im Kern auf unsere Beiträge zur CAA-Konferenz in Budapest [Hörr
et al. 2008] und zur CAe-Konferenz in London [Hörr et al. 2010b] zurückgeht, gehen wir
der Frage nach, wie die traditionellen Strichzeichnungen mithilfe von nicht fotorealistischen
Renderingtechniken (NPR) nachgebildet oder sogar verbessert werden können. Zu Beginn
diskutieren wir deren Zustandekommen und die sich daraus ergebenden Eigenschaften
(Abschnitt 5.1). Hier deutet sich bereits an, dass sich eine möglichst genaue Imitation der
Handzeichnungen aufgrund vielfältiger subjektiver Einflüsse, vor allem aber dem Fehlen
allgemeingültiger Abbildungsstandards schwierig gestalten wird. Dennoch war es nahelie-
gend, aus dem großen Pool der bekannten NPR-Verfahren zunächst reine Strichzeichnungs-
algorithmen zu untersuchen (Abschnitt 5.2). Abgesehen davon, dass zwischen den manuellen
und den computergenerierten Stilen generell beträchtliche Abweichungen auftreten, schei-
den die meisten Techniken schon deshalb aus, weil sie viel zu anfällig gegenüber dem für
3D-Scans durchaus üblichen Messrauschen sind. In der Folge betrachten wir deshalb mit
Schattierungsverfahren ein alternatives Abbildungsparadigma, wobei vorab erneut geklärt
werden muss, welche visuellen Eigenschaften hier überhaupt wünschenswert sind. Es wird
schnell klar, dass einerseits ein Beleuchtungsmodell gefunden werden muss, das zwar eine
gewisse Plastizität vermittelt, aber dennoch so ausgewogen ist, dass keinerlei über- oder
unterbelichtete Bereiche auftreten (Abschnitt 5.3). Andererseits ist ebenso eine intuitive
Schattierung von Oberflächendetails notwendig (Abschnitt 5.4). Schließlich kombinieren
wir beide Ansätze, sodass ein auf der Oberflächenkrümmung basierendes Schattierungs-
modell entsteht, das speziell auf die Darstellung 3D-gescannter archäologischer Fundstücke
optimiert ist.
Wir leisten außerdem einen Beitrag zur Verbesserung von kreuzschraffierten Tuschezeich-
nungen. In Abschnitt 5.5 widmen wir uns dem Real-Time Hatching von Praun et al. [2001], des-
sen prinzipielle Schwäche in der automatischen Erzeugung eines geeigneten Vektorfeldes für
die Schraffurrichtung lag. Die von Girshick et al. [2000] sowie Hertzmann und Zorin [2000]
vorgeschlagene Parametrisierung mit dem Feld der Hauptkrümmungsvektoren führt gerade
bei dicht triangulierten, verrauschten Geometriedaten zu vielen Wirbeln und divergenten
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Punkten, was der visuellen Qualität extrem abträglich ist. Aus diesem Grund verfolgen wir
einen adaptiven, patch-basierten Glättungsansatz, der direkt auf den Datenstrukturen des
ursprünglichen Algorithmus operiert. Wir legen zusätzlich das in Abschnitt 5.4 entwickelte
Schattierungsmodell zugrunde, sodass die so erzeugten Bilder den bisherigen Techniken in
Bezug auf Informationsgehalt und auch Ästhetik überlegen sind.
Dank der dreidimensionalen Digitalisierung der Gefäße sind wir darüber hinaus in die Lage,
Abwicklungen des Gefäßkörpers zu berechnen, die mit herkömmlichen Mitteln nur überaus
schwierig anzufertigen wären (Abschnitt 5.6). Auch hier zeigt sich, dass Zeitersparnis und
Genauigkeitsgewinn im Vergleich zur händischen Methode enorm sind.
Am Ende des Kapitels diskutieren wir, wie sich die 3D-Funddokumentation bisher im
täglichen Einsatz bewährt hat und welche Fragen in Zukunft noch zu klären sind.
5.1 Problem- und Zielstellung
Bevor wir damit beginnen können, computergestützte Methoden zu entwickeln, mit denen
sich die traditionellen Zeichnungen nachempfinden lassen, müssen wir herausarbeiten,
was diese überhaupt charakterisiert. Anders als bspw. bei technischen Zeichnungen in
der Architektur oder im Maschinenbau gibt es in der Archäologie keinerlei verbindliche
Abbildungsstandards. Da sowohl die darzustellenden Objekte als auch die Zeichnungen
selbst Produkte menschlicher Arbeit sind, bleibt immer auch Platz für künstlerische oder
interpretative Darstellungsweisen. Auch der Einfluss von Talent und persönlichem Stil wird
bei Handzeichnungen nie völlig ausgeschlossen werden können.
Als weiteres Problem kommt die Vielgestaltlichkeit archäologischen Materials hinzu. Von
den zahlreichen Fundgattungen seien nur Knochen, Keramik, Metall, Steine, Holz und Glas
beispielhaft genannt. Doch selbst innerhalb einer Fundgattung variieren die Stile derart,
dass an eine Vereinheitlichung und Abbildung auf einen Algorithmus praktisch nicht zu
denken ist. Wie das Handbuch von Steiner [2005] stellvertretend illustriert, wechseln sich
reine Strichzeichnungen scheinbar beliebig mit einfach schraffierten, kreuzschraffierten,
gepünktelten und gefüllten Schwarz-Weiß-Abbildungen ab. Wir wollen nun den Versuch
unternehmen, etwas Ordnung in dieses Durcheinander zu bringen und einige wenige
grundsätzliche Gemeinsamkeiten feststellen [vgl. auch Czysz et al. 2007].
• Orthoprojektion. Die allermeisten Objekte werden heutzutage orthografisch projiziert
gezeichnet. Damit wird nicht nur eine bessere Vergleichbarkeit gewährleistet, es kön-
nen außerdem Maße direkt aus der Zeichnung abgelesen werden. Die Realisierung
orthografischer Projektionen am Computer ist mit heutigen Grafikbibliotheken trivial
und wird daher nicht näher erläutert.
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• Silhouette. Die Silhouette1 bildet den optischen Abschluss eines Objekts gegenüber
dem Hintergrund und dient auch der schnelleren und intuitiven Erfassung der Objekt-
form. In Abschnitt 5.2.1 gehen wir auf einige Verfahren zur Berechnung von Silhouetten
auf 3D-Meshes ein.
• Nachbildung von Details. Werden die Beleuchtungsrichtung oder die Ausrichtung
des Objekts geschickt gewählt, können Oberflächendetails mithilfe von Streiflicht
hervorgehoben werden. Diese Technik ist besonders für flache, reliefartige Objekte
geeignet, nicht jedoch für stark gewölbte wie bspw. Keramikgefäße. Daher müssen Me-
thoden gefunden werden, die über eine lokale Oberflächenanalyse Details jeglicher Art
gleichermaßen und unabhängig von Betrachtungswinkel und Beleuchtungssituation
betonen (Abschnitte 5.2 und 5.4).
• Schattierung. Zwar werden technische Zeichnungen nur gelegentlich und wenn dann
nur stilisiert schattiert, jedoch wird damit die durch die Parallelprojektion verloren
gegangene Plastizität wieder ausgeglichen. Üblicherweise entsteht die Schattierung
durch die scheinbare Beleuchtung des Objekts „von links oben“. Die Lichtquelle
wird also virtuell über der linken Schulter des Betrachters platziert. In Abschnitt 5.3
werden verschiedene gängige Beleuchtungsmodelle vorgestellt und auf ihre Eignung
hin untersucht.
• Farben. Wegen Problemen bei der Gewährleistung der Farbechtheit, aus Gründen der
besseren Lesbarkeit, vor allem aber aus Kostengründen werden Fundkataloge derzeit
noch in Graustufen gedruckt. Im Falle digitalisierter Tuschezeichnungen wird häufig
sogar eine Binarisierung durchgeführt, wodurch außerdem deutlich weniger Speicher-
bedarf anfällt. In diesem Kapitel wird deswegen nur am Rande auf Farbdarstellungen
eingegangen.
• Profillinien. In Fundkatalogen dient die Abbildung von Profilen vor allem bei Gefäßen
der Visualisierung von Eigenschaften der Wandung und des Bodens. Sie können je-
doch auch ganz allgemeine Querschnitte durch das Objekt darstellen, um so z. B. die
Dimensionen von Erhebungen und Vertiefungen besser zu verdeutlichen. Die Erzeu-
gung von Profillinien aus 3D-Modellen ist aus algorithmischer Sicht nicht besonders
anspruchsvoll. Allerdings muss die Frage beantwortet werden, wie mit durch den
Aufnahmeprozess bedingten Fehlstellen wie z. B. Innenwänden bei bauchigen Gefäßen
umgegangen wird. Auf diese Punkte gehen wir gesondert in Kapitel 6 ein.
• Hilfslinien. Insbesondere bei der Abbildung von Gefäßen sieht man häufig den
Einsatz von Hilfslinien wie der Mittelachse, horizontalen Rillen, Rippen, Kerben oder
1Im engeren Sinne bezeichnet die Silhouette die von der Objektkontur eingeschlossene Fläche. Der Begriff wird
jedoch im Folgenden synonym zur Umrisslinie gebraucht, da die Unterscheidung auch in der Fachliteratur
nicht konsequent vorgenommen wird.
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einem idealisierten Randabschluss. Da deren Verwendung jedoch extrem uneinheitlich
ist, wurde hier weitgehend auf die Entwicklung von Automatismen verzichtet und
stattdessen auf individuelle manuelle Nachbearbeitung gesetzt. Wie sich zeigen wird,
sind Hilfslinien mit der Einführung gerenderter Ansichten in den meisten Fällen
ohnehin überflüssig geworden.
• Dreiviertelansicht. Aus Platzgründen finden sich in Fundkatalogen mehrheitlich Drei-
viertelansichten. Dabei wird rechts der Mittelachse die Außenansicht abgebildet, links
davon der Profilschnitt bzw. die Innenseite. Ungünstig ist, dass der Schnitt in diesem
Fall ausgerechnet durch den Bereich mit der minimalen Verzerrung geht und Rundum-
verzierungen schwerer auf den ersten Blick zu erfassen sind. In Abschnitt 5.6 zeigen
wir, wie stattdessen mit einfachen Mitteln Abwicklungen von rotationssymmetrischen
3D-Modellen erzeugt werden können.
An dieser Stelle sollten wir uns noch einmal vor Augen führen, warum technische Zeich-
nungen in der oben beschriebenen Form seit vielen Jahrzehnten die dominierende Doku-
mentationsform in der Archäologie geblieben sind. Reine Tuschezeichnungen haben den
unbestreitbaren Vorteil, dass sie den Informationsgehalt der Abbildung auf das vermeintlich
Wesentliche reduzieren und so visuell besonders schnell zu erfassen sind. Andererseits
könnte man auch argumentieren, dass das interpretative Betonen und Weglassen von Infor-
mationen einem Dritten die Möglichkeit nimmt, sich selbst ein Bild von der tatsächlichen
Lage zu machen und Funde objektiv miteinander zu vergleichen.
Für die Strichzeichnungen spricht außerdem, dass sie für Menschen einfacher und auch
deutlich schneller anzufertigen sind als aufwändig schattierte Ansichten, was angesichts
immer knapper werdender personeller Ressourcen ein durchaus kritischer Punkt ist. Allein
daraus lässt sich jedoch nicht schlussfolgern, dass schattierte Darstellungen generell schlech-
ter geeignet wären, um bestimmte Objekteigenschaften zu verdeutlichen. Archäologische
Publikationen aus der Zeit der Jahrhundertwende [z. B. Montelius 1903] lassen eher das
Gegenteil vermuten. Damals wurden die Abbildungen wegen der im Vergleich zu heute
noch überschaubaren Fundmenge noch mit deutlich höherem Aufwand angefertigt.
Welche Vorgaben und Erfolgskriterien lassen sich aus diesen Überlegungen für die folgen-
den Abschnitte ableiten? Aufgrund der schon mehrfach angesprochenen Variationsbreite
in menschlichen Zeichnungen und dem Mangel an Konsens über die Bildinhalte ist nicht
davon auszugehen, dass für die NPR-Verfahren ein objektives, allgemeingültiges Fehlermaß
aufgestellt werden kann. Wie einige Beiträge zur jüngsten NPAR-Konferenz belegen, sind
derartige Bestrebungen noch immer Gegenstand der Forschung [Hertzmann 2010; DeCarlo
und Stone 2010; Gooch et al. 2010]. Für eine Evaluierung hätten umfangreiche empirische
Nutzerstudien durchgeführt werden müssen, worauf wir angesichts der zahlreichen Para-
meter und Anwendungsszenarien jedoch verzichtet haben. Vielmehr haben wir uns nach
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intensiver und kontinuierlicher Rücksprache mit Mitarbeitern des LfA bei der Entwicklung
auf die folgenden Aspekte verständigt:
• Klarheit. Wichtige Bildinhalte, allen voran Formeigenschaften, sollten auf den ersten
Blick zu erkennen sein und nicht von anderen Bildelementen visuell dominiert werden.
Darunter fallen insbesondere das angemessene Behandeln von Messrauschen und die
Justierung von Helligkeit und Kontrast.
• Objektivität. Es ist darauf zu achten, dass Objektmerkmale gemäß ihrer relativen
Prägnanz dargestellt werden, um eine Vergleichbarkeit innerhalb des Objekts wie auch
über mehrere Objekte hinweg zu gewährleisten. Sollte sich der Bearbeiter entscheiden,
bestimmte Eigenschaften gesondert betonen zu wollen, kann er dies in einer separaten
Abbildung tun.
• Parameterfreiheit. Aus demselben Grund sind Verfahren zu bevorzugen, die weit-
gehend parameterfrei sind. Im Sinne nachvollziehbarer und vergleichbarer Abbildun-
gen sind im Zweifelsfall einige wenige vermeintlich günstige Parameterkombinationen
vorzuschlagen.
• Zeitersparnis. Um die hohen Anschaffungskosten für die Digitalisierungshardware
zu rechtfertigen, muss sich eine Zeitersparnis gegenüber der traditionellen Vorgehens-
weise ergeben. Idealerweise sind die Verfahren echtzeitfähig, d. h. bei interaktiver
Visualisierung müssen mindestens 10 fps garantiert werden können. Darüber hinaus
ist bei der Bilderzeugung ein minimaler Interaktionsaufwand anzustreben. Falls die
Qualität der computergenerierten Abbildungen selbst unzureichend ist, könnten sie
ggf. als Schablone für eine Handzeichnung dienen, wobei sich selbst dann noch eine
Zeitersparnis ergäbe.
• Praxistauglichkeit. Die Stilisierungen müssen ein bestimmtes Anwendungsfeld in
der Funddokumentation haben. Dort wo es sich anbietet, sollten die Algorithmen
für bestimmte, häufig auftretende Fundgattungen, z. B. Keramik, Holz und Metall
optimiert werden.
Selbstverständlich wäre eine möglichst gute Imitation eines oder mehrerer manueller Zei-
chenstile als großer Erfolg zu werten, allerdings werden wir recht bald sehen, dass dieses Ziel
vermutlich zu ambitioniert ist. Da derzeit aber ohnehin keinerlei international verbindliche
Standards für die bildliche Dokumentation von Fundobjekten existieren, spricht auch nichts
gegen eine Neuentwicklung im Zuge der dreidimensionalen Fundaufnahme. Diese sollte
sich dann zwar an den Sehgewohnheiten in der Archäologie orientieren, jedoch gleichzeitig
die neuen Möglichkeiten zur Objektivierung und Erweiterung des Informationsgehalts der
Abbildungen nutzen. Dabei können durchaus unterschiedliche Vorschläge für verschiedene
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Fundgattungen gemacht werden, am wichtigsten ist aus unserer Sicht die Nachvollzieh-
barkeit und Reproduzierbarkeit der vorgestellten Methoden. Die 3D-Scantechnik bietet
somit erstmalig die Chance, einen wie auch immer gearteten einheitlichen Dokumentations-
standard zu etablieren.
5.2 Computergenerierte Strichzeichnungen
Über die Wirkung computergenerierter Zeichnungen und deren Bezug zu Handzeichnungen
wurden von Isenberg et al. [2006] und Cole et al. [2008] zwei umfangreiche Studien angestellt.
Erstere untersuchten die Akzeptanz und die spezifischen Unterschiede zwischen beiden
Techniken. Zwar konnten die meisten Studienteilnehmer die Abbildungen immer noch
zuverlässig der richtigen Gruppe zuordnen, hauptsächlich weil die Handzeichnungen
künstlerischer und die verwendeten Muster weniger regelmäßig anmuteten, es stellte sich
jedoch heraus, dass dies für die Eignung als wissenschaftliche Abbildung eher unerheblich
ist. Wichtiger sind stattdessen Sorgfalt, Ausgewogenheit, Detailreichtum und Plastizität,
weswegen die computergenerierten Bilder in Bezug auf ihren Informationsgehalt sogar leicht
im Vorteil waren.
Cole et al. [2008] baten die Teilnehmer eines Zeichenkurses, eine Reihe von Zeichnungen
von 3D-Objekten anzufertigen, die in Form von schattierten Ansichten aus unterschiedlichen
Blickwinkeln gegeben waren. Das Ergebnis verglichen sie mit einigen aus den in diesem
Abschnitt vorgestellten Strichzeichnungsalgorithmen. Ohne die Auswertung im Detail vor-
wegnehmen zu wollen, war die Hauptaussage dieser Studie, dass die Algorithmen unter
klar definierten Umständen zwar in der Lage waren, einen Großteil der handgezeichne-
ten Linien nachzubilden, jedoch tat sich keine der untersuchten Methoden als besonders
mächtig oder universell hervor. Wenig überraschend war auch die Erkenntnis, dass die
Varianz der Handzeichnungen zunahm, je komplexer die Form der Objekte war. Während
Maschinenteile noch einigermaßen gleichartig gezeichnet wurden, wichen die Zeichnungen
für rein synthetische und insbesondere natürliche Objekte wie z. B. Knochen in ihrem Stil
teilweise dramatisch voneinander ab. Aus diesem Grund werden wir die folgenden Ansätze
nur in Bezug auf die oben definierten Erfolgskritieren bewerten. Deren jeweilige Eignung zur
Imitation eines bestimmten Zeichenstils ist für uns hingegen von nachrangigem Interesse.
5.2.1 Die Silhouette
Unter allen Linientypen, die wir in diesem Abschnitt betrachten, sind Silhouetten mit
Abstand die wichtigsten, da sie allein mehr als 60 % der Linien in einer Strichzeichnung
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ausmachen [Cole et al. 2008]. Mathematisch lässt sich die Silhouette S eines Objekts Ω relativ
einfach mithilfe der Vektoren N und V aus Abschnitt 4.1 definieren:
S = {p ∈ Ω : 〈N(p), V(p)〉 = 0}. (5.1)
Wenngleich mathematisch äquivalent, so unterscheidet man dennoch zwischen inneren und
äußeren Konturen. Während letztere tatsächlich die Umrisslinie darstellen und das Objekt
vom Hintergrund abgrenzen, entstehen erstere aufgrund von Selbstverdeckung. Dieser
Unterschied hat zumindest für die Bildraumverfahren eine Bedeutung. In vielen Fällen ist
der Mensch aufgrund seiner visuellen Erfahrung in der Lage, die Objektform ausschließlich
auf Basis der inneren und äußeren Konturen zu rekonstruieren.
Die Berechnung am Dreiecksnetz ist jedoch durchaus herausfordernd. Isenberg et al. [2003]
haben eine Reihe von Bildraum-, Objektraum- und hybriden Verfahren untersucht, wobei ein
großer Teil eher künstlerische Aspekte in den Vordergrund stellte. Für unsere Zwecke ist der
Bildraumalgorithmus von Saito und Takahashi [1990] recht gut geeignet, allerdings fehlt die
Möglichkeit zur Veränderung der Strichstärke. Unter Verwendung der Nullübergangstechnik
von Ohtake et al. [2004] und moderner Hardware kommt inzwischen aber selbst der Brute-
Force-Ansatz in Frage, bei dem die Silhouettenkanten für jedes Dreieck pro Frame neu
berechnet werden.
Für Strichzeichnungen ist die Notwendigkeit von Silhouetten unstrittig. Ob sie jedoch
auch für die schattierten Ansichten, die wir später in diesem Kapitel vorstellen werden,
von Bedeutung sind, ist eine durchaus berechtigte Frage. Schnell wird jedoch klar, dass
besonders bei hellen Schattierungen ein Objektabschluss in Form der Silhouette ebenso
unerlässlich ist. Da die hier vorgestellten Stilisierungen mit der Realität ohnehin nur noch
wenig gemein haben, fügt sich eine dünne Silhouette natürlich in das Gesamtbild ein.
5.2.2 Suggestive Contours und Highlight Lines
Abgesehen von inneren und äußeren Konturen stellten die Suggestiven Konturen von
DeCarlo et al. [2003, 2004] den ersten ernsthaften Versuch dar, Strichzeichnungen direkt und
vollautomatisch anhand von 3D-Modellen zu generieren. Suggestive Konturen erweitern
das Konzept der inneren Konturen insoweit, dass eine Linie auch dann gezeichnet wird,
wenn sie erst durch eine leichte Variation des Blickpunktes zu einer inneren Kontur werden
würde. DeCarlo et al. [2003] konnten zeigen, dass dies der Fall ist, wenn gilt:
κr = 0 und Dwκr > 0 (5.2)
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Der Vektor w ist dabei der in die Tangentialebene des fraglichen Punktes projizierte Sicht-
vektor. Äquivalent wäre auch, die Minima von 〈N, V〉 in Richtung w zu berechnen [DeCarlo
et al. 2003]. Zur Berechnung der Suggestiven Konturen werden Ableitungen bis zur 3. Ord-
nung benötigt, weshalb sie überaus instabil sind. Aus diesem Grund muss vorher eine starke
Glättung oder Filterung durchgeführt werden, was im Gegenzug dazu führt, dass dieser
auch vermeintlich wichtige Linien zum Opfer fallen können.
Unabhängig davon sind selbst auf glatten Oberflächen nur etwa 5 % aller handgezeichneten
Linien ausschließlich durch Suggestive Konturen zu erklären [Cole et al. 2008]. Deren
Unzulänglichkeit für archäologische Zwecke wurde auch von Ma und Zha [2006] bestätigt,
die die Konturen für die Dokumentation von Höhlenwänden einsetzen wollten.
DeCarlo und Rusinkiewicz [2007] haben die Idee der Suggestiven Konturen zu sogenannten
Highlight Lines erweitert. Das sind verschiedene Arten von Glanzlinien, die zusätzlich
auf eine graue Oberfläche gerendert werden, um die Formdarstellung zu verbessern. In
technischen Zeichnungen ist das Einbeziehen optischer Materialeigenschaften jedoch die
absolute Ausnahme und selbst in schattierten Bildern werden sie oft weggelassen. Dar-
über hinaus sind Glanzlichter in den allermeisten Fällen von punktförmiger Gestalt. Lange
zusammenhängende Linien würden sich nur bei glatten, zylinderförmigen Objekten wie
bspw. CAD-Bauteilen ergeben. Jedoch wäre selbst dann eine schattierte Ansicht wahrschein-
lich besser geeignet.
5.2.3 Apparent Ridges
Eine weitere interessante Technik wurde von Judd et al. [2007] vorgestellt. Dort wird eine
blickpunktabhängige Krümmung berechnet, deren Maxima dann die sogenannten Apparent
Ridges bilden. Nun ist bereits die Krümmungsberechnung selbst ein zwar parallelisierbarer,
aber dennoch aufwändiger Prozess. Die Notwendigkeit einer Neuberechnung für jeden
Frame bringt das Verfahren also schnell an die Grenzen der interaktiven Visualisierung. Ob
Apparent Ridges überhaupt einen visuellen Nutzen haben, ist zumindest fraglich. Den Er-
gebnissen von Cole et al. [2008] zufolge korrelieren nur ungefähr 2 % aller handgezeichneten
Linien ausschließlich mit Apparent Ridges.
Die Tatsache, dass Linien sowohl bei Minima als auch bei Maxima gezeichnet werden, führt
bei vielen Konfigurationen dazu, dass ein Merkmal durch zwei oder mehrere parallele
Linien repräsentiert wird. Hier wäre es günstiger, sich für eins der beiden zu entscheiden,
um auch das sichtbare Rauschen deutlich zu reduzieren.
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5.2.4 Photic Extremum Lines und Laplacian Lines
Inspiriert von den obigen Verfahren kamen Xie et al. [2007] auf die Idee, die Linien nicht
in Abhängigkeit von der Blickrichtung, sondern der Beleuchtungsrichtung zu berechnen.
Untersucht wird also nicht das Zusammenspiel von N und V, sondern von N und L.
Photic Extremum Lines sind definiert als die Menge von Punkten, an denen die Varianz
der Beleuchtungsintensität I(p) in Gradientenrichtung ein lokales Maximum erreicht. Mit
w = ∇I(p)/||∇I(p)|| ist dies der Fall, wenn
Dw||∇I(p)|| = 0 und DwDw||∇I(p)|| < 0. (5.3)
Aufbauend auf dieser Idee definierten Zhang et al. [2009] mit den Laplacian Lines einen
weiteren auf Beleuchtung basierenden Linientyp. Sie umfassen alle Punkte, an denen gilt
4I(p) = 0 und ||∇I(p)|| ≥ t. (5.4)
Dabei bezeichnet 4 den Laplace-Beltrami-Operator [Belkin et al. 2008] und t einen benutzer-
definierten Schwellwert.
Wenngleich beide Verfahren theoretisch fundiert sind und auf ausgewählten Objekten
durchaus passable Resultate zeigen, bleibt die Frage offen, was derartige Linien überhaupt
wahrnehmungspsychologisch motiviert. Unserer Einschätzung nach sind sie wie auch die
blickpunktabhängigen Linientypen für technische Zeichnungen eher ungeeignet, da das
visuelle Ergebnis nicht nur von der Beleuchtungsrichtung L, sondern auch von der Art der
Beleuchtungsfunktion abhängt.
5.2.5 Ridge und Valley Lines
Wie wir gesehen haben, sind blickpunkt- und beleuchtungsabhängige Kurven schwer zu
kontrollieren und für technische Zeichnungen auch eher untypisch. Bei rein innergeome-
trischen Verfahren spielt nur die mesoskopische Struktur der Objektoberfläche eine Rolle.
Interrante et al. stellten bereits 1995 eine Methode vor, bei der zusätzlich zur Silhouette
konvexe und konkave Faltenkanten (Ridges und Valleys) erkannt und abgebildet werden.
Diese Linien wurden später mehrfach untersucht, z. B. auch von Ohtake et al. [2004]. Zur
Berechnung und Verfolgung von Ridge und Valley Lines werden ebenfalls dritte Ableitungen
benötigt. Um das Rauschverhalten zu verbessern, schlugen Interrante et al. eine adaptive
Linientransparenz sowie die Einführung eines Schwellwertes vor.
Ähnlich wie bei Apparent Ridges ist von einer Gleichbehandlung konvexer und konkaver
Kanten abzuraten, da das Bild schnell überfrachtet wirkt und an manchen Stellen auch ver-
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wirrend sein kann. Das Rendern weißer Ridges und schwarzer Valleys auf einer ansonsten
hellgrauen Oberfläche ist hingegen intuitiv und naheliegend. Allerdings ist darauf hinzu-
weisen, dass bereits eine solche Stilisierung mit traditionellen Mitteln praktisch nicht mehr
realisiert werden kann. Die Unterscheidbarkeit von konvexen und konkaven Faltenkanten
kann für die Formerfassung jedoch nur von Vorteil sein.
In der Archäologie eignen sich Valley Lines besonders für die Illustration reliefartiger
Objekte wie Münzen, Stempel oder Gravierungen, aber auch für figürliche Darstellungen.
Im Gegensatz dazu empfinden Ridge Lines den traditionellen Zeichenstil für bearbeitete
Silexartefakte gut nach. In der täglichen Arbeit stellte sich heraus, dass die visuelle Qualität
nochmals stark verbessert werden kann, wenn die Strichstärke und Transparenz mit der
Stärke der jeweils zugrundeliegenden Krümmung korrelieren. Luo et al. [2009] nutzen
stattdessen eine Multiskalendetektion, um die Linien adaptiv zu filtern.
5.2.6 Demarcating Curves und Relief Edges
Angesichts der speziellen Eigenschaften der Ridge und Valley Lines erscheint es konsequent,
nach einer Art Zwischenlösung in dem Sinne zu suchen, dass nicht mehr Bereiche maximaler
Krümmung, sondern solche mit verschwindender Krümmung hervorgehoben werden. In
der Krümmungstheorie gibt es mindestens zwei Arten solcher Kurven: parabolische und
Asymptotenlinien. Die Idee, diese Kurven für illustrative Zwecke einzusetzen, hatte der
deutsche Mathematiker Felix Klein bereits vor ungefähr 100 Jahren [Hilbert und Cohn-Vossen
1932, S. 174f], die Ergebnisse führten jedoch zu nichts.
Kolomenkin et al. [2008] haben allerdings vor kurzem herausgefunden, dass die Hinzu-
nahme einer zweiten Bedingung beträchtliche Auswirkungen haben kann. Sie definieren
Demarcating Curves als die Menge von Punkten p, an denen die Normalkrümmung in
Richtung des Gradienten verschwindet:
g(p) = argmax
v
C(v, v, v) und κn(g) = g>IIg = 0. (5.5)
Ob diese Art von Linien tatsächlich anderen Techniken visuell überlegen ist, ist zumindest
streitbar. Wegen der Notwendigkeit dritter Ableitungen sind auch sie extrem sensibel gegen-
über verrauschten Oberflächen. Darüber hinaus legen die von Kolomenkin et al. [2008] selbst
gewählten Beispiele nahe, dass es häufig günstiger ist, die Demarcating Curves zu filtern
und mit Valley Lines oder einer detailbetonenden Schattierung zu kombinieren (siehe dazu
ausführlich Abschnitt 5.4). Im Falle der vorgeschlagenen Krümmungsschattierung bleibt
jedoch die Frage, welchen Zweck die Linien dann noch erfüllen, da sie ja per definitionem
den Übergang von konvexen (helle Schattierung) in konkave Bereiche (dunkle Schattierung)
markieren. Für diese Argumentation spricht auch, dass Kolomenkin et al. [2009b] mit den
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sogenannten Relief Edges selbst eine Alternative präsentiert haben, die offenbar weniger
rauschanfällig ist und auch intuitivere Bilder erzeugt. Unabhängig davon scheinen dieselben
Autoren inzwischen ein Curvature Shading in Verbindung mit einer adaptiven Glättung
anstelle von reinen Strichzeichnungen zu bevorzugen [Kolomenkin et al. 2009a].
5.3 Diffuse Beleuchtungsmodelle
Nachdem wir gesehen haben, dass die meisten computergenerierten Strichzeichnungen trotz
hohen Rechenaufwands kaum für die Illustration archäologischer Fundstücke geeignet sind,
wollen wir nun untersuchen, ob schattierte Ansichten generell bessere Ergebnisse erzielen.
Da sich diese in ihrer Natur grundlegend von Strichzeichnungen unterscheiden, ergeben sich
völlig andere Problemstellungen und es müssen bei der Bewertung auch andere Maßstäbe
angewandt werden.
Schattierte Bilder haben den Vorteil, dass sie im Allgemeinen auf die Lösung eines Schwell-
wertproblems verzichten können, d. h. die Ausprägung gewisser Objekteigenschaften kann
direkt in den Grad der Schattierung kodiert werden. Andererseits verringert sich aus demsel-
ben Grund auch der Kontrast der Bilder, wodurch auch ein Teil der Prägnanz verloren geht.
Die Sorge, dass zwar subtile, aber dennoch wichtige Merkmale in einem mehr oder weniger
einheitlichen Grau verschwinden, ist auf jeden Fall berechtigt und sollte ernst genommen
werden.
In Tuschezeichnungen findet man generell zwei Arten von Strichen oder Punkten vor:
solche, die morphologische Merkmale abbilden und solche, die eine durch Beleuchtung,
Bemalung oder Materialeigenschaften induzierte Schattierung vermitteln. Während die
erste Gruppe zumeist mit großer Sorgfalt gezeichnet wird, wird die Schattierung aus Grün-
den des Aufwands und der Bildwirkung in der Regel nur angedeutet. Offensichtlich liegt
das Hauptaugenmerk also in der Betonung von Details, wohingegen Beleuchtungseffekte
zur Vermittlung eines plastischen Gesamteindrucks zwar wünschenswert sind, aber ver-
gleichsweise dezent ausfallen sollten. Interessanterweise sind die Anforderungen in den
allermeisten computergrafischen Anwendungen eher umgekehrt: Während der Beleuchtung
traditionell eine besonders wichtige Rolle zukommt, ist man oftmals bestrebt, Details aus
Effizienzgründen wegzulassen. Mit der Entwicklung der hier benötigten Schattierungen
wird also unzweifelhaft wissenschaftliches Neuland betreten.
In diesem Abschnitt sollen zunächst einfache Beleuchtungsmodelle ohne Berücksichtung der
Oberflächengeometrie besprochen werden. Neben den eigentlichen Beleuchtungsgleichungen
ist dabei vor allem die Frage zu klären, welche Beleuchtungssituation im Sinne von Ab-
schnitt 4.1 die intuitivsten und vertrautesten Bilder produziert.
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Wenn Funde schattiert gezeichnet oder fotografiert werden, wird in der Regel eine Beleuch-
tung von links oben angenommen. Der intuitive Charakter dieser Beleuchtungsrichtung
wurde mehrfach von Psychologen bestätigt, zuletzt von O’Shea et al. [2008]. Wir werden
deshalb in dieser Arbeit die Lichtquelle immer bei einem Azimut- und Zenitwinkel von je
45° platzieren. Vorerst soll eine direktionale Lichtquelle eingesetzt werden. Ob der höhere
Aufwand durch den Einsatz eines simulierten Flächenlichts gerechtfertigt ist, diskutieren
wir später im Text.
5.3.1 Ambient-diffuse Beleuchtung nach Phong
Das Phong-Beleuchtungsmodell [1975], das wir bereits ausführlich in Abschnitt 4.1 bespro-
chen haben, erfreute sich in der Computergrafik lange Zeit großer Beliebtheit. Vor allem
der spekulare Beleuchtungsanteil sorgte in vielen Bereichen, z. B. der Konstruktion für
zusätzlichen Realismus. Dass jedoch der diffuse Anteil anhand des Lambertschen Gesetzes
berechnet wird und damit nur selten realistische Bilder erzeugt, ist bis Anfang der 90er
Jahre nie als besonderer Nachteil dargestellt worden.2
Für die archäologische Funddokumentation ist das Phong-Modell nahezu ungeeignet. Als
größter Nachteil offenbart sich die Tatsache, dass nur die Teile der Oberfläche beleuchtet
werden, die der Lichtquelle zugewandt sind. Die Nachtseite hingegen erscheint völlig dunkel,
es sei denn, sie wird durch einen konstanten ambienten Term aufgehellt, wodurch aber auch
keinerlei zusätzliche Schattierungsinformationen preisgegeben werden. Von der Einführung
weiterer Lichtquellen ist ebenfalls keine grundsätzliche Verbesserung zu erwarten.
5.3.2 Das Oren-Nayar-Modell
Dass raue Körper auch stark ungleichmäßig diffus reflektieren können, lässt sich leicht am
Beispiel des Mondes nachvollziehen. Würde sich dessen Oberfläche nach dem Lambertschen
Gesetz verhalten, wäre die Vollmondscheibe längst nicht so homogen ausgeleuchtet wie
wir sie wahrnehmen. Auch bei Halbmond müsste der Hell-Dunkel-Übergang weit weniger
sprunghaft sein. Offensichtlich gibt es also Materialien, bei denen die Menge des diffus
reflektierten Lichts sehr wohl blickpunktabhängig ist. Dazu zählt neben Beton, Sand und
Gips beispielsweise auch unglasierte Keramik. Der Grund für dieses Phänomen liegt in
einer makroskopisch relevanten Facettierung der Oberfläche, die ungleichmäßige Reflexion,
Interreflexion und Selbstverdeckung verursacht. Auch die Entfernung zum Objekt spielt
2Man sollte erwähnen, dass in Anwendungen, in denen es auf einen besonders hohen Realismusgrad
ankommt, nur äußerst selten ein lokales Beleuchtungsmodell eingesetzt wird. Vielmehr werden Texturen
für eine statische Beleuchtungssituation vorberechnet, sodass eine Beleuchtung zur Laufzeit praktisch nicht
mehr notwendig ist.
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eine Rolle, da sich in einem Fotorezeptor möglicherweise mehrere Mikrofacetten akkumulie-
ren können. Erste Versuche, diese Effekte zu modellieren, unternahmen Öpik [1924] und
Minnaert [1941], aber erst Oren und Nayar [1994] konnten befriedigende Ergebnisse erzie-
len. Auf die Herleitung der einzelnen Terme wollen wir an dieser Stelle verzichten. Zwar
sind die Originalformeln physikalisch durchaus plausibel, allerdings erfordern sie einigen
Rechenaufwand. Oren und Nayar schlugen daher selbst vor, den im Allgemeinen geringen
Beitrag der Interreflexion zu vernachlässigen und stattdessen folgende Vereinfachung zu
verwenden:
IOrenNayar = ILambert · (A + B ·max(0, cos ϕ) · sin α · tan β). (5.6)
Dabei ist ϕ der Azimutwinkel zwischen den in die durch N und p aufgespannte Tangential-
ebene projizierten Vektoren L bzw. V. Mit Lˆ = L−N · 〈N, L〉 und Vˆ = V−N · 〈N, V〉 gilt
cos ϕ =
〈
Lˆ/||Lˆ||, Vˆ/||Vˆ||〉. Weiterhin seien α = max(ωi,ωo) und β = min(ωi,ωo). A und
B sind empirisch bestimmte Koeffizienten, die von der Glattheit der Oberfläche σ ∈ [0, 1]
abhängen:
A = 1− 0.5 · σ
2
σ2 + 0.33
, B = 0.45 · σ
2
σ2 + 0.09
. (5.7)
Wie leicht einzusehen ist, kann das Oren-Nayar-Modell als Verallgemeinerung des Lambert-
schen Gesetzes aufgefasst werden. Für σ = 0 sind A = 1 und B = 0 und es verbleibt nur der
Lambert-Term. Andererseits kann für σ = 1 nur noch eine maximale Intensität von 0.624
erreicht werden. Die so erzeugte Schattierung ist für unsere Zwecke definitiv zu dunkel (vgl.
Abb. 5.1). Alternativen zur Aufhellung der Tagseite wären die Addition eines ambienten
Terms 1− A oder die Multiplikation mit 1/A. Letztere Schattierung kommt dem realen
Erscheinungsbild des Mondes in der Tat sehr nahe.
(a) σ2 = 0.0 (b) σ2 = 0.1 (c) σ2 = 0.3 (d) σ2 = 1.0
Abbildung 5.1: Beleuchtung nach Oren-Nayar ohne Helligkeitsnormalisierung.
Ganz gleich, nach welchem diffusen Modell die Oberfläche schattiert wird, die Nachtseite
enthält bisher keinerlei Information. Während diese Situation im Weltall durchaus realistisch
ist, kommt es auf der Erde außer in komplett abgedunkelten Räumen praktisch immer
zu Interreflexionen. Eher die Regel als die Ausnahme ist auch das Vorhandensein einer
Hauptbeleuchtungsrichtung.
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5.3.3 Hemisphere Lighting
Die einfachste Methode für die Aufhellung der lichtabgewandten Seite besteht in der
Erhöhung des ambienten Lichtanteils. Allerdings wirkt die Schattenseite dann aufgrund
der völlig fehlenden Schattierung noch unnatürlicher (vgl. Abb. 5.3(b)–(d)). Eine Alternative
zur ambient-diffusen Beleuchtung nach Phong stellt das sogenannte Hemisphere Lighting
[Gooch et al. 1998; Rost 2006, S. 311ff] dar.3 Auch hier hängt die Lichtintensität auf der
Oberfläche vom Winkel zwischen dem Vektor zur Lichtquelle und dem Normalenvektor ab,
jedoch erstreckt sich der Lichtgradient im Gegensatz zum Phong-Modell über die gesamte
Oberfläche:
IHemisphere =
〈N, L〉+ 1
2
. (5.8)
Bildlich gesprochen definiert die Beleuchtungsrichtung auf einer Kugel zwei Pole. Beim
Hemisphere Lighting wird der lichtzugewandte Pol mit 100 % Intensität angestrahlt, der
lichtabgewandte Pol mit 0 % und der somit definierte Äquator mit 50 %. Dazwischen wird
jeweils anhand des Skalarprodukts von N und L interpoliert. Das Ergebnis wirkt deutlich
homogener als beim Phong-Modell (Abb. 5.3(i)), da in der realen Welt der weitaus größte
Teil des auftreffenden Lichts diffus ist und scharfe Schatten wie auch komplett abgedunkelte
Bereiche eher die Ausnahme sind. Selbst an einem bewölkten Tag würde eine unter freiem
Himmel liegende Kugel auch indirekt vom Boden angestrahlt werden und auf diesem selbst
nur einen weichen Schatten hinterlassen.
Von Rost [2006, S. 312] wird darüber hinaus für das Hemisphere Lighting eine weitere
Formel vorgeschlagen:
IHemisphere′ =
1− 12 sinωi für 〈N, L〉 ≥ 01
2 sinωi für 〈N, L〉 < 0
. (5.9)
Diese Gleichung ist wegen ωi = arccos〈N, L〉 und der zusätzlichen Fallunterscheidung nicht
nur ungleich teurer in der Berechnung, das optische Ergebnis sieht bei unserer Beleuch-
tungssituation aufgrund des breiten grauen Bandes am Äquator und des extrem schlechten
Kontrastes auch deutlich unausgewogener aus (Abb. 5.3(j)). Ein etwas besseres, wenn auch
immer noch unbefriedigendes Ergebnis wird mit
IHemisphere′′ =
− arccos〈N, L〉
pi
+ 1 (5.10)
3Der hier benutzte Terminus „Hemisphere Lighting“ folgt der Benennung aus [Rost 2006] und hat seinen
Ursprung offensichtlich im Radiosity-Verfahren. Nach Gooch et al. [1998] wird das Beleuchtungsmodell
aber auch als „Cool-to-Warm Shading“ oder einfach nur „Gooch Shading“ bezeichnet. Um Verwechslungen
vorzubeugen, nennen wir die Modifikation aus [Gooch et al. 1999] deshalb „Extended Gooch Shading“
(Abschnitt 5.3.4).
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erreicht (Abb. 5.3(k)). Erweitert man hingegen die Formel (5.8) zu
IHemisphere∗ = (IHemisphere · C1 + (1− IHemisphere) · C2)γ, (5.11)
kann man über die Farben C1 und C2, die bei uns zunächst mit Weiß bzw. Schwarz gewählt
wurden, jeden beliebigen zweifarbigen Gradienten erzeugen und dessen Gestalt zusätzlich
über den Exponenten γ beeinflussen. Wählt man z. B. γ = 2, hat das Bild Ähnlichkeiten mit
dem diffusen Phong-Modell, weist aber aufgrund der insgesamt günstigeren Ausleuchtung
einen besseren Kontrast auf (Abb. 5.3(l)).
5.3.4 Extended Gooch Shading
Ein noch viel naheliegenderer Ansatz für die Aufhellung der Nachtseite besteht darin, ein
Gegenlicht zu installieren. Gooch et al. [1999] schlugen deshalb vor, ein relativ helles und
kontrastarmes Beleuchtungsmodell wie das Hemisphere Lighting mit einem Gradienten zu
überlagern, der in Richtung der Pole kaum, am Äquator aber maximal wirkt:
IExtGooch = IHemisphere∗ · (α · |〈N, L〉|+ (1− α))γ (5.12)
Dieser zusätzliche Faktor sorgt dafür, dass der gleichmäßige Gradient des Hemisphere
Lighting von einem weiteren überlagert wird, dessen markantestes Markmal ein dunkles
Band um den Äquator ist. Es entsteht somit der Eindruck, als würden tatsächlich zwei
gegenständige Lichtquellen das Objekt beleuchten. Dabei steuert der Parameter 1− α den
ambienten Teil der Überlagerung und γ die Form von dessen Gradationskurve (Abb. 5.2(b)).
Aufgrund der Überlagerung ist es sinnvoll, die Schattenfarbe im Hemisphere Lighting nicht
komplett Schwarz, sondern eher mit einem moderaten Grau zu wählen.
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Abbildung 5.2: Gradationskurven einiger diffuser Beleuchtungsmodelle.
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(a) Ph, a = 0.0 (b) Ph, a = 0.1 (c) Ph, a = 0.2 (d) Ph, a = 0.4
(e) ON, σ2 = 0.0 (f) ON, σ2 = 0.1 (g) ON, σ2 = 0.3 (h) ON, σ2 = 1.0
(i) HL (j) HL′ (k) HL′′ (l) HL∗, γ = 2
(m) ExtGooch, α = 0.5,
γ = 0.75, aHS = 0.75
(n) ExtGooch, α = 0.75,
γ = 0.75, aHS = 0.75
(o) ExtGooch, α = 0.75,
γ = 0.75, aHS = 0.5
(p) ExtGooch, α = 1.0,
γ = 0.75, aHS = 0.75
(q) XShade, a = 10 (r) Curv, a = 0.75 (s) Curv + ExtGooch,
a = 0.75
(t) Curv + HL, a = 0.9
Abbildung 5.3: (a)–(d) ambient-diffuse Beleuchtung nach Phong mit ambientem Anteil a, (e)–(h)
helligkeitsnormalisierte Beleuchtung nach Oren-Nayar, (i)–(l) Hemisphere Lighting, (m)–(p) Extended
Gooch Shading, (q) Exaggerated Shading, (r)–(t) Curvature Shading.
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5.4 Hervorheben von Oberflächendetails
Wie leicht einzusehen ist, reicht eine reine Beleuchtungsschattierung für die Funddokumen-
tation in der Regel nicht aus. Es ist zusätzlich eine Schattierung erforderlich, die Oberflächen-
details stärker hervorhebt, um z. B. Bearbeitungsspuren, Verzierungen oder Bruchkanten
besser sichtbar zu machen. Andererseits haben wir bereits in Abschnitt 5.2 gesehen, dass
es aus algorithmischer Sicht schwierig ist, zwischen relevanten und irrelevanten Details,
im schlimmsten Fall Messrauschen zu unterscheiden. Am günstigen wäre es, komplett auf
Schwellwerte verzichten und die Schattierung mit der Signifikanz des Merkmals korrelieren
zu können. Mit dem Exaggerated Shading und dem Curvature Shading besprechen wir nun
zwei völlig unterschiedliche Herangehensweisen an dieses Problem.
5.4.1 Exaggerated Shading
Eine Möglichkeit, um bestimmte plastische Details besser herauszuarbeiten besteht darin, die
Objekte in ein Streiflicht zu stellen. Diese Technik kommt in der Fotografie, z. B. aber auch
in topografischen Karten regelmäßig zum Einsatz. Optisch entsteht der Informationsgewinn
durch eine Verbesserung des Kontrasts aufgrund des Wechselspiels von Licht und Schatten.
In der Realität wird dieser Effekt üblicherweise von einer einzigen direktionalen Lichtquelle
(einem Spotstrahler oder der Sonne) erzeugt. Diese Tatsache führt allerdings dazu, dass
nur bestimmte Teile des Objekts im Streiflicht stehen können. Was bei Reliefs kaum ins
Gewicht fällt, wird umso problematischer, je kugelförmiger die Objekte sind. Bereits aus
Abbildung 5.3 ist ersichtlich, dass ein starker Lichtgradient immer auch einen großen über-
und unterbelichteten Teil zur Folge hat. Ideal wäre es also, wenn wir ein Licht konstruieren
könnten, dass praktisch überall tangential auf die Oberfläche strahlt.
Ein solches Beleuchtungsmodell wurde von Rusinkiewicz et al. [2006] entwickelt und ist
seitdem als „Exaggerated Shading“ oder kurz „XShade“ bekannt. Es geht bei der Beleuch-
tungsberechnung prinzipiell vom klassischen Hemisphere Lighting aus Gleichung (5.8) aus4
und beleuchtet die Szene ebenfalls von links oben, wenngleich offensichtlich mit einem
Azimut von 90 statt 45° gearbeitet wird. Zusätzlich wird ein sogenannter „Überhöhungs-
parameter“ a eingeführt, sodass sich die Gleichung
I =
1
2
+
1
2
· clamp
[−1,+1]
(a · 〈N, L〉) (5.13)
ergibt.5 Diese Idee wird nun auf einen Multiskalenansatz erweitert, indem das Feld der
4Die Autoren verwenden dafür die Phrase „unclamped cosine shading with an ambient term“.
5Der Klarheit wegen sei nochmals explizit definiert: clamp
[a,b]
(x) := max(a, min(x, b)).
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Normalenvektoren iterativ geglättet und die Beleuchtungsrichtung in jedem Schritt lokal
angepasst wird. Konkret wird der Beleuchtungsvektor in die Ebene projiziert, die senkrecht
zur Normale der nächsthöheren Glättungsstufe liegt. Sei L0 die globale Beleuchtungsrich-
tung, N0 der ursprüngliche Normalenvektor an einem Punkt der Oberfläche und Ni der
Normalenvektor der Glättungsstufe i, dann berechnet sich der Beleuchtungsvektor der Stufe
i + 1 als
Li+1 = L0 −Ni+1 · 〈Ni+1, L0〉 . (5.14)
Der Helligkeitsbeitrag der Stufe i hängt nun von der geglätteten Normale, der angepassten
Beleuchtungsrichtung und dem Überhöhungsparameter a ab:
ci = clamp
[−1,+1]
(a · 〈Ni, Li+1〉). (5.15)
Abschließend werden die Beiträge der einzelnen Stufen gewichtet aufaddiert. 〈Nb, L0〉
stellt nun die Grundschattierung dar – ein Hemisphere Lighting auf einer scheinbar stark
geglätteten Oberfläche:
IXShade =
1
2
+
1
2
(
ωb 〈Nb, L0〉+
b−1
∑
i=0
ωici
)
. (5.16)
Offensichtlich kann der Nutzer über die Parameter b (Anzahl der Iterationen für die
Normalenglättung) und ωi (Gewichte der einzelnen Skalen) Einfluss nehmen. Für b wird ein
Wert zwischen 8 und 13 vorgeschlagen, wobei diese Zahl sicher auch von der Art und Stärke
des verwendeten Glättungsverfahrens abhängt. Einfluss nimmt letztlich auch die Wahl der
ωi, wobei hier eine gaußsche Verteilung empfohlen wird. In der Praxis hat sich jedoch
gezeigt, dass eine starke Glättung gar nicht nötig ist, da sie je nach Wahl der ωi entweder
wenig intuitive Bilder erzeugt oder der Beitrag für die Gesamtschattierung vernachlässigbar
ist. Ohnehin liegt der Grundgedanke des Verfahrens in der Betonung von Details, wofür
einige wenige Iterationen ausreichend wären. Aus demselben Grund favorisieren wir eher
〈N0, L0〉 anstatt 〈Nb, L0〉 für die Grundschattierung.
Einschätzung der Ergebnisse
Obwohl sich mit der beschriebenen Technik durchaus sehenswerte Ergebnisse erzielen lassen,
birgt sie doch einige Nachteile (vgl. Abb. 5.4(b)):
• Bei der überhöhten Darstellung kann nicht zwischen tatsächlichen Oberflächenmerk-
malen und unbedeutenden Details unterschieden werden, was insbesondere für 3D-
gescannte Modelle dazu führt, dass auch Messrauschen scheinbar verstärkt wird.
Ebenso werden raue, aber unstrukturierte Oberflächen so sehr betont, dass sie von den
eigentlichen Details ablenken.
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• Das Verfahren hat insgesamt die Schwäche, nicht besonders intuitive Bilder zu er-
zeugen, da das angestrebte omnipräsente Streiflicht in der Realität praktisch nicht
vorkommt. Trotz der Grundschattierung durch das Hemisphere Lighting scheint ein
Großteil der Plastizität verloren zu gehen.
• Aufgrund der Art der Schattierung stellt sich besonders bei glatten Oberflächen
gelegentlich ein Kisseneffekt ein, wie man ihn beispielsweise von Flachreliefs [vgl.
Weyrich et al. 2007; Sun et al. 2009] kennt.
• Die Vorberechnung der verschiedenen Schattierungsstufen dauert trotz diverser Opti-
mierungen immer noch relativ lang und benötigt darüber hinaus für die Parametrisie-
rung zur Laufzeit vergleichsweise viel Speicher.
Zusammenfassend muss gesagt werden, dass das Exaggerated Shading in der Archäologie
bisher keine besonders hohe Akzeptanz gefunden hat. Das schließt allerdings nicht aus, dass
es in anderen Domänen [siehe z. B. Toler-Franklin et al. 2007] womöglich besser geeignet
sein könnte.
5.4.2 Curvature Shading
In Hinblick auf die archäologische Funddokumentation konnte noch keines der bis hier-
her untersuchten NPR-Verfahren vollständig überzeugen. Während die Strichzeichnungen
explizit auf die Betonung von Oberflächenmerkmalen orientierten, stand bei den Beleuch-
tungsmodellen die Vermittlung eines ausgewogenen, aber dennoch plastischen Eindrucks
im Vordergrund. Naheliegend wäre jetzt der Versuch, beide Ideen zu kombinieren. Ab-
gesehen davon, dass eine solche Vermischung zweier völlig unterschiedlicher Stile in der
wissenschaftlichen Illustration absolut unüblich ist, drängt sich die Frage auf, ob nicht
eine schattierte Darstellung sämtlicher Krümmungswerte besser geeignet wäre. So ginge
man dem Problem der Schwellwertbildung aus dem Weg (vgl. Abb. 5.4) und könnte die
Schattierung auf natürlichem Wege mit einer beleuchteten Ansicht kombinieren.
In Abschnitt 4.2 haben wir hergeleitet, wie sich die Krümmung auf regulären Oberflächen
berechnen und speziell für polygonale Oberflächen approximieren lässt. Es stellte sich heraus,
dass die Krümmung an einem Oberflächenpunkt nicht nur von der Gestalt der lokalen
Umgebung, sondern zusätzlich von der Richtung abhängt, in der dieser Punkt passiert wird
(Normalkrümmung). Zwar sind sämtliche Informationen über die Normalkrümmungen
in der Weingartenschen Krümmungsmatrix enthalten (Gleichung (4.15)), von wirklichem
Interesse sind jedoch nur deren Extrema.
Ein Aspekt, der aus den differentialgeometrischen Betrachtungen in Abschnitt 4.2 nicht
explizit hervorgegangen ist, ist die Skalenabhängigkeit der Krümmung. Analytisch ist
86 5 Non-Photorealistic Rendering
(a) (b) (c) a = 0.75
Abbildung 5.4: Vergleich von Suggestiven Konturen (a), Exaggerated Shading (b) und Maximum
Curvature Shading (c).
die Normalkrümmung definiert als der reziproke Radius des Schmiegekreises an den
Normalschnitt in diesem Oberflächenpunkt. Damit verhalten sich alle Krümmungswerte
indirekt proportional zu einer isotropen Skalierung. Da für uns aber nicht die Größe,
sondern lediglich die Form eines Objekts und die Signifikanz seiner Oberflächenmerkmale
im Verhältnis zu seiner Größe von Interesse ist, muss ein Mechanismus gefunden werden,
der die Krümmung skaleninvariant macht. Häufig findet man dafür eine Division durch
die Länge der Raumdiagonale der Bounding Box, was jedoch nur bedingt Abhilfe schafft.
Günstiger ist es, sämtliche Krümmungswerte durch den Median aller Kantenlängen im
Mesh zu dividieren, weil damit auch Tesselierungseffekte berücksichtigt werden.
Es zeigt sich schnell, dass die Gauß-Krümmung K = κ1κ2 zwar das entscheidende Kriterium
für die Segmentierung der Oberfläche in hyperbolische (K < 0) und parabolische (K > 0)
Teile ist, eine intuitive Schattierung lässt sich daraus jedoch nicht generieren. Anders verhält
es sich mit der mittleren Krümmung H = 12 (κ1 + κ2). Hier ist es so, dass H in konvexen
Bereichen positiv und in konkaven Bereichen negativ ist. Betrachtet man nun die Tatsache,
dass konvexe Bereiche wie Ecken und Grate im Allgemeinen von einer größeren Menge
Licht bestrahlt werden können als konkave Teile wie Dellen oder Rillen, wird schnell klar,
dass eine Schattierung anhand der mittleren Krümmung sehr intuitive Ergebnisse erzeugt.
Wir wollen dann von Mean Curvature Shading sprechen.
Betrachtet man das Mean Curvature Shading genauer, fällt auf, dass eine Konfiguration
κ1 = 1, κ2 = 0 dieselbe Schattierung erhält wie κ1 = 0.5, κ2 = 0.5 und auch κ1 = 1.5, κ2 =
−0.5, obwohl es sich bei ersterem um eine konvexe Faltenkante, bei zweiterem um einen
konvexen Nabelpunkt und bei letzterem um einen Sattelpunkt handelt. Zweifellos stellt die
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Kante jedoch das optisch herausragendste Merkmal dar und es ist für dessen Signifikanz
auch unerheblich, ob ein konvexer oder konkaver Punkt vorliegt. Es ist deswegen oftmals
sinnvoll, für die Krümmungsschattierung eine leicht modifizierte Berechnung zu wählen:
κ∗ =
κ1 falls |κ1| ≥ |κ2|κ2 falls |κ1| < |κ2| . (5.17)
Diese Technik wird entsprechend als Maximum Curvature Shading bezeichnet. Da aber
auch κ∗ nach wie vor im Intervall (−∞,+∞) liegt, muss ein Weg gefunden werden, wie
dieses auf den Graustufenbereich [0, 1] abgebildet werden kann. Dazu ist zuerst die Frage
zu beantworten, auf welchen Wert a die Nullkrümmung abgebildet werden soll. Zwar wäre
a = 0.5 eine auf den ersten Blick sinnvolle Wahl, bedenkt man jedoch, dass stark konvexe
Kanten auf archäologischen Objekten deutlich seltener auftreten als Vertiefungen und oft
auch als weniger signifikant wahrgenommen werden,6 erscheint a = 0.75 besser geeignet
(Abb. 5.4(c)). Gelegentlich wird selbst dieser Grundwert noch als zu dunkel eingeschätzt, so
dass in der Praxis selbst a = 0.9 noch hinreichend gute Ergebnisse liefert.
Nach der Festlegung des Nullwertes ist weiterhin zu klären, wie die trotz der Normalisierung
theoretisch immer noch unbeschränkten Wertebereiche von κ∗ auf [0, a] und [a, 1] abgebildet
werden sollen. Dabei ist zu berücksichtigen, dass sehr hohe Krümmungswerte nur äußerst
selten auftreten und die Stärke einer Kante ab einem gewissen Maß keine Rolle mehr für
ihre Erscheinung spielt. Von Vergne et al. [2008] wurde dazu eine Lösung vorgeschlagen, die
die Tangens-hyperbolicus-Funktion benutzt:
Sα(x) = tanh
(
x · A
α
)
mit A = arctanh
(
2B − 2
2B − 1
)
. (5.18)
B gibt hier die Gleitkommagenauigkeit in Bit an, sodass Sα den Wertebereich [−α,+α]
auf (−1,+1) abbildet, da alle |x| > α auf −1 oder +1 gerundet werden. Nach Auswer-
tung der Krümmungshistogramme hat sich allerdings gezeigt, dass eine derartige Analyse
wahrscheinlich überflüssig ist. Die tanh-Funktion steigt für Werte zwischen −0.5 und +0.5
ohnehin fast linear an und angesichts der geringen Abweichung ist es relativ unproblema-
tisch, die wenigen sehr hohen Krümmungswerte auf die Intervallgrenzen abzubilden. Somit
ergibt sich als hinreichend gute Alternative:
κ = clamp
[0,1]
(a + κ∗). (5.19)
Bei der hier präsentierten Variante werden Erhebungen heller und Vertiefungen dunkler
6Das mag daran liegen, dass der Lichtgewinn bei konvexen Kanten kleiner ausfällt als der Lichtverlust in
konkaven Kanten gleicher Stärke.
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schattiert. In technischen Zeichnungen war es bisher praktisch unmöglich, zwischen diesen
beiden Typen zu unterscheiden. Bei einigen Fundgattungen, insbesondere Silizes, treten
jedoch nahezu ausschließlich konvexe Bruchkanten auf. Aus Gründen der Lesbarkeit ist
es dann oftmals sinnvoll, nur die konvexen Teile der Krümmung abzubilden und die
Schattierung zusätzlich zu invertieren (Abb. 5.5(b)).
(a) (b) (c)
Abbildung 5.5: Bearbeiteter Silexkern schattiert in Echtfarben, krümmungsschattierten Kanten und
plastischer Krümmungsschattierung.
Kombination mit einer moderaten Beleuchtung
Das reine krümmungsschattierte Bild vermittelt praktisch alle geometrischen Details. Da die
Schattierung jedoch lediglich anhand lokaler Oberflächeneigenschaften erfolgt, hat das Bild
keinerlei Plastizität und wirkt insbesondere in der orthogonalen Ansicht völlig flach. Dies ist
bei reliefartigen Objekten wie der Euromünze in Abbildung 5.4 unbedeutend, bei anderen
Fundgattungen wie z. B. Gefäßen sollte dieser Mangel jedoch unbedingt ausgeglichen werden.
Hierzu ist es naheliegend, die Krümmungsschattierung mit einem der Beleuchtungsmodelle
aus Abschnitt 5.3 zu kombinieren. Obwohl die Idee leicht verständlich ist, müssen dennoch
einige Details beachtet werden.
Zunächst muss ein geeignetes Beleuchtungsmodell ausgewählt werden. Aus den bereits
oben genannten Gründen scheiden das Phong- und das Oren-Nayar-Modell aus. Beim
Hemisphere Lighting und Gooch Shading können für beide Seiten Argumente gefunden
werden. Wir haben beobachtet, dass die Bevorzugung für eines der beiden hier offensichtlich
reine Geschmackssache ist.
Sei B∗ ein wie auch immer gewähltes Beleuchtungsmodell. Dann sei die plastische Krüm-
mungsschattierung wie folgt gegeben:
I = clamp
[0,1]
(κ∗ · (λ+ (1− λ) · B∗︸ ︷︷ ︸
Grundbeleuchtung
)) (5.20)
Wir verzichten bewusst auf das Clamping aus Gleichung (5.19), damit konvexe Kanten auch
dann noch sichtbar sind, wenn die Beleuchtungsschattierung eigentlich schon zu dunkel
wäre (siehe z. B. das rechte Auge der Tiki-Figur in Abb. 5.8 auf Seite 93). Auch die Einführung
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eines zusätzlichen ambienten Terms λ für die Beleuchtung ist gewollt: Zur Erzeugung eines
plastischen Eindrucks reicht eine subtile Schattierung bereits aus. Ohne diese Modifikation
bestünde die Gefahr, dass der Beleuchtungsgradient die Krümmungsschattierung visuell
dominiert.
Das Curvature Shading hat sich unter den Nutzern der im Zuge dieser Arbeit entstandenen
Software TroveSketch mittlerweile mit großem Abstand als beliebteste Stilisierung etabliert
und wird gegenüber den reinen Strichzeichnungen und auch dem Exaggerated Shading
wegen seiner Ausgewogenheit bevorzugt (vgl. Abb. 5.4). Lediglich bei der Wahl der einzelnen
Parameter (a, λ, B∗) gibt es geringfügig abweichende Präferenzen. Anzumerken ist auch,
dass das Curvature Shading nicht für alle Fundgattungen gleichermaßen geeignet ist.
Beispielsweise bei metallischen Gegenständen kommt eher ein Schattierungsmodell in Frage,
das auf eine kontrastreiche Beleuchtung setzt, um die jeweiligen Materialeigenschaften
besser zur Geltung zu bringen.
5.5 Binarisierung: Nachbildung von Tusche-Effekten
Wenn wir an dieser Stelle eine Zwischenbilanz für dieses Kapitel ziehen, müssen wir folgende
Dinge festhalten:
• Computergenerierte Strichzeichnungen würden sich als Illustrationsparadigma in der
Archäologie höchstwahrscheinlich nicht gegenüber beleuchteten Ansichten durch-
setzen, da sie entweder dem selektiven Charakter von händischen Zeichnungen nicht
gerecht werden oder einen zu hohen Nachbearbeitungsaufwand erfordern würden.
Vielmehr würde man wohl eine schattierte Abbildung als Schablone für eine Hand-
zeichnung benutzen.
• Rein beleuchtete Ansichten sind zwar in höchstem Maße objektiv, haben aber das
Problem, dass Oberflächendetails umso schwerer zu erfassen sind, je ausgewogener
die Beleuchtung ist.
• Die Krümmungsschattierung hebt die Oberflächendetails gemäß ihrer Stärke hervor
und kann auf Schwellwertbildung verzichten. Allerdings fehlt ihr die nötige Plastizität,
um die Gesamtform des Objekts intuitiv zu vermitteln.
• Erst die kombinierte Ansicht aus Krümmung und Beleuchtung vermittelt Details und
Gesamtform gleichermaßen.
Nachdem wir gesehen haben, dass schattierte Ansichten eine deutlich größere Informations-
dichte als Strichzeichnungen aufweisen, diese Mehrinformation jedoch mit der Stärke
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der Krümmung visuell gewichten können, ist es schwer, noch Argumente für die Nach-
empfindung traditioneller Zeichenstile zu finden. Zweifelsohne steht hier der künstlerische
Anspruch im Vordergrund und wir wollen zumindest eine Möglichkeit aufzeigen, die bisher
in der Literatur bekannten Verfahren weiter zu verbessern.
Den Prozess der Approximation schattierter Bilder mithilfe von Schwarz-Weiß-Mustern
bezeichnet man generell als Halftoning.7 Diese Technik kommt überall dort zum Einsatz,
wo aus technischen oder anderen praktischen Gründen nur eine begrenzte Farbpalette
zur Verfügung steht, so z. B. im Druckwesen oder bei einfachen LCD-Panels. Auch rein
ästhetische Gründe kommen für eine Reduzierung des Farbraums in Betracht.
Halftoning ist traditionell ein Bildraumverfahren. Angefangen mit einfachem pixelbasiertem
Dithering wurden im Laufe der Jahrzehnte immer ausgefeiltere Techniken entwickelt, die
den Bildfehler gegenüber der schattierten Ansicht minimieren [vgl. z. B. ausführlich Kang
1999]. In jüngster Zeit gab es mehrere vielversprechende Ansätze, die ein Halftoning mit
unterschiedlichsten Mustern realisierten, darunter Kohle- und Bleistiftschraffuren [Majumder
und Gopi 2002], Kreuzschraffuren [Zander et al. 2004; Paiva et al. 2009] und vor allem
Pünktelung [Kim et al. 2008, 2009]. Die meisten dieser Arbeiten erzeugen ansprechende,
ästhetische Bilder, sind aufgrund ihrer Komplexität jedoch nicht für den Einsatz in Echtzeit-
animationen geeignet. Für diese Anwendung sind die Anforderungen noch deutlich höher,
denn ein generelles Problem bildraumbasierter Halftoning-Techniken ist der sogenannte
Shower-Door-Effekt. Damit ist gemeint, dass bei Animationen der Eindruck entsteht, die
Szene würde sich hinter einer Art Folie bewegen, d. h. am Objekt gibt es keinerlei raumzeit-
liche Kohärenz. Zwar beheben auch nicht alle Objektraumverfahren dieses Problem, mit
dem Real-Time Hatching haben Praun et al. [2001] jedoch eine elegante Lösung vorgeschlagen,
die wir nun etwas ausführlicher diskutieren und schließlich verbessern wollen.
Die grundlegende Idee zur Vermeidung des Shower-Door-Effekts besteht in der Erzeugung
einer sogenannten Tonal Art Map (Abb. 5.6). Dabei handelt es sich um eine zweidimensional
geordnete Menge von Texturen, in denen einerseits Helligkeits- und andererseits Skalen-
abstufungen jeweils unter Einhaltung der Inklusionsbedingung kodiert sind. Die Auswahl
des zu rendernden Texturobjekts erfolgt also anhand der Fragmentfarbe und der benötigten
Mipmap-Stufe.
Schwieriger ist die Frage zu beantworten, anhand welcher Oberflächenparametrisierung die
Berechnung der jeweiligen Texturkoordinaten erfolgen soll. Da das Texture Mapping wegen
der Notwendigkeit homogener Strichstärken und -abstände weitgehend verzerrungsfrei sein
muss, scheiden globale Parametrisierungen hier von vornherein aus. Stattdessen schlagen
Praun et al. die Verwendung ihrer eigenen Lapped Textures vor [Praun et al. 2000], bei der
7Natürlich ist Halftoning auch bei farbigen Bildern möglich. Selbst eine Beschränkung auf zwei Grundfarben
ist nicht obligatorisch.
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Abbildung 5.6: Tonal Art Map [aus Praun et al. 2001].
die Oberfläche in ungefähr gleich große Patches segmentiert wird, von denen anschließend
jeder seine eigene lokale Parametrisierung erhält. Die Patches sind dabei ausdrücklich
nicht paarweise disjunkt, sondern überlappen sich zu einem beträchtlichen Teil. Bei der
hier verwendeten Hatching-Technik würden dann aber unschöne Unstetigkeiten an den
Patchgrenzen auftreten, sodass generell ein Blending notwendig wird [Praun et al. 2001].
Die Art und Weise, in der die Oberfläche in überlappende Patches zerlegt wird, ist für
den Hatching-Algorithmus vorerst von nachrangiger Bedeutung. Allerdings hat Vix [2008]
gezeigt, dass die Abbildungsqualität unter Einbeziehung zusätzlicher Randbedingungen
spürbar verbessert werden kann. So sollten die Patches z. B. möglichst planar sein und an
Faltenkanten nicht überblenden. Für das Hatching sind außerdem eher große als kleine
Patches zu bevorzugen, damit tendenziell eher wenige lange anstatt vieler kurzer Striche
entstehen. Um etwa gleich große und gleichförmige Patches zu erhalten, empfiehlt sich ein
uniformes bzw. im einfachsten Fall ein zufälliges Sampling der Oberfläche. Jedes Sample
fungiert anschließend als Mittelpunkt eines Patches und sämtliche Dreiecke werden unter
Berücksichtigung der obigen Randbedingungen und Blendzonen demjenigen Patch zugeord-
net, zu dessen Mittelpunkt sie den geringsten Abstand haben. Die Patches stehen somit in
enger Verwandtschaft zu Voronoi-Zellen, die bei annähernd uniformem Sampling die Form
von Sechsecken annehmen (vgl. Abb. 5.7).
Nichtsdestotrotz bleibt die Frage, wie die Patches selbst parametrisiert werden sollen. Bei der
Analyse traditioneller Handzeichnungen fällt auf, dass die durch Schraffur oder Pünktelung
angedeutete Schattierung in vielen Fällen der Objektform folgt [vgl. z. B. Steiner 2005].8
Die Erzeugung zweckdienlicher Parametrisierungen ist jedoch weder trivial noch für den
Bearbeiter der Funde zumutbar. Es muss also ein Weg gefunden werden, diese automatisch
zu generieren und dennoch intuitiv zu gestalten. Wir folgen hier der vielfach bestätigten
Einschätzung von Girshick et al. [2000] sowie Hertzmann und Zorin [2000], dass dazu
besonders das Feld der Hauptkrümmungsvektoren geeignet ist. Dies ist insofern doppelt
8Die Möglichkeit zur Nachempfindung dieses Effekts hätte man bei Bildraumverfahren im Allgemeinen nicht.
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günstig, da bei der Berechnung der Krümmungswerte die Hauptkrümmungsvektoren
praktisch als Nebenprodukt mit abfallen und somit keinen zusätzlichen Rechenaufwand
verursachen. Problematisch ist jedoch, dass das Vektorfeld auf gescannten Objekten wegen
des Messrauschens viele divergente Punkte, d. h. zahlreiche Wirbel aufweist. Eine Glättung
dieses Vektorfeldes scheint also unerlässlich. Basierend auf der Arbeit von Vix [2008] haben
wir dazu auf der CAe-Konferenz in London eine Methode vorgestellt, die direkt auf den
bereits vorberechneten Patches operiert [Hörr et al. 2010b] und somit gegenüber dem
Verfahren von Praun et al. [2001] nur geringen zusätzlichen Implementierungsaufwand
erfordert.
Sei |κ1| ≥ |κ2| und sei k(p) die zu κ1 korrespondierende Hauptkrümmungsrichtung an
einem bestimmten Vertex p, dann ergibt sich der repräsentative Hauptkrümmungsvektor
für einen Patch P (der sogenannte „Patch-Vektor“) aus der Gleichung
k¯(P) = ∑
p∈P
|κ1(p)− κ2(p)| · k(p). (5.21)
Obwohl auch eine einfache Durchschnittsbildung aller Hauptkrümmungsvektoren möglich
gewesen wäre, wollen wir den Patch-Vektor mit dem Gewichtungsfaktor |κ1(p)− κ2(p)|
deutlicher an etwaigen Faltenkanten – egal ob konvex oder konkav – ausrichten. Dies ist
eine wichtige Voraussetzung für die Erzeugung eines möglichst intuitiven Vektorfelds. Da
nicht alle k(p) notwendigerweise in dieselbe Richtung zeigen, müssen einige von ihnen
möglicherweise invertiert werden, um ein gegenseitiges Auslöschen zu verhindern.
P
Pi
ci
k¯(P)p
k′(p)
N (P)
Abbildung 5.7: Patch-basierte Glättung des Feldes der Hauptkrümmungsvektoren.
Die Patch-Vektoren geben nun grob den Fluss des Vektorfeldes vor, dazwischen muss inter-
poliert werden. Sei dazu N (P) die Menge von P und seiner Nachbarpatches, dann berechnet
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sich der neue geglättete Hauptkrümmungsvektor am Vertex p wie folgt (Abb. 5.7):
k′(p) = ∑
Pi∈N (P)
1
||ci − p|| ·
k¯(Pi)
||k¯(Pi)||
(p ∈ P). (5.22)
Die normierten Repräsentanten k¯(P) werden hier zusätzlich mit dem Abstand zwischen p
und ci (dem Mittelpunkt des Patches Pi) gewichtet.
Allgemein lässt sich sagen: Je größer die Patches gewählt werden, desto glatter wird das
Vektorfeld. Auch wenn die Glättungsprozedur für kleinere Patches ggf. mehrfach wieder-
holt werden kann, sind dennoch größere Patches zu empfehlen, weil nur dadurch die
gewünschten längeren Striche entstehen können.
Auch bzw. gerade bei schraffierten Bildern kann ein Curvature Shading die visuelle Qualität
erstaunlich verbessern. Abbildung 5.8(c) zeigt das überaus ästhetische Zusammenspiel
von Objektraumschraffur, Vektorfeldglättung und Krümmungsschattierung. Der Gewinn
gegenüber den klassischen Bildraumverfahren ist enorm.
(a) (b) (c)
Abbildung 5.8: Verschiedene Schraffurstile auf einer modernen hawaiianischen Tikifigur: (a) Striche
im Bildraum, (b) Punkte im Bildraum und (c) Striche im Objektraum mit Krümmungsschattierung.
Man beachte die hohe Detaildichte an den Zähnen und dem Sockel.
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5.6 Abwicklungen
Die bisher beschriebenen Renderingverfahren ermöglichen bereits eine schnelle und optisch
ansprechende Abbildung der Objekte. Sind für ein Objekt mehrere Ansichten notwendig,
können diese nun in Sekundeschnelle berechnet werden. Allein darin zeigt sich ein gewalti-
ger Vorteil gegenüber den Handzeichnungen, bei denen der Aufwand mit jeder weiteren
Abbildung linear wächst. Unabhängig davon besteht andererseits ein Nachteil von Abbildun-
gen mit mehreren Ansichten darin, dass der unmittelbare optische Zusammenhang verloren
gehen kann. In der Archäologie wird deshalb in einigen wenigen Ausnahmesituationen
eine Abwicklung dargestellt, sodass alle Merkmale auf einmal sichtbar werden. Selbst für
erfahrene Zeichner stellt diese Aufgabe eine enorme Herausforderung dar, denn die korrekte
Darstellung verzerrter Teile ist ohne technische Hilfsmittel nahezu unmöglich.9 Liegen die
Objekte nun als virtuelle 3D-Modelle vor, gestaltet sich die Abwicklung deutlich einfacher.
Das Objekt kann problemlos „aufgeschnitten“ und anschließend einer klar definierten
Koordinatentransformation unterzogen werden.
Am einfachsten lässt sich eine zylindrische Abwicklung realisieren. Sie beruht prinzipiell
auf der bijektiven Abbildung von kartesischen auf Zylinderkoordinaten. Dazu ist zunächst
für alle Punkte die Entfernung zur Rotationsachse zu berechnen. Analog zum OpenGL-
Standard verwenden wir dafür die nach oben zeigende y-Achse. Für den Radius r ergibt sich
über den Satz des Pythagoras r =
√
x2 + z2. Nehmen wir nun an, der Winkel ϕ überstreiche
das Intervall (−pi,+pi], dann gelten die folgenden drei äquivalenten Gleichungen:
ϕ =
arccos xr für z ≥ 0− arccos xr für z < 0 (5.23a)
ϕ = (sgn z + 1− | sgn z|) · arccos x
r
(5.23b)
ϕ =
2 · arctan zr+x für r + x 6= 0pi für r + x = 0 (5.23c)
Die kartesischen Koordinaten der Abwicklung sind dann trivialerweise
(x′, y′, z′)> = (r˜ · ϕ, y, r)>. (5.24)
Die „Länge“ der Abwicklung, d. h. die Skalierung in x-Richtung steht in direktem Zusam-
menhang mit dem vermeintlich repräsentativen Radius r˜. Ob dafür der minimale, mittlere
oder maximale Radius gewählt wird, kann dem Bearbeiter überlassen werden und hängt
9Für die Übertragung plastischer Verzierungen hat sich hier der Einsatz von Zigarettenpapier bewährt.
Wirklich hochwertige Illustrationen sind damit jedoch nicht zu realisieren.
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davon ab, wo die Verzerrung am geringsten sein soll. Die Transformation ist im Allgemeinen
jedoch weder winkel- noch flächentreu und je nach Objektform können die auftretenden
Verzerrungen recht erheblich sein.
S
s
α
r1
r2
h
S
r′
ϑ
ψ
Abbildung 5.9: Abwicklung eines Kegelstumpfmantels.
Da sich viele Gefäße aus ungefähr konischen Grundprimitiven zusammensetzen, sind eine
oder mehrere polare Abwicklungen oftmals besser geeignet (Abb. 5.9). Für die korrekte
Abwicklung eines Kegelstumpfs müssen dessen Höhe h, der Öffnungswinkel α und der
untere und obere Radius r1 und r2 bekannt sein.10 Die Grund- und Deckfläche werden durch
zwei vom Benutzer einstellbaren Schnittebenen bei y = y1 bzw. y = y2 definiert, sodass sich
h = y2 − y1 ergibt. Die Radien der beiden entstehenden Schnittfiguren können über eine der
Methoden
1. arithmetisches Mittel aller Punktabstände zur y-Achse,
2. Median aller Punktabstände zur y-Achse,
3. Radius des optimalen Ausgleichskreises (vgl. Abschnitt 4.3)
approximiert werden. Mithilfe der Höhe h und des Strahlensatzes ergibt sich dann auch der
Öffnungswinkel α:
α = 2 · arctan r1 − r2
h
. (5.25)
Ob nun Kegel oder Kegelstumpf, die Abwicklung erfolgt stets um die Kegelspitze S herum.
10Im Folgenden gelte o. B. d. A. r1 > r2.
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Deren y-Koordinate lässt sich ebenfalls über den Strahlensatz berechnen:
yS − y1
r1
=
h
r1 − r2 (5.26a)
yS = y1 + r1 · hr1 − r2 (5.26b)
Schließlich muss noch der Öffnungswinkel ψ des abgewickelten Mantels berechnet werden.
Dazu sei s =
√
r12 + (yS − y1)2 die Länge der Mantellinie des gesamten Kegels. Der äußere
Kreisbogen der Abwicklung ist gleich dem Umfang der Grundfläche, also 2pir1. Damit ergibt
sich unmittelbar das Verhältnis
ψ
2pir1
=
360◦
2pis
(5.27a)
ψ = 360◦ · r1
s
(5.27b)
ψ = 2pi · sin α
2
. (5.27c)
Die Oberflächenpunkte seien nun wieder in Zylinderkoordinaten (ϕ, y, r)> gegeben. Die
Polarkoordinaten der 2D-Abwicklung seien (ϑ, r′)>. Zunächst ist leicht die Beziehung
ϑ = ψ2 · ϕpi = ϕ · sin α2 zu sehen, aber auch r′ =
√
r2 + (yS − y)2 liegt auf der Hand. Analog
zum zylindrischen Fall muss die polare Abwicklung ebenfalls nicht komplett planar sein,
denn der Abstand d zur idealen Mantelfläche kann erneut in der z-Koordinate kodiert
(a) (b)
Abbildung 5.10: (a) plastische Verzierungen auf einer Terra-Sigillata-Schale, (b) konische Abwicklung
ohne den Standfuß.
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werden. Somit ergeben sich schließlich die neuen kartesischen Koordinaten als x
′
y′
z′
 =
 r
′ · sin ϑ
r′ · cos ϑ
d
 =

√
(x2 + z2) + (yS − y)2 · sin(ϕ · sin α2 )√
(x2 + z2) + (yS − y)2 · cos(ϕ · sin α2 )
d
 . (5.28)
In Abbildung 5.10 sehen wir das Ergebnis einer solchen konischen Abwicklung anhand
einer partiell erhaltenen römischen Terra-Sigillata-Schale. Die Verzierungen der Außenseite
sind vollständig und nahezu verzerrungsfrei dargestellt. Eine solche Abbildung benötigt
zwar durchaus einigen Platz, gegenüber vier separaten seitlichen Ansichten ergibt sich
aber trotzdem eine Einsparung. Angesichts ihres Nutzens und der hervorragenden Abbil-
dungsqualität ist zu erwarten, dass die Anzahl der abgebildeten Abwicklungen im Zuge der
3D-Funddokumentation deutlich zunehmen wird.
5.7 Validierung in der Praxis
Wie wir eingangs besprochen haben, ist eine objektive Bewertung der Güte von NPR-
Verfahren selbst dann noch schwierig, wenn auf ein bestimmtes Anwendungsfeld Bezug
genommen wird. Dennoch wollen wir diesen letzten Abschnitt nutzen, um zu zeigen, dass
und wie die in dieser Arbeit entwickelten Stilisierungen bereits mit großem Erfolg in der
archäologischen Praxis eingesetzt werden. Andererseits soll auch selbstkritisch hinterfragt
werden, ob die in Abschnitt 5.1 definierten Ziele erreicht wurden.
Allgemeine Bemerkungen zur 3D-Funddokumentation
Der 3D-Scanner am Dresdner Landesamt für Archäologie befindet sich nun seit fast sechs
Jahren praktisch im täglichen Einsatz (vgl. Abschnitt 1.4). Mit der Entwicklung und Im-
plementierung der in diesem Kapitel vorgestellten Stilisierungen wurde begonnen, kurz
nachdem die ersten Funde digitalisiert waren. Dabei fand besonders in der Anfangszeit ein
reger Austausch von Ideen statt und von Seiten des LfA wurden in regelmäßigen Abständen
Evaluierungen zu Praxistauglichkeit und Bedienbarkeit durchgeführt. Aus dieser ergiebigen
Zusammenarbeit ist schließlich die Dokumentationssoftware TroveSketch hervorgegangen.
Für den ersten Prototyp wurden einige Vertreter der in Abschnitt 5.2 vorgestellten Strichzeich-
nungstechniken sowie einfache Beleuchtungsmodelle implementiert. Die damit erzielten
Resultate wurden jedoch noch als unbefriedigend eingeschätzt, weshalb sich die Entwick-
lungstätigkeit fortan auf die weiter unten vorgestellten Schattierungsmodelle konzentrierte.
Darüber hinaus wurden Funktionen zur automatisierten Ausrichtung, Vermessung, Gefäß-
abwicklung und ein Profileditor integriert (vgl. ausführlich Kapitel 6). Seit Mitte 2007 ist
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TroveSketch nun fester Bestandteil der 3D-Funddokumentation am LfA und wird seit 2008
auch kommerziell vertrieben. Mit Stand vom Frühjahr 2011 wird die Software in Verbindung
mit unterschiedlichen 3D-Scannern in drei archäologischen Landesämtern, einer Abtei-
lung des Deutschen Archäologischen Instituts und zwei unabhängigen Grabungsfirmen
eingesetzt.
Ursächlich für den beginnenden Siegeszug dieser neuen Form der Funddokumentation
ist eine Vielzahl verschiedener Faktoren. Tatsächlicher Auslöser für die Anschaffung eines
Digitalisierungssystems sind aber meistens weniger die in der hiesigen Arbeit oft betonten
Vorteile, sondern vielmehr die drohende Handlungsunfähigkeit aufgrund der Einsparung
von Zeichnerstellen. Selbsterklärend und unstrittig ist aber gleichermaßen, dass die Genau-
igkeit der gerenderten Ansichten um ein Vielfaches höher ist als die von Handzeichnungen.
Darüber hinaus ist gerade bei den Schattierungsmodellen, insbesondere bei dem von uns
favorisierten Curvature Shading mit Beleuchtungsanteil eine Objektivität gegeben, die von
einem menschlichen Bearbeiter niemals hätte erreicht werden können. Somit eröffnet sich
zum ersten Mal die Möglichkeit, Fundobjekte anhand von Bildern objektiv miteinander zu
vergleichen.
Allein in Dresden wurden bisher ca. 5000 Fundobjekte sämtlicher Materialien und Größen
digitalisiert. Viele Fundstücke, allen voran solche mit komplexen Oberflächen, filigranen
Verzierungen oder organischem Material hätten mit der traditionellen Methode nur unter
ungerechtfertigt hohem Aufwand dokumentiert werden können. Es stellte sich bald heraus,
dass es sich lohnt, nicht nur prestigeträchtige Objekte, sondern auch alltägliche Massenware
zu scannen [z. B. Hardt 2009]. An einem 8-Stunden-Arbeitstag können von einer Person 10
bis 15 durchschnittliche Fundstücke digitalisiert und aufbereitet werden. Werden Aufnahme
und Modellierung von zwei Personen parallel durchgeführt, kann sich der Durchsatz sogar
nahezu verdoppeln.
Bisher haben hauptsächlich die hohen Anschaffungs- und Betriebskosten für die Digitalisie-
rungshardware sowie der Mangel an ausgebildetem Bedienpersonal verhindert, dass sich die
computergestützte Dokumentation in der Archäologie flächendeckend durchsetzen konnte.
Wir sind dennoch der Meinung, dass sie die traditionellen Handzeichnungen über kurz
oder lang ersetzen oder zumindest in großem Umfang ergänzen wird. Dazu wird es aller-
dings trotz der zahlreichen angesprochenen Argumente noch einiger Überzeugungsarbeit
bedürfen, da ein solches System nach wie vor die finanziellen Möglichkeiten der meisten
archäologischen Institute und Museen übersteigt. Hier wäre ggf. zu prüfen, ob die knappen
Ressourcen in regionalen, z. T. auch länderübergreifenden Kompetenzzentren gebündelt
werden können.
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Praktische und technische Aspekte
Abschließend wollen wir Fragen diskutieren, die sich im Laufe der Jahre in der täglichen
Praxis ergeben haben.
In einigen Publikationsreihen war es aus Gründen der Einheitlichkeit notwendig, den händi-
schen Abbildungsstil beizubehalten, obwohl eine Dokumentation mit gerenderten Ansichten
möglich und auch erstrebenswert gewesen wäre. In solchen Fällen behalf man sich am
LfA oft damit, besonders schwierig und aufwändig zu zeichnende Objekte zunächst einzu-
scannen und zu rendern und diese Abbildungen dann als Vorlage für eine Handzeichnung
zu benutzen. Hier ergab sich trotz des zusätzlichen Aufwands praktisch immer eine Zeit-
ersparnis. Darüber hinaus hatten wir so die Gelegenheit, die gerenderten Bilder direkt mit
den Handzeichnungen zu vergleichen. In Abbildung 5.11 ist ein solcher Vergleich dargestellt.
Zum einen ist zu erkennen, dass aus der gerenderten Ansicht auch Informationen über
die Oberflächenbeschaffenheit am Bauch der Kanne abzulesen sind. Diese wirken weder
irritierend noch unnatürlich. Im Vergleich der beiden Handzeichnungen offenbaren sich
jedoch gravierende Unterschiede bei der Art der Darstellung und der Genauigkeit.
(a) (b) (c)
Abbildung 5.11: (a) händische Zeichnung ohne Vorlage, (b) händische Zeichnung unter Zuhilfe-
nahme der gerenderten Ansicht (c). Man beachte die unterschiedlichen Stilisierungen bei der Schnur-
verzierung, die geringere Informationsdichte sowie die Ungenauigkeiten in der Handzeichnung.
Die Verwendung von Graustufen für die objektive Darstellung von Details und die Ver-
mittlung eines plastischen Gesamteindrucks gehen klar zu Lasten des Kontrastes. In der
Tat sind Bruchkanten und sonstige Merkmalslinien in der Handzeichnung auf den ersten
Blick deutlich besser zu erkennen (Abb. 5.12). Dieser Effekt verstärkt sich sogar noch, wenn
die Abbildungen nicht am Bildschirm betrachtet, sondern ausgedruckt werden. Bei den
meisten Geräten werden die Graustufen dann durch Dithering simuliert, wodurch sich
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(a) Traditionelle Zeichnung (b) Gerenderte Ansicht
Abbildung 5.12: Vergleich anhand einer Tafel für ein komplettes Grabinventar.
die effektive Auflösung um den Faktor von ca. 3 bis 4 verringert. Im Ergebnis führt dies
zuweilen zu weiterer Unschärfe, insbesondere wenn die Druckauflösung unter 600 dpi liegt
und die Abbildungen maßstäblich verkleinert wurden. Die Publikationen des LfA werden
jedoch mehrheitlich mit 2400 dpi gedruckt, sodass hier keine visuelle Qualitätsminderung
zu beobachten war.
Bei der Frage nach der Akzeptanz der gerenderten Ansichten haben wir die Erfahrung
gemacht, dass diese von jungen Archäologen tendenziell deutlich weniger kritisiert werden
als von älteren. Offenbar haben Menschen, die mit multimedialen Inhalten groß geworden
sind weniger Schwierigkeiten, computergenerierte Inhalte „korrekt“ zu lesen, während sich
über Jahrzehnte ausgeprägte Sehgewohnheiten nur noch schwer grundlegend verändern
lassen.
Darüber hinaus sollten für die Beurteilung der Güte von Stilisierungen keine Einzel-
abbildungen herangezogen werden. Abbildung 5.12 zeigt eine Gegenüberstellung von
klassischer und gerenderter Darstellung für ein komplettes Grabinventar. Rückschlüsse
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auf die tatsächliche Beschaffenheit der Objekte lassen sich in beiden Varianten erst dann
ziehen, wenn mehrere Objekte nebeneinander betrachtet werden. So ist z. B. die raue Ober-
flächenstruktur von Gefäß 3 in der gerenderten Ansicht sogar besser als solche zu erkennen,
während es sich in der Handzeichnung auch um eine Codierung für Materialeigenschaften
oder eine sonstiges Schattierung hätte handeln können.
Über die Jahre hinweg haben sich am LfA vor allem die folgenden beiden Schattierungs-
modelle etabliert. Für Keramiken und insbesondere Steinartefakte wird mittlerweile nahezu
ausnahmslos das Curvature Shading mit Beleuchtungsanteil verwendet. Die Oberflächen-
merkmale dieser Objekte liegen meistens in der Größenordnung der lateralen Auflösung des
Scanners (also etwa zwischen 0.1 und 1 mm), sodass sie von der Krümmungsanalyse in der
Regel gut erfasst werden können. Außerdem empfindet die subtile Beleuchtung die oft matte
Erscheinung des Rohmaterials gut nach. Für Holz- und Metallgegenstände sind hingegen
eher makroskopische Eigenschaften interessant, sodass meistens ein reines Hemisphere
Lighting mit starkem Kontrast, z. B. nach Gleichung (5.11) mit γ = 2 bevorzugt wird. Je nach
Erhaltungszustand ist das Holz entweder so glatt, dass ein Curvature Shading nur Mess-
rauschen hervorheben würde oder die Oberfläche ist so zerklüftet, dass deren Struktur die
Gesamtform visuell dominieren würde. Ähnliche Phänomene treten auch bei korrodierten
Metallen auf. Zur Verdeutlichung der Materialeigenschaften wird dann gelegentlich sogar
ein Glanzeffekt angedeutet.
Die Anzahl der Publikationen, in denen die computergestützte Funddokumentation zum
Einsatz kam, ist zwar nach wie vor überschaubar, jedoch zeigen die bisherigen Artikel, dass
hinsichtlich der Zielgruppe keinerlei Einschränkungen zu erwarten sind. Besonders gern
werden prestigeträchtige Einzelobjekte in populärwissenschaftlichen Magazinen mit den
neuartigen Darstellungsweisen in Szene gesetzt [z. B. Lindinger 2007; Elburg 2008; Hemker
2008; Lindinger 2009], aber auch Fachbeiträge zu Grabungen und Methodologie sind bereits
erschienen [Lindinger und Hörr 2008; Conrad et al. 2009; Innerhofer und Lindinger 2010].
Für die Zukunft erwarten wir, dass darüber hinaus komplette Materialvorlagen mit der
Unterstützung von TroveSketch entstehen. In der Magisterarbeit von Hardt [2009] wurde
schließlich erstmals der Beweis erbracht, dass die Funddokumentation mit gerenderten
3D-Scans schneller, objektiver und vor allem von höherer Qualität ist.

Kapitel 6
Morphometrische Analyse von Gefäßen
Zusätzlich zur bildlichen Dokumentation im Tafelteil werden im Katalogteil einer Material-
vorlage weitere wichtige Informationen zu den Fundobjekten angegeben. Neben der An-
sprache und Inventarnummer sind insbesondere die kennzeichnenden Eigenschaften ver-
merkt. Je nach Fundgattung kann es sich dabei um Informationen zu Rohmaterial, Verzie-
rungen, Bearbeitungs- und Brandspuren, Farbe, Erhaltungszustand, Formeigenschaften oder
Maßen handeln. Hier offenbart sich ein weiterer entscheidender Vorteil der dreidimensio-
nalen Digitalisierung, denn zumindest das Vermessen kann nun berührungslos und mit
höchster Genauigkeit im virtuellen Raum erfolgen. Wird eine Fundgattung mit einigermaßen
konstanten Formparametern untersucht, lässt sich mithilfe von Automatisierung nicht nur
ein beträchtlicher Geschwindigkeitsgewinn erzielen, es können darüber hinaus auch Maße
abgenommen werden, die man früher hauptsächlich aus Zeitgründen ignorieren musste.
Wir beschränken uns in dieser Arbeit auf die Analyse keramischer Gefäße aus der Bronzezeit,
prinzipiell kommen Ansätze zur Automatisierung aber auch für Faustkeile [Saragusti et al.
2005; Grosman et al. 2008; Iovit¸a˘ 2009], Speerspitzen [Rovner 2006; Chapman et al. 2006]
oder Münzen [Kampel et al. 2009] in Frage. Für die morphometrische Analyse müssen die
Gefäße zunächst einheitlich ausgerichtet werden. Zu Beginn stellen wir deshalb Ansätze zur
automatischen Ausrichtung an der Rotationsachse und der Standfläche vor. Anschließend
werden Probleme bei der Profillinienberechnung diskutiert. Für die Analyse und Interpretati-
on der Profilform führen wir dann ein zylindrisches Gitter ein, das deren Berechnung enorm
beschleunigt und vereinfacht. Im letzten Schritt extrahieren wir aus diesen Profilkurven
diskrete Merkmale, die letztlich für die automatisierte Klassifizierung im Teil II dieser Arbeit
herangezogen werden.
6.1 Automatische Ausrichtung
Bevor die eigentliche Formanalyse beginnen kann, müssen die Gefäßmodelle in eine de-
finierte Lage transformiert werden. Die Ausrichtung erfolgt entweder an der Standfläche,
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der Rotationsachse oder selten an der Mündungsebene. Im Idealfall steht die Rotations-
achse senkrecht auf der Basis und der Mündungsebene, jedoch kann es aufgrund von
Herstellungstechnik, Fehlbrand oder Lagerung zu Verformungen gekommen sein. Wäh-
rend für die bildliche Dokumentation in aller Regel die Ausrichtung an der Standfläche
bevorzugt wird, ist die Ausrichtung an der Rotationsachse für die automatische Vermessung
mindestens genauso gut geeignet. In jedem Fall ist sie eine notwendige Alternative, wenn
der Gefäßkörper nur unvollständig erhalten ist.
6.1.1 Ausrichtung an der Rotationsachse
Das Finden der Rotationsachse bei Rotationskörpern scheint auf den ersten Blick keine
besonderen Schwierigkeiten bereitzuhalten. Allerdings muss bedacht werden, dass es sich
bei unseren Objekten um handgemachte Keramik handelt, die vom Kriterium der Rotations-
symmetrie z. T. erheblich abweicht. Auch etwaige Anbringungen wie ausladende Griffhenkel
müssen berücksichtigt werden.
Als naiver Ansatz kommt zunächst eine Hauptkomponentenanalyse der Normalenvek-
toren in Betracht, wie sie von Karasik und Smilansky [2008] zur Detektion der Innen-
und Außenseite von Gefäßscherben verwendet wurde. Die Idee ist dabei, dass die erste
Hauptkomponente von den Normalenvektoren der Standfläche gebildet wird. In der Praxis
hat sich dieses Verfahren jedoch aus zweierlei Gründen nicht bewährt. Einerseits ist es sehr
anfällig gegenüber fehlenden Innenwänden, variabler Samplingdichte und asymmetrischen
Handhaben. Andererseits wird bei unvollständigen Gefäßen das Normalenvektorfeld so
stark beeinflusst, dass die erste Hauptkomponente sehr wahrscheinlich in eine völlig andere
als die beabsichtigte Richtung zeigt.
Die „Methode der horizontalen Schnitte“ wurde erstmalig von Halírˇ und Flusser [1997]
vorgestellt. Hierbei trägt man der Tatsache Rechnung, dass die Punktmengen, die durch
Schnitte des Objekts mit zur Rotationsachse senkrechten Ebenen entstehen, konzentrische
Kreise approximieren. Während die Ausrichtung bei Halírˇ und Flusser zwar mit visueller
Unterstützung, jedoch noch interaktiv erfolgte, schlug Halírˇ [1999] einen Automatismus
vor. Auf der Basis von M-Schätzern wird nach einer initialen Grobausrichtung pro Schnitt
ein Ausgleichskreis berechnet (vgl. Abschnitt 4.3). Die Menge aller Kreismittelpunkte wird
dann mit einer Ausgleichsgeraden approximiert, die im nächsten Iterationsschritt als neue
Rotationsachse verwendet wird. Abbruchkriterium ist ein benutzerdefinierter Schwellwert
der Winkeländerung. Wenngleich diese Idee auf den ersten Blick einsichtig ist, so ist eine
Konvergenz längst nicht garantiert.
Auf ähnlichen Beobachtungen bauen Cao und Mumford [2002] auf. Mithilfe der Plücker-
Koordinaten-Methode von Pottmann et al. [1999] wird eine initiale Achse berechnet, anhand
6.1 Automatische Ausrichtung 105
derer sich die Krümmung von dazu senkrechten Breitenkreisen mittels einfacher Vektor-
operationen ergibt. Diese Krümmung, der Normalenvektor und der Oberflächenpunkt
definieren dann eine Schmiegekugel, deren Mittelpunkt auf der Rotationsachse liegt. Die
Achse wird anschließend über eine Ausgleichsgerade verfeinert. Auch dieses Verfahren gilt
in der Praxis als wenig robust [vgl. Mara 2006; Karasik und Smilansky 2008].
Ein weiterer Ansatz versucht die Tatsache auszunutzen, dass bei Rotationskörpern die
durch einen Oberflächenpunkt und den zugehörigen Normalenvektor definierte Geraden
(„Normalgeraden“) die Rotationsachse schneiden oder zumindest in geringer Entfernung
passieren. Yacoub und Menard [1997] verwendeten dafür die Hough-Transformation, die
später auch von Helbig [2005] untersucht wurde. Abgesehen von der Anfälligkeit gegen-
über nicht rotationssymmetrischen Anbringungen ist diese Methode sehr laufzeit- und
speicherintensiv und auch sonst nicht sonderlich zuverlässig.
Die Summe der Abstände von Rotationsachse und Normalgeraden kann jedoch auch als
Optimierungsproblem aufgefasst werden. Dieses wurde zunächst von Mara und Sablatnig
[2006] untersucht und für ungeeignet befunden, allerdings kommt Kanzok [2010] unter
Einsatz des in Abschnitt 4.4 vorgestellten Partikelschwarmalgorithmus zu einer gegenteiligen
Einschätzung. Es stellte sich heraus, dass die gewünschte Achse schnell und mit akzeptabler
Genauigkeit gefunden werden kann, solange die Normalenvektoren zuvor massiv geglättet
wurden. Dies ist erforderlich, da das Messrauschen in der Oberfläche die Normalenvektoren
durchaus spürbar ablenken kann.
Karasik und Smilansky [2008] nutzen nach einer groben Vorausrichtung die Tatsache, dass
bei perfekt rotationssymmetrischen Gefäßen sämtliche Profile identisch sein müssen. Als
Qualitätsmaß für die Optimierung der Feinausrichtung wird folglich die Abweichung dieser
Profile herangezogen. Deren Berechnung erfolgt recht umständlich, allerdings führt dieser
Ansatz zu hohen Genauigkeiten, da er auf keinerlei differentielle Größen wie Normalen-
vektoren oder gar Krümmungswerte zurückgreifen muss.
Erst in jüngerer Zeit gab es Ansätze, die sich unmittelbar die Symmetrie und nicht eine ihrer
Folgeerscheinungen zu Nutze machten. Großen Einfluss hatte die Arbeit von Podolak et al.
[2006], in der erstmals auch partielle Symmetrien optimiert wurden. Wagner [2007] erweiterte
das Konzept der planaren Spiegelsymmetrietransformation auf Rotationssymmetrien und
kombinierte es später ebenfalls mit einer Partikelschwarmoptimierung. Während die obigen
Verfahren auch auf Gefäßscherben anwendbar sind oder sogar speziell für diese optimiert
wurden, ist die Ausnutzung der Rotationssymmetrie bei Scherben schwierig. Für weitgehend
vollständige Gefäße erreichten wir mit dieser Idee jedoch die besten Ergebnisse in Bezug
auf Geschwindigkeit wie auch die Robustheit gegenüber Henkeln und nicht perfekter
Rotationssymmetrie.
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Unabhängig vom gewählten Verfahren, lässt die Schätzung der Rotationsachse einen binären
Freiheitsgrad offen: die Entscheidung, ob das Gefäß kopfsteht oder nicht. Da es sich bei
Gefäßen jedoch um oben offene Hohlkörper handelt, kann mit einer einfachen Heuristik
selbst dieser Schritt automatisiert werden. Schneidet die Rotationsachse das Objekt unter-
halb des Schwerpunkts, ist die Ausrichtung korrekt, ansonsten ist eine Kippung um 180°
erforderlich.
6.1.2 Ausrichtung an der Standfläche
Für das Finden der vermeintlichen Standfläche wollen wir zunächst ein paar Überlegungen
aus der Statik voranstellen. Als Standflächen kommen prinzipiell nur solche Polygone in
Betracht, die die folgenden beiden Eigenschaften erfüllen:
1. Das Polygon ist eine zweidimensionale Facette1 der konvexen Hülle des Objekts (und
damit selbst wieder konvex). Die von diesem Polygon aufgespannte Ebene heiße
Stützebene.
2. Die lotrechte Projektion des Objektschwerpunkts in die Stützebene muss innerhalb des
Stützpolygons liegen, sonst kippt das Objekt um.
Das Kernstück jeder Standflächensuche ist also die Berechnung der konvexen Hülle, deren
Komplexität mit dem Quickhull-Algorithmus [Barber et al. 1996] in der Klasse O(n log n)
liegt (n bezeichne die Vertexanzahl). Für hochpolygonale Modelle kann selbst das zu viel
sein. Aus diesem Grund gibt man sich oft mit einer guten Approximation der konvexen
Hülle zufrieden. Denkbar wäre dafür bspw. eine Diskretisierung des Objekts in eine Voxel-
menge mittels Vertex Clustering. Alternativ könnte aber auch die Anzahl der Facetten der
konvexen Hülle beschränkt werden. Ein Wert um 100 hat sich hier empirisch als vollkommen
ausreichend erwiesen.2
Man könnte meinen, bei Gefäßen wäre das Identifizieren der Standfläche innerhalb der
konvexen Hülle kein Problem, sofern es einen standfähigen Boden gibt, denn in Frage kämen
dann auf den ersten Blick nur die gewünschte Position und eine kopfstehende Lage mit
dem Boden nach oben. Prinzipiell mag diese Annahme stimmen, da sämtliche Positionen,
bei denen die Standfläche Punkte der Generatrix enthält, zumindest in der Theorie instabil
sind. Bei polygonalen Modellen ist dies jedoch nicht der Fall. Naheliegend wäre also ein
1Da wir es hier mit polygonalen Approximationen von Objekten zu tun haben, wollen wir ein- und nulldimen-
sionale Stützfiguren ausschließen. Eine theoretische Diskussion über stabile und instabile Lagepositionen
würde hier zwar zu weit führen, die kürzliche Entdeckung des Gömböc von Várkonyi und Domokos [2006]
hat jedoch gezeigt, dass die Mathematik selbst auf diesem vermeintlich leicht zu verstehenden Gebiet noch
Überraschungen bereithält.
2Insofern ist für die Berechnung der konvexen Hülle auch der Gift-Wrapping-Algorithmus [Jarvis 1973] mit
seiner Komplexität von O(n · h) (n sei erneut die Vertexanzahl und h die Eckenzahl der konvexen Hülle)
eine Alternative.
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Test auf eine gewisse Mindestgröße, doch sobald Henkel an den Gefäßkörper montiert sind,
können auch diese „unnatürlichen“ Standflächen recht groß werden.
Fu et al. [2008] haben anhand von Alltagsgegenständen untersucht, welche geometrischen
Eigenschaften einen Einfluss auf die Existenz und die Lage von natürlichen Standflächen
haben. Allerdings ist der dort präsentierte Ansatz für unser Problem unnötig komplex.
Zur Identifizierung der natürlichen Standfläche wird es in den allermeisten Fällen ausrei-
chend sein, wie oben die Rotationsachse zu schätzen und dann diejenige Kandidatenbasis
auszuwählen, die von dieser Achse geschnitten wird.
6.2 Berechnung von Profillinien
In Fundkatalogen werden in vielen Fällen neben dem Objekt auch ein oder mehrere Profil-
schnitte mit abgebildet. Damit sollen zusätzliche Informationen bspw. zur Wandstärke bei
Gefäßen, zum Querschnitt von etwaigen Henkeln oder die Form von Steinzeugen oder
Waffen vermittelt werden. Im virtuellen Raum ist dieser Schnitt mathematisch relativ einfach
zu beschreiben, die Berechnung eines zusammenhängenden Polygonzugs hingegen gestaltet
sich aufwändig. Prinzipiell muss für jeden Schnitt die gesamte Dreiecksmenge traversiert
und der topologische Zusammenhang sichergestellt werden. Eine interaktive Visualisierung
ist insofern besonders bei hochpolygonalen Modellen mit Schwierigkeiten verbunden.
Obwohl die Berechnung der Profile im virtuellen Raum viele Vorteile hat, bringt die 3D-
Digitalisierung ein ernsthaftes Problem mit sich: Aufgrund von Selbstverdeckung können oft
nicht alle Teile eines Objekts von einem Oberflächenscan erfasst werden. Dies gilt insbeson-
dere für die Innenwände von bauchigen Gefäßen. Während kleinere Löcher softwareseitig
relativ gut geschlossen werden können, ist dies für den Gefäßinnenraum praktisch nicht
möglich. Die Visualisierungs- und Abbildungsqualität leidet darunter kaum, da die Gefäße
vornehmlich von außen betrachtet werden. Bei den Profilansichten ist jedoch das Fehlen
großer Teile praktisch nicht akzeptabel. Auf den ersten Blick scheint sich hier ein gravieren-
der Nachteil optischer Scanner zu zeigen. Tatsächlich aber ist der Sachverhalt weit weniger
dramatisch, denn auch ein Zeichner könnte die Innenwand manuell nur unter großem
Aufwand vervollständigen. Üblicherweise nimmt er dazu mit einem speziellen Messschieber
einige Punkte ab und interpoliert dazwischen. Nach demselben Prinzip ließe sich nun auch
die virtuelle Profilkurve ergänzen. Wenngleich die Rekonstruktion dann nicht exakt ist, so
steht sie der traditionellen Methode jedoch in nichts nach.
Für den speziellen Fall der Gefäßprofile lässt sich u. U. eine Vereinfachung erreichen. Hier
ist es oft so, dass die Wandstärke kaum variiert und deshalb eine automatische äquidistante
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Rekonstruktion vollkommen ausreichend ist. Selbst eine eventuell notwendige Nachbearbei-
tung am Bodenteil ließe sich dann einfacher realisieren. Da in den meisten Fällen zumindest
ein kleiner Teil der Innenwand am Gefäßrand erfasst wurde, ist die Berechnung der Wand-
stärke im Allgemeinen sehr robust. Ausgehend vom oberen Endpunkt des Polygonzugs
wird der kürzeste Abstand zu einem Liniensegment auf der Außenwand berechnet. Die
anschließende Vervollständigung der Innenseite stellt dann kein Problem mehr dar.
Gelegentlich, z. B. für Henkel- oder Silexquerschnitte, muss der Benutzer interaktiv eine
Schnittebene festlegen. Die iterative Rotation und Translation einer Standardebene ist dafür
recht unkomfortabel und auch die Markierung dreier Punkte ist oft nicht besonders intuitiv.
Da von Schnittebenen meistens erwartet wird, dass sie ungefähr senkrecht zur Oberfläche
stehen, reicht es bei Hinzuziehen der Normalenvektoren aus, lediglich zwei Punkte p1 und
p2 anzugeben. Der Ortsvektor von p1 oder p2, der Differenzvektor zwischen p1 und p2
sowie die gemittelten Normalenvektoren der beiden definieren dann eindeutig eine solche
intuitive Schnittebene.
6.3 Profilanalyse
Nachdem die Gefäße konsistent ausgerichtet wurden, kann mit der eigentlichen morpho-
metrischen Analyse begonnen werden. Wir meinen damit die Extraktion diskreter Merkmale
zum Zwecke der Gefäßbeschreibung und -klassifizierung. Auf alternative Ansätze wie die
Profillinienparametrisierung von Gilboa et al. [2004] mit dem ausschließlichen Ziel der
Ähnlichkeitsschätzung gehen wir gesondert in Kapitel 9 ein.
Die Beschreibung und Vermessung von Gefäßen erfolgt traditionell anhand eines repräsen-
tativen Gefäßprofils. Abweichungen von der unterstellten Rotationssymmetrie werden in
gewissem Rahmen toleriert bzw. ignoriert. Wir werden weiter unten noch zeigen, dass die
Merkmalserhebung an virtuellen Modellen jedoch prinzipiell genauer erfolgen kann als hän-
disch am Originalobjekt, da wegen der Effizienz der rechnergestützten Datenverarbeitung
Dutzende Profile praktisch gleichzeitig analysiert werden können.
Beschleunigung durch diskrete zylindrische Projektion
In Abschnitt 6.2 haben wir beschrieben, wie die Profile anhand von (Halb-)Ebenenschnitten
mit dem Objekt exakt berechnet werden können. Selbst wenn der topologische Zusammen-
hang keine Rolle spielt, d. h. das Profil als Menge unabhängiger Liniensegmente verstanden
wird, bleibt die Komplexität des Problems nach wie vor linear in der Anzahl der Dreiecke.
Bei der Analyse der Gefäßform sind nun aber mehrere hundert solcher Schnitte notwendig,
was bei hochaufgelösten Objekten schnell mehrere Minuten in Anspruch nehmen kann. Aus
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diesem Grund haben wir uns für eine Diskretisierung entschieden, die von den Eigenschaf-
ten Gebrauch macht, dass Gefäße im Allgemeinen annähernd rotationssymmetrisch sind
und die entscheidenden Maße i. d. R. auf der Gefäßaußenseite abgenommen werden.
Ausgehend von einem zylindrischen Koordinatensystem unterteilen wir die y-Achse in
M Schichten und die ϕ-Achse in N Sektoren („Profile“), sodass sich jeder Vertex einer Zelle
dieses (M× N)-Gitters zuordnen lässt [Hörr et al. 2007; Hörr und Brunnett 2008]. Für jede
Zelle wird nur der maximale Radius aller darin enthaltenen Vertizes vermerkt, was in der
Konsequenz einer zylindrischen Projektion inklusive lateraler Diskretisierung entspricht
(Abb. 6.1(a)). Empirische Experimente haben ergeben, dass eine vertikale Intervallbreite
von etwa 1 mm völlig ausreichend ist, sodass ein 10 cm hohes Gefäß also in 100 Schich-
ten unterteilt werden würde. Bei den Sektoren ist ein Winkeloffset von 1° ein sinnvoller
Wert. N setzen wir demnach konstant auf 360. In diesem geordneten 2 12 D-Gitter kann die
Profilanalyse nun deutlich schneller, aber trotzdem noch mit ausreichender Genauigkeit
erfolgen.
(a) (b)
Abbildung 6.1: Zylindrische Projektion (a) und Profillinienabstraktion mit dem Douglas-Peucker-
Algorithmus (b).
In früheren Arbeiten haben wir dieses zylindrische Gitter außerdem genutzt, um nicht
rotationssymmetrische Anbringungen wie Henkel, Knubben oder Füße zu identifizieren
und schließlich vom Gefäßrumpf abzutrennen [Hörr et al. 2007; Hörr und Brunnett 2008].
Dadurch mussten später bei der Profilanalyse weniger Sonderfälle betrachtet werden, da
diejenigen Profile, die eine solche Anbringung enthielten von vornherein ignoriert werden
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konnten. Obwohl dieses Vorgehen nach wie vor möglich und auch legitim ist, ist die weiter
unten vorgeschlagene Merkmalsextraktion mithilfe von Ausgleichskreisen so robust, dass
dieser Zwischenschritt sogar übersprungen werden kann.
Charakteristische Profilpunkte
Auf Gefäßprofilen lassen sich eine Reihe markanter Punkte definieren, die maßgeblich für
die Segmentierung des Gefäßes in Fuß, Boden, Bauch, Schulter, Hals und Rand sind. Diese
wurden erstmals von Birkhoff [1933] erwähnt und später an vielen Stellen aufgegriffen [z. B.
Rice 1987; Adler et al. 2001]. Im Einzelnen handelt es ich dabei um
• Punkte mit vertikaler Tangente (MIN/MAX),
• Knickpunkte (corner points, CP),
• Wendepunkte (inflection points, IP),
• den Bodenpunkt (base point, BP),
• den Mündungspunkt (orifice point, OP)
• und den Schnittpunkt mit der Rotationsachse (rotation point, RP).
Insbesondere die ersten drei können, müssen aber nicht notwendigerweise Grenzen zwi-
schen zwei Gefäßsegmenten darstellen. Ist das Gefäß einmal segmentiert, lässt es sich zu
einer Menge von geometrischen Primitiven abstrahieren [Rice 1987]. Dazu gehören im
Wesentlichen Kegelstumpf, Zylinder, Kugelschnitte, Kugelkappen und Hyperboloide. Für
die Klassifizierung haben diese Primitive jedoch nur mittelbare Bedeutung.
Merkmalserhaltendes Ausdünnen
Während der Mensch in der Lage ist, bei der Gefäßvermessung von Verzierungen und klei-
neren Anbringungen zu abstrahieren, ist dies aus algorithmischer Sicht deutlich schwieriger.
Zwar hat es in den vergangenen Jahren recht bemerkenswerte Arbeiten zur Reliefanalyse
und -extraktion gegeben [Liu et al. 2007a, b; Zatzarinni et al. 2009], diese sind allerdings
überaus komplex und rechenintensiv.3 Wir wollen deshalb einen einfacheren Ansatz verfol-
gen, bei dem die Profilkurve unter Einsatz des Douglas-Peucker-Algorithmus (DPA, vgl.
Abschnitt 4.5) merkmalserhaltend ausgedünnt wird.
Als Ausgangsdaten liegen uns die N Spalten zu je M Einträgen aus dem oben beschriebenen
zylindrischen Gitter vor. Wir gehen in der Folge o. B. d. A. davon aus, dass es zwar leere
Einträge geben kann, der beschriebene Polygonzug jedoch einfach zusammenhängend ist.4
Zunächst erscheint es naheliegend und natürlich, BP und OP als Endpunkte des auszudün-
nenden Polygonzugs zu wählen. Bereits nach einigen DPA-Iterationen zeigt sich jedoch, dass
dann nicht notwendigerweise alle charakteristischen Punkte im Ergebnis enthalten sind.
3Von Zatzarinni et al. [2009] werden bspw. 16 Sekunden für ein Modell mit 60 000 Vertizes veranschlagt.
4Entsprechende zusätzliche Ausnahmebehandlungen ließen sich ggf. leicht implementieren.
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Aus diesem Grund fügen wir vor der Ausdünnung zwei Hilfspunkte an den beiden Enden
hinzu: RP und OP′ sind jeweils die Schnittpunkte der Rotationsachse mit den horizontalen
Tangenten an BP bzw. OP. Mit RP und OP′ als Start- und Endpunkt würden sich z. B. bei
einer Amphore die anderen Profilpunkte bereits nach wenigen Iterationen ergeben: zunächst
MAX, dann BP und OP und schließlich CP oder MIN (Abb. 6.2). Als Abbruchkriterium
für die Ausdünnung haben wir 0.3 % der Profilkurvenlänge gewählt. Die damit erzeugten
Profilkurven bestehen aus 5 bis 20 Punkten (vgl. Abb. 6.1(b)).
OP′ OP
CP
MAX
RP BP
Abbildung 6.2: Abstraktion des Gefäßprofils mithilfe des Douglas-Peucker-Algorithmus.
Median- und Optimalprofil
Zumindest für den Zweck der bildlichen Dokumentation ist es sinnvoll, aus den vielen
berechneten Profilen ein repräsentatives auszuwählen. Aufgrund von Handfertigung, Fehl-
bränden und Lagerung im Boden können die Gefäßkörper z. T. deutlich verzogen sein,
sodass die Form der Profile dann stark variiert. Auch die morphometrische Analyse könnte
anhand eines einzigen repräsentativen Profils erfolgen, wobei wir später noch eine Alter-
native diskutieren werden.
Ein erster Ansatz wäre die Berechnung eines Medianprofils. Dazu werden im zylindrischen
Gitter die N Radiuswerte in jeder der M Schichten sortiert und anschließend der Median
gebildet. Die Verwendung des Medians statt des arithmetischen Mittels hat den Vorteil,
dass er äußerst robust gegenüber Henkeln oder fehlenden Teilen ist.5 Die Menge aller
dieser Mediane ergibt dann das Medianprofil. Da bei dieser Methode keinerlei Punkt-
korrespondenzen zwischen den Profilen berücksichtigt werden, kann es passieren, dass das
resultierende Profil aufgrund der Medianbildung bereits implizit geglättet ist. Dies kann
bspw. zu dem ungewollten Effekt führen, dass Knickpunkte (CP) im Medianprofil nur noch
als mehr oder weniger starke Wölbung repräsentiert sind. Aus diesem Grund definieren wir
5Selbstverständlich kann auch das untere Quartil benutzt werden. Die Unterschiede sind in den meisten
Fällen marginal.
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das sogenannte Optimalprofil als dasjenige unter allen Originalprofilen, das den geringsten
punktweisen euklidischen Abstand zum Medianprofil hat.
6.4 Gefäßsegmentierung, Maße und Indizes
Uns stehen nun die N Profile als ausgedünnte Polygonzüge zur Verfügung. Wie im folgenden
Abschnitt zu sehen, können diese leicht mit den charakteristischen Punkten aus Abschnitt 6.3
attributiert werden. Danach werden wir das Gefäß anhand dieser Punkte segmentieren und
vermessen. Die angegebenen Merkmale sind speziell für die Gefäßformen der Lausitzer
Kultur definiert worden, eine Modifikation für andere Materialgruppen sollte aber ohne
Weiteres möglich sein.
6.4.1 Berechnung der Segmentgrenzen und Interpretation
Die Unterteilung des Gefäßes in Segmente bildet die Grundlage für die anschließende
Merkmalsextraktion. Zur Vereinfachung der Beschreibung unterteilen wir das Gefäß vertikal
in Perzentile und bezeichnen das x-te Perzentil mit Px.
• Der Basispunkt (XF) markiert allgemein den Übergang von der Standfläche zur Gefäß-
wand. In der Regel ist dies der untere Endpunkt des Profils, aus Gründen der Robust-
heit gegenüber leicht gewölbten Standflächen definieren wir ihn jedoch als den Punkt
mit maximaler konvexer Krümmung unterhalb von P5.
• Der Randpunkt (XR) muss oberhalb von P95 liegen. Dort ist er entweder ein Maximum-
Punkt oder, falls ein solcher nicht existiert, der obere Endpunkt des Profils.6
• Der Bauchumbruch (X1) markiert die Grenze zwischen dem oberen und unteren
Gefäßteil bzw. genauer zwischen Bauch und Schulter. Er muss sich oberhalb von P10
befinden. Von dort aus ist er entweder der erste Maximum-Punkt oder, falls vorher ein
Wendepunkt gefunden wurde, der Punkt mit maximaler konvexer Krümmung.7 Bei
einfachen Gefäßen wie Schalen oder Näpfen ist der Bauchpunkt identisch mit dem
Randpunkt oder liegt zumindest in dessen unmittelbarer Nähe.
• Der Bodenpunkt (X0) wird nur vom Basispunkt XF unterschieden, wenn es einen Fuß
gibt. Dies ist der Fall, wenn zwischen XF und X1 entweder ein Minimum-Punkt liegt
oder der Winkel ∠XFX0X1 am Punkt mit maximaler konkaver Krümmung kleiner als
160° ist. Ansonsten gilt X0 = XF.
6Wir unterscheiden also nicht explizit zwischen Rand- und Mündungspunkt, da der Randabschluss für die
Gefäßformen der Lausitzer Kultur sehr einfach gehalten ist und kaum variiert.
7Diese Unterscheidung ist z. B. wichtig für profilierte Schalen und Tassen.
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• Der Schulter-Hals-Umbruch (X2) markiert die Grenze zwischen Schulter und Hals.
Er muss mindestens zehn Perzentile oberhalb von X1 liegen. Von dort aus werden
der nächste Wendepunkt, der nächste Minimum-Punkt und der Punkt mit maximaler
konkaver Krümmung gesucht. Der erste dieser Punkte markiert den Umbruch, sofern
der Winkel ∠X1X2XR kleiner als 160° ist. Wird kein Umbruch gefunden, setzen wir
X2 = XR.
• Der obere Halspunkt (X3) wird zwischen X2 und XR und oberhalb von P85 gesucht. Er
ist notwendigerweise entweder ein Minimum-Punkt oder, falls der untere Halspunkt
selbst ein Minimum-Punkt ist, der Punkt mit maximaler konkaver Krümmung. Es
muss gelten ||XR − X3|| < ||X3 − X2||. Kann der obere Halspunkt auf diesem Wege
nicht gefunden werden, setzen wir analog X3 = XR.
Ausgehend von diesen Punkten kann die Existenz der einzelnen Gefäßsegmente anhand
von Mindestgrößen abgeleitet werden:
• Ein Fuß ist vorhanden, wenn zwischen XF und X0 mindestens fünf Perzentile liegen.
• Ein Bauch ist immer vorhanden.
• Eine Schulter ist vorhanden, wenn zwischen X1 und XR mindestens 20 Perzentile
liegen.8
• Ein Hals ist vorhanden, wenn zwischen X2 und XR mindestens 15 Perzentile liegen.
• Ein Rand ist vorhanden, wenn X3 6= XR oder zwischen X2 und XR weniger als 15
Perzentile liegen.
6.4.2 Extraktion der Gefäßmerkmale
Mit der Definition der obigen Punkte gestaltet sich die Merkmalsextraktion deutlich ein-
facher. Bei der Auswahl und Benennung der Merkmale sind wir der Arbeit von Karstens
[1994] über die Gefäßformen des Alten Orients gefolgt, wobei es aus morphologischer
Sicht selbstverständlich einige spezifische Unterschiede zum Material der Lausitzer Kultur
gibt. Wir beginnen zunächst mit der Beschreibung der Gesamtform bzw. Komplexität des
Gefäßprofils.
1. Das Gefäß hat einen konvexen Umbruch Xcx, wenn es eine Schulter hat.
2. Das Gefäß hat einen konkaven Umbruch Xcv, wenn es entweder einen Hals oder einen
ausgewiesenen Rand hat.
8Die Mindestausdehnung von zehn Perzentilen für Schulter und Bauch wird bereits implizit bei der Suche
nach X1 und X2 garantiert.
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Andere Repräsentationsformen wie z. B. die Beschreibung der Segmentformen nach Rice
[1987] wurden wieder verworfen, da sie zu deutlich schlechteren Lernergebnissen führten.
Auch die Kodierung der Gesamtform in einem einzigen Label9 wurde zugunsten der jetzigen
Variante geändert, da ein solches Merkmal später beim maschinellen Lernen die anderen
völlig dominierte und so zu einer selbsterfüllenden Prophezeiung führte. Die Definition
von Typen mit variabler Komplexität wäre damit praktisch nahezu ausgeschlossen gewesen.
Unabhängig davon hat sich gezeigt, dass auch die nun verwendete, weniger explizite
Repräsentation gleichwertige Ergebnisse liefert.
Die folgenden Durchmesser korrespondieren mit den jeweils angegebenen Profilpunkten.
Zu deren Berechnung werden sämtliche dieser Punkte in eine zur Rotationsachse senkrechte
Ebene projiziert und darin ein Ausgleichskreis bestimmt. Mithilfe der in Abschnitt 4.3
erwähnten L1-Schätzung ließe sich dann auch relativ leicht eine Unabhängigkeit gegenüber
nicht rotationssymmetrischen Anbringungen sicherstellen.
3. Sofern ein Fuß vorhanden ist, wird der Fußdurchmesser DF am Basispunkt XF abge-
nommen.
4. Der Bodendurchmesser D0 wird am Bodenpunkt X0 abgenommen.
5. Der Bauchdurchmesser D1 wird am Bauchumbruch X1 abgenommen. Falls es keinen
konvexen Umbruch gibt, ist er identisch mit dem Randdurchmesser.
6. Der untere Halsdurchmesser D2 wird nur angegeben, wenn es einen konvexen Um-
bruch gibt. Er wird dann am Schulter-Hals-Umbruch X2 abgenommen, der wie oben
erwähnt allerdings identisch mit dem Randpunkt XR sein kann, wenn kein Hals exis-
tiert. Die Bezeichnung ist dann natürlich irreführend, erleichtert uns später allerdings
die Berechnung weiterer Merkmale.
7. Existiert ein konvexer Umbruch, wird generell auch der obere Halsdurchmesser D3
angegeben. Er wird am Punkt X3 gemessen und kann deswegen ebenfalls oft mit dem
Randdurchmesser identisch sein.
8. Der Randdurchmesser DR ist der Durchmesser am Randpunkt XR.
Obwohl die verschiedenen Durchmesser bereits implizit die ungefähre Größe des Gefäßes
vermitteln, kann es nicht schaden, das Volumen explizit und auch relativ genau anzugeben.
9. Das Volumen V beschreibt das ungefähre Fassungsvermögen des Gefäßes. Die Appro-
ximation kann relativ einfach mithilfe des oben beschriebenen zylindrischen Gitters
erfolgen, da mit dem vermerkten Radius das Volumen pro Zelle bekannt ist. Wir gehen
pauschal von einer Wanddicke von 5 mm aus, die wir vom Radius abziehen.
9Zum Beispiel „BSHR“ für komplexe Gefäße mit Bauch, Schulter, Hals und Rand (Amphoren, Terrinen,
Töpfe) oder „FBR“ für Fuß, Bauch und Rand (Fußschalen).
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10. Das normierte Volumen V ′ ist ein lineares Maß für die optische Größe eines Gefäßes.
V ′ = 3
√
V (6.1)
Die folgenden Höhenangaben geben Aufschluss über den vertikalen Aufbau und damit
letztlich auch die Funktion des Gefäßes. Die relativen Höhen wurden aus Gründen der
besseren Lesbarkeit mit dem Faktor 100 multipliziert.
11. Die Rumpfhöhe H ist der vertikale Abstand zwischen Boden und Rand:
H = h(XR)− h(X0) (6.2)
12. Die relative Fußhöhe rHF beschreibt das Verhältnis der Höhen von Fuß und Rumpf.
rHF = 100 · h(X0)− h(XF)H (6.3)
13. Die relative Bauchhöhe rH1 kodiert den Anteil des Bauchsegments am Gefäßkörper.
Sie kann auch als das Verhältnis interpretiert werden, in dem der konvexe Umbruch
den Rumpf teilt.
rH1 = 100 · h(X1)− h(X0)H (6.4)
14. Die relative Schulterhöhe rH2 gibt analog den Anteil des Schultersegments am Gefäß-
körper an.
rH2 = 100 · h(X2)− h(X1)H (6.5)
15. Die relative Bauch-Schulter-Höhe rH1,2 setzt sich zusammen aus rH1 und rH2. Damit
stellt sie das Verhältnis dar, in dem der konkave Umbruch den Rumpf teilt.
rH1,2 = rH1 + rH2 = 100 · h(X2)− h(X0)H (6.6)
16. Die relative Halshöhe rH3 beschreibt das Verhältnis der Höhen von Hals und Rumpf.
rH3 = 100 · h(X3)− h(X2)H (6.7)
Für manche Gefäßtypen ist die Unterscheidung wichtig, ob die einzelnen Segmente eine
eher sphärische oder konische Form haben. Selbiges gilt für die Stärke der beiden Umbrüche,
die entweder knickartig wie bei Doppelkoni oder sehr flau wie bei Töpfen sein können.
Zur Berechnung der Rundheit wird für das fragliche Segment bzw. den Umbruch ein
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Ausgleichskreis berechnet, dessen Durchmesser zum mittleren Durchmesser des Segments
bzw. des Umbruchs ins Verhältnis gesetzt und mit 100 multipliziert wird. Gemessen werden
im Einzelnen:
17. die Bauchrundheit CR1,
18. die Bauchumbruchstärke CRcx,
19. die Schulterrundheit CR2,
20. die Halsumbruchstärke CRcv und
21. die Halsrundheit CR3.
In der Auflistung von Karstens [1994] werden zahlreiche Maßverhältnisse angegeben, aus
denen sich die Gefäßform gut ablesen lässt. Auch hier haben wir die Werte zur besseren
Lesbarkeit mit 100 multipliziert.
22. Über den Hauptindex I lassen sich flache und hohe Gefäßformen unterscheiden.
I = 100 · max(D1, DR)
H
(6.8)
23. Der Bauch-Rand-Index I1,R kodiert die „Bauchigkeit“ des Gefäßes.
I1,R = 100 · DRD1 (6.9)
24. Der Hals-Rand-Index I2,R gibt an, ob der Hals kegel-, zylinder- oder trichterförmig ist.
I2,R = 100 · DRD2 (6.10)
25. Der Bauch-Boden-Index I0,1 ist ein Maß für die „Standfestigkeit“ des Gefäßes.
I0,1 = 100 · D1D0 (6.11)
26. Der Bauch-Hals-Index I1,2 ist das Verhältnis des unteren Halsdurchmessers zum
Bauchdurchmesser.
I1,2 = 100 · D2D1 (6.12)
Aus den Bemaßungen jedes Segments ergibt sich ein Dreieck ABC mit folgenden Eckpunkt-
koordinaten: A( 12 Dunten, h(Dunten)), B(
1
2 Dunten, h(Doben)) und C(
1
2 Doben, h(Doben)). Die Steil-
heit der einzelnen Segmente sei definiert als der Winkel der Strecke AC gegenüber der
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Rotationsachse. Dieser Winkel ist negativ, wenn Doben < Dunten. Geometrisch gesehen
setzt die Steilheit die obigen Indizes ins Verhältnis zur korrespondierenden Segmenthöhe.
Gemessen werden im Einzelnen:
27. die Steilheit der Fußwand SF,
28. die Steilheit der Bauchwand S1,
29. die Steilheit der Schulter S2,
30. die Steilheit des Halses S3 und
31. die Steilheit des Randes SR.
Schließlich werden noch vier nominale Merkmale vermerkt, die über die Form des Bodens
und etwaige Anbringungen Auskunft geben.
32. Die Bodenform Base bezeichnet einen den Werte flach, rund, omphalosartig, abgesetzt,
Standfuß oder Standring.
33. Das Merkmal Attn gibt die Anzahl der Henkel an.
34. Die Henkelform Att f ist entweder Ösenhenkel, Griffhenkel, Knubbe oder Grifflappen. Falls
kein Henkel montiert ist, wird ein spezielles Symbol für undefiniert vergeben, das sich
semantisch von unbekannt unterscheidet.
35. Der Henkelstand Attp ist einer der Werte schulterständig, wandständig, randständig,
überrandständig, unterrandständig, schulter-randständig, halsständig bzw. undefiniert, wenn
kein Henkel vorhanden ist.
Aus diesen 35 Einzelmerkmalen ließen sich die Gefäße nun mit der für die Typisierung
notwendigen Genauigkeit rekonstruieren. Folglich werden sie die Datengrundlage für die
im Teil II untersuchten Klassifikationsalgorithmen bilden.

Teil II
Automatisierte Gefäßklassifikation

Kapitel 7
Erkenntnis-,
Klassifikations- und Typentheorie
7.1 Vorbemerkungen
Obwohl Ausgrabung, Restaurierung und Dokumentation zweifelsohne die Außendarstellung
der Archäologie prägen, ist das eigentliche Ziel dieser Wissenschaft doch ein anderes:
„Presumably the primary task of archaeology is to discover and describe whatever
structure (or order or pattern or predictability) there may be in the data of
archaeology.“ [Spaulding 1982, S. 2]
Darüber sollte es in der Altertumswissenschaft eigentlich keinen Dissens geben. Die Daten-
analyse kann aber nur der Anfang der wissenschaftlichen Arbeit sein, denn erst die Ableitung
raumzeitlicher, historischer Aussagen führt zu neuen Einsichten in das Leben vergangener
Kulturen. Spauldings Postulat wirft dennoch zwei wesentliche Fragen auf: Zum einen ist der
Schritt der Schlussfolgerungen äußert kritisch, da sich Hypothesen über die Vergangenheit
in der Regel lediglich mit Indizien, aber nur selten mit Beweisen stützen lassen. Es ist
deswegen die verantwortungsvolle Aufgabe der Archäologie, zwischen Auffälligkeiten im
Datenbestand, die höchstwahrscheinlich tatsächlich ihre Ursache in antiken Verhaltens-
mustern haben und solchen, „die zwar in sich logisch, aber ohne interpretierbaren Sinn sind“
[Bernbeck 1997, S. 208], zu unterscheiden.1 Dieses Fachgebiet soll allerdings ausgebildeten
Archäologen überlassen und deshalb in der vorliegenden Arbeit nicht behandelt werden.
Zum anderen steht zur Diskussion, wie das Erkennen von Mustern erfolgen soll. Die Antwort
darauf liefert das noch junge Gebiet des Data Mining, in dem wir Spauldings Zielstellung
etwas allgemeiner formuliert wiederfinden:
„The aim of data mining is to make sense of large amounts of mostly unsuper-
vised data, in some domain.“ [Cios et al. 2007, S. 3]
1Bernbeck verweist darauf, dass besonders Verfahren, die nur die Daten an sich ohne Kontextwissen verarbei-
ten, anfällig dafür sind. Ein gutes Beispiel hierfür gibt auch Read [1982, S. 59].
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Die Gemeinsamkeiten beider Aussagen sind im ersten Moment frappierend, weil die Begriffe
„Data Mining“ und „Archäologie“ bisher kaum im selben Atemzug genannt wurden. Dabei
geht deren Verwandtschaft weit über das Metaphorische hinaus, denn der Aufgabe, dass
große Mengen unbekannter Daten auf ihre innere Struktur untersucht werden müssen,
steht man in der Archäologie relativ häufig gegenüber. Andererseits kann nach anderthalb
Jahrhunderten intensiver Forschung heutzutage nahezu immer auf ein gewisses Maß an
Vorwissen zurückgegriffen werden. Und schließlich ist die Untersuchung immer auch von
einer konkreten wissenschaftlichen Fragestellung getrieben. Um in der Terminologie des
Data Mining zu bleiben, stehen Archäologen also in der Regel vor einem halbüberwachten
Lernproblem. Auf die weitreichenden epistemologischen und methodologischen Implika-
tionen dieser Beobachtung werden wir später in den Kapiteln 8, 9 und 10 noch genauer
eingehen.
Das wichtigste Werkzeug zur Mustererkennung in archäologischen Daten ist die Klassi-
fizierung. Ihre Notwendigkeit ergibt sich unmittelbar aus der natürlichen Beschränkung des
menschlichen Denk- und Wahrnehmungsapparates, denn aus der kognitiven Psychologie ist
bekannt, dass der Mensch üblicherweise nur maximal fünf Objekte simultan wahrnehmen
kann und bei allen komplexeren Szenarien anfängt, zu zählen oder zu denken.2 Jeder wäre
also hoffnungslos damit überfordert, Hunderte, Tausende oder gar Millionen unstrukturierter
Datensätze nach (möglicherweise unbekannten) Mustern zu durchsuchen, Beziehungen
zwischen ihnen herzustellen und Schlüsse daraus zu ziehen. Klassifikationssysteme helfen
dabei, durch Zusammenfassung von Entitäten zu vermeintlich sinnvollen Gruppen die
Anzahl der zu beurteilenden Elemente und damit auch die Anzahl ihrer Beziehungen
untereinander enorm zu verringern. Das Gesamtsystem ist dann wesentlich einfacher zu
überschauen.
Ein Beispiel: Gegeben sei eine ungeordnete Menge von n = 100 Elementen. Die Anzahl
aller möglichen binären Relationen zwischen den Elementen ist äquivalent zur Anzahl
aller Kanten in einem vollständigen Graph. Sie beträgt (n2) =
n(n−1)
2 = 4950. Mit steigender
Knotenanzahl wächst die Kantenanzahl also quadratisch. Schon bei 1000 Elementen müssten
knapp 500 000 Relationen untersucht werden. Fasst man nun die Elemente der Ausgangs-
menge zu beispielsweise zehn Klassen zusammen, ist die Anzahl der Entitäten nicht nur auf
ein Zehntel gesunken, sondern die Anzahl der Relationen hat sich sogar um den Faktor 110
auf 45 verringert.
Klassifikationen sind darüber hinaus die Voraussetzung zur Begriffsbildung und deshalb
wahrscheinlich so alt wie die Menschheit selbst. Schon die Urmenschen werden grund-
legende Kategorien wie „gut“ und „böse“, „essbar“ und „nicht essbar“, „kalt“, „lauwarm“,
2Einen guten Einblick in diese Thematik bieten z. B. Halford et al. [2007] sowie die Artikelsammlung von
Cowan [2001]. Im Englischen hat sich für die Simultanwahrnehmung der Begriff subitizing [aus Kaufman
et al. 1949] etabliert.
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„warm“ und „heiß“ sowie zahlreiche Tier- und Pflanzenarten unterschieden haben – selbst
wenn sie dafür noch keine sprachlichen oder schriftlichen Entsprechungen hatten. Im
weiteren Sinne ist die Fähigkeit des Klassifizierens jedoch keine exklusive Errungenschaft des
Menschen, denn einfache, überlebenswichtige Klassifizierungsvorgänge lassen sich schon bei
primitiven Lebewesen beobachten. So nützlich und unabdingbar Klassifikationen aber auch
sind, sobald sie zum Zwecke einer Begriffssystematik verwendet werden, stellt sich immer
die Frage nach deren Naturgegebenheit und somit auch deren Wiederverwendbarkeit. So
haben zum Beispiel die Forschungen von Berlin und Kay [1969] ergeben, dass zwar elf
Morpheme für Farben existieren,3 diese jedoch nicht in jeder Kultur unterschieden werden.
Die aktuelle Debatte um die Sprache der im Amazonasgebiet lebenden Pirahã-Indianer zeigt
einmal mehr, dass uns vertraute Denkstrukturen keineswegs allgemeingültig sein müssen
und offensichtlich stark von der Umwelt geprägt sind: Laut Everett [2005] verwenden
die Pirahã nicht nur keine Farbbegriffe, sondern außerdem weder ein Zählsystem noch
eine über das Präsens hinausgehende Zeitform. Das Problem der Nachvollziehbarkeit von
Klassifikationsentscheidungen wird uns auch in dieser Arbeit noch mehrfach beschäftigen
und lässt sich mit dem folgenden Zitat treffend zusammenfassen:
Nun können unbeschadet derjenigen Verschiedenheit von Sprachwelten, die als geschichtlich
geprägt und als schwer überbrückbar zu gelten hat, die Unterscheidungen, mit denen wir die Welt
gliedern, doch auch „besser“ oder „schlechter“, der Welt mehr oder weniger angemessen sein. Es
kann in einer bestimmten Sprache „treffende“ Ausdrücke geben, die einer anderen Sprache fehlen,
so daß sie vielleicht als Fremdwörter übernommen werden. So sprechen wir im Deutschen z. B.
von „Ressentiment“, während den Franzosen ein Wort wie „gemütlich“ fehlt. Die Wissenschaft
vollends bemüht sich um eine Sprache von optimaler Angemessenheit an die Welt. Doch auch sie
kann nicht vermeiden, daß sich ihr die Dinge nicht überall von sich her als verschieden anbieten,
daß sie vielmehr auf wichtigen Gebieten (z. B. in der Sozial- oder in der Geschichtswissenschaft)
ihrerseits entscheiden muß, was sie als gleichartig und was sie als verschiedenartig ansehen und
demgemäß ansprechen will.
Die Sprache sucht sich also einerseits der Welt und ihrer sich aufdrängenden Gliederung anzu-
passen, indem sie andererseits der Welt eine Gliederung erst gibt. Die Welt „besteht“, wie schon
gesagt, nicht aus Gegenständen (aus „Dingen an sich“), die erst nachträglich durch den Menschen
benannt würden, „entsteht“ aber auch nicht erst mit der Sprache zugleich.
[aus Kamlah und Lorenzen 1996]
Als weiteres simplifizierendes Werkzeug kommt bei den meisten Klassifikationssystemen die
hierarchisierende Komponente hinzu. Aufgrund ihrer linearen Struktur mit üblicherweise
gerichteten Abhängigkeiten sind hierarchische Modelle für Menschen besser zu erfassen
als z. B. Netzwerke. Daraus leitet sich auch unser Hang zu Ordnungssystemen und die
3Das sind schwarz, weiß, rot, blau, grün, gelb, braun, orange, rosa, lila und grau. Alle weiteren Kunst- und
Mischfarben wie z. B. türkis, cyan und himmelblau werden als entweder als Teil- oder Schnittmenge dieser
Termini angesehen [vgl. Bernbeck 1997, S. 224f].
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Faszination für Schwarmphänomene wie Ameisenstaaten, das Internet im Allgemeinen und
Wikipedia im Besonderen ab.
7.2 Begriffsklärung
Bevor wir zu einer spezifischen Betrachtung des Klassifikationsproblems in der Archäologie
kommen, müssen wir die wichtigsten Begriffe präzise definieren und klar voneinander
abgrenzen.
Definition 7.1 Als Klasse oder Kategorie bezeichnet man eine Menge von Objekten, die
aufgrund gleicher oder ähnlicher Merkmale zu einer Gruppe, die sich zu anderen Objekten
deutlich abgrenzt, zusammengefasst werden.
Eine Trennung der Begriffe „Klasse“ und „Typ“ ist schwierig und wird auch von den meisten
Fremdwörterbüchern nicht vorgenommen [contra Eggert 2001, S. 139]. Zu beobachten
ist allerdings, dass Typen zumeist als zweck- oder problemorientierte Unterklassen mit
konkreter Merkmalsausprägung verstanden werden, d. h. im Gegensatz zur eher abstrakten
Natur von Klassen sollte man mit Typen generell eine bestimmte geistige Vorstellung (mental
template) verbinden können. Aus demselben Grund ist es auch eher unüblich, Typen weiter
zu unterteilen bzw. überhaupt hierarchisch zu ordnen. Spricht man von „Kategorie“, stehen
psychologische und semantische Aspekte im Vordergrund.
Definition 7.2 Unter Klassifizierung bzw. Kategorisierung versteht man den Prozess der
Einteilung einer Grundmenge in Klassen. Ebenso kann das Zusammenfassen von Objekten zu
Klassen als Klassifizierung verstanden werden.
Eggert bezeichnet den Vorgang des Klassifizierens allgemeiner als „eine Aufbereitung
des Materials in dem Sinne, dass etwas wesentlich Unstrukturiertes in etwas wesentlich
Strukturiertes verwandelt wird“ [2001, S. 122] – unabhängig davon, ob es sich um konkrete
Gegenstände oder abstrakte Phänomene handelt.
Definition 7.3 Die Klassierung bezeichnet den Prozess der Zuordnung von Entitäten zu
Klassen.
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„Klassifizierung“ und „Klassierung“ werden im Allgemeinen synonym gebraucht,4 weshalb
für erstere zuweilen auch der unmissverständliche Begriff „Klassenbildung“ benutzt wird
[Manecke 2004, S. 127]. Zwar gibt es z. B. im Englischen ebenfalls die Verben to class und to
classify, aber auch dort scheint die Unterscheidung allenfalls marginal zu sein. Gelegentlich
ist deswegen auch von sorting [Adams und Adams 1991] oder identification [Sneath und
Sokal 1973] die Rede. Von „Klassifizierung“ sollte generell gesprochen werden, wenn die
Festlegung der Klassengrenzen, also die Einteilung (separation), von „Klassierung“ hingegen,
wenn die Einordnung (assignment) im Vordergrund steht. Eine Klassierung kann eine erneute
Klassifizierung nach sich ziehen.
Definition 7.4 Ein Klassifikator ist eine Funktion, die ein Objekt einer bestimmten Klasse
zuweist, d. h. die Klassierung ausführt.
In der Literatur zum maschinellen Lernen wird anstelle von „Klassifikator“ häufig auch
der Begriff des Klassifikationsmodells gebraucht, wobei dann zumeist auf die spezifischen
Eigenschaften der Funktion Bezug genommen wird.
Definition 7.5 Eine Klassifikation ist das Ergebnis einer Klassifizierung. Sie stellt die Ge-
samtheit aller Klassen dar und wird daher oft auch als Klassensystem, Typologie oder nur
Systematik bezeichnet. Eine Begriffssystematik heißt Taxonomie.
Auch zwischen „Klassifizierung“ und „Klassifikation“ wird nicht konsequent unterschieden,
da beide Begriffe ins Englische i. d. R. mit classification übersetzt werden. Wenn aus dem
Kontext heraus nicht ersichtlich ist, welcher der Begriffe gemeint ist, sollte speziell von
classification process und classification result gesprochen werden.
Wenngleich man sich der feinen Unterschiede durchaus bewusst sein sollte, wollen wir uns
in der Hoffnung, damit die Lesbarkeit der folgenden Kapitel zu verbessern, nicht dogmatisch
an die obigen Begriffe, insbesondere den der wenig gebräuchlichen Klassierung klammern.
Dort wo es geht, werden wir auf weniger zweideutige Synonyme ausweichen.
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Wir wollen nun ohne weitere Umschweife direkt zum Problem der Klassifizierung in der
Archäologie kommen. Da es sich bei den dort zu klassifizierenden Entitäten vorrangig um
4Vgl. Eggert [2001, S. 122] contra Manecke [2004, S. 127]
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konkrete Gegenstände handelt, spricht man nahezu ausschließlich von „Typen“ und nicht
von „Klassen“. Dem Begriff des „Typs“ kann man sich auf vielen verschiedenen Wegen
nähern. In ihrer stark auf praktische Relevanz orientierten Arbeit tun sich Adams und
Adams mit einer Definition recht schwer. Sie argumentieren, dass Typen zu den komple-
xesten mentalen Konstrukten des Menschen zählen und aufgrund der Vielschichtigkeit des
Typenkonzepts formal kaum zu erfassen sind [1991, S. 63ff]. Mindestens vier Ambivalenzen
seien zu beobachten:
1. Nachvollziehbarkeit: intuitive vs. begründbare Typen,
2. Definitionsgrundlage: induktive vs. deduktive Typen,
3. Naturgegebenheit: natürliche vs. künstliche Typen,
4. Zweckorientierung: wesentliche vs. instrumentale Typen.
Es ist wenig zielführend eine „Typen-Typologie“ zu erstellen, da Typen in der Praxis zumeist
eine nicht weiter quantifizierbare Mischung aus den genannten Eigenschaften aufweisen.
Angesichts der Komplexität des Themas ist es umso erstaunlicher, dass die Anzahl der
Spezialarbeiten dazu bis heute überschaubar geblieben ist. Das kürzlich veröffentlichte Buch
von Read [2007] muss hier als positive Ausnahme gelten.
7.3.1 Versuch einer Definition
Wie unscharf das Verständnis von archäologischen Typen offenbar selbst unter Experten
ist, zeigt die Vielzahl verschiedener Definitionen, auf die man in der Fachliteratur trifft. Die
jeweiligen Schwerpunkte illustrieren darüber hinaus die höchst unterschiedlichen Heran-
gehensweisen der einzelnen Autoren an das Problem der Mustererkennung.
Eine erste Formalisierung wurde von Cormack [1971, S. 329] versucht, der Typen über
das Prinzip der „internen Kohäsion und externen Isolation“ charakterisierte. Eine weit
verbreitete, jedoch wenig reflektierte Definition ist deshalb die folgende:
Vorschlag 7.1 Ein Typ ist eine diskrete Gruppe verwandter Objekte, in der jedes Objekt ähnlicher
zu allen anderen Objekten desselben Typs ist als zu jedem Objekt eines anderen Typs. [Newcomer
und Hodson 1973, S. 90f]
Als Typ wird hier also eine Menge von Objekten verstanden, unter denen es nicht weiter
spezifizierte Verwandtschaftsbeziehungen gibt. Die Existenz eines abstrakten, diesen Typ
charakterisierenden gedanklichen Musters, also eines Proto- oder Archetyps sieht diese
Definition nicht vor. Vielmehr impliziert sie das Vorhandensein eines Maßes – genauer
einer Metrik – für Ähnlichkeiten zwischen Objekten, sodass für jedes Tripel (A, B, C) eine
der Aussagen „A ist ähnlicher zu B als zu C“, „A ist ähnlicher zu C als zu B“ oder „A
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ist zu B genauso ähnlich wie zu C“ getroffen werden kann (vgl. Kapitel 9). In dieser
Annahme manifestiert sich ein grundlegendes Dilemma von Klassifikationssystemen in der
Archäologie und darüber hinaus: Selbst wenn der Ähnlichkeitsbegriff für einen bestimmten
Typologen immer wieder aufs Neue belastbar wäre, er müsste ihn trotzdem allumfassend
definieren, quantifizieren und schließlich kommunizieren und liefe dennoch immer Gefahr,
auf einen Kollegen mit anderer subjektiver Einschätzung zu treffen.
Die obige Definition geht außerdem unnötigerweise von einem Ideal aus5 und sollte deshalb
etwas abgeschwächt werden:
Vorschlag 7.2 Ein Typ ist eine diskrete Gruppe verwandter Objekte, in der jedes Objekt zu
mindestens einem Objekt aus demselben Typ ähnlicher ist als zu allen Objekten eines anderen Typs
und in der die Mehrheit der Objekte ähnlicher zur Mehrheit der Objekte desselben Typs ist als zur
Mehrheit der Objekte aus anderen Typen. [vgl. Spaulding 1982, S. 12 und Cowgill 1982, S. 32]
Dieser Sachverhalt beschreibt nichts anderes, als dass ein Objekt A zu wenigstens einem
Objekt B aus demselben Typ ähnlicher sein sollte als zu jedem Objekt C aus einem anderen
Typ. Er erlaubt aber, dass zwei Objekte unterschiedlicher Typen zueinander ähnlicher sein
können als zu einigen Objekten aus ihren jeweiligen Typen. Damit wird implizit auch die
Existenz von Spezialfällen (Unikaten) und Mischformen (Hybriden) zugelassen und es
könnte mit den entsprechenden Ergänzungen auch eine probabilistische Typzugehörigkeit
angegeben werden. Dieses weniger scharfe Konzept scheitert dann, wenn die externe
Isolation aufgrund zu vieler Übergangstypen verloren geht oder die Typen selbst wenig
kompakt sind, die interne Kohäsion also abnimmt. Mithilfe dieser beiden Eigenschaften
lässt sich so auch eine Aussage über die „Typability“, also die „Gruppierungsfähigkeit“ der
Grundmenge bezüglich des verwendeten Klassifikators ableiten [Cowgill 1982, S. 33f].
Angesichts der genannten Schwierigkeiten wollen wir noch einen gänzlich anderen Zugang
untersuchen:
Vorschlag 7.3 Ein Typ ist eine Kombination von Merkmalen, die eine Gruppe von spezifischen
Erscheinungen kennzeichnet. [Eggert 2001, S. 133f]
Hier sind es also die Eigenschaften und nicht die Instanzen, die einen bestimmten Typ
charakterisieren. Dieser Unterschied ist durchaus bemerkenswert, da explizit die Existenz
eines Prototyps suggeriert wird.6 Die Klassierung neuer Instanzen muss damit nicht mehr
5Sie würde bereits für die eindimensionale Werteverteilung {1, 2, 3, 4, 5, 8, 9, 10, 11, 12} nur einen Typ erzeugen,
obwohl es eine deutliche Abgrenzung zwischen 5 und 8 gibt.
6Dieses Verständnis wurde bereits von Rouse [1939, S. 11] propagiert, indem er von „abstract kind of artifact
which symbolizes the group“ sprach und einen Typ allgemein als „pattern of artifact characteristics“ definierte.
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anhand einer möglicherweise willkürlichen Ähnlichkeitsfunktion, sondern kann einfach
über den Abgleich ihrer spezifischen Merkmalsausprägungen vorgenommen werden.
Es zeigt sich also, dass zu einem Typ weit mehr gehört als nur die Menge seiner Vertreter.
Welche mentalen, physischen und repräsentativen Facetten sich für einen Typ ergeben
können und sollten, wurde ausführlich von Adams und Adams [1991, S. 29ff] dargelegt und
unter dem Kunstwort „typehood“ zusammengefasst (Abb. 7.1):
1. Konzept / Begriff. Es muss ein geistige Vorstellung des Typs geben, die ihn von allen
anderen unterscheidet (Identifizierbarkeit). Weiterhin muss mit ihm eine Bedeutung
oder Funktion assoziiert werden können.
2. Beschreibung. Alle Typmerkmale müssen sich verbal oder bildlich ausdrücken lassen.
3. Definition. Eine Zusammenfassung seiner diagnostischen Merkmale (siehe Def. 7.6).
4. Label. Ein beliebiger Identifikator für kompakte Kommunikation.
5. Name. Eine mit Bedacht zu wählende Phrase, die einen Teil der Beschreibung, im
Idealfall also die diagnostischen Merkmale enthält.
6. Typvertreter. Ein Objekt, das als zu diesem Typ zugehörig klassifiziert wurde.
7. Klasse / Kategorie. Die Menge aller Typvertreter.
Facetten
eines Typs
mental
Konzept/
Begriff
Beschrei-
bung
implizite
Definition
physisch
Typ-
vertreter
repräsen-
tativ
explizite
Definition
Label
Name
Klasse/
Kategorie
Abbildung 7.1: Typehood-Konzept nach Adams und Adams.
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Der herausragende Aspekt des Typenverständnisses nach Vorschlag 7.3 besteht darin, dass
die zu klassifizierenden Instanzen nicht in allen Eigenschaften mit dem Prototyp übereinstim-
men können, sondern auch Abweichungen innerhalb einer gewissen Toleranz zugelassen
werden müssen. Es gibt also Merkmale, die das Wesen eines Typs charakterisieren und
solche, die für eine Unterscheidung irrelevant sind.
Definition 7.6 Die Basis für die Einteilung eines Materialbestandes in Typen bildet die Menge
aller für die Typengenese herangezogenen Objektmerkmale. Man bezeichnet diese auch als
diagnostische Merkmale oder Signifikatum.
Anders als z. B. in technischen Wissenschaften, in denen eine Benennung und Klassifizierung
von Entitäten oftmals eindeutig ist, besteht besonders in der Archäologie das Problem,
dass die Objekte nicht normiert sind und die Menge der diagnostischen Merkmale erst
gefunden werden muss.7 In der Klassifikationstheorie wird heute zwischen monothetischen
und polythetischen8 Typen unterschieden. Diese Differenzierung führte der Biologe und
Taxonom Morton Beckner [1959] ein, der jedoch noch von „monotypisch“ und „polytypisch“
sprach. Das heutige Begriffspaar wurde erstmals 1962 von Sneath gebraucht.9
Monothetische Typen zeichnen sich ganz im Sinne des aristotelischen Verständnisses des
Kategoriebegriffs dadurch aus, dass sich jeder von ihnen über eine konkrete Kombination
diagnostischer Merkmale ausdrücken lässt, d. h. für verschiedene Vertreter eines Typs ist
diese Kombination konstant. Im Umkehrschluss bedeutet das, dass jede neue Kombination
diagnostischer Merkmale einen neuen Typ induziert.
Im Gegensatz dazu ist bei polythetischen Typen zwar die Menge der diagnostischen Merk-
male ebenfalls vorgegeben, jedoch ist jedes davon weder notwendig noch hinreichend für
eine entsprechende Typzuordnung. Dieses Konzept wird aus philosophischer Sicht u. a.
von Wittgenstein vertreten, der am Beispiel der Familienähnlichkeit nachwies, dass sich
viele Kategorien nur unscharf beschreiben lassen.10 Formal definierte Beckner [1959, S. 22]
polythetische Typen über die folgenden drei Kriterien:
1. Jeder Typvertreter weist eine große, aber nicht näher spezifizierte Anzahl der diagnos-
tischen Merkmale des betreffenden Typs auf.
2. Jedes diagnostische Merkmal tritt bei einer großen Anzahl der Typvertreter auf.
7Die sprachliche Entlehnung aus der Medizin, wo ebenfalls nicht unmittelbar von den Symptomen auf die
Diagnose geschlossen werden kann, ist insofern durchaus passend. Der aus der Linguistik stammende Begriff
„Klassem“ ist indes in der Typentheorie weit weniger verbreitet.
8Nach lat. mono = einzig und griech. thetos = Anordnung sowie lat. poly = viel, mehr.
9Vgl. Eggert [2001, S. 136, FN 4] und Sneath und Sokal [1973, S. 20].
10Ludwig Wittgenstein: Philosophische Untersuchungen, Suhrkamp, Frankfurt am Main.
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3. Keines der diagnostischen Merkmale tritt bei allen Typvertretern auf.
Da es in der Praxis immer wieder Situationen gibt, in denen die Bedingung 3 nicht erfüllt
ist, unterscheidet Beckner außerdem eine allgemeine und strenge Polythetik.11 Sneath und
Sokal [1973, S. 21] merken an, dass streng polythetische Klassen sogar sehr selten entstehen,
da wie z. B. bei der Familie der Säugetiere ein einziges Merkmal oft eben doch hinreichend
für eine eindeutige Klassierung ist.
f1 f2 f3 f4 f5
E1 X X X X X
E2 X X X X X
E3 X X X X X
E4 X X X X X
E5 X X X X X
f1 f2 f3 f4 f5
E1 X X X X
E2 X X X
E3 X X X X X
E4 X X X
E5 X X X
Tabelle 7.1: Monothetische und polythetische Typdefinition. Ei bezeichnen Entitäten, fi bezeichnen
Merkmale.
Betrachtet man die Fülle und Vielgestaltlichkeit archäologischen Materials, erscheint die
monothetische Typdefinition auf den ersten Blick ziemlich rigide. Umgekehrt entsteht bei
polythetischen mitunter der Eindruck einer gewissen Willkür. Beobachtungen aus der archäo-
logischen Praxis zeigen recht schnell, dass den meisten Klassifikationen heutzutage a priori
das monothetische Modell zugrunde gelegt, dann aber – möglicherweise unbewusst – bei
der Klassierung polythetisch vorgegangen wurde. Die Ursachen dafür sind vor allem darin
zu suchen, dass einerseits monothetische Typen in nicht normativ organisierten Domänen
die Ausnahme sind [Clarke 1968; Adams und Adams 1991; Eggert 2001, u. v. a.] und sich
andererseits mit fortschreitender Kenntnis des Materials die Sicht auf die Daten nahezu
zwangsläufig ändert. Genauso wie es ungeeignet ist, dabei ausschließlich monothetisch
vorzugehen, sollten der Beliebigkeit bei polythetischen Klassifikationen Grenzen gesetzt sein.
Dazu reicht es meistens bereits aus, dass implizites Vorgehen explizit gemacht wird.
7.3.2 Die Typologische Debatte
Eines der ältesten heute noch verwendeten und zugleich bekanntesten Klassifikationssysteme
ist das erstmals 1735 von Carl von Linné12 vorgestellte Systema Naturæ, die Taxonomie der
Lebewesen. Darin gliederte er in einer streng monohierarchischen Ordnung die Organismen
11Im Original: „polythetisch“, wenn die Bedingungen 1 und 2 erfüllt sind und „voll polythetisch“, wenn
außerdem Bedingung 3 erfüllt ist.
12Linné ist auch bekannt als Carl Nilsson Linnæus oder Carolus Linnæus.
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der Erde nach morphologischen und physiologischen Gesichtspunkten in Gattungen, Arten
und deren übergeordnete (künstliche) Instanzen. Der heute bekannte Artenbaum13 unter-
scheidet sich vom linnéschen System in erster Linie darin, dass er versucht, phylogenetische
Beziehungen14 abzubilden (Abb. 7.2). Damit wurden u. a. neue Hierarchieebenen sowie
etliche Umgruppierungen notwendig. Bis heute sind allerdings viele Zuordnungen, sogar
bis in die obersten Verzweigungen hinein, umstritten [z. B. Cavalier-Smith 1998]. Erhalten hat
sich jedoch die Konvention zur Benennung der Arten. So setzt sich die Bezeichnung jeder Art
als Binom aus dem Gattungsnamen und einem Epitheton zusammen, z. B. Canis lupus (Wolf)
– eine Konvention, die sich in der Archäologie verständlicherweise nicht durchgesetzt hat.
Mit der Unterscheidung in Unterarten ging auch die Einführung der trinomialen/ternären
Nomenklatur einher, die nicht im Widerspruch zur linnéschen Idee steht, sondern eher
als Erweiterung angesehen werden kann. Demnach wird die Art Canis lupus in zahlreiche
Unterarten wie Canis lupus lupus (Europäischer Wolf), Canis lupus arctos (Polarwolf), Canis
lupus familiaris (Haushund) usw. unterteilt. Die letztere wurde von Linné 1758 ursprünglich
als eigene Art Canis familiaris beschrieben und erst 1993 als Unterart des Wolfes reklassifiziert.
Da allerdings die Kriterien zur Definition von Arten und Unterarten selten eindeutig sind,
entstehen über deren Anerkennung häufig Diskussionen.
Lebewesen
Prokaryota Eukaryota
Protozoa Animalia
Radiata Myxozoa Bilateria Mesozoa
Fungi Plantae Chromista
Abbildung 7.2: Ausschnitt aus der Taxonomie der Lebewesen [nach Cavalier-Smith 1998].
Trotz diverser Streitfälle ist die Taxonomie der Lebewesen ein für seine Zwecke sehr gut
geeignetes Klassifikationssystem. Seine Baumstruktur wird implizit von der Evolution
vorgegeben. Neu entdeckte Arten lassen sich z. B. mithilfe von DNA-Analysen in den
allermeisten Fällen eindeutig hinzufügen. Es ist allerdings fraglich, ob jemals ein rein auf
genetischen Vergleichen fußender Artenbaum erstellt werden kann, da das Artenkonzept
ein weitgehend empirisches ist.
Warum dieser Exkurs? Es mag überraschend sein oder auch nicht, die Debatte über das
13Vgl. dazu das umfangreiche Internetprojekt „Tree of Life“, http://www.tolweb.org/.
14Abstammungsverhältnisse, vgl. Kladistik.
132 7 Erkenntnis-, Klassifikations- und Typentheorie
Wesen des Typs in der Archäologie begann mit dem Versuch des Schweden Oscar Montelius,
das evolutionäre Prinzip auf prähistorische Objekte anzuwenden. Die von ihm entwickelte
„Typologische Methode“ [1903] hatte zum Ziel, ohne große Umwege eine Relativchronologie
von Funden anhand morphologischer und geographischer Gesichtspunkte zu erstellen.15
Montelius ging dabei von einer „Kulturevolution“ aus, bei der sich Gegenstände mit fort-
schreitender Zeit vom Einfachen zum Komplexen hin entwickeln („typologische Reihe“).
Wenngleich viele seiner Ergebnisse durch absolute Verfahren wie die Radiokarbonmethode
(14C-Datierung) bestätigt wurden, so gilt Montelius’ Ansatz heute als theoretisch widerlegt
und nicht universell einsetzbar.16 Wenn überhaupt, dann haben die Ideen der typologischen
Methode weniger zur Entwicklung des Typenkonzepts als zum Verfahren der Seriation
beigetragen.
Nichtsdestotrotz war die Biologie später noch mehrfach Ideengeber für typologische Ana-
lysen in der Archäologie. Obwohl bereits Brew [1946] vehement dagegen argumentierte,
das Artenkonzept auf archäologische Typen anzuwenden, da deren Naturgegebenheit stark
anzuzweifeln ist, hatte das Erscheinen des Buches „Numerical Taxonomy“ [Sokal und Sneath
1963; Sneath und Sokal 1973] einen großen, lang anhaltenden Einfluss auf die Typentheorie.
Das Erstellen von Taxonomien allein anhand morphologischer Kriterien unter Zuhilfenahme
computergestützter Verfahren wie der Clusteranalyse wurde in der Folge sowohl in der Bio-
logie als auch in der Archäologie heftig kritisiert und verteidigt. Adams und Adams [1991]
und auch Read [2007] weisen an mehreren Stellen auf den Nutzen und Missbrauch dieser
Idee hin, sodass wir hier auf eine ausführliche Besprechung verzichten können. Wir selbst
werden in dieser Arbeit zwar mehrfach auf Elemente der numerischen Taxonomie zurück-
greifen, allerdings immer in dem Wissen um die damit verbundenen erkenntnistheoretischen
Schwierigkeiten.
Eine weitere wichtige Debatte entfachte sich Anfang der 1950er Jahre zwischen Albert
C. Spaulding und James A. Ford. Spaulding [1953] argumentierte, dass die Muster in
archäologischen Daten absichtlich von den Herstellern der fraglichen Objekte hinterlassen
wurden und man diese mit rein statistischen Verfahren wie z. B. Histogrammanalysen
oder dem χ2-Test entdecken könne. Ford [1954] hingegen vertrat den Standpunkt, dass
Typen und Typologien hypothetische Konstrukte seien, deren Gestalt davon abhängt, welche
konkreten Fragen gestellt werden. Demzufolge wäre es also unmöglich, eine „einzig korrekte“
Typologie zu erstellen, sodass Typen generell, gerade aber bei vorgeschichtlichem Material
erschaffen und nicht entdeckt werden.17 Spaulding vertrat seine Auffassung auch später noch
gegen die Verfechter der numerischen Taxonomie. Dieser Konflikt kulminierte in dem Buch
15Eggers [1959, S. 88–105] beschreibt die typologische Methode relativ ausführlich und merkt dabei an, dass
vermutlich auch Montelius’ Kollege Hans Hildebrand für die Urheberschaft in Frage kommt.
16Siehe dazu ausführlich Eggert [2001, Kap. IX] und Hrouda [1978, S. 31f]. Weit weniger kritisch äußert sich
Schlette [1975, S. 25–29].
17Siehe dazu auch die Kunstbegriffe „emisch“ und „etisch“ [Pike 1967].
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„Essays on Archaeological Typology“ [Whallon und Brown 1982], in dem Cowgill [1982] und
vor allem Read [1982] zu der Auffassung gelangten, dass sowohl Spauldings statistischer
Ansatz als auch die numerische Taxonomie letztlich demselben Paradigma folgen, nur auf
unterschiedlichen Abstraktionsebenen.
In jüngerer Zeit wurden im Zuge des Erfolgs der digitalen Signalverarbeitung im Allgemei-
nen und von 3D-Scannern im Besonderen völlig neue Ideen präsentiert. Eine Übersicht über
frühe Ansätze rechnergestützter Klassifikationsverfahren findet sich z. B. bei Djindjian [2000,
S. 44]. Jedoch können weder die dort genannten Methoden noch die Arbeiten von Orton
[1982], Rice [1987] und Kampffmeyer et al. [1987] als wirklicher Durchbruch gelten. Der
Grund mag dafür in der zu spezifischen Betrachtung auf einzelne Projekte oder bestimmte
Materialgruppen liegen.
Eine der ersten, die die Technik der dreidimensionalen Digitalisierung direkt für Form-
analysen und automatische Klassifizierung eingesetzt haben, waren Gilboa et al. [2004].
Dort werden Keramikgefäße ausschließlich auf der Basis ihrer Randprofile verglichen.
Ähnlichkeit wird definiert als Korrelation parametrisierter Profilkurven. Diese Idee ist zwar
theoretisch durchdacht und wurde bereits erfolgreich von Adan-Bayewitz et al. [2009]
angewendet, jedoch ist sie auf Randscherben beschränkt und kann nicht als universelles
Klassifikationsparadigma verwendet werden.
In Hinblick auf das folgende Kapitel sollte erwähnt werden, dass nahezu alle bisherigen
archäologischen Forschungen auf formal unüberwachten Daten durchgeführt wurden. Das
Prognoseparadigma, d. h. Methoden des überwachten Lernens haben bisher in der Archäo-
logie kaum Anwendung gefunden. Zwar haben van der Maaten et al. [2006] Lernalgorithmen
für bildbasierte Klassifizierung von historischen Gläsern und Münzen eingesetzt, der Nutzen
dieser Arbeit ist wegen der fehlenden Methodologie und der sehr spärlichen Ergebnisse
allerdings gering. Den vielleicht größten Bezug zu den hiesigen Untersuchungen haben
Gansell et al. [2006], die mit augenscheinlich großem Erfolg Support Vector Machines zur
Bestimmung regionaler Herkunft von levantinischen Elfenbeinskulpturen eingesetzt haben.
Die Vorhersageleistung von 98 % ist insofern überraschend, da diese Skulpturen in ihrer Form
weit heterogener sind als z. B. die hier untersuchten rotationssymmetrischen Keramikgefäße.
Allerdings wurden dazu vorerst nur nominale Merkmale herangezogen.

Kapitel 8
Archäologie und Data Mining
Die enge Verflechtung von Archäologie und Data Mining ist offenbar bisher kaum erkannt
worden. Zwar kann über die Gründe nur spekuliert werden, vermutlich spielen aber inter-
disziplinäre Kommunikationsschwellen auf der einen und Formalisierungsschwierigkeiten
auf der anderen Seite die größte Rolle. Da sich die Analysewerkzeuge in archäologischen
Untersuchungen oft auf einfache Statistik beschränken, wollen wir in diesem Kapitel die
für uns relevanten Aspekte aus dem Gebiet des Data Mining nochmals rekapitulieren.
Insbesondere erscheint es uns notwendig, eine in anderen Domänen mehrfach erprobte
Methodologie zu propagieren.
Bevor wir uns aber den verschiedenen Facetten des Erkenntnisprozesses aus Sicht der Infor-
matik zuwenden, müssen wir kurz die wichtigsten Begriffe klären. Es ist selbstverständlich,
dass der Aufgabe der Mustererkennung und -interpretation auch diverse Vor- und Nachver-
arbeitungsschritte wie die Datenauswahl, -extraktion und -aufbereitung zuzurechnen sind.
Für die Gesamtheit dieses Prozesses hat sich im Englischen der Terminus Knowledge Disco-
very in Databases (KDD) etabliert, wohingegen das Data Mining nur die reine Anwendung
der Algorithmen zur Mustererkennung umfasst. Im deutschen Sprachgebrauch wird der
Begriff Data Mining jedoch meistens allgemeiner verwendet und bezieht die Datenvor- und
-nachverarbeitung mit ein.
Man unterscheidet nun prinzipiell zwischen zwei Problemtypen: Bei den Beschreibungs-
problemen geht es um die unüberwachte Mustererkennung, d. h. die Daten werden völlig
ohne A-priori-Information untersucht. Vorrangiges Ziel ist die Aufbereitung der Daten in
eine vom Menschen leichter erfassbare Form, z. B. in Grafiken, Tabellen oder einer Katego-
risierung. Zu diesem Zweck kommen zunächst die Standardwerkzeuge der deskriptiven
Statistik in Betracht. Oftmals geben bereits einfache Histogramme oder Streudiagramme
(scatter plots) über die Zusammenhänge in den Daten Aufschluss, aber auch klassische
Abweichungs- und Korrelationsanalysen können überaus nützlich sein. Die meisten dieser
Werkzeuge können entweder als bekannt vorausgesetzt oder mithilfe der entsprechenden Li-
teratur leicht erarbeitet werden, weswegen wir auf nähere Erläuterungen verzichten. Äußerst
beliebt ist darüber hinaus die Clusteranalyse mit dem Ziel, Datensätze mit ähnlichen Werten
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voll- oder semiautomatisch zu vermeintlich sinnvollen Gruppen zusammenzufassen. Auf
die wichtigsten Grundlagen werden wir in Abschnitt 8.3 eingehen.
Dem gegenüber stehen die Prognoseprobleme, bei denen aus den mit Vorwissen ange-
reicherten Daten ein Modell abgeleitet werden soll, das auch für neue Daten bestimmte
Merkmalswerte korrekt vorhersagen kann. Man spricht dann auch von „überwachtem
Lernen“. Das Ziel der Klassifizierung ist die Vorhersage kategorischer Daten, also die
Zuordnung zu einer bereits bestehenden Gruppe. Die Regression wird wiederum einge-
setzt, wenn numerische Werte prognostiziert werden sollen. Sie spielt in dieser Arbeit keine
Rolle.
Obwohl es sich im engeren Sinne sowohl beim Beschreibungs- als auch beim Prognose-
paradigma um „maschinelles Lernen“ handelt, wird dieser Begriff umgangssprachlich
oft nur für die zweite Gruppe und dort speziell für die Klassifizierung verwendet. Um
Missverständnisse zu vermeiden, werden wir aber ausschließlich von überwachtem Lernen
sprechen.
Dieses Kapitel widmet sich nun der Formalisierung des Erkenntnisprozesses sowie der
Methodik der beiden vorgestellten Anwendungsfelder. Dabei werden wir aus Platzgründen
weitgehend auf Details verzichten. Eine ausführlichere Diskussion der für uns relevanten
Methoden erfolgt dann in den Kapiteln 9 und 10.
8.1 Das KDP-Modell
Mit Data-Mining-Problemen wird man überwiegend in nicht normativ organisierten Do-
mänen konfrontiert. Dazu zählen neben der Finanzwirtschaft hauptsächlich die Human-,
Sozial- und Geisteswissenschaften. Gerade in diesen Anwendungsfeldern hat man es jedoch
häufig mit dem Problem der statistischen Signifikanz zu tun und über die Zulässigkeit von
Schlussfolgerungen entstehen zuweilen heftige Dispute. Deshalb ist es für eine gewissenhafte
wissenschaftliche Auswertung unerlässlich, einer vielfach erprobten Methodologie zu folgen,
um Effekte zu vermeiden, wie sie Berry und Linoff [2004, Kap. 3] ausführlich beschreiben:
„Dinge zu lernen, die unwahr sind und Dinge zu lernen, die zwar korrekt, aber unnütz
sind.“
Obwohl viele der Data-Mining-Werkzeuge schon länger bekannt und erfolgreich im Einsatz
sind, wurde an einer Formalisierung des KDD-Prozesses erst seit Mitte der 90er Jahre
gearbeitet. Fayyad et al. [1996] entwickelten zunächst das Knowledge Discovery Process (KDP)
Model, an dem wir uns in der Folge orientieren wollen. Daneben haben sich etliche weitere
Modelle mit z. T. anwendungsspezifischen Modifikationen etabliert [siehe z. B. Cios et al.
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2007, S. 11ff], die jedoch für uns von nur geringer Relevanz sind. Insbesondere in der
Industrie hat sich der CRISP-DM1 durchgesetzt.
In Tabelle 8.1 ist dargestellt, wie die einzelnen Schritte des KDP-Modells auf unsere Daten
anzuwenden sind. Deren Abarbeitung ist nicht als linearer Prozess zu verstehen, sondern
im Allgemeinen werden bestimmte Teile zyklisch wiederholt. Welche Spezifika sich dar-
über hinaus für den Prozess der Typologieentwicklung ergeben, besprechen wir später in
Abschnitt 8.5.
1. Erarbeiten und Verstehen des Anwendungsfeldes Gefäßtypologie des bronzezeitlichen Gräberfeldes
von Kötitz (Lausitzer Kultur)
2. Erstellen eines Zieldatensatzes 599 Gefäße zu je 35 Merkmalen
3. Datenbereinigung und -vorverarbeitung Ausschließen von Sonderformen, Behandeln von
Fehl- und Falschwerten
4. Datenreduktion und -projektion Auswahl vermeintlich relevanter Merkmale
5. Auswahl des Data-Mining-Paradigmas Ähnlichkeitsanalyse, überwachtes Lernen
6. Auswahl des Data-Mining-Algorithmus verschiedene (siehe Kapitel 9 und 10)
7. Data Mining deskriptive Statistik, Ähnlichkeitsanfragen, Ent-
scheidungsbäume, Konfusionsmatrizen, etc.
8. Interpretation der Ergebnisse Beheben systematischer Fehler, Revision der Ty-
pologie, Ableiten von Typdefinitionen, etc.
9. Verwendung des entdeckten Wissens Abgleich mit bisherigen Auffassungen, Ableitung
raumzeitlicher Aussagen, etc.
Tabelle 8.1: Anwendung des KDP-Modells auf unsere Daten
8.2 Datenvorverarbeitung
Nach der Sichtung des Materials, der Auswahl geeigneter Merkmale und der Datenakquisi-
tion besteht der erste technische Arbeitsschritt darin, die Datensätze zu bereinigen und zu
normieren. Hier sind in erster Linie das Aufspüren und Beheben von Falschwerten sowie
die angemessene Behandlung von echten und unechten Fehlwerten (siehe Abschnitt 9.5)
zu nennen. Außerdem können Skalentransformationen und Wertebereichsanpassungen
(Abschnitt 9.2) notwendig werden. Die weiter oben genannten statistischen Methoden geben
nicht nur Aufschluss über die innere Struktur der Daten, sie sind an dieser Stelle sogar
oftmals unabdingbar, um stark korrelierte oder redundante Merkmale zu identifizieren.
Auch das Ableiten neuer Metamerkmale aus bereits bekannten Informationen kann die
Lernergebnisse dramatisch beeinflussen.
1Cross-Industry Standard Process for Data Mining, http://www.crisp-dm.org/.
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In vielen Anwendungsfeldern ist die Datenmenge wegen der computergestützten Analysen
so umfangreich geworden, dass ihr mit traditioneller Statistik kaum noch beizukommen
ist. Dies gilt sowohl für die Anzahl der Datensätze an sich als auch für deren Länge,
d. h. die Anzahl der Merkmale. Wie wir später noch genauer darlegen werden, hat eine
Reduzierung der Dimensionalität nicht nur praktische Gründe, sondern stellt vielfach so-
gar eine mathematische Notwendigkeit dar (siehe Abschnitt 9.4.1). Zu den am häufigsten
verwendeten linearen Verfahren zählen die Hauptkomponentenanalyse (PCA), die Unab-
hängigkeitsanalyse (ICA) und die Singulärwertzerlegung (SVD). Bekannt sind außerdem
die lernende Vektorquantisierung (LVQ) sowie Fourier- und Wavelettransformationen.
Für Details verweisen wir auf die Fachliteratur [z. B. Cios et al. 2007, Kap. 7].
Aus dem Gebiet der nichtlinearen Dimensionsreduzierung haben sich vor allem die multi-
dimensionale Skalierung (MDS) und selbstorgansierende Karten (SOMs bzw. Kohonen-
netze) durchgesetzt. Im konkreten Fall der oft verwendeten Sammon-Projektion werden die
Datenpunkte mithilfe eines Optimierungsverfahrens so in einen niedrigdimensionalen Raum
projiziert, dass deren Abstandsverhältnisse bestmöglich denen aus dem ursprünglichen
Raum voller Dimensionalität entsprechen. Als Maß für die Güte der Projektion kommt die
folgende Formel zum Einsatz:
E =
1
N
∑
i=1
N
∑
j=i+1
d(xi, xj)
N
∑
i=1
N
∑
j=i+1
(d(xi, xj)− d(x˜i, x˜j))2
d(xi, xj)
(8.1)
Dabei ist d(xi, xj) der Abstand der Datenpunkte xi und xj bei voller Dimension und d(x˜i, x˜j)
der ihrer Projektionen.
In unseren eigenen Untersuchungen haben wir von den genannten Verfahren stellvertretend
PCA, ICA und MDS ausgewählt. Deren Ergebnisse, die kaum nennenswerte Unterschie-
de aufwiesen, nutzten wir allerdings hauptsächlich für Visualisierungs- und weniger für
Vorverarbeitungszwecke. In Abschnitt 11.3 zeigen wir später noch detailliert, dass wir
in bestimmten Situationen nur daran interessiert waren, überhaupt eine Clusterbildung
nachzuweisen, während die Dimensionsreduktion auf anderem Wege realisiert wurde (vgl.
Abschnitt 9.4).
8.3 Unüberwachtes Lernen
Auch das Teilgebiet des unüberwachten Lernens ist so umfangreich, dass wir hier unmöglich
auf alle Aspekte eingehen können. Es lässt sich zudem nur schwer abgrenzen, denn es gibt
keinen Konsens darüber, ob z. B. die Methoden der deskriptiven Statistik bereits zum Data
Mining hinzuzurechnen sind oder nicht. Es steht selbstverständlich außer Frage, dass bereits
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elementare Kenngrößen wie Varianzen, Häufigkeitsverteilungen, Kontingenztafeln usw.
einen enormen Erkenntnisgewinn mit sich bringen können. Wir gehen jedoch davon aus, dass
eine grundlegende statistische Analyse bei einer Datenauswertung ohnehin unverzichtbar
ist.
Ein spezielles Augenmerk wollen wir auf die Clusteranalyse legen, die seit ihrem Ersteinsatz
in der Archäologie von Doran und Hodson [1975, S. 173–185] überaus populär geblieben ist.
Sie umfasst allgemein diejenigen Verfahren, die eine Menge von ungeordneten Objekten nach
Ähnlichkeiten untersuchen und diese in Gruppen (Cluster) unterteilen oder zusammenfassen.
Dabei sind die Objekte zumeist in Form von Merkmalsvektoren gegeben und als Cluster
versteht man solche Bereiche im Merkmalsraum, die eine hohe Dichte aufweisen. Um diese
„Punktwolken“ identifizieren zu können, muss eine Funktion d(a, b) definiert werden, die
den Abstand zweier Datenpunkte misst. Dieser Problematik, die weit komplexer ist als es
zunächst den Anschein hat, widmen wir uns ausführlich in Kapitel 9. Für den Moment
nehmen wir sie als gegeben hin.
Im Laufe der Jahre wurde eine unüberschaubare Zahl von Clusteralgorithmen vorgestellt,
die sich prinzipiell in hart und weich sowie agglomerativ und partitionierend unterscheiden
lassen. Zu den „harten“ Verfahren zählt beispielsweise der k-means-Algorithmus, da er
jeden Datenpunkt genau einem Cluster zuordnet:
1. Bestimme k Clusterschwerpunkte, entweder zufällig im Merkmalsraum oder per
Auswahl aus den Instanzen.
2. Weise jede Instanz ihrem nächsten Schwerpunkt zu.
3. Berechne die Schwerpunkte anhand der Zuordnungen neu.
4. Wiederhole die Schritte 2 und 3, bis eine Konvergenz erreicht ist.
Die vorherige Festlegung auf eine bestimmte Clusteranzahl k muss hier als ernsthafter
Nachteil angesehen werden. Es mag Anwendungen geben, bei denen k von vornherein klar
ist, beim Entwickeln von Gefäßtypologien ist dies jedoch ausdrücklich nicht der Fall.
Von „weichen“ Verfahren spricht man, wenn die Clusterzugehörigkeit generell als Wahr-
scheinlichkeit angegeben wird. Ein solcher Ansatz kommt uns eher entgegen, denn er
lässt unmittelbar auch die Existenz von Übergangstypen zu. Überhaupt sollte bei der
Untersuchung von Verwandtschaftsbeziehungen die Möglichkeit von Unschärfe eingeräumt
werden.
Zusätzlich kann die Analyse unter hierarchischen Gesichtspunkten durchgeführt werden.
Unabhängig davon, ob man hierfür einen Bottom-Up- oder Top-Down-Ansatz wählt, muss
ein sogenannter Cluster-Abstand d(A,B) definiert werden. Schnell wird klar, dass hierfür
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wie auch immer geartete Repräsentanten, also die Instanzen selbst benötigt werden.2 In der
Literatur findet man die folgenden Vorschläge, wobei – wenn überhaupt – nur eine leichte
Präferenz für die Ward-Methode zu beobachten ist:
Complete Linkage: d(A,B) = max
a∈A,b∈B
d(a, b) (8.2)
Single Linkage: d(A,B) = min
a∈A,b∈B
d(a, b) (8.3)
Average Linkage: d(A,B) = 1|A| · |B| ∑a∈A ∑b∈B
d(a, b) (8.4)
Centroid-Methode: d(A,B) = d(a¯, b¯) (8.5)
Ward-Methode: d(A,B) = 11
|A| +
1
|B|
· d(a¯, b¯) (8.6)
Hausdorff-Abstand: d(A,B) = max{max
a∈A
min
b∈B
d(a, b), max
b∈B
min
a∈A
d(a, b)} (8.7)
Ein bekanntes Problem sämtlicher so definierter Abstandsmaße ist die Tatsache, dass sie nur
für mindestens intervallskalierte Daten definiert sind. Für nominale oder ordinale Merkmale
muss eine Skalentransformation durchgeführt werden, was nicht unproblematisch ist, wenn
die zuvor ungeordneten Daten in eine partielle Ordnung gebracht werden oder zumindest
deren Abstände fixiert werden müssen. Über andere Konzepte der Ähnlichkeit sprechen wir
später in den Abschnitten 9.2 und 9.3.
Für die Visualisierung der Ergebnisse der hierarchischen Clusteranalyse hat sich das Dendro-
gramm bewährt. Es handelt sich dabei um einen binären Baum, dessen Blätter die Instanzen
darstellen. Unter allen Instanzenpaaren wird zuerst dasjenige mit der größten Ähnlichkeit
(d. h. der kleinsten Distanz) ausgewählt und zu einem Cluster verschmolzen. Dabei ent-
steht ein innerer Knoten, der zusätzlich mit dem Grad der Ähnlichkeit, der „Clusterhöhe“
attributiert wird. Dieser Vorgang wird solange für alle Clusterpaare wiederholt, bis nur
noch ein Cluster übrig bleibt. Die Ordnung der Teilbäume ist dabei aus Symmetriegründen
unerheblich. Nun lässt sich interaktiv eine (nicht notwendigerweise konstante) horizontale
Trennlinie im Dendrogramm festlegen, die den Instanzenraum in Untermengen partitioniert.
Die Anzahl der Partitionen wird durch die Höhe der Trennlinie vorgegeben.
8.4 Überwachtes Lernen
Die Clusteranalyse hat neben einer zumeist komplizierten Parametrisierung (Distanzfunk-
tion, Linkage-Verfahren, Cluster-Algorithmus) das grundsätzliche Problem, dass zwar In-
2Es ist leicht einzusehen, dass die Interpretation der Cluster als abgeschlossene, aneinander angrenzende
Regionen des Merkmalsraums zu nichts führt.
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stanzen zu vermeintlich sinnvollen Gruppen zusammengefasst werden, allerdings völlig im
Unklaren bleibt, welche Merkmalskombinationen diese Gruppen jeweils charakterisieren.
So kann zwar eine neue Instanz deterministisch einem bestehenden Cluster zugeschlagen
werden, jedoch lassen sich allein anhand des Merkmalsvektors im Allgemeinen keinerlei
Rückschlüsse auf den Grund dieser Entscheidung ziehen, da bspw. auch die Lage und
Struktur benachbarter Cluster einen Einfluss darauf haben. Insbesondere tut sich die Frage
auf, wie darauf zu reagieren ist, wenn die vom Algorithmus errechnete Partitionierung nicht
mit den eigenen Erwartungen übereinstimmt. Die Möglichkeiten der Einflussnahme und
der Grad der Wiederverwendbarkeit sind jedenfalls äußerst begrenzt.
Nahezu alle angesprochenen Kritikpunkte lassen sich durch Einsatz eines gänzlich anderen
Klassifikationsparadigmas beseitigen. Das überwachte Lernen ist eine spezielle Form des
Data Mining, die Mitte der 80er-Jahre populär wurde und bis heute großen Zuspruch
erfahren hat. Allgemein bezeichnet man damit eine Klasse von Algorithmen, denen ge-
mein ist, auf der Basis gelabelter, d. h. überwachter Daten eine Funktion zum Zwecke einer
Klassifizierung oder Regression zu berechnen. Das Einbeziehen und geeignete Verarbeiten
von Expertenwissen führte dazu, dass viele Probleme, die lange Zeit als unbeherrschbar
galten, elegant gelöst und somit ganze Teilgebiete sprunghaft vorangebracht wurden. Zu den
größten Profiteuren des überwachten Lernens zählen heutzutage die Medizin (Prävention,
Diagnose, Therapie), die Finanzwirtschaft (Kursentwicklung, Bonitätsprüfung, Aufdecken
von Kreditkartenbetrug) und das maschinelle Sehen (Mustererkennung, Handschrifterken-
nung, Identifikationssysteme). In der Archäologie hat es jedoch bisher kaum Arbeiten zu
diesem Thema gegeben [van der Maaten et al. 2006; Gansell et al. 2006].
Der grundsätzliche Unterschied von überwachtem und unüberwachtem Lernen besteht
darin, dass ein Experte zumindest einen Teil der Daten vorab von Hand klassifizieren muss.
Dies ist aufwändig und erfordert zumeist eine umfassende Kenntnis der Materie. Gerade
in der Archäologie besteht zudem das Problem, dass Klassifikationsentscheidungen nicht
immer verifizierbar sind und es deswegen bei vielen Fragestellungen keinen Konsens gibt.
Insofern erscheint es auf den ersten Blick äußerst fraglich, dass überwachtes Lernen in der
Archäologie überhaupt erfolgreich sein kann.
Das überwachte Lernen besteht prinzipiell aus einer Trainings- und einer Testphase. Wäh-
rend des Trainings werden dem Lernalgorithmus verschiedene Beispiele gelabelter Daten-
sätze präsentiert, welcher wiederum versucht, daraus ein möglichst allgemeingültiges Klassi-
fikationsmodell abzuleiten. In der Testphase wird die Güte des Klassifikators eingeschätzt,
indem die prognostizierte Klasse mit der tatsächlichen Klasse abgeglichen wird. Hier ste-
hen wir bereits unmittelbar einem Dilemma gegenüber, denn einerseits sollen so viele
Datensätze wie möglich für das Training verwendet werden, andererseits wäre eine gute
Fehlerabschätzung genauso wünschenswert. Da im Allgemeinen nur wenige überwachte
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Daten zur Verfügung stehen, behilft man sich hier mit der sogenannten Kreuzvalidierung.
Bei der n-fachen Kreuzvalidierung wird die gesamte gelabelte Datenmenge zunächst zu-
fällig in n gleich große Teile partitioniert. Im Rotationsprinzip wird dann jeweils ein Teil
als Testdatenmenge und die restlichen n− 1 Teile als Trainingsdatenmenge benutzt. Die
Fehlerraten aller n Durchläufe werden anschließend gemittelt und geben so eine gute Schät-
zung darüber ab, wie der Klassifikator langfristig auf unbekannten Daten abschneidet. Noch
robustere Ergebnisse werden erzielt, wenn diese Berechnungen in mehreren Iterationen
wiederholt werden. Mit n = 10 [Kohavi 1995] stellt die Kreuzvalidierung heutzutage das
Standardverfahren zur Beurteilung der Güte von Klassifikationsverfahren dar. Der Ver-
dacht liegt nahe, dass noch bessere Schätzungen erzielt werden können, wenn n so groß
gewählt wird wie die Anzahl der verfügbaren Datensätze. Abgesehen vom enormen Berech-
nungsaufwand muss diese Leave-One-Out Cross-Validation jedoch keineswegs zu besseren
Ergebnissen führen [Witten und Frank 2005, S. 151f].
Es ist leicht einzusehen, dass die Kreuzvalidierung nur dann verlässliche Schätzungen für
den Langzeitfehler liefert, wenn die relativen Klassenhäufigkeiten später in den unbekannten
Daten identisch zu denen der Trainingsmenge sind. Dass dies tatsächlich der Fall ist, kann
im Vorhinein selbstverständlich nicht garantiert werden. Mithilfe von Expertenwissen oder
zufälliger Auswahl ist jedoch oftmals eine hinreichend repräsentative Zusammenstellung der
Trainingsmenge möglich. Bei unseren Untersuchungen zum typologischen Zusammenhang
verschiedener Gräberfelder (Abschnitt 11.5) war dies aber leider nicht der Fall. Die Einzel-
typologien ähnelten sich zwar insgesamt, im Detail traten jedoch spürbare Unterschiede auf,
weshalb die durch die Kreuzvalidierung vorhergesagten Lernraten z. T. deutlich verfehlt
wurden. Rechnet man andererseits die durch unterschiedliche Typhäufigkeiten verursachten
statistischen Effekte wieder heraus, sind der prognostizierte und tatsächliche Lernfehler
wieder nahezu identisch. Wir sehen darin ein starkes Indiz darauf, dass das betrachtete
Material zumindest der Form nach vergleichbar ist.
Während man auf die unbekannten Datensätze und deren Häufigkeitsverteilung generell kei-
nen Einfluss hat, kann man wenigstens die Zusammensetzung der in der Kreuzvalidierung
automatisch generierten Trainings- und Testmengen der des Gesamtdatensatzes anpassen.
Damit ist gemeint, dass die relativen Häufigkeiten in allen Teilmengen nach Möglichkeit
identisch sein sollten. Kann man ein solches gleichverteiltes Sampling berechnen, spricht
man von einer stratifizierten Kreuzvalidierung. Bei diesem Vorgehen verringert sich die
Varianz der Einzelergebnisse und es kann in der Tat eine weitere kleine Verbesserung er-
reicht werden [Kohavi 1995]. Der Preis dafür ist allerdings ein erhöhter Rechenaufwand
aufgrund vieler zusätzlicher Tests. Dennoch führen wir bei all unseren Experimenten eine
Stratifizierung durch.
Vom überwachten Lernen erwartet man intuitiv, dass sich die Lernleistung generell ver-
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bessert, wenn man die Trainingsmenge vergrößert. Die Geschwindigkeit, mit der diese
Verbesserung eintritt, hängt in erster Linie von der Schwierigkeit des Lernproblems ab.
Da andererseits nicht beliebig viele Trainingsdaten zur Verfügung stehen, wäre es wün-
schenswert, dass der Klassifikator ab einer gewissen Beispielanzahl die Natur des Problems
vollständig erkannt hat, sodass kein zusätzliches Training mehr erforderlich ist. Trägt man
die Anzahl der Trainingsbeispiele gegen den Lernerfolg ab, entsteht die sogenannte Lern-
kurve. Diese wird sich in der Praxis im Anschluss an einen schnellen Anstieg einer gewissen
Grenze asymptotisch annähern, die im Wesentlichen von der Mächtigkeit des verwendeten
Algorithmus und der Gruppierungsfähigkeit der Grundmenge vorgegeben wird. Zahlreiche
Beispiele für Lernkurven finden sich in Kapitel 10.
Ein bekanntes Phänomen des überwachten Lernens ist die Überanpassung (overfitting).
Insbesondere, wenn es viele Parameter gibt, diese jedoch nur wenig variieren, kann es
passieren, dass der Klassifikator die Trainingsbeispiele auswendig lernt, anstatt ein Modell
zu erzeugen, das gut auf unbekannten Daten arbeitet. Um Overfitting erkennen zu können,
muss man den Verlauf des Trainingsfehlers (der Fehler, der entsteht, wenn Trainings- und
Testmenge identisch sind) und des Testfehlers (Trainings- und Testmenge sind unabhängig)
bei jeweils steigender Beispielanzahl vergleichen. Der kritische Fall tritt dann ein, wenn
der Trainingsfehler weiter abnimmt, während der Testfehler wieder zu steigen beginnt. Die
meisten der heutigen Lernverfahren haben integrierte Mechanismen zur Vermeidung von
Overfitting, trotzdem sollte man diesbezüglich aufmerksam sein.
Die Ergebnisse des überwachten Lernens können übersichtlich in einer Konfusionsmatrix
visualisiert werden. Deren Einträge geben an, wie viele Vertreter einer Klasse A einer nicht
notwendigerweise verschiedenen Klasse B zugeordnet wurden. Für A = B war die Klassifi-
zierung korrekt, ansonsten falsch. Konfusionsmatrizen sind im Allgemeinen nicht symme-
trisch, jedoch besteht eine semantische Beziehung zwischen den Einträgen (i, j) und (j, i):
Sie geben jeweils an, wie viele Vertreter von A fälschlicherweise als B klassifiziert wurden
bzw. umgekehrt. Zwei etwa gleich große Werte deuten auf einen fließenden Übergang zwi-
schen A und B hin, während ein größeres Ungleichgewicht eher eine Inklusionsbeziehung
nahelegt. Auch transitive Abhängigkeiten können entstehen. Allgemein lassen sich über die
innere Struktur der Matrix schnell komplexe Beziehungen im Klassensystem nachvollziehen,
weshalb sie für die Einschätzung des Lernerfolgs und insbesondere für das Verständnis der
eigenen Typologie von enormer Wichtigkeit sind. Wie wir später noch sehen werden, hilft
diese abstraktere Sicht auf die Daten entscheidend, um die Typologie im Fall zahlreicher
Fehlklassifikationen zielgerichtet zu revidieren.
Aus der Konfusionsmatrix ist außerdem ablesbar, mit welcher Genauigkeit bzw. Zuverlässig-
keit die einzelnen Typen gelernt werden können. Dazu werden die folgenden vier Fälle in
Bezug auf eine bestimmte Klasse A unterschieden:
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1. True positive (TP). Ein Objekt aus der Klasse A wurde auch als A erkannt.
2. True negative (TN). Ein Objekt, das nicht zu A gehört, wurde auch nicht als A erkannt.
3. False positive (FP). Ein Objekt, das nicht zu A gehört, wurde als A erkannt.
4. False negative (FN). Ein Objekt aus der Klasse A wurde nicht als A erkannt.
Während der Testphase wird das Auftreten dieser vier Fälle für jede Klasse gezählt. Aus
diesen Werten lassen sich dann jeweils Precision (Genauigkeit, Relevanz) und Recall (Sensi-
tivität, Trefferquote) sowie einige weitere Gütemaße ableiten:
Precision =
TP
TP+ FP
, Recall =
TP
TP+ FN
.
Bezogen auf die Konfusionsmatrix gibt die Precision das Verhältnis des Eintrags (i, i) zu
allen Einträgen der Spalte i an, während sich der Recall-Wert aus dem Verhältnis von (i, i)
zu allen Einträgen der Zeile i ergibt.
8.5 Ein Leitfaden für Typologen
Nachdem wir die verschiedenen Facetten und Werkzeuge aus dem Gebiet des Data Mining
besprochen haben, wollen wir nun grob einen Weg skizzieren, wie diese auf das spezifische
Problem der Typologieentwicklung angewendet werden können.3 Ausgangspunkt ist ein
weitgehend unbekannter, unstrukturierter Fundkomplex, für den eine konsistente Typologie
nach den Vorgaben des Bearbeiters erstellt werden soll. Mit dieser Typologie soll später
weiteres Material aus demselben Formenkreis automatisch klassifiziert werden können.
Sollte eine Typologie bereits existieren, können die ersten Schritte ggf. übersprungen werden.
Wie wir allerdings noch genauer diskutieren werden, sind dann viele der vorgeschlagenen
Methoden dennoch sinnvoll, z. B. um die Konsistenz der Typologie zu überprüfen. Außerdem
sind die meisten Typologien nur implizit anhand von Beispielen gegeben und oft auch
mehrdeutig oder unvollständig.
Das Erstellen einer plausiblen, praktikablen und vor allem wiederverwendbaren Typologie
ist von uns als dreiphasiger Prozess konzipiert, der sich direkt am KDP-Modell orientiert.
Obwohl jede Phase einen anderen Wissensstand repräsentiert, ist es wie beim KDP-Modell
ausdrücklich möglich und auch vorgesehen, einzelne Schritte nach einer Zwischenevalua-
tion und anschließender Revision ggf. zu wiederholen. Die gesamte Aufarbeitung ist als
interaktives Zusammenspiel zwischen unüberwachtem Lernen, überwachtem Lernen und
menschlicher Expertise bzw. Kontrolle zu verstehen.
3Die hier vorgestellte Methodologie ist im Kern selbstverständlich auch in Domänen außerhalb der Archäologie
anwendbar.
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1. Die unüberwachte Phase. Zunächst verschafft sich der Bearbeiter einen Überblick
über das zur Verfügung stehende Material. Naturgemäß wird seine Sicht auf die Daten
dabei von der eigenen Erfahrung und der Kenntnis verwandter Literatur beeinflusst.
Nach der ersten Iteration wird eine Menge von Merkmalen ausgewählt und eine
Menge vermeintlich relevanter Objekte in die Datenbasis eingetragen. An dieser
Stelle werden noch keinerlei Annahmen über die spätere Typologie getroffen, sodass
sämtliche Daten noch unüberwachten Charakter haben. Das vorrangige Ziel sollte
also sein, aussagekräftige Muster in den Daten zu entdecken, d. h. Gruppen von
Objekten, deren Ähnlichkeiten signifikant über denen einer zufälligen Auswahl liegen.
Ob diese Gruppen manuell anhand von Ähnlichkeitsanfragen und deskriptiver Statistik
oder automatisch mithilfe von Clustering-Algorithmen gebildet werden, ist für die
Methodologie höchstens aus praktischer Sicht von Belang.
2. Die halbüberwachte Phase. Nach den ersten Iterationen abwechselnder Sichtung und
Gruppierung der Daten sollte sich die primäre typologische Struktur bereits heraus-
kristallisieren. Während einige Typen bereits wohldefiniert sind, können andere noch
überaus unscharf sein. Dennoch sollte es inzwischen möglich sein, für die allermeisten
Typen angemessene Namen zu vergeben. Wie wir später in Abschnitt 9.4 noch sehen
werden, ermöglicht uns diese Zusatzinformation einerseits das Berechnen von vorläu-
figen Merkmalsgewichten für die Abstands- bzw. Ähnlichkeitsfunktion, andererseits
können schon erste Tests mit den überwachten Lernverfahren durchgeführt werden.
Hier ist allerdings zu beachten, dass Fehlklassifikationen noch zu großen Teilen auf zu
geringe Trainingsdatenmengen zurückzuführen sind.
3. Die überwachte Phase. Mit steigendem Umfang der Datenbasis wird sich die Typo-
logie weiter konkretisieren und die Relevanz der einzelnen Merkmale wird genauer.
Ähnlichkeitsanfragen werden zunehmend aussagekräftiger und die Verfahren der
multivariaten Statistik können deutlich zielgerichteter eingesetzt werden. Sobald die
Anzahl der gelabelten Objekte eine noch zu ermittelnde kritische Masse überschritten
hat,4 sind außerdem die überwachten Lernverfahren hinreichend zuverlässig, sodass
neue Instanzen von nun an auch oder sogar ausschließlich mit diesem Paradigma klas-
sifiziert werden können. Fehlklassifikationen lassen sich individuell beobachten und
beheben, ebenso sind aber mithilfe der Klassifikationsmodelle und Konfusionsmatrizen
Untersuchungen auf der Ebene der Typen möglich.
Die einzelnen Phasen dieser Methodologie sowie deren Zusammenspiel werden nun in
den Kapiteln 9 und 10 en detail erläutert und schließlich in Kapitel 11 anhand des Kötitzer
4Diese hängt selbstverständlich in erster Linie von der Anzahl und Separierbarkeit der Typen ab, aber auch
die Varianz und das verwendete Lernverfahren spielen eine Rolle.
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Gräberfeldes beispielhaft illustriert. Dabei umfasst Kapitel 9 ausschließlich die un- und halb-
überwachte Phase, während sich Kapitel 10 im Anschluss mit der überwachten Phase befasst.
Die wichtigsten Aspekte der hier propagierten Methodologie haben wir in komprimierter
Form zur Veröffentlichung im Journal of Archaeological Science eingereicht [Hörr et al. 2011].
Kapitel 9
Funktionen für die Ähnlichkeit zweier
Merkmalsvektoren
9.1 Einführung
Zu Beginn der unüberwachten Phase, also direkt nachdem die ersten Objekte in die
Datenbasis eingetragen wurden, besteht im Schätzen paarweiser Ähnlichkeiten die ein-
zige Möglichkeit, überhaupt Beziehungen zwischen den Datensätzen herzustellen. Leider
zählt das Verständnis von Ähnlichkeit jedoch zu den subjektivsten Aspekten der mensch-
lichen Wahrnehmung. Aus diesem Grund stellen Flexibilität und Nachvollziehbarkeit die
beiden Grundanforderungen an jedes Ähnlichkeitsmaß dar. Mit Flexibilität meinen wir in
diesem Zusammenhang, dass der Bearbeiter in der Lage sein sollte, die Ähnlichkeitsfunktion
in Bezug auf seine spezifischen Fragestellungen auszuwählen und anzupassen, wohingegen
Nachvollziehbarkeit für den Bearbeiter selbst oder einen Dritten unabdingbar ist, um zu
verstehen, auf welcher Grundlage die Klassifikationsentscheidungen getroffen wurden.
Die Art und Weise, mit der die Ähnlichkeit zwischen zwei Objekten geschätzt wird, hängt
in erster Linie davon ab, wie deren Merkmale definiert sind. Sofern der Vergleich auf
hochkomplexen oder abstrakten Strukturen wie Form, chemische Zusammensetzung oder
Verzierungen beruht, ist es bereits schwierig, diese überhaupt so adäquat zu beschreiben,
dass sie von einem Algorithmus interpretiert und weiterverarbeitet werden können.1 Im
Allgemeinen werden die Merkmale dann als Funktionen aufgefasst, wodurch der Vergleich
nicht gerade einfacher wird. In der Archäologie wurde ein solcher Ansatz zum Beispiel von
Gilboa et al. [2004] verfolgt, wo die Profilkurven von Randscherben zerbrochener Gefäße
nach der Bogenlänge parametrisiert und gegen den Radius, die Tangentenrichtung und die
Krümmung abgetragen wurden. Ähnlichkeit wurde dann definiert als die Korrelation zweier
solcher Funktionen. Ansätze wie dieser sind generell nur auf sehr spezifische Probleme
1Beispielhaft sei hier nur auf das Gebiet des Shape Matching hingewiesen, dessen Eignung wir für das
vorliegende Problem schon an anderer Stelle untersucht haben [Hörr 2005, 2006]. Die dortigen Ergebnisse
lassen vermuten, dass derartige Ansätze zwar nicht völlig ungeeignet, deren Zweckmäßigkeit jedoch stark
limitiert ist.
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anwendbar und die Ergebnisse sind aufgrund der Komplexität der Ähnlichkeitsmaße oftmals
schwer nachzuvollziehen.
Wir wollen uns deshalb in dieser Arbeit ausschließlich auf das weitaus intuitivere Konzept
konzentrieren, bei dem Merkmale folgendermaßen definiert sind:
Definition 9.1 Ein Merkmal f ist allgemein eine beobachtbare Eigenschaft eines Objekts, die
durch einen einzelnen nominalen oder numerischen Wert gegeben ist. Die Menge aller möglichen
Ausprägungen, die dieses Merkmal annehmen kann, heiße Wertebereich V.
Diesem Verständnis nach ist der Definitionsbereich über dem Objekt diskret und sämtliche
Merkmale müssen in irgendeiner Weise quali- oder quantifizierbar sein. Im Gegensatz
zur obigen Alternative kommt ein solcher Zugang sowohl der Flexibilität als auch der
Nachvollziehbarkeit deutlich mehr entgegen.
An dieser Stelle soll auch der Begriff des Attributs, der nicht nur in der archäologischen
Literatur zweideutig verwendet wird, geklärt werden. Einerseits bezeichnet man mit „Attri-
but“ ein Synonym für „Variable“ oder „Merkmal“, also eine Objekteigenschaft als solche [z. B.
Eggert 2001, S. 127]. Andererseits wird es aber auch im Sinne einer Merkmalsausprägung
verwendet, also als Wert einer Variable [Whallon und Brown 1982, S. xvii; Hodson 1982,
S. 22; Cowgill 1982, S. 31]. Gar keine Unterscheidung trifft bspw. Bernbeck [1997, S. 209].
Aus diesem Grund wollen wir in der Folge auf diesen Begriff verzichten und uns stattdessen
unmissverständlich auf „Merkmal“ und „Wert“ beziehen.
Prinzipiell lassen sich vier Arten von Merkmalen unterscheiden, die den sogenannten Skalen-
niveaus [Stevens 1946] zugeordnet sind. Formal handelt es sich bei einer Skala um eine
Menge. Auf dieser sind zum einen unäre Lageoperatoren definiert, zum anderen gibt es
mathematisch-logische Operatoren, die je zwei Elemente der Menge in Relation setzen. Die
verschiedenen Skalenniveaus unterscheiden sich nun hinsichtlich der jeweils definierten
Operatoren und sind im Wesentlichen über eine Inklusionsbeziehung verknüpft.
1. Nominalskala. Von allen Skalenniveaus ist die Nominalskala die allgemeinste. Sie
bildet sich gegenseitig ausschließende Werte ab, die sich lediglich in irgendeiner Form
benennen, jedoch nicht ordnen lassen. Da sich bei nominalen Variablen außer der
Anzahl der Entitäten pro Kategorie nichts weiter messen lässt, hat die Nominalskala nur
die Funktion einer relativen oder absoluten Häufigkeitsverteilung. Weiterhin besteht
das Problem der Ähnlichkeit zweier Werte. Diese können nur entweder identisch oder
verschieden sein. Nominale Merkmale mit nur zwei Ausprägungen bezeichnet man als
dichotome Merkmale, die wiederum boolesch sind, wenn sie nur die Werte „wahr“
oder „falsch“ bzw. „präsent“ oder „absent“ annehmen können.
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Elementoperatoren: {=, 6=}.
Lageoperatoren: Modus (häufigster Wert).
2. Ordinalskala. Auch bei ordinalen Merkmalen lassen sich die einzelnen Ausprägungen
nicht mithilfe einer konkreten Zahl ausdrücken. Wohl ist aber eine Ordnungsrelation
über dem Merkmal definiert. Während sich „rot“, „grün“ und „blau“ nur qualitativ
unterscheiden lassen, sind „winzig“, „klein“, „mittelgroß“, „groß“ und „riesig“ auch
quantitativ unterscheidbar.2 Jedem ordinalen Wert lässt sich über seinen Rang eine
natürliche Zahl zuordnen.
Elementoperatoren: {=, 6=,<,>}.
Lageoperatoren: Modus, Median.
3. Intervallskala. Die Intervallskala bildet Merkmale ab, die sich quantitativ ausdrücken
lassen, aber keinen natürlichen Nullpunkt haben. Null- oder Bezugspunkte können
willkürlich festgelegt werden. Auf jeder Intervallskala ist eine Metrik definiert, d. h. es
lassen sich Abstände zwischen Merkmalswerten messen. Ebenso kann man Abstands-
verhältnisse quantifizieren.
Elementoperatoren: {=, 6=,<,>,+,−}.
Lageoperatoren: Modus, Median, arithmetisches Mittel.
4. Verhältnisskala. Bei Verhältnis- oder Ratioskalen sind Merkmale ebenfalls quantifi-
zierbar. Sämtliche auf ihr definierten Maßeinheiten sind willkürlich und austauschbar,
z. B. Meter vs. Millimeter. Es existiert außerdem ein natürlicher Nullpunkt. Aufgrund
dieser Voraussetzungen können Verhältnisse zwischen absoluten Werten angegeben
werden. Absolutskalen sind ein Spezialfall der Verhältnisskalen, bei denen es jedoch
im engeren Sinne keine Maßeinheit mehr gibt, da diese entweder fehlt oder intrinsisch
ist.
Elementoperatoren: {=, 6=,<,>,+,−, ∗, /}.
Lageoperatoren: Modus, Median, arithmetisches Mittel, geometrisches Mittel.
2Der prominenteste Fürsprecher für den umfangreichen Einsatz von Nominal- und Ordinalskalen in der
Archäologie war Albert C. Spaulding. Seine Argumentationslinie war die, dass zum einen nahezu alle
alltäglichen Beobachtungen auf der Basis nominaler und ordinaler Skalen gemacht werden und zum anderen
vieles darauf hindeutet, dass auch die Produzenten antiker Gegenstände – möglicherweise unbewusst – auf
diese Skalen zurückgegriffen haben [siehe z. B. Spaulding 1982, S. 5]. Genauso wie wir heute einen Ton als
laut oder leise empfinden und nicht mit 50 oder 100 dB schätzen, werden unsere Vorfahren nur zwischen
einer langen (Schwert) und einer kurzen (Messer) Stichwaffe, nicht aber zwischen einer Klingenlänge von
12 und 15 oder von 110 und 120 cm unterschieden haben. Die Aufgabe des Archäologen sei es nun, in
einer Histogrammanalyse Diskontinuitäten festzustellen, die zu einer vernünftigen Diskretisierung führen.
Wenngleich diese Problematik aus archäologischer Sicht durchaus relevant ist und weitere Diskussion
verdient, ist sie für unser Vorgehen ohne Belang und wird daher nicht weiter erörtert.
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9.2 Der Zusammenhang von Abstand und Ähnlichkeit
9.2.1 Normierte metrische Räume
Das Zusammenspiel verschiedener Merkmale in Bezug auf die Zusammenfassung ähnlicher
Objekte zu Gruppen lässt sich ohne weitere Hilfsmittel nur schwer beschreiben, zumal für
archäologische Datensätze bezüglich der Skalenniveaus keine besonderen Einschränkungen
zu erwarten sind. Man behilft sich deshalb gern mit dem Begriff des Merkmalsraums:
Definition 9.2 Sei F = {f1, . . . , fn} die Menge aller betrachteten Merkmale und seien
V1, . . . , Vn deren jeweilige Wertebereiche, dann ist das kartesische Produkt
n
∏
i=1
Vi = V1 × · · · ×Vn
= {x = (x1, . . . , xn) : xi ∈ Vi}
der Merkmalsraum, in dem jedes Objekt x eindeutig über seine Koordinaten (x1, . . . , xn), die
Merkmalsausprägungen, lokalisiert werden kann, sofern diese definiert und bekannt sind. Solche
Objekte bezeichnen wir synonym als Instanzen.
Obwohl Merkmalsräume prinzipiell künstliche Konstrukte sind, erfreuen sie sich im Rahmen
der multivariaten Datenanalyse nach wie vor großer Beliebtheit, denn sie sind anschaulich
und bereits mit mathematischem Grundwissen verständlich. Man geht davon aus, dass
ähnliche Objekte durch weitgehend gleichartige Merkmalsvektoren gekennzeichnet sind
und deshalb im Merkmalsraum nahe beieinander liegen. Diesem werden damit implizit
metrische Eigenschaften unterstellt, d. h. es muss eine Abstandsfunktion d(x, y) angegeben
werden, die den folgenden axiomatischen Bedingungen genügt:3
1. d(x, y) = 0⇐⇒ x = y (Definitheit),
2. d(x, y) ≥ 0 (Nicht-Negatitivät),
3. d(x, y) = d(y, x) (Symmetrie),
4. d(x, y) ≤ d(x, z) + d(z, y) (Dreiecksungleichung).
Derartige Funktionen werden synonym auch als Metriken bezeichnet. An die konkrete
Gestalt der in Merkmalsräumen verwendeten Metriken sind zunächst keine weitere Forde-
rungen geknüpft, wobei allerdings auch klar ist, dass die Berechnung der Ähnlichkeitswerte
3Äquivalent zu Bedingung 1 ist die Forderung d(x, x) = 0 in Verbindung mit d(x, y) = 0 =⇒ x = y. Die
Bedingung 2 folgt wiederum aus den Bedingungen 1, 3 und 4, da gilt: 2 · d(x, y) = d(x, y) + d(x, y) =
d(x, y) + d(y, x) ≥ d(x, x) = 0.
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unmittelbar von der gewählten Abstandsmetrik abhängt. Welche konkrete Beziehung zwi-
schen Abstand und Ähnlichkeit besteht, besprechen wir später im Text.
Die meisten in der Praxis verwendeten Metriken werden von Normen induziert. Dies ist
ohne Weiteres auch für den oben definierten Merkmalsraum möglich. Aus Gründen der
Anschaulichkeit drängt sich hierfür zunächst die euklidische Distanz
d2(x, y) =
√
n
∑
i=1
|xi − yi|2 (9.1)
auf, wobei x und y zwei Punkte mit den Koordinaten xi bzw. yi sind. Als Alternative ist vor
allem die Manhattan-Distanz bekannt:
d1(x, y) =
n
∑
i=1
|xi − yi|. (9.2)
Beide sind Spezialfälle der allgemeiner definierten Minkowski-Distanz
dp(x, y) = p
√
n
∑
i=1
|xi − yi|p (p > 0), (9.3)
wobei andere Werte für p nur äußerst selten verwendet werden.4 Auf die sich in der Praxis
ergebenden Konsequenzen für die Wahl p = 1 oder p = 2 wird jedoch nur selten hingewie-
sen. Indem bei der Manhattan-Metrik nur die Differenzbeträge akkumuliert werden, anstatt
die Wurzel aus der Summe ihrer Quadrate zu ziehen, wird implizit eine gewisse semantische
Unabhängigkeit der einzelnen Achsen angenommen. Die Psychologie hat in zahlreichen
Experimenten nachgewiesen, dass die menschliche Einschätzung von Abstand und Ähnlich-
keit nur dann der euklidischen Metrik entspricht, wenn die Dimensionen integral, d. h. nicht
getrennt wahrnehmbar sind [Shepard 1964; Garner 1974]. In der Archäologie ist meistens
das Gegenteil der Fall, sodass für uns im Zweifelsfall eher die Manhattan-Metrik in Frage
kommt. Die besonders unter Laien weit verbreitete Präferenz der euklidischen Distanz hängt
indes hauptsächlich mit ihrer Vertrautheit aus dem uns umgebenden dreidimensionalen
Raum zusammen.
Eher selten anzutreffen sind die sogenannte Canberra-Distanz
d(x, y) =
n
∑
i=1
|xi − yi|
xi + yi
(xi, yi > 0) (9.4)
4Von Aggarwal et al. [2001] wurden sogenannte fractional metrics untersucht, bei denen p im Intervall [0, 1] liegt.
In der Tat soll sich in hochdimensionalen Räumen eine gegenüber p > 1 verbesserte Diskriminierungsfähig-
keit ergeben haben. Der Spezialfall p = ∞ bezeichnet die Tschebyschow-Distanz d∞(x, y) = maxni=1 |xi − yi|.
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und die Winkeldistanz
d(x, y) =
n
∑
i=1
xiyi√
n
∑
i=1
x2i
n
∑
i=1
y2i
, (9.5)
die wir hier jedoch nicht weiter betrachten wollen, da sie für unsere Anwendung keinerlei
spezifische Vorteile bieten.
9.2.2 Metrisierung
Einer der großen Vorzüge bei der Verwendung von metrischen Räumen ist zweifelsohne
die Tatsache, dass der Abstand zwischen zwei Instanzen ein natürliches Maß für deren
Unähnlichkeit darstellt. Nichtsdestotrotz treten gerade bei den weit verbreiteten Minkowski-
Metriken nicht zu unterschätzende und auch nicht immer offensichtliche praktische Schwie-
rigkeiten auf:
• Zu allererst sollten wir festhalten, dass eine Normierung sämtlicher Achsen im Allge-
meinen obligatorisch ist, da sonst einige Merkmale lediglich aufgrund ihrer Wertebe-
reiche einen größeren Einfluss auf die Distanz haben als andere.
• Es ist üblicherweise nicht vorgesehen, die verschiedenen Dimensionen zu gewichten,
obwohl es sehr wahrscheinlich ist, dass bestimmte Merkmale für die Ähnlichkeit
entscheidend, andere wiederum völlig irrelevant sind und daher ignoriert werden
sollten.
• Fehlende Merkmalswerte, d. h. Koordinaten, müssen ergänzt oder das fragliche Merk-
mal muss komplett, also auch bei allen anderen Instanzen ignoriert werden.
• Es wird keine Rücksicht auf die Skalenniveaus der einzelnen Merkmale genommen,
obwohl unstrittig ist, dass mit jedem Skalenniveau ein eigenes intuitives Verständnis
von Abstand verknüpft ist.
• Zu guter Letzt wird oft vergessen, dass die Minkowski-Metriken nur für mindestens
intervallskalierte Daten wohldefiniert sind. Aus diesem Grund müssen nominale und
ordinale Merkmale außen vor gelassen oder mit dem folgenden Standardverfahren in
den metrischen Raum eingebettet („metrisiert“) werden.
Per definitionem müssen alle Werte eines nominalen Merkmals gleich weit voneinander
entfernt sein. Aus der Geometrie ist bekannt, dass diese Forderung nur von den Eckpunkten
eines regulären (m− 1)-dimensionalen Simplex erfüllt werden kann, wobei m die Anzahl der
Werte sei. Die Konstruktion eines solchen Simplex ist trivial und auch unabhängig von der
verwendeten Minkowski-Metrik, wenn er in einen m-dimensionalen Raum eingebettet wird
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und die Eckpunkte jeweils an die Position der kanonischen Einheitsvektoren gesetzt werden
(Abb. 9.1(a)).5 Folglich kodiert jeder dieser Eckpunkte einen der m Werte der nominalen
Variable und die Dimensionen des so konstruierten Unterraums können als binär statt als
kontinuierlich aufgefasst werden.
wert1 := (1, 0, 0)
wert2 := (0, 1, 0)
wert3 := (0, 0, 1)
(a)
binär
kontinuierlich
kontinuierlich
(b)
Abbildung 9.1: Probleme der Skalentransformation: (a) Konstruktion eines regulären Simplex, (b)
binäre Dimensionen erzeugen Cluster ohne Aussagekraft.
Spätestens hier verliert das Konzept des Merkmalsraums seinen intuitiven Charakter, da nun
ein multidimensionaler Unterraum eingeführt werden musste, um einen einzigen nominalen
Wert adäquat abbilden zu können. Darüber hinaus beeinflussen die neu erzeugten binären
Dimensionen die Distanzstruktur enorm: Je mehr binäre Dimensionen vorhanden sind,
desto mehr werden sie die kontinuierlichen dominieren, da der Abstand zwischen den
beiden binären Werten immer größer ist als zwischen zwei Werten auf einer normierten
kontinuierlichen Achse. Ohne einen angemessenen Gewichtungsmechanismus werden die
Instanzen naturgemäß Cluster bilden, deren Entstehen nichts anderem als der intrinsischen
Struktur des Merkmalsraums geschuldet ist (Abb. 9.1(b)).
Bei ordinalen Variablen gestaltet sich die Situation etwas einfacher, da die verschiedenen
Werte äquidistant auf ein und derselben Achse unter Einhaltung ihrer Rangordnung abgetra-
gen werden können. Zwar sind auch ordinale Dimensionen diskret, weshalb der erwähnte
Gruppierungseffekt dennoch auftreten kann, allerdings wird er weniger spürbar umso mehr
Werte verwendet werden. Bei nominalen Werten wäre das Gegenteil korrekt.
5Eine Einbettung des Simplex in einen Raum der Dimension m− 1 wäre zwar ebenfalls möglich, jedoch
müssten die Eckpunktkoordinaten hier erst mühsam in Abhängigkeit von der zugrunde liegenden Metrik
berechnet werden.
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9.2.3 Produktmetriken und nicht normierte metrische Räume
Wir haben nun mehrfach gesehen, dass es für unsere Zwecke offensichtlich ungünstig ist,
Metriken durch Normen zu induzieren, da sie sämtliche Dimensionen des Merkmalsraumes
gewissermaßen gleich behandeln und darüber hinaus die eigentliche Ursache für das oben
diskutierte Einbettungsproblem sind. Deutlich naheliegender wäre es, für jedes Merkmal
anhand seines Skalenniveaus eine optimal angepasste eindimensionale Metrik auszuwählen
und diese dann zu höherdimensionalen Metriken zu kombinieren. Formal gesehen handelt
es sich dann um eine Produktmetrik, die außer den üblichen metrischen Axiomen keine
weiteren Voraussetzungen zu erfüllen hat, d. h. die Kombination der Einzelmetriken kann
in diesen Grenzen beliebig erfolgen. Gemäß den bereits oben erwähnten Erkenntnissen
von Shepard [1964] und Garner [1974] sollten integrale Dimensionen euklidisch und nicht
integrale Dimensionen manhattan-artig kombiniert werden. Seien ∆1, . . . ,∆n die jeweiligen
Metriken für die Merkmale f1, . . . , fn, dann sind also auch gemischte Verknüpfungen der Art
∆1,2,3 = α
√
∆12 + ∆22 + β∆3 möglich, wobei α und β die angesprochenen Gewichtungspara-
meter sind.
Mit diesem Ansatz ließe sich auch das obige Einbettungsproblem elegant lösen: Welche
Metrik für den künstlich erzeugten Unterraum gewählt wird, ist wegen der speziellen
Simplexkonstruktion nach Abbildung 9.1(a) unerheblich. Der Unterraum und dessen Metrik
können dann aber als elementar, d. h. analog zu allen anderen Merkmalen betrachtet werden,
sodass die innere Struktur des Unterraums schließlich nach außen verborgen bleibt.
Die Dinge vereinfachen sich weiter, wenn auch Metriken zugelassen werden, die nicht
durch Normen induziert werden. Ein solches Vorgehen widerspricht zwar der intuitiven
Vorstellung des Merkmalsraums als normiertem Vektorraum, andererseits haben wir mit der
obigen Einbettung gezeigt, dass eine Normierung im Zweifelsfall trotzdem möglich wäre.6
Für nominale Merkmale kann nun die sogenannte diskrete Metrik
d(x, y) = 1⇐⇒ x 6= y (9.6)
verwendet werden, die gegenüber der obigen Variante deutlich einfacher zu verstehen und
auch unproblematischer in der Anwendung ist.7
Sobald wir die semantische Äquivalenz von Abstand und Ähnlichkeit auch rechnerisch
nachgewiesen haben, werden wir das Konzept der Produktmetriken in nicht normierten
6Wir sehen also jetzt, dass der weiter oben gebrauchte Begriff „Metrisierung“ im Zusammenhang mit
nominalen Merkmalen ungenau gewesen ist, da nicht die Metrik selbst, sondern die Norm eine Einbettung
erforderlich gemacht hat.
7Alle weiteren Eigenschaften wie z. B. d(x, y) = 0⇐⇒ x = y ergeben sich direkt aus den metrischen Axiomen.
Da über diese hinaus d(x, y) ≤ max{d(x, z), d(z, y)} gilt, handelt es sich hierbei sogar um eine Ultrametrik.
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metrischen Räumen in Abschnitt 9.3 weiter ausbauen. Dort erfolgt dann auch eine Diskussion
der optimalen Metriken für die verschiedenen Skalenniveaus.
9.2.4 Umrechnung von Abstands- in Ähnlichkeitswerte
Obwohl die Begriffe „Abstand“ und „Ähnlichkeit“ zweifelsohne einen antagonistischen
Charakter haben, ist ihre tatsächliche Beziehung alles andere als klar. Immerhin ist unstrittig,
dass ein verschwindender Abstand eine maximale Ähnlichkeit, also Identität impliziert.
Aus praktischen Gründen wird der Ähnlichkeitswert für diesen Fall auf 1 normiert. Im
Gegenzug können Abstände zumindest theoretisch unendlich groß werden, wobei zu klären
wäre, wie dann eine maximale Unähnlichkeit zu verstehen ist bzw. ob diese überhaupt
eindeutig definierbar ist. Unabhängig davon muss also eine Funktion gefunden werden,
die das Intervall [0,∞) invers auf [0, 1] abbildet und von der man zusätzlich die folgenden
intuitiven Eigenschaften erwarten kann:8
1. sim(x, y) = 1⇐⇒ x = y,
2. 0 ≤ sim(x, y) ≤ 1,
3. sim(x, y) = sim(y, x).
Von Shepard [1987] und Boriah et al. [2008] wurden hierfür
sim(x, y) = exp(−d(x, y)) bzw. (9.7)
sim(x, y) =
1
1+ d(x, y)
(9.8)
vorgeschlagen, wobei man leicht nachprüfen kann, dass in beiden Fällen die obigen drei
Bedingungen erfüllt sind.9 Eine Alternative wäre aber auch, sämtliche Abstände mit der
Länge der Raumdiagonale der achsparallelen Bounding Box oder dem größten Abstand
zwischen zwei beliebigen Instanzen zu normieren und sim(x, y) = 1− d(x, y) zu setzen,
8Die Notwendigkeit einer Dreiecksungleichung ist aus unserer Sicht bei Ähnlichkeiten nicht gegeben. Ent-
scheidend sind stattdessen Aussagen der Art sim(x, y) > sim(x, z), wohingegen die Sinnhaftigkeit von
sim(x, y) > sim(z, w) wiederum in Zweifel zu ziehen ist.
9Bei der Auswertung der Dreiecksungleichung erhielte man z. B. für Gleichung (9.7) zunächst d(x, y) =
− ln sim(x, y) und dann
− ln sim(x, y) ≤ − ln sim(x, z)− ln sim(z, y) | · (−1)
ln sim(x, y) ≥ ln sim(x, z) + ln sim(z, y) | ln a + ln b = ln(a · b)
ln sim(x, y) ≥ ln(sim(x, z) · sim(z, y)) | exp(. . . )
sim(x, y) ≥ sim(x, z) · sim(z, y).
Die geometrische Interpretation dieser Ungleichung ist schwierig. Zumindest ist zu sehen, dass sich wegen
der ungleichmäßigen Stauchung des metrischen Raumes nur noch eine verallgemeinerte Dreiecksungleichung
ergibt, weshalb wir unsere Bemerkung in Fußnote 8 bestätigt sehen.
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wobei ein solcher linearer Zusammenhang von der Wahrnehmungspsychologie eher verneint
wird [vgl. Shepard 1987].
Halten wir an dieser Stelle fest, dass es also prinzipiell möglich ist, Distanzen in Merkmals-
räumen in auf [0, 1] normierte Ähnlichkeitswerte umzurechnen. Diese Erkenntnis wird es uns
später vereinfachen, bestimmte Effekte anschaulich anhand von Distanzen zu untersuchen.
Andererseits sind wir in diesem Abschnitt auf zahlreiche praktische Probleme gestoßen, die
eine erhebliche Erweiterung eines vormals überaus intuitiven Konzepts notwendig gemacht
haben. Aus diesem Grund wollen wir nun einen anderen Zugang diskutieren, bei dem
auf eine Einbettung von Merkmalen in einen normierten metrischen Raum von vornherein
verzichtet wird. Wie wir sehen werden, erübrigen sich dabei auch die Fragen nach den
Distanzfunktionen, der Normierung der Achsen und der Umrechnung der Distanz- auf
Ähnlichkeitswerte.
9.3 Explizite Ähnlichkeitsfunktionen
Das oben beschriebene Konzept des Merkmalsraums mit seinem impliziten Ähnlichkeits-
begriff hatten wir vor allem deswegen bemüht, weil eine explizite Quantifizierung der
Ähnlichkeit zweier Objekte zunächst zu komplex erschien. Wir haben nun aber gesehen,
dass es nicht nur wünschenswert, sondern sogar von Vorteil ist, wenn die einzelnen Merk-
male unabhängig voneinander betrachtet werden können. Auf diesem Wege ließe sich dann
mit den obigen Vorschlägen auch eine Ähnlichkeit pro Merkmal berechnen, indem jede
eindimensionale Abstandsmetrik df(x, y) in eine Ähnlichkeitsfunktion simf(x, y) transfor-
miert wird. Da für diese Umrechnung jedoch prinzipiell mehrere Möglichkeiten in Frage
kommen und der Abstand für uns auch nur ein Hilfsgröße ist, wollen wir nun prüfen, ob
die Ähnlichkeitsfunktionen auch explizit angegeben werden können. Dabei wird die Menge
der sinnvollen Vorschläge überschaubar bleiben, da sich jedes Merkmal einem der vier
genannten Skalenniveaus zuordnen lässt. Die Berechnung der Gesamtähnlichkeit zweier
Merkmalsvektoren erfolgt schließlich analog zur Produktmetrik.
Seien x, y ∈ V zwei Elemente aus dem Wertebereich eines Merkmals f. Für den Fall, dass f
ein nominales Merkmal ist, ist es am naheliegendsten, diese beiden Werte auf Gleichheit zu
testen:
simf(x, y) =
1 x = y0 x 6= y . (9.9)
Hierbei handelt es sich um das Analogon zur diskreten Metrik aus Gleichung (9.6). Es sei
erwähnt, dass es durchaus sinnvoll sein kann, die relativen Häufigkeiten der nominalen
Werte in die Funktion mit einzubeziehen. Eine sehr ausführliche Untersuchung haben dazu
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Boriah et al. [2008] angestellt, in der nicht weniger als 14 Ähnlichkeitsmaße diskutiert wurden.
Allerdings hängt deren jeweilige Eignung stark von den zugrundeliegenden Daten ab, sodass
es schwer fällt, ein bestimmtes Maß zu empfehlen. Aus Gründen der Übersichtlichkeit wollen
wir es bei der Funktion (9.9) belassen.
Auf ordinalen Skalen sind die Werte nach wie vor kategorischer Natur, ihre Reihenfolge
enthält jedoch eine Mehrinformation, die in der Ähnlichkeitsfunktion Berücksichtigung
finden sollte. Jeder der R ordinalen Werte kann anhand seines Rangs einer natürlichen Zahl
zugeordnet werden. Die Ähnlichkeit zweier solcher Werte ließe sich also über die Differenz
ihre Ränge definieren:10
simf(x, y) = 1− |rank(x)− rank(y)|R− 1 . (9.10)
Dieselbe Idee ist auch auf quantitative Variablen anwendbar mit dem Unterschied, dass nun
die tatsächlichen Differenzen zwischen den Werten anstelle ihrer Ränge benutzt werden
können [vgl. Gower 1971, p. 859]:
simf(x, y) = max
{
0, 1− |x− y|
δ
}
. (9.11)
Hier gibt δ ≤ maxv∈V{v} −minv∈V{v} eine Toleranzbreite an, in der überhaupt ein Ähn-
lichkeitsbeitrag geleistet wird. Für δ → 0 konvergiert die Metrik zur o. g. booleschen
Funktion (9.9).
Eine ähnliche, jedoch nicht identische Funktion ist
simf(x, y) =
1 x ∈ I, y ∈ I0 else , (9.12)
bei der zwei Werte als ähnlich (gleich) angesehen werden, wenn sie im selben Intervall I
liegen. Diese Metrik ist sinnvoll, wenn bestimmte Intervalle mit einer Semantik behaftet
sind. Nichtsdestotrotz könnte man dann auch eine A-priori-Diskretisierung durchführen
und wiederum die Identitätsmetrik (9.9) benutzen.
Für verhältnisskalierte Merkmale besteht darüber hinaus die folgende Option:
simf(x, y) = min
{
x
y
,
y
x
}
. (9.13)
Damit wird die Ähnlichkeit als Verhältnis der beiden Werte x und y definiert und trägt
10Hier ist die Umwandlung in eine Distanzfunktion vergleichsweise einfach, da die Metrisierung direkt anhand
der Ränge erfolgen kann.
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der Beobachtung Rechnung, dass auf linearen Skalen absolute Differenzen unterschiedlich
wahrgenommen werden. Während bspw. die Verlängerung einer Klinge von 10 auf 20 cm
einer Verdopplung entspricht, beträgt der Unterschied zwischen 100 und 110 cm lediglich
10 %. Oft sind es also weniger die Absolutbeträge als die Verhältnisse, die von Interesse sind.
Da die Werte verhältnisskalierter Merkmale immer positiv sind, kann auch kein negativer
Ähnlichkeitsbeitrag entstehen.
Für Absolutskalen kann keine spezielle Funktion angegeben werden. Welcher der obigen
Vorschläge hierfür am besten geeignet ist, hängt wieder von den konkreten Umständen
ab.
Aus den obigen merkmalsbasierten Ähnlichkeiten lässt sich schließlich ganz im Sinne der
Produktmetrik die Gesamtähnlichkeit über eine Konvexkombination berechnen:
sim(x, y) =
n
∑
i=1
λi · simfi(xi, yi) (∑
i
λi = 1,λi ≥ 0). (9.14)
Die beiden Randbedingungen für die Gewichte λi sind notwendig, damit die Gesamtähn-
lichkeit ebenfalls den Forderungen von Seite 155 genügt. Darüber hinaus müssen sich die
Teilähnlichkeiten simfi keineswegs nur auf einzelne Merkmale beziehen. Analog zu den Bei-
spielen in Abschnitt 9.2.3 könnten bestimmte Merkmale, z. B. solche mit starker Korrelation
oder solche, die nicht getrennt voneinander wahrnehmbar sind, auch zu logischen Gruppen
zusammengefasst und prinzipiell auch von beliebigen Metriken gekapselt werden, solange
diese die angesprochenen drei Ähnlichkeitsaxiome erfüllen. Auf diesem Wege könnten
damit selbst komplexere Deskriptoren, z. B. solche aus dem Bereich des Shape Matching
berücksichtigt werden. Wir selbst haben es in dieser Arbeit bei den obigen Metriken belassen
und würden dieses Vorgehen aus Gründen der Praktikabilität zumindest als erste Option
empfehlen, die bei Bedarf punktuell modifiziert werden kann.
9.4 Merkmalsauswahl und -gewichtung
Nachdem wir also einen Weg skizziert haben, die Gesamtähnlichkeit zweier Merkmals-
vektoren zu berechnen, ist nun die zentrale Frage, wie die Gewichte λi in Gleichung (9.14)
zu wählen sind. Zwar ist eine uniforme Verteilung mittels λi = 1n durchaus möglich,
in der Praxis ist es jedoch meistens so, dass die Merkmale für die Klassifizierung von
unterschiedlicher Wichtigkeit sind. Dabei sind sämtliche Fälle von totaler Relevanz bis hin
zu totaler Irrelevanz oder Redundanz denkbar.
In Hinblick auf eine bestimmte Fragestellung hat der wissenschaftliche Bearbeiter nor-
malerweise eine ungefähre Vorstellung von der Wahl seiner Gewichte, allerdings ist es
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mitunter schwierig, daraus konkrete numerische Werte abzuleiten. Des Weiteren wird es mit
steigender Merkmalsanzahl zunehmend schwieriger, den Überblick zu behalten. Archäolo-
gische Untersuchungen bezogen sich deshalb bisher mehrheitlich auf einen sehr geringen
Merkmalssatz.
9.4.1 Notwendigkeit der Dimensionsreduktion
Die Notwendigkeit einer Merkmalsauswahl ergibt sich darüber hinaus auch aus rein theore-
tischen Überlegungen. Richard Bellman [1961] war einer der ersten, der beobachtet hat, dass
das Messen von Abständen in hochdimensionalen Räumen problembehaftet ist.11 Der von
ihm geprägte Begriff „Fluch der Dimensionalität“ lässt sich folgendermaßen beschreiben:
Gegeben sei eine konstante Anzahl von Instanzen, die zufällig in einem n-dimensionalen
Raum verteilt werden. Man erkennt schnell, dass die Dichte des Raumes mit steigendem
n rapide, nämlich exponentiell abnimmt und sich damit tendenziell auch die Abstände
der Instanzen untereinander vergrößern. Vormals klar umrissene Cluster dünnen aus und
lassen sich womöglich nicht mehr konsequent von anderen Clustern trennen. Beyer et al.
[1999] haben diesen Sachverhalt formalisiert und festgestellt, dass unter bestimmten, jedoch
häufig auftretenden Bedingungen der sogenannte relative Kontrast, das Verhältnis des
minimalen und maximalen Abstands zweier beliebiger Instanzen, mit steigender Dimension
verschwindet:
lim
n→∞
dmax − dmin
dmin
→ 0. (9.15)
Dies ist vor allem dann der Fall, wenn irrelevante oder stark korrelierte Merkmale mit
einbezogen werden. Man könnte also meinen, dass Abstandsfunktionen in hohen Dimen-
sionen generell ihre Sinnhaftigkeit verlieren. Die jüngsten Forschungen von Houle et al.
[2010] haben andererseits gezeigt, dass dies nicht zwangsläufig der Fall sein muss, denn
obwohl der Abstandskontrast abnimmt, kann die relative Ordnung der Datenpunkte erhalten
bleiben und ein Clustering nach wie vor erfolgreich sein – insbesondere dann, wenn man
Nachbarschaften allgemeiner definiert. Wie wir allerdings in Abschnitt 10.2 noch sehen
werden, ist der angesprochene Effekt auf unseren Daten besonders stark nachweisbar, sodass
eine Dimensionsreduktion unerlässlich ist.
9.4.2 Zwei Ansätze zur überwachten Merkmalsauswahl
Zum Prozess der Merkmalsauswahl wird die Generierung neuer (Meta-)Merkmale aus
den Originaldaten meistens hinzugezählt. Dieses umfangreiche Gebiet wollen wir in dieser
Arbeit weitgehend aussparen und verweisen stattdessen stellvertretend auf Cios et al. [2007,
11Wie wir weiter vorn gezeigt haben, gelten sämtliche Aussagen analog für Ähnlichkeiten.
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Kap. 7], wo die gebräuchlichsten Methoden wie Hauptkomponentenanalyse, Unabhän-
gigkeitsanalyse, Diskriminanzanalyse, Singulärwertzerlegung, Vektorquantisierung sowie
Fourier- und Wavelet-Analyse sehr ausführlich besprochen werden. Ein Nachteil dieser
unüberwachten Verfahren ist die Tatsache, dass deren Ergebnisse für den menschlichen
Bearbeiter meist nur von geringem Nutzen sind. So reduziert z. B. die Hauptkomponenten-
analyse zwar die Dimensionalität bei gleichzeitig bestmöglichem Erhalt der Varianz, die
sich ergebenden Hauptachsen sind jedoch bereits Linearkombinationen aller betrachteten
Merkmale und lassen somit im Allgemeinen nur wenig Rückschlüsse auf die Wichtigkeit
einzelner Variablen zu.
Wie wir bereits in Abschnitt 8.4 erläutert haben, stellt die Bereitstellung überwachter Daten
in unserem Fall kein größeres Problem dar. Dank der zur Verfügung stehenden Mehrinfor-
mation kann dann wesentlich zielgerichteter vorgegangen werden. Die Berechnung eines
Relevanzwertes für jedes betrachtete Merkmal ist für Menschen zudem wesentlich intui-
tiver. Von den zahlreichen unterschiedlichen Ansätzen wollen wir nun zwei Stellvertreter
präsentieren, die sich in unseren eigenen Experimenten als besonders geeignet erwiesen
haben. Es handelt sich dabei einerseits um die informationstheoretische Größe Gain Ratio
und andererseits um den auf Korrelation basierenden Relief-F-Wert.
Informationstheoretischer Ansatz
Einen heutzutage sehr populären Zugang zur überwachten Merkmalsauswahl und -gewich-
tung bietet das Wissensgebiet der Informationstheorie, welches innerhalb der Mathematik
vergleichsweise jung ist. Als sein Begründer gilt der amerikanische Mathematiker Claude
Shannon, der in seiner wegweisenden Arbeit „A Mathematical Theory of Communication“
[1948] die wichtigsten Grundlagen beschrieben hatte. Die im Folgenden vorgestellten infor-
mationstheoretischen Größen finden insbesondere in Entscheidungsbaumalgorithmen wie
ID3 [Quinlan 1986], C4.5 [Quinlan 1993] oder CART [Breiman et al. 1984] Anwendung. Auf
diese werden wir im Abschnitt 10.2.4 noch genauer eingehen.
Die elementare Größe in der Informationstheorie ist der Informationsgehalt eines Zeichens
oder Ereignisses x.12 Er ist definiert als
I(x) = loga
1
p(x)
= − loga p(x). (9.16)
Dabei ist p(x) die Auftretenswahrscheinlichkeit von x, d. h. je unwahrscheinlicher ein
Ereignis eintritt, desto größer ist die darin enthaltene Information. Üblicherweise wird als
12Im Englischen hat sich dafür der Begriff self-information etabliert, wohingegen Selbstinformation im Deutschen
weitgehend unbekannt ist.
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Basis a = 2 gewählt, sodass sich als Einheit für den Informationsgehalt bit ergibt.13
Der Informationsgehalt einer diskreten Zufallsvariablen X ist die Summe der Informations-
gehalte sämtlicher Ereignisse:
I(X) = ∑
x∈X
I(x). (9.17)
Aus dem Informationsgehalt lässt sich unmittelbar die Entropie H(X) ableiten. Sie entspricht
dem mittleren Informationsgehalt einer Folge von Zeichen. Es sei nun p(x) = Pr(X = x).
H(X) = − ∑
x∈X
p(x) · log2 p(x) (9.18)
Wir wollen diese Größen nun auf überwachte Daten anwenden, indem wir annehmen, dass
X die Menge unserer Objekte darstellt und p(x) die Wahrscheinlichkeit, dass ein bestimmtes
Objekt zur Klasse x gehört. Anders ausgedrückt ist p(x) die relative Häufigkeit von x in X.
Um eine einheitliche Notation zu gewährleisten, bezeichnen wir die Menge der Objekte im
Folgenden mit E .
Nehmen wir weiterhin an, dass die Instanzen durch eine Merkmalsmenge F beschrieben
werden. Dann lässt sich E anhand des Wertebereichs eines beliebigen Merkmals f ∈ F so
unterteilen, dass k ≥ 2 Untermengen Ei entstehen. Im Falle von nominalen und ordinalen
Merkmalen ist die Unterteilung klar, für numerische Merkmale muss hingegen erst eine
Diskretisierung gefunden werden [zu den Details siehe z. B. Quinlan 1993]. Nach der
Aufteilung lässt sich dann die A-posteriori-Entropie wie folgt berechnen:
Hf(E) =
k
∑
i=1
|Ei|
|E | · H(Ei). (9.19)
Somit ergibt sich der durch diesen Split entstehende Informationsgewinn (information gain)
einfach als Differenz der A-priori- und A-posteriori-Entropie:14
IG(f) = H(E)− Hf(E). (9.20)
Das Merkmal mit der höchsten Relevanz bezogen auf das vorliegende Klassensystem ist
also dasjenige mit dem höchsten Informationsgewinn. Die Tatsache, dass der Informations-
gewinn jedoch nach oben unbeschränkt ist, führt schnell zu Problemen. Nehmen wir zur
13Aufgrund der Verwechslungsgefahr mit dem Datenmengen-Bit wird häufig auch Shannon [Sh] als Einheit
verwendet. Andere, inzwischen ungebräuchliche Einheiten sind nat für a = e und ban, Hart oder dit für
a = 10.
14Der Informationsgewinn wird häufig auch als Kullback-Leibler-Divergenz bezeichnet [Kullback und Leibler
1951].
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Vereinfachung an, dass ein Split zur eindeutigen Trennung der Klassen geführt hat, dann
ist der Informationsgewinn identisch mit der A-priori-Entropie H(E), da Hf(E) in diesem
Fall verschwindet. Nehmen wir weiterhin an, dass die relativen Häufigkeiten aller Klassen
gleich sind. Dann lässt sich leicht zeigen, dass die maximale Entropie logarithmisch mit
der Anzahl der Klassen wächst. Der Informationsgewinn von Splits der Arität k > 2 muss
zwar nicht zwangsweise größer sein als der von binären Splits, die theoretische Möglichkeit
besteht jedoch. Aus diesem Grund macht sich eine Normierung erforderlich. Quinlan [1993]
definierte dazu die folgende intrinsische Information (split information):
SI(f) = −
k
∑
i=1
|Ei|
|E | · log2
|Ei|
|E | . (9.21)
Schließlich ergibt sich der normierte Informationsgewinn (gain ratio) als Quotient aus
Informationsgewinn und intrinsischer Information:
GR(f) =
IG(f)
SI(f)
. (9.22)
Korrelationsbasierter Ansatz
Einen gänzlich anderen Zugang stellt der Relief-Algorithmus dar, dessen ursprüngliche Form
von Kira und Rendell [1992] entwickelt wurde. Seine Basis bilden wiederum die Abstände
bzw. Ähnlichkeiten zwischen den Instanzen. Die Grundidee besteht darin, den nächsten
Nachbarn derselben (nearest hit) und einer anderen Klasse (nearest miss) zu bestimmen
und auf dieser Grundlage die Merkmalsgewichte anzupassen. Zahlreiche Verbesserungen
wurden mit den Varianten Relief-A bis -F [Kononenko 1994] eingeführt, von denen heute vor
allem die letzte populär ist. Robnik-Šikonja und Kononenko [2003] zufolge ist sie besonders
für Datensätze mit stark korrelierten Merkmalen geeignet.
9.4.3 Zusammenfassung
Mit den besprochenen Methoden haben wir also die Möglichkeit, automatische Merkmals-
gewichte für die Funktion der Gesamtähnlichkeit (9.14) zu berechnen. Da wir nicht davon
ausgehen können, dass die berechneten Relevanzwerte ωi so normiert sind, dass sie sich zu
1 addieren, erhalten wir die neue Gleichung
sim(x, y) =
n
∑
i=1
ωi · simfi(xi, yi)
/ n
∑
i=1
ωi. (9.23)
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Die Gewichte ωi werden umso genauer, je mehr überwachte Daten vorliegen. Insofern ist
es sinnvoll, deren Berechnung während der Typologieentwicklung von Zeit zu Zeit zu
wiederholen.
Man muss der Vollständigkeit halber erwähnen, dass das Potential der informationstheo-
retischen Größen für archäologische Daten bereits von Adams und Adams [1991, Kap. 21]
erkannt, unserer Kenntnis nach aber seitdem nicht wieder aufgegriffen wurde. Lediglich die
Arbeiten von Mori [2002] sowie Ratke und de Andrade [2005] scheinen diesen Ansatz in
anderen Zusammenhängen zu verfolgen, besondere Aufmerksamkeit wurde jedoch auch
hier nicht erzeugt.
9.5 Umgang mit fehlenden Daten
9.5.1 Pragmatische Betrachtung
Unabhängig von der Gestalt der einzelnen Ähnlichkeitsfunktionen bleibt die Frage bestehen,
wie mit fehlenden Werten umzugehen ist (KDP-Schritt 3). Bei der Suche nach Lösungen für
dieses Problem sollten wir uns zunächst bewusst machen, dass Informationen tatsächlich
aus zwei unterschiedlichen Gründen fehlen können:
1. Unechte Fehlwerte: Das Merkmal ist zwar vorhanden, aber sein Wert ist unbekannt.
Diese Situation kann bspw. bei unvollständigen Gefäßen entstehen, bei denen mög-
licherweise unklar ist, wie groß der Randdurchmesser war oder ob kein, ein oder
zwei Henkel angebracht waren. In solchen Fällen ist es zuweilen günstiger, sich nicht
explizit festzulegen.
2. Echte Fehlwerte: Das Merkmal selbst ist nicht vorhanden, sodass sein Wert nicht definiert
ist. Zum Beispiel kann bei Schalen oder Schüsseln kein Halsdurchmesser angegeben
werden.
Darüber hinaus muss unterschieden werden, ob
a. der Wert nur bei einem der beiden Objekte fehlt oder
b. die Werte bei beiden Objekten fehlen.
Im Fall 1a könnte der tatsächliche Wert basierend auf Erfahrung oder statistischen Metho-
den wie Durchschnittsbildung, Mehrheitsentscheid oder Dichteschätzung geraten werden
(„Imputation“). Diese Vervollständigung wird jedoch immer einen gewissen Grad an Un-
sicherheit mit sich bringen, weshalb eine Alternative darin bestünde, die Gesamtähnlichkeit
als Intervall anzugeben, um somit diese Unsicherheit dem Benutzer auch deutlich zu ma-
chen.
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Die Situation 2a stellt den Fall maximaler Unähnlichkeit dar, da das fragliche Merkmal zwar
an einem Objekt vorhanden ist, am anderen jedoch fehlt. Die Merkmalsähnlichkeit sollte
dann offensichtlich auf 0 gesetzt werden.
Die Fälle 1b und 2b können als gleichartig angesehen werden. Falls die Werte bei beiden
Objekten aus demselben Grund fehlen, ist die Berechnung eines Ähnlichkeitswertes wenig
sinnhaft. Hier empfehlen wir, das Merkmal einfach zu ignorieren und aus der Konvex-
kombination auszuschließen. Daraufhin müssen die verbleibenden Gewichte jedoch so linear
skaliert werden, dass sie sich wieder zu 1 aufsummieren. Der Spezialfall, dass ein Wert
unbekannt, der andere jedoch nicht definiert ist, sollte genauso wie 2a behandelt werden.
9.5.2 Theoretische Betrachtung
Dass die Ähnlichkeitsmetrik je nach Datenlage von Fall zu Fall angepasst wird, mag in der
Praxis vernünftig erscheinen, die damit verbundenen theoretischen Implikationen sollten
jedoch genauer untersucht werden. Zunächst sei darauf hingewiesen, dass wir zwischen allen
Instanzenpaaren eine Ähnlichkeit quantifizieren können müssen, sodass eine Berechnung
unter Einbeziehung undefinierter Werte keine sinnvolle Option darstellt. Andererseits kann
die Sinnhaftigkeit der Ergebnisse auch dann angezweifelt werden, wenn verschiedene
Metriken für verschiedene Instanzenpaare angewendet werden. Dazu gibt es jedoch keine
Alternative.
Offensichtlich kommt es mit dem Auftreten fehlender Werte zu einer Inkompatibilität von
Merkmalsraum und Instanzenraum, d. h. es kann entweder für bestimmte Dimensionen
kein definierter Wert angegeben werden (unechte Fehlwerte) oder der Merkmalsvektor ist
von geringerer Dimension als der Merkmalsraum (echte Fehlwerte). Für den ersten Fall
könnte man zwar die Wertebereiche um ein spezielles Symbol erweitern, z. B. V′i = Vi ∪ {?},
stünde dann aber vor dem Problem, dass die weiter oben diskutierten Metriken eine solche
Sonderbehandlung nicht vorsehen.
Wir favorisieren stattdessen einen Weg, bei dem das fragliche Merkmal ignoriert und die
Instanz in einen Unterraum geringerer Dimension verortet wird.15 Auch damit ist nun die
ursprüngliche Metrik nicht mehr anwendbar, denkbar wäre jedoch, die Instanz auf eine
fixierte Hyperebene des umgebenden, volldimensionalen Raums zu projizieren und so eine
Imputation zu simulieren. Die zweite Möglichkeit besteht darin, auch die Instanz voller
Dimension in denselben Unterraum zu projizieren und wiederum die Metrik anzupassen,
was wegen ihrer modularen Gestalt (vgl. Gleichung (9.14)) kein Problem darstellt. Darüber
15Der Versuch, die Instanzen mit fehlenden Werten geometrisch als Hyperebenen, d. h. im einfachsten Fall
als Geraden aufzufassen, scheitert daran, dass nur der kürzeste Abstand zwischen Punkt und Hyperebene
bzw. Hyperebene und Hyperebene eindeutig berechnet werden kann. Die Ähnlichkeit würde dadurch aber
generell überschätzt werden.
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hinaus lässt sich feststellen, dass Distanzen in hochdimensionalen Räumen im Allgemeinen
nur wenig verändert werden, wenn eine Dimension aufgrund von Projektion verloren geht.
Wir wollen diesen Sachverhalt nun formalisieren. Sei fn das einzige betrachtete Merkmal, für
das bei einigen Instanzen kein Ähnlichkeitswert definiert ist und sei λn = ωn/∑ni=1 ωi sein
zugehöriges normiertes Gewicht. Sei weiterhin
s :=
n−1
∑
i=1
ωi · simfi(xi, yi)
/ n−1
∑
i=1
ωi
die auf den ersten n− 1 Merkmalen berechnete normierte Ähnlichkeit und sei
s′ := simfn(xn, yn).
Falls nun fn ignoriert wird, ist die Gesamtähnlichkeit selbstverständlich s. Falls es anderer-
seits einbezogen wird, erhalten wir eine kombinierte Ähnlichkeit von λn · s′+ (1− λn) · s. Die
Differenz zwischen beiden Ausdrücken reduziert sich zu λn · (s′ − s) und wir können leicht
erkennen, dass es nur von s′ abhängt, ob sich die Ähnlichkeit vergrößert oder verkleinert.
Wir sehen außerdem, dass die maximale Differenz zwischen beiden Fällen von λn beschränkt
wird, nämlich wenn entweder s = 1 und s′ = 0 oder, was wahrscheinlich sogar noch seltener
ist, s = 0 und s′ = 1. Im Mittel wird diese Differenz jedoch deutlich kleiner sein und etwa in
der Größenordnung des Fehlers liegen, der entstünde, wenn die fehlenden Werte ergänzt
worden wären.
Schlussbemerkungen
Trotz ihres theoretischen Charakters sind die in diesem Kapitel diskutierten Aspekte für
unsere Methodologie von höchster Relevanz, denn auf Abstands- und Ähnlichkeitsmaße
muss an den unterschiedlichsten Stellen zurückgegriffen werden. Dazu zählen allen vor-
an einfache Ähnlichkeitsanfragen an die Datenbasis, aber auch die Cluster-Algorithmen,
der Relief-Algorithmus zur Merkmalsgewichtung und einige überwachte Lernverfahren,
insbesondere der im nächsten Kapitel diskutierte k-nächste-Nachbarn-Ansatz. Wie wir se-
hen werden, ist das Potential dieser Idee so groß, dass sie bei entsprechend sorgfältiger
Parametrisierung selbst mit den vermeintlich mächtigsten Lernverfahren wie Mehrschicht-
perzeptronen und Random Forests mithalten kann. Im Zweifel wäre der hier entwickelte
Ansatz wegen der geringeren Berechnungskomplexität sogar vorzuziehen.

Kapitel 10
Klassifikation durch überwachtes Lernen
Nachdem wir uns in Kapitel 9 ausführlich mit der Ähnlichkeit unüberwachter Datensätze
auseinandergesetzt haben, kommen wir nun zu den überwachten Verfahren. Dieses Para-
digma kann immer erst dann zum Einsatz kommen, wenn sich bereits eine grundlegende
typologische Struktur herausgebildet hat und eine gewisse Mindestmenge an Objekten von
einem Experten klassifiziert wurde. In unseren Experimenten hat sich herausgestellt, dass
sich zuverlässige Klassifizierungen erst ab einer kritischen Masse von etwa zehn Beispielen
pro Typ einstellen. Angesichts der gewaltigen Datenmengen, mit denen man in der Archäo-
logie üblicherweise konfrontiert wird, sind hier allerdings keine ernsthaften Probleme zu
erwarten. Sollten dennoch für einzelne Typen deutlich weniger Vertreter zur Verfügung
stehen, so sind diese idealerweise als Sonderformen zu behandeln und ggf. vom überwach-
ten Lernen auszuschließen. Wegen der überschaubaren Anzahl der Individuen wäre eine
manuelle Inspektion dann wiederum unproblematisch. Selbstverständlich kann während der
halbüberwachten Phase auch schon eher mit dem überwachten Lernen begonnen werden,
wobei dann jedoch mit einem deutlich erhöhten Anteil an Fehlklassifikationen aufgrund
unzureichender Trainingsdaten zu rechnen ist.
In diesem Kapitel verfolgen wir mehrere Ziele: Zunächst soll die Schwierigkeit des vor-
liegenden Lernproblems eruiert werden. Da von vornherein schwer abzuschätzen ist, mit
welchem Lernerfolg bei den verschiedenen Ansätzen überhaupt gerechnet werden kann,
versuchen wir im Anschluss, eine untere Schranke zu finden, die selbst bei äußerst naivem
Vorgehen erreicht wird. Unter diesen Gesichtspunkten untersuchen wir dann einige wenige
ausgewählte Algorithmen aus der Literatur sowie deren spezifische Parameter. Hier geht es
uns nicht primär um das Erzielen möglichst hoher Lernraten, sondern eher um die Frage, ob
das überwachte Lernen für unseren Anwendungsfall überhaupt prinzipiell geeignet ist und
welche Algorithmenklassen ggf. Erfolg versprechend sind. Nach Abschluss der Messreihen
besprechen wir schließlich ausführlich, wie die überwachten Lernverfahren in der Praxis
anzuwenden sind und welche weiteren Vorteile sich damit ergeben.
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10.1 Vorbemerkungen
Über die Schwierigkeit des vorliegenden Lernproblems kann nur gemutmaßt werden, da
es vergleichbare Untersuchungen auf archäologischem Material bisher nicht gegeben hat.
Selbst die Arbeit von Gansell et al. [2006] liefert nur wenige nützliche Erkenntnisse, da
es dort um eine völlig andere Fragestellung ging und offensichtlich auf vergleichsweise
viel Expertenwissen zurückgegriffen werden konnte. Außerdem wurden ausschließlich
kategorische Merkmale berücksichtigt. Zwar ist die reine Anzahl der Merkmale mit unserem
Datensatz durchaus vergleichbar (22 vs. 35), allerdings sind bei unserem Material deutlich
mehr Klassen zu unterscheiden.
Die hier betrachteten Gefäße aus der Zeit der Lausitzer Kultur sind allesamt handgefertigt
und daher längst nicht so homogen in ihrer Form wie etwa die Gefäße der griechischen
und römischen Antike. Speziell für das Gräberfeld von Kötitz (siehe Kapitel 11) wird
eine Nutzungsdauer von ca. 600 Jahren vermutet, sodass davon auszugehen ist, dass die
Gefäßformen sehr wahrscheinlich auch einem zeitlichen Einfluss unterliegen. Besonders
problematisch scheint hier der Übergang von der späten Bronzezeit (Lausitzer Kultur) zur
frühen Eisenzeit (Billendorfer Kultur) zu sein, da sich einige Gefäßtypen während dieser
Phase deutlich verändert haben. Im Kötitzer Gräberfeld konnten wir diese Veränderungen
jedoch nur auf einigen wenigen Terrinen beobachten.
Für unsere Testreihen haben wir zwei Datensätze generiert, die beide die vollständig erhal-
tenen oder vollständig restaurierten Gefäße aus dem Gräberfeld von Kötitz enthalten. Der
Datensatz PRIM umfasst 580 Gefäße verteilt auf 13 Typen. Dabei handelt es sich lediglich um
die Hauptgefäßtypen des Kötitzer Gräberfeldes, Sonderformen mit nur wenigen Vertretern
wurden ausgeschlossen. Zwar sagt die Anzahl der zu unterscheidenden Typen allein nichts
über die Komplexität des Lernproblems aus, eine solch hohe Klassenanzahl ist dennoch eher
untypisch für das maschinelle Lernen. Mit durchschnittlich 45 Vertretern pro Typ scheint
andererseits eine ausreichend große Trainingsdatenmenge vorzuliegen. Nichtsdestotrotz sind
für die einzelnen Typen wegen stark variierender Häufigkeit und Variabilität unterschiedlich
gute Lernergebnisse zu erwarten.
Der Datensatz SEC beinhaltet alle 599 Gefäße aus Kötitz. Er wurde in 43 Sekundärtypen
inklusive Sonderformen unterteilt, was im Durchschnitt nur noch knapp 14 Beispielen pro
Typ entspricht. Da zahlreiche Typen nur von ein oder zwei Beispielen vertreten werden und
somit eigentlich als Sonderformen zu gelten haben, ist generell davon auszugehen, dass die
Lernkurven für SEC merklich flacher sind als die von PRIM. Die Ergebnisse für SEC sind
allerdings nur von nachrangiger Bedeutung, da bei einer so feinen Untergliederung des
Materials ohnehin manuell und damit viel zielgerichteter vorgegangen werden kann. Im
Wesentlichen sollen sie nur illustrieren, wo die Grenzen des überwachten Lernens liegen
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und mit welchen Fehlerraten etwa zu rechnen ist, wenn nur sehr wenige Trainingsbeispiele
zur Verfügung stehen.
In beiden Datensätzen werden die Instanzen von 35 Merkmalen unterschiedlicher Skalen-
niveaus beschrieben (vgl. Tab. 11.2). Dabei ist von einem beträchtlichen Umfang an Korre-
lation und auch Irrelevanz auszugehen. Die verschiedenen Lernalgorithmen reagieren in
Bezug auf Lernleistung und Laufzeit höchst unterschiedlich auf diese Phänomene, sodass
hier besondere Aufmerksamkeit erforderlich ist. Wie wir bereits in Kapitel 9 besprochen
haben, ist eine Merkmalsauswahl zuweilen unverzichtbar.
10.2 Untersuchung wichtiger Lernverfahren
Seit den 80er Jahren hat die Machine-Learning-Community hunderte, wenn nicht tausende
verschiedener Lernverfahren hervorgebracht. Weder kann es Ziel dieser Arbeit sein, eine
weitere umfassende Studie sämtlicher jemals vorgeschlagenen Lernideen durchzuführen,
noch haben wir besonderes Interesse an dem für unsere Daten absolut besten Algorith-
mus. Stattdessen wollen wir einige ausgewählte Vertreter verschiedener Algorithmenklassen
untersuchen und vergleichen, um herauszufinden, ob das überwachte Lernen für die Unter-
stützung der Typologieentwicklung einerseits und die automatisierte Klassifizierung an-
dererseits bei derartig heterogenen Daten grundsätzlich geeignet ist. Hinterfragt werden
soll außerdem, welcher Aufwand für eine hinreichend gute Lernquote betrieben werden
muss und ob die Wahl des Lernalgorithmus überhaupt einen entscheidenden Einfluss auf
das Lernergebnis hat. Bei der Auswahl der Lernverfahren haben wir solche bevorzugt,
deren Grundidee bereits mit geringem Aufwand auch von Fachfremden verstanden werden
kann. Aus demselben Grund haben wir – soweit möglich – auf einen kleinen Parametersatz
geachtet. Unter den verbliebenen Kandidaten haben wir uns schließlich auf solche konzen-
triert, von denen aufgrund zahlreicher Studien eine im Allgemeinen überdurchschnittliche
Lernleistung erwartet werden konnte.
Für sämtliche Messreihen in diesem Abschnitt wurden zehn zufällige Permutationen des
Datensatzes (sogenannte Runs) erzeugt, auf denen jeweils eine 10-fache Kreuzvalidierung
durchgeführt wurde. In den Tests, in denen nicht die Anzahl der Trainingsbeispiele, sondern
andere Lernparameter untersucht wurden, haben wir die Kreuzvalidierung jeweils auf dem
gesamten Datensatz durchgeführt. Dort wo explizit nichts anderes vermerkt ist, wurde der
Datensatz PRIM verwendet.
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10.2.1 ZeroR / OneR
Um die Güte von Lernalgorithmen richtig einschätzen zu können, ist es zunächst von
Vorteil, eine untere Schranke zu kennen, die selbst bei äußerst naivem Vorgehen erreicht
wird. Treten zum Beispiel bei einem binären Lernproblem beide Klassen mit gleicher
Wahrscheinlichkeit auf, ließe sich langfristig allein durch Münzwurf eine Vorhersageleistung
von 50 % erreichen. Ist das Verhältnis unausgewogen, erhöht sich die untere Schranke
sogar, da im Zweifelsfall immer für die Klasse mit den meisten Vertretern votiert werden
kann. Verallgemeinert auf eine beliebige Anzahl von Klassen wird dieses Vorgehen als
ZeroR-Klassifikator bezeichnet.
Auf unseren Datensätzen liegt die erwartete untere Schranke bei etwa 16.3 % (95 Terri-
nen für PRIM) bzw. 8.3 % (50 Kleinterrinen für SEC), was sich in den Messreihen relativ
genau bestätigt hat (Abb. 10.1(a)). Zwar ist es theoretisch möglich, dass die Klassifikations-
leistung mancher Lernverfahren sogar noch unter dieser Schranke liegt (z. B. aufgrund von
Overfitting-Effekten), praktisch gesehen werden die meisten jedoch weit besser abschneiden.
Insofern sollte nach einer noch strengeren Schranke gesucht werden.
Eine bessere Lösung als ZeroR ist der OneR-Klassifikator1. Dabei wird der Wertebereich
eines Merkmals diskretisiert und jedem der entstehenden Intervalle eine Klasse nach dem
Prinzip von ZeroR zugewiesen. So kann wiederum für jedes Merkmal eine auf Schwell-
werten basierende Entscheidungsregel aufgestellt werden und unter sämtlichen Regeln wird
schließlich diejenige ausgewählt, die auf den Trainingsdaten den geringsten Fehler generiert
hat.
Die entscheidende Frage ist nun, nach welchen Kriterien der Wertebereich unterteilt werden
soll. Für numerische Merkmale wird folgendes Vorgehen vorgeschlagen [Holte 1993]: Da eine
Diskretisierung, bei der sämtliche Intervalle nur Beispiele einer einzigen Klasse enthalten
(„Reinheit“) zwar optimal wäre, jedoch schnell zu extremem Overfitting führen würde, wird
bis auf das rechteste Intervall eine minimale Anzahl Vertreter pro Klasse gefordert. Dieser
Wert wird bucket size genannt und oft mit 6 gewählt. In unseren eigenen Experimenten
konnte kein eindeutiges Optimum gefunden werden (Abb. 10.1(b)), wir haben uns aber
schließlich für die tatsächlichen Maxima der Kurven, 12 im Falle von PRIM und 4 für SEC,
entschieden.
Für nominale Merkmale hingegen ergibt sich die Diskretisierung praktisch von selbst. Der
angesprochene Overfitting-Effekt kann hier dennoch auftreten, wenn z. B. ein Identifikator
Teil der Merkmalsmenge ist. Wird dieser nicht vom Lernprozess ausgeschlossen, können
1Der Name OneR oder 1R leitet sich von der Eigenschaft ab, dass lediglich eine Entscheidungsregel für die
Klassifizierung herangezogen wird. Bei ZeroR steht die Entscheidung bereits fest, es kommt also im engeren
Sinne keine Regel zur Anwendung.
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sich die Lernergebnisse z. T. dramatisch verschlechtern. Dieses Phänomen ist bpsw. in
Abbildung 10.1(c) zu beobachten, wo wir die eigentlich irrelevanten Merkmale „ID“ und
„Grab“ zum üblichen Merkmalssatz hinzugefügt haben. Erst ab etwa 300 Trainingsbeispielen
scheint bei PRIM eine andere Entscheidungsregel zur Anwendung zu kommen. Für SEC
bleibt es auch danach bei den indiskutablen Raten, die schon von ZeroR erzielt wurden.
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(c) OneR mit den Merkmalen „ID“ und „Grab“
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Abbildung 10.1: Lernkurven für ZeroR und OneR
Wie die Ergebnisse der empirischen Studie von Holte [1993] zeigen, kann OneR trotz
seiner Einfachheit bei vielen binären Klassifikationsproblemen durchaus mit komplexeren
Verfahren konkurrieren. Dies hat seinen Grund darin, dass die Zusammenhänge dann
tendenziell auch eher univariat sind. Multinominale Entscheidungsprobleme sind hingegen
meistens auch multivariater Natur, weswegen OneR für diese oft schnell an Qualität einbüßt.
Dies wird auch durch die Messreihen in Abbildung 10.1(d) bestätigt, sodass OneR für
unsere Daten ebenfalls nicht als Klassifikator in Frage kommt. Zumindest legen die hohen
Fehlerraten von 48 bzw. 71 % aber nahe, dass es sich bei der Gefäßklassifikation nicht um ein
triviales, univariates Problem handelt. Diese Erkenntnis lässt die Erfolge der weiter unten
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untersuchten Lernverfahren umso beeindruckender erscheinen.
Von OneR wurde bei maximalem Training schließlich die folgende Entscheidungsregel
errechnet. S_2 ist dabei das Symbol für die Steilheit der Schulter in Grad (vgl. Seite 117
und 190).
S_2:
< -36.5 -> Amphore
< -24.25 -> Terrine
< -19.95 -> profilierte Tasse
< -15.85 -> Eitopf
< -2.45 -> Doppelkonus
>= -2.45 -> profilierte Schale
? -> einfache Schale
Umgangssprachlich ließe sich dieses Ergebnis dann auch so interpretieren: „Allein anhand
der Steilheit der Schulter lässt sich der Hauptgefäßtyp mit einer Wahrscheinlichkeit von ca.
52 % korrekt vorhersagen.“ Dass sich aus dieser Erkenntnis ein echter Nutzen ziehen lässt,
ist jedoch fraglich, zumal die Tabelle 11.2 auf Seite 190 zeigt, dass die Steilheit der Schulter
in Bezug auf die Relevanz für die Typologie lediglich im vorderen Mittelfeld zu finden ist.
10.2.2 Naive Bayes
Nachdem sich auch OneR immer noch als sehr schlechte untere Schranke erwiesen hat, soll
ein letzter Versuch unternommen werden, mit naivem Vorgehen respektable Klassifikations-
ergebnisse zu erzielen. Während bei OneR lediglich ein Merkmal zur Klassifizierung heran-
gezogen wird, sollen nun alle Merkmale gleichermaßen zur Entscheidungsfindung beitragen
und somit eine genauere, weil multivariate Erfassung der Klassengrenzen ermöglichen. Die
sogenannten Bayes-Klassifikatoren verfolgen einen wahrscheinlichkeitstheoretischen Ansatz:
Nach dem Bayesschen Theorem über bedingte Wahrscheinlichkeiten
Pr(H|E) = Pr(E|H) · Pr(H)
Pr(E)
(10.1)
mit der Hypothese H und der Evidenz E wird ein Objekt derjenigen Klasse zugeordnet, zu
der es aufgrund seiner Merkmalswerte mit der größten Wahrscheinlichkeit gehört. Für eine
bestimmte Klasse Ci und die Merkmalswerte x1, . . . , xn erhalten wir
Pr(Ci|x1, . . . , xn) = Pr(x1, . . . , xn|Ci) · Pr(Ci)Pr(x1, . . . , xn) =
Pr(x1|Ci) · . . . · Pr(xn|Ci) · Pr(Ci)
Pr(x1, . . . , xn)
, (10.2)
wobei wir den Nenner ignorieren können, da er für alle Klassen identisch ist und deswegen
nach einer Normierung verschwindet. In seiner Grundform wird dieser Klassifikator als
10.2 Untersuchung wichtiger Lernverfahren 173
Naive Bayes bezeichnet, da er von der unrealistischen Annahme ausgeht, dass alle Merk-
male statistisch unabhängig voneinander sind.2 Andererseits lassen sich stark korrelierte
Merkmale mithilfe statistischer Methoden identifizieren und entfernen (vgl. Abschnitt 9.4).
Das Diagramm 10.2(a) zeigt, dass sich der Klassifikationsfehler tatsächlich etwas reduziert,
wenn die nach aufsteigendem Gain Ratio sortierten Merkmale sukzessive von links nach
rechts entfernt werden. Es ist zu erkennen, dass die intrinsische Dimensionalität ungefähr
bei 14 liegt, eine signifikante Verschlechterung jedoch erst bei weniger als acht Dimensionen
auftritt.
Während die Berechnung der Wahrscheinlichkeiten bei kategorischen Merkmalen deren
relativen Häufigkeiten entspricht, muss bei numerischen Daten von einer bestimmten
Verteilung ausgegangen werden. Üblicherweise wird hier eine Normalverteilung erwartet,
deren Dichtefunktion
D(x) =
1
σ
√
2pi
· exp
(
−1
2
(
x− µ
σ
)2)
(10.3)
ist, wobei µ den Mittelwert und σ die Standardabweichung kennzeichnet. Da in der Praxis
eine Normalverteilung nicht immer gegeben ist, ist die Schätzung der Wahrscheinlichkeit
möglicherweise ungenau. Aus diesem Grund wurden adaptive Dichteschätzer, sogenannte
kernel density estimators (KDE) entwickelt, auf die wir hier nicht näher eingehen werden. Wie
die Messreihen jedoch zeigen, lässt sich damit in der Tat eine Verbesserung der Klassifi-
kationsleistung von ein bis zwei Prozent erreichen (Abb. 10.2(b)).
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Abbildung 10.2: Lernkurven für Naive Bayes
Bei maximalem Training, d. h. wird für die Kreuzvalidierung der gesamte Datensatz verwen-
det, ergibt sich für Naive Bayes ein Langzeitfehler von 6.93 % bei einer Standardabweichung
von σ = 0.38 %. Angesichts der naiven Annahmen beim Bayesschen Lernen handelt es sich
2Ob der hier verfolgte Klassifikationsansatz an sich naiv ist oder nicht, liegt sicherlich im Auge des Betrachters.
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hierbei um einen durchaus überraschend guten Wert, zumal die Kötitzer Gefäße einen eher
individuellen Charakter haben. Dem Vorwurf, dass es sich demnach doch um ein leichtes
Lernproblem handelt, muss man allerdings entgegenhalten, dass ein solches Ergebnis erst
durch eine sorgfältige typologische Analyse zustande kommen konnte (vgl. ausführlich
Abschnitt 11.3).
10.2.3 Prototypen und instanzbasiertes Lernen
In Kapitel 9 haben wir ausführlich besprochen, wie sich unüberwachte Merkmalsvektoren
bezüglich ihres Abstandes bzw. ihrer Ähnlichkeit vergleichen lassen. Dieselben Ideen lie-
ßen sich selbstverständlich ohne Weiteres auch auf überwachte Daten adaptieren. Hierzu
bietet sich zunächst eine Klassifikation mithilfe von Prototypen an. Darunter wollen wir
Merkmalsvektoren verstehen, die möglichst repräsentativ für ihre jeweilige Klasse sind –
unabhängig davon, ob es sich dabei um echte oder hypothetische Instanzen handelt. Stellt
man sich deren Vertreter anschaulich als Punktwolke im Merkmalsraum vor, dann würde
man einen Prototyp am ehesten ins Zentrum dieses Bereichs verorten. Jede neue Instanz
würde dann derjenigen Klasse zugeschlagen werden, zu deren Prototyp sie den geringsten
Abstand bzw. die größte Ähnlichkeit hat. In gewisser Weise handelt es sich hierbei um eine
Variante des k-means-Algorithmus.
Die Beschränkung auf Prototypen hat den Nachteil, dass die Struktur der Cluster (z. B.
Exzentrität oder Dichteschwankungen) sowie deren Übergangsbereiche nicht oder nur
unzureichend berücksichtigt werden. Man kann dies umgehen, indem man anstelle der
Prototypen einen instanzbasierten Ansatz wählt. Dabei werden zu jeder neuen Instanz
die k-nächsten Nachbarn3 (analog die k-ähnlichsten Instanzen) sowie deren Klassenzuge-
hörigkeit ermittelt. Die Klassifizierung erfolgt nun über einen Mehrheitsentscheid, wobei
zusätzlich eine Gewichtung anhand des Abstandes vorgenommen werden kann.
Trotz seiner Einfachheit ist beim instanzbasierten Lernen Vorsicht geboten, denn im Grunde
treffen sämtliche Überlegungen aus Kapitel 9 hier gleichermaßen zu. Neben der Wahl der
Abstandsmetrik und dem Einfluss der Dimensionalität ist zusätzlich zu klären, wie groß die
Nachbarschaft zu wählen ist. Sehen wir uns dazu die beiden folgenden Diagramme an.
Der Verlauf der beiden Kurven in Abbildung 10.3(a) ist überaus aufschlussreich. Zum
einen zeigen sie, dass – anders als bei Naive Bayes – der Unterschied zwischen der vollen
Dimensionalität und einer starken Reduzierung dramatisch ist. Bei der Merkmalsauswahl
sind wir erneut so vorgegangen, dass sämtliche Merkmale zunächst aufsteigend nach ihren
Gain-Ratio-Werten sortiert wurden (vgl. Abschnitt 9.4.2) und sukzessive jeweils dasjenige
3Das hier verwendete k hat keinerlei Bezug zum k des k-means-Algorithmus. Aus Gründen der Lesbarkeit
wollen wir über diese Doppelbelegung aber an dieser einen Stelle hinwegsehen.
10.2 Untersuchung wichtiger Lernverfahren 175
 50
 55
 60
 65
 70
 75
 80
 85
 90
 95
 100
 0 5 10 15 20 25 30 35
K
la
ss
if
ik
at
io
n
sl
ei
st
u
n
g
# Merkmale
Manhattan
Euklidisch
(a) Einfluss von Metrik und Dimensionalität
 80
 82
 84
 86
 88
 90
 92
 94
 96
 98
 100
 0  2  4  6  8  10  12  14  16  18  20
K
la
ss
if
ik
at
io
n
sl
ei
st
u
n
g
# Nachbarn
Manhattan (9 Merkmale)
(b) Einfluss der Nachbarschaft
Abbildung 10.3: Lernkurven für k-Nearest Neighbours
mit dem geringsten Wert entfernt wurde. Wenn dann der Lernerfolg dennoch gleich blieb
oder sich sogar verbesserte, war das Merkmal offensichtlich redundant oder irrelevant. Es
hat sich bestätigt, dass die intrinsische Dimensionalität des PRIM-Datensatzes bei etwa 8
liegt.
Zum anderen ist auch die Wahl der Abstands- bzw. Ähnlichkeitsmetrik für die Berechnung
der Nachbarn von entscheidender Bedeutung. Insbesondere in hohen Dimensionen, d. h.
wenn viele Merkmale bei der Klassifizierung berücksichtigt werden, ist die Manhattan-
Metrik deutlich erfolgreicher als die euklidische Metrik. Die Differenz wird kleiner, je mehr
irrelevante oder korrelierte Merkmale entfernt werden. Wir interpretieren dies als einen star-
ken Hinweis darauf, dass die in Kapitel 9 favorisierten manhattan-artigen Produktmetriken
anderen Ansätzen wie z. B. der euklidischen Distanz überlegen sind.
Ein eindeutiges Ergebnis haben auch die Testreihen zur Größe der Nachbarschaft erbracht
(Abb. 10.3(b)). Die besten Resultate wurden erzielt, wenn die Klassifizierung lediglich anhand
des unmittelbar nächsten Nachbarn erfolgte. Als Ursache vermuten wir die hohe Varianz in
den Gefäßdaten sowie die Existenz zahlreicher Übergangstypen.
Angesichts der weitgehenden Parameterfreiheit des hier verfolgten Lernparadigmas ist die
von der Kreuzvalidierung prognostizierte Klassifikationsleistung von 93.34 % (σ = 0.27 %)
ebenfalls überraschend gut. Wir werden weiter unten noch sehen, dass selbst komplexe
Verfahren wie bspw. neuronale Netze kaum bessere Lernraten erzielen. Allerdings sei
nochmals darauf hingewiesen, dass erst eine überwachte Merkmalsauswahl in Verbindung
mit der Manhattan-Metrik zu diesem Erfolg geführt hat.
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10.2.4 Entscheidungsbäume
Für die Klassifikationsprobleme in der Archäologie nehmen Entscheidungsbaumalgorithmen
eine Sonderstellung ein. Da auch Typologen in der Regel dazu neigen, univariat und
hierarchisch vorzugehen, ist von Entscheidungsbäumen besonderer Nutzen zu erwarten.
Zu den ersten ernsthaften Versuchen in diese Richtung zählte Quinlans ID3-Algorithmus
[1986], der jedoch nur binäre Klassifikationsprobleme lösen konnte. Quinlan selbst führte
1993 mit dem C4.5-Algorithmus eine entscheidende Verbesserung ein. Er erfreut sich bis
heute ausgesprochener Beliebtheit.
Die Erzeugung eines C4.5-Baums folgt relativ einfachen Kriterien [Quinlan 1993]. Zunächst
wird mit einem Wurzelknoten begonnen. Dort werden für den gesamten Datensatz sämtliche
Information Gain Ratios berechnet und das Merkmal mit dem höchsten Wert wird als
Split-Kriterium herangezogen. Für nominale Merkmale ist die Anzahl der entstehenden
Unterbäume so groß wie die Anzahl der nominalen Werte, bei numerischen Werten wird
eine Diskretisierung durchgeführt, die im einfachsten Fall binär anhand eines Schwellwerts
erfolgt. Anschließend wird für jede der erzeugten Teilmengen überprüft, ob die Anzahl der
durch diesen Pfad klassifizierten Instanzen kleiner als ein vorgegebener Schwellwert (die
„Blattgröße“) ist. Ist dies nicht der Fall, wird die Split-Prozedur auf der aktuellen Teilmenge
rekursiv wiederholt. Ein so induzierter Entscheidungsbaum partitioniert den Merkmalsraum
also stets univariat anhand von Hyperebenen, die senkrecht zur jeweiligen Merkmalsachse
stehen. Diese Art der Partitionierung ist zwar gut nachvollziehbar, geht aber klar zu Lasten
der Mächtigkeit.
Da jeder Pfad von der Wurzel zu einem Blatt als Konjunktion der Tests an den inneren
Knoten aufgefasst werden kann, sind Entscheidungsbäume im Gegensatz zu den meisten
anderen Lernverfahren les- und interpretierbar. Wie wir in Abschnitt 10.3 noch ausführ-
licher besprechen werden, können diese Bäume deswegen enorm zur Verbesserung der
typologischen Struktur und zum eigenen Verständnis des zu klassifizierenden Materials
beitragen.
Wie das Diagramm 10.4(a) nahelegt, sind kleinere Blattgrößen für uns tendenziell besser
geeignet. Dies kann nicht sonderlich überraschen, da nicht für alle Typen genügend Beispiele
zur Verfügung stehen. Während wir für den PRIM-Datensatz noch eine Mindestgröße
von 5 fordern können, liegt dieser Wert bei SEC tatsächlich nur zwischen 2 und 3. Bei
der Frage nach der Arität der Splits innerhalb des Baumes konnten wir keine Präferenz
feststellen. Im Zweifel sollte man hier beliebige Splits zulassen, um so die Größe des Baums
zu reduzieren.
Trotz ihrer Popularität zählen Entscheidungsbäume aufgrund ihrer Konstruktionsweise
oftmals zu den schwächeren Lernverfahren. Mit 90.22± 0.72 % werden auch auf unseren
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Abbildung 10.4: Lernkurven für C4.5
Daten Werte erreicht, die signifikant schlechter4 sind als die von Naive Bayes und dem
instanzbasierten Lernen. Wegen der besonderen Aussagekraft der erzeugten Bäume werden
wir C4.5 in Kapitel 11 jedoch oft an prominenter Stelle einsetzen.
10.2.5 Random Forests
Random Forests [Breiman 2001] sind ein überaus beliebter Vertreter der sehr erfolgreichen
Idee des ensemble learning, bei dem eine Reihe vermeintlich schwacher Klassifikatoren zu
einem mächtigeren Metaklassifikator kombiniert werden. Im Falle von Random Forests wird
eine Menge von Entscheidungsbäumen weitgehend zufällig und unabhängig voneinander
erzeugt, von denen jeder eine Stimme zur letztlichen Klassifizierung über Mehrheitsentscheid
beiträgt. Konkret wird bei der Baumerzeugung an jedem Knoten nur eine geringe und
zufällige Auswahl von Merkmalen betrachtet. Von diesen wird aber nach wie vor dasjenige
mit dem höchsten Gain Ratio als Split-Merkmal herangezogen. Im Gegensatz zu C4.5 werden
die Bäume jeweils voll ausgebaut und nicht beschnitten.
Obwohl die Induktion der Bäume zu einem gewissen Teil zufällig erfolgt, ist der Verlauf
der Lernkurve recht erstaunlich. Bereits wenige Dutzend Bäume reichen aus, um eine
Klassifikationsleistung von 94.06 % (σ = 0.54 %) zu erreichen. Ein weiterer entscheidender
Vorteil von Random Forests liegt in ihrer effizienten Berechenbarkeit.
4Verwendet wurde der übliche T-Test mit einer Signifikanzschwelle von 0.05.
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Abbildung 10.5: Lernkurven für Random Forests
10.2.6 Künstliche Neuronale Netze
Als letztes Lernparadigma wollen wir künstliche neuronale Netze untersuchen. Deren
Geschichte geht bis zu den Arbeiten von McCulloch und Pitts [1943] und Hebb [1949] zurück,
die die biologische Funktionsweise eines Neurons mithilfe mathematischer Gleichungen zu
modellieren versuchten. Während die McCulloch-Pitts-Zelle nur binäre Ein- und Ausgaben
zuließ und auch nicht die Möglichkeit zur Selbstmodifikation, d. h. eine Lernfähigkeit besaß,
wurde mit der Hebbschen Lernregel die theoretische Grundlage für das spätere Perzeptron
[Rosenblatt 1958] gelegt.5
Im Grunde bildet ein einlagiges Perzeptron nichts weiter ab als eine multiple Regression. Als
linearer Klassifikator kann es somit nur linear separierbare Probleme korrekt lösen. Da dies
z. B. für die Antivalenz (XOR) nicht der Fall ist, kam die Forschung auf diesem Gebiet in den
60er-Jahren zum Stillstand und konnte erst mit der Erfindung des mehrlagigen Perzeptrons
(MLP) wiederbelebt werden. Bei MLPs werden neben der Ein- und Ausgabeschicht noch
eine oder mehrere Zwischenschichten (hidden layers) eingeführt. Neben der Anzahl und
Breite dieser Schichten taucht nun außerdem die Frage der Konnektivität auf.
Prinzipiell ist darauf zu achten, dass das Netz weder zu groß (geringe Lerngeschwindigkeit,
Anfälligkeit für Overfitting) noch zu klein (geringe Mächtigkeit, „Underfitting“) ist. In
zahlreichen Experimenten auf den unterschiedlichsten Datensätzen hat sich in der Praxis
die folgende Netztopologie bewährt: Zwischen der Ein- und Ausgabeschicht gibt es ledig-
lich eine verdeckte Schicht, deren Stärke gerade das Mittel aus der Anzahl der Ein- und
Ausgabeneuronen ist. Zwischen den Schichten besteht volle Konnektivität.
5Tatsächlich wurde diese Beobachtung bereits 1890 vom amerikanischen Psychologen William James und 1896
auch von Sigmund Freud gemacht.
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Im Laufe der Jahrzehnte wurde eine Vielzahl verschiedener weiterer Techniken entwickelt,
darunter Kohonen-Netze (Self-Organizing Maps), Radial Basis Function Networks (RBF-
Netze), Growing Neural Gases (GNGs), Adaptive Resonanztheorie (ART), u. v. a. m. Für
unsere Tests beschränken wir uns auf ein Mehrschichtperzeptron mit Backpropagation, das
noch einigermaßen leicht zu konfigurieren ist und sehr ordentliche Ergebnisse erzielt.
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Abbildung 10.6: Lernkurven für das Mehrschichtperzeptron
Im linken Diagramm ist zu sehen, dass die oben beschriebene Netztopologie auch auf
unseren Daten die besten Ergebnisse erzielt. Insgesamt scheint auch eine Trainingsdauer
von etwa 300 Backpropagation-Zyklen absolut ausreichend zu sein. Diese Information
ist angesichts der doch recht beträchtlichen algorithmischen Komplexität durchaus von
Bedeutung. Der langfristige Lernerfolg von MLPs ist etwa mit dem von Random Forests
vergleichbar (94.44 ± 0.42 %), wobei die deutlich kürzere Berechnungszeit hier eher für
letztere spricht.
10.2.7 Metaklassifikatoren
Obwohl sich mit den vorgestellten Lernverfahren bereits respektable Ergebnisse erzielen
lassen, bleibt die Frage, ob diese mit einem Expertenparadigma noch weiter gesteigert
werden können. Gemäß der Beobachtung, dass sich viele Experten nur sehr selten gleichzeitig
irren, besteht die Grundidee der sogenannten Metaklassifikatoren darin, eine Reihe von
Basisklassifikatoren so zu kombinieren, dass sie in der Gesamtheit einen geringeren Fehler
erzeugen als jeder einzelne von ihnen. Man spricht deswegen auch von Gemeinschaftslernen
(ensemble learning).
Die Forschung hat auf diesem Gebiet zahlreiche erfolgreiche Verfahren hervorgebracht, so
z. B. Stacking [Wolpert 1992], Bagging [Breiman 1996], Boosting [Freund und Schapire 1997]
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oder Dagging [Ting und Witten 1997]. Am einfachsten ist jedoch das Voting, bei dem die
Ergebnisse der Basisklassifikatoren auf verschiedene Art, z. B. durch Mehrheitsentscheid
oder Wahrscheinlichkeitsmittelung zu einem Gesamtergebnis kombiniert werden.
In unseren Experimenten könnten wir durch die Kombination von Naive Bayes, k-Nearest
Neighbours, C4.5, Random Forest und Multilayer Perceptron tatsächlich noch eine minimale
Verbesserung auf etwa 95 % erreichen.
10.3 Nutzen für die Typologieentwicklung
Mit Beginn der überwachten Phase ändert sich der Prozess der Typologieentwicklung
grundlegend. Sobald ausreichend viele klassifizierte Datensätze vorliegen, können ein
oder mehrere Klassifikatoren mit eben diesen Daten trainiert und ein entsprechendes
Klassifikationsmodell abgeleitet werden. Jedes neue Objekt wird dann gegen dieses Modell
getestet und automatisch einer der gegebenen Klassen zugeordnet. Die Möglichkeit der
automatischen Klassierung ist für sich genommen bereits ein enormer Fortschritt gegenüber
traditionellen Herangehensweisen. Wie wir aber gleich sehen werden, bietet das überwachte
Lernen noch eine ganze Reihe weiterer Vorteile.
Eine der zentralen Herausforderungen beim Einsatz von überwachtem Lernen in der archäo-
logischen Forschung ist die fehlende Verifizierbarkeit der Klassifikationsentscheidungen,
da archäologische Typologien im Gegensatz zu den meisten anderen Anwendungsfeldern in
aller Regel nicht naturgegeben, sondern künstlich sind. Wir wollen deshalb im Folgenden
von einer Fehlklassifikation sprechen, wenn das Lernergebnis nicht den Erwartungen des
Typologen entspricht. Mögliche Gründe für Fehlklassifikationen sind z. B.
1. Tippfehler,
2. inkonsistente Klassifikation durch den wissenschaftlichen Bearbeiter,
3. zu allgemeine oder zu strenge Typdefinitionen,
4. zu wenige Trainingsbeispiele,
5. andere Lernprobleme (z. B. Overfitting, Underfitting).
Das Auswerten der Klassifikationsergebnisse durch den Bearbeiter wird im Laufe der Zeit
wesentlich zu seinem eigenen Verständnis des Materials beitragen, insbesondere da er
erkennen kann, welche Instanzen falsch klassifiziert wurden. Dazu ist es nicht unbedingt
notwendig, ständig jeden einzelnen Fehler zu überprüfen und zu beseitigen. Gerade zu
Anfang, wenn nur wenige gelabelte Datensätze zur Verfügung stehen, ist es sehr wahr-
scheinlich, dass die Fehler mehrheitlich auf unzureichendes Training zurückzuführen sind.
Wenn jedoch bestimmte Zuordnungen über einen längeren Zeitraum und insbesondere von
mehreren Lernverfahren falsch vorgenommen wurden, handelt es sich vermutlich um ein
10.3 Nutzen für die Typologieentwicklung 181
strukturelles Problem. Das heißt, dass bestimmte Typen entweder weiter unterteilt (da sie
sehr inhomogen sind) oder vereinigt werden müssen (da die Unterteilung womöglich rein
willkürlich ist). Falls die vorliegende Typologie nach der Begutachtung dennoch für korrekt
befunden wurde, kann es sein, dass einige relevante Merkmale nicht gut genug in den
Daten abgebildet sind. Sie fehlen dann entweder vollständig und müssen neu hinzugefügt
werden oder die Merkmalswerte lassen eine korrekte Unterteilung einfach nicht zu. Dann
könnte wiederum eine Wertebereichserweiterung Abhilfe schaffen oder es sind alternative
Darstellungsformen des Merkmals in Betracht zu ziehen.
Welches konkrete Lernverfahren gewählt wird, ist vorerst von nachrangiger Bedeutung.
Sofern es ernsthafte systematische Fehler in der Typologie gibt, werden diese höchstwahr-
scheinlich von allen aufgedeckt werden. Falls andererseits die Grenzen zwischen den Klassen
eindeutig sind, werden auch die schwächeren Lernverfahren erfolgreich sein. Interessanter
ist es, zu beobachten, ob sich die Fehlklassifikationen nur auf bestimmte Typen konzen-
trieren. Abgesehen von der Wiederverwendbarkeit der Klassifikationsmodelle ist einer
der entscheidenden Vorteile von überwachten Lernverfahren die Existenz verschiedener
mächtiger Methoden zur Einschätzung der Qualität der Lernverfahren selbst als auch der
vorgegebenen Typologie. Diese wollen wir nun im Detail diskutieren.
Wie wir in Abschnitt 10.2 gesehen haben, gibt es unter den verschiedenen Lernverfahren nur
wenige, die Klassifikationsmodelle erzeugen, die für den Menschen les- und interpretierbar
sind. Außer solchen, die eine Menge von Klassifikationsregeln induzieren, trifft dies haupt-
sächlich auf die Entscheidungsbaumalgorithmen zu. Im Allgemeinen sind diese univariaten
Methoden in Bezug auf den Lernerfolg weniger mächtig als z. B. Ensemble Learners oder
neuronale Netze, deren Output ist jedoch extrem hilfreich, um das eigene Verständnis
der Typologie zu verbessern und ggf. die notwendigen Korrekturen von Tippfehlern und
inkonsistenter Klassenzuordnung vorzunehmen. In Hinblick auf optimale Anwendbarkeit
sollten Entscheidungsbäume die folgenden drei Eigenschaften haben:
• Unter allen Bäumen mit gleicher Leistungsfähigkeit sollte immer der kleinste aus-
gewählt werden. Dieses Simplicity-First-Prinzip, das auch als Ockhams Rasiermesser
bekannt ist, ergibt sich aus Gründen der Lesbarkeit, aber auch aus algorithmischen
Betrachtungen. Wenn sich ein Entscheidungsbaum so weit verzweigen würde, bis die
Blätter nur noch Instanzen ein und derselben Klasse enthielten, wäre der Klassifikator
sehr anfällig für Überanpassungsphänomene. Um also die Generalisierungsfähigkeit
zu verbessern, werden die Bäume oft automatisch zu einem gewissen Grad beschnitten.
Auf unseren Daten verlangen wir eine Blattgröße von mindestens 5.
• Wenn sich ein Klassenlabel über mehrere Blätter verteilt, ist das ein starkes Anzeichen
für eine zu schwammige Typdefinition. Je mehr Pfade zu einem bestimmten Label füh-
ren, desto mehr Ausnahmen oder Alternativen müssen in der Typdefinition vermerkt
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werden. Es sollte dann überprüft werden, ob die verschiedenen Pfade nicht eigentlich
Untertypen darstellen (vgl. ausführlich Abschnitt 11.3.3).
• Ob Spezialformen ebenfalls in den Entscheidungsbaum aufgenommen werden sollten,
stellt ein weiteres Dilemma dar. Einerseits blähen Blätter mit nur wenigen Instanzen
den Baum auf, was der Erfassbarkeit und möglicherweise auch der Generalisierungs-
fähigkeit abträglich ist. Wenn aber andererseits diese Blätter einfach weggelassen
werden, können weitere Instanzen dieser Klasse von vornherein nicht mehr korrekt
klassifiziert werden.6 Da das überwachte Lernen jedoch generell ungeeignet für kleins-
te Datenmengen ist, ist es meistens besser, diese Spezialformen komplett aus dem
Lernprozess auszuschließen und stattdessen manuell zu klassifizieren.
Im Gegensatz zu den erwähnten menschlichen Fehlern ist das Entdecken struktureller
Probleme in der Typologie schwieriger, weil diese in verschiedenen Formen auftreten
und auch nicht anhand von Individuen untersucht werden können. Wir müssen also die
Lernergebnisse auf dem Gesamtdatensatz beurteilen.
Eine erste Idee wäre, den Klassifikator mit allen zur Verfügung stehenden überwachten
Daten zu trainieren. Danach werden dieselben Daten als Testmenge verwendet, um zu sehen,
ob die Typologie zuverlässig gelernt werden konnte. Wenn man die Klassifikationsergeb-
nisse in einer im Allgemeinen nicht symmetrischen Konfusionsmatrix (für Beispiele siehe
Kapitel 11) visualisiert, hätte diese bei einem perfekten Klassifikator nur Einträge entlang der
Hauptdiagonale. Der Anteil der Fehlklassifikationen findet sich in der oberen und unteren
Dreiecksmatrix. In diesem speziellen Szenario nennen wir diesen Anteil Trainingsfehler.
Obwohl die Konfusionsmatrizen für die verschiedenen Lernverfahren im Detail variieren
werden, kann man erwarten, dass sie mehr oder weniger dieselbe Struktur aufweisen. Aus
dieser Struktur lassen sich bereits Rückschlüsse auf die Tauglichkeit der aktuellen Typologie
ziehen. Während sich sporadische Fehlklassifikationen nie vollständig vermeiden lassen,
sollten die jeweiligen Typenbeziehungen einer genaueren Untersuchung unterzogen werden,
sobald sich sichtbare Blöcke bilden.
Trainings- und Testmenge identisch zu wählen, ist in der Tat ein geeignetes Mittel, um die
Typologie konsistent zu machen. Nichtsdestotrotz wird in der Literatur zum überwachten
Lernen mehrfach prominent darauf hingewiesen, dass die Ergebnisse nicht vorschnell
interpretiert werden sollten. Zu allererst bedeutet ein Trainingsfehler von 0 % nicht, dass
die Typologie bereits perfekt ist. Der Klassifikator kann die Daten auch überangepasst
haben, d. h. er war nur deshalb so erfolgreich, weil er die Trainingsbeispiele auswendig
gelernt hat. Demgegenüber kann ein hoher Trainingsfehler auch im Lernprozess selbst
begründet sein, d. h. selbst wenn die Klassen gut separierbar sind, kann es immer noch
6Dieses Problem tritt selbstverständlich auch bei anderen Lernverfahren auf.
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passieren, dass der Klassifikator die Grenzen nicht zuverlässig finden kann, da zu wenige
Trainingsdaten vorliegen oder das Klassifikationsmodell in seiner Ausdrucksmächtigkeit
beschränkt ist. Aus diesem Grund sollten die Trainingsergebnisse regelmäßig geprüft werden,
um herauszufinden, was den Fehler tatsächlich verursacht hat.
Das Hauptziel des überwachten Lernens ist üblicherweise, Klassifikatoren zu erstellen,
die allgemein gut auf unbekannten Daten arbeiten. Zu diesem Zweck muss entweder eine
unabhängige Testmenge zur Verfügung gestellt werden oder die wenigen vorhandenen
Daten werden in eine Trainings- und eine Testmenge unterteilt. Zur Lösung des daraus
entstehenden Dilemmas hatten wir bereits in Abschnitt 8.4 die sogenannte stratifizierte
Kreuzvalidierung vorgestellt. Der sich ergebende Testfehler ist im Allgemeinen deutlich
höher als der Trainingsfehler, er stellt jedoch eine gute Abschätzung dar, mit welcher
Wahrscheinlichkeit sich neue Daten langfristig korrekt klassifizieren lassen. Verfolgt man die
Ergebnisse der Kreuzvalidierung über längere Zeit, d. h. während die Datenbasis sukzessive
erweitert wird, lassen sich oftmals Hinweise darauf erkennen, welche kritische Größe die
Trainingsdatenmenge ungefähr haben muss, damit langfristig ein hoher Lernerfolg erzielt
werden kann.
Anstatt die Klassifikationsmodelle und die Konfusionsmatrizen zu untersuchen, können
wir die Typzugehörigkeit auch direkt anhand der Ähnlichkeit zwischen den Instanzen
überprüfen (vgl. Abb. 11.3 auf Seite 194). Interessanterweise bevorzugen Archäologen in der
Praxis diese Ähnlichkeitsanfragen oft gegenüber den überwachten Techniken. Dafür kommen
zweierlei Gründe in Frage: Einerseits empfinden es manche Menschen als angenehmer, mit
echten Objekten anstatt mit abstrakten Typkonstrukten zu arbeiten, um so auch zu sehen,
wie die ähnlichsten Objekte aussehen. Andererseits vermittelt das visuelle Feedback das
Gefühl, die Kontrolle über den Klassifikationsprozess zu behalten, was nicht der Fall ist,
wenn man die Lernalgorithmen unnötigerweise als Black Boxes betrachtet. Darüber hinaus
benötigen diese Anfragen nicht einmal überwachte Daten, sondern nur eine durchdachte
Ähnlichkeitsmetrik, weswegen sie bereits während der un- und halbüberwachten Phase
eingesetzt werden können. Wie wir jedoch bereits in Abschnitt 9.4 diskutiert haben, ist die
Ähnlichkeitsfunktion umso abgestimmter, je genauer ihre Gewichte sind, wozu wiederum
zumindest ein Teil der Daten gelabelt sein muss.
Wenn die Überprüfung einer Fehlklassifikation ergibt, dass die Typzuordnung in der Tat
inkorrekt war, wird das neue Label zugewiesen. Die Folgen dieser Reklassifizierung können
direkt beobachtet werden, wenn die Lernalgorithmen erneut gestartet werden. Nachdem
sämtliche menschlichen und typologischen Fehler beseitigt wurden, kann zusätzliches
Material aufgenommen werden und die Analysen beginnen mit den hinzugewonnenen
Erkenntnissen von vorn. Es kann davon ausgegangen werden – und das wird von all unseren
Lernkurven bestätigt –, dass sich die Vorhersagegenauigkeit im Laufe der Zeit kontinuierlich
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verbessert, was einerseits damit zu tun hat, dass die entstehenden Typenstrukturen deutlich
klarer werden, andererseits auch die Vorhersagekraft zunimmt, je mehr Trainingsbeispiele
gezeigt wurden.
Damit ist unsere Methodologie nun vollständig und wir wollen ein letztes Mal Bezug
zum KDP-Modell nehmen: Der Schritt 7 umfasst die reine Anwendung der Lernverfahren
– egal ob überwacht oder unüberwacht – sowie die Auswertung von deren Output, im
Wesentlichen also die in diesem und dem vorherigen Kapitel besprochenen Methoden
und Werkzeuge. Die verantwortungsvolle Aufgabe des Bearbeiters ist es nun, die richtigen
Schlüsse aus den entdeckten Mustern zu ziehen und das vorherige Klassifikationsmodell
ggf. zu revidieren (KDP-Schritt 8). Dieser Teil des KDD-Prozesses gestaltet sich naturgemäß
sehr individuell und benötigt fundiertes Expertenwissen. In den Abschnitten 11.3 und 11.5
werden wir anhand verschiedener Beispiele die Schwierigkeiten, aber auch die Chancen
dieses vorletzten Schrittes herausarbeiten. Den abschließenden Schritt 9, Integration der
neuen Erkenntnisse in das bisherige Wissenssystem, können wir in dieser Arbeit nur kurz
anreißen, da hier noch ungleich mehr archäologische Expertise von Nöten ist.
Kapitel 11
Fallstudie:
Grabgefäße der Lausitzer Kultur
Die in den Kapiteln 9 und 10 entwickelte Methodologie soll abschließend anhand eines
Beispielmaterials auf ihre Praxistauglichkeit untersucht werden. Wir beziehen uns dabei auf
ausgewählte Gräberfeldfunde aus der Zeit der Lausitzer Kultur1. Diese sind besonders gut
für eine Fallstudie geeignet, denn einerseits ist der Publikationsstand über die Lausitzer
Kultur recht gut [Coblenz 1952; Buck 1979; Puttkammer 2008], andererseits gibt es bisher
noch keine umfassende und allgemein akzeptierte Typologie.
11.1 Datenbasis
Das DFG-Projekt, in dessen Rahmen diese Dissertation entstanden ist, wurde über drei
Jahre gefördert. In der ersten Phase, die sich über zwei Jahre erstreckte, wurde das bisher
unpublizierte Gräberfeld von Kötitz (Lkr. Meißen) aufgearbeitet. Im dritten Jahr kamen die
Gräberfelder Altlommatzsch (Lkr. Meißen), Niederkaina (Lkr. Bautzen) und Tornow (Lkr.
Oberspreewald-Lausitz) hinzu.
Das Gräberfeld von Kötitz
Kötitz ist heute ein Stadtteil von Coswig im Landkreis Meißen. Es liegt ca. 10 Kilometer
nordwestlich von Dresden direkt am rechten Ufer der Elbe auf Höhe der Gauernitzer Elb-
halbinsel. Das im Folgenden betrachtete Gräberfeld lag im Bereich der heutigen „Kiesgrube“,
die nur wenige Meter vom Elbfluss entfernt ist (Abb. 1.1, 11.1). Wie zuletzt 2002 wird es im
Laufe der Jahrhunderte mehrfach zu Überflutungen des Gebietes gekommen sein [Lindinger
2009].
Die ersten Funde in der Umgebung des späteren Grabungsareals wurden 1917 gemacht. In
den Jahren 1958/59 wurde das Gräberfeld dann in einer Notgrabung vor der unwiederbring-
lichen Zerstörung durch den Kiesabbau gerettet. Es brachte 347 Urnengräber mit ca. 2000
1In Sachsen ca. 1400 bis 800 v. Chr., da wir die sich anschließende Billendorfer Kultur bereits zur Eisenzeit
rechnen. In der älteren Literatur findet man oft auch die Angabe 1300 bis 500 v. Chr.
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Abbildung 11.1: Topografische Karte TK10 des Grabungsareals (Quelle: Landesvermessungsamt,
Basiskarte Sachsen).
Keramikgefäßen aus der Zeit der Lausitzer Kultur zutage. Aus den 1960er und -70er Jahren
gibt es unveröffentlichte Zeichnungen. Zwar ist ein detailliertes Grabungstagebuch geführt
worden, insgesamt sind aber die Fundkontexte, insbesondere die Zusammensetzung der
einzelnen Gräber aufgrund des Zeitdrucks nur schlecht und lückenhaft dokumentiert. Die
Mehrzahl der keramischen Gefäße ist in den 60er Jahren restauriert und gegipst worden.
Das Gräberfeld von Kötitz ist bundes-, wenn nicht weltweit das erste, dessen Inventar voll-
ständig dreidimensional digitalisiert wurde (zur Methodik vgl. Abschnitt 1.4). Die Erfassung
und Modellierung der mehrheitlich keramischen Fundobjekte zog sich am Sächsischen
Landesamt für Archäologie über einen Bruttozeitraum von etwa einem Jahr hin. Am Ende
dieses Prozesses standen insgesamt 599 vollständig physisch oder virtuell rekonstruierte
Gefäßeinheiten für die morphometrische und typologische Analyse zur Verfügung. Die-
ser Datensatz wurde auch für die Experimente zum überwachten Lernen in Kapitel 10
genutzt.
Die Gräberfelder von Altlommatzsch, Niederkaina und Tornow
Nachdem das Kötitzer Gräberfeld aufgearbeitet war, stand die Frage nach der Anwendbar-
keit der Ergebnisse auf zusätzliches, vergleichbares Material. Dazu wurden die Gräberfelder
von Altlommatzsch [Hellström 2004], Niederkaina [Puttkammer 2008] und Tornow [Breddin
1992] herangezogen, die dem gleichen Formenkreis wie Kötitz angehören, aber dennoch
unterschiedlich starken äußeren Einflüssen unterliegen sollten. Alle vier Fundorte haben
11.2 Statistische Auswertung 187
eine ähnliche Zeitstellung und einen vergleichbaren Umfang: Altlommatzsch umfasst 793,
Niederkaina 783 und Tornow 1041 Gefäße. Da es sich hierbei um bereits publiziertes Material
handelt, erfolgte die Digitalisierung mithilfe der in Kapitel 3 vorgestellten aktiven Kon-
turen. Dank deren Effizienz konnte die Materialaufnahme in weniger als drei Monaten
abgeschlossen werden. Zusammen mit den Gefäßen aus Kötitz standen uns letztlich also
3220 Datensätze zur Verfügung.
11.2 Statistische Auswertung
Um einen Eindruck von der Zusammensetzung der Fundkomplexe zu vermitteln, wollen wir
mit einer einfachen statistischen Betrachtung beginnen. Die hier zugrunde gelegte Typologie
ist das Ergebnis eines langwierigen Entwicklungsprozesses, der noch in den folgenden
Abschnitten beschrieben wird.
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Abbildung 11.2: Histogramm für die Gefäßtypen.
Zu allererst ist zu sehen, dass die Menge der Typvertreter stark schwankend ist. Von den 20
aufgeführten Gefäßtypen haben fünf eine relative Häufigkeit von mindestens 10 % (einfache
Schale, einfache Tasse, profilierte Schale, profilierte Tasse und Terrine) und sechs weitere
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Gefäßtyp Kö AL NK To Gesamt
Amphore 7.5 5.0 1.8 3.7 4.3
Becher 0.8 — 0.6 2.7 1.2
beutelförmiges Gefäß 1.2 0.1 0.3 — 0.3
Doppelkonus 14.9 2.4 5.6 4.6 6.2
einfache Schale 12.9 15.1 33.0 14.3 18.8
einfache Tasse 7.2 13.9 14.8 14.7 13.1
Eitopf 6.5 0.3 1.5 1.2 2.0
Flasche 0.7 — — 0.1 0.2
Kanne 0.7 0.3 0.1 0.7 0.4
Kegelhalstopf 0.7 4.5 4.2 2.9 3.2
Krug 1.7 4.3 2.2 1.2 2.3
Kumpf 1.5 0.1 0.3 0.2 0.4
Napf 1.2 0.9 0.4 0.8 0.8
Pokal 0.2 — — — 0.0
profilierte Schale 12.4 15.6 4.5 14.8 12.0
profilierte Tasse 12.7 13.7 7.5 13.0 11.8
Rautopf 1.5 4.4 9.2 7.3 6.0
Terrine 15.9 19.2 13.9 17.9 16.8
Vierfußtopf — 0.1 — — 0.0
Vorratsgefäß 0.2 — 0.1 — 0.1
Tabelle 11.1: Relative Häufigkeiten der Gefäßtypen in Prozent. Legende: Kö = Kötitz, AL = Altlom-
matzsch, NK = Niederkaina, To = Tornow.
von mindestens 2 % (Amphore, Doppelkonus, Eitopf, Kegelhalstopf, Krug und Rautopf). Die
restlichen neun Typen stellen Sonderformen dar.
Auch im Vergleich der einzelnen Fundorte offenbaren sich gewaltige Unterschiede. So sind
z. B. Doppelkoni und Eitöpfe ein typisches Kötitzer Phänomen, wohingegen Kegelhals- und
Rautöpfe dort eher die Ausnahme sind. Niederkaina ist geprägt von unzähligen einfachen
Schalen und überdurchschnittlich vielen Rautöpfen, hat jedoch verhältnismäßig wenige
Amphoren und profilierte Schalen zu bieten. Altlommatzsch und Tornow spiegeln die
relativen Häufigkeiten der Gesamtmenge jedoch recht genau wider.
11.3 Entwicklung der Typologie für Kötitz
11.3.1 Die Merkmalsmenge
Die erste Frage, die laut unserer Methodologie beantwortet werden musste, bestand dar-
in, welche Gefäßmerkmale nun tatsächlich in die typologische Analyse mit einbezogen
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werden sollten. Für Fundstücke im Allgemeinen hat Djindjian [2000] die folgende Liste
erstellt: Größe, Morphologie, physische und chemische Eigenschaften des Rohmaterials,
Herstellungstechnik, Herstellungsqualität, Verzierung, Funktion, Verwendungszweck, Wert,
gesellschaftliche Bedeutung, individuelle Signatur, Symbolismus. Die Wichtigkeit dieser
Merkmalsklassen hängt selbstverständlich von der Relevanz für das vorliegende Material ab.
Da alle unsere Gefäße in derselben Technik und aus einheimischem Ton gefertigt wurden,
sind diese Merkmale für uns belanglos. Die letzteren fünf Eigenschaften spielen erst in
weitergehenden Forschungen eine Rolle, für die eine Grundlage erst noch geschaffen werden
muss. Aus den verbleibenden drei haben wir Größe und Morphologie ausgewählt. Obwohl
die Beschränkung auf reine Formmerkmale in der Archäologie eher untypisch ist, liegt diese
Wahl in den Besonderheiten des vorliegenden Materials begründet. Zunächst gibt es ein sehr
breites Formenspektrum, während die Anzahl der verschiedenen Verzierungsmuster recht
begrenzt ist. Darüber hinaus ist nahezu die Hälfte aller Gefäße überhaupt nicht verziert,
sodass morphologische Merkmale praktisch von selbst in den Vordergrund treten. Aufgrund
dieser Tatsachen und dem bereits angesprochenen Fehlen einer anerkannten Gefäßtypologie
war es für uns selbstverständlich, zunächst morphologisch-deskriptive Typen zu definieren
und erst daran die chronologische und funktionale Auswertung anzuschließen [vgl. Eggert
2001, S. 141]. Eine spezifisch archäologische Diskussion der Ergebnisse würde den Rah-
men dieser Arbeit sprengen und soll deswegen ggf. später in einer separaten Publikation
erfolgen.
Für die morphologische Klassifizierung der Kötitzer Keramik haben wir eine Reihe geeig-
neter Deskriptoren gewählt, die in ihrer Gesamtheit in Tabelle 11.2 aufgelistet sind. Ihre
Bedeutung und Berechnung haben wir bereits ausführlich in Abschnitt 6.4.2 besprochen. Die
Gefäßgesamtform sowie die Form der einzelnen Segmente werden von verschiedenen Durch-
messern, Höhen, Winkeln und Maßverhältnissen („Indizes“) repräsentiert. Ebenso sind die
Rundheit der Segmente, die Stärke der Umbrüche, die Bodenform sowie die Anzahl, Form
und Position der Henkel aufgeführt. Zu erwähnen ist, dass mehrere Revisionen notwendig
waren, um die Liste in ihre derzeitige Form zu bringen, da sich einige Unterscheidungskrite-
rien erst während der kontinuierlichen Arbeit mit dem Material herauskristallisierten. In
einem früheren Ansatz haben wir z. B. den Vorschlag von Rice [1987, S. 219] aufgegriffen,
indem wir den Gefäßaufbau semantisch über die Segmente Fuß, Bauch, Schulter, Hals und
Rand beschrieben haben. Später haben wir diese Idee allerdings wieder verworfen, da sich
herausgestellt hat, dass es schwierig ist, diese Segmente gleichermaßen für alle Gefäßtypen
zu definieren. Stattdessen wurden zwei binäre Variablen eingeführt, die lediglich angeben,
ob ein konvexer und/oder konkaver Umbruch existiert.
Schließlich haben wir 35 morphologische Merkmale für jedes der 599 Kötitzer Gefäße (und
später auch für die 2621 Gefäße aus Altlommatzsch, Niederkaina und Tornow) aufgenom-
men, wobei es sich hierbei für archäologische Verhältnisse bereits um eine ziemlich große
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Symbol Einheit Beschreibung Inf. Gain Gain Ratio Relief-F ∅ Rang
Xcx [bin] ∃ konvexer Umbruch 0.716 (11) 0.957 (1) 0.348 (3) 5.0
Xcv [bin] ∃ konkaver Umbruch 0.849 (9) 0.893 (2) 0.434 (2) 4.3
Attn # Anzahl der Anbringungen 1.094 (4) 0.711 (3) 0.160 (7) 4.7
Att f [nom] Form der Anbringungen 0.977 (5) 0.582 (5) 0.480 (1) 3.7
Attp [nom] Ort der Anbringungen 0.517 (18) 0.270 (21) 0.330 (4) 14.3
Base [nom] Bodenform 0.321 (21) 0.481 (10) 0.090 (18) 16.3
DF cm Fußdurchmesser 0.000 (35) 0.000 (35) 0.007 (32) 34.0
D0 cm Bodendurchmesser 0.239 (28) 0.239 (25) 0.056 (26) 26.3
D1 cm Bauchdurchmesser 0.248 (27) 0.250 (23) 0.064 (25) 25.0
D2 cm unterer Halsdurchmesser 0.276 (23) 0.209 (26) 0.078 (23) 24.0
D3 cm oberer Halsdurchmesser 0.265 (26) 0.131 (30) 0.108 (16) 24.0
DR cm Randdurchmesser 0.577 (14) 0.282 (20) 0.088 (22) 18.7
V ml Volumen 0.273 (24) 0.285 (18) 0.038 (29) 23.7
V′ cm normiertes Volumen 3
√
V 0.273 (25) 0.285 (19) 0.054 (27) 23.7
H cm Rumpfgesamthöhe 0.577 (13) 0.382 (14) 0.089 (21) 16.0
rHF % relative Fußhöhe 0.002 (33) 0.002 (33) 0.007 (33) 33.0
rH1 % relative Bauchhöhe 1.248 (2) 0.632 (4) 0.218 (5) 3.7
rH2 % relative Schulterhöhe 0.766 (10) 0.547 (8) 0.188 (6) 8.0
rH1,2 % relative Bauch-Schulter-Höhe 0.920 (6) 0.512 (9) 0.151 (8) 7.7
rH3 % relative Halshöhe 0.190 (30) 0.203 (28) 0.064 (24) 27.3
CR1 — Bauchrundheit 0.207 (29) 0.207 (27) 0.029 (30) 28.7
CR2 — Schulterrundheit 0.545 (17) 0.339 (15) 0.124 (11) 14.3
CR3 — Halsrundheit 0.099 (31) 0.122 (31) 0.094 (17) 26.3
CRcx — Stärke des konvexen Umbruchs 0.577 (15) 0.311 (16) 0.143 (9) 13.3
CRcv — Stärke des konkaven Umbruchs 0.279 (22) 0.174 (29) 0.089 (20) 23.7
I — Hauptindex 1.198 (3) 0.554 (7) 0.119 (14) 8.0
I1,R — Bauch-Rand-Index 1.445 (1) 0.562 (6) 0.129 (10) 5.7
I2,R — Hals-Rand-Index 0.566 (16) 0.294 (17) 0.045 (28) 20.3
I0,1 — Bauch-Boden-Index 0.449 (19) 0.244 (24) 0.025 (31) 24.7
I1,2 — Bauch-Hals-Index 0.861 (8) 0.402 (13) 0.116 (15) 12.0
SF ° Steilheit der Fußwand 0.000 (34) 0.000 (34) 0.007 (34) 34.0
S1 ° Steilheit der Bauchwand 0.687 (12) 0.465 (11) 0.124 (12) 11.7
S2 ° Steilheit der Schulter 0.868 (7) 0.460 (12) 0.123 (13) 10.7
S3 ° Steilheit des Halses 0.348 (20) 0.256 (22) 0.089 (19) 20.3
SR ° Steilheit des Rands 0.051 (32) 0.051 (32) 0.005 (35) 33.0
Tabelle 11.2: Automatisch extrahierte Merkmale und ihre Relevanzmaße. Die beiden letzten Gruppen
und das normierte Volumen können direkt aus anderen Merkmalen abgeleitet werden.
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Menge handelt. Hauptsächlich ist dies der Effizienz der automatisierten Formanalyse anhand
digitalisierter Profilschnitte zuzuschreiben (siehe Kapitel 6). Andererseits ist der Tabelle 11.2
aber auch zu entnehmen, dass sich einige Merkmale direkt aus anderen ableiten lassen. Die
Erzeugung solcher Metamerkmale ist im Data Mining durchaus üblich und kann zu einer
signifikanten Verbesserung des überwachten und unüberwachten Lernens führen. Obwohl
prinzipiell noch viele weitere Merkmale hätten aufgenommen werden können, wollen wir
es bei diesem Satz belassen, da wir der Meinung sind, dass er für die entwickelte Typologie
absolut ausreichend ist.
Im Frühstadium unserer Studie haben wir die Klassifikationstests auf der kompletten
Merkmalsmenge durchgeführt. Wie aber bereits mehrfach angedeutet wurde, ist es häufig
zweckmäßiger, nur die wichtigsten heranzuziehen. Wir haben deshalb die Gain-Ratio- und
Relief-F-Werte für alle Merkmale in Bezug auf die jeweils aktuelle Typologie berechnet
(Tab. 11.2). Es ist wenig überraschend, dass die strukturellen Merkmale in der ersten Gruppe
die höchsten Werte erzielen. Die relativen Höhen rH1 und rH1,2 sind ebenfalls hoch bewertet.
Andererseits sind die absoluten Maße wie auch die Rundheit der Segmente zumindest für
die primäre Ebene der Typologie nahezu unbedeutend. Da aber Form eine skaleninvariante
Größe ist, ist dies nur folgerichtig. Das Ranking kann sich selbstverständlich dramatisch
ändern, sobald es nur noch auf einer Teilmenge des Materials berechnet wird, z. B. den
Gefäßen eines einzelnen Typs. Dann werden die diagnostischen Merkmale in aller Regel nur
noch minimale Werte erreichen, während solche, die zuvor noch irrelevant waren, plötzlich
an die Spitze treten können.
11.3.2 Terminologie
Während die Datenbasis sukzessive vergrößert wurde, wurden bereits erste Versuche un-
ternommen, die Gefäße in Typen zu ordnen. Damit stellte sich zu Beginn auch die Frage
nach deren Benennung, wobei uns zwei Alternativen zur Auswahl standen: Im letzten
Jahrhundert hat sich zur Beschreibung der Lausitzer Keramik ein Vokabular herausgebildet,
das aus kurzen Typnamen besteht, die oft aus anderen Bereichen der Archäologie entlehnt
sind oder sich an der modernen Terminologie orientieren, so z. B. „Amphore“, „Terrine“
oder „Pokal“. Diese Begriffe sind jedoch nirgendwo klar definiert und werden deswegen
in der Literatur sehr unterschiedlich gebraucht. Andererseits hat es Bestrebungen gegeben,
dieses Vokabular zugunsten deskriptiverer, aber auch deutlich längerer Typnamen zu ver-
werfen, z. B. „geschwungenes doppelkonisches Kegelhalsgefäß“ [Coblenz und Nebelsick
1997, S. 125]. Diese sind hingegen weniger prägnant und auch schlechter abgrenzbar. Da
sich auch dieser Versuch verständlicherweise nicht durchsetzen konnte, aber auch eine
völlig neue Terminologie schwer vermittelbar wäre, haben wir uns für das traditionelle
Vokabular entschieden, wollen es nun aber mit geeigneten Typdefinitionen untermauern.
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Für die maschinellen Lernverfahren ist diese Diskussion allerdings ohne Belang, weil es sich
dort bei den Klassennamen intern nur um Identifikatoren handelt.
11.3.3 Initialisieren und Verfeinern der Typologie
Der Prozess der Typologieentwicklung ist in der archäologischen Forschung von zahlreichen
Eigenheiten geprägt, sodass ein stereotypes Anwenden einer Data-Mining-Methodologie hier
nicht möglich ist. Vor allem in der Ur- und Frühgeschichte sieht man sich mit dem Problem
konfrontiert, dass klassifikatorische Entscheidungen nicht verifiziert werden können. Da
die Ergebnisse somit also weder als völlig richtig noch als völlig falsch gelten können, sollten
Klassifikationssysteme unter diesen Umständen lediglich hinsichtlich der Eignung in Bezug
auf eine bestimmte wissenschaftliche Fragestellung beurteilt werden (vgl. Kapitel 7).
Hinzu kommt, dass unsere Keramik durchweg handgemacht ist und damit zwangsläufig
individuellen Ausprägungen unterliegt. Es ist deswegen zu erwarten, dass einzelne Ge-
fäße nicht mehr einer ansonsten vermeintlich zweckmäßigen Typdefinition genügen. Diese
Intra-Typ-Varianz wird in einigen Fällen unbedeutend sein (z. B. bei den Doppelkoni, die
einigermaßen konstante Formparameter aufweisen), während sie in anderen die Typgrenzen
erheblich verwischt (z. B. bei Töpfen und Terrinen). Eine weitere Ursache für die Intra-Typ-
Varianz liegt in der Langlebigkeit mancher Typen. Da Keramik generell äußeren Einflüssen
wie Mode oder Stil unterliegt, sind Gefäße, die zwar zum selben Typ gehören, jedoch im Ab-
stand von einigen Jahrzehnten hergestellt wurden, höchstwahrscheinlich in einigen Punkten
unterschiedlich. Diese Veränderungen finden meistens allmählich statt, sodass es zunehmend
schwieriger wird, verschiedene chronologische Typen innerhalb eines morphologischen Typs
zu unterscheiden.
In einem iterativen Prozess musste die Typologie mehrfach modifiziert werden, entweder
weil die aktuelle Merkmalsmenge – aus welchen Gründen auch immer – teilweise unge-
eignet war oder weil sich bestimmte Typen nicht so scharf abgrenzen ließen, um von den
Lernalgorithmen erkannt zu werden. Beispielsweise haben wir uns entschieden, die Anzahl
und Form von Anbringungen getrennt anzugeben (d. h. „2“ und „Ösenhenkel“) anstatt
beide Informationen in einem einzigen nominalen Wert zu vermengen („2 Ösenhenkel“).
Was die Typgrenzen angeht, war die wahrscheinlich anspruchsvollste Aufgabe, Amphoren,
Terrinen und Töpfe zu trennen. Alle drei Typen haben einen S-förmig gegliederten Rumpf
und weisen deshalb recht ähnliche Merkmale auf. Die praktischen Aspekte des Typologie-
entwicklungsprozesses sollen nun beispielhaft illustriert werden, indem wir dieses spezielle
Problem lösen. Zunächst eine kurze Charakterisierung:
• Amphoren sind Gefäße mit zwei Henkeln und einem zylindrischen oder konischen
Hals, der im Vergleich zum Bauch vergleichsweise eng ist.
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• Im Gegensatz dazu haben Terrinen einen weiten Hals, der außerdem trichterförmig
sein kann. Diese Gruppe umfasst hohe, aber auch flache und breite Formen. Henkel
können, müssen aber nicht auftreten.
• Die Töpfe bilden eine ziemlich heterogene Gruppe, da sie unterschiedliche Grade der
Komplexität haben können. Die einzigen Merkmale, die sie gemein haben, sind ein
weiter Hals oder eine weite Mündung sowie ein steiler und hoher Rumpf, auf dem der
Bauchumbruch weiter oben liegt als bei Amphoren und Terrinen. Während aber einige
Töpfe deutlich profiliert sind und einen ausgewiesenen Hals haben, sind andere nur
schwach profiliert und ohne dezidierten Rand. Die Anzahl und Form von Henkeln
variiert ebenfalls.
Abbildung 11.3 mag den falschen Eindruck vermitteln, dass diese drei Typen einfach zu
trennen wären, aber man darf nicht vergessen, dass nur die ähnlichsten Gefäße aufgelistet
sind. Lediglich die Amphore ganz rechts mit ihrem eher weiten Hals tendiert bereits
zu den Terrinenformen. Es dauerte eine gewisse Zeit, bis wir realisiert hatten, dass die
univariate Unterscheidung von Amphoren und Terrinen in „eher enghalsige“ und „eher
weithalsige“ S-förmige Gefäße tatsächlich nicht besonders scharf und auch unzureichend ist.
Um zu untersuchen, ob es überhaupt eine klare Grenze gibt, haben wir den C4.5-Baum in
Abbildung 11.4 zu Rate gezogen. Im Falle einer univariaten Grenze müssten sich Amphoren
und Terrinen aller Wahrscheinlichkeit nach in zwei benachbarten Blättern befinden. Ihre
Typdefinitionen ließen sich dann einfach als Konjunktion der Tests auf dem Pfad zu diesen
Blättern ablesen. Während es tatsächlich nur ein Amphoren-Blatt gibt, das darüber hinaus
sogar frei von Fehlklassifikationen ist, verteilen sich die Terrinen auf nicht weniger als vier
Blätter und es sind ebenso vier Variablen beteiligt: der Bauch-Rand-Index I1,R, die Zahl
der Anbringungen Attn, der untere Halsdurchmesser D2 und die Form der Anbringungen
Att f . Obwohl dies auch technische Gründe haben kann, die in Verbindung mit der Art und
Weise der Erzeugung des Baums stehen, ist hierin ein starker Hinweis auf die Existenz von
Subtypen und Übergangsformen zu sehen. Dieser Frage wollen wir nun etwas genauer auf
den Grund gehen.
Zunächst haben wir die Annahme überprüft, dass jeder der vier Pfade tatsächlich einen
Subtyp darstellt. In diesem Fall wäre zu erwarten gewesen, dass diese auch in den PCA-,
ICA- und MDS-Diagrammen sichtbar werden. Außer für die Kleinterrinen, die noch am ehe-
sten einen homogenen Cluster bilden, konnten klare Gruppen jedoch weder für den vollen
noch für den reduzierten Merkmalssatz entdeckt werden. Nach zahlreichen aufwändigen
Inspektionen haben wir schließlich Kleinterrinen, Kegelhalsterrinen, Trichterhalsterrinen und
Eisenzeit-Terrinen unterschieden, wobei uns klar ist, dass diese Trennung nicht univariat ist
und es möglicherweise Übergangszonen gibt. Überraschenderweise war der C4.5-Baum, der
nur für die Terrinenformen erstellt wurde, vergleichsweise einfach strukturiert (Abb. 11.5).
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X_cx = nein
| Att_n = 0
| | S_1 <= 29.9: Napf (8/1)
| | S_1 > 29.9: einfache Schale (64)
| Att_n > 0
| | Att_f = ÖH: einfache Schale (5/1)
| | Att_f = GH: einfache Tasse (38)
| | Att_f = GL: einfache Schale (8)
X_cx = ja
| rH_2 <= 45.4
| | I <= 198.1
| | | S_1 <= 31.5
| | | | rH_12 <= 69.5: Krug (8/2)
| | | | rH_12 > 69.5: Topf (59/8)
| | | S_1 > 31.5
| | | | I_1R <= 63.6
| | | | | Att_n <= 1: Terrine (7/1)
| | | | | Att_n > 1
| | | | | | D_2 <= 13.8: Amphore (43)
| | | | | | D_2 > 13.8: Terrine (11/2)
| | | | I_1R > 63.6
| | | | | Att_f = ÖH: Terrine (53)
| | | | | Att_f = GH: profilierte Tasse (74/2)
| | | | | Att_f = X: Terrine (26/3)
| | I > 198.1: profilierte Schale (77/4)
| rH_2 > 45.4
| | CR_cx <= 230.8: Kumpf (6/1)
| | CR_cx > 230.8: Doppelkonus (89/1)
Abbildung 11.4: C4.5-Baum für den kompletten Kötitz-Datensatz ohne Sonderformen und ohne
Unterscheidung der Subtypen für Terrinen und Töpfe. Die Zahlen in Klammern geben die Anzahl der
durch diesen Pfad klassifizierten Instanzen sowie die Anzahl der Fehlklassifikationen an.
H <= 13.7
| I <= 161.3: Kleinterrine (50/1)
| I > 161.3: Trichterhalsterrine (7)
H > 13.7
| S_3 <= -0.8
| | I_1R <= 51.4: Eisenzeit-Terrine (5)
| | I_1R > 51.4: Kegelhalsterrine (30/2)
| S_3 > -0.8: Trichterhalsterrine (3)
Abbildung 11.5: C4.5-Baum für die Terrinen-Subtypen.
Offensichtlich sind auch hier wieder vier Merkmale von Bedeutung, allerdings unterscheiden
sie sich von denen im Originalbaum: absolute Höhe H, Hauptindex I, Halssteilheit S3 und
Bauch-Rand-Index I1,R. Mit diesem Wissen führten wir nun eine MDS-Analyse auf aus-
schließlich diesen vier Merkmalen durch und die Cluster kristallisierten sich deutlich besser
heraus (Abb. 11.6). Diese Tatsache wird auch durch das klar strukturierte Dendrogramm in
Abbildung 11.7 bestätigt.
Aus den Konfusionsmatrizen ging außerdem eine auffallende Vermengung von Terrinen
und Töpfen hervor. In diesem Fall ist nicht etwa die Ähnlichkeit der Formen verantwortlich,
sondern die Tatsache, dass beide Typen ziemlich heterogen sind. Die Fixierung solcher
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Abbildung 11.6: Streudiagramm der Terrinenformen, erzeugt mithilfe von Multidimensional Scaling.
Es wurden nur die vier Merkmale aus Abbildung 11.5 verwendet.
Abbildung 11.7: Dendrogramm der Terrinenformen, erzeugt mit der Ward-Methode. Legende: S =
Kleinterrinen, CN = Kegelhalsterrinen, FN = Trichterhalsterrinen, IA = Eisenzeit-Terrinen.
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Typen mittels einer einzigen Definition ist folglich schwierig. Abbildung 11.4 zeigt den
C4.5-Baum, der ohne eine weitere Unterteilung dieser beiden Obertypen erzeugt wurde. Es
ist zu sehen, dass das Topf-Blatt den schlechtesten aller Recall-Werte aufweist. Um dieses
Problem zu lösen, mussten wir erneut geeignete Untertypen finden. Dazu erschienen die
drei Varianten „Eitopf“ (stark profiliert mit Trichterrand), „Rautopf“ (schwach profiliert,
zumeist ohne klaren Randabschluss) und „Kegelhalstopf“ (schwach profiliert, konischer
Hals, meistens mit Henkeln) sinnvoll. Uns ist klar, dass auch diese Unterscheidung nicht
univariat ist, allerdings ergibt sie sich offenkundig aus einer Kontingenztafel und genügt
damit sogar dem umstrittenen Typenkonzept von Spaulding [1953, 1982]. Die Kegelhalstöpfe,
die zuvor mit den Terrinen vermischt wurden, werden nun deutlich besser erkannt. Da sie
aber in Kötitz nur vier Vertreter haben, wurden sie zunächst vom überwachten Lernprozess
ausgeschlossen. Nichtsdestotrotz konnte gezeigt werden, dass die Unterteilung eines zu
allgemein gehaltenen Metatyps zu besseren Ergebnissen führen kann. Da sich aber die
Anzahl der Vertreter pro Typ mit jedem weiteren Split verringert, kann dieser Vorgang nicht
beliebig oft wiederholt werden.
Die besprochenen Beispiele illustrieren einmal mehr die spezifischen Anforderungen an
Klassifikationen in der Archäologie. Um Aussagen über die Chronologie der Terrinen und
ihre Funktion in Grabbräuchen treffen zu können, war eine Unterteilung des Materials
zwingend notwendig, obwohl klar war, dass diese nicht mit einem einzigen Entscheidungs-
baum geleistet werden kann. Im Dendrogramm und dem MDS-Diagramm wird allerdings
deutlich, dass die Subtypen zumindest nicht völlig beliebig gewählt wurden. Da die Typen-
grenzen offensichtlich nicht achsparallel verlaufen und teilweise auch überblenden, würde
der C4.5-Baum künstlich aufgebläht werden (sieben Terrinen-Blätter anstelle von vier, siehe
Abb. 11.8). Aus diesem Grund wurden sie im Originalbaum nicht unterschieden, sondern
stattdessen in einem eigenen Baum behandelt. Dieses Beispiel hat uns schließlich gezeigt,
dass derartige Problemfälle nur einzeln beobachtbar, auswertbar und ggf. lösbar sind und
auch nur dann, wenn menschliches Wissen, die unüberwachten und die überwachten
Data-Mining-Methoden permanent ineinander greifen.
11.3.4 Ergebnisse
Wie schon in Kapitel 10 haben wir für sämtliche Tests 10 Runs mit 10-facher Kreuzvalidie-
rung durchgeführt. Während der ersten Testreihen haben wir Vorhersageraten von kaum
mehr als 80 % erreicht, was selbstverständlich darauf zurückzuführen ist, dass zu diesem
Zeitpunkt nur wenige Trainingsdaten zur Verfügung standen und die Typologie noch in
einem unausgereiften Stadium war. Mithilfe der zuvor beschriebenen Methoden konnten die
Typdefinitionen jedoch kontinuierlich verbessert werden. Dabei haben wir uns primär auf
die Ergebnisse der überwachten Lernverfahren gestützt. Nur in einigen wenigen Fällen wie
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X_cx <= 0
| Att_n <= 0
| | S_1 <= 29.9: Napf (8/1)
| | S_1 > 29.9: einfache Schale (64)
| Att_n > 0
| | Att_f = ÖH: einfache Schale (5/1)
| | Att_f = GH: einfache Tasse (38)
| | Att_f = GL: einfache Schale (8)
X_cx > 0
| rH_2 <= 45.4
| | I <= 198.1
| | | I_1R <= 63.6
| | | | D_2 <= 13.8: Amphore (45.71/2.71)
| | | | D_2 > 13.8
| | | | | CR_3 <= 42.5: Kegelhalsterrine (10.16/1.16)
| | | | | CR_3 > 42.5: Kegelhalsterrine (EZ) (8.13/3.13)
| | | I_1R > 63.6
| | | | S_1 <= 31.5
| | | | | I_1R <= 85.3: Krug (11/3)
| | | | | I_1R > 85.3
| | | | | | I_2R <= 108.8: Rautopf (10.65/3.22)
| | | | | | I_2R > 108.8: Eitopf (38.35/2.35)
| | | | S_1 > 31.5
| | | | | Att_f = ÖH
| | | | | | D_1 <= 21.2: Kleinterrine (47/1)
| | | | | | D_1 > 21.2: Kegelhalsterrine (6/1)
| | | | | Att_f = GH: profilierte Tasse (74/2)
| | | | | Att_f = 0
| | | | | | Vnorm <= 18
| | | | | | | I <= 151.5: Kleinterrine (5/1)
| | | | | | | I > 151.5: Trichterhalsterrine (11/2)
| | | | | | Vnorm > 18: Kegelhalsterrine (10)
| | I > 198.1: profilierte Schale (77/4)
| rH_2 > 45.4
| | CR_cx <= 230.8: Kumpf (6/1)
| | CR_cx > 230.8: Doppelkonus (89/1)
Abbildung 11.8: C4.5-Baum mit den Subtypen für Terrinen und Töpfe. Wenn gebrochene Zah-
len angegeben sind, hat es fehlende Werte gegeben und die Klassifizierung wurde mithilfe von
Wahrscheinlichkeiten berechnet.
den oben beschriebenen Terrinen haben wir auch unüberwachte Methoden hinzugezogen.
Damit ist schließlich eine Typologie entstanden, mit der wir die Gefäße eines vergleichbaren,
jedoch unbekannten Materials automatisch mit einer Wahrscheinlichkeit von ca. 95 % korrekt
klassifizieren können. Angesichts des doch sehr individuellen Charakters der Gefäße konnte
ein solcher Erfolg nicht unbedingt erwartet werden. Wir sind nicht der Meinung, dass
dieser Wert noch spürbar gesteigert werden kann, da es bei handgemachter Keramik immer
Übergangsformen geben wird und das vorliegende Material bereits eine Zeitspanne von
ungefähr 600 Jahren umfasst. Andererseits ist überraschend, dass selbst vermeintlich naive
Lernverfahren Klassifikationsleistungen von über 93 % erreichen. Dem Argument, dass es
sich dann jedoch um ein einfaches Lernproblem handeln muss, ist allerdings entgegen-
zuhalten, dass solche hohen Werte ja erst durch das beständige Hinterfragen und Verfeinern
der Typologie möglich wurden.
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Abbildung 11.9: Lernkurven verschiedener Verfahren des überwachten Lernens. Durchgeführt wur-
den je 10 Runs mit 10-facher Kreuzvalidierung.
Bei der Analyse der Lernkurven in Abbildung 11.9 springen zwei Dinge ins Auge: C4.5 erzielt
mit deutlichem Abstand die schlechtesten Lernraten, wobei knapp 91 % für die praktische
Anwendung dennoch ein akzeptabler Wert wäre. Da die typologischen Zusammenhänge
hier offensichtlich nicht univariater Natur sind, eignet sich C4.5 zwar nicht so gut für die
automatisierte Klassifizierung an sich, für die typologischen Analysen sind seine Lernraten
aber ausreichend. Alle anderen untersuchten Algorithmen bewegen sich langfristig in
einem vergleichsweise schmalen Bereich von etwa 2 %, was angesichts der erheblichen
Unterschiede in der jeweils unterstellten Mächtigkeit ein durchaus überraschendes Ergebnis
ist. Man kann nur vermuten, dass einerseits die Typologie nach den erwähnten zahlreichen
Revisionen inzwischen so konsistent ist, dass selbst vermeintlich weniger mächtige Ansätze
gute Ergebnisse erzielen. Andererseits lassen sich selbst mit maximalem Lernaufwand
kaum mehr als 95 % erreichen. Das spricht wiederum sehr für eine prinzipiell beschränkte
Gruppierungsfähigkeit der Grundmenge aufgrund zu vieler Übergangstypen und zu starker
zeitlicher Einflüsse.
Um die statistische Signifikanz der Lernergebnisse einschätzen zu können, haben wir
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zusätzlich deren Standardabweichung analysiert. Wie zu erwarten war, nimmt diese rapide
ab, sobald sich die Datenbasis vergrößert. Die in Abbildung 11.10(a) dargestellten Werte für
den k-nächste-Nachbarn-Algorithmus sind mit denen der anderen Verfahren weitgehend
vergleichbar. Bei maximalem Training, d. h. in unserem Fall bei 580 Beispielen, liegt die
einfache Standardabweichung für alle Klassifikatoren bei 0.5 % oder weniger (Abb. 11.10(b)).
Damit schneidet zwar der Majority Voter signifikant besser ab als z. B. Naive Bayes oder
k-nächste Nachbarn, allerdings wird dieser Vorteil durch die immense Berechnungsdauer
von z. T. mehreren Stunden gegenüber wenigen Sekunden bei den naiven Verfahren wieder
aufgewogen.
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Abbildung 11.10: Größe der Standardabweichung.
Der Vollständigkeit halber sollte hier erwähnt werden, dass die Ergebnisse natürlich nicht
so gut wären, wenn entweder auch Spezialformen berücksichtigt oder die Primärtypen
weiter unterteilt worden wären (vgl. die Ergebnisse zum SEC-Datensatz in Kapitel 10).
Deswegen liegt die tatsächliche Vorhersagerate auf dem Gesamtdatensatz um ein paar
Prozent niedriger.
Obwohl wir mit dem Endergebnis nun recht zufrieden sind, ist die Typologie sicher noch
nicht perfekt. Die Frage ist allerdings, ob Perfektion bei dieser Art von Material überhaupt
jemals erreicht werden kann. Immerhin – und das erscheint uns sogar wichtiger – können
wir die Schwachpunkte der Typologie relativ leicht identifizieren, indem wir Trainings- und
Testmenge identisch wählen. Aus den Tabellen 11.3(a) und 11.3(b) ist ersichtlich, dass vor
allem die Terrinen nach wie vor mit anderen Typen verwechselt werden. Die schlechten
Recall-Werte für Kümpfe und Rautöpfe sind hingegen einer zu geringen Trainingsmenge
geschuldet.
Während der überwachten Phase haben wir dieselben Fehlerquellen beobachtet, wie wir sie
bereits in Abschnitt 10.3 beschrieben hatten. Es war besonders interessant zu beobachten,
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klassifiziert als→ a b c d e f g h i j k l
(a) Amphore 43 . . . . . . . . . . 2
(b) Doppelkonus . 88 . . . . . . . . . 1
(c) einfache Schale . . 76 . . . . 1 . . . .
(d) einfache Tasse . . 1 38 1 . 1 . . . 2 .
(e) Eitopf . . . . 36 . . . . . . 3
(f) Krug . . . . . 8 . . . 2 . .
(g) Kumpf . . . . . . 5 . . . 1 3
(h) Napf . . . . . . . 7 . . . .
(i) profilierte Schale . . . . . . . . 73 . . .
(j) profilierte Tasse . 1 . . . . . . 3 72 . .
(k) Rautopf . . . . 2 . . . . . 7 .
(l) Terrine . . . . . . . . 1 . . 94
(a) Test auf den Trainingsdaten
klassifiziert als→ a b c d e f g h i j k l
(a) Amphore 41 . . . . . 1 . . . . 3
(b) Doppelkonus . 87 . . 1 . 1 . . . . .
(c) einfache Schale . . 74 . . . . 3 . . . .
(d) einfache Tasse . . 1 38 1 . 1 . . . 2 .
(e) Eitopf . . . . 35 . . . . . . 4
(f) Krug . . . . . 7 . . . 2 1 .
(g) Kumpf 1 1 . . . . 4 . . . 1 2
(h) Napf . . 1 . . . . 6 . . . .
(i) profilierte Schale . . . . . . . . 73 . . .
(j) profilierte Tasse . 1 . . . 1 . . 3 71 . .
(k) Rautopf . . . . 4 1 . . . . 4 .
(l) Terrine 3 . . . . 3 . . 1 . . 88
(b) Test mit 10-facher Kreuzvalidierung
Tabelle 11.3: Konfusionsmatrizen des C4.5-Klassifikators.
wie schnell Tippfehler erkannt und beseitigt werden konnten.
Eine letzte Frage, die Diskussion verdient, ist die Anzahl der notwendigen Trainingsbeispiele.
Im Allgemeinen hängt diese sehr von der Schwierigkeit des Lernproblems und der Mäch-
tigkeit der verwendeten Lernverfahren ab. Es kann gut sein, dass ein binäres Lernproblem
eine längere Lernphase und einen geringeren Langzeiterfolg hat als ein multinominales.
Aus nachvollziehbaren Gründen sind jedoch tendenziell mehr Trainingsbeispiele von Nö-
ten je mehr Klassen gelernt werden sollen, da für jede Klasse ein Minimum an Instanzen
gezeigt werden muss. Auf unseren Daten haben wir beobachtet, dass die kritische Masse
bei ungefähr zehn Beispielen pro Typ liegt, sofern diese sorgfältig abgegrenzt wurden. Für
durchschnittliche Fundkomplexe stellt zehn üblicherweise keine große Zahl dar, sodass die
Menge der Trainingsdaten im Allgemeinen nicht der begrenzende Faktor ist.
Abbildung 11.9 könnte zu der irrigen Annahme führen, dass sich die Lernraten asymptotisch
an 100 % annähern, indem nur immer mehr Trainingsbeispiele gezeigt werden. Der Anstieg
der Kurven im rechten Teil des Diagramms wird jedoch hauptsächlich von Typen mit
wenigen Vertretern verursacht. In unseren Tests konnten wir keine signifikante Verbesserung
jenseits von 30 Beispielen pro Typ beobachten. Außerdem wollen wir nochmals betonen, dass
nicht die tatsächliche Lernleistung von Interesse ist, sondern vielmehr die Zweckmäßigkeit
der entwickelten Typologie. Es wird immer möglich sein, streng separierbare Probleme zu
konstruieren, z. B. mit der Unterteilung des Materials in flache und hohe oder kleine und
große Formen bezüglich eines gewissen Schwellwerts, aber diese Typologien sind oftmals
völlig nutzlos, da archäologisch irrelevant.
In der Literatur zum maschinellen Lernen wird gern betont, dass zu viel Training sogar
zur Verschlechterung der langfristigen Vorhersagekraft führen kann, weil die Klassen dann
auswendig gelernt werden könnten. Während unserer Tests haben wir ein solches Overfitting-
Verhalten nicht beobachten können, was unserer Meinung nach hauptsächlich mit der großen
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Varianz der Gefäßformen zusammenhängt, die zuvor noch ernsthafte Schwierigkeiten beim
Finden der Klassengrenzen verursacht hatte.
11.4 Diskussion des Lernerfolgs
Will man die Qualität der Lernergebnisse objektiv einschätzen, muss man sich zunächst in
Erinnerung rufen, dass diese nicht nur von der Qualität der zugrunde gelegten Typologie,
sondern auch von der Qualität des Materials abhängen. Da die in diesem Projekt betrachteten
Gefäße nicht normiert sind und Vertreter eines Typs ihre Form im Laufe der Zeit ändern
können, kann man erwarten, dass es immer einige Fälle geben wird, die sich nicht korrekt
klassifizieren lassen, weil sie die Annahme isochronischer Typen verletzen. Insofern sollte die
Qualität der Typologie zwar kritisch überprüft werden, jedoch immer vor dem Hintergrund
der Gruppierungsfähigkeit. Sie kann jedenfalls nicht allein aus den Recall-Werten abgeleitet
werden.
Eine weitere Grenze tut sich in der Anzahl der zu klassifizierenden Instanzen auf. Selbstver-
ständlich sind die Daten nicht unendlich oft unterteilbar. Werden die Haupttypen wieder
und wieder unterteilt, wird die Anzahl der Vertreter pro Subtyp irgendwann so klein, dass
diese nicht mehr zuverlässig gelernt werden können. Allerdings ist gerade in diesem Fall
das Gesamtmaterial in hinreichend kleine und damit kontrollierbare Einheiten unterteilt
worden. Tatsächlich stellt dieser Punkt die Verbindung zur traditionellen archäologischen
Arbeit dar, die nur von einem (menschlichen) Experten durchgeführt werden kann.
Andererseits versetzt das überwachte Lernen Archäologen zum ersten Mal in die Lage, die
Konsistenz einzelner Typen zu beurteilen. Die Precision- und Recall-Werte vermitteln einen
Eindruck davon, wie gut die entwickelten Typen in Bezug auf die zuvor gewählten Merkmale
getrennt werden können. Solche Gefäße, die Übergangs- oder Sonderformen darstellen und
aus diesem Grund nicht eindeutig klassifiziert werden können, sind identifizierbar und
können später separat und mit größerer Sorgfalt untersucht werden.
Nach der Aufbereitung der Daten und der Entwicklung einer belastbaren und zweckmäßigen
Typologie war es nur folgerichtig, auch bisher unberücksichtigte Merkmale des Kötitzer
Materials wie z. B. die chronologisch empfindliche Verzierung mit einzubeziehen und zu
überprüfen, ob sich die Typen auf dieser Basis weiter differenzieren lassen. Tatsächlich
ergab sich eine größere Anzahl von Gefäßvarianten, anhand derer die Gräber einer Seriation
unterzogen wurden, um eine Relativchronologie der Keramik zu erarbeiten. Hier zeigte sich,
dass die Trennung von Form und Verzierung in der Tat vernünftig war: Die Buckelverzierung,
die als typisch für die erste Phase der Lausitzer Kultur gilt, tritt tatsächlich frühzeitig bei
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Amphoren und Trichterhalsterrinen auf. Buckelverzierte Kannen wurden jedoch nahezu
ausschließlich zusammen mit vermeintlich jüngerem Material gefunden.
Von Seiten der Archäologie wird oft der Vorbehalt geäußert, dass die rechnergestützten Me-
thoden dem menschlichen Bearbeiter die Kontrolle über den Prozess der Datenauswertung
entzögen. Es soll nochmals betont werden, dass dies bei den Verfahren des überwachten
Lernens ausdrücklich nicht der Fall ist. Ganz im Gegenteil besteht nicht wie bei den meisten
unüberwachten Methoden die Notwendigkeit, in die Entscheidungen einer Black Box zu
vertrauen, denn der Rechner kann schließlich nur das lernen, was ihm vorher vom Typologen
suggeriert wurde. Den vielleicht entscheidenden Nutzen der hier vorgestellten Methodologie
stellt die Möglichkeit dar, das Material gleichzeitig sowohl auf der Ebene der Individuen
als auch der Ebene der Typen zu analysieren. Mithilfe von Ähnlichkeitsanfragen wie in
Abbildung 11.3 können einzelne Gefäße in Beziehung gesetzt und schließlich Übergangs-
und Sonderformen identifiziert werden. Zahlreiche Lernalgorithmen stehen zur Verfügung,
um zu entscheiden, zu welchem Typ ein Individuum zugeordnet wird. Und schließlich
sind auch die Beziehungen der Typen untereinander nachvollziehbar, indem Entscheidungs-
bäume oder die Konfusionsmatrizen analysiert werden. All diese Werkzeuge werden die
Arbeit von Typologen in Zukunft definitiv bereichern.
11.5 Untersuchung überregionaler Zusammenhänge
11.5.1 Allgemeine Betrachtungen
Bisher haben wir die verschiedenen Data-Mining-Methoden und von diesen speziell das
überwachte Lernen dazu eingesetzt, um das Material eines Fundorts zu charakterisieren.
Langfristiges Ziel ist es jedoch eigentlich, mithilfe des bisherigen Wissens auch neue, un-
bekannte Funde zu klassifizieren und zu bekannten Einheiten in Beziehung zu setzen. In
diesem letzten Abschnitt soll deshalb untersucht werden, inwieweit sich das überwachte
Lernen dazu eignet, auch Zusammenhänge zwischen verschiedenen Fundorten offenzulegen,
die über rein statistische Analysen hinausgehen.
Überregionale Studien sind in der Archäologie bisher die große Ausnahme geblieben. Dies
ist vor allem auf die geringe Vergleichbarkeit der Quellen mitsamt ihren z. T. individuellen
Vokabularen, aber auch auf die für Menschen nur schwer zu beherrschenden Datenmengen
zurückzuführen. Darüber hinaus handelt es sich hierbei nach unserem Kenntnisstand
auch deshalb um eine wissenschaftliche Premiere, da wir in erster Linie versuchen wollen,
spezifische Unterschiede zwischen den Fundorten gezielt mithilfe von Fehlklassifikationen
nachzuweisen. Dank der computergestützten Auswertung und besonders den überwachten
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Data-Mining-Methoden sind wir in der Lage, binnen kürzester Zeit eine Vielzahl von Zusam-
menhängen zu überprüfen und somit viel detaillierter vorzugehen, als es bisher je möglich
war. Für die Archäologie werden sich dadurch mittelfristig völlig neue Fragestellungen
ergeben.
Klar ist, dass die folgenden Untersuchungen nur dann Erfolg haben können, wenn es
einen räumlichen und zeitlichen Bezug der Fundensembles gibt. Für die Gräberfelder
von Kötitz, Altlommatzsch, Niederkaina und Tornow ist dies der Fall: Sie gehören alle
demselben Formenkreis an, allerdings ist davon auszugehen, dass sich auch lokale und
zeitliche Einflüsse nachweisen lassen. Aus archäologischer Sicht lassen sich bereits anhand
der statistischen Größen aus Abschnitt 11.2 wichtige Erkenntnisse ableiten. So ist allein
die Existenz bzw. Absenz verschiedener Typen ein Indikator für die Zeitstellung und
Nutzungsdauer des jeweiligen Gräberfelds innerhalb der Lausitzer Kultur.
Für unsere Analysen mussten wir zunächst die Kompatibilität der jeweiligen Typologien
sicherstellen. Dazu haben wir aus Zeit- und Aufwandsgründen sämtliche Gefäße aus Alt-
lommatzsch, Niederkaina und Tornow auf der Grundlage der Kötitzer Typologie klassifiziert,
von der wir wissen, dass sie hinreichend durchdacht und konsistent ist. Dennoch ist davon
auszugehen, dass sich bei einer isolierten Betrachtung der einzelnen Fundorte für jeden von
ihnen geringfügige Modifikationen ergeben hätten. Davon abgesehen wäre die Entwicklung
einer universalen, überregionalen Typologie aus archäologischer Sicht aber extrem schwierig,
wenn nicht unmöglich gewesen, sodass wir versuchen wollen, wie schon zuvor bei der
Entwicklung der Kötitzer Typologie Zusammenhänge durch Verifikation und Falsifikation
gleichermaßen herzustellen.
Um einen ersten Überblick zu erhalten, war es verlockend, sämtliche Gräberfelder auf ihre
gegenseitige Vorhersagekraft zu untersuchen und mit der Fehlerabschätzung durch die
Kreuzvalidierung des Kötitzer Materials abzugleichen. Bei 16 möglichen Paaren fungierte
jedes Gräberfeld je viermal als Trainingsmenge und viermal als Testmenge. Beim Vergleich
mit sich selbst kam wiederum die 10-fache Kreuzvalidierung zum Einsatz (Tab. 11.4).
C4.5 -M 5 Kö AL NK To
Kötitz 88.3 82.3 77.8 81.3
Altlommatzsch 80.3 88.7 86.1 84.3
Niederkaina 84.5 85.2 89.9 80.2
Tornow 81.6 84.6 81.1 89.3
(a) mit dem C4.5-Algorithmus (Blattgröße 5)
RF -I 50 Kö AL NK To
Kötitz 92.2 87.8 85.4 84.9
Altlommatzsch 81.8 93.3 90.9 87.5
Niederkaina 83.8 90.4 94.4 87.2
Tornow 82.8 90.9 85.1 92.0
(b) mit einem Random Forest aus 50 Bäumen
Tabelle 11.4: Wechselseitige Vorhersageleistungen der jeweiligen Gefäßtypologien.
Die Ergebnisse erscheinen zwar auf den ersten Blick sehr ernüchternd, da die Fehlerraten
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von 9 bis 18 % selbst für den Random Forest weit von den prognostizierten 5 bis 6 % entfernt
sind. Bei näherer Betrachtung ergeben sich dafür jedoch zwei nachvollziehbare Gründe:
1. Während bei der Entwicklung der Kötitzer Typologie Sonderformen noch bedenkenlos
vom Lernprozess ausgeschlossen werden konnten, müssen nun sämtliche 20 Typen
aus Tabelle 11.1 berücksichtigt werden, denn Typen, die im Kötitz-Datensatz noch
unterrepräsentiert sind, können durchaus charakteristisch für ein anderes Gräberfeld
sein. Allein die schwankenden Trainingsdatenmengen sind also für einen erheblichen
Teil der Fehlklassifikationen verantwortlich.2
2. Selbst wenn Gefäße von unterschiedlichen Fundorten demselben Haupttyp zugerech-
net werden, so kann es doch mehr oder weniger deutliche lokale Ausprägungen geben.
Dies kann dazu führen, dass selbst vormals gut separierbare Typen plötzlich breite
Übergangsbereiche ausbilden. Gerade diese lokalen Unterschiede sind aber von archäo-
logischem Interesse und hier sind es wie schon bei der Kötitzer Typologie besonders
die Fehlklassifikationen, die über die Zusammenhänge Aufschluss geben.
Etwas überraschend ist auch, dass Kötitz die schlechtesten Werte bei der Kreuzvalidierung
aufweist. Da sämtliches Material mit der Kötitzer Typologie klassifiziert wurde, hätte man
erwarten können, dass für Kötitz selbst auch die besten Lernraten erzielt werden. Ursächlich
für das Gegenteil ist erneut die Verteilung der relativen Typhäufigkeiten. Während Kötitz
aufgrund seiner langen Nutzungsdauer von zahlreichen Sonderformen geprägt ist, sind diese
in den anderen Gräberfeldern seltener anzutreffen. Hinzu kommt, dass in Altlommatzsch
und Niederkaina gerade diejenigen Typen besonders häufig vertreten sind, die ohnehin
schon gut diskriminiert werden konnten.
11.5.2 Typenbezogene Betrachtungen
Um präzisere Aussagen über die Beziehungen der vier Gräberfelder treffen zu können, war
es also notwendig, die Untersuchungen einzeln für jeden Typ durchzuführen. In Tabelle 11.5
sind die Precision- und Recall-Werte lediglich für die Typen aufgeführt, bei denen aufgrund
der Trainingsdatenmenge hinreichend gute Lernraten zu erwarten waren. In der Tat sind
die Messreihen im Detail sehr aufschlussreich. Bestätigt hat sich beispielsweise, dass bei zu
wenigen Trainingsdaten generell keine hohen Werte zu erwarten sind. Schalen und Tassen
erhalten gute bis sehr gute wechselseitige Vorhersageraten, während Amphoren, Töpfe und
Terrinen erwartungsgemäß unterdurchschnittlich abschneiden.
2Zumindest die Einträge auf der Hauptdiagonalen vermitteln nun einen Eindruck davon, um welchen Betrag
sich die Lernraten verschlechtern, wenn auch Sonderformen mit einbezogen werden. Der Verlust von zwei
bis drei Prozent bewegt sich allerdings in einem überschaubaren Rahmen.
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Amphoren # Kö AL NK To
Kötitz (45) 85.4/91.1 71.4/100 51.9/100 72.7/84.2
Altlommatzsch (40) 94.1/71.1 85.7/90.0 61.9/92.9 83.9/68.4
Niederkaina (14) 95.5/46.7 92.0/57.5 92.3/85.7 95.8/60.5
Tornow (38) 94.4/75.6 93.1/67.5 73.7/100 86.5/84.2
(a) Amphoren
Eitöpfe # Kö AL NK To
Kötitz (39) 80.0/92.3 8.3/50.0 47.1/66.7 17.7/84.6
Altlommatzsch (2) 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0
Niederkaina (12) 93.1/69.2 0.0/0.0 85.7/50.0 30.3/76.9
Tornow (13) 100/10.3 0.0/0.0 100/8.3 40.0/15.4
(b) Eitöpfe
Kegelhalstöpfe # Kö AL NK To
Kötitz (4) 50.0/25.0 69.2/25.0 30.0/36.4 60.0/20.0
Altlommatzsch (36) 66.7/50.0 82.4/77.8 57.1/84.4 50.0/76.7
Niederkaina (33) 40.0/50.0 76.5/72.2 87.9/87.9 89.3/83.3
Tornow (30) 57.1/100 92.9/72.2 85.2/69.7 88.0/73.3
(c) Kegelhalstöpfe
Rautöpfe # Kö AL NK To
Kötitz (9) 75.0/33.3 95.5/60.0 96.2/34.7 91.7/28.6
Altlommatzsch (35) 24.1/77.8 93.9/88.6 88.3/73.6 73.9/84.4
Niederkaina (72) 70.0/77.8 82.1/91.4 93.2/95.8 66.7/67.5
Tornow (77) 18.9/77.8 82.1/91.4 82.5/65.3 80.7/87.0
(d) Rautöpfe
Terrinen # Kö AL NK To
Kötitz (95) 89.7/91.6 82.6/87.5 73.7/89.9 78.8/89.8
Altlommatzsch (152) 69.6/98.9 89.2/92.8 87.1/92.7 85.3/90.3
Niederkaina (109) 71.1/95.8 85.0/89.5 91.2/95.4 88.2/88.2
Tornow (186) 76.7/96.8 86.0/97.4 79.7/93.6 90.3/94.6
(e) Terrinen
einf. Schalen # Kö AL NK To
Kötitz (77) 95.1/100 98.3/97.5 99.2/99.2 96.7/97.3
Altlommatzsch (120) 92.0/89.6 98.3/99.2 99.2/98.4 97.4/99.3
Niederkaina (258) 87.3/89.6 98.3/98.3 98.8/99.6 92.9/97.3
Tornow (149) 98.5/85.7 97.5/97.5 97.8/87.2 97.3/97.3
(f) einfache Schalen
prof. Schalen # Kö AL NK To
Kötitz (74) 98.6/98.6 98.4/99.2 96.9/88.6 94.4/99.4
Altlommatzsch (124) 97.4/100 99.2/99.2 100/91.4 94.4/98.1
Niederkaina (35) 93.7/100 95.3/99.2 93.9/88.6 90.1/100
Tornow (154) 97.4/100 99.2/98.4 96.8/85.7 95.5/97.4
(g) profilierte Schalen
einf. Tassen # Kö AL NK To
Kötitz (43) 97.6/93.0 94.3/90.0 97.5/100 96.8/99.3
Altlommatzsch (110) 72.9/100 92.1/95.5 93.5/100 90.5/100
Niederkaina (116) 79.2/97.7 96.2/92.7 98.3/100 96.8/99.3
Tornow (153) 80.0/93.0 94.3/90.0 78.5/97.4 96.8/98.7
(h) einfache Tassen
prof. Tassen # Kö AL NK To
Kötitz (76) 96.2/98.7 95.3/92.7 91.8/94.9 97.7/95.6
Altlommatzsch (109) 90.2/97.4 95.4/94.5 93.5/98.3 94.8/94.8
Niederkaina (59) 85.9/96.1 92.0/95.4 94.8/93.2 91.5/97.0
Tornow (135) 84.1/97.4 86.0/95.4 88.1/100 93.0/98.5
(i) profilierte Tassen
Tabelle 11.5: Wechselseitige Vorhersageleistungen für ausgewählte Gefäßtypen. Angegeben sind
jeweils Precision und Recall, als Klassifikator wurde ein Random Forest mit 50 Bäumen benutzt.
Einen ersten Hinweis darauf, wie gut die Kötitzer Typologie mit dem Material der drei
anderen Gräberfelder harmoniert, erhält man dann, wenn man sich jeweils die Konfusions-
matrizen für die Kreuzvalidierung anschaut (Tab. 11.6–11.9). Hier und in allen folgenden
Konfusionsmatrizen haben wir blaue Zahlen verwendet, wenn offensichtlich ist, dass die
Fehlklassifikationen auf eine zu geringe Trainingsdatenmenge zurückzuführen sind. Rote
Zahlen weisen hingegen darauf hin, dass eine Vermischung der jeweiligen Typen trotz
vermeintlich ausreichenden Trainings auftrat, eine scharfe Trennung also generell schwierig
ist. Während Fehlklassifikationen zwischen Amphoren und Terrinen mehr oder weniger
deutlich bei allen vier Fundorten auftreten, ist bei Altlommatzsch, Niederkaina und Tornow
zusätzlich eine Vermischung von Kegelhalstöpfen und Terrinen zu beobachten, wobei die
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 41 . . . . . . 1 . . . . . . . . 3
(b) Becher . 3 . . 2 . . . . . . . . . . . .
(c) beutelförmiges Gefäß 1 . 4 . . . . . . . . . . . . . 2
(d) Doppelkonus . . . 87 . . . . . . . 1 . . . . 1
(e) einfache Schale . . . . 77 . . . . . . . . . . . .
(f) einfache Tasse . . . . 1 40 1 . . . 1 . . . . . .
(g) Eitopf . . . . . 1 36 . . . 2 . . . . . .
(h) Flasche 1 . . . . . . 2 . . . . . . . . 1
(i) Kanne . . . . . . . . 2 . . . . . 2 . .
(j) Kegelhalstopf . . . . . . 1 . . 1 . . . . . . 2
(k) Krug . . . . . . 1 . . . 8 . . . 1 . .
(l) Kumpf . . . 2 . . . . . . . 7 . . . . .
(m) Napf . . . . 1 . . . . . . . 6 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 73 . . 1
(o) profilierte Tasse . . . . . . . . . . . . . 1 75 . .
(p) Rautopf . . . . . . 5 . . 1 . . . . . 3 .
(q) Terrine 5 . 2 . . . 1 . . . . . . . . . 87
Tabelle 11.6: Kötitz→ Kötitz (Kreuzvalidierung)
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 36 . . . . . . . . . . . . . . . 4
(b) Becher . . . . . . . . . . . . . . . . .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 1
(d) Doppelkonus . . . 17 . . . . . . . . . . . . 2
(e) einfache Schale . . . . 119 1 . . . . . . . . . . .
(f) einfache Tasse . . . . . 105 . . . . 1 . 1 . 3 . .
(g) Eitopf . . . . . 1 . . . . . . . . . 1 .
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . 1 . . . 1 . .
(j) Kegelhalstopf . . . . . . . . . 28 . . . . . . 8
(k) Krug . . . . . . . . . . 34 . . . . . .
(l) Kumpf . . . . . . . . . . . . . . . 1 .
(m) Napf . . . . 2 2 . . . . . . 3 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 123 1 . .
(o) profilierte Tasse . . . . . 4 . . . . 1 . . . 103 . 1
(p) Rautopf . . . 1 . 1 . . . 2 . . . . . 31 .
(q) Terrine 6 . . . . . . . . 4 . . . 1 . . 141
Tabelle 11.7: Altlommatzsch→ Altlommatzsch (Kreuzvalidierung)
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 12 . . . . . . . . . . . . . . . 2
(b) Becher . 2 . 1 . . . . . . . . 1 . . 1 .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 2
(d) Doppelkonus . . . 42 . . . . . . . 1 . . . . 1
(e) einfache Schale . . . . 257 . . . . . . . . 1 . . .
(f) einfache Tasse . . . . . 116 . . . . . . . . . . .
(g) Eitopf . . . . . . 6 . . 1 . . . 1 . 3 1
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . . . . . 1 . .
(j) Kegelhalstopf . . . . . . . . . 29 . . . . . 1 3
(k) Krug . . . . . . . . . . 16 . . . 1 . .
(l) Kumpf . . . 2 . . . . . . . . . . . . .
(m) Napf . 2 . . 1 . . . . . . . . . . . .
(n) profilierte Schale . . . 1 2 . . . . . . . . 31 1 . .
(o) profilierte Tasse . . . . . 2 . . . . 2 . . . 55 . .
(p) Rautopf . . . 1 . . 1 . . 1 . . . . . 69 .
(q) Terrine 1 . . 2 . . 2 . . . . . . . . . 104
Tabelle 11.8: Niederkaina→ Niederkaina (Kreuzvalidierung)
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 32 . . . . . . . . . . . . . . . 6
(b) Becher . 24 . . . 1 . . . . . . 2 . . 1 .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . .
(d) Doppelkonus . . . 42 1 . . . . . . . . 3 . . 2
(e) einfache Schale . . . . 145 2 . . . . . 1 . 1 . . .
(f) einfache Tasse . . . . . 151 . . . . . . . . 1 1 .
(g) Eitopf . . . . . . 2 . . . . . . . 1 7 3
(h) Flasche . . . . . . . . . . . . . . . . 1
(i) Kanne . . . . . . . . 2 . 2 . . . 3 . .
(j) Kegelhalstopf . . . . . . . . . 22 . . . . . 4 4
(k) Krug . . . . . . . . 3 . 7 . . . 2 . .
(l) Kumpf . . . 1 1 . . . . . . . . . . . .
(m) Napf . . . . 2 1 . . . . . . 5 . . . .
(n) profilierte Schale . . . 2 . . . . . . . . . 150 . . 2
(o) profilierte Tasse . . . . . . . . . . . . . 1 133 1 .
(p) Rautopf . . . . . 1 3 . . 2 . . . . 3 67 1
(q) Terrine 5 . . . . . . . . 1 . . . 2 . 2 176
Tabelle 11.9: Tornow→ Tornow (Kreuzvalidierung)
Tendenz hier eher unidirektional zu sein scheint.
Die Struktur der Konfusionsmatrizen ändert sich für die wechselseitigen Vorhersagen z. T.
recht deutlich. Sie sind einerseits geprägt von zahlreichen Fehlklassifikationen aufgrund
unzureichender Trainingsdaten (blaue Einträge), andererseits von Fehlklassifikationen, die
augenscheinlich keine methodischen Ursachen haben (rote Einträge). Von Interesse ist
für uns ausschließlich die letztere Gruppe, insbesondere dann, wenn es sich um größere
Zahlen handelt, d. h. bestimmte Zuordnungen mit einer gewissen Regelmäßigkeit falsch
vorgenommen wurden. Im Folgenden haben wir stellvertretend einige anschauliche Beispiele
ausgewählt, die wir nun systematisch bearbeiten wollen.
1. Training mit den Kötitz-Daten (Tab. 11.10–11.12). Gleich zu Beginn fallen die großen
Zahlen im Feld (q, a) ins Auge, während sich in (a, q) nur bei Tornow ein kleinerer
Eintrag befindet. Wie schon aus Tabelle 11.5(a) hervorgeht, werden demnach für
die Altlommatzscher und Niederkainaer Amphoren Recall-Werte von 100 % erreicht,
während die Precision lediglich zwischen 52 und 73 % liegt. Hier scheint es so zu sein,
dass die Kötitzer Amphoren ein recht breites Formenspektrum abdecken und somit in
der Gesamtheit als repräsentativer zu gelten haben. Formaler ausgedrückt sind die
Altlommatzscher, Niederkainaer und Tornower Amphoren offensichtlich Untermengen
der Kötitzer Amphoren.
Bemerkenswert ist weiterhin, dass immerhin zehn Niederkainaer Doppelkoni zu den
Kötitzer Terrinen gerechnet werden, obwohl sich dieser Typ bisher als sehr homogen
und gut isoliert dargestellt hatte. Allerdings sind die Umbrüche der Niederkainaer
Doppelkoni längst nicht so scharf wie in Kötitz und gelegentlich weisen sie auch
vermeintlich untypische Trichterränder auf.
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Die durchweg schlechten Recall-Werte für Kegelhalstöpfe und Rautöpfe haben ihre
Ursache wie bereits erwähnt eindeutig in den unzureichenden Trainingsdaten.
2. Training mit den Altlommatzsch-Daten (Tab. 11.13–11.15). Das oben beschriebene
Amphoren-Phänomen findet sich hier in umgekehrter Form nochmals bestätigt, wo-
bei augenscheinlich die Niederkaina-Amphoren wiederum eine Untermenge der
Altlommatzsch-Amphoren bilden. Von größerem Interesse ist außerdem die einsei-
tige Vermischung von Kegelhalstöpfen und Rautöpfen in Niederkaina. Auch hier
ist das Formenspektrum der Altlommatzscher Kegelhalstöpfe offenbar größer als in
Niederkaina.
3. Training mit den Niederkaina-Daten (Tab. 11.16–11.18). Auch hier werden wieder
24 der 45 Kötitzer, 17 der 40 Altlommatzscher und 14 der 38 Tornower Amphoren
fälschlicherweise als Terrinen erkannt. Damit ist endgültig klar, dass die Niederkaina-
Amphoren in ihrer Form kaum variieren und damit ungeeignet sind, um solche aus
anderen Fundorten zu klassifizieren.
Auffällig ist darüber hinaus der Eintrag (p, g) in Tabelle 11.18, wo Tornower Rautöpfe
den Niederkainaer Eitöpfen zugeschlagen werden.
4. Training mit den Tornow-Daten (Tab. 11.19–11.21). Neben dem bekannten unidirek-
tionalen Amphoren-Phänomen zeigt sich an den Tornow-Daten besonders gut die
Tendenz, dass einfache Schalen oft in Richtung einfacher Tassen blenden, jedoch nicht
umgekehrt. Etwas rätselhaft bleibt die Zuordnung von 20 Niederkainaer Rautöpfen zu
Tornower Bechern.
Wir beobachten also, dass die überwiegende Mehrheit der typologiebedingten Fehlklassi-
fikationen nur in eine Richtung auftritt. Im Allgemeinen kann man dann eine Inklusions-
beziehung unterstellen, d. h. im Fall der Amphoren hätten die Kötitzer Vertreter die größte
Varianz, gefolgt von Altlommatzsch, Tornow und schließlich Niederkaina. Derartige Phäno-
mene ließen sich nun entweder auf regionale oder zeitliche Einflüsse zurückführen. Eine
gewissenhafte archäologische Auswertung ergab, dass beim hiesigen Material die Zeitstel-
lung der Gräberfelder die regionalen Einflüsse weitgehend überdeckt. Die Implikationen
dieser konkreten Erkenntnis sowie die Interpretation weiterer offensichtlicher Typenzusam-
menhänge sollen aber der archäologischen Expertise überlassen werden.
In diesem letzten Abschnitt haben wir einmal mehr gesehen, welche Mächtigkeit im Para-
digma des überwachten Lernens liegt. Nicht nur, dass es hervorragend zur Entwicklung
belastbarer, konsistenter Typologien beiträgt, es ist darüber hinaus bestens geeignet, um
auch Zusammenhänge zwischen verschiedenen Typologien präzise aufzudecken. Es soll ein
letztes Mal betont werden, dass die tatsächlich erzielten Lernraten kein Maß für Erfolg oder
Misserfolg der typologischen Untersuchung darstellen. Viel wertvoller ist die Erkenntnis,
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 40 . . . . . . . . . . . . . . . .
(b) Becher . . . . . . . . . . . . . . . . .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 1
(d) Doppelkonus . . . 17 . . . . . . . . . . . . 2
(e) einfache Schale . . . . 117 2 . . . . . 1 . . . . .
(f) einfache Tasse . 1 . . 1 99 2 . . . 4 . . . 3 . .
(g) Eitopf . . . . . . 1 . . . 1 . . . . . .
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . 1 . . . 1 . .
(j) Kegelhalstopf 3 . . 2 . . . . . 9 . . . . . . 22
(k) Krug . . . . . . . . . . 33 . . . 1 . .
(l) Kumpf . . . . . . 1 . . . . . . . . . .
(m) Napf . 2 . . 1 1 . . . . . . 2 . . 1 .
(n) profilierte Schale . . . . . . . . . . . . . 123 . . 1
(o) profilierte Tasse . . . 2 . 3 . . . . 2 . . . 101 . 1
(p) Rautopf . . . 4 . . 5 . . 4 . . 1 . . 21 .
(q) Terrine 13 . . 1 . . 3 . . . . . . 2 . . 133
Tabelle 11.10: Kötitz→ Altlommatzsch
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 14 . . . . . . . . . . . . . . . .
(b) Becher . 2 . 1 . . 1 . . . . 1 . . . . .
(c) beutelförmiges Gefäß . . 2 . . . . . . . . . . . . . .
(d) Doppelkonus . . . 32 . . . . . . . 2 . . . . 10
(e) einfache Schale . . . . 256 2 . . . . . . . . . . .
(f) einfache Tasse . . . . . 116 . . . . . . . . . . .
(g) Eitopf . . . . . . 8 . . 1 . . . 1 . . 2
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . . . . . 1 . .
(j) Kegelhalstopf 3 . . . . . 3 . . 12 . . . . . . 15
(k) Krug . . . . . . . . . . 14 . . . 3 . .
(l) Kumpf . . . . . . . . . . . 2 . . . . .
(m) Napf . 1 . . 1 . . . . . . . . . . 1 .
(n) profilierte Schale . . . . 1 . . . . . . . . 31 1 . 2
(o) profilierte Tasse . . . . . . . . . . 3 . . . 56 . .
(p) Rautopf . 2 . 6 . 1 5 . . 27 . . . . . 25 6
(q) Terrine 10 . 1 . . . . . . . . . . . . . 98
Tabelle 11.11: Kötitz→ Niederkaina
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 32 . . . . . . . . . . . . . . . 6
(b) Becher . 7 . 6 1 1 . . . 1 . . . . . 1 11
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . .
(d) Doppelkonus . . . 41 . . . . . . . . . 4 . . 3
(e) einfache Schale . . . . 145 1 . . . . . 2 . 1 . . .
(f) einfache Tasse . . . . 1 152 . . . . . . . . . . .
(g) Eitopf . . . . . . 11 . . . 1 . . . . . .
(h) Flasche . . . . . . . 1 . . . . . . . . .
(i) Kanne . . . . . . . . . . 6 . . . 1 . .
(j) Kegelhalstopf . . . . . . 2 . . 6 . . . . . 1 21
(k) Krug . . . . . . . . . . 11 . . . 1 . .
(l) Kumpf . . . . . . . . . . . 2 . . . . .
(m) Napf . . . . 3 . . . . . . . 5 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 153 . . 1
(o) profilierte Tasse . . . . . . 2 . . . 3 . . 1 129 . .
(p) Rautopf . . . 2 . 3 46 . . 2 . . . . . 22 2
(q) Terrine 12 . 1 . . . 1 . . 1 . . . 3 1 . 167
Tabelle 11.12: Kötitz→ Tornow
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 32 . . . . . . . . . . . . . . . 13
(b) Becher . . . . . 1 . . . . . . 4 . . . .
(c) beutelförmiges Gefäß 1 . . . . . . . . . . . . . . . 6
(d) Doppelkonus . . . 86 1 1 . . . . . . . . . . 1
(e) einfache Schale . . . . 69 8 . . . . . . . . . . .
(f) einfache Tasse . . . . . 43 . . . . . . . . . . .
(g) Eitopf . . . . . 4 . . . . . . . . . 21 14
(h) Flasche 1 . . . . . . . . . . . . . . . 3
(i) Kanne . . . . . . . . . . . . . . 4 . .
(j) Kegelhalstopf . . . . . . . . . 2 . . . . . . 2
(k) Krug . . . . . . . . . . 6 . . . 4 . .
(l) Kumpf . . . 6 1 . . . . . . . . . . . 2
(m) Napf . . . . 4 . . . . . . . 3 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 74 . . .
(o) profilierte Tasse . . . . . . . . . . . . . 2 74 . .
(p) Rautopf . . . . . 2 . . . . . . . . . 7 .
(q) Terrine . . . . . . . . . 1 . . . . . . 94
Tabelle 11.13: Altlommatzsch→ Kötitz
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 13 . . . . . . . . . . . . . . . 1
(b) Becher . . . . . 2 . . . . . . 1 . . 2 .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 2
(d) Doppelkonus . . . 42 . . . . . . . . . . . . 2
(e) einfache Schale . . . . 254 4 . . . . . . . . . . .
(f) einfache Tasse . . . . . 116 . . . . . . . . . . .
(g) Eitopf . . . . . . . . . 3 . . . . . 4 5
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . 1 . . . . . .
(j) Kegelhalstopf 1 . . . . . . . . 28 . . . . . . 4
(k) Krug . . . . . . . . . . 14 . . . . . .
(l) Kumpf . . . 2 . . . . . . . . . . . . .
(m) Napf . . . . 1 1 . . . . . . 1 . . . .
(n) profilierte Schale . . . . 1 . . . . . . . . 32 1 . 1
(o) profilierte Tasse . . . . . 1 . . . . . . . . 58 . .
(p) Rautopf . . . 1 . . . . . 18 . . . . . 53 .
(q) Terrine 7 . . 1 . . . . . . . . . . . . 101
Tabelle 11.14: Altlommatzsch→ Niederkaina
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 26 . . . . . . . . . . . . . 2 . 10
(b) Becher . . . . . 3 . . . 13 . . 1 . . 9 2
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . .
(d) Doppelkonus . . . 37 . . . . . . . . . 5 . . 6
(e) einfache Schale . . . . 148 1 . . . . . . . . . . .
(f) einfache Tasse . . . . . 153 . . . . . . . . . . .
(g) Eitopf . . . . . . . . . . 1 . . . . 10 2
(h) Flasche . . . . . . . . . . . . . . . . 1
(i) Kanne . . . . . . . . . . 6 . . . 1 . .
(j) Kegelhalstopf . . . . . . . . . 23 . . . . . 2 5
(k) Krug . . . . . 1 . . . . 9 . . . 2 . .
(l) Kumpf . . . 2 . . . . . . . . . . . . .
(m) Napf . . . . 3 2 . . . . . . 3 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 151 1 1 1
(o) profilierte Tasse . . . . . 4 . . 1 . 2 . . . 128 . .
(p) Rautopf . . . . 1 5 1 . . 3 . . . . . 65 2
(q) Terrine 5 . . . . . . . . 7 . . . 4 1 1 168
Tabelle 11.15: Altlommatzsch→ Tornow
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 21 . . . . . . . . . . . . . . . 24
(b) Becher . 1 . . 3 . . . . . . . 1 . . . .
(c) beutelförmiges Gefäß . . . 1 . . . . . . . . . . . . 6
(d) Doppelkonus . 1 . 87 . . . . . . . . . . . . 1
(e) einfache Schale . . . . 69 8 . . . . . . . . . . .
(f) einfache Tasse . . . . . 42 . . . . . . . . 1 . .
(g) Eitopf . 2 . . . 1 27 . . 2 . . . . 3 3 1
(h) Flasche 1 . . . . . . . . . . . . . . . 3
(i) Kanne . . . . . . . . . . . . . . 4 . .
(j) Kegelhalstopf . . . . . . . . . 2 . . . . . . 2
(k) Krug . . . . . . . . . . 6 . . . 4 . .
(l) Kumpf . . . 7 . . . . . . . 2 . . . . .
(m) Napf . . . . 7 . . . . . . . . . . . .
(n) profilierte Schale . . . . . . . . . . . . . 74 . . .
(o) profilierte Tasse . . . . . . . . . . . . . 3 73 . .
(p) Rautopf . . . . . 2 . . . . . . . . . 7 .
(q) Terrine . . . . . . 1 . . 1 . . . 2 . . 91
Tabelle 11.16: Niederkaina→ Kötitz
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 23 . . . . . . . . . . . . . . . 17
(b) Becher . . . . . . . . . . . . . . . . .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 1
(d) Doppelkonus . . . 19 . . . . . . . . . . . . .
(e) einfache Schale . . . . 118 . . . . . . . . 2 . . .
(f) einfache Tasse . 1 . . . 102 . . . . 3 . . . 3 1 .
(g) Eitopf . . . . . . . . . . . . . . 1 1 .
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . 2 . . . . . .
(j) Kegelhalstopf . . . . . . 1 . . 26 . . . . . 4 5
(k) Krug . . . . . . . . . . 30 . . . 4 . .
(l) Kumpf . . . . . . . . . . . . . . . 1 .
(m) Napf . . . . 2 1 . . . . . . 4 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 123 1 . .
(o) profilierte Tasse . . . . . 3 . . . . 1 . . . 104 . 1
(p) Rautopf . . . 1 . . 2 . . . . . . . . 32 .
(q) Terrine 2 . . . . . 2 . . 8 . . . 4 . . 136
Tabelle 11.17: Niederkaina→ Altlommatzsch
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 23 . . . . . . . . . . . . . 1 . 14
(b) Becher . 1 . . 1 . . . . . . . 1 . 1 24 .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . .
(d) Doppelkonus . . . 41 . . . . . . . . . 4 . . 3
(e) einfache Schale . . . 1 145 1 . . . . . . . 2 . . .
(f) einfache Tasse . . . . 1 152 . . . . . . . . . . .
(g) Eitopf . . . . . . 10 . . . . . . 1 2 . .
(h) Flasche . . . . . . . . . . . . . . . . 1
(i) Kanne . . . . . . . . . . 4 . . . 3 . .
(j) Kegelhalstopf . . . . . . . . . 25 . . . . . 1 4
(k) Krug . . . . . . . . . . 10 . . . 2 . .
(l) Kumpf . . . 2 . . . . . . . . . . . . .
(m) Napf . . . . 7 1 . . . . . . . . . . .
(n) profilierte Schale . . . . . . . . . . . . . 154 . . .
(o) profilierte Tasse . . . . . 1 . . . . 3 . . . 131 . .
(p) Rautopf . 1 . . 2 2 17 . . 1 . . . . 2 52 .
(q) Terrine 1 . . 1 . . 6 . . 2 . . . 10 1 1 164
Tabelle 11.18: Niederkaina→ Tornow
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klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 34 . . . . . . . . . . . . . . . 11
(b) Becher . 2 . . . . . . . . . . 3 . . . .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 7
(d) Doppelkonus . . . 80 . . . . . . . 7 . . . . 1
(e) einfache Schale . . . . 66 10 . . . . . . 1 . . . .
(f) einfache Tasse . . . . . 40 . . . . . . . . 2 1 .
(g) Eitopf . . . . . . 4 . . . . . . . 2 29 4
(h) Flasche 1 . . . . . . . . . . . . . . . 3
(i) Kanne . . . . . . . . . . . . . . 4 . .
(j) Kegelhalstopf . . . . . . . . . 4 . . . . . . .
(k) Krug . . . . . . . . . . 5 . . . 5 . .
(l) Kumpf . . . . 1 . . . . . . 7 . . . . 1
(m) Napf . . . . . . . . . . . . 7 . . . .
(n) profilierte Schale . . . . . . . . . . . . . 74 . . .
(o) profilierte Tasse . . . . . . . . . . . . . 2 74 . .
(p) Rautopf . . . . . . . . . 1 . . . . 1 7 .
(q) Terrine 1 . . . . . . . . 2 . . . . . . 92
Tabelle 11.19: Tornow→ Kötitz
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 27 . . . . . . . . . . . . . . . 13
(b) Becher . . . . . . . . . . . . . . . . .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 1
(d) Doppelkonus . . . 19 . . . . . . . . . . . . .
(e) einfache Schale . . . . 117 3 . . . . . . . . . . .
(f) einfache Tasse . . . . . 99 . . . . 2 . 1 . 6 2 .
(g) Eitopf . . . . . . . . . . . . . . 1 1 .
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . . . 1 . . . 1 . .
(j) Kegelhalstopf . 1 . . . . . . . 26 . . . . . 2 7
(k) Krug . . . . . . . . 1 . 24 . . . 9 . .
(l) Kumpf . . . . . . . . . . . . . . . 1 .
(m) Napf . 1 . . 2 1 . . . . . . 3 . . . .
(n) profilierte Schale . . . . 1 . . . . . . . . 122 . . 1
(o) profilierte Tasse . . . . . 2 . . . . 1 . . . 104 1 1
(p) Rautopf . 1 . 1 . . . . . 1 . . . . . 32 .
(q) Terrine 2 . . . . . . . . 1 . . . 1 . . 148
Tabelle 11.20: Tornow→ Altlommatzsch
klassifiziert als→ a b c d e f g h i j k l m n o p q
(a) Amphore 14 . . . . . . . . . . . . . . . .
(b) Becher . 1 . . 1 . . . . . . . 1 . . 2 .
(c) beutelförmiges Gefäß . . . . . . . . . . . . . . . . 2
(d) Doppelkonus . . . 36 . . . . . . . 3 . . . . 5
(e) einfache Schale . . . . 225 31 . . . . . . . 1 . . 1
(f) einfache Tasse . . . . . 113 . . . . . . . . 3 . .
(g) Eitopf . . . . . . 1 . . 1 . . . . . 6 4
(h) Flasche . . . . . . . . . . . . . . . . .
(i) Kanne . . . . . . . . 1 . . . . . . . .
(j) Kegelhalstopf . . . . . . . . . 23 . . . . . 2 8
(k) Krug 1 . . . . . . . 2 . 10 . . . 4 . .
(l) Kumpf . . . . . . . . . . . 2 . . . . .
(m) Napf . . . . 1 . . . . . . . 2 . . . .
(n) profilierte Schale . . . . 3 . . . . . . . . 30 1 . 1
(o) profilierte Tasse . . . . . . . . . . . . . . 59 . .
(p) Rautopf . 20 . . . . . . . 1 . . . . . 47 4
(q) Terrine 4 . . 1 . . . . . 2 . . . . . . 102
Tabelle 11.21: Tornow→ Niederkaina
214 11 Fallstudie: Grabgefäße der Lausitzer Kultur
zwischen welchen Individuen und/oder Typen eine Trennung gut bzw. weniger gut möglich
ist. Mit der vorliegenden Fallstudie wurde der Beweis erbracht, dass die in dieser Arbeit
propagierte Methodologie zur automatisierten Klassifikation bestens geeignet ist und die
archäologische Arbeit in Zukunft wesentlich bereichern wird.
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Thesen
1. Aktuelle Oberflächenscanner sind das Mittel der Wahl, um die archäologische Fund-
dokumentation in Bezug auf Informationsgehalt, Genauigkeit und Objektivität zu
verbessern. Die anfallende Datenmenge ist beherrschbar, sofern die hinreichende
Abtastrate in Hinblick auf den Abbildungszweck vorab geschätzt wird.
2. Zur Vektorisierung technischer Zeichnungen in der Archäologie sollten aktive Kon-
turen eingesetzt werden. Im konkreten Fall von Gefäßprofilen lässt sich selbst bei
schwierigen Fällen ein Durchsatz von bis zu 40 Vektorisierungen pro Stunde erreichen.
3. Die bildliche Dokumentation von Fundobjekten mithilfe von Techniken aus dem
Bereich des Non-Photorealistic Rendering ist gegenüber der traditionellen Hand-
zeichnung um mindestens den Faktor 5 schneller und insgesamt wesentlich genauer,
detaillierter und objektiver. Während allerdings computergenerierte Strichzeichnungen
den hohen Anforderungen aus verschiedenen Gründen bisher nicht gerecht werden,
lässt eine Schattierung basierend auf den Werten der Oberflächenkrümmung nur
wenige Wünsche offen. Zusätzliche Plastizität kann erreicht werden, indem die Krüm-
mungsschattierung mit einem ambient-diffusen Beleuchtungsmodell wie Hemisphere
Lighting oder Gooch Shading überblendet wird. Darüber hinaus können aus den
3D-Modellen mit einfachsten Mitteln Gefäßabwicklungen und Profilschnitte erzeugt
werden.
4. Archäologische Gefäße lassen sich selbst dann noch automatisch vermessen und formal
beschreiben, wenn sie nicht exakt rotationssymmetrisch sind.
5. Die Klassifizierung archäologischer Daten ist in vielerlei Hinsicht ein klassisches
Data-Mining-Problem, für dessen Lösung eine anerkannte Methodologie zum Einsatz
kommen sollte. Eine Besonderheit besteht allerdings darin, dass klassifikatorische
Entscheidungen in der Regel nicht überprüfbar sind, sondern nur in Hinblick auf eine
konkrete Fragestellung bewertet werden können. Gerade deswegen sollte das Erstellen
der Typologie jedoch zu jedem Zeitpunkt nachvollziehbar und reproduzierbar sein.
6. Belastbare Erkenntnisse lassen sich nur dann gewinnen, wenn während der typologi-
schen Untersuchungen unüberwachte und überwachte Data-Mining-Verfahren sowie
menschliche Expertise permanent ineinander greifen.
7. Für jedes Merkmal können anhand seines Skalenniveaus optimal angepasste expli-
zite Ähnlichkeitsmetriken definiert werden. Die Berechnung der Gesamtähnlichkeit
zweier Merkmalsvektoren erfolgt dann über eine Konvexkombination. Sobald über-
wachte Daten zur Verfügung stehen, können für jedes Merkmal Relevanzwerte (z. B.
Information Gain Ratio oder Relief-F) berechnet werden, anhand derer die einzelnen
Gewichte angepasst werden können. Zusätzlich führt eine Dimensionsreduktion in
vielen Fällen zu einer signifikanten Verbesserung der unüberwachten und überwachten
Lernergebnisse.
8. Echte und unechte Fehlwerte stellen in unserem Fall weder für die unüberwachten
noch für die überwachten Lernverfahren ein Problem dar.
9. Überwachtes Lernen eignet sich hervorragend als Klassifikationsparadigma für archäo-
logische Daten. Einerseits lässt sich damit eine automatische Klassifikation unbekannter
Objekte in eine bestehende Typologie erreichen. Andererseits lassen die Ergebnisse
der verschiedenen Lernverfahren mehr oder weniger direkte Rückschlüsse auf die
zugrunde gelegte Typologie zu. Mit vergleichsweise einfachen Mitteln lassen sich
sowohl systematische Fehler als auch strukturelle Schwachpunkte in der Typologie
beheben. Darüber hinaus können Aussagen über den Verwandtschaftsgrad bestimmter
Typen, teilweise sogar einzelner Objekte abgeleitet werden.
10. Mit überwachtem Lernen lassen sich außerdem Zusammenhänge zwischen verschiede-
nen Typologien aufdecken. Insbesondere aus der Regelmäßigkeit und Richtung von
Fehlklassifikationen ergeben sich Hinweise auf räumliche oder zeitliche Einflüsse.
11. Für die Grabgefäße der Lausitzer Kultur konnte mit den vorgestellten Methoden eine
Typologie erstellt werden, auf deren Basis auch bis dato unbekanntes Material des-
selben Formenkreises mit einer Wahrscheinlichkeit von 90 bis 95 % korrekt klassifiziert
werden kann, sofern Sonderformen extra behandelt werden.
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