We show how to construct a family of groups with simple commutator subgroups from aperiodic 1-vertex, finitely aligned higher rank graphs (which are, in fact, a class of cancellative monoids). Inverse semigroups form the intermediary between these cancellative monoids and the family of groups we are interested in. These groups can naturally be viewed as higherdimensional generalizations of the classical Thompson groups since the finite direct products of free monoids are examples of the appropriate 1-vertex higher rank graphs.
Introduction
In this paper, we shall construct a class of groups that includes not only the classical Thompson groups G n,1 but also Brin's higher dimensional analogues nV as special cases [6] . We state as a theorem what we achieve in this paper (and reassure the reader that all undefined terms will be defined).
Theorem 1.1. Let S be an aperiodic k-monoid whose associated k alphabets are all finite and each have cardinality at least 2. Then we construct a countable group G(S) as a subgroup of the group of self-homeomorphisms of the Cantor space with simple commutator subgroup that arises as the topological full group of a Booleań etale groupoid.
We generalize an approach that goes back to the work of Scott [50] as reinterpreted by Birget [3] . 1 There, free monoids and the theory of prefix codes [2] are used to construct the groups G n,1 (where G 2,1 is usually denoted by V ). This same approach was exploited in [30, 31] but combined with inverse semigroup theory to define the same groups. The unspoken hope of the latter two papers was that by generalizing free monoids in a suitable way, generalizations of the Thompson groups would follow. John Fountain, in some unpublished notes [18] and a number of lectures, did take a first step in realizing this aspiration but in our paper, we develop this idea much further. A crucial step was the realization that 1-vertex higher rank graphs [53, 26, 15, 51, 52 ] -what we call 'k-monoids' -can be viewed as natural generalizations of free monoids. This paper is also closely allied with the categorical approach adopted by Spielberg [51, 52] though, of course, we work with monoids rather than categories.
The paper consists of a further thirteen sections. Section 2 reviews the very basic semigroup theory neded to read this paper, whereas Section 3 reviews the properties of '1-vertex higher rank graphs' -what we call 'k-monoids' -needed to read this paper. These two sections are entierly preliminary. Section 4 describes how to construct a Boolean space S ∞ from a k-monoid S and describes the properties of the action S × S ∞ → S ∞ . This is the basic construction on which the rest of the paper depends. In Section 5, we describe the inverse monoid R(S) that can be 1 The connection between our work and the most recent paper by Birget [4] is described in Section 13. constructed from S. The group G(S) that can be constructed from the k-monoid S is defined in Section 6 but the definition reveals nothing about its properties. In Section 7, we show that the group G(S) can also be defined in terms of maximal generalized prefix codes. But it is in Section 8, that we are able to show that our group is a subgroup of the group of self-homeomorphisms of the Cantor space. In Section 9, we construct from R(S) by means of a congruence, a Boolean inverse monoid C(S) and prove that the group G(S) is its group of units. It is in Section 10, that we are finally able to prove that G(S) is, in fact, a topological full group.
This section contains what we believe is a new approach to the standardétale groupoid associated with a k-monoid since we observe that it is a groupoid of fractions. In Section 11, we study the property of what we term 'rigid' k-monoids, the most natural generalizations of direct products of free monoids. In Section 12, we study the structure of generalized maximal prefix codes. Section 13 concentrates on constructing concrete examples of the groups introduced in this paper and making connections with the papers [6, 25, 40] . Section 14 wraps the paper up with some general, contextual results.
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Some terminology and notation
This section should be used as a reference when needed. If (P, ≤) is a poset and X ⊆ P we denote by X ↓ = {y ∈ P : (∃x ∈ P )y ≤ x}. If X = X ↓ we say that S is an order ideal. If X = {x} we write x ↓ instead of {x} ↓ . This paper introduces a class of groups but our approach is semigroup-theoretic. We recall some key notions now.
A zero 0 in a semigroup S is an element 0 such that s0 = 0 = 0s for all s ∈ S. A congruence ρ defined on a semigroup S is an equivalence relation with the property that a ρ b and c ρ d imply that ac ρ bd. If we denote the ρ-equivalence class containing s by [s] and the set of ρ-equivalence classes by S/ρ then S/ρ is a semigroup when we define [s] [t] = [st] . The natural map S → S/ρ, given by s → [s], is then a semigroup homomorphism. If θ : S → T is a homomorphism of semigroups then its kernel is the congruence ρ defined by a ρ b if and only if θ(a) = θ(b). A congruence ρ on a semigroup with zero is said to be 0-restricted if a ρ 0 implies that a = 0. A congruence ρ is said to be idempotent-pure if a ρ e, where e is an idempotent, implies that e is an idempotent.
Most of the time we work with inverse semigroups which are abstractions of semigroups of partial bijections just as groups are abstractions of semigroups of bijections. Our reference to inverse semigroup theory is [28] but we recall some basic definitions here. An inverse semigroup is a semigroup S in which for each element a there is a unique element a −1 , called the inverse of a, such that a = aa −1 a and a −1 = a −1 aa −1 . It is usual to write d(a) = a −1 a and r(a) = aa −1 , both of which are idempotents. The set of idempotents E(S) of an inverse semigroup is a commutative subsemigroup. For this reason, it is usually referred to as the semilattice of idempotents of S. Our inverse semigroups will always have a zero. An inverse subsemigroup of an inverse semigroup is simply a subsemigroup closed under the taking of inverses. A wide inverse subsemigroup of S is an inverse subsemigroup that contains E(S). Inverse semigroups usually arise as inverse semigroups of partial bijections of a set where the inverse of a partial bijection is simply its inverse partial bijection. In an inverse semigroup S, we can define a partial order ≤, called the natural partial order, by a ≤ b if and only if a = be for some idempotent e. Despite appearances, this definition is self-dual in the sense that a ≤ b if and only concatenation as the semigroup multiplication. The set of all right-infinite strings over A is denoted by A ω . We denote by A n any alphabet with n elements. The free monoid A * n is sometimes denoted by F n . If S is a free monoid and a, b ∈ S then aS ∩ bS is non-empty precisely when either aS ⊆ bS or bS ⊆ aS. If a = bu for some u ∈ S we say that b is a prefix of a. The elements a and b are said to be prefix comparable precisely when a is a prefix of b or b is a prefix of a; this is equivalent to aS ∩ bS = ∅.
Notation
• S ∞ the topological space of all k-tilings of a k-monoid S (Section 4).
• R(S) the inverse monoid of all bijective morphisms between the finitely generated right ideals of the k-monoid S (Section 5). • If T is any inverse semigroup with zero then T e is the inverse subsemigroup of T consisting of elements a where a −1 a and aa −1 are both essential idempotents (Section 6). • G(S) = R(S) e /σ, the group associated with a k-monoid S (Section 6).
• P(S) the inverse monoid of all bijective morphisms between finitely generated projective right ideals of the k-monoid S (Section 7). • I(X), where X is a topological space, is the inverse monoid of all partial
homeomorphisms between the open subsets of X (Section 4). In the case where X is a Boolean space, this is interpreted to be the Boolean inverse monoid of partial homeomorphisms between the clopen subsets of X (Section 8 onwards). • C = R(S)/ ≡, the Boolean inverse monoid constructed from the k-monoid S. Its group of units is isomorphic with G(S) (Section 9). • G(S) the Boolean groupoid associated with the k-monoid S (Section 10).
• KB(G) the Boolean inverse monoid of all compact-open partial bisections of the Boolean groupoid G (Section 10).
k-monoids
In this section, we define the class of monoids that will form the starting point for our constructions. In what follows, N k should be viewed as the the positive cone of the lattice-ordered abelian group Z k . If m ∈ N k then m = (m 1 , . . . , m i , . . . , m k ) and we define m i = m i . The order in Z k is defined componentwise: m ≤ n if and only if m i ≤ n i for 1 ≤ i ≤ k. The join operation is (m ∨ n) i = max(m i , n i ) and the meet operation is (m ∧ n) i = min(m i , n i ). Put 0 = (0, . . . , 0) and 1 = (1, . . . , 1) both elements of N k . Define e i , where 1 ≤ i ≤ k, to be that element of N k which is zero everywhere except at i where it takes the value 1.
Definition. A countable monoid S is said to be a k-monoid if there is a homomorphism d : S → N k satisfying the unique factorization property (UFP): if d(x) = m + n then there exist unique elements x 1 and x 2 of S such that x = x 1 x 2 where d(x 1 ) = m and d(x 2 ) = n.
The definition of a k-monoid is simply the monoid case of the more general notion of a higher rank graph defined in [53, 26, 15, 51, 52] .
Terminology. Let a, b ∈ S, a k-monoid. We shall say that a is bigger than b if d(a) ≥ d(b). This definition needs to be used with care since if a and b are arbitrary there need be no order relation between d(a) and d(b).
For each 1 ≤ i ≤ k, define X i = d −1 (e i ). We call (X 1 , . . . , X k ) the k alphabets associated with the k-monoid. The set A(S) = {s ∈ S : d(s) = 1} is called the higher-dimensional alphabet associated with S. Remark 3.1. We can assume, without loss of generality, that the map d used in the definition of a k-monoid is actually surjective. If d were not surjective then we would have that X i = ∅ for some i. We could then replace d by a map d ′ : S → N k−1 by dropping the i-component (which is always 0). Lemma 3.2. Let S be a k-monoid in which d is surjective. Then given any element u ∈ S and m ∈ N k there is an element v such that d(uv) ≥ m.
Proof. If d(u) ≥ m then put v = 1. Otherwise, choose v such that d(v) ≥ m. This can be done since we are assuming that d is surjective. It follows that d(uv) ≥ m.
A monoid is said to be conical if its group of units is trivial. An atom in a monoid is an element a such that if a = bc then at least one of b or c is invertible. The following are all well-known but can easily be proved from the definitions. (1) The identity of S is the only element a ∈ S such that d(a) = 0.
(2) The monoid S is conical.
(3) The monoid S is cancellative.
(4) The atoms are the elements a such that d(a) = e i for some 1 ≤ i ≤ k.
(5) Each non-identity element is a product of atoms.
Remark 3.4. Countable free monoids are precisely the 1-monoids. This entitles us to view k-monoids as generalizations of free monoids which is our perspective throughout this paper.
Let S be a k-monoid and T an l-monoid. We denote their respective homomorphisms by d S : S → N k and d T : T → N l . There is a natural isomorphism N k × N l ∼ = N k+l which takes (m, n) to the element m · n where m · n is the unique element of N k+l whose components are (m 1 , . . . , m k , n 1 , . . . , n l ). Define d : S × T → N k+l by d(s, t) = d S (s) · d T (t). In this way, it is easy to see that S × T is a k + l-monoid. We have proved the following; see also [26, Proposition 1.8] .
Lemma 3.5. If S is a k-monoid and T is an l-monoid then S ×T is a k+l-monoid.
Example 3.6. The direct product of k free monoids is therefore a k-monoid by Lemma 3.5. However, the product of free monoids is not free. For example, the free monoid on one generator is N. But N × N is not isomorphic to the free monoid on one generator but is abelian. Thus it cannot be free.
If X ⊆ S, where S is a monoid, we denote by X * the submonoid of S generated by X. The proof of the following lemma is immediate by the UFP. (1) X i X j ⊆ X j X i for all i, j.
(2) Each submonoid X * i is free. (3) Each element of S can be written uniquely as a product of the form x 1 . . . x k where x i ∈ X * i . We now develop part (1) of Lemma 3.7. Let S be a k-monoid with k alphabets (X 1 , . . . , X k ). Let x i1 ∈ X i and x j1 ∈ X j . Then by the UFP, we may write
We have therefore defined a function θ ij : X i × X j → X i × X j given by θ(i 1 , j 1 ) = (i ′ 1 , j ′ 1 ). By the UFP, this function is a bijection. For the case k = 2, any bijection X 1 × X 2 → X 1 × X 2 determines a unique 2-monoid and conversely [43] . For k > 2, we need to add an extra condition which arises by associativity as follows [20, 12] . Let x i1 ∈ X i , x j1 ∈ X j and x k1 ∈ X k . We now make two calculations. First,
. By associativity, we therefore require that
. This leads to an important connection between k-monoids (where k ≥ 3) and settheoretical solutions to the Yang-Baxter equation [55] .
The following describes the 'degenerate' k-monoids.
Proposition 3.8. Let S be a k-monoid with associated k-alphabets (X 1 , . . . , X k ).
Proof. Only one direction needs proving. Suppose that |X 1 | = |X 2 | = . . . = |X k | = 1. Then X * i ∼ = N. The homomorphism d : S → N k , which we always assume surjective, is injective by the UFP.
By Remark 3.4, countable free monoids are 1-monoids and by Lemma 3.5, the product of k free monoids is a k-monoid. Put S = A * n1 × . . . × A * n k . This is a k-monoid. Proposition 3.9. The k-monoid S is isomorphic to a finite direct product of free monoids if and only if xy = yx for all x ∈ X i , y ∈ X j and i = j where 1 ≤ i, j ≤ k.
Proof. Only one direction needs proving. We show that S ∼ = X * 1 × . . . × X * k . Let s ∈ S. Then it can be writtten uniquely as a product s = x 1 . . . x k where x i ∈ X * i . This enables us to define a bijection between S and X * 1 × . . . × X * k . It only remains to prove that it is a homomorphism. Let t = y 1 . . . y k where y i ∈ X * i . Then st = (x 1 . . . x k )(y 1 . . . y k ). We now use commutativity to move y 1 . We get st = ((x 1 y 1 )x 2 . . . x k )(y 2 . . . y k ). We now repeat this process to get st = (x 1 y 1 ) . . . (x k y k ). This now proves that our bijection is in fact a homomorphism and so an isomorphism.
The following is the analogue for k-monoids of what is termed 'Levi's theorem' for free monoids [27, Corollary 5.1.6] . It will prove useful. Lemma 3.10. Let S be a k-monoid. Let xy = uv, where x, y, u, v ∈ S and d(x) ≥ d(u). Then there exists t ∈ S such that such that x = ut and v = ty. In particular, if d(x) = d(y) then x = y.
Proof. First, we deal with the case where d(x) = d(u). Put z = xy = uv. Since d(x) = d(u), we must have that d(y) = d(v). It now follows by the UFP, that x = u and y = v. Now we suppose that d(x) > d(u). Thus there exists r ∈ N k such that d(x) = d(u) + r. By the UFP, there are unique elements u ′ and t such that
By the first part of the proof, we deduce that u ′ = u and so v = ty from which we get that x = ut.
We now introduce concepts that will play a major role in our construction of a group from a k-monoid. Let S be any monoid and let x, y ∈ S. If xS ∩ yS = ∅, we say that x and y are comparable whereas if xS ∩ yS = ∅, we say that x and y are incomparable. A finite, non-empty subset X of S is said to be a generalized prefix code if each distinct pair of elements of X is incomparable. A generalized prefix code X is said to be maximal if for each y ∈ S there exists x ∈ X such that yS ∩ xS = ∅. Example 3.11. In a free monoid, generalized prefix codes sets are precisely the prefix codes and maximal generalized prefix codes are precisely the maximal prefix codes.
Remark 3.12. If C = {1} is a maximal generalized prefix code then 1 / ∈ C. To see why, suppose that 1 ∈ C and c ∈ C where c = 1. Then c1 = 1c and so c and 1 are comparable.
Let S be a k-monoid, let m ∈ N k and let C m be the set of all elements x of S such that d(x) = m. Lemma 3.13. Let S be a k-monoid and let m ∈ N k . Then C m is a maximal generalized prefix code.
Proof. Let x, y ∈ C m and suppose that xu = yv for some u, v ∈ S. Then d(x) = d(y) = m, by assumption. It follows by Lemma 3.10 that x = y. Thus the elements of C m are incomparable. Let u ∈ S. Then there is an element v ∈ S such that d(uv) ≥ m (since we always assume that d is surjective). By the UFP, there is an element x ∈ C m and y ∈ S such that uv = xy. Thus u is comparable with some element of C m .
We can actually strengthen the above result.
Lemma 3.14. Let S be a k-monoid. Let C be a maximal generalized prefix code in S in which every element has the same size m. Then, in fact, C = C m .
Proof. Clearly, C ⊆ C m . Let y be any element of S such that d(y) = m. Then, by assumption, there exists x ∈ C and u, v ∈ S such that yu = xv. But, by assumption, d(y) = d(x). It follows by Lemma 3.10 that x = y. Thus y ∈ C m , as required.
We develop more of the theory of maximal generalized prefix codes in Section 12. We say that a monoid S is finitely aligned if for each x, y ∈ S either x and y are incomparable or the right ideal xS ∩ yS is finitely generated. This definition first appeared in [45] . We say that S is strongly finitely aligned 2 if for each x, y ∈ S either x and y are incomparable or the right ideal xS ∩ yS is finitely generated by incomparable elements; that is, it is generated by a generalized prefix code. The result below is proved in the literature. Let a, b ∈ S. We define the subset a ∨ b of S as follows: if aS ∩ bS = ∅, define a ∨ b = ∅, and if aS ∩ bS = ∅ define a ∨ b to be all elements e such that e ∈ aS ∩ bS and d(e) = d(a) ∨ d(b). By Lemma 3.15, it is immediate that aS ∩ bS = e∈a∨b eS.
If a ∨ b is always finite we say that S is finitely aligned. By Lemma 3.15 and Lemma 3.16, it follows that a finitely aligned k-monoid is strongly finitely aligned. Remark 3.17. In this paper, we are only interested in finitely aligned k-monoids. We shall also assume that each of the alphabets X i is finite and has cardinality at least 2. Later, we shall require that the k-monoid is aperiodic.
A k-monoid S is said to be singly aligned if aS ∩bS = ∅ implies that aS ∩bS = cS for some c ∈ S. All free monoids are singly aligned as, so too, are the rigid kmonoids defined in Section 11. The proof of the following is straightforward. Lemma 3.18. Let S and T be k-monoid and l-monoid, respectively. If both are singly aligned then S × T is singly aligned.
The associated Boolean space
Let S be a k-monoid. In this section, we shall recall the construction of a topological space, denoted by S ∞ , on which S acts on the left. We are particularly interested in when this left action is effective. A topological space is said to be Boolean if it is compact Hausdorff with a basis of clopen subsets; the space S ∞ will be Boolean.
For each integer k ≥ 1, define Ω k to be the category with objects the elements of N k and morphisms those ordered pairs of elements of N k , (m, n), where m ≤ n; in other words, the category associated with the partial order ≤ on N k where the arrow goes from the larger to the smaller element. Define d(m, n) = n − m. By a k-tiling in S, we mean a function w : Ω k → S satisfying the following three properties:
(1) w(m, m) = 1.
(2) w(m, n)w(n, p) = w(m, p).
(3) d(w(m, n)) = n − m. An element of S of the form w(0, m) is called a corner of the k-tiling w.
Definition. Define S ∞ to be the set of all k-tilings in S. where w ∈ S ∞ . It is easy to check that this operation is well-defined.
A comparable set of corners is a set C = {w m : m ∈ N k } where d(w m ) = m and any two elements of C are comparable. We prove that k-tilings and comparable sets of corners are equivalent notions. The following is a special case of the first part of [26, Remarks 2.2]. Proposition 4.1. Let S be a k-monoid. Then k-tilings and comparable sets of corners are equivalent notions.
We prove that C w is a comparable set of corners. We clearly have that d(w(0, m)) = m. Consider now the elements w(0, m) and w(0, n). Then w(0, m∨n) = w(0, m)w(m, m∨ n) and w(0, m ∨ n) = w(0, n)w(n, m ∨ n). It follows that w(0, m)w(m, m ∨ n) = w(0, n)w(n, m∨n). Thus we have proved that w(0, m) and w(0, n) are comparable. It follows that C w is a comparable set of corners.
Let C be a comparable set of corners. We construct an associated k-tiling w C . Let m, n ∈ N k such that m ≤ n. Then, by assumption, w m and w n are comparable. It follows that w n x = w m y for some x, y ∈ S. But n = d(w n ) ≥ d(w m ) = m. It follows by Lemma 3.10 that w n = w m w(m, n) for a unique w(m, n) ∈ S. Observe that d(w(m, n)) = n − m. It is now routine to check that the elements w(m, n) determine a k-tiling w C .
It is also routine to check that the operations: w → C w and C → w C are mutually inverse.
Remark 4.2. The above result is important because it tells us, in particular, that each k-tiling has corners of every possible size and that any two corners are comparable.
A comparable set of corners requires there to be an element of size m for each m ∈ N k . In fact, this condition can be weakened. The following is proved as the second part of [26, Remark 2.2]. Proof. Let n ∈ N k . Let a ∈ D be such that d(a) ≥ n. Then d(a) = n + (d(a) − n). By the UFP, there exist x, y ∈ S such that a = xy, d(x) = n and d(y) = (d(a) − n). Let a ′ ∈ D be such that d(a ′ ) ≥ n. Then d(a ′ ) = n + (d(a ′ ) − n). By the UFP, there exist x ′ , y ′ ∈ S such that a ′ = x ′ y ′ , d(x ′ ) = n and d(y ′ ) = (d(a ′ ) − n). Now, a and a ′ are comparable and so there are u, v ∈ S such that au = a ′ v. It follows that xyu = x ′ y ′ v. But d(x) = d(x ′ ). Thus by the UFP, we must have that x = x ′ . We have therefore constructed, in this way, a unique element x such that d(x) = n. Define D ′ to be the set of all such x. It only remains to prove that this is a comparable set of elements. Let x 1 , x 2 ∈ D ′ such that d(x 1 ) = m 1 and d(x 2 ) = m 2 . By construction, there are elements a 1 , a 2 ∈ D such that a 1 = x 1 u and a 2 = x 2 v for some u, v ∈ S. But a 1 and a 2 are comparable and so a 1 x = a 2 y for some x, y ∈ S. It follows that x 1 ux = x 2 vy and so x 1 and x 2 are comparable.
A subset D ⊆ S is called expanding if it satisfies the conditions of Proposition 4.3. If D 1 and D 2 are two expanding sets, we say that they are equivalent, denoted by D 1 ≡ D 2 , if they determine the same k-tiling. This means that D ′ 1 = D ′ 2 , using the notation of Proposition 4.3. The proof of the following is routine. Remark 4.6. Let S be a k-monoid. Recall that its higher-dimensional alphabet is the set A(S) = {a ∈ S : d(a) = 1}. Each k-tiling w : Ω k → S can be regarded as consisting of elements of A(S). To see why, we argue as follows. Consider the set C = {w(0, m1) : m ∈ N}. This is clearly an expanding set which therefore uniquely determines w. Observe that
Thus each element of C is a product of elements of the higher-dimensional alphabet.
The following is a special case of [26, Proposition 2.3] but we prove it anyway. Proof. We use Proposition 4.3 and Proposition 4.1. Let C be any comparable set of elements. Then we prove first that aC is a comparable set of elements. Let ax, ay ∈ aC where x, y ∈ C. By assumption, xu = yv for some u, v ∈ S. Thus axu = ayv and so ax and ay are comparable. Suppose now that C has the property that for each n ∈ N k there is at least one element x ∈ C such that d(x) ≥ n. Then, a fortiori, d(ax) ≥ n.
It follows by the above lemma, that there is therefore a natural action S × S ∞ → S ∞ meaning that 1w = w and (ab)w = a(bw) for all a, b ∈ S. We write
the set of all k-tilings with x as a corner. Put τ = {xS ∞ : x ∈ S}. Then τ forms the basis for a topology on S ∞ . Part of the following was first proved in [26] .
Proposition 4.8. Let S be a k-monoid with finite k-alphabets (X 1 , . . . , X n ). Then S ∞ , equipped with the topology above, is a compact Boolean space. If at least one of the alphabets X i has cardinality at least 2 then S ∞ is homeomorphic to the Cantor space.
Proof. The following argument is due to Aidan Sims (email). Recall that C m is the set of all elements of S of size m. If x ∈ C (n,...,n) then there are unique elements x 1 and x 2 such that x = x 1 x 2 , d(x 1 ) = (n − 1, . . . , n − 1) and d(x 2 ) = 1. Define the map p n : C (n,...,n) → C (n−1,...,n−1) by p n (x) = x 1 . Then S ∞ is isomorphic to the projective limit of the system (C (n,...,n) , p n ). Standard results from topology now tell us that S ∞ is a Boolean space. To show that S ∞ is the Cantor space, we have to show that there are no isolated points. But for any a ∈ S the set aS ∞ will contain at least two elements if at at least one of the alphabets X i has cardinality at least 2.
We say that the action S × S ∞ → S ∞ is effective if aw = bw for all w ∈ S ∞ implies that a = b; these are the actions we shall be interested in. The following was motivated by [39] . Lemma 4.9. Let S be a k-monoid.
(1) Let a, b ∈ S such that aw = bw for some w ∈ S ∞ . Then a and b are comparable. (2) Let u ∈ S be arbitrary. If w ∈ S ∞ then uw ∈ S ∞ . By assumption, a(uw) = b(uw) for all w ∈ S ∞ . Thus (au)w = (bu)w for all w ∈ S ∞ . By part (1), it follows that au and bu are comparable.
We now prove the converse to part (2) above. Proof. We may assume that a = b. We prove the result by contradiction. Suppose that there exists w ∈ S ∞ such that aw = bw. Then for some m we have that (aw)(0, m) = (bw)(0, m). Without loss of generality, we can choose m ≥ d(a), d(b). We can therefore write au ′ = (aw)(0, m) and bv ′ = (bw)(0, m) where u ′ and v ′ are both corners of w and d(au ′ ) = d(bv ′ ) = m. Since u ′ and v ′ are both corners of w, it follows by Proposition 4.1 that u ′ and v ′ are comparable and so there exist x, y ∈ S such that u = u ′ x = v ′ y. By assumption, au and bu are comparable and so aue = buf for some e, f ∈ S. It follows that au ′ xe = bv ′ yf . But au ′ and bv ′ have the same size, and so by Lemma 3.10, we have that au ′ = bv ′ which is a contradiction.
We say that a k-monoid S is effective (so, no reference to the action) if for each pair of distinct elements a and b there exists an element u ∈ S such that au and bu are not comparable. By Lemma 4.9 and Lemma 4.10, we have therefore proved the following result. We shall now connect effectiveness with another property. Let w ∈ S ∞ . We say that w has period p, where p ∈ Z k , if for all (m, n) ∈ Ω k with m + p ≥ 0 we have that w(m + p, n + p) = w(m, n). We say that w is periodic if it has some non-zero period. We say that w is eventually periodic if for some q we have that σ q (w) is periodic. An element of S ∞ that is not eventually periodic is said to be aperiodic.
The next example will motivate the result that follows it.
Example 4.12. We work in the 1-dimensional case. Consider the finite strings ab and abcd. Can we find a right-infinite string w such that abw = abcdw? A little thought will show that there is exactly one solution: w = cdcdcd . . .. In particular, w is periodic.
The following can also be found as [45, Remark 4.4] .
Lemma 4.13. Let S be a k-monoid and let a, b ∈ S be distinct elements. If w ∈ S ∞ is such that aw = bw then w is eventually periodic.
Proof. The equality aw = bw means that (aw)(m, n) = (bw)(m, n) for all m ≤ n.
. It follows that σ q (w) is periodic with period p and so w is eventually periodic.
The proof of the following is now immediate on the basis of the above lemma. Definition. A k-monoid with at least one aperiodic k-tiling will be called aperiodic.
Remark 4.15. We shall prove in Section 10 that in the context of k-monoids being aperiodic and being effective are equivalent.
We now describe the properties of the action S × S ∞ → S ∞ that will be needed later.
Proposition 4.16. Let S be an aperiodic k-monoid.
(1) If aw = aw ′ where a ∈ S and w, w ′ ∈ S ∞ then w = w ′ .
(2) Suppose that w = xw 1 = yw 2 where x, y ∈ S and w 1 , w 2 ∈ S ∞ . Then
(2) Put m = d(x) ∨ d(y). Then z = w(0, m) is a corner of w. We can write z = w(0, d(x))w(d(x), m) = w(0, d(y))w(d(y), m). Put u 1 = w(d(x), m) and u 2 = w(d(y), m). We therefore have that z = xu 1 = yu 2 . Now w 1 = σ d(x) (w) and w 2 = σ d(y) (w). It follows that w 1 = u 1 w ′ 1 and w 2 = u 2 w ′ 2 for suitable elements
We take the properties listed in Proposition 4.16 as the basis for the following axiomatization. Let S be a k-monoid and let X be a set with a left S-action. Thus, 1x = x for all x ∈ X and (ab)x = a(bx) for all a, b ∈ S. We assume that the sets aX form a basis for a topology on X. In addition, we assume the following three properties:
(A1): If ax = ax ′ then x = x ′ where a ∈ S and x, x ′ ∈ X. (A2): If ax 1 = bx 2 then there exist u 1 , u 2 ∈ S such that au 1 = bu 2 and
We shall call the pair (S, X) satisfying the above axioms a system. We shall now investigate those consequences of the above axioms that will be useful to us later. The following lemma actually proves that aX ∩ bX = (a ∨ b)X in all cases but we have divided it into two results for the sake of clarity.
Lemma 4.17. Let (S, X) be a system.
(1) For all a, b ∈ S, we have that aX ∩ bX = ∅ if and only if aS ∩ bS = ∅.
(2) If aS ∩ bS = ∅ then aX ∩ bX = (a ∨ b)X.
Proof.
(1) Suppose that aS ∩ bS = ∅. If aX ∩ bX = ∅ then by (A2) there exist u 1 , u 2 ∈ S such that au 1 = bu 2 . But this contradicts the assumption that aS ∩ bS = ∅. It follows that aX ∩ bX = ∅. Now suppose that aX ∩ bX = ∅. If aS ∩ bS = ∅ then we can find u, v ∈ S such that au = bv. Let x ∈ X be arbitrary. Then a(ux) = b(vx) from which it follows that aX ∩ bX = ∅. But this contradicts the assumption that aX ∩ bX = ∅.
We can write c i = au = bv for some u, v ∈ S. It follows that c i x = aux = bvx.
The following is immediate by part (1) of Lemma 4.17. Let (S, X) be a system. For each a ∈ S, define λ a : X → aX by x → ax. This is a homeomorphism.
Proof. By (A1), λ a is a bijection. It clearly maps basis elements of the topology to basis elements. We now look at inverse images. Suppose that bX ⊆ aX. Then, certainly, aX ∩ bX = ∅. Let bx 1 ∈ bX be arbitrary. Then bx 1 = ax 2 . Thus by (2), there exist u 1 , u 2 ∈ S such that bu 1 = au 2 and
a is a union of sets of the form u 2 X. It follows that λ a is a homeomorphism.
For the time being, we use the notation I(X) to mean the inverse monoid of all partial homeomorphisms between the open subsets of the topological space X. Lemma 4.20. Let (S, X) be a system. Then λ : S → I(X) is an injective monoid homomorphism.
Proof. By Lemma 4.19 and the observation that λ ab = λ a λ b , it is clear that λ defines a homomorphism and since λ 1 is the identity on X it is a monoid homomorphism. It is injective by (A3).
We can construct examples where λ is not injective. Example 4.21. This example is essentially due to Aidan Sims. Let S be a kmonoid in which the alphabet X 1 = {e} is a singleton and suppose that e commutes with every element of X i where 1 ≤ i ≤ k. Then for any element a ∈ S, we have that ea = ae by the UFP. Let D be any expanding subset of S. We claim that D and eD are equivalent. Let x ∈ D and ey ∈ eD, where y ∈ D. By assumption, xu = yv for some u, v ∈ S. Thus exu = eyv and so x(eu) = (ey)v. Let w be the k-tiling determined by D. Then 1w = ew by Lemma 4.4. But w was arbitrary. Thus λ 1 = λ e in this case.
There is an isomorphism of categories Ω k+l ∼ = Ω k × Ω l . It follows that the space of (k + l)-tilings in S × T is homeomorphism to the space of functors F from Ω k × Ω l to S × T such that d(F ((m 1 , n 1 ), (m 2 , n 2 ))) = (m 2 − m 1 ) · (n 2 − n 1 ). There is a bijective correspondence between such functors and ordered pairs (w 1 , w 2 ) where w 1 : Ω k → S is a k-tiling and w 2 : Ω l → T is an l-tiling. The proof of the following is now immediate by the above argument.
Denote the set of right-infinite strings over the alphabet A n is denoted by A ω n . The next result follows by Example 4.5, Proposition 4.22 and induction.
The following result was reported to us by Aidan Sims. Proof. Let (s 1 , t 1 ), (s 2 , t 2 ) ∈ S × T be distinct elements. Suppose first that s 1 and s 2 are distinct but t 1 = t 2 = t. Now, S is effective. Thus there exists s ∈ S such that s 1 s and s 2 s are not comparable. It follows that (s 1 , t)(s, 1) and (s 2 , t)(s, 1) are not comparable. A similar argument applies if s 1 = s 2 but t 1 and t 2 are distinct. Suppose now that s 1 = s 2 and t 1 = t 2 . Choose s ∈ S such that s 1 s and s 2 s are not comparable and t ∈ T such that t 1 t and t 2 t are not comparable. Then (s 1 , t 1 )(s, t) and (s 2 , t 2 )(s, t) are not comparable.
The inverse monoid R(S)
In this section, we define the inverse monoid R(S) associated with an aperiodic k-monoid that will be used to build our group.
Let S be any monoid. A subset R ⊆ S is said to be a right ideal if RS ⊆ R. If X is any subset of S then XS is a right ideal. If X consists of a single element x then we write xS; this is called a principal right ideal. Let R 1 and R 2 be right ideals of the monoid S. A function α : 3 Given a k-monoid S, define R(S) to consist of all the bijective morphisms between the finitely generated right ideals of S. Lemma 5.1. Let S be a k-monoid and let α : XS → Y S be a bijective morphism between two right ideals of S. Then there is a subset Z ⊆ Y S such that ZS = Y S and α induces a bijection between X and Z.
Then because α is a bijection, there exists xt ∈ XS such that α(xt) = ys. Thus α(x)t = ys. But α(x) ∈ Z. We have therefore proved that ys ∈ ZS. Thus ZS = Y S. The fact that α induces a bijection between X and Z is immediate.
Lemma 5.2. Let S be a k-monoid. Let α : XS → Y S be a bijective morphism between two right ideals of S. Let ZS ⊆ XS be a finitely generated right ideal. Then α(ZS) is a finitely generated right ideal.
Proof. Since α is a morphism, it maps right ideals to right ideals. Thus α(ZS) is a right ideal. By Lemma 5.1, we have that α(ZS) = α(Z)S. It follows that α(ZS) is also finitely generated.
Our next result simply establishes what we would expect.
Proof. In order that the intersection of two finitely generated right ideals be finitely generated, it is necessary that the intersection of any two principal right ideals be either empty or finitely generated but this condition also implies that the intersection of any two finitely generated ideals is finitely generated. From this result and Lemma 5.2, it follows that R(S) is an inverse monoid.
We shall now show that the representation λ : S → I(X) lifts to a representation of the inverse monoid R(S). To do this, we shall need some properties of this monoid. Let S be a k-monoid and let x, y ∈ S. Denote by xy −1 the bijective morphism from yS to xS defined by ya → xa. We shall call bijective morphisms of the form xy −1 basic.
Proof. (1) By the definition of the order on partial functions, we have that yS ⊆ vS and xS ⊆ uS. In addition, xy −1 and uv −1 agree on elements of yS. We have that y = va and x = ub. Now, (xy −1 )(y) = x. But (uv −1 )(y) = ua. It follows that x = ua and so ub = ua and so a = b. The result now follows with s = a = b. In order that xy −1 be an idempotent, we must have that x = y. It is therefore immediate that if xy −1 is an idempotent then so too is uv −1 .
(2) The idempotents xx −1 and yy −1 are orthogonal if and only if xS ∩ yS = ∅. But this is equivalent to saying that x and y are incomparable.
(3) The product of xx −1 and yy −1 is the identity function on xS ∩ yS which is the identity function on (x ∨ y)S.
(4) We simply compute the composite of the partial functions ab −1 : bS → aS and cd −1 : dS → cS.
Basic morphisms are the building blocks of all elements of R(S).
Lemma 5.5. Let S be a k-monoid. Then each bijective morphism θ : XS → Y S is a finite join of basic bijective morphisms.
Proof. By Lemma 5.1, we may assume that θ induces a bijection between X and Y . Let x ∈ X. Put y x = θ(x). Then θ(xs) = θ(x)s = y x s. It follows that the restriction of θ to xS is a map of the form y x x −1 . Thus θ = x∈X y x x −1 .
The following property of R(S) is important.
Proposition 5.7. Let (S, X) be a system. Then there is a representation χ :
. By Lemma 4.19, this is a partial homeomorphism of X. It has domain bX, codomain aX and bx → ax. We prove first that if
Then χ(ab −1 )(bx) = ax and χ(cd −1 )(dsx) = csx. But (ab −1 )(b) = a and (cd −1 )(ds) = cs and so a = cs. It follows that χ(ab −1 ) ≤ χ(cd −1 ). Let ab −1 and cd −1 be compatible elements. We prove that χ(ab −1 ) and χ(cd −1 ) are compatible. If bX ∩ dX = ∅ then ab −1 and cd −1 are orthogonal and so bX ∩ dX = ∅ and aX ∩ cX = ∅. It follows that χ(ab −1 ) and χ(cd −1 ) are both orthogonal and so are compatible. In what follows, we therefore assume that bX ∩ dX = ∅. Let x ∈ bX ∩ dX. Then x = bx 1 = dx 2 . Thus by axiom (A2), there are elements u 1 , u 2 ∈ S such that bu 1 = du 2 and
But ab −1 and cd −1 are compatible and so au 1 = cu 2 . It follows that χ(ab −1 )(x) = χ(cd −1 )(x). By symmetry, we deduce that χ(ab −1 ) and χ(cd −1 ) are compatible. We can now extend χ to the whole of R(S). By Lemma 5.5, a typical element of R(S) has the form
The right-hand side is certainly a well-defined element. It remains to show that the map χ as defined is actually well-defined. Suppose that
By Lemma 5.6, for each i there exists a j such that
and conversely. From this it quickly follows that our definition of χ is indeed well-defined. Finally, we prove that χ is a monoid homomorphism. To do this, we need only prove that χ(ab −1 )χ(cd −1 ) = χ(ab −1 · cd −1 ). We use part (4) of Lemma 5.4. We therefore need to prove that
where bS ∩ cS = {x 1 , . . . , x m }S and x i = cq i = bp i . We check first that the map on the left-hand side has the same domain as the map on the right-hand side. By Lemma 4.17, we have that bX ∩ cX = {x 1 , . . . , x m }X. Thus the domain of the lefthand side is {dq 1 , . . . , dq m }X which is the same as the domain of the right-hand side. The result now follows by a routine calculation.
Definition of the group G(S).
In this section, we define the group associated with a k-monoid. The properties of this group will be investigated in more detail in subsequent sections.
We use the inverse monoid R(S) defined in the previous section. We shall construct our group, not from R(S) itself, but from a certain inverse subsemigroup. Let S be an inverse semigroup. A non-zero idempotent e of S is said to be essential if ef = 0 for all non-zero idempotents f of S. Denote by S e the set of all s ∈ S such that s −1 s and ss −1 are essential. It follows by [30, Lemma 4.2] , that S e is an inverse semigroup (without zero). Lemma 6.1. Let S be k-monoid. Then the idempotent associated with the finitely generated right ideal XS, that is the identity function defined on XS, is essential if and only if for every s ∈ S there exists an x ∈ X such that sa = xb for some a, b ∈ S.
Proof. A right ideal XS is essential if and only if it has a non-empty intersection with every principal right ideal sS. The result is now immediate.
We now come to the key definition of this paper.
to be the group associated with S. Remark 6.2. The above process for constructing a group from an inverse monoid of partial bijections is in fact identical to the one used in [10] . However, we stress that the group defined in our paper is quite different from the one defined in [10] . Observe that we can avoid the explicit use of the congruence σ by simply defining two elements of R(S) e to be equal if they agree on an essential finitely generated right ideal. 7 . The group G(S) in terms of maximal generalized prefix codes.
In Section 6, we defined the group G(S) associated with any k-monoid. In this section, we shall show that this group can be defined in a different way that will make it much easier to represent it in geometric terms later. As a first step, we shall construct an inverse submonoid of R(S). Let S be a k-monoid. We say that the finitely generated right ideal XS is projective if X is a generalized prefix code.
x and x ′ are incomparable. Thus x = x ′ and so m ′ m = 1 by cancellation. However, S is conical and so m = m ′ = 1. It follows that x = y. We have proved that X ⊆ Y . By symmetry, Y ⊆ X and so X = y. Lemma 7.1 shows that there is a bijection between projective right ideals and generalized prefix codes. Lemma 7.2. Let S be a k-monoid. Then the intersection of any two finitely generated projective right ideals of S is a finitely generated projective right ideal of S.
Proof. Let XS and Y S be two finitely generated projective right ideals where X and Y are generalized prefix codes. We shall assume that XS ∩Y S = ∅, otherwise there is nothing to prove. By assumption, for each x ∈ X and y ∈ Y either xS ∩ yS = ∅ or xS ∩ yS = Z (x,y) S where Z (x,y) is a finite set of incomparable elements. It
It follows that x i = x j and y k = y l by virtue of the fact that the elements are incomparable.
where X and Y are generalized prefix codes, is determined by a bijection from X to Y , and vice versa.
Then, since X is a generalized prefix code, we must have that x = x ′ and so, by cancellation, m = m ′ . It follows that α ′ is welldefined. It is a morphism by construction. We show that it is a bijection.
which is a generalized prefix code. It follows that α(x) = α(x ′ ) and so, since α is a bijection, we have that x = x ′ . By cancellation, we then get that m = m ′ and so xm = x ′ m ′ . It follows that α ′ is injective. The fact that it is a surjection is immediate.
Suppose now that α : XS → Y S is a bijective morphism. We claim that α induces a bijection between X and Y . Let x ∈ X. Then α(x) = ym. Take α −1 of both sides and we get that
x and x ′ are incomparable unless x = x ′ in which case 1 = nm. We now apply the fact that S is conical to get that m = n = 1.
Lemma 7.4. Let S be a k-monoid. Let α : XS → Y S be a bijective morphism between two finitely generated projective right ideals and let Z ⊆ XS be a generalized prefix code. Then α(Z) is a generalized prefix code.
But α is a morphism and so α(zm) = α(z ′ m ′ ). By injectivity, we have that zm = z ′ m ′ and, by assumption, z and z ′ are supposed to be incomparable. Thus z = z ′ . It follows that α(z) = α(z ′ ). This proves that α(Z) is also a generalized prefix code.
Denote by P(S) the set of all bijective morphisms between finitely generated projective right ideals of S. By Lemma 7.2 and Lemma 7.4, it follows that P(S) ⊆ R(S) and that, in fact, we have proved the following. Proposition 7.5. Let S be a k-monoid. The set of all bijective morphisms between finitely generated projective right ideals of S is an inverse submonoid P(S) of R(S).
The following lemma is simple, but important.
Proof. The result follows from the simple observation that principal right ideals aS are projective. Lemma 7.7. Let S be a k-monoid. Let α : XS → Y S be a bijective morphism between two essential, finitely generated right ideals of S such that α induces a bijection between X and Y . Suppose that ZS ⊆ S is such that Z is a maximal generalized prefix code. Then α(Z) is a maximal generalized prefix code.
But Z is a generalized prefix code and so i = j and z i = z j . We have therefore proved that α(Z) is a generalized prefix code. We now prove that α(Z) is maximal. Let a ∈ S be any element. Then aS ∩ Y S = ∅. Thus ab = ys for some y ∈ Y and b, s ∈ S. It follows that α −1 (a)b = α −1 (y)s. Since ZS is an essential ideal we have that α −1 (y)sd = zf . Thus ysd = α(z)f . It follows that yS ∩ α(z)S = ∅, as claimed.
Lemma 7.8. Let XS be an essential finitely generated right ideal in a k-monoid S. Then there is a maximal generalized prefix code Z ⊆ XS.
Proof. Put n = x∈X d(x). Recall that C n is the set of all elements s ∈ S such that d(s) = n. This is a maximal generalized prefix code by Lemma 3.13. Put Z = C n . Let z ∈ Z. Then zS ∩ XS = ∅. Thus za = xb for some x ∈ X and a, b ∈ S. By definition, d(z) ≥ d(x). It follows that z = xt for some t ∈ S by Lemma 3.10. Thus Z ⊆ XS. Proof. Let α : XS → Y S be a bijective morphism between two essential, finitely generated right ideals of S. By Lemma 7.8, there is a maximal generalized prefix code Z ⊆ XS. By lemma 7.7, the bijective morphism α|ZS, the restriction of α to the set ZS, maps a finitely generated projective right ideal to a finitely generated projective right ideal. It is therefore an element of P(S) e . By Lemma 7.9 and Lemma 7.10, we have therefore proved the following.
Theorem 7.11. Let S be a k-monoid. Then
The above theorem tells us that the two ways in which we might have defined our group G(S) give the same answer.
Remark 7.12. The above theorem implies that the structure of the group G(S) is intimately connected with the structure of the maximal generalized prefix codes in S.
A geometric representation of the group G(S).
Let S be an aperiodic k-monoid. By proposition 5.7 and Proposition 4.16, there is a representation χ : R(S) → I(S ∞ ). However, here I(S ∞ ) is the inverse monoid of all partial homeomorphisms between the clopen subsets of S ∞ . We are first of all interested in which elements of R(S) map to bijections in I(S ∞ ). Lemma 8.1. Let S be an aperiodic k-monoid. Let ι be the identity function on the finitely generated right ideal AS. Then χ(ι) is the identity on S ∞ if and only if AS is an essential ideal of S.
Proof. We prove that AS ∞ = S ∞ if and only if AS is an essential right ideal of S. Suppose first that AS is an essential right ideal. Let x ∈ S ∞ . Choose a corner b of x which is larger than any element of A. Then bS ∩ AS = ∅ and so bu = av for some a ∈ A. But, by assumption, d(b) ≥ d(a). It follows by Lemma 3.10, that b = at for some t ∈ S. It follows that a is a corner of x and so x ∈ aS ∞ . Thus AS ∞ = S ∞ . To prove the converse, suppose that AS ∞ = S ∞ . We prove that AS is an essential ideal. Suppose not. Then there is an element b ∈ S such that AS ∩ bS = ∅. However, b must be a corner of some element w ∈ aS ∞ for some a ∈ A. But this implies that b is comparable with a and so bS ∩ aS = ∅. This is a contradiction.
By the above lemma, it follows that the elements of R(S) that are mapped to bijections of S ∞ under χ are precisely the elements of R(S) e .
Proof. Let α : XS → Y S be a bijective morphism between two finitely generated essential right ideals. We suppose that α is the identity when restricted to the finitely generated essential right ideal ZS where ZS ⊆ XS. Let xs ∈ XS. Then, since ZS is an essential right ideal, we have that xaS ∩ ZS = ∅. It follows that xab = zc for some b, c ∈ S. But α(zc) = zc and so α(xab) = xab. But α is a morphism and so α(xab) = α(x)ab. By cancellation, it follows that α(x) = x. We have therefore proved that α is the identity on X and so α is also an idempotent.
The above result makes the proof of the following much easier. Proof. By Proposition 2.1 and Proposition 8.2, we need only prove that α ∼ β. By symmetry, it is enough to prove that elements of the form
Then s = v j s 1 for some j and u j s 1 = x i s 2 for some i. In particular, (y i x −1 i u j v −1 j )(s) = y i s 2 . By assumption, χ(α) = χ(β) and so χ(α) −1 = χ(β) −1 . Thus for all w ∈ S ∞ , and using the fact that u j s 1 = x i s 2 , we have that
We have therefore proved the following. Recall that we usually make assumptions so that S ∞ is the Cantor space. Then f (B,A) is a self-homeomorphism of S ∞ . The group G(S) is isomorphic to the totality of all such maps.
The group G(S) as a group of units
In this section, we shall define a congruence ≡ on the inverse monoid R(S) and show that the quotient is a Boolean inverse monoid. We then show that our group G(S) is exactly the group of units of R(S)/ ≡.
Let S be an inverse ∧-semigroup with zero. Define the relation ≡ on S as follows: s ≡ t if and only if for each 0 < x ≤ s we have that x ∧ t = 0 and for each 0 < y ≤ t we have that y ∧ s = 0. By [38, 23] , we have the following. This congruence is defined out of the blue, but we now describe some of its properties which will make it much more natural. Let a ≤ b. We write a ≤ e b and say that a is essential in b if 0 < x ≤ b implies that a ∧ x = 0. Proof. Suppose first that a ≡ b where a, b = 0. Then since a ≤ a we have that
By symmetry, we also have that a ∧ b ≤ e b, as required. To prove the converse, suppose that a ∧ b ≤ e a, b. Let 0 < x ≤ a. Then x ∧ (a ∧ b) = 0. It follows that x ∧ b = 0. By symmetry, we deduce that a ≡ b.
We can now say something specific about the congruence ≡. We define a congruence ρ to be essential if a ≤ e b implies that a ρ b. Lemma 9.5. Let S be an arbitrary inverse ∧-monoid with zero. Let ρ be a 0restricted idempotent-pure essential congruence on S. Then ρ = ≡.
Proof. Let aρb. Then a ∼ b because ρ is idempotent-pure. It follows that a ∧ b = ab −1 b; this can be proved directly or see [28, Lemma 1.4.12] . It follows that ab
We have therefore proved that (a ∧ b) ≤ e b. By symmetry, (a ∧ b) ≤ e a. Thus by Lemma 9.3 we have that a ≡ b.
We have therefore proved the following theorem which demonstrates the significance of the congruence ≡.
Theorem 9.6. Let S be an arbitrary inverse ∧-monoid with zero in which ≡ is idempotent-pure. Then ≡ is the unique congruence on S which is 0-restricted, idempotent-pure and essential.
The following now connects the congruence ≡ with Proposition 8.2. We have therefore proved the following.
Proposition 9.8. Let S be an inverse ∧-monoid with zero in which ≡ is idempotentpure and S e is E-unitary. Then the group of units of S/ ≡ is isomorphic to S e /σ. Proposition 9.9. Let S be a k-monoid. Then R(S) is a distributive inverse monoid.
Proof. We proved in Proposition 5.3 that R(S) is an inverse monoid. If XS and Y S are two finitely generated right ideals then their union is (X ∪ Y )S which is also a finitely generated right ideal. It is now immediate that R(S) is a distributive inverse monoid.
In fact, the inverse monoid R(S) has all binary meets, a consequence of the following result. Proof. Let a ∈ XS be such that θ(a) = a. By assumption, a = xs for some x ∈ X and s ∈ S. It follows that θ(x)s = xs and so, by right cancellation, we have that θ(x) = x. Define X ′ = {x ∈ X : θ(x) = x}. Then the fixed point set of θ is precisely the set X ′ S.
By Lemma 9.10 and [37, Theorem 1.9], we have the following. Corollary 9.11. Let S be a k-monoid. Then R(S) is a ∧-monoid. Lemma 9.12. Let S be an inverse semigroup and let ρ be an idempotent-pure congruence on S.
(1) If S is distributive then S/ρ is distributive and the natural map S → S/ρ is a morphism. (2) If S is a ∧-semigroup then S/ρ is a ∧-semigroup and the natural map S → S/ρ preserves meets. It remains to prove that the natural map preserves meets. Let a, b ∈ S. Then
In the following result, we shall use the description of elements of P(S) as joins of basic morphisms Lemma 5.5.
Lemma 9.13. Let S be a k-monoid. The congruence ≡ is idempotent-pure on the inverse monoid R(S).
is less than or equal to the left-hand side and non-zero. By definition of the relation ≡ it follows that (
Now, the set of idempotents in an inverse semigroup is an order ideal. Thus any element less than or equal to u j u −1 j is an idempotent. It follows that there is an idempotent zz −1 ≤ x i y −1 i . Thus by Lemma 5.4, we have that z = x i p = y i p for some p ∈ S. By right cancellation, we have that x i = y i . It follows that
is an idempotent, as required.
We have therefore proved the following. We shall now prove that C(S) is actually a Boolean inverse monoid. By Proposition 5.7 and Proposition 4.16, there is a monoid homomorphism χ : R(S) → I(S ∞ ), where we now mean by I(S ∞ ) the Boolean inverse monoid of partial homeomorphisms between clopen subsets of X. By [54, Proposition 4.4.8] , this is a fundamental inverse semigroup -the significance of this property will be explained later. Our goal now is to calculate the kernel of the homomorphism χ. To do this, we need some preparation. We use the fact that k-tilings have corners of every possible size Remark 4.2. The first result is preparatory. 
. Thus for some j the following set is non-empty (
But by assumption, d(x i x) > d(y j ). Thus by Lemma 3.10, there is t ∈ S such that x i x = y j t. It follows that x i w = y i tw ′ and so XS ∞ ⊆ Y S ∞ . The reverse inclusion follows by symmetry.
Choose a corner x of w such that x i px is bigger than any element of Y . Then x i pxw ′ = y j w 1 for some j. By Lemma 3.10, there is t ∈ S such that z = x i px = y j t. It follows that zz −1 ≤ uu −1 , y j y −1 j , as required. The result now follows by symmetry.
Our key result is the following. Proof. Suppose that α ≡ β. By Lemma 9.16, we have that Y S ∞ = V S ∞ and XS ∞ = U S ∞ . Let y i w ∈ Y S ∞ . Choose a corner x of w such that x i x is bigger than every element in U and y i x is bigger than every element in V
for some j. It follows that a = x i xp = u j q and b = y i xp = v j q for some p, q ∈ S. Thus by Lemma 3.10, we can write x i x = u j t and y i x = v j s. Observe that tp = q and that sp = q and so s = t. It is now easy to show that χ(α)(y i w) = χ(β)(y i w), as required.
Now suppose that χ(α) = χ(β). We prove that α ≡ β. Let ab −1 ≤ x i y −1 i . Then (a, b) = (x i , y i )p for some p ∈ S. Let w ∈ S ∞ be arbitrary. Choose a corner x of w such that y i px is bigger than every element of V and x i px is bigger than every element of U . Let w = xw ′ . Then χ(α)(y i pxw ′ ) = x i pxw ′ . By assumption, χ(β)(y i pxw ′ ) is also defined and equals x i pxw ′ . We must have that y i pxw ′ = v j w 1 for some j. It follows that χ(β)(y i pxw ′ ) = u j w 1 . Thus x i pxw ′ = u j w 1 . By Lemma 3.10, there are elements s, t ∈ S such that y i px = v j s and x i px = u j t. Now, we have that y i pxŵ = v j sŵ for allŵ ∈ S ∞ . But χ(α) = χ(β) and so x i pxŵ = u j sŵ for allŵ ∈ S ∞ . By Corollary 4.14, it follows that x i px = u j s. Thus c = ax = u j s and d = bx = v j s. It follows that cd −1 ≤ ab −1 , u j v −1 j . The result now follows by symmetry.
The idempotents of I(S ∞ ) are the identity functions on the clopen subsets. Each clopen subset is compact and therefore a finite union of clopen subsets of the form xS ∞ where x ∈ S. Thus each clopen subset is of the form {x 1 , . . . , x n }S ∞ . It follows that each idempotent in I(S ∞ ) is the image of an idempotent in R(S). It is well-known, and easy to prove, that wide inverse subsemigroups of fundamental inverse semigroups are themselves fundamental. Let {x 1 , . . . , x m }S ∞ and {y 1 , . . . , y n }S ∞ be any two non-empty clopen subsets of S ∞ . There is a bijective morphism between {x 1 , . . . , x m }S ∞ and {y 1 x 1 , . . . , y 1 x m }S ∞ where x i ω → y 1 x i ω. Clearly, {y 1 x 1 , . . . , y 1 x m }S ∞ ⊆ {y 1 , . . . , y n }S ∞ . We refer to the unique countable atomless Boolean algebra as the Tarski algebra; it is the dual of the Cantor space under classical Stone duality. We have therefore proved the following.
Theorem 9.18. Let S be a k-monoid with an aperiodic k-tiling. Then the inverse monoid C(S) is isomorphic to a wide inverse subsemigroup of I(S ∞ ). In particular, C(S) is a countably infinite, 0-simple fundamental Boolean inverse ∧-monoid whose semilattice of idempotents is the Tarski algebra.
It follows that the Boolean inverse monoid C(S) is of the type discussed in the paper [34] .
The group G(S) as a topological full group
In this section, we pull the different strands of the paper together using groupoids. If G is a groupoid (a small category in which every arrow is invertible) then its set of identities is denoted by G o . The groupoid in question is the one described in [26, Section 2] but we shall describe it from a new perspective. We shall begin with some general results before specializing to the case that interests us. It is well-known that a group acting on a set gives rise to a groupoid. There is an obvious generalization of this construction which yields a category when the group is replaced by an arbitrary monoid.
Let M be an abelian monoid acting on the left on the set X. We denote the action by (a, x) → a·x. Define M ⋉X to be the set of all triples in X ×M ×X of the form (x, a, a · x). Now define d(x 2 , a, x 1 ) = (x 1 , 1, x 1 ) and r(x 2 , a, x 1 ) = (x 2 , 1, x 2 ). If d(x 2 , a, x 1 ) = r(x 3 , b, x 4 ) then define the partial product (x 2 , a, x 1 )(x 3 , b, x 4 ) = (x 2 , ab, x 4 ). It is easy to check that M ⋉ X is a category whose identity space consists of all elements of the form (x, 1, x) and so can be identified with X. If M is a cancellative monoid then M ⋉ X is a cancellative category. Put C = M ⋉ X.
Suppose now that M ⊆ G where G is an abelian group. We shall construct a groupoid G from G and X but without assuming that the action of M on X can be lifted to an action of G on X. The elements of G are those triples from X × G × X of the form (x, c, y) where a · x = b · y and c = ab −1 for some a, b ∈ P and x, y ∈ X. We prove that this is a groupoid we shall call G. Define d(x, c, y) = (y, 1, y) and r(x, c, y) = (x, 1, x), both well-defined elements. Suppose that d(x, c, y) = r(u, d, v). Then y = u, a 1 · x = a 2 · y where c = a 1 a −1
We prove that (x, cd, v) has the correct form. We calculate
where we have used commutativity throughout and, in addition, a 1 b 1 (a 2 b 2 ) −1 = cd. Thus G is certainly a category. Finally, if we define (x, c, y) = (y, c −1 , x) then we get a groupoid.
The space of identitities of G again consists of all triples of the form (x, 1, x). Thus C ⊆ G is a wide subcategory 5 and we have therefore embedded a cancellative category into a groupoid. In fact, we can say more. Let (x, c, y) be an arbitrary element of G where a · x = b · y and c = ab −1 . Then (x, a, a · x), (y, b, b · y) ∈ C. We have that
Thus in fact we have that G = CC −1 .
The above results are interesting but we shall not pursue them further here. Instead, we shall apply them in constructing a groupoid from a k-monoid S.
There is an action of the monoid N k on the set S ∞ given by (m, x) → σ m (x). That this really is an action is apparent from [26, Definitions 2.1]. The monoid N k is the positive cone of the lattice-ordered abelian group Z k . Restricting the construction of our groupoid above to this special case yields a groupoid we shall denote by G(S). We describe it explicitly. The elements of G(S) are those triples (w 2 , n, w 1 ) ∈ S ∞ × Z k × S ∞ where σ l (w 2 ) = σ m (w 1 ) and n = l − m. In addition, d(w 2 , n, w 1 ) = (w 1 , 0, w 1 ) and r(w 2 , n, w 1 ) = (w 2 , 0, w 2 ) and (w 2 , n, w 1 ) −1 = (w 1 , −n, w 2 ).
We now endow M with the discrete topology, assume that X has a topology (ultimately Boolean), and that the action of M on X is by local homeomorphisms. If Using these sets as basis elements, we can endow C with a topology. This is clearly the 'obvious topology'.
We now return to our action N k × S ∞ → S ∞ which is by local homeomorphisms (from the top of page 8 of [26] ). Clearly, O(d(u), uS ∞ ) is well-defined for any u ∈ S.
where x, y ∈ S and endow the groupoid G(S) with the topology having as basis elements precisely subsets of this form. We refer the reader to [48] for the theory of etale topological groupoids. Anétale groupoid G is said to be Boolean if its space of identities, G o , is a Boolean space. The following is simply a restatement of [26, Proposition 2.8].
Proposition 10.1. Let S be a k-monoid. Then G(S) is a second-countable, Hausdorff Boolean groupoid.
Remark 10.2. Our calculations above suggest studying thoseétale groupoids that are obtained as categories of fractions (in the sense of [21] ) from topological cancellative categories.
At this point, we shall make use of the non-commutative Stone duality developed in [32, 33, 35] . A subset A ⊆ G of a groupoid is said to be a partial bisection if g, h ∈ A and g −1 g = h −1 h (respectively gg −1 = hh −1 ) implies that g = h. A partial bisection A is said to be a bisection if Let G be a groupoid. The isotropy groupoid of G is the set of all elements g ∈ G such that g −1 g = gg −1 . Clearly, the space of identities is contained in the isotropy groupoid. Anétale topological groupoid is said to be effective if the interior of the isotropy groupoid is exactly the space of identities of the groupoid. Anétale topological groupoid is said to be topologically principal if the set of identities with trivial isotropy is dense. 6 The following is just a version of [47, Corollary 3.3]. Proof. Suppose that Z(x, y) is a subset of the isotropy groupoid and that Z(x, y) contains a non-identity element (xw ′ , d(x) − d(y), yw ′ ) for some w ′ ∈ S ∞ . In partiuclar, d(x) − d(y) = 0 and so x = y. But, by assumption, there then exists c ∈ S such that xc and yc are incomparable. It follows that for all w ∈ S ∞ , we must have that x(cw) = y(cw) (because if xcw = ycw for some w ∈ S ∞ then xc and yc would be comparable). This contradicts the assumption that Z(x, y) is a subset of the isotropy groupoid. It follows that Z(x, y) can only contain identities and so we have proved that S is effective.
Recall that a Baire space is a topological space in which the intersection of every countable set of dense open subsets is dense. Every locally compact Hausdorff space is a Baire space. Thus Boolean spaces are Baire spaces. Theétale groupoid of a k-monoid is a Hausdorff, second countable Boolean groupoid Proposition 10.1. The following is therefore a consequence of a result proved by Renault [47, Proposition 3.6].
Proposition 10.6. Let S be a k-monoid. Then the following are equivalent:
(1) The groupoid G(S) is effective.
(2) The groupoid G(S) is topologically principle.
Remark 10.7. We shall assume that the groupoid is effective in what follows.
We now describe the compact-open partial bisections. Proof. Observe that the sets Z(x, y) are partial bisections because if yw = yw ′ then w = w ′ (and dually). We calculate the partial bijection of G(S) o determined by Z(x, y) under the map α. Its domain is yS ∞ and its range is xS ∞ and the effect of the partial bijection is yw → xw. It follows that the partial bijection is xy −1 . The fact that the groupoid is effective means if two such sets induce the same partial bijection then they are equal. It follows that there is a bijection Z(x, y) ←→ xy −1 . Let A be a compact-open bisection of G(S). Then A is a union of elements of the form Z(x, y) and a finite union since it is compact. We therefore have that
Because the groupoid G(S) is effective, we may identify compact-open partial bisections with certain partial homeomorphisms between clopen subsets of S ∞ . This is precisely the monoid homomorphism χ : R(S) → KB(G(S)) ⊆ I(S ∞ ). We showed in Lemma 10.8 that this map is surjective and so KB(G(S)) is isomorphic to R(S)/ ≡.
Given anétale topological groupoid G its topological full group is the groupoid of all compact-open bisections. We have therefore proved the following. Theorem 10.9. Let S be a k-monoid with an aperiodic k-tiling such that S ∞ is the Cantor space.
(1) The Boolean inverse monoid C(S) is isomorphic to the Boolean inverse monoid KB(G(S)). (2) The group G(S) is therefore the topological full group of the Boolean groupoid G(S).
By Theorem 9.18, the Boolean inverse monoid C(S) is 0-simple and fundamental. It follows by [34, Theorem 4.16] , that the groupoid G(S) is purely infinite and minimal. Thus by Theorem 10.9 and [46, Theorem 4.16], we have proved the following.
Theorem 10.10. Let S be a k-monoid with an aperiodic k-tiling such that S ∞ is the Cantor space. Then the commutator subgroup of G(S) is simple.
Rigid k-monoids
Let S be a k-monoid with alphabets X 1 , . . . , X k and let s ∈ S. Then s = x 1 . . . x k , where x i ∈ X * i , uniquely. We call x i the i-component of s. However, there is another way of obtaining elements of X * i from s.
is zero), then we call s i the i-projection of s. Thus we have a k-tuple (s 1 , . . . , s k ) which we call a projection. If s ∈ X * i we say that s is homogeneous (of type i). Simple examples of k-monoids can be constructed from direct products of k free monoids by Example 3.6, but direct products of free monoids are rather restricted. It is useful to have a broader class of k-monoids to work with. We define this class now. Let S be a k-monoid with alphabets X 1 , . . . , X k . We say that S is a right rigid if the following condition holds where i = j: given x ∈ X i and y ∈ X j there are unique elements x ′ ∈ X i and y ′ ∈ X j such that xy ′ = yx ′ . This condition implies, in particular, that letters belonging to different alphabets are always comparable. This condition was called the unique pullback property in [55] , in [56] , it was called the little pullback property which is the term used in [14, Section 20] where it seems to have been first introduced. In terms of 'squares', it says that the bottom lefthandside uniquely determines the top righthand-side. We say that S is left rigid if the following condition holds: given x ′ ∈ X i and y ′ ∈ X j there are unique elements x ∈ X i and y ∈ X j such that xy ′ = yx ′ . This condition was first stated in [55] where it was called the unique pushout property. In terms of 'squares', it says that the top righthand-side uniquely determines the bottom lefthand-side. We shall construct examples below to show that these two conditions are independent. A rigid monoid is one that is both left rigid and right rigid. Free monoids are vacuously rigid. The direct product of rigid monoids is rigid. Thus finite direct products of free monoids are rigid.
Example 11.1. In this example, we describe all the 2-monoids in which there are two types of alphabets: the e-alphabet {e 1 , e 2 } and the f -alphabet {f 1 , f 2 }. According to [43] , we can describe all such 2-monoids by means of a permutation θ of the set {1, 2} × {1, 2}. Given such a permutation, we write down all the relations of the form e i f j = f j ′ e i ′ where θ(i, j) = (i ′ , j ′ ). Observe that whenever θ(i, j) = (i, j), we get the relation e i f j = f j e i . The monoid that results is denoted by F 2 × θ F 2 . By [43, Proposition 3.1], there are 9 non-isomorphic 2-monoids of this type. Here is a list of all 9 monoids of this type.
(1) θ is the identity permutation. The relations are e 1 f 1 = f 1 e 1 , e 1 f 2 = f 2 e 1 , e 2 f 1 = f 1 e 2 , e 2 f 2 = f 2 e 2 . This is just the presentation of the monoid F 2 × F 2 . Each of the four relations can be written as a square; observe that we orientate the e-alphabet from left-to-right and the f -alphabet from bottom-to-top:
A : AA, AC, BB, BD, CA, CC, DB, DD and the allowable vertical transitions are:
The rules are such that suitable 'holes' can be uniquely filled. For example, the 2-dimensional string AC B can be completed in exactly one way to a rectangle AC BD (2) θ is the transposition (1, 1) ↔ (1, 2) . The relations are e 1 f 1 = f 2 e 1 and e 1 f 2 = f 1 e 1 and then e 2 f 1 = f 1 e 2 , e 2 f 2 = f 2 e 2 . We write each of the four relations as a square:
A : Lemma 11.2. Let S be a rigid k-monoid with alphabets X 1 , . . . , X k . Let s 1 ∈ X * 1 , . . . , s k ∈ X * k . Then there is a unique element s ∈ S which has (s 1 , . . . , s k ) as its projection.
Proof. This proof is best viewed graphically by filling in the region bounded by the elements s 1 , . . . , s k which the rigidity condition guarantees can be done uniquely.
The following is [55, Lemma 6.3]. We can refine the above lemma a little to obtain a 'categorical-looking result'. We prove the refinement of part (1) above since the proof of the refinement of part (2) follows by symmetry. Recall that d(x) i is the ith co-ordinate of d(x). . It follows that s and t have the same length. By the dual of Lemma 3.10, we have that s = t. It follows that q = x ′ t and p = y ′ t. Thus xy ′ = yx ′ where d(y ′ ) = d(y) = d(u) and d(x ′ ) = d(x) = d(v). By uniqueness, we have that y ′ = u and x ′ = v. It follows that q = vt and p = ut.
Lemma 11.5. Let S be a left rigid k-monoid. Then S is singly aligned; that is, if x, y ∈ S, where x = y, are such that xS ∩ yS = ∅ then there is a unique element z such that xS ∩ yS = zS.
Proof. We deal with the case first where d(x) ∧ d(y) = 0. Then by Lemma 11.3, there are unique elements u and v such that z = xu = yv where d(u) = d(y) and d(v) = d(x). We claim them xS ∩ yS = zS. Suppose that xp = yq ∈ xS ∩ yS. Then by Lemma 11.4 there is an element t such that p = ut and q = vt. It follows that xp = xut = zt and yq = yvt = zt. Thus xp = yq ∈ zS. Thus xS ∩ yS ⊆ zS. The reverse inclusion is immediate.
We now look at the general case where m = d(x) ∧ d(y) = 0. Since m ≤ d(x), d(y), we can write
. Then by Lemma 3.10, we must have that u 1 = v 1 = w. Thus x = wx ′ and y = wy ′ . It now follows that d(x ′ ) ∧ d(y ′ ) = 0. Let u and v be such that
Then wx ′ p = wy ′ q. Thus x ′ p = y ′ q. Therefore there is an element t such that p = ut and q = vt. Then xp = xut = wx ′ ut = zt and yq = wy ′ q = wy ′ vt = zt. It follows that xS ∩ yS ⊆ zS. The reverse inclusion is immediate.
The terminology 'singly aligned' seems to have been first used in [14] where the above result was proved.
Remark 11.6. The property of being 'singly aligned' has played an important role in semigroup theory; see [29] and [19] . The latter paper would refer to left cancellative monoids in which the intersection of any two principal rights ideals is either empty or a principal right ideal as right LCM monoid. In particular, left cancellative monoids which are singly aligned can be used to construct all 0-bisimple inverse monoids. Given such a monoid S, we construct the inverse monoid B(S) that consists of all the isomorphisms ab −1 : bS → aS. That this is even a semigroup follows from the singly aligned property. It is 0-bisimple between any two principal right ideals are connected by an element of B(S). If S is cancellative then the inverse monoid B(S) is E * -unitary. C * -algebras of right LCM monoids in general are studied in [8] .
The following example motivates the idea behind Proposition 11.8. We work in the rigid 4-monoid A * × B * × C * × D * . Let x = ac and y = bd where a ∈ A * , b ∈ B * , c ∈ C * and d ∈ D * . Then xu = yv where u = y and v = x since, in fact, x and y commute. We choose the 1-projection of v which is the element a. Letā be any element of A * which is prefix incomparable with a. Observe that xā = aāc and yā =ābd. The only way for xā and yā to be comparable is for aā andā to be prefix comparable but this is impossible.
The following was motivated by [24] . Proposition 11.8. Let S be a left rigid k-monoid in which every alphabet has cardinality at least 2. Then S is effective; that is, if x, y ∈ S are distinct elements, there exists c ∈ S such that xc and yc are incomparable.
Proof. We begin by proving a special case that does almost all the work. Let x, y ∈ S, x = y such that d(x) ∧ d(y) = 0. We shall prove that there is an element c ∈ S such that xc and yc are not comparable.
Observe that u = v since otherwise we could cancel them and get x = y. Also, we cannot have both x and y equal to the identity since then x = y. Now suppose that exactly one of them, say y, was equal to the identity; accordingly x = 1. In fact, then, for any x we have d(x) ∧ d(1) = 0. We have to find an element a such that xa = a but this will be true for any element a ∈ S since x = 1.
In what follows, therefore, we can assume that x = 1 and y = 1. By left rigidity and Lemma 11.3, there are unique elements u, v ∈ S such that xu = yv where d(u) = d(y) and d(v) = d(x). Observe that since d(x) ∧ d(y) = 0, if the i-projection of x is not the identity then the i-projection of y is the identity, and vice versa. Let i be any value 1 ≤ i ≤ k such that the i-projection of x is not trivial. Now d(v) = d(x). It follows that v has a non-trivial i-projection. Write v = bv ′ where b ∈ X * i is the i-projection and v ′ has only a trivial i-projection. Let c be any element of X * i which is prefix incomparable with b which we can do this since the cardinality of X i is at least 2.
We now consider the elements xc and yc.
If they are incomparable we are done. So, assume that they are comparable and we shall derive a contradiction. Then xcp = ycq, for some p, q ∈ S, which we regard as x(cp) = y(cp). By Lemma 11.4, there is a unique element t such that cp = ut and cq = vt. We focus on the second equation cq = vt. We can write this cq = bv ′ t. Let q = dz where d is the i-projection of q and z has trivial i-projection.
Let v ′ t = ew where e is the i-projection of v ′ t and w has trivial i-projection. Thus (cd)z = (be)w where cd, be ∈ X * i and z and w have trivial i-projections. If two elements are equal then their i-projections are equal and so cd = be. But this is an equation purely in X * i and says that c and b are prefix comparable which is a contradiction. It follows that xc and yc are not comparable.
The general case, where we do not assume that d(a) ∧ d(b) = 0 is proved using the same argument as [39, Remark 3.2] . Now let x, y ∈ S, where x = y, be arbitrary elements, where d(x) ∧ d(y) = m = 0. Since m ≤ d(x), d(y) we can write x = u 1 x ′ and y = u 2 y ′ where d(u 1 ) = m = d(u 2 ). Suppose first that u 1 = u 2 . Suppose that x and y were comparable. Then xp = yq for some p, q ∈ S. But then u 1 x ′ p = u 2 y ′ q where d(u 1 ) = d(u 2 ). By Lemma 3.10, we would then have u 1 = u 2 which is a contradiction. It follows that x and y are already not comparable. Assume, therefore, that u 1 = u 2 . If x ′ = y ′ then we would have x = y. It follows that x ′ = y ′ . Observe that d(x ′ ) ∧ d(y ′ ) = 0. By the first part of the proof there is therefore an element c such that x ′ c and y ′ c are incomparable. It follows that xc and yc are incomparable.
We can rephrase the above result in terms of the 0-bisimple inverse monoid B(S). The following is immediate by Lemma 5.4. Lemma 11.9. Let S be a left rigid k-monoid. Then the following are equivalent:
(1) For each non-idempotent element xy −1 there is an element x 1 y −1 1 ≤ xy −1 such that x 1 y −1 1 has disjoint domain and range.
(2) If x, y ∈ S are distinct elements, then there exists c ∈ S such that xc and yc are incomparable.
Lemma 11.10. Let S be a left rigid k-monoid in which each of the associated alphabets has cardinality at least two. Then the 0-bisimple inverse monoid B(S) is congruence free.
Proof. We use [41] and prove that B(S) is 0-disjunctive and fundamental; this is enough because it is 0-bisimple. Let p ∈ S be a non-trivial element. Then there is an element q ∈ S such that p and q are not comparable. Let x be a non-trivial i-projection of p for some 1 ≤ i ≤ k. Then p = xp ′ where p ′ has trivial i-component. The non-trivial string x ∈ X * i . Let q ∈ X i be different from the first letter of x; this can be done since the cardinality of X i is at least 2. We claim that p and q are incomparable. Suppose they were comparable. Then pu = qv for some u, v ∈ S. Let u = x 1 u ′ where x 1 is the i-projection of u and let v = x 2 v ′ where x 2 is the i-projection of v. Then xp ′ x 1 u ′ = qx 2 v ′ . But this is impossible since q is different from the first letter of x. Thus p and q are incomparable. We apply this result to the structure of B(S).
Let bb −1 < aa −1 . Then b = ap for some p ∈ S. By the result above there is a q ∈ S such that p and q are incomparable. We claim that the idempotents bb −1 and aq(aq) −1 are orthogonal. Suppose not. Then b and aq are comparable. Thus ap and aq are comparable. Thus apu = aqv for some u, v ∈ S. Thus pu = qv which implies that p and q are comparable, which is a contradiction. We have therefore proved that B(S) is 0-disjunctive.
We shall prove that B(S) is fundamental but we prove a more general result first. Let a be an element in an inverse semigroup which commutes with all idempotents and such that there exists b ≤ a such that bb
We now use the fact that a commutes with all idempotents to deduce b −1 b = a −1 abb −1 . It follows that b −1 b ≤ bb −1 which is impossible because these idempotents are supposed to be orthogonal. Now let xy −1 be a non-idempotent element of B(S) such that x = y. It follows that there is a c ∈ S such that xc and yc are incomparable. Thus (xc)(yc) −1 ≤ xy −1 . But the domain and range of (xc)(yc) −1 are orthogonal. It follows that xy −1 cannot commute with all idempotents. We have therefore proved that B(S) is fundamental. Thus B(S) is congruence-free.
The following is now immediate by Proposition 10.6.
Corollary 11.11. Theétale groupoid of a left rigid k-monoid in which every alphabet has cardinality at least 2 is effective and so aperiodic.
Remark 11.12. Determining whether a k-monoid is aperiodic in general is complex, see [49, 11, 39] , but the left rigidity condition is an easy one to check.
The question of whether k-monoids can be embedded in groups is discussed in [42] . They construct a counterexample [42, Example 7.1] of a 2-monoid that cannot be embedded into a group. Their example is evidently not rigid.
Example 11.13. This example was constructed by Benjamin Steinberg and communicated to the second author. Consider the 4-monoid S with alphabets {e 1 , e 2 , e 3 , e 4 } and {f 1 , f 2 , f 3 , f 4 } defined by means of the following relations:
where (i, j) = (1, 4), (4, 1). This is not a rigid monoid. Suppose that S could be embedded in a group. Then for (i, j) = (1, 4), (4, 1), we would have e −1
. It follows that e 1 f 4 = f 1 e 4 but we also have e 1 f 4 = f 4 e 1 . Thus f 1 e 4 = f 4 e 1 which is an equation in S that contradicts the UFP.
The following theorem is not used in this paper but is of independent interest. Theorem 11.14. Every rigid k-monoid can be embedded in a group.
Proof. Let S be a rigid k-monoid with alphabets (X 1 , . . . , X k ). The monoid S is defined by relations of the form xy = y 1 x 1 where x, x 1 ∈ X i and y, y 1 ∈ X j and i = j. This relation can be represented by means of the following square
The fact that the monoid is rigid means that each corner of this square uniquely determines the opposite corner uniquely. For each set X i , construct a new set X ′ i which is in bijective correspondence with it; the map is x → x ′ where x ∈ X i and x ′ ∈ X ′ i . The free group G i = FG(X i ) on the set X i is the free monoid on the set X i ∪ X ′ i factored out by the congruence generated by
We regard G i as the set of reduced words. We now define another monoid S ′ as follows. Its generators will be the set
subject to the following relations:
(1) xy = y 1 x 1 , the monoid relations of S.
It follows that S ′ is a k-monoid; observe that the compatibility conditions hold because they hold in S. Thus each element of S ′ can be written uniquely as a product of elements in the free monoids (X 1 ∪ X 1 ) * . . . (X k ∪ X k ) * . Define T to be the quotient of S ′ factored out by the congruence generated by all relations of the form:
Then T is a group in which each element can be written uniquely as a product of elements in the free groups G 1 . . . G k . The monoid S injects as a set into G 1 . . . G k , since X * 1 . . . X * k ⊆ G 1 . . . G k , and embeds as a monoid, since the relations in T restricted to S are exactly the defining relations of S.
Generalized maximal prefix codes
At the conclusion to Section 7, we remarked that the structure of the group G(S) is bound up with the structure of the maximal generalized prefix codes in S. The key problem is how to construct such codes in order to construct the groups. The following lemma shows that the properties of (maximal) generalized prefix codes really do generalize well-known properties of (maximal) prefix codes; see [2, Section II.4] . (2) Let X = {x 1 , . . . , x m } be a (resp. maximal) generalized prefix code and let Y = {y 1 , . . . , y n } be a (resp. maximal) generalized prefix code. Then
is a (resp. maximal) generalized prefix code. We call this process of enlarging maximal generalized prefix codes in this way an elementary expansion. (3) Let C be maximal generalized prefix code. Let xD ⊆ C where D is also a maximal generalized prefix code. Then C ′ = C \ xD ∪ {x} is a maximal generalized prefix code. We call this process of reducing maximal generalized prefix codes in this way an elementary reduction. (4) If X and Y are maximal generalized prefix codes so too is XY . Proof.
(1) Suppose that {x 1 , . . . , x m } is a generalized prefix code. If {ux 1 , . . . , ux m } is not a generalized prefix code then there exists a, b ∈ M such that ux i a = ux j b for some i and j. But then by cancellation, x i a = x j b which contradicts our assumption. It follows that {ux 1 , . . . , ux m } is a generalized prefix code. Conversely, suppose that {ux 1 , . . . , ux m } is a generalized prefix code. If {x 1 , . . . , x m } is not a generalized prefix code then there exists a, b ∈ M such that x i a = x j b for some i and j. But then ux i a = ux j b which contradicts our assumption. It follows that {x 1 , . . . , x m } is a generalized prefix code.
(2) By Part (1), we know that {x m y 1 , . . . , x m y n } is a generalized prefix code. Suppose that x i is such that 1 ≤ i ≤ m − 1 and x m y j is such that 1 ≤ j ≤ n.
Suppose that x i M ∩ x m y j M = ∅. But then x i and x m are comparable and so this cannot happen. It follows that {x 1 , . . . , x m−1 , x m y 1 , . . . , x m y n } is a generalized prefix code. We show that it is a maximal generalized prefix code. Suppose not. Then there is an element x ∈ M which is incomparable with all of the elements in (3) We prove first that C ′ = C \ xD ∪ {x} is a generalized prefix code. Suppose that there is c ∈ C \ xD such that cu = xv for some u, v ∈ S (we shall get a contradiction). Now D is a maximal generalized prefix code and so da = vb for some d ∈ D and a, b ∈ S. It follows that cub = xvd and so cub = (xd)a but xd ∈ C and c ∈ C are not comparable. Thus C ′ is a generalized prefix code. It only remains to prove that it is maximal. Let s ∈ S and suppose that su = xdv for some u, v ∈ S. Then su = x(dv).
(4) We prove first that no two elements of XY are comparable. Suppose that xy and x ′ y are comparable where x, x ′ ∈ X and y, y ′ ∈ Y . Then xyu = x ′ y ′ v for some u, v ∈ S. This implies that x and x ′ are comparable and so, by assumption, x = x ′ . It follows that yu = y ′ v. This implies that y and y ′ are comparable and so, by assumption, y = y ′ . It follows that xy = x ′ y ′ . We now prove that XY is maximal. Let s ∈ S. Then since X is maximal there are u, v ∈ S and x ∈ X such that su = xv. Since Y is maximal there are a, b ∈ S and y ∈ Y such that va = yb. Thus s(ua) = xva = xy(b). It follows that s is comparable to an element of XY . (5) We look at the easy direction first. Suppose that X is obtained from Y by one application of expansion. Then X = Y \ {y} ∪ yZ where y ∈ Y and both Y and Z are maximal generalized prefix codes. By part (2), we have that X is a maximal generalized prefix code. We have that
The general case follows by induction. We now prove the converse. Let XM ⊆ Y M . For each x ∈ X we can find a y ∈ Y and an m ∈ M such that x = ym. Let Y = {y 1 , . . . , y n }. We may therefore write X = m i=1 y i Z i where, by suitable relabelling if necessary, m ≤ n. We show that in fact m = n. Suppose not. Then y m+1 is not included. However, X is a maximal generalized prefix code. It follows that for some i we have that y i za = y m+1 b where z ∈ Z i . But this cannot happen since Y is a maximal generalized prefix code. It follows that m = n. Next, we prove that each Z i is a maximal generalized prefix code. First, we prove that each Z i is a generalized prefix code. Suppose not. Then there is z, z ′ ∈ Z i such that za = z ′ b. It follows that y i za = y i z ′ b. But y i z = x and y i z ′ = x ′ where x, x ′ ∈ X. By assumption, x and x ′ are incomparable. It follows that Z i is an generalized prefix code. We now prove that it is a maximal generalized prefix code. Suppose not. Then there exists w ∈ M such that Z i M ∩ wM = ∅. It follows that Z i ∪ {w} is a generalized prefix code. Thus y i Z i ∪ {y i w} is a generalized prefix code. But X is maximal generalized prefix code. Thus there is a y j z ∈ y j Z j , where j = i, such that y j za = y i wb. But this cannot happen since i = j and the set Y is a generalized prefix code.
We highlight two operations in the above lemma that generate new maximal generalized prefix codes from old:
(1) Elementary expansion. Let X be a maximal generalized prefix code, let
x ∈ X and let Y be a maximal generalized prefix code. Then X \ {x} ∪ xY is a maximal generalized prefix code. (2) Elementary reduction. Let C be maximal generalized prefix code and let xD ⊆ C where D is a maximal generalized prefix code. Then C \ xD ∪ {x} is a maximal generalized prefix code.
Observe that these two operations are the inverse of each other. We need a source of examples of maximal generalized prefix codes. Let S be a k-monoid with k alphabets (X 1 , . . . , X k ). Each X * i is a free monoid by part (2) of Lemma 3.7. The following tells us that maximal prefix codes in each of the free monoids X * i are automatically maximal generalized prefix codes in the ambient kmonoid. Let S be a k-monoid. It is useful to define d i (s) to be the ith component of d(s). It therefore tells us the number of elements of X i that occur in S counting multiplicities. It follows that x ′ = xx 1 = yy 1 , by Lemma 3.10, for some x 1 , y 1 ∈ X * i . But this implies that x and y are comparable in X * i which means that x = y. Thus C is a generalized prefix code in S. We now prove that C is maximal. Let y ∈ S. Choose u ∈ S such that d i (yu) is greater than or equal to d i (x) for any x ∈ C. We can write yu = x 1 y 1 where x 1 ∈ X * i and y 1 has no i-component. Now x 1 = ct for some c ∈ C and t ∈ S, since C is a maximal prefix code in X * i . Thus yu = cty 1 . It follows that y is comparable with some element of C.
Definition. Let S be a k-monoid with alphabets X 1 , . . . , X k . We define a concrete maximal generalized prefix code to be one constructed as follows:
(1) {1} and X i , where 1 ≤ i ≤ k, are all concrete maximal generalized prefix codes. (2) If X is a concrete maximal generalized prefix code, x ∈ X, and Y is a concrete maximal generalized prefix code then X \ {x} ∪ xY is a concrete maximal generalized prefix code. (3) All concrete maximal generalized prefix codes are obtained in a finite number of steps by repeated applications of (1) and (2).
The following is immediate by part (2) Lemma 12.4. Let m ∈ N k be any non-zero element. Let i be the smallest suffix such that m i = 0. Put X i = {a 1 , . . . , a n } and m ′ = m − e i . Then C m = n j=1 a j C m ′ = X i C m ′ .
Proof. Let x ∈ C m . Then d(x) = m. By assumption, m i = 0. Thus x = a j S for a unique element a j ∈ X i . Thus x = a j y where d(y) = m − e i . It follows that C m ⊆ n j=1 a j C m ′ . Now let a j y ∈ a j C m ′ . Then d(a j y) = m and so a j y ∈ C m . It follows that n j=1 a j C m ′ ⊆ C m , and we have therefore proved that the two sets are equal.
By Lemma 12.2, the set X i is a maximal generalized prefix code. Thus C m is obtained from X i by a sequence of elementary expansions using the maximal generalized prefix codes C m ′ where m ′ < m. This process can be repeated and so we have proved the following.
Proposition 12.5. Let S be a k-monoid. The maximal generalized prefix code C m is either {1} or is obtained from the maximal generalized prefix codes X 1 , . . . , X k by a sequence of elementary expansions. It follows that such codes are always concrete.
Let C be a maximal generalized prefix code. The extent of C is defined to be the join of all the sizes of the elements of C.
Proposition 12.6. Let S be a k-monoid. Let C be a maximal generalized prefix code of extent m ′ and let m ≥ m ′ . Then C m can be obtained from C by a sequence of elementary expansions.
Proof. Let C = {c 1 , . . . , c n } with the extent of C being m ′ . We shall show how to replace the element c 1 by a subset all of whose elements have size m. A similar procedure can then be applied to each of the other elements of C in turn. If d(c 1 ) = m then there is nothing to do, so that in what follows we may assume that d(c 1 ) < m. Let m − d(c 1 ) = (s 1 , . . . , s k ). Replace c 1 by c 1 X s1 1 . . . X s k k . It is immediate that every element of c 1 X s1 1 . . . X s k k has size m and X s1 1 . . . X s k k is a maximal generalized prefix code by part (4) of Lemma 12.1 and Lemma 12.2. Once this procedure has been applied to each element of C call the resulting maximal generalized prefix code D. By construction, every element of D has size m. We prove that, in fact, D = C m . Let x be any element of size m. Then, since D is a maximal generalized prefix code, there is an element y ∈ D such thatxu = yv for some u, v ∈ S. But d(x) = d(y). Thus by Lemma 3.10, we must have that x = y and so x ∈ C m .
The above theorem shows that a sequence of elementary expansions can be applied to a maximal generalized prefix code to yield a concrete maximal generalized prefix code.
Observe that if X and Y are maximal generalized prefix codes then XY = x∈X xY . Thus XY is obtained from X by a sequence of elementary expansions. It follows that the maximal generalized prefix codes X s1 1 . . . X s k k can be obtained by a sequence of elementary expansions using only the maximal generalized prefix codes X 1 , . . . , X k . If we combine this observation with Proposition 12.5 and Proposition 12.6, we obtain the following theorem.
Theorem 12.7. Let S be a k-monoid with k alphabets (X 1 , . . . , X k ). Then every maximal generalized prefix code which is not {1} is obtained by means of a sequence of elementary expansions following by a sequence of elementary reductions using only the maximal generalized prefix codes X 1 , . . . , X k .
The above theorem tells us, in particular, that every maximal generalized prefix code can be obtained from a concrete maximal generalized prefix code by means of a sequence of elementary reductions. The obvious question is whether every maximal generalized prefix code is concrete. We shall show by means of a counterexample that the answer to this question is 'no' in general.
Example 12.8. Let S = {a 1 , a 2 } * × {b 1 , b 2 } * × {c 1 , c 2 } * , a 3-monoid obtained by taking the direct product of three copies of the free monoid on two generators. We shall write the elements of S as triples xyz. Let
It is easy to check that this is a generalized prefix code; a pair of elements xyz and uvw are incomparable if and only if at least one pair of corresponding components are prefix-incomparable -recall that if M is a free monoid, the elements a and b are prefix incomparable if neither a = bc for some c or b = ac for some c or, equivalently, aM ∩ bM = ∅. It can be proved directly that C is, in fact, a maximal generalized prefix code but we show this by using our results above. Replace the element a 1 b 1 by the elements a 1 b 1 c 1 and a 1 b 1 c 2 ; replace the element a 2 c 1 by a 2 b 1 c 1 and a 2 b 2 c 1 ; finally, replace b 2 c 2 by a 1 b 2 c 2 and a 2 b 2 c 2 . Denote by C ′ the resulting set of eight elements of S. They all have the same size (1, 1, 1). It follows that C ′ = C (1,1,1) and so is a maximal generalized prefix code by Lemma 3.13. Now, C is obtained from C (1,1,1) by a sequence of elementary reductions: the pair a 1 b 1 c 1 and a 1 b 1 c 2 is replaced by a 1 b 1 ; the pair a 2 b 1 c 1 and a 2 b 2 c 1 is replaced by a 2 c 1 ; the pair a 1 b 2 c 2 and a 2 b 2 c 2 is replaced by b 2 c 2 . It follows by Lemma 12.1 that C is a maximal generalized prefix code. However, it is not concrete since it contains the elements b 2 c 1 , a 2 c 1 and a 1 b 1 .
Our counterexample above was constructed for a left rigid 3-monoid. We now show that there is no counterexample in the case of left rigid 2-monoids. where Y ⊆ X i for some 1 ≤ i ≤ k. Then Y = X i and each Z x is a maximal generalized prefix code.
Proof. Suppose first that Y = X i . Let x ′ ∈ X i \ Y . Then, by assumption, x ′ u = xz where xz ∈ Z and x ∈ X i for some j. It follows by Lemma 3.10 that x ′ = x, which is a contradiction. It follows that Y = X i . We prove that Z x is a generalized prefix code. Let a, b ∈ Z x and suppose that au = bv for some u, v ∈ S. Then (xa)u = (xb)v. But xa, xb ∈ C and so xa = xb giving a = b. We now prove that Z x is maximal. Let a ∈ S be arbitrary. Then xa must be comparable with an element c ∈ C. Thus xau = cv where u, v ∈ S. Now c must contain at least one element of X i by assumption. It follows that we can write c = yc ′ for some c ′ ∈ S and y ∈ X i . Thus xau = yc ′ v. But, by assumption, d(x) = d(y). It follows by Lemma 3.10 that x = y. It follows that c = xc ′ and so xau = xc ′ v. By cancellation, au = c ′ v where c ′ ∈ Z x . It follows that Z x is a generalized maximal prefix code.
The following is immediate by Lemma 11.3 since if x ∈ X * 1 and y ∈ X * 2 then d(x) ∧ d(y) = 0. Lemma 12.10. Let S be a left rigid 2-monoid with alphabets X 1 and X 2 . Let x ∈ X * 1 and y ∈ X * 2 be two non-empty strings. Then there are elements u, v ∈ S such that xu = yv.
We can now prove the following.
Theorem 12.11. Let S be a left rigid 2-monoid with alphabets X 1 and X 2 . Then every maximal generalized prefix code C = {1} in S is obtained from the maximal prefix codes in X * 1 or X * 2 by a sequence of expansions. In particular, every maximal generalized prefix code in S is concrete.
Proof. Let D = {1} be any maximal generalized prefix code in S. There are exactly two possibilities: either D contains a homogeneous codeword over X i or it doesn't. Suppose that D contains a homogeneous codeword x. Then, without loss of generality, we can assume that x ∈ X * 1 . By Lemma 12.10, there can be no codewords that belong to X * 2 . It follows that every codeword contains an element of X * 1 . Thus by Lemma 12.9, we can write D = x∈X1 xW x where each W x is a maximal generalized prefix code. Now suppose that D contains no homogeneous codewords x. Thus every codeword contains at least one letter from each of the alphabets X 1 and X 2 . It follows again that D = x∈Xi xW x for some 1 ≤ i ≤ 2 where each W x is a maximal generalized prefix code. Thus, in either case, we can write D = x∈Xi xW x for some 1 ≤ i ≤ 2. But each W x is either equal to {1} or is a non-trivial maximal generalized prefix code but with fewer elements than C. It follows that an inductive argument can now be applied.
Remark 12.12. We now describe maximal generalized prefix codes in more geometrical language. Let S be a k-monoid with associated k-alphabets (X 1 , . . . , X k ). Let |X i | = n i ≥ 2 but finite. Write X i = x 1 i , . . . , x ni i -observe that here we use superscripts as labels not powers. Let I k be the product [0, 1) k . We shall show how maximal generalized prefix codes in S divide up the k-cube I k . Each element s ∈ S can be written uniquely as s = x 1 . . . x k where x i ∈ X *
i . An elements of I k is a k-tuple and we associate the ith-coordinate with the alphabet X i . Let m ∈ N k . We show first how the elements of C m correspond to a 'partition' of I k . We shall assume first that no component of m is zero. We calculate the cardinality of C m . This is n m1 1 . . . n m k k . Given n i ≥ 2 divide the interval [0, 1] into n i rightopen, left-closed intervals each of length 1 ni . The interval [ j−1 ni , j ni ] is associated with the element x j i where 1 ≤ j ≤ n i . More generally, the element x j i applied to a left-closed, right-open interval J does the following: divide J equally into n i leftclosed, right-open intervals and pick out the j − 1th. An element of X * i therefore determines a left-closed right-open interval in [0, 1). If that element is 1 then this is the whole of [0, 1). If it is an individual letter x j i then it picks out the j − 1th as above. If it is a sequence of elements of X * i then we apply then one at a time from left-to-right. If the sequence has length m i then the left-closed, right-open interval will have length 1 n m i i . It follows that each element s = (x 1 , . . . , x k ) ∈ C m will correspond to a k-parallelepiped inside I k whose volume will be 1 n m 1 1 ...n m k k . We call such a parallelepiped a brick (of size m). In this way, the set C m leads to a partition of I k into n m1 1 . . . n m k k bricks each with the same volume. We call the partition of I k obtained in this way a uniform partition. We can now explain the reduction process in terms of gluing suitable bricks together. Let c 1 , . . . , c ni be elements of a generalized maximal prefix code. We say that they are i-contiguous if there exists c ∈ S such that c j = cx j i where 1 ≤ j ≤ n i . This may difficult to determine but is easy if the alphabets mutually commute. We now remove c 1 , . . . , c ni from the code but replace them with c. Geomtrically, we say that c is obtained from c 1 , . . . , c ni by glueing them along the ith-component. A shape is obtained from bricks by applying the glueing process a finite number of times. A pattern is any partition of I k into shapes obtained from a uniform partition by a finite number of glueings.
Constructing examples of our groups
In this section, we shall prove that the groups we have defined contain as special cases the higher-dimensional Thompson groups introduced by Matt Brin [6] and subsequently widely studied [7, 9, 17, 22, 1, 13, 5 ]. Brin's groups arise from the k-monoids which are finite direct products of free monoids. That his groups arise in this way has also been proved by Birget [4] working solely with finite direct products of free monoids. We therefore begin by establishing a dictionary between our paper and that of Birget [4] ; specifically, Section 1 and Section 2 of his paper. Observe that he is working solely with k-monoids of the form S = nA * -that is the direct product of n copies of the free mnoid A * . Let S be any n-monoid. Define u ≤ int v if and only if there exists an x such that ux = v. This is an order relation since S is conical. It is called the initial factor order. in the case where S is a free monoid, it is the usual prefix order where u ≤ pref v if and only if there exists an x such that ux = v. Given u and v we are also interested in when there is an element z such that u ≤ pref z and v ≤ pref z. This is equivalent to requiring that there exist x and y such that ux = vy = z; equivalently, uS ∩ vS = ∅. By [4, Lemma 2.5], we have that u, v ∈ nA * have a join if and only if uS ∩ vS = ∅. It follows that 'joinless' used in [4] is equivalent to our 'incomparable'. It follows that our definition of a 'maximal generalized prefix code' is equivalent to Birget's definition of a 'maximal joinless code'. With this understanding, Birget's inverse monoid nRI f in A is our inverse monoid P(nA * ). His definition of the congruence ≡ end [4, Definition 2.23] looks different from that of the minimum group congruence we use but this is only apparent. Recall that P(nA * ) is E-unitary by Proposition 8.2 and Lemma 7.6. By Proposition 2.1, in an E-unitary inverse semigroup σ =∼. We prove (the well-known) result that in an E-unitary inverse semigroup a ∼ b if and only if ab −1 b = ba −1 a. Suppose that ab −1 b = ba −1 a. Then ba −1 = ab −1 ba −1 and so is an idempotent. It follows that ab −1 is an idempotent. Now observe that a −1 ba −1 a = a −1 ab −1 b. Thus a −1 b is above an idempotent and so, since the inverse semigroup is E-unitary, it is itself an idempotent. We have therefore proved that a ∼ b. Suppose now that a ∼ b. Since ab −1 is an idempotent it follows that ab −1 b ≤ b. It is immediate that ab −1 b ≤ a. Now let z ≤ a, b. Then z ≤ ab −1 b, ba −1 a. It follows that ab −1 b = a ∧ b. A similar argument shows that ba −1 a = a ∧ b. We have therefore proved that ab −1 b = ba −1 a. Observe that his [4, Lemma 2.11] is a special case of our Lemma 12.1.
The papers [3] and [30, 31] simply prove the following.
Proposition 13.1. G(A * n ) = G n,1 . Now consider the n-fold direct product A * 2 × . . . × A * 2 . By Proposition 4.23 Remark 12.12, Section 7, and [5] , we have the following. Proposition 13.2.
G((A * 2 ) n ) ∼ = nV. Remark 13.3. Observe that our Example 12.8 contradicts the statement of [4, Lemma 2.10]. This has no bearing on the first two sections of Birget's paper which we refer to here.
Concluding remarks
This section contains sundry results that are interesting but do not fit with the main thrust of the paper.
Maximal generalized prefix codes occupy a special position in the theory as we now show. Let S be a distributive inverse semigroup. A congruence ρ on S is said to be additive if a ρ b and c ρ d and a ∼ c and b ∼ d imply that (a ∨ c) ρ (b ∨ d).
Lemma 14.1. Let S be a k-monoid. If X = {x 1 , . . . , x m } is a maximal generalized prefix code then x∈X xx −1 ≤ e 1.
Proof. It is enough to work with idempotents of the form uu −1 . By assumption, uS ∩ x i S = ∅ for some i. Thus z = up = x i q for some p, q ∈ S. Then zz −1 ≤ uu −1 , x i x −1 i . It follows that uu −1 ∧ x i x −1 i = 0.
The above lemma provides the context for the next result.
Proposition 14.2. Let S be a k-monoid. Let ρ be an additive congruence on R(S) such that x∈X xx −1 ρ 1 whenever X is a maximal generalized prefix code. Then ρ is an essential congruence.
d(x i ). Let u ∈ C n . Then uu −1 is an idempotent and so, by assumption, there is an i such that zz −1 ≤ uu −1 , x i x −1 i . It follows that z = up = x i q for some p, q ∈ S. But d(u) ≥ d(x i ). By Lemma 3.10, we have that u = x i t for some t ∈ S. Thus uu −1 ≤ x i x −1 i . We have therefore proved that
By assumption, u∈Cn uu −1 ρ1 and so, using the fact that ρ is an additive congruence, we get that
Then we can write x i = up i for each 1 ≤ i ≤ m. It is routine to check that
It is also routine to check that m i=1 e i ≤ e 1 ⇒ a m i=1 e i a −1 ≤ e aa −1 .
We have therefore proved that if m i=1 x i x −1 i ≤ e uu −1 then m i=1 x i x −1 i ρuu −1 . Next, one can easily check that Then m i=1 f j ∧ e i ρf j for each 1 ≤ j ≤ n. We now use the fact that ρ is an additive congruence to deduce that n j=1 ( m i=1 f j ∧ e i ) ρ n j=1 f j . This simplifies to m i=1 e i ρ n j=1 f j . Suppose that a ≤ e b in R(S). By Lemma 9.2, we have that d(a) ≤ e d(b). But we have proved that d(a)ρd(b). Thus bd(a)ρb. But a = bd(a). We have therefore proved that aρb.
For the time being, let S be any cancellative monoid. For each a ∈ S, define a function λ a : S → S by λ a (x) = ax. By left cancellation in S, the function λ a is injective. Regarded as a function λ a : S → aS, it is a bijection or a partial bijection when viewed as an element of the symmetric inverse monoid I(S). We denote its inverse (as a partial bijection) by λ −1 a . Define Σ(S), the inverse hull of S, to be the inverse submonoid of I(S) generated by all the elements λ a . Thus Σ(S) is the monoid generated by all the elements of the form λ a and λ −1 a . We can massage the elements of Σ(S) into a certain shape. Observe that λ a λ b = λ ab and that λ −1 a λ −1 b = λ −1 ba . In addition, λ −1 a λ a is the identity map on S. We can therefore write each element of Σ(S) in the form λ −1 a1 λ a2 . . . λ −1 a2s−1 λ a2s . In general, we cannot say more about the structure of the inverse monoid Σ(S). However, if S is strongly finitely aligned we can say more. We analyse maps of the form λ −1 a λ b . If bS ∩ aS = ∅ then this map is the empty map. We therefore assume that bS ∩ aS = ∅. Let bS ∩ aS = m i=1 c i S and let c i = ax i = by i . Thus λ −1 a λ b = m i=1 λ xi λ −1 yi which is a disjoint union. This means that the domains and ranges of the elements of the inverse hull are finitely generated right ideals generated by incomparable elements. If we repeatedly apply this result, we deduce that every element of the inverse hull can be written in the form m i=1 λ xi λ −1 yi . Remark 14.3. Spielberg's monoid of zig-zags [51] is an inverse hull.
There is a natural embedding of ι : Σ(S) → R(S). The proof of the following is straightforward and uses Lemma 5.6.
Proposition 14.4. Let S be a k-monoid. Let α : Σ(S) → T be any homomorphism to a distributive inverse semigroup T . Then there is a unique morphism of distributive inverse semigroups β : R(S) → T such that ιβ = α.
The above results means that R(S) is the distributive completion of Σ(S). By Proposition 14.2 and Proposition 14.4, it follows that the Boolean inverse monoid C(S) is what we termed in [36] the tight completion of Σ(S) and the groupoid G(S) is therefore the tight groupoid of Σ(S).
Remark 14.5. There are parallels and similarities between our paper and [25, 40] . In particular, let S = A * n1 × . . . × A * ns , where n i ≥ 2. This is an s-monoid. It is convenient to denote the associated alphabets by X 1 , . . . , X s . We say that we have s colours. Assume that X i contains n i elements. We write X i = {x 1 i , . . . , x ni i }. We say that X i has arity n i . The data consisting of the number s, the list of arities (n 1 , . . . , n s ) and the fact that the elements of X i commute with the elements of X j , when i = j, is precisely what is needed to define the Ω-algebras described in [25] . There are also parallels between our maximal generalized prefix codes and the admissible sets used there. But we do not know if the general class of groups defined in [25] is the same as ours. This is similar to an issue described in [16] . It is worth noting that our groups are closely associated withétale groupoids, as we have shown. This is not, a priori, the case with the groups defined in [25, 40] .
