Responses to various steady-state vowels were recorded in single units in the primary auditory cortex ͑AI͒ of the barbiturate-anaesthetized ferret. Six vowels were presented ͑/~/, /}/, 2 different /{/'s, and 2 different /É/'s͒ in a natural voiced and a synthetic unvoiced mode. In addition, the responses to broadband stimuli with a sinusoidally shaped spectral envelope ͑called ripple stimuli͒ were recorded in each cell, and the response field ͑RF͒, which consists of both excitatory and inhibitory regions, was derived from the ripple transfer function. We examined whether the vowel responses could be predicted using a linear ripple analysis method ͓Shamma et al., Auditory Neurosci. 1, 233-254 ͑1995͔͒, i.e., by cross correlating the RF of the single unit, and the smoothed spectral envelope of the vowel. We found that for most AI cells ͑71%͒ the relative responses to natural vowels could be predicted on the basis of this method. Responses and prediction results for unvoiced and voiced vowels were very similar, suggesting that the spectral fine structure may not play a significant role in the neuron's response to the vowels. Predictions on the basis of the entire RF were significantly better than based solely on best frequency ͑BF͒ ͑or ''place''͒. These findings confirm the ripple analysis method as a valid method to characterize AI responses to broadband sounds as we proposed in a previous paper using synthesized spectra ͓Shamma and Versnel, Auditory Neurosci. 1, 255-270 ͑1995͔͒.
INTRODUCTION
Timbre is the aspect of sound which enables us to distinguish the sounds of different musical instruments playing the same tone with the same loudness or to discriminate different vowels spoken with the same fundamental frequency and the same intensity ͑cf. Plomp, 1976͒ . The spectral envelope is an important physical correlate of timbre: e.g., the more similar the spectra of two vowels the more likely they will be confused. There is growing evidence from recent experiments ͑Phillips et al., 1985; Schreiner and Mendelson, 1990; Schreiner and Calhoun, 1994; Shamma et al., 1993 Versnel et al., 1995; Kowalski et al., 1996a , b͒ that the auditory cortex plays an important role in encoding the spectral shape, and thus in encoding of timbre.
Such evidence is found in the organization of the response areas in the primary field ͑AI͒: the bandwidth shows topographic organization ͑Schreiner and Mendelson, 1990; Versnel et al., 1995͒ and so does the asymmetry of the inhibitory sidebands ͑Shamma et al., 1993͒. Secondary fields might widen the range of response areas already available in the primary field as Kowalski et al. ͑1995͒ found with respect to the bandwidth. The function of the topographic organization is apparent in the tendency of units to respond to spectral features according to their response area: e.g., a unit with a broad response area will preferably respond to a wide-band sound ͑Phillips et al., 1985; Schreiner and Mendelson, 1990͒ , or units with inhibition below the best frequency ͑BF͒ will respond best to sounds with most energy above BF ͑Shamma et al., 1993͒. A recent series of experiments in which cortical responses to spectral ripples were examined provided a feasible method for cortical encoding of spectral features. We will refer to this method as ripple analysis ͑Shamma et al., 1995͒, where ripple is defined as a sinusoidal modulation of the spectral profile of a broadband sound stimulus.
A. Ripple analysis and encoding of spectral profiles
Units in AI were found to be tuned to different spectral ripples, mostly in bandpass fashion, and the units were topographically segregated with respect to the ripple responses ͑Versnel et al., 1995͒. An important consequence of this linear analysis was that responses to an arbitrary spectral profile could be predicted by superposition of responses to the separate ripple components of the stimulus ͑Shamma and Versnel, 1995͒. This finding led to the suggestion that cortical cells behave as ripple filters, and accordingly perform a Fourier-like analysis of the auditory spectrum ͑see for a detailed theoretical background Wang and Shamma, 1995͒. The ripple analysis appears to be analogous to the spatial frequency analysis in the visual cortex where simple cells are bandpass tuned to spatial frequencies of sinusoidal gratings ͑De Valois and De Valois, 1990͒. In this paper we apply the ripple analysis method and ideas to characterize and predict AI responses to natural broadband stimuli. Steady-state vowels were chosen as natua͒ Present address: University Laboratory of Physiology, Parks Road, Oxford OX1 3PT, UK, Electronic mail: hv@physiol.ox.ac.uk ral stimuli. We examine whether the relative responses to different vowels can be predicted on the basis of the ripple responses and the spectral envelope of the vowel, analogous to the predictions in Shamma and Versnel ͑1995͒. The spectral profiles described in that paper were composed of 2-10 ripple components, and the carrier of this stimulus was the same as that of the rippled stimuli. Here, we use natural voiced vowels which are not artificially composed of ripples and whose carrier is the harmonic series of the natural voicing. Further, we test the ripple analysis on synthesized vowellike stimuli with a carrier as ripples and a spectral envelope as vowels, which can be considered a stage between testing with ripple combinations ͑Shamma and Versnel, 1995͒ and natural vowels.
I. METHODS

A. Surgery and animal preparation
The data presented here were collected in 6 young adult male ferrets ͑Mustela putorius͒ weighing 1.5 to 2.3 kg. A detailed description of the animal preparation is given in Shamma et al. ͑1993͒ . The ferrets were intraperitoneally anesthetized with sodium pentobarbital ͑40 mg/kg͒ and atropine sulfate was administered subcutaneously ͑0.1 mg/kg͒. An areflexic level of anesthesia was maintained throughout the experiment by continuous intravenous infusion of sodium pentobarbital at a flow rate of about 5 mg/kg/h. The infusion fluids included 5% dextrose in Ringer's solution. The primary auditory cortex on the left hemisphere was exposed by craniotomy and the overlying dura was incised and reflected. The brain was covered in 2% agar in saline to reduce pulsations. The contralateral meatus was exposed, cleaned and partly resected, and subsequently a cone-shaped speculum containing a Sony MDR-E464 miniature speaker was sutured to the meatal stump.
B. Acoustic stimuli
Stimuli were monaurally presented in above described closed-field set up. Calibration of the sound delivery system was performed in situ over a range of 0.4-20 kHz using a 3.2-mm ͑1/8-in.͒ Bruël & Kjaer probe microphone ͑type 4170͒. The microphone was inserted into the ear canal through the wall of the speculum to 5-10 mm of the tympanic membrane. The speculum and microphone setup resembles closely that suggested by Evans ͑1979͒. Maximum tone intensities were limited to 85 dB SPL to avoid any distortion.
We presented pure-tone stimuli, complex stimuli with a rippled spectrum ͑ripple stimuli͒, natural voiced vowels, and synthetic unvoiced vowels. A Hewlett-Packard 9000/800 series minicomputer controlled stimulus delivery. Pure-tone stimuli of 200-ms duration were generated using a function generator, the vowels were taken from a data base and the other stimuli were computer synthesized. All stimuli were gated to obtain rise and fall times of 7 ms, and then fed FIG. 1. Schematic of a rippled spectrum stimulus. It is composed of 101 tones equally spaced along the logarithmic frequency axis between 0.25 and 8 kHz. The envelope of the complex is sinusoidally modulated along the logarithmic frequency axis and the amplitude scale is linear. The ripple phase is defined relative to a sine wave starting at the left edge. For the ripple shown, the ripple frequency ⍀ is 0.4 cycles/octave, the ripple phase is 0, and the ripple amplitude is 90%.
FIG. 2.
͑A͒ Frequency spectra of the six natural vowels used in the experiment, /a/, /}/, 2 different /i/'s, and 2 different /u/'s. The thin line represents the Fourier spectrum and the thick line represents the smoothed spectral envelope which is obtained using linear predictive coding ͑LPC͒. ͑B͒ Frequency spectra of six unvoiced synthesized vowels. These sounds were composed of 101 logarithmically distributed frequency components between 0.25 and 8 kHz ͑as used in the ripple stimuli, see Fig. 1͒ . The spectral envelope was derived from the LPC-smoothed spectral envelope of the six natural vowels shown in ͑A͒. The envelope was modified such that the maximum peak was at 90% and the minimum trough was at Ϫ90% comparable to the amplitude of the ripple stimulus. The vertical lines schematically represent the frequency components, and the thick line represents the envelope.
through an equalizer into the earphone. The interstimulus interval was 1.2 s for the natural vowels, and 1.0 s for the other stimuli.
A schematic of the ripple stimulus is shown in Fig. 1 . It consisted of 101 tones that were equally spaced along the logarithmic frequency axis and spanning 5 octaves from 0.25 to 8 kHz. The envelope of the complex was modulated sinusoidally on a linear amplitude scale. The ripple amplitude or depth, ⌬A, defined as the maximum percentage change in the component amplitudes, was 90%. The overall level of the ripple stimulus is given by the level of the corresponding flat complex (⌬Aϭ0). Thus, if the sound pressure level for a flat complex with 101 components is L 1 , the level of a single component is L 1 Ϫ10 log(101)ϷL 1 Ϫ20 dB. Usually the overall level was set 10-20 dB above the threshold to tones at BF. The ripple frequency ͑⍀͒ is measured in units of cycles/octave against the logarithmic frequency axis. The ripple phase ͑͒ is measured in degrees relative to a sine wave starting at the left edge ͑low-frequency edge͒ of the complex ͑Fig. 1͒. In a single test both ⍀ and are randomly varied, ⍀ from 0 to 1.4 cycles/octave with 0.2 steps, and over the full 360°cycle in steps of 45°. The duration of the complex stimulus bursts was 50 ms.
Six different vowels were taken from steady-state speech segments in the TIMIT database: /a/, /}/, 2 different /i/'s, and 2 different /u/'s. Subsequently, these vowels were preemphasized ͑see Rabiner and Juang, 1993; Eq. 3.69, we applied ãϭ0.9͒ thereby enhancing energy at high frequencies. Figure 2͑A͒ shows the amplitude spectra of the six vowels with their smoothed envelope obtained using linear predictive coding ͑LPC͒. The duration of the vowels was 80-140 ms. The vowels were presented at 1-3 levels typically in a range of 47-67 dB SPL.
Unvoiced versions of the natural vowels were synthesized using the smoothed spectral envelope of the natural vowels, and the carrier and other stimulus characteristics of the ripple stimuli ͓see Fig. 2͑B͔͒ . The spectrum was modified such that the maximum peak was at 90% and the minimum trough was at Ϫ90% according to the ripple-stimulus amplitude that was used, and the spectral range was 0.25-8 kHz. The transformation to the percentage scale is unlikely to significantly affect the response ͑Shamma et al., 1995͒. The duration of the unvoiced vowels was 50 ms. The unvoiced vowels were presented at the level at which the ripple stimulus was presented, and often at one or two more levels in the range 45-65 dB SPL.
C. Recordings
Action potentials were recorded using glass-insulated tungsten microelectrodes with 5-6 M⍀ tip impedances. Electrode penetrations were made orthogonal to the cortical surface, and in each penetration, one or two cells were studied. A search stimulus consisted of pure tones manually swept across frequency at various levels. Neural signals were amplified (ϫ10 000) and filtered ͑0.5-5 kHz bandpass͒ and led through a time-amplitude window discriminator ͑BAK electronics, model DIS-1͒. Single-unit spikes were separated and identified on the basis of their waveform and amplitude. During recording the waveform is monitored in order to check the stability of the spike waveform. The time of spike occurrence relative to stimulus delivery was stored using the HP 9000/800 computer. In a single test a type of stimulus ͑tone, ripple, voiced vowel, or unvoiced vowel͒ is presented and the stimulus parameters ͑including sound level͒ are varied in random order.
D. Data analysis for responses to tonal stimuli
We used the definitions for various response parameters as given by Kowalski et al. ͑1995͒ . The best frequency ͑BF͒ is defined as the frequency which elicits the maximum response at a low level ͑10-20 dB above threshold͒. After manual assessment of the excitatory region, BF was determined by randomly presenting tones at a low stimulus level with a frequency resolution up to 1/8 octave. The rate-level function at BF was measured over the range of 35-85 dB SPL. The rate-level curve is considered nonmonotonic if the spike count at higher intensities has decreased by more than 25% of the maximum spike count. The best intensity is defined for nonmonotonic curves as the intensity which elicits maximum response, for monotonic curves as the highest level used ͑85 dB SPL͒. The threshold is the intensity at which the spike count reached 10% of the maximum. In determining the various parameters, corrections have been made for the cell's spontaneous rate. Spike counts were made over a time window from 10 to 60 ms after onset of the stimulus. Figure 3 shows responses of an AI unit to the ripple stimuli and it illustrates the analysis applied. Full details of the analysis are described in . In Fig.  3͑A͒ , the raster shows the responses to different phases of the ripple at ⍀ϭ0.8 cycles/octave. Spike counts, obtained from 15 repetitions of each stimulus, were made over a 60-ms time window starting 10 ms after the onset of the stimulus. The spike count curve shown in the inset plot to the right of the raster demonstrates the dependence of the response on the phase of the ripple. In Fig. 3͑B͒ , such spike counts from all ripple frequencies are combined in one display. The baseline at each ripple frequency was set equal to the spike count obtained from the flat spectrum (⍀ϭ0). The best sinusoidal fit to the data ͑solid line͒ at each ripple frequency yield amplitude and phase values, and accordingly a transfer function, AC 1 (⍀), is obtained. In order to account for statistical noise and the quality of the sinusoidal fit the amplitude of the transfer function is adjusted as follows. An eight-point Fourier transform is performed on the spike counts at each ripple frequency. The magnitude and phase of the first harmonic, AC 1 (⍀), is extracted and weighted by the rms value of the response as follows ͑Shamma et al., 1995͒:
E. Data analysis for responses to ripple stimuli
where ͉AC i (⍀)͉ is the magnitude of the ith Fourier component of the response. In general terms T(⍀) can be written as follows:
where jϭͱϪ1. Figure 3͑C͒ shows the ripple transfer function T(⍀): the magnitude ͉T(⍀)͉ ͑left͒ and the unwrapped phase ͑⍀͒ ͑right͒. Note that the phase relation is approximately linear. The ripple transfer function can be inverse Fourier transformed to obtain the response field ͑RF͒ of the cell which is shown in Fig. 3͑D͒ . The RF can be interpreted as an isointensity frequency response curve with the positive peak representing the excitatory portion and the negative peak representing the inhibitory portion.
Several parameters characterize the ripple transfer function and the RF. Figure 4 shows data of three main param- FIG. 3 . The analysis of the responses to rippled stimuli. ͑A͒ Raster of the responses of an Al cell ͑185/13c; BF of 2.4 kHz͒ to a rippled spectrum stimulus with a fixed ripple frequency (⍀ϭ0.8 cycles/octave) and various ripple phases ͑0-315 degrees in steps of 45 degrees͒. The rise and fall time of the stimulus burst is 7 ms and its duration 50 ms. The stimulus is repeated 20 times for each ripple phase. Spike counts are computed over a time window 10-70 ms after the stimulus onset ͑indicated by the dashed lines͒, and are displayed in the inset plot to the right of the raster. ͑B͒ Spike counts as a function of ripple phase for various ripple frequencies ⍀ between 0 and 1.4 cycles/octave. At each ⍀, spike counts are indicated by the circles, and the solid line is the best sinusoidal fit to the points ͑in the sense of mean square error͒. The baseline at each ripple frequency was set equal to the average spike count to the flat spectrum (⍀ϭ0). ͑C͒ The transfer function T(⍀) is derived from the magnitude and phase of the sinusoidal fitted curve shown in ͑B͒. The plot to the left shows the magnitude of the transfer function ͉T(⍀)͉, where the characteristic ripple frequency ⍀ 0 is the location of the maximum of ͉T(⍀)͉. The right plot shows the phase of the transfer function, ͑⍀͒, where the solid line represents a linear fit to the data with intercept 0 and slope x 0 . ͑D͒ The response field ͑RF͒ of the cell is derived by an inverse Fourier transform of the transfer function T(⍀). The dashed curve represents the envelope of the RF. The distance from the left edge of the rippled spectrum to the center of the RF envelope is given by k2/⌬ϩx 0 , where ⌬ is the step size of the ripple frequencies ⍀ tested, and k is an integer у1. The location of the maximum of the RF is defined as BF RF . eters and illustrates their significance. The most obvious one and easily interpretable is the location of the maximum of the RF along the tonotopic axis. This generally corresponds very well to the tonal BF of the cell ͓Fig. 4͑B͔͒ and will be labeled accordingly as BF RF . The second parameter is the characteristic ripple frequency, ⍀ 0 , which is the ripple frequency where the magnitude, ͉T(⍀)͉, is maximum. Figure  4͑C͒ shows that ⍀ 0 inversely relates to the width of RF: in general, the higher ⍀ 0 the narrower RF, and vice versa. Third, the characteristic ripple phase, 0 , is the intercept of the phase function ͑⍀͒. It is derived by fitting a line to the phase function ͓see Eq. ͑6͒, ͑⍀͒ϭx 0 ⍀ϩ 0 , ͑3͒ where x 0 is the slope of the line. The parameter 0 indicates the asymmetry of the RF about its center ͓Fig. 4͑D͔͒. For instance, the RF is symmetric for 0 Х0, and strongly asymmetric for 0 ХϪ90°or 0 Х90°͓as in Fig. 3͑D͔͒ .
F. Data analysis for responses to vowels
The responses to vowels were obtained from 40 repetitions of each vowel stimulus, and spike counts were made over a 60-ms time window starting 10 ms after the onset of the vowel. The responses were analyzed either across units or across vowels. The former type of analysis provided a population response, in which case the response was normalized by dividing by the maximum response found to BF tones ͑cf. Sachs and Young, 1979͒. In the other type of analysis the responses of a cell to the six different vowels are considered relative to each other, i.e., we examine whether the cell responds better to the one than to the other vowel. In this case normalization was not necessary. The relative vowel responses are compared to predictions.
The prediction model basically follows the linear ripple analysis applied in Shamma and Versnel ͑1995͒. In that paper the stimuli were profiles shifting along the logarithmic frequency axis, i.e., with a constant ripple frequency content ͑two or more ripple components͒ and a varying ripple phase, and the responses were predicted by superposition of the responses to individual components. This superposition can be computed either in the ripple domain by taking the inverse Fourier transform of the product of the cell's ripple transfer function and the stimulus' ripple spectrum or in the logarithmic frequency domain by crosscorrelating the cell's RF with the stimulus' spectral profile. In this paper the stimuli are six profiles which differed in ripple frequency content and ripple phase content. We predicted for each cell the relative responses to the vowels in the logarithmic frequency domain as follows ͓cf. Eq. ͑5͒ in Shamma and Versnel, 1995͔:
where integer kϭ1,2,...,6 denotes the vowel, x is the logarithmic frequency axis, w(x) is the RF and p(x) the spectral profile. Strictly speaking, for each vowel k the center element of the cross correlation of w(x) and p(x) is computed whereas Shamma and Versnel computed the entire cross correlation vector in order to predict responses to shifting profiles. The right term of Eq. ͑4͒ can be thought of as a match between the profile and RF which is illustrated in Fig. 5 . When the vowel's spectral profile matches the RF, e.g., because a formant peak coincides with an excitatory area, then the response is predicted to be large; this is demonstrated for both vowels /i/ in Fig. 5 . When the match is poor, e.g., because a formant coincides with an inhibitory area, then the response is predicted to be weak; this is demonstrated for the vowel /u/ 1 . It is obvious from Eq. ͑4͒ that an absolute response amplitude or discharge probability is not predicted, instead one predicts whether the response to the one vowel is stronger than to the other. The value of r p (k) is between Ϫ1 and 1. For the prediction the profile p(x) is dB scaled, which gave similar but slightly better results than linear scaling. In order to examine whether the entire RF is needed to predict the vowel responses or instead information of the BF FIG. 5 . Example of RF of AI unit ͑thick line͒ with vowel's spectral profiles ͑thin lines͒. The vowel profiles are scaled and aligned to the RF. The ordinate is given in RF units ͑spike count͒. The asterisk reflects the prediction of the response to the vowel which is the cross correlation of the RF and vowel's spectral profile ͓see Eq. ͑4͔͒. location alone might be sufficient, we also performed predictions assuming that RF only consists of a sharp excitatory peak at BF. This prediction was as follows:
where x BF is the location of BF along the logarithmic frequency axis. For each cell a correlation coefficient R is computed using linear regression analysis of the predicted and measured responses, and R 2 is used as a measure of the accuracy of the prediction. For cases where RϽ0, R 2 was made 0 in statistical analyses and data presentation. 
II. RESULTS
We collected data from 113 single units in 6 ferrets. For all units the response to BF tones at the best intensity varied from 0.5 to 4.9 spike per stimulus presentation. The response to the optimal vowel varied from 0.1 to 5.4 spike, and could be twice as large as the response to BF tones at best intensity. A large majority of BFs were between 1.2 and 3 kHz ͑79%͒. For 109 units ͑96%͒ the BF estimated from the RF differed less than 0.5 octave from BF measured to tones ͓see Fig. 4͑B͔͒ . A BF difference ͉BF tone ϪBF RF ͉ can be caused by errors in the RF or tonal BF assessments, and/or by nonlinearities ͑cf. . Therefore, BF difference can be used as a rough indicator of RF goodness, and we shall examine whether RF predictions of vowel responses ͓see Eqs. ͑4͒ and ͑5͔͒, are related to this measure. Figure 6 plots threshold, best intensity, ⍀ 0 , and 0 , as a function of the unit's BF, parameters which characterize the unit's stationary response behavior to a great extent. The data are expressed as averages over 0.25 octave in order to be able to relate them to vowel response profiles which are shown in a later figure ͑Fig. 8͒. The parameters have average values expected on the basis of previous reports ͑Kelly et Kowalski et al., 1995; . This report, however, covers mostly a lower BF range ͑below 3 kHz͒ than our previous reports on ripple responses. Figure 6 shows that in this range the parameters were fairly constant compared to the variations observed at higher BFs ͑3-8 kHz͒, partially due to the lower sample sizes. Figure 7 shows typical examples of responses of two different AI units to vowel stimuli. The responses are phasic as generally is the case, at least at normal levels of barbiturate anesthesia, for responses to other stationary stimuli such as tones. The two examples in Fig. 7 demonstrate two important response features. First, both units respond selectively, e.g., the unit in Fig. 7͑A͒ responds much stronger to the /i/ vowels than to the other ones, and the unit in Fig. 7͑B͒ prefers the /u/ 1 vowel. Second, for each unit the responses to the unvoiced and voiced vowels show similar trends. Figure 8 shows normalized spike counts which are averaged over several units in BF segments of a 1/4 octave as a function of BF, resulting in a population response profile. The response profiles are shown for both voiced and unvoiced vowels and for several levels, and they are compared to the vowel spectrum. Focusing on the BF region covered by the majority of units ͑1.4-2.8 kHz, indicated by dashed lines͒ one observes that the response profiles coarsely follow the stimulus spectrum, e.g., the opposite trends of the two vowel spectra are reproduced by the responses, in particular in the 1.4-2 kHz region. However, the responses do not follow the spectral details, e.g., between 2 and 2.8 kHz the response profiles for both vowels are virtually flat while the spectra are sloping. Although the sample size at high BFs is small ͑about 3 units per data point͒, the discrepancy between response profiles and vowel spectra, consistent over all sound levels, is striking. The threshold profile ͓Fig. 6͑A͔͒ does not show the variation with BF that might have accounted for this discrepancy.
A. Basic response characteristics
B. Examples of responses to vowels
C. Population response
D. Predictions: RF approach
For each unit we predicted relative responses to vowels on the basis of the RF of the unit and the spectral profile of the vowel ͓Eq. ͑4͔͒. Figure 9 illustrates for three different units how the RF predictions compare to the experimental responses to voiced vowels. In all three examples a response to the one vowel being significantly larger than to the other vowel is predicted well. The good prediction is reflected by the high value of R 2 ͑greater than 0.7͒. Vowel responses vary with level and consequently, the goodness of the prediction as measured by R 2 varies with sound level of the vowel. Figure 10 shows for six different units the responses for three levels of the voiced vowel ͑A͒ FIG. 8. Average spike count profiles for two different vowels ͑/{/ 2 and /É/ 1 ͒. The responses are normalized by dividing over the response to BF tone at best intensity and subsequently averaged over units in 1/4 octave moving segments at 1/8 octave resolution. The BF is estimated from responses to tones. The dashed lines indicate the region where the number of units per segment is 10 or larger; outside this region the numbers of units are typically between 3 and 5. The bars represent the standard deviation. The thick line represents the envelope of the vowel spectrum, which amplitude scale is indicated in the top plots. ͑A͒ Response profiles for voiced vowels at 67 dB SPL. ͑B͒ Response profiles for voiced vowels at 57 dB SPL. ͑C͒ Response profiles for voiced vowels at 47 dB SPL. ͑D͒ Response profiles for unvoiced vowels at 65 dB SPL. ͑E͒ Response profiles for unvoiced vowels at 55 dB SPL. and the corresponding R as a function of level ͑B͒. In several cases the level dependence of the relative vowel responses was small which is illustrated by the three plots on the left in Fig. 10͑A͒ : all response curves have similar shapes. Consequently, R is stable with level ͓left plot in Fig. 10͑B͔͒ . However, the responses often varied considerably ͓Fig. 10͑A͒, right-side plots͔ and consequently the prediction of the vowel responses could be virtually perfect (R 2 Ͼ0.7) at one level and absolutely false (R 2 Ϸ0) at another level ͓Fig. 10͑B͒, right plot͔. In 30% of the units where we found a decrease of R 2 with increase of intensity the drop was more than 0.4 over 10 dB. These findings were similar for voiced and unvoiced vowels. In the following, the maximum correlation coefficient will be referred to as R max .
We examined whether the best-prediction level relates to the best intensity and/or threshold derived from the rate-level function measured for BF tones. If a change in relative vowel responses giving rise to the level dependence of R 2 is related to nonmonotonic response behavior then one would expect a relation to best intensity. However, multiple regression analysis, with threshold and best intensity as independent variables, indicates that the best-prediction level correlates with threshold but not with best intensity. The regression plots in Fig. 11 demonstrate that the intensity of the best prediction correlates well with threshold at BF for the unvoiced vowels (rϭ0.63) but very weakly for the voiced vowels (rϭ0.17).
The histograms in Fig. 12͑A͒ , ͑B͒ represent the distributions of the maximum squared correlation coefficient, R max,RFv 2 across units for voiced ͑A͒ and R max,RFu 2 for unvoiced vowels ͑B͒. In both histograms the data are split into three groups distinguished by the difference between BF estimates, ͉BF tone ϪBF RF ͉. In both the voiced and unvoiced case the percentage of units with R 2 Ͼ0.4 is significantly larger for units where the smallest BF difference was found ͑ 2 test, PϽ0.05͒. For voiced vowels ͓Fig. 12͑A͔͒, 44% of the units with ͉BF tone ϪBF RF ͉Ͻ0.25 octave have an R max 2 greater than 0.7 ͑as the examples in Fig. 8͒ , and 71% of these units have an R 2 greater than 0.4 reflecting a fair to good prediction. For unvoiced vowels ͓Fig. 12͑B͔͒, R max 2 is greater than 0.7 for 51% of the units with ͉BF tone ϪBF RF ͉Ͻ0.25 octave, and greater than 0.4 for 78%. Table I shows the percentages of units with R 2 Ͼ0.4 and the BF difference less than 0.25 octave at the various sound levels. Comparing the prediction results as just described between unvoiced and voiced vowels we see that the results are slightly better for unvoiced vowels, but R max 2 is not significantly larger for unvoiced than for voiced according to a nonparametric test ͑Wilcoxon test, pϾ0.1͒.
We examined whether the indices R max 2 vary with any of the characteristic response parameters threshold, best intensity, ⍀ 0 , or 0 . R max 2 was larger for units with a medium ⍀ 0 ͑0.4-0.8 cycles/oct͒ than for high or low ⍀ 0 , which was significant for both voiced and unvoiced vowels ͑pϽ0.05, ANOVA F test͒. There was no significant relation for other parameters.
The spectral envelope is used as the stimulus descriptor in the prediction ͓see Eq. ͑4͔͒. If indeed the response is determined by the spectral envelope ͑and not by, e.g., the harmonic fine structure͒, then the responses to the voiced and unvoiced vowels, which have the same envelope but different carriers ͑Fig. 2͒, would be expected to be very similar. Figure 12͑C͒ demonstrates this similarity for a majority of neurons. Figure 12͑C͒ shows the distribution of the index R max,vu 2 , which is a measure of the match between the responses to voiced and unvoiced for the sound levels with the best match: 61% of the neurons have R 2 greater than 0.7 ͑as in Fig. 7͒ , and 80% have R 2 greater than 0.4.
E. Predictions: BF approach
We wanted to know whether the entire RF is needed to predict the vowel responses or instead information of the BF location alone might be sufficient. Thus, the vowel response was predicted assuming that the RF only consisted of a narrow peak at BF ͓Eq. ͑5͔͒. Figure 13 shows the experimental responses versus these BF-predicted responses for the same three units for which the RF-predicted responses are shown in Fig. 9 . The predictions as judged from the correlation coefficients R are fair to good (R 2 Ͼ0.4). However, BF predictions are worse than RF predictions, especially in one case ͑C͒ where the decrease in R 2 is considerable. Focusing on the latter case we see that the responses to /a/, /u/ 1 , and /u/ 2 are predicted to be similar according to the BF prediction while the response to /u/ 1 is by far the largest according to the RF prediction ͓Fig. 9͑C͔͒. The reason for the difference between the predictions is illustrated in Fig. 14 which shows the RF and vowel profiles. All three vowels, /a/, /u/ 1 , and /u/ 2 , have a formant peak around BF giving rise to excitation. However, unlike /u/ 1 , both vowels /a/ and /u/ 2 have a formant peak at frequencies corresponding to the RF inhibitory sideband above the BF, which gives rise to significant inhibition canceling the excitatory response. In cases A and B the effects of inhibition are more subtle. For instance, examination of the RF of case A ͑shown in Fig. 5͒ reveals that both BF and RF predictions should be very similar ͑large response for the /i/'s, smallest response for /u/ 1 ͒.
The difference between R 2 obtained from the RF prediction and BF prediction for the examples shown in Figs. 9 and 13 were 0.1-0.3. These differences are typical as illustrated in Fig. 15 which shows distributions of these differences, R RF 2 ϪR BF 2 , across all units for voiced ͑A͒ and unvoiced ͑B͒ 11 . Intensity of best prediction versus threshold at BF for voiced ͑A͒ and unvoiced ͑B͒ vowels. The intensity of best prediction is determined if data at three intensity levels are available and R max Ͼ0.4, or if data at two intensity levels are available and R max Ͼ0.9. For all AI units ͉BF tone ϪBF RF ͉Ͻ0.5 octave. vowels. The distribution histograms reveal that for a majority of units the prediction is better, often to a small extent, when based on the entire RF than when based solely on BF. For units with ͉BF tone ϪBF RF ͉Ͻ0.25 octave the R 2 difference is larger than for units with 0.25Ͻ͉BF tone ϪBF RF ͉Ͻ0.5 octave, which is statistically significant for voiced vowels at 57 dB SPL ͓Fig. 15͑A͔͒ and for unvoiced vowels at 55 and 65 dB SPL ͑pϽ0.05, Mann-Whitney test͒. The results of the statistical analysis of the R 2 difference of units with ͉BF tone ϪBF RF ͉Ͻ0.25 octave are given in Table II and show that the R 2 difference is small but significant for all but one sound level ͑pϽ0.05, Wilcoxon test͒.
In Fig. 16 the distributions shown in Fig. 15 are plotted as a function of BF in the same mode as Fig. 8 . Two features are evident: between 1.4 and 2.8 kHz where the response and vowel profiles are similar ͑Fig. 8͒ the RF prediction is better than the BF prediction, and around 4 kHz where the largest discrepancy between response and vowel profiles was found the RF prediction is worse than the BF prediction.
The difference between R's did not significantly vary with any of the parameters threshold, best intensity, ⍀ 0 , or 0 .
III. DISCUSSION
A. Encoding of vowels at central auditory level
Few data are known on vowel responses at high auditory centers. In contrast, numerous reports have addressed the neural representation of vowel or vowellike sounds in the peripheral auditory system ͑e.g., Sachs and Young, 1979; Young and Sachs, 1979; Delgutte and Kiang, 1984; Palmer et al., 1986 ; see overview in Palmer, 1996͒. The main thread throughout these reports is the question of place and time representation. The auditory nerve and cochlear nucleus have the response properties to use either a rate-place or temporalplace coding scheme to transfer essential information on the vowel to the central system.
The auditory cortex probably plays a role in the processing of natural complex sounds. This role is evident in the bat ͑Suga, 1984͒, but not in other mammals in spite of several studies which used in particular animal vocalizations ͑New-man and Wollberg, 1973; Winter and Funkenstein, 1973; Sovijärvi, 1975͒. Since those early studies the use of complex stimuli for the study of the cortex in mammals other than the bat has been limited, and more commonly, simple stimuli and semi-complex stimuli as amplitude-and frequency-modulated tones were used. Recently, more use has been made of complex and natural stimuli to characterize cortical responses ͑Schreiner and Calhoun, 1994; Schreiner and Wong, 1996; Kowalski et al., 1996a; Ohl and Scheich, 1997͒. Shamma and Versnel ͑1995͒ suggested that for a majority of cells in AI the response to a broadband sound stimulus ͑expressed in spike count͒ is based on a linear summation of responses to the ripple components of the spectral envelope of the stimulus. In that paper the sounds used were purposely composed of a few ripple components in order to have a direct test of a ripple superposition. It was still unclear, however, whether this concept, which we refer to as ripple analysis, would in general apply to broadband sounds with any spectral profile. In this paper we addressed this question by examining the responses to vowel sounds in AI in relation- ship to the ripple responses. The major findings are as follows. First, for most AI cells ͑71%͒ the relative responses to natural vowels could be predicted on the basis of the cell's response field ͑which consists of both excitatory and inhibitory regions͒ and the smoothed spectral envelope. Second, the responses could be predicted to a fair extent on the basis of the BF ͑rate-place coding͒, but predictions on the basis of RF were significantly better. These findings indicate that for most units in AI the ripple analysis applies to natural vowels and to stimuli with natural spectral profiles, thus confirming the ripple analysis as feasible method to characterize Al responses to broadband sounds. Ohl and Scheich ͑1997͒ combined 2DG mapping of responses to synthetic 2-formant vowels with single unit recordings in gerbil AI. Their study demonstrated that spectral profiles are analyzed by features that characterize the entire RF such as bandwidth and inhibitory side bands, thus it supports our findings. found in marmoset AI that the major features of marmoset's vocalization spectra were reflected by the response profiles. This agrees with our finding that the vowels, to some extent, can be encoded on the basis of rate-place information, point-to-point. One might wonder why this straight forward BF coding scheme, although inferior to the ripple coding, holds reasonably well. First, according to the ripple analysis the response to the BF component of the stimulus is included in the total response. Second, when the vowel has a formant peak around BF giving rise to strong excitation, often the troughs of the spectrum lie at the inhibitory regions of the RF giving rise to a weak inhibitory contribution to the total response ͑e.g., Fig.  5 , /i/ 1 ͒, and vice versa, i.e., a weak excitatory component of the vowel response accompanies a strong inhibitory component ͑e.g., Fig. 5 , /u/ 1 ͒. Consequently, the inhibitory effects enhance the contrast between responses to different spectra that already exist due to the excitatory components. Thus it might be a direct consequence of ripple coding that place coding appears to exist.
B. Factors that influence the prediction
There are various factors which influence the prediction of the vowel response on the basis of the ripple model. There might be conditions under which the prediction model ͓Eq. ͑4͔͒ is not valid. In testing the model we assume that the RF is well estimated, that the fine structure of the spectrum can be neglected, and that the vowel responses are measured correctly. In the following we discuss assumptions and conditions involved in the prediction.
Estimation of the response field
In applying the prediction model formulated in Eq. ͑4͒ it is assumed that an Al cell has one unique RF. However, it is not obvious that this is the case. In the primary visual cortex it appears that the receptive field is not static ͑Gilbert et al., 1996͒. For instance, the response of a VI cell to stimuli within the receptive field appears to depend on the context in which those stimuli are presented. Thus the RF depends on the stimulus used. Is this also true for AI? We found that RFs measured with tones were generally similar to RFs especially with respect to BF. However, level dependence for the two measures is quite different as RFs measured by ripples are quite stable over a 20-30 dB range ͑Shamma et al., 1995͒ while tuning to tones can vary dramatically over that same range. We ascribe this discrepancy to nonlinearities that exist along the auditory pathway and are more manifest for narrow band than for broadband stimuli ͑Shamma and Versnel, 1995͒. Therefore, it is expected that RFs derived from responses to broadband stimuli would be superior to tonal response measures in order to predict responses. Apart from this principle argument, there are more practical reasons to prefer broadband sounds above narrow-band sounds ͑see also . For instance, the lack of spontaneous activity causes a problem in measuring inhibitory regions using tones.
The ripple responses can be affected by nonlinearities as half-wave rectification and saturation ͑extensively discussed in . At low levels the response is affected by rectification, and at high levels by saturation. Although ripple responses are quite robust with level over a 20-30 dB range, other nonlinear effects than half-wave rectification and saturation cannot be ruled out. In this experiment potential errors due to these nonlinearities were largely avoided by using medium levels, which were in the same range of the levels of the vowels.
We assumed that the RF integrates to zero, but it is well possible that either the excitatory or inhibitory regions dominate ͑which could vary with level, e.g., in nonmonotonic units the inhibitory portion of the RF might be larger at high levels͒. The dip in the response profile around 4 kHz ͑Fig. 8͒ which was unexpected considering the local peak in the vowel spectrum could be caused by inhibitory effects which were stronger than estimated. The relatively low best intensity around 4 kHz ͓Fig. 6͑B͔͒ suggests such strong inhibitory effects. Finally, the RF estimate is affected by statistical noise. A comparison with tonal responses, reflected by the BF difference ͉BF tone ϪBF RF ͉ was used as criterion to distinguish RF estimates effected by noise or nonlinearities.
Fine spectral structure
The predictions are based on the RF and smoothed spectral envelope, thus neglecting the carrier of the spectrum. A large effect of, e.g., the fine harmonic structure is not expected as this fine structure contains high ripple frequencies ͑above 2 cycles/octave͒ which will be filtered by most neurons ͓highest ⍀ 0 was 1.2 cycles/octave, Fig. 4͑C͔͒ . Similar results obtained for unvoiced and voiced vowels ͓Fig. 12͑C͔͒ confirm that the effect of the carrier is small. The responses to unvoiced vowels can be slightly better predicted ͓Fig. 12͑A͒, ͑B͒; Table I͔ . This was expected since the carrier is the same as for the rippled stimuli which were used to derive the RF. Yet, the difference is small which underlines that the response is primarily determined by the global spectral structure.
C. Nonlinearities of vowel responses
Half-wave rectification and saturation will affect vowel responses as these nonlinearities affect ripple responses ͑see above͒. An example of possible half-wave rectification in vowel responses is the response to /u/ 1 in Fig. 9͑A͒ : this is predicted to be smaller than that to /a/, but the response to /a/ is virtually zero, and consequently the response to /u/ 1 cannot be smaller. Shamma and Versnel ͑1995͒ assessed the subthreshold and supersaturation regions of the responses to multiple-ripple profiles, thus reconstructing the measured response. The correlation between reconstructed and predicted responses was significantly larger than that found between measured and predicted ͑R increased by 0.11͒. The biophysical correlate of the reconstructed signal can be thought of as the synaptic potential. The synaptic potential which underlies the neural activity exhibits less saturation and negative responses, and thus is expected to behave more linearly. Jagadeesh et al. ͑1993͒ experimentally confirmed this by demonstrating that the membrane potential of visual cortical cells evoked by a complex stimulus ͑moving grating͒ can be accurately predicted assuming linearity whereas prediction of the corresponding neural response requires nonlinear components ͑Reid et al., 1991͒. It would be of great interest to record intracellularly in AI, analogously to Jagadeesh's experiments, to test the ripple analysis without the distorting effects of threshold and saturation.
D. Level dependence of vowel responses
In a majority of the units recorded the relative vowel responses did not vary significantly with absolute level over a 20-dB range ͓Fig. 10͑A͔͒, which is consistent with our findings on multiple-ripple profiles ͑Shamma and Versnel, 1995͒. In several cases however, the vowel response often changed with level, sometimes to an extent that within 10 dB a response changed from well predictable to unpredictable ͓Fig. 10͑B͔͒. These were changes that cannot only be ascribed to saturation or half-wave rectification. We conclude that in general there is an optimal level for which the vowel response can be predicted on the basis of the ripple model and that the linear ripple analysis is restricted to a certain level range. This leaves us with the question how the cortex can apply its ripple analysis to encode profiles over a large range of sound levels. One possibility is that the cortex utilizes the spread of optimal levels across units ͑Figs. 10 and 11͒ to encode by means of the ripple analysis at any level. It is likely that optimal levels in mammalian AI in general are represented over a large range given the correlation of optimal level with threshold ͑Fig. 11͒ and the large range of thresholds available along isofrequency contours ͑Schreiner et al., 1992͒. The ripple analysis model as discussed in previous papers proposes AI to analyze a profile along three dimensions which are spatially organized across AI ͑BF, ripple frequency, ripple phase͒. The optimal level could be added as a fourth dimension.
Responses at levels outside the optimal range ͑not following the ripple analysis͒ remain puzzling as they seem to distort the ripple encoding of spectral profiles. One might have to assume that at a particular level the responses of units evoked at their optimal level dominate the responses of units responding outside their optimal levels.
IV. CONCLUSIONS
In this paper we have demonstrated that for most units in AI responses to natural vowels can be predicted by crosscorrelating the RF and the smoothed spectral envelope of the vowel. In other words, the vowel responses are based on a linear summation of responses to the ripple components of the smoothed spectral envelope of the vowel. This confirms findings in our previous paper with respect to AI responses to synthetic spectra ͑Shamma and Versnel, 1995͒. Thus more evidence is provided that AI performs a Fourier-like analysis on the spectral profile of a broadband sound rather than a point-to-point analysis ͑as a rate-place representation͒. This
