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We assess electrical brain dynamics before, during, and after one-hundred human epileptic seizures
with different anatomical onset locations by statistical and spectral properties of functionally defined
networks. We observe a concave-like temporal evolution of characteristic path length and cluster
coefficient indicative of a movement from a more random toward a more regular and then back toward
a more random functional topology. Surprisingly, synchronizability was significantly decreased during
the seizure state but increased already prior to seizure end. Our findings underline the high relevance
of studying complex systems from the view point of complex networks, which may help to gain deeper
insights into the complicated dynamics underlying epileptic seizures.
Epilepsy represents one of the most common
neurological disorders, second only to stroke. Pa-
tients live with a considerable risk to sustain seri-
ous or even fatal injury during seizures. In order
to develop more efficient therapies the pathophys-
iology underlying epileptic seizures should be bet-
ter understood. In human epilepsy, however, the
exact mechanisms underlying seizure termination
are still as uncertain as are mechanisms underly-
ing seizure initiation and spreading. There is now
growing evidence that an improved understand-
ing of seizure dynamics can be achieved when con-
sidering epileptic seizures as network phenomena.
By applying graph-theoretical concepts, we ana-
lyzed seizures on the EEG from a large patient
group and observed that a global increase of neu-
ronal synchronization prior to seizure end may be
promoted by the underlying functional topology
of epileptic brain dynamics. This may be consid-
ered as an emergent self-regulatory mechanism
for seizure termination, providing clues as to how
to efficiently control seizure networks.
I. INTRODUCTION
Complex networks can be observed in a wide variety of
natural and man-made systems [1–5], and an important
general problem is the relationship between the connec-
tion structure and the dynamics of these networks. With
graph-theoretical approaches, networks may be charac-
terized using graphs, where nodes represent the elements
of a complex system and edges their interactions. In the
study of brain dynamics [6, 7], a node may represent the
dynamics of a circumscribed brain region determined by
electrophysiologic [8–10] or imaging techniques [11–13].
Then two nodes are connected by an edge, or direct path,
if the strength of their interaction increases above some
threshold. Among other structural (or statistical) param-
eters, the average shortest path length L and the clus-
ter coefficient C are important characteristics of a graph
[1, 14]. L is the average fewest number of steps it takes to
get from each node to every other, and is thus an emer-
gent property of a graph indicating how compactly its
nodes are interconnected. C is the average probability
that any pair of nodes is linked to a third common node
by a single edge, and thus describes the tendency of its
nodes to form local clusters. High values of both L and C
are found in regular graphs, in which neighboring nodes
are always interconnected yet it takes many steps to get
from one node to the majority of other nodes, which are
not close neighbors. At the other extreme, if the nodes
are instead interconnected completely at random, both
L and C will be low.
Recently, the emergence of collective dynamics in com-
plex networks has been intensively investigated in various
fields [15–31]. It has for example been proposed that ran-
dom, small-world, and scale-free networks, due to their
small network distances, might support efficient and sta-
ble globally synchronized dynamics [15, 32, 33]. Synchro-
nized dynamics, however, depends not only on statistical
but also on spectral properties of a network, which can
be derived from the eigenvalue spectrum of the Lapla-
cian matrix describing the corresponding network [34].
Although a number of studies reported on a correlation
between statistical network properties (such as degree
homogeneity, cluster coefficient, and degree distribution)
and network synchronizability, the exact relationship be-
tween the propensity for synchronization of a network
and its topology has not yet been fully clarified.
One of the most challenging dynamical systems in na-
ture is the human brain, a large, interacting, complex
network with nontrivial topological properties [11, 13,
235, 36]. Anatomical data, theoretical considerations, and
computer simulations suggest that brain networks exhibit
high levels of clustering combined with short average
path lengths, which was taken as an indication of a small-
world architecture [6, 37, 38]. A disorder of the brain that
is known to be particularly associated with changes of
neuronal synchronization is epilepsy along with its cardi-
nal symptom, recurrent epileptic seizures. Seizures are
extreme events with transient, strongly enhanced col-
lective activity of spatially extended neuronal networks
[39, 40]. Despite considerable progress in understanding
the physiological processes underlying epileptic dynam-
ics, the network mechanisms involved in the generation,
maintenance, propagation, and termination of epileptic
seizures in humans are still not fully understood. There
are strong indications that seizures resemble a nonlinear
deterministic dynamics [41], and recent modeling stud-
ies [42–47] indicate the general importance of network
topology in epilepsy. Clinical and anatomic observations
together with invasive electroencephalography and func-
tional neuroimaging now provide increasing evidence for
the existence of specific cortical and subcortical epilep-
tic networks in the genesis and expression of not only
primary generalized but also focal onset seizures [10, 48–
55]. An improved understanding of both structure and
dynamics of epileptic networks underlying seizure gen-
eration could improve diagnosis and, more importantly,
could advice new treatment strategies, particularly for
the 25% of patients whose seizures cannot be controlled
by any available therapy.
In order to gain deeper insights into the global network
dynamics during seizures we study – in a time resolved
manner – statistical and spectral properties of function-
ally defined seizure networks in human epileptic brains.
We observe that, while seizures evolve, statistical network
properties indicate a concave-like movement between a
more regular (during seizures) and a more random func-
tional topology (prior to seizure initiation and already
before seizure termination). Network synchronizability,
however, is drastically decreased during the seizure state
and increases already prior to seizure end. We speculate
that network randomization, accompanied by an increas-
ing synchronization of neuronal activity may be consid-
ered as an emergent self-regulatory mechanism for seizure
termination.
II. METHODS
We retrospectively analyzed multichannel (n = 53 ±
21 channels) electroencephalograms (EEG) that were
recorded prior to, during, and after one-hundred focal
onset epileptic seizures from 60 patients undergoing pre-
surgical evaluation for drug-resistant epilepsy. Seizure on-
sets were localized in different anatomical regions. All
patients had signed informed consent that their clinical
data might be used and published for research purposes.
The study protocol had previously been approved by the
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FIG. 1. Deriving the adjacency matrix. a, Representative
EEG recording with 53 bipolar channels during the initial part
of a seizure. b, The maximal lag-correlation matrix R is com-
puted for a sliding window w of 2.5s (500 sampling points).
The adjacency matrix is constructed by adaptive threshold-
ing in such a way that the resulting binary adjacency matrix
A (shown in c) represents a connected graph. Each white
square indicates that the corresponding nodes (EEG signals)
are connected.
ethics committee of the University of Bonn. EEG data
were recorded via chronically implanted strip, grid, or
depth electrodes from the cortex and from within rele-
vant structures of the brain, hence with a high signal-to-
noise ratio. Signals were sampled at 200 Hz using a 16
bit analog-to-digital (A/D) converter and filtered within
a frequency band of 0.5 to 70 Hz. In order to minimize
the influence of a particular referencing of electrodes on
spatially extended correlations, we here applied a bipolar
re-referencing prior to analyses by calculating differences
between signals from nearest neighbor channels.
We defined functional links [9–11, 56] between any pair
of bipolar EEG channels i and j (i, j ∈ [1, n]) – regard-
less of their anatomical connectivity – using the cross-
correlation function as a simple and most commonly used
measure for interdependence between two EEG signals
[57–61], which is both computationally efficient and, in
light of the known correlation-based changes of synaptic
strengths [62], also physiologically plausible. We used a
sliding window approach (see Fig. 1) to estimate the el-
ements ρmaxij of the normalized maximum-lag correlation
matrix R
3ρmaxij = max
τ
{
C(xi, xj)(τ)√
C(xi, xi)(0)C(xj , xj)(0)
}
(1)
where
C(xi, xj)(τ) =
{ ∑wl−τ
t=1 xi(t+ τ)xj(t), τ ≥ 0
C(xj , xi)(−τ), τ < 0
(2)
denotes the cross-correlation function. This function
yields high values for such time lags τ for which the sig-
nals xi(t + τ) and xj(t) have a similar course in time.
The sliding window w had a duration wl = 2.5 s (500
sampling points; no overlap), which can be regarded as
a compromise between the required statistical accuracy
for the calculation of the cross-correlation function and
approximate stationarity within a window’s length. xi(t)
denotes the normalized (zero mean and unit variance)
EEG signal at channel i. From time-resolved matrices
R(w) we derived adjacency matrices A(w) by threshold-
ing:
aij =
{
1, i 6= j ∧ ρmaxij ≥ T (w),
0, otherwise
(3)
Elements on the main diagonal of A were set to 0
in order to exclude self-connections of nodes. Since our
aim is to characterize the evolving global network dy-
namics, we chose, for each time window, the highest
possible threshold for which the resulting graph repre-
sented byA(w) was connected. Starting from a threshold
T (w) = 1 we gradually decreased T (w), and we calcu-
lated, at each step, the second smallest eigenvalue λmin
of the corresponding Laplacian matrix L, whose elements
are Lij = kiδij − aij , where δij is the Kronecker delta,
and ki denotes the degree of node i. λmin is positive if
and only if the graph is connected [25].
Following Ref. [63] we used A to compute average
shortest path length L, cluster coefficient C, and nor-
malized edge density ǫ (i.e, the actual number of edges
in A divided by the number of possible edges between n
nodes) and assigned their values to the time point at the
beginning of each window w. To detect deviations from
a random network topology we consider the ratios C/Cr
and L/Lr and computed Cr and Lr for a random graph
with a preserved degree distribution and an identical av-
erage number of edges per node [64].
In order to investigate synchronizability during
seizures, we analyzed – again in a time-resolved manner
– the spectrum of the Laplacian matrix L. As a mea-
sure for the stability of the globally synchronized state
[5, 16, 34] of a connected graph we consider the eigen-
ratio S = λmax/λmin, where λmin denotes the smallest
non-vanishing eigenvalue and λmax the maximum eigen-
value of L. A network is said to be less synchronizable for
larger values of S and better synchronizable for smaller
values of S, the latter indicating a more stable globally
synchronized state [15, 16].
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FIG. 2. Evolving network properties during a seizure. Vertical
broken lines indicate times of onset Tons and end Tend of the
seizure. (a) Exemplary time course of the ratio C(w)/Cr(w).
The cluster coefficient C(w) of the epileptic brain network is
already slightly larger than the corresponding value of a ran-
dom network Cr(w) before seizure onset and attains a max-
imum deviation approximately in the middle of the seizure.
Already prior to seizure end the cluster coefficient attains val-
ues indicative of a random network, which extends into the
post-seizure period. A similar, though less pronounced tem-
poral evolution can be observed for the average shortest path
length (b). Edge density ǫ(w) fluctuates around 0.3 during
the first half of the seizure and slowly increases during the
second half, which extends into the post-seizure period (c).
Profiles are smoothed using a 4-point moving average.
III. RESULTS
In Fig. 2 we show typical time courses of C(w)/Cr(w)
and L(w)/Lr(w). Given our thresholding, which can yield
a different number of links for every time window, we
show, in addition, the time course of ǫ(w). Already prior
to the electrographic seizure onset (see Ref. [65] for a
fully automated detection of electrographic seizure onset
and seizure end) both average shortest path length and
cluster coefficient indicate a slight deviation from a ran-
dom network, while edge density of the seizure network
remains almost constant. Approximately in the middle of
the seizure this deviation is most pronounced and indi-
cates a movement toward a more regular functional topol-
ogy. Interestingly, already prior to the electrographic
seizure end we observe a movement away from the more
regular functional topology, which extends into the post-
seizure period. Edge density slowly increases during the
second half of the seizure and reaches an average value
during the post-seizure period that is almost twofold the
4average value of the pre-seizure period. We note that this
temporal evolution is also reflected in the dynamics of
maximum degree dmax(w). The difference between max-
imum and average degree (∆d(w) = dmax(w) − davg(w))
remains almost constant at one quarter of the number of
nodes while the minimum degree dmin(w) is 1 for all win-
dows w (data not shown). The variability of the concave-
like temporal evolution of network characteristics C and
L for different seizures from the same patient was low,
and moreover, was a consistent finding for all investigated
seizures independently of the anatomical location of their
onset (cf. Figs. 4a and b).
Typical time courses for λmax(w), λmin(w), and S(w)
during a seizure are shown in Fig. 3. Again we observed
a concave-like temporal evolution, with highest values of
S (i.e., lowest synchronizability) in the middle of the
seizure, followed by a decline (i.e., an increasing syn-
chronizability) already prior to the electrographic seizure
end. Although this behavior varied from patient to pa-
tient, it was a consistent finding for all seizures (cf. Fig.
4c). A comparison of Fig. 3b with Fig. 3c shows that
S(w) is largely dominated by the dynamics of the small-
est non-vanishing eigenvalue λmin(w), and its decrease
in the middle of the seizure may indicate a reorgani-
zation of the network into local sub-structures [34, 66].
In this case, sparsely occurring links between local sub-
structures can significantly affect λmin [67]. The relative
change of largest eigenvalue λmax(w) during the seizure
is less pronounced as compared to that of λmin(w) and
resembles the time course of edge density ǫ(w) (cf. Fig.
3d). This similarity can be expected, at least to some ex-
tent, since edge density constitutes a lower bound for the
largest eigenvalue, λmax ≥ nǫ (cf. [25]). We could, how-
ever, not observe such a clear cut influence of ǫ on λmin
and hence on S. As regards the degree distribution, we
again observed ∆d(w) ≈ 0.25n and dmin(w) = 1 for all
windows and a temporal evolution of dmax(w) quite sim-
ilar to the dynamics of ǫ(w) (data not shown) indicating
that the degree distribution of the seizure network does
not appear to determine its synchronizability (cf. [68]).
Fig. 4 summarizes the dynamics of functional network
properties and synchronizability for all one-hundred fo-
cal onset seizures. Irrespective of the anatomical location
of seizure origin, both the normalized cluster coefficient
and the normalized average shortest path length rapidly
increased during the first half of the seizures then grad-
ually decreased again. Interestingly, this temporal evo-
lution was more pronounced for the normalized cluster
coefficient than for the normalized average shortest path
length. This indicates a relative shift toward a less ran-
dom functional topology of the seizure state. Seizures are
usually associated with massively synchronized brain ac-
tivity [65, 69], and the significantly decreased synchro-
nizability of the underlying functional topology may cat-
alyze the emergence of a globally synchronized state of
the epileptic brain. Once such a state has been estab-
lished, synchronizability increases again, as observed in
our data.
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FIG. 3. Evolving synchronizability during a seizure. Exem-
plary time courses of the largest eigenvalue λmax(w) (a), the
smallest non-vanishing eigenvalue λmin(w) (b), the eigenratio
S(w) (c), and of edge density ǫ(w) (d). S(w) mainly follows
the dynamics of λmin(w) and shows a concave-like temporal
evolution similar to the ones observed for the statistical net-
work characteristics (cf. Fig. 2). The dynamics of λmax(w)
is largely dominated by ǫ(w). Vertical broken lines indicate
times of onset Tons and end Tend of the seizure. Profiles are
smoothed using a 4-point moving average.
If the observed changes of functional topology were
simply a consequence of enhanced volume conduction
during the seizures, i.e., due to direct propagation of dis-
tant sources to remote sensors, the covariance of the EEG
signals would be expected to occur with zero time lag.
In order to exclude the effect of a linear superposition
of sources leading to a more regular-looking graph, we
estimated the normalized frequency distribution of abso-
lute time lag of maximal correlation P (|τmax|) (cf. Eq.
(1)) for all seizures, partitioned into 10 equidistant time
bins (cf. Fig. 4). We observed P (|τmax|) to peak in the
range of 5–50ms (see Fig. 5), which indicates that the
observed changes of functional topology are not due to
passive electromagnetic field effects in the extracellular
space, but rather due to propagation of electrical activ-
ity along anatomical pathways.
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FIG. 4. (a) Means of C/Cr averaged separately for pre-
seizure, discretized seizure, and post-seizure time periods of
100 epileptic seizures. Seizures (mean duration: 110 ± 60 s)
were partitioned into 10 equidistant bins. Error bars indicate
standard error of the mean. (b) Same as a but for the L/Lr.
(c) Same as a but for the eigenratio S. Stars denote significant
changes relative to the pre-seizure time periods (p < 0.01;
Bonferroni corrected pairwise Wilcoxon rank sum tests for
equal medians). Lines connecting the mean values are for eye
guidance only.
IV. CONCLUSION
We have presented findings obtained from a time-
resolved analysis of statistical and spectral properties of
functionally defined networks underlying human epilep-
tic seizures. Despite the many influencing factors (num-
ber of nodes, non-uniform arrangement of sensors, focus
on particular brain regions, choosing a threshold for the
extraction of functional networks, etc.) that impede an
interpretation of graph-theoretical measures in a strict
sense when analyzing field data, our results indicate that
seizure dynamics – irrespective of the anatomical onset
location – can be characterized by a relative transient
shift toward a more regular and then back toward a more
random functional topology. This is consistent with re-
cent observations reported in Ref. [10], where a small
number of seizures that originated from a circumscribed
brain region have been analyzed.
We here observed that the changing functional net-
work topology during seizures was accompanied by an
initially decreased stability of the globally synchronized
state, which increased already prior to seizure end. In a
previous study [65] we analyzed the same data set using
multivariate time series analysis techniques from random
relative Sz time
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FIG. 5. (Color online) Normalized frequency distribution
P (|τmax|) of absolute time lag of maximum cross-correlation
for all seizures. Given the duration of an analysis window
|τmax| is confined to the interval [0,2499] ms. Note the finer
resolution for smaller time lags. We here show the range
|τmax| ∈ [0, 225] ms only, since P (|τmax|)→ 0 for larger |τmax|.
matrix theory and observed that – surprisingly – global
neuronal synchronization (derived from the eigenvalue
spectrum of the zero-lag correlation matrix) significantly
increased during the second half of the seizures, and be-
fore seizures stopped. Our present findings indicate that
such a global increase of neuronal synchronization prior
to seizure end may be promoted by the underlying func-
tional topology of brain dynamics. This corroborates the
hypothesis [65, 69–71] that increasing synchronization of
neuronal activity may be considered as an emergent self-
regulatory mechanism for seizure termination. Thus, our
result can provide clues as to how to control seizure net-
work, e.g. via pinning [72, 73].
While the aforementioned interpretation would indi-
cate that the transient evolution in graph properties is
an active process of the brain to abort a seizure, our find-
ings could also be understood as a passive consequence of
the seizure itself. The extremely intense firing of neurons
during a seizure might lead to a saturation of the capac-
ity of neurons to fire, particularly in brain areas with a
high number of functional links. If such hubs are satu-
rated and become silent, then the connections between
local sub-structures are affected to a larger extent, which
could lead to a segregation of the global network and to a
decrease of global synchronizability. Thus, a reliable iden-
tification of local sub-structures or hubs could improve
understanding of mechanisms underlying the generation,
maintenance, propagation, and termination of epileptic
seizures.
At present, our findings are restricted to interdepen-
dences that can be assessed by the cross-correlation func-
tion. Future studies will clarify whether additional infor-
mation can be gained from analyses invoking other time
series analysis techniques, including nonlinear ones, as
well as techniques that take into account the direction of
interactions. Nevertheless, disentangling the interplay be-
tween connection structure and dynamics of the complex
network human brain may advance our understanding of
epileptic processes.
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