In this paper we investigate the Cauchy problem for hyperbolic operators with double characteristics and hyperbolic operators of third order whose coefficients depend only on the time variable. And we give sufficient conditions for C ∞ well-posedness.
Introduction
We say that a ( partial differential) operator is an operator with timedependent coefficients if the coefficients of the operator depend only on the time variable. In [16] we studied the Cauchy problem for hyperbolic operators of second order with time-dependent coefficients. And we gave sufficient conditions for the Cauchy problem to be C ∞ well-posed, assuming that the coefficients of the principal parts are real analytic functions of the time variable. Thses conditions are also necessary conditions if the space dimension is less than 3, or if the coefficients of the principal parts of the operators are semi-algebraic functions ( e.g., polynomials) of the time variable ( see, also, [17] ).
In this paper we shall deal with hyperbolic operators with time-dependent coefficients and double characteristics and give sufficient conditions for the Cauchy problem to be C ∞ well-posed, imposing some conditions on the subprincipal symbols. Our conditions are generalizations of the conditions given in [16] . If one considers the Cauchy problem for hyperbolic operators of m-th order, then one must impose some conditions not only on the subprincipal symbols but on the lower order symbols of order k ( 1 ≤ k ≤ m − 2), in general. So one needs to define the symbols of order k ( 1 ≤ k ≤ m − 2) corresponding to the subprincipal symbols in order to describe the conditions for C ∞ well-posedness. To clarify the situation we consider hyperbolic operators of third order with time-dependent coefficients in this paper. In doing so, we shall define symbols of first order for operators of third order with time-dependent coefficients, which are called the sub-sub-principal symbols. We should note that Jackson [8] showed that the sub-sub-principal symbol can not be defined invariantly under canonical transformations. We shall prove C ∞ well-posedness of the Cauchy problem for hyperbolic operators of third order with time-dependent coefficients, imposing some conditions on the subprincipal symbols and the sub-sub-principal symbols.
Let m ∈ N and P (t, 
) and P (t, D t , D x )u(t, x) vanishes for t < s, then u(t, x) also vanishes for t < s.
We assume throughout the paper that We also assume that (A-2) p(t, τ, ξ) is hyperbolic with respect to ϑ ≡ (1, 0, · · · , 0) ∈ R n+1 for t ∈ [−δ, ∞), i.e.,
p(t, τ − i, ξ) ̸ = 0 for any (t, τ, ξ) ∈ [−δ, ∞) × R × R
n . ; tτ + x · ξ ≥ 0 for any (τ, ξ) ∈ Γ}. To describe conditions on the lower order terms we define the polynomials h j (t, τ, ξ) ( ≡ h j (t, τ, ξ; p)) of (τ, ξ) by
Let Γ(p(t, ·, ·), ϑ) be the connected component of the set {(τ, ξ) ∈ R n+1 \ {0}; p(t, τ, ξ)
for (t, τ, ξ) ∈ [0, ∞) × R × R n and γ ∈ R.
Since |p(t, τ − iγ, ξ)| 2 = ∏ m j=1 ((τ − λ j (t, ξ)) 2 + γ 2 ), we have
). Let R(ξ) be a set-valued function, whose values are discrete subsets of [0, ∞), defined for ξ ∈ S n−1 satisfying the following:
(ii) For any T > 0 there is N T ∈ Z + such that
Here #A denotes the number of the elements of a set A. First we consider the case where the characteristic roots are at most double, i.e.,
We assume that the following condition (D-L) is satisfied, which is corresponding to a so-called Levi condition:
Here sub σ(P )(t, τ, ξ) denotes the subprincipal symbol of
Then we have the following Theorem [12] ). Moreover, (D-L) is the same condition as given in [16] if m = 2.
We assume that the conditions
Next we consider the third order case, i.e.,
We define the sub-sub-principal symbol sub
and assume that the following condition (T-L) is satisfied:
Now we can state our main result. 
Remark. If p(t, τ, ξ) ≡ p(τ, ξ), then the condition (T-L) is necessary for C
∞ well-posedness ( see [12] ).
We should note that Colombini-Orrú [1] , D'Ancona-Kinoshita [3] , Colombini-Taglialatela [2] and Ishida [7] investigated the Cauchy problem for higher-order hyperbolic operators with time-dependent coefficients and gave sufficient conditions for C ∞ well-posedness. In their sufficient conditions they also imposed restrictions on
This means that the principal parts of the operators must satisfy some conditions in general. On the other hand, one believes that the Cauchy problem for hyperbolic operators with time-dependent coefficients is C ∞ well-posed with suitable choices of the lower order terms if, for example, the coefficients of the principal parts are real analytic.
The remainder of this paper is organized as follows. In §2 we shall give preliminary lemmmas. Theorem 1.2 will be proved in §3. Theorem 1.3 will be proved in §4. In §5 some remarks and examples will be given.
Preliminaries
We begin with a simple lemma concerning polynomials with real analytic coefficients.
where m ∈ N and α = (
, and
where
Then we can write
where Z = ZQ. Note that
From the Weierstrass preparation theorem it follows that there are
So we may assume that
where λ j ∈ R ( 1 ≤ j ≤ m) and ε ∈ R. Then we have the following
Proof. Lemma 2.1 of Svensson [11] gives
Therefore, it suffices to show that
in order to prove the lemma. Indeed, (2.4) and (2.5) with p replaced by p
Indeed, for example, we have
A simple calculation yields
This yields
Therefore, from (2.6) and (2.7) we have
which proves (2.5) and the lemma. Now we assume that (A-1) and (A-2) are satisfied, and define
n , changing the notation. We note that p ε (t, τ, ξ) is strictly hyperbolic with respect to ϑ for ε ∈ R \ {0} if p(t, τ, ξ) has at most triple characteristics ( see [10] ). Lemma 2.2 gives
We note that one can directly prove that
Lemma 2.3. For each fixed ξ ∈ S
n−1 and ε ∈ R we can enumerate
Here µ n denotes the Lebesgue measure in R n .
Remark. (i) The λ j (t, ξ; ε) in the lemma are not necessarily continuous in (ξ, ε). (ii) If the conditions (D) or (T) are satisfied, then p ε (t, τ, ξ)
is strictly hyperbolic for ε ̸ = 0, and the assertion of the first part of the lemma is obvious for ε ̸ = 0.
To simplify the notations we write p(t, τ ) = p ε (t, τ, ξ). For t 0 ∈ [0, ∞) A t 0 denotes the convergent power series ring of (t − t 0 ). Since A t 0 is a unique factorization domain, A t 0 [τ ] is also a unique factorization domain. Therefore, we can write
, and p j (t, τ ) and p k (t, τ ) are mutually prime if j ̸ = k. Since the leading coefficient of p(t, τ ) is equal to 1, we may assume that the leading coefficients of the p j (t, τ ) are also equal to 1. Put
We denote by
are not mutually prime as polynomials in A t 0 [τ ] ( see, e.g., Chap. 5 of [5] and §A.1 of [6] ). This leads a contradiction. When D(t 0 ) ̸ = 0, q(t, τ ) is strictly hyperbolic in τ near t = t 0 and, therefore, we may assume that the λ j (t, ξ; ε) are analytic in a complex neighborhood of t 0 . Next assume that D(t 0 ) = 0.
Since the zeros of D(t) are discrete, the λ j (t, ξ; ε) are analytic in a complex neighborhood of t 0 except for t 0 . Fix j 0 so that 1 ≤ j 0 ≤ m. Analytic continuations of λ j 0 (t, ξ; ε) around t 0 and Riemann's theorem on removable singularities show that there is r ∈ N such that λ j 0 (t 0 + z r , ξ; ε) is analytic in a complex neighborhood of z = 0. Hyperbolicity implies that λ j 0 (t 0 + z r , ξ; ε) is real if z r is real, and that one can take r = 1, i.e., λ j 0 (t, ξ; ε) is analytic in t near t 0 . Starting from t = 0 and continuing analytically along [0, ∞), we can enumerate {λ j (t, ξ; ε)} so that the λ j (t, ξ; ε) are real analytic. This proves the first part of the assertions of the lemma. Next let us prove the second part. Let A be the ring of the real analytic functions of t defined in [0, ∞). Note that A is an integral domain and that A is not a unique factorization domain. We denote by Σ the quotient field of
where σ, r j ∈ N, the p
Here σ and the r j are different from those as appeared in (2.9), in general.
, and let D(t, ξ; ε) be the discriminant of q(t, τ, ξ; ε) = 0 in τ . We note that
is the principal part of a k (ξ). Then we have, with some κ ∈ Z,
for ξ with a
. So we may assume that the a k (ξ) are homogeneous in ξ. Put
Then we have µ n+1 ( N 0 ) = 0, since
Then it is obvious that
we can write
can write the other fundamental symmetric expressions as follows;
where the E k (t, ξ; ε) are polynomials of {a j (t, ξ; ε)} 1≤j≤m and {∂ t a j (t, ξ; ε)} 1≤j≤m . Put
) .
Let us repeat the above argument with τ p ε replaced byp. We writẽ
and let D(t, ξ; ε) be the discriminant ofq(t, τ, ξ; ε) = 0 in τ . Then we can write
Then we have, similarly, µ n+1 ( N 1 ) = 0. Define
By definition we have
We may assume that thed k (t, ξ; ε) are homogeneous in ξ. (
Here N ∈ Z + and C 0 ≥ 0. Then there is a positive constant C(N, C 0 ), which depends only on N and C 0 , such that
Proof. Fix ξ ∈ Γ. We may assume that ∂ t a(t, ξ) ̸ ≡ 0 in t. Noting that #{t ∈ [0, T ]; a(t, ξ) = 0} ≤ N + 1, we write , ξ) ≥ 0 or a(t, ξ) ≤ 0" and "∂ t a(t, ξ) ≥ 0 or ∂ t a(t, ξ) ≤ 0", where t 0 = 0 and t N (ξ)+1 = T . Then we have
Moreover, we have
Therefore, we have
which proves the lemma.
Put p
Here we enumerate so that the λ
, ε ∈ R and γ ∈ R. Then it follows from Lemma 2.1 of [11] that
for 0 ≤ r < k ≤ m ( see, also, (2.3)). We put
Note that
Proof. Write
Therefore, there are a polynomialp(τ ) of τ such that degp = r 0 − 1 and
Lagrange's interpolation formula gives
Thus, putting (2.14)
we have (2.12). (2.13) with τ = λ l and (2.14)
and for any T > 0 there is C > 0 satisfying min{ min
(ii) Assume that m = 3.
Then the condition (T-L) is equivalent to the following condition (T-L)
′ is satisfied, and there are b 2,j (t, ξ; ε) ( j = 1, 2) defined for ξ ∈ R n \ {0}, t ∈ [0, ∞) \ R(ξ) and ε ∈ R such that the b 2,j (t, ξ; ε) are positively homogeneous in ξ of degree 0,
Proof. It is obvious that (D-L) with C replaced by √ mC is valid if (D-L)
′ with ε = 0 is valid, since we have, by (2.11),
Similarly, from (2.10) and (2.11) it follows that (1.2) with C replaced by 2 √
3C in (T-L) is valid if (T-L)
′ with ε = 0 is valid. The converses in (i) and (ii) easily follow from Lemma 2.5.
Then (2.16) and (2.17) are satisfied.
Then a simple calculation yields where a(t, τ, ξ) • b(t, τ, ξ) denotes the symbol of a(t, D t , ξ)b(t, D t , ξ) . Indeed, we have
From (2.19) we have 
if m = 3 and {j, k} = {1, 2}. Indeed, we have
Proof of Theorem 1.2
In this section we assume that the hypotheses of Theorem 1.2 are fulfilled and we shall prove Theorem 1.2. Let {ε j } j=1,2,··· be a sequence satisfying ε j ∈ (0, 1] \ N 0 2 and ε j ↓ 0 as j → ∞, where N 0 2 is as in Lemma 2.3. Put
where N 2 (ε) is as in Lemma 2.3. Note that µ n (N ) = 0. We define
Consider the Cauchy problem
. By partial Fourier transformation in x, the Cauchy problem (CP) ε is reduced to the Cauchy problem for an ordinary differential operator with parameters ξ:
for ε ∈ E 0 , wheref (t, ξ) andû j (ξ) ( 0 ≤ j ≤ m − 1) denotes the partial Fourier transforms of f (t, x) and u j (x) with respect to x, respectively, for example,f (t, ξ) = ∫ R n e −ix·ξ f (t, x) dx. We note that the Cauchy problem (3.1) has a unique solution 
From (3.2) and Lemmas 2.3 and 2.4 it follows that there is C T > 0 satisfying
Here we have used the fact that, with some C
Here we write Λ = Λ(t, ξ; ε), ξ) and so forth. Since the λ j (t, ξ; ε) are realvalued, from (2.19) we have
Similarly, (2.21) gives
. Therefore, (3.1), (3.3) and (3.6)-(3.8) yield
From (D-L), Lemma 2.6 and Corollary 2.7 we have, with some C, C ′ > 0, min{ min
Here and after the constants do not depend on the parameter A unless stated. Indeed, p
(1) (t, τ, ξ; ε) is stictly hyperbolic with respect to ϑ for t ∈ [0, ∞) and ε ∈ R. By Corollary 2.7 with r = m − 1 and (3.5) we have, with some C ′′ > 0,
When min{min s∈R(ξ/|ξ|) |t − s|, 1} ≤ ⟨ξ⟩ −1/2 , we can not use (3.10). It follows from Corollary 2.7 that
where 1 ≤ j ≤ m, deg ξ c k (t, ξ) = k and thec k (t, ξ; ε) are functions, determined by Corollary 2.7, satisfying, with some C > 0,
This gives
We have also, with some C > 0,
Indeed, (3.12), (3.13) and (3.15) follow from Corollary 2.7, applying the argument as in (3.10), since p (k) (t, τ, ξ; ε) (1 ≤ k ≤ m − 1) are strictly hyperbolic with respect to ϑ. We have
By (3.5) and the same argument as in (3.10) we obtain (3.14), (3.16) and (3.17) . Let us estimate Λ
Therefore, from (3.11) we have
This, together with (3.10), yields
Thus, by (3.18) and (3.19) we have
It follows from (3.12) and the definition of W 1 (t, ξ; ε) that
. So it follows from (3.9) and (3.20)-(3.26) that there is A 0 ≥ 1 satisfying
Lemma 3.1. For a fixed T > 0 there are c > 0 and C A > 0, which depends on A, such that
Proof. We can write
Similarly, we have
This, together with (3.29), proves the lemma.
Fix T > 0 and put
. It follows from (3.27), (3.28) and Plancherel's theorem that
Proof. By (3.30) (3.31) with k = m−1 is valid. Let K ≥ m, and assume
Then we have
Since the right-hand side of (3.32) 
. Moreover, we have
} for l ∈ R, t ∈ [0, T ] and ε ∈ E 0 . Therefore, (3.31) is valid for k = K.
Put u(t, x) = u 0 (t, x) and u j (t, x) = u ε j (t, x). Applying the same argument as in §3 of [16] , we can prove that
Denote by K ± j,(t 0 ,x 0 ) the generalized flows for p ε j (t, τ, ξ). Then it follows from §3 of [13] ( or [15] ) that for any (t 0 , x 0 ) ∈ (0, ∞) × R n and any neighborhood
is strictly hyperbolic with respect to ϑ, we can show that
.g., [9] ). So we can repeat the same arguments as in the end of §3 of [16] and prove Theorem 1.2.
Proof of Theorem 1.3
In this section we assume that the hypotheses of Theorem 1.3 are fulfilled and we shall prove Theorem 1.3. We shall change the definitions of E 0 , N , W 0 , W 1 , Λ and E(t, ξ; ε; A). Let {ε j } j=1,2,··· be a sequence satisfying 
where N 2 (ε; p) and N 1 (ε; p (1) ) are as in Lemma 2.3. We note that µ n (N ) = 0. Consider the Cauchy problem (CP) ε and (3.1) with m = 3. Fix T > 0. Define
It is easy to see that
Here we write Λ = Λ(t, ξ; ε),
where Λ t = ∂ t Λ(t, ξ; ε) and W 0t = ∂ t W 0 (t, ξ; ε). Since the λ j (t, ξ; ε) and the λ , ξ) , it follows from (2.20) and (2.22) that
Here we also write λ jt = ∂ t λ j (t, ξ; ε), λ jtt = ∂ 2 t λ j (t, ξ; ε) and so forth. (3.1) and (4.1)-(4.5) yield
From Lemma 2.6 we can write
τ in both sides of (4.7), we have 
where the b 2,j (t, ξ; ε) satisfy (2.15). If {j, k, l} = {1, 2, 3}, then we have
It follows from (2.10) with m = 3, k = 2 and r = 1 and Lemma 2.5 that for A ≥ A 0 , t ∈ [0, T ], ξ ∈ R n \ N and ε ∈ E 0 . Therefore, repeating the same arguments as in §3, we can prove Theorem 1.3.
Some remarks and examples
Let us first consider the validity of the condition (T-L). Let P (t, τ, ξ) = (τ − λ(t, ξ)) 3 + b 2 (t, τ, ξ) + b 1 (t, τ, ξ) + b 0 (t), where
b 1 (t, τ, ξ) = b 1,0 (t)τ + ∑ n j=1 b 1,j (t)ξ j . We assume that the λ j (t) are real-valued and that the λ j (t), the b j,k (t) and b 0 (t) belong to C ∞ ([0, ∞)). It is well-known that the Cauchy problem for P (t, D t , D x ) is C ∞ well-posed if and only if P (t, D t , D x ) can be represented as follows:
where c j (t) ∈ C ∞ ([0, ∞)) ( 0 ≤ j ≤ 2) ( see, e.g., [4] and [18] ). The following theorem insists that the condition (T-L) is a reasonable and likely condition for C ∞ well-posedness. Therefore, we have 
