Abstract. In this paper, we compute Chow rings of generically twisted (versal) complete flag varieties corresponding to simple Lie groups.
Introduction
Fix a prime number p. Let k be a field of ch(k) = 0 andk its algebraic closure. Let X be a flag variety over k andX = X|k. We study non-zero elements x such that x ∈ Ker(res : CH * (X)/p → CH * (X)/p).
Elements in the Chow group of the (original) Rost motive defined by Rost, Voevodsky ([Ro1, 2] , [Vo2, 4] ) give such examples. In this paper, we study CH * (X)/p and give another examples. Let G and T be a connected compact Lie group and its maximal torus. Let G k and T k be a split reductive group and split maximal torus over k corresponding to Lie groups G and T . Let B k be the Borel subgroup containing T k .
Moreover we take k such that there is a G k -torsor G k which is isomorphic to a versal G k -torsor ( for the definition, see [Se-Me-Ga] , [MeNe-Za] , [Ka] , [To2] ), namely, X = G k /B k is the most twisted complete flag variety. (We say such X as a generically twisted or a versal flag variety [Me-Ne-Za] , [Ka] .) In this paper, we study the Chow ring CH * (X) for the versal flag variety X. By Petrov-Semenov-Zainoulline ( [Pe-Se-Za] , [Se-Zh] , [Se] ), it is known that the p-localized motive M(X) (p) of X is decomposed as
where T is the Tate motive and R(G k ) is a some motive called generalized Rost motive. (It is the original Rost motive when G is of type where |x i | = odd and |x i | ≤ |x j | for i < j, and where P (y) is a truncated polynomial generated by even dimensional elements y i . When p = 2, we consider the graded ring grH * (G; Z/2) which is isomorphic to the right hand side ring above.
When G is simply connected and P (y) is generated by just one generator, we call that G is of type (I). Except for (E 7 , p = 2) and (E 8 , p = 2, 3), all exceptional (simple) Lie groups are of type (I) . Note that in these cases, we know rank(G) = ℓ ≥ 2p − 2.
We consider the fibering ([Tod2] , [Mi-Ni] ) G π → G/T i → BT and the induced spectral sequence E * , * 2 = H * (BT ; H * (G; Z/p)) =⇒ H * (G/T ; Z/p).
Here we can write H * (BT ) ∼ = S(t) = Z[t 1 , ..., t ℓ ] with |t i | = 2. It is well known that y i ∈ S(y) are permanent cycles and that there is a regular sequence (b 1 , ...,b ℓ ) in H * (BT )/(p) such that d |x i |+1 (x i ) =b i ( [Tod2] , [Mi-Ni] ). The elementb i is called the transgression image of x i . We know that G/T is a manifold of torsion free, and we see that there is a filtration in H * (G/T ) (p) such that In particular, we have maps
We easily see that i A (A) ⊃ CH * (R(G k ))/p. In particular the above composition map is surjective. Using these, we can prove other results. Theorem 1.3. Let G = G 1 × G 2 with G 1 ∼ = G 2 of type (I). Let us write A = CH * (R(G 1,k ))/p ⊗ CH * (R(G 2,k ))/p which is isomorphic to Z/p{b s (1)b r (2)|0 ≤ s, r ≤ 2p − 2}.
Letting b k (m) = pr * m (b k ) for the projection pr m : G → G m , m = 1, 2, we have surjective maps
where i, j range 1 ≤ i, j ≤ p − 1.
In particular, b 2i−1 (1)b 2i−1 (2) is a product of nonzero torsion elements in CH * (X) (p) , and it is not represented by element in the Chow group of the (original) Rost motive. Theorem 1.4. Let (G, p) = (Spin(2ℓ + 1), 2). Then we have the surjective maps Λ(c 2 , ..., c ℓ ) ։ CH * (R(G k ))/2 ։ Z/2{1, c 2 , ..., c ℓ }.
Theorem 1.5. Let (G, p) = (E 7 , 2), (E 8 , 2) or (E 8 , 3) so that ℓ = 7 for E 7 and ℓ = 8 for E 8 . Then we have the surjective map
Of course, there are many other non-zero elements in CH * (R(G k ))/p. For example, when (G = E 8 , p = 3), there are non zero elements
To see the above elements are non zero, we use the torsion index t(G) (p) . For dim(G/T ) = 2d, the torsion index is defined as t(G) = |H 2d (G/T ; Z)/H 2d (BT ; Z)|.
Let n(G k ) be the greatest common divisor of the degrees of all finite field extension k ′ of k such that G k becomes trivial over k ′ . Then by Grothendieck [Gr] , it is known that n(G k ) divides t(G). Moreover, when G k is a versal G k -torsor, we have n(G k ) = t(G) ([To2] , [GaMe-Se] ). Totaro determined [To1, 2] ) torsion indexes for all simply connected compact Lie groups G. In particular, t(E 8 ) = 2 6 3 2 5. We also give its another proof.
The plan of this paper is the following. In §2, §3, we recall and prepare the topological arguments for H * (G/T ) and BP * (G/T ). In §4, we recall the decomposition of the motive of a generically twisted flag variety. In §5, we recall the torsion index briefly. In §6, we study U(m), Sp(m) and P U(p) for each p. In §7, §8 we study in the cases SO(m) and Spin(m) for p = 2. In §9, §10, we study the cases that G is of type (I) and its product. In §11, §12, §13, we study the cases (G, p) = (E 8 , 3), (E 8 , 2) and (E 7 , 2) respectively.
Lie groups G and the flag manifolds G/T
Let G be a connected compact Lie group. By Borel, its mod pcohomology is (for p odd) (2.1) H * (G; Z/p) ∼ = P (y)/p ⊗ Λ(x 1 , ..., x ℓ ), ℓ = rank(G) where the degree |y i | of y i is even and |x j | is odd. When p = 2, a graded ring grH * (G; Z/2) is isomorphic to the right hand side ring, e.g. x 2 j = y i j for some y i j . In this paper, H * (G; Z/2) means this grH * (G; Z/2) so that (2.1) is satisfied also for p = 2. Let T be the maximal torus of G. and BT be the classifying space of T . We consider the fibering ([Tod2] , [Mi-Ni] 
The cohomology of the classifying space of the torus is given by
where
for the i-th projection pr i . Note that ℓ = rank(G) is also the number of the odd degree generators x i in H * (G; Z/p). It is well known that y i are permanent cycles and that there is a regular sequence ([Tod2] , [Mi-Ni] 
Moreover we know that G/T is a manifold of torsion free, and
where b i =b i mod(p) and f i = y p r i i mod(t 1 , ..., t ℓ ). Let BP * (−) be the Brown-Peterson theory with the coefficients ring Ha] , [Ra] ). Since H * (G/T ) is torsion free, we also know
. Let G k be the split reductive algebraic group corresponding G, and T k be the split maximal torus corresponding T . Let B k be the Borel subgroup with T k ⊂ B k . Note that G k /B k is cellular, and
Hence we have
Let Ω * (−) be the BP -version of the algebraic cobordism ([Vo1] , [LeMo1,2], [Ya2, 3] )
where MGL * , * ′ (X) is the algebraic cobordism theory defined by Voevodsky with MGL 2 * , * (pt.) ∼ = MU * the complex cobordism ring. There is a natural (realization) map Ω * (X) → BP * (X(C)). In particular, we have
Let I n = (p, v 1 , ..., v n−1 ) and I ∞ is the (prime invariant) ideal in BP * . We also note
Recall that k(n) * (X) is the connected Morava K-theory with the coefficients ring k(n)
Recall that there is an exact sequence (Sullivan exact sequence [Ra] , [Ya2] )
Here the Milnor Q i operation
is defined by Q 0 = β and
for the Bockstein β and the reduced powers P j . We recall the Serre spectral sequence
Lemma 3.1. (Lemma 4.3 in [Ya1] ) In the spectral sequence E * , * ′ r above, suppose that there is x ∈ H * (G; Z/p) such that
Proof. Let B ′ = BT |b|−1 be the |b| − 1 dimensional skeleton of BT , and E ′ = i −1 (B ′ ) where we take i an projection. Consider the Serre spectral sequence
. By the supposition in this lemma, there does not exist
Hence there is not suchȳ.
Since
Remark. (Remark 4.8 in [Ya1] ) The above theorem also holds letting k(0) * (X) = H * (X; Z) and v 0 = p. This fact is well known (Lemma 2.1 in [Tod2] ). 
Proof. Let us write
. However y(n) is decided only with mod(v n ) and we can identify y(n) ∈ H * (G/T ; Z/p) by the Sullivan exact sequence. Then we can see the corollary from the above lemma.
Let G be a simply connected Lie group such that H * (G) has ptorsion. Then it is known ( [Mi-Tod] ) that H * (G) has just (not higher) p-torsion in H * (G) (p) . It is also known that there is m ≥ 1 with
(Here suffix i is changed adequately from that defined in the preceding section (2.1). Note m = 1 for type (I) groups.) Moreover |x 1 | = 3 and P 1 (x 1 ) = −x 2 , and β(x 2 ) = y 1 . Hence
Therefore from the preceding corollary, we have
∞ . We will study the above equation more detailedly.
Here we recall the Quillen (Landweber-Novikov) operation ( [Ha] , [Ra] ). For a sequence α = (a 1 , a 2 , ...), a i ≥ 0 with |α| = i 2(p i − 1)a i , we have the Quillen operation r α :
where χ is the anti-automorphism in the Steenrod algebra,
We also note that Ω * (X) has the same operation r α satisfying (2),(3) and (1) for ρ : Ω * (X) → CH * (X)/p and the reduce power operation P α on CH * (X)/p = H 2 * , * (X; Z/p) defined by Voevodsky.
Let h * (−) be a cohomology theory (e.g.
It is immediate that x is primitive implies so is r α (x). Of course b ∈ BP * (BT ) are primitive but by i are not, in general. We can take y 1 as primitive (adding elements if necessary) in BP * (G/T ).
Lemma 3.4. Let G be a simply connected Lie group satisfying ( * ). Let y 1 be a primitive element and define y i+1 = r p i ∆ 1 (y i ). Then we have
We prove y n = y(n) mod(I 2 ∞ ). Let us write y(n) = y n + yt with y ∈ P (y), t ∈ S(t), |t| ≥ 2.
We will prove t = 0. Consider the Atiyah-Hirzebruch spectral sequence
Therefore t = 0 from the primitivity of y n and v n y(n).
Act r ∆ 1 on the above equation, we have
generically twisted variety
Recall that G k is a nontrivial G k -torsor. We can construct a twisted form of
We will study the twisted flag variety X = G k /B k .
Let P ⊃ T be a parabolic subgroup of G. Petrov, Semenov and Zainoulline developed the theory of decompositions of motives M(G k /P k ). They develop the theory of generically splitting varieties. We say that L is splitting field of a variety of X if M(X| L ) is isomorphic to a direct sum of twisted Tate motives T ⊗i and the restriction map i L : M(X) → M(X| L ) is isomorphic after tensoring Q. A smooth scheme X is said to be generically split over k if its function field L = k(X) is a splitting field. Note that (the complete flag) X = G k /B k is always generically split, i.e., X|L is cellular. [Pe-Se-Za] ) Let Q k ⊂ P k be parabolic subgroups of G k which are generically split over k. Then there is a decomposition of motive :
By extending the arguments by Vishik [Vi] for quadrics to that for flag varieties, Petrov, Semenov and Zainoulline define the J-invariant of G k . Recall the expression in §2 [SeZh] 
Here T ⊗u are Tate motives with CH
Let P k be a special (namely, any extension is split, e.g. B k ). Let us consider an embedding of G k into the general linear group GL N for some N. This makes GL N a G k -torsor over the quotient variety S = GL N /G k . We define F to be the function field k(S) and define the versal G k -torsor E to be the G k -torsor over F given by the generic fiber of GL N → S. (For details, see [Ga-Me-Se] , [Me-NeZa] , [Ka] , [To2] .)
The corresponding flag variety E/P k is called generically twisted or versal flag variety, which is considered as the most complicated twisted flag variety (for given G k , P k ). It is known that the Chow ring CH * (E/P k ) is not dependent to the choice of generic G k -torsors E (Remark 2.3 in [Ka] ).
Karpenko and Merkurjev proved the following result (for CH * (X)) for a versal (generically twisted) flag variety.
, which is written by elements in S(t) by the above Karpenko theorem
, which is in the image from S(t) by the preceding theorem. This contradicts to
Here we recall the (original) Rost motive R n defined from a norm variety isomorphic to v n and nonzero pure symbol in [Pe-Se-Za] . We writē R n = R n ⊗k. The Rost motive R n is defined as a non-split motive but split over a field of degree ap with (a, p) = 1, and Ya3] , [Me-Su] ) Let R n be the (original) Rost motive defined by Rost and Voevodsky ([Ro1, 2] , [Vo2, 3] ). Then the restriction res Ω :
Here the restriction image Im(res Ω ) is isomorphic to
Hence writing v j y i = c j (y i ), we have
In particular, we have isomorphisms
torsion index
Let dim(G/T ) = 2d. Then the torsion index is defined as
Let n(G k ) be the greatest common divisor of the degrees of all finite field extension k ′ of k such that G k becomes trivial over k ′ . Then by Grothendieck [Gr] , it is known that n(
has a p-torsion, then p divides the torsion index t(G). Torsion index for simply connected compact Lie groups are completely determined by Totaro [To1, 2] . For example, t(E 8 ) = 2 6 3 2 5. Let G k be a versal G k -torsor and X = G k ./B k be the versal flag variety. Recall that
. Recall Corollary 4.5 and we see J(G k ) = (r 1 , ..., r s ), i.e., y
Giving the filtration on S(t) by b i , we have the isomorphism
Let us write for N > 0
Lemma 5.1. The composition map is a surjection
Thus we can write CH
On the other hand, since CH * (X) is generated by images from S(t), which is generated by
Hence we have the lemma.
From the arguments in the preceding lemma, we have
Let us write
(reps. t top ) the generator of the highest degree in P (y) (resp. S(t)/(b)) so that f = y top t top is the fundamental class in H 2d (G/T ).
Lemma 5.4. The following map is surjective
Proof. In the preceding lemma,
The following lemma is only used for G = SO(m), which is not simply connected.
Proof. Suppose b I ∈ Ker(pr) and let us write
Then we can write in H * (G/T )
When k = s, this induces that there is a relation
and it is also a contradiction. Now we consider the torsion index.
for some y ∈ P (y) and t ∈ S(t).
s and this is a contradiction, Corollary 5.7. In the preceding lemma, assume p
Proof. Let us write
So when t(G) (p) is big enough and there isb in the preceding lemma, we can find many non zero elements in CH * (X)/p whose restriction images are zero in CH * (X)/p.
6. The groups GL(n), Sp(n) and P U(p).
We consider the Lie group G = U(ℓ), while its cohomology has no torsion. Recall that
Proposition 6.1. Let G = GL ℓ and p is a prime number.
where c i is the Chern class in H * (BT ) ∼ = S(t) by the map T ⊂ U(ℓ).
Proof. We consider the fibering G/T → BT → BG. The composition of the induced map
is zero. The first map induces the isomorphism
. By dimensional reason, we have the proposition.
Next consider in the case G ′ = Sp(ℓ) and Recall that
Hence we have Proposition 6.2. Let G ′ = Sp(ℓ) and p is a prime number. Let
In particular, we have CH
Since G is not simply connected, G is not of type I while P (y) is generated by only one y. (However CH * (X)/p is quite resemble to that of type (I). Compare Theoem 6.4 and Theorem 9.4 below.)
We consider the map U(p −1) → U(p) → P U(p) where the maximal tori of U(p − 1) and P U(p) are isomorphic, i.e., T U (p−1) ∼ = T P U (p) . By using the map
, and hence β(
Proof. Since H * (G/T ) is torsion free, if py i ∈ S(t), then we can inductively write
Hence the second isomorphism follows from py i = c i and Theorem 4.6
From the main theorem of [Pe-Se-Za] , we have the additive isomorphism
Moreover we have a surjective ring map S(t)/(p, c i c j ) ։ CH * (X)/p. From the additive isomorphism, its kernel is zero, which induces the ring isomorphism of the theorem.
We note here the following lemma for a (general) split algebraic group G k and a G k -torsor G k .
Lemma 6.5. The composition of the following map
is zero for * > 0.
Proof. Take U (e.g., GL N for a large N) such that U/G k approximates the classifying space BG k . Namely, we can take
Since CH * (Spec(k))/p = 0 for * > 0, we have the lemma.
7. The orthogonal group SO(m) and p = 2
We consider the orthogonal groups G = SO(m) and p = 2. in this section. The mod 2-cohomology is written as ( see for example [Mi-Tod] , [Ni] )
where |x i | = i, and the multiplications are given by x 2 s = x 2s . We write y 2(odd) = x 2 odd . Hence we can write
For ease of argument, we only consider in the case m = 2ℓ + 1 so that
grP (y)/2 ∼ = Λ(y 2 , ..., y 2ℓ ), letting y 2i = x 2i (hence y 4i = y 2 2i ). (Note that the suffix means its degree and it is used differently from other sections.)
The Steenrod operation is given as
The Q i -operations are given by Nishimoto [Ni] Q n x 2i−1 = y 2i−2 n+1 −2 , Q n y 2i = 0.
Considering the map
we see that b i = c i mod(2) for the transgression d 2i (x 2i−1 ) = b i and c i which is the i-th elementary symmetric function on S(t), from Proposition 6.1 in the preceding section. Moreover we see Q 0 (x 2i−1 ) = y 2i in H * (G; Z/2). From Lemma 3.1 or Corollary 3.2, we have
Indeed, the cohomology H * (G/T ) (2) is computed completely by TodaWatanabe [To-Wa] Theorem 7.1. ([To-Wa]) There are y 2i ∈ H * (G/T ) for 1 ≤ i ≤ ℓ such that π * (y 2i ) = y 2i for π : G → G/T , and that we have an isomorphism
where c i = σ(t 1 , ..., t ℓ ) is the elementary symmetric polynomial, and (with y 2j = 0 for j > ℓ)
By using Nishimoto's result for Q i -operation, we have
is represented as an element in BP * (BT ) where π * y(2s) = y 2s for the map π : G → G/T , and
It is known by Marlin and Merkurjev (see [To2] for details) that the torsion index of SO(2ℓ + 1) (and SO(2ℓ + 2)) is 2 ℓ . Here we give an another proof. where y top = y 2 ...y 2ℓ . Hence t(G) ≤ 2 ℓ . Conversely, let 2 ℓ−1 y top = t in S(t). Then t in the ideal (b 1 , ..., b ℓ ) in S(t). So we can write t = b i t(i). Then we have
which implies 2 ℓ−2 y top = y 2i t(i) since H * (G/T ) has no torsion. Continue this argument, we have a relation y top = yt with t ∈ S(t) where the number of y 2s in each monomial in y is less or equal to ℓ − 1. This contradicts to H * (G/T )/2 ∼ = P (y) ⊗ S(t)/(2, b).
is generated by permutations and change of signs so that |S
where the Pontryagin class p i is defined by Π i (1+t
W which is the image from c 2i (η 2 ) ∈ CH * (BSO (2ℓ + 1) ). On the other hand, p i = c i (η 1 ) 2 mod(2), where c i (η 1 ) = σ i is the elementary symmetric function in S(t). From Lemma 6.5, the composition of the following maps
Theorem 7.4. Let (G, p) = (SO(2ℓ + 1), 2). Then there is an isomorphism
.., c ℓ ). Proof. We only need to see that c 1 ...c ℓ is non zero in CH * (X)/2 from Lemma 5.5. Otherwise, it is represented by 2S(t) since CH * (X) is generated by elements from S(t). It means that 2 ℓ−1 y top = 1/2(c 1 ...c ℓ ) ∈ S(t). Hence t(G) < 2 ℓ and a contradiction.
Theorem 7.5. Let (G, p) = (SO(2ℓ + 1), 2) and X = G k /B k . Then there is an isomorphism
Hence we have an additive isomorphism in this theorem.
Moreover we have a surjective ring map S(t)/(2, c 2 1 , ..., c 2 ℓ ) ։ CH * (X)/2. From the additive isomorphism, its kernel is zero, which induces the ring isomorphism of the theorem.
.., y 2ℓ−2 ) and t(G ′ ) = 2 ℓ−1 .
From the above theorem and Proposition 6.2, the following corollary is immediate.
We can also prove Theorem 7.5 more directly by using Sp(2ℓ + 1) instead of U(2ℓ + 1).
We now study CH * (X| K )/p for some interesting extension K over k. Let K be an extension of k such that X does not split over K but splits over an extension over K of degree ap, (a, p) = 1. Suppose that
. We want to consider in the case y 2ℓ ∈ Res K .
Lemma 7.8. Suppose ( * ) and ℓ = 2 n − 1 for n > 0. Then y 2ℓ ∈ Res K .
Proof. We see that if ℓ = 2 n −1, then each y 2ℓ is a target of the Steenrod operation. Recall
It is well known that if
Note that if i = 2 n − 1, then all i s = 1 (for s < n). Otherwise there is s such that i s = 1 but i s−1 = 0. Take k = 2 s−1 and i
Lemma 7.9. Suppose ( * ) and ℓ = 2 n − 1. Then all
Proof. From Corollary 7.2, we see
= v j (y 2ℓ ) mod(y 2 , y 4 , ..., y 2ℓ−2 ). Hence we have res Ω (b ℓ−(2 j −1) ) = v j (y 2ℓ ) mod(y 2 , y 4 , ..., y 2ℓ−2 ).
Thus we have
Theorem 7.10. Suppose ( * ) and ℓ = 2 n − 1. Then
where CH * (R n )/2 ∼ = Z/2{1, py, v 1 y, ..., v n−1 y}. Moreover we have
Each generator maps as
At last of this section, we consider the caseX = G/P with G = SO(2ℓ + 1) and P = U(ℓ).
Let us write this X by Y , i.e. Y = G k /P k . From the cofibering SO(2ℓ + 1) →Ȳ → BU(ℓ), we have the spectral sequence
Here the differential is given as d 2i (x 2i−1 ) = c i . Hence
This case is studied by Vishik [Vi] and Petrov [Pe] as maximal orthogonal (or quadratic) grassmannian. From Theorem 7.4, we have Proposition 7.11. Let G = Sin(2ℓ + 1) and G k be a versal G k -torsor.
Remark. Petrov gets the similar and more general result [Pe] , and this fact is pointed out by Nikita Karpenko to the author.
From above proposition, CH * (R(G k ))/2 has the ring structure in this case.
In [Vi] , Vishik originally defined the J-invariant J(q) of a quadratic form q which corresponds the quadratic grassmannian (see [Vi] for details) by J(q) = {i k |y 2i k ∈ Rec CH } ⊂ {0, ..., ℓ}. Let I be the fundamental ideal of the Witt ring W (k) so that grW (k) = Hence the condition ( * ) in Theorem 7.10 is equivalent to q ∈ I n for the quadratic form q corresponding to Y | K .
We also note that G = Spin(m) cases corresponds to q ∈ I 3 from 1, y 2 , y 4 ∈ Res CH (see Lemma 8.1 below). This fact is of course, well known.
8. Spin(m) and p = 2 Throughout this section, let p = 2, G = SO(2ℓ + 1) and G ′ = Spin(2ℓ + 1). By definition, we have the 2 covering π :
where T ′ is a maximal torus of G ′ . However the twisted flag varieties are not isomorphic. We will study these.
Let 2 t ≤ ℓ < 2 t+1 , i.e. t = [log 2 ℓ]. The mod 2 cohomology is
2 (BZ/2; Z/2) in the spectral sequence induced from the fibering
, y 10 , y 12 , ..., y 2ℓ ).
The Q i operation for z is given by Nishimoto [Ni] Q 0 (z) = i+j=2 t+1 ,i<j
We know that
).
(Here d 2 t+2 (z) = c 2 t+1 1 in the spectral sequence converging H * (G ′ /T ′ ).) These are additively isomorphic. Hence we have Lemma 8.1. The element π * (y 2 ) = c 1 ∈ S(t ′ ) and π * (t j ) = c 1 + t j for 1 ≤ j ≤ ℓ.
Theorem 8.2. There are surjections
Proof. From Lemma 5.3, we only need to show b
. Because y 2i ∈ P (y) ′ and y 2i ∈ Im(res CH ) from Lemma 4.5 since X is a versal flag variety. When i = 2 j , we see
This element is nonzero in BP * (G/T )/I ∞ · Im(res Ω )) because
. Otherwise y(2i+2) ∈ Im(res CH )), and this is a contradiction to y 2 j +2 ∈ Im(res CH ), which follows from Lemma 4.5.
Example. Let G = SO(7) and G ′ = Spin (7), i.e. ℓ = 3. Their cohomologies are 
For the third and the last isomorphisms, see Corollary 9.5 below. In fact G ′ is a group of type (I) and CH
Marlin showed that
Proof. It follows from
where y ′ top is the generator of top degree elements in P (y) ′ .
The exact value of t(G ′ ) is determined Totaro, namely
or that expression plus 1. (It is known t(Spin(2ℓ+1) = t(Spin(2ℓ+2)). Marlin's bound fails first for Spin(11). This fact was first founded by using a property of 12-dimensional quadrics [To2] . However we show it from the result from Nishimoto for Q 0 -operation.
Lemma 8.4. For (G, p) = (Spin(11), 2), we have t(G) = 2 and However note c 2 c 4 = 0 ∈ CH * (X)/2. Otherwise v 1 y 6 y 10 must be in Res Ω . This means v 1 y 6 y 10 = b ′′ for some b ′′ ∈ BP * (BT ). However there is no x ∈ H 13 (G; Z/2) such that Q 1 (x) = y 6 y 10 with d 12 (x) = b ′′ .
In most cases, from the result Totaro, we see Π i =2 j c i = 0. However from [To2] when ℓ = 8, we know that 2 ℓ−[log 2 (ℓ)]−1 = 2 4 = t(Spin (17)). (Note y 16 − 2y 6 y 10 ∈ S(t) but y 16 ∈ S(t) when ℓ = 8.) Hence we have
Proof. It follows from that for ℓ = 8, elements 9. the case E 8 and p = 5
In this section, we consider the case (G, p) = (E 8 , 5). The similar arguments also hold for (G, p) = (G 2 , 2), (F 4 , 3) . The mod 5 cohomology of G = E 8 ( [Mi-Tod] ) is given by In §2, we use the notation such that y 1 = y 12 and x 1 = z 3 , ..., x 8 = z 47 . Hence we can rewrite the cohomology as
for (G, p) = (E 8 , 5). The above isomorphism also holds for (G, p) = (G 2 , 2), (F 4 , 3). So hereafter in this and next section, we assume (G, p) is one of (G 2 , 2), (F 4 , 3) or (E 8 , 5). The cohomology operations are given as
Hence the Q i operations are given
Therefore we have the following lemma, by using Lemma 3.1 or Corollary 3.2.
Lemma 9.2. In BP * (G/T )/I 2 ∞ , we have
Proof. From Corollary 3.2, we see py(2i) = b 2i ∈ BP * (G/T )/I 2 ∞ y(2i) = y i + yt where y ∈ P (y), t ∈ S(t) |t| ≥ 2.
By induction on i, we see py i ∈ (b 2 , ...b 2i−2 )·S(t). Hence we get the first equation. The second equations follows similarly, from v 1 y(2i − 1) = b 2i−1 using Corollary 3.2.
Hence pf ∈ S(t), which means t(G) (p) = p.
Recall that X = G k /B k is the versal flag variety, and Ω * (X) is the algebraic cobordism so that Ω * (X) ⊗ Ω * Z (p) ∼ = CH * (X). By PetrovSemenov-Zainoulline, it is known when G is one of (G 2 , 2), (F 4 , 3), (E 8 , 5), the motive R(G k ) in Theorem 4.3 is just the original Rost motive R 2 defined by Rost and Voevodsky. Recall Theorem 4.6. The restriction
is injective. Hence the following restriction is also injective
Corollary 9.3. We see
In particular,
Proof. Recall Corollary 5.3. We prove b 1 = 0 ∈ CH * (X), and the other cases are proved similarly. Note
, then y ∈ Im(res Ω ) and this is contradiction. So
For the last isomorphism, we used the injectivity of res Ω . We prove b 2 1 = 0 ∈ CH * (X). We see
This element in BP <0 ·Im(res Ω ). Hence it is zero in CH * (X) as above. Other cases are proved similarly.
Proof. From the preceding corollary we have the surjection
On the other hand, it is immediate that there is an additive isomorphism
Hence we have the theorem.
Example. Let G = F 4 and p = 3. We note G ′′ = Spin(9) ⊂ G and
for the Pontryagin classes p i . So H * (G ′′ /T ′′ )/3 ∼ = S(t)/(3, p 1 , ..., p 4 ). By using the induced map from G ′′ ⊂ G, we can see So we see that the subalgebra A of S(t)/3 generated by p i p j for 0 ≤ i, j ≤ 4 contains Im(i * CH ). However notep 5 ∈ A butp 5 ∈ Im(i * CH ). Let G ′ be of type (I). Then it is well known ( [Mi-Tod] ) that there is a natural embedding i :
Moreover by Toda [Tod 1], it is known
Moreover the polynomial parts P (y) are isomorphic by this map i * . This means
) by a theorem by Vishik and Zainoulline (Corollary 6 in [Vi-Za] ). Thus we have (7), 2) and (G, p) = (G 2 , 2). Then we can take b 1 = c 2 , b 2 = c 3 , and
10. the case G = E 8 × E 8 and p = 5
In this section, we consider in the case (G, p) = (E 8 × E 8 , p = 5). As the preceding section, we also consider in the cases (G 2 × G 2 , p = 2) and (F 4 × F 4 , p = 3) . p) is one of (G 2 , 2), (F 4 , 3) and (E 8 , 5). Hence
Lemma 10.1. For 1 ≤ i, j ≤ p − 1, we have
Proof. In the spectral sequence
, then applying r ∆ 1 , we have py i (y ′ ) j ∈ Im(res Ω ), which contradicts to the preceding lemma. The other cases are proved similarly..
Theorem 10.3. Let us write
) where s, t, i, j range 1 ≤ s, t, 2i, 2j ≤ 2p−2. We have also the surjective map
). Proof. We can easily see that the right hand side ring in the theorem is isomorphic to the image
Let K/k be a field extension of order p such that G k is still non split over K, but for an extension K ′ over K of order = ap with (a, p) = 1, the group G k is split. Consider the map for
is surjective. In particular, there is
We consider the natural map i :
We have the nonzero torsion element
Otherwise by using cohomology operation r n∆ 1 , we see
The fundamental class ofX is written as f = y top t for t ∈ S(t). Hence above facts contradict to
.) The fact x(n)| K = 0 is proved similarly the preceding corollary. For example, take y(n) ′′ = y(n) mod(y(i)|i < n) such that y(n) ′′ ∈ Im(res K k ) from the preceding lemma. Then
Hence it is zero in Ω
11. The case G = E 8 and p = 3
In this section, we assume (G, p) = (E 8 , p = 3). Recall the mod 3 cohomology of E 8 is given 
We use notations y = y 8 , y ′ = y 20 , and x 1 = z 3 , ..., x 8 = z 47 . Then we can rewrite the isomorphism
From Lemma 3.4, we have
∞ is represented by an element in BP * (BT ).
For k = i + 3j + 1 with 0 ≤ i, j ≤ 2 and 2 ≤ k ≤ 8, we have
Hence we have (from the proof of Lemma 5.2)
Corollary 11.4. For all non-zero monomials u ∈ P (y)/3 except for (yy ′ ) 2 , we see 3u ∈ S(t). That is, for
Proof. Acting r ∆ 1 on the equation
Note P 1 (y i ) ∈ S(t)/3 in H * (G/T ; Z/3) since they are primitive. Hence
∞ . Acting r 3∆ 1 on the equation 3y = b 2 ∈ BP * (X)/I 2 ∞ , we have 3y ′ = r 3∆ 1 (b 2 ), which is written by b 3 .
Next we consider about 3y
Hence we get 3y Corollary 11.6. The torsion index t(E 8 ) (3) = 3 2 .
Proof. The fundamental class (localized at 3) is given as y top t = y 2 (y ′ ) 2 t for some t ∈ S(t). Since b 2 b 8 = (3y)(3y(y ′ ) 2 ) = 3 2 y top ∈ S(t), we see t(E 8 ) (3) = 3 or 3 2 . Suppose t(E 8 ) = 3, namely, 3y
But such x does not exist from Theorem 12.2.
Proof. First note that the fundamental class f = (yy ′ ) 2 t in H * (G/T ) for some t ∈ S(t). Since t(E 8 ) (3) = 3 2 and X is a versal flag variety, we see 3(yy ′ ) 2 f ∈ res CH . It follows 3(yy ′ ) 2 ∈ res CH . Therefore 9(yy ′ ) 2 , 3v 1 (yy ′ ) 2 , 3v 2 (yy ′ ) 2 are BP * -module generators in Res Ω , since
which shows they are non zero.
Note that for example, we can not see b 1 b 2 = 0 from the above arguments. Indeed,
. Giving a filtration on S(t) by b i , we have the isomorphism
where S(t)/(b) = S(t)/ (3, b 1 , ..., b 8 ). Recall that
Since CH * (X) = 0 if 2 * > dim(G/T ), we have the surjection
Theorem 11.8. There are surjections
Proof. We get the result from the map
and the preceding corollary. Indeed, elements b
We recall that there is an embedding F 4 ⊂ E 8 and CH
is given in Example in §9. Let K/k be a field extension of degree 3a with (3, a) = 1 such that the flag variety
′ with (3, a ′ ) = 1. Note P 3 y = y ′ and if y ∈ resK K , then so is y ′ . Since X| K is twisted, we see y ′ ∈ resK K but y is not. Hence the J-invariants are
(See also 4.1.3 in [Pe-Se-Za] , [Se] for E 8 , 1 ≥ j 1 ≥ j 2 .)
We want to compute the Chow group of generalized Rost motive
3 )) from th above J-invariants. Let R(F K ) be the generalized Rost motive for the exceptional group G = F 4 , Then it is known it is just the original Rost motive R 2 [PeSe-Za] and so CH * (R(F K ))/3 ∼ = Z/3[y]/(y 3 ). Hence the natural map i : F 4 → E 8 induces the isomorphism of motives overK
By a theorem by Vishik-Zainouline (Corollary 6 in [Vi-Za] ), we have the isomorphism (without bar)
It means that R(G k | K ) is also the (original) Rost motive R 2 . Thus we have Lemma 11.9. For X = G k /B k , we have the additive isomorphism
where b
∞ . Proposition 11.10. Let us write the restriction map
Then we have Im(res
Here b
12. The case G = E 8 , p = 2.
In this section, we consider the case (G, p) = (E 8 , 2 1 , x 7 = z 27 → y 2 y 3 .
Then we see from Lemma 3.4
Corollary 12.3. In BP * (X)/I 2 ∞ , we can take y 1 such that for r 2∆ 1 (y 1 ) = y 2 and r 4∆ 1 (y 2 ) = y 3 , we have
From Lemma 3.1 and the Sq 1 action in Lemma 12.2, it is immediate that
(1) (resp. 2y(2), 2y(3)) if k = 2 (resp. k = 3, 4) 2y(1, 2) (resp. 2y(1, 3), 2y(2, 3)) if k = 5 (resp. k = 6, 7) 2y(4) if k = 8.
Lemma 12.5. In BP * (X)/I 2 ∞ , we have
Proof. On the equation v 1 y 1 + v 2 y 2 + v 3 y 3 = b, we act the cohomology operation r ∆ 1 , and we get
Recall that P 1 (y i ) are primitive in H * (G/T ; Z/2). In fact, by KonoIshitoya, we know (Theorem 5.9 in [Ko-Is] )
Acting r 2∆ 1 on this formula, we have
). Acting r 4∆ 1 , we have b 4 = 2y 3 + v 1 y 2 2 where we used P 2 (y 1 ) = y 2 .
The anti-automorphism χ is defined by
For example, (when Sq 1 = 0) χ(P i ) = P i for i = 1, 2 and χ(P 3 ) = P 3 + P 2 P 1 + P 1 P 2 = P 2 P 1 since P 3 = P 1 P 2 , and χ(P 4 ) = P 4 + P 2 P 2 . From Lemma 3.1, we only see that b = 2y(1, 2) = 2(y 1 y 2 + λy
However, it is known the more strong result Lemma 12.6. ( [Na] , [To1] ) In H * (G/T )/4, we see y 1 y 2 ∈ S(t). Indeed, in the notation in [Na] (resp. [To1] )
where γ 3 = g 3 = y 1 , γ 5 = g 5 = y 2 and d i ∈ S(t).
Proof. From the preceding lemma, we can write
2 ∞ ). We may assume that a 1 does not contains y 1 by using the relation
, we see y 2 is v 1 -torsion free. So if a 1 contains y 2 , then v 1 a 1 is not primitive in k(1) * (G), which is a contradiction. So a 1 contain only y 3 , indeed Q 1 x 5 = y 3 implies a 1 = y 3 .
For a 2 , we know that y 1 , y 3 are not v 2 -torsion. Therefore a 2 only contains y 2 , that is,
By the primitivity in k(3) * (G/T ), the element a 3 only contains y 3 , y 4 . We know Q 3 (x 5 ) = y 4 . If a 3 = v 1 (y 4 + y 3 b ′′ ), then let new y 4 be the element y 4 + y 3 b ′′ . Thus we have the result.
Proof. We consider the action r 4∆ 1 on b 5 . First consider r 4∆ 1 (y 1 y 2 ) = r 3∆ 1 (y 1 )r ∆ 1 (y 2 )+r 2∆ 1 (y 1 )r 2∆ 1 (y 2 )+r ∆ 1 (y 1 )r 3∆ (y 2 )+y 1 r 4∆ (y 2 ).
Here r 3∆ 1 = P 2 P 1 mod(2). Hence we have with mod (2) r 3∆ 1 (y 1 )r ∆ 1 (y 2 ) = P 2 P 1 (y 1 )P 1 (y 2 ) = by 2 1 . r 2∆ 1 (y 1 )r 2∆ 1 (y 2 ) = y 2 b ′′ , and 2y 2 b ′′ ∈ S(t) r ∆ 1 (y 1 )r 3∆ (y 2 ) = b ′′ b ′′′ ∈ S(t), and y 1 r 4∆ 1 (y 2 ) = y 1 y 3 .
Hence r 4∆ 1 (y 1 y 2 ) = y 1 y 3 + by 2 1 mod(BP * ⊗ S(t)).
Next consider
r 4∆ 1 (v 1 y 3 ) = 2r 3∆ (y 3 ) + v 1 (r 4∆ 1 (y 3 )).
Here with mod(2) we see r 3∆ (y 3 ) = P 2 P 1 (y 3 ) = P 2 (y 2 2 ) = y 4 1 . We also see r 4∆ 1 (y 3 ) = P 4 y 3 ∈ S(t) from the primitivity in H * (G/T ; Z/2). At last we can see . At first we compute r 2∆ 1 (y 1 y 3 ) = y 2 y 3 +r ∆ 1 (y 1 )r ∆ 1 (y 3 )+y 1 r 2∆ (y 3 ) = y 2 y 3 +b ′ y 2 2 mod(S(t)).
We have r 2∆ 1 (y 4 1 ) = 0 by the Cartan formula. We see with mod(2) r 2∆ 1 (by 
modS(t).
Remark that by Totaro (Lemma 4.4 in [To1] ), we know we can take b = b ′ = 0 in the above lemma. These facts follow from P 1 (y 1 ) = 0 ∈ H * (G/T ; Z/2). Now we study the torsion index. Recall y top = y Hence we can writẽ b = 2 6 (y top + yt) f or |t| > 0.
from Lemma 5.5, we see t(E 8 ) (2) ≤ 2 6 . Suppose t(E 8 ) (2) ≤ 2 5 , that is, 2 5 f = 2 5 y top t top ∈ S(t). Then 2 5 f must be in ideal I = (b 1 , ..., b 8 ), and we can write for b i = 2y (i) ( * ) 2 5 f = b i t(i) = 2 y (i) t(i) f or t((i) ∈ S(t).
Since H * (G/T ) has no torsion, we have 2 4 f = y (i) t(i). Let us rewrite s = y (i) t(i) = I y I t(I) for a monomial y I = y 4 ∈ P (y) for I = (i 1 , ..., i 4 ), and t(I) ∈ S(t). Then s ∈ Ideal(2) implies each t(I) ∈ Ideal(b 1 , ..., b 8 ) ⊂ S(t), since H * (G/T )/2 ∼ = P (y) ⊗ S(t)/(b). Continue this arguments, we have ( * * ) f = y I t(I) in H * (G/T ).
Consider this equation in H * (G/T )/2, and we see y top = y I t(I), that is y top = y I . To get ( * * ) from ( * ), we exchanges b i to 2y (i) five times. We note that the largest number of y i 's of monomials in y (j) is 1 or 2 except for y (6) = (y 1 y 3 + y 4 1 + y 2 1 b) where the number is 4. We easily see that y (6) appears as y (i) just one time in the process ( * ) to ( * * ). We also see that y (i) = y (8) just one time for the existence of y 4 . Let us write by ♯ y (a) the number of y i 's in a. Then ♯ y (y (i 1 ) ...y (i 5 ) ) ≤ 2 × 3 + 4 + 1 = 11.
On the other hand ♯ y (y top ) = 7 + 3 + 1 + 1 = 12. Thus t(E 8 ) 2 ≥ 2 6 .
Lemma 12.11. Let (i 1 , ..., i k ) ⊂ (4, 5, 5, 5, 6, 8) . Thenb = b i 1 ...b i k is a non zero element in CH * (X)/2.
For example, b 3 5 = 0 ∈ CH * (X)/2. Let K be an extension of k such that X does not split over K but splits over an extension over K of degree ap, (a, p) = 1. Suppose that where Res K = Im(res : CH * (X| K )/2 → CH(X)/2). (Compare the condition ( * ) in §7.) That is, J(G k | K ) = (0, 0, 0, 1) and such K exists (see [Pe-Se-Za] , [Se] ).
Lemma 13.3. Let (G, p) = (E 7 , 2). In H * (G/T )/(4), for all monomials u ∈ P (y)/2, except for y top = y 1 y 2 y 3 , the elements 2u are written as elements in H * (BT ). Namely, in H * (G/T )/(4), there are b i ∈ S(t) such that b k = 2y 1 (resp. 2y 2 , 2y 3 ) if k = 2 (resp. k = 3, 4) 2y 1 y 2 (resp. 2y 1 y 3 , 2y 2 y 3 ) if k = 5 (resp. k = 6, 7).
From lemma 10.5, it is immediate Lemma 13.4. In BP * (X)/I 2 ∞ , we have 2y 1 = b 2 , 2y 2 = b 3 , 2y 3 = b 4 . Lemma 13.5. We have t(E 7 ) (2) = 2 2 .
Proof. We get the result from b 5 b 3 = (2y 1 y 2 )(2y 3 ) = 2 2 y top .
Note that for (G, p) = (E 7 , 2), the J-invarian J(G k ) = (1, 1, 1). Recall that A N = Z/2{b i 1 · · · b is ||b i 1 |+...+|b is | ≤ N} and |y 1 y 2 y 3 | = 34. These elements are Ω * -module generators in Im(resk k (Ω * (X) → Ω(X)) because 2y 1 y 2 y 3 ∈ Im(resk k ) from the fact t(G k ) = 2 2 .
Let us write G ′ = E 8 and G ′′ = G 2 so that G ′′ ⊂ G = E 7 ⊂ G ′ . Take fields k ⊂ K ⊂ K ′ such that ( * * ) y 2 1 , y 2 2 , y 4 ∈ Res K but y 1 , y 2 , y 3 ∈ Res K , ( * * * ) y 2 1 , y 2 , y 3 , y 4 ∈ Res K ′ but y 1 ∈ Res K ′ . Then the following proposition is almost immediate Proposition 13.7. Suppose ( * * ) and ( * * * ). We have isomorphisms, 
