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Abstract
The objective of this research is to understand the fundamental relationships necessary to
develop a method to optimize both the topology and the internal gradient material distribution
of a single object while meeting constraints and conflicting objectives. Functionally gradient
material (FGM) objects possess continuous varying material properties throughout the object,
and they allow an engineer to tailor individual regions of an object to have specific mechanical
properties by locally modifying the internal material composition. A variety of techniques exists
for topology optimization, and several methods exist for FGM optimization, but combining the
two together is difficult. Understanding the relationship between topology and material
gradient optimization enables the selection of an appropriate model and the development of
algorithms, which allow engineers to design high-performance parts that better meet design
objectives than optimized homogeneous material objects.
For this research effort, topology optimization means finding the optimal connected
structure with an optimal shape. FGM optimization means finding the optimal macroscopic
material properties within an object. Tailoring the material constitutive matrix as a function of
position results in gradient properties. Once, the target macroscopic properties are known, a
mesostructure or a particular material nanostructure can be found which gives the target
material properties at each macroscopic point.
This research demonstrates that topology and gradient materials can both be optimized
together for a single part. The algorithms use a discretized model of the domain and gradient
based optimization algorithms. In addition, when considering two conflicting objectives the
algorithms in this research generate clear ‘features’ within a single part. This tailoring of
ii

material properties within different areas of a single part (automated design of ‘features’) using
computational design tools is a novel benefit of gradient material designs
A macroscopic gradient can be achieved by varying the microstructure or the
mesostructures of an object. The mesostructure interpretation allows for more design freedom
since the mesostructures can be tuned to have non-isotropic material properties. A new
algorithm called Bi-level Optimization of Topology using Targets (BOTT) seeks to find the best
distribution of mesostructure designs throughout a single object in order to minimize an
objective value. On the macro level, the BOTT algorithm optimizes the macro topology and
gradient material properties within the object. The BOTT algorithm optimizes the material
gradient by finding the best constitutive matrix at each location with the object. In order to
enhance the likelihood that a mesostructure can be generated with the same equivalent
constitutive matrix, the variability of the constitutive matrix is constrained to be an orthotropic
material. The stiffness in the X and Y directions (of the base coordinate system) can change in
addition to rotating the orthotropic material to align with the loading at each region.
Second, the BOTT algorithm designs mesostructures with macroscopic properties equal to
the target properties found in step one while at the same time the algorithm seeks to minimize
material usage in each mesostructure. The mesostructure algorithm maximizes the strain energy
of the mesostructures unit cell when a pseudo strain is applied to the cell. A set of experiments
reveals the fundamental relationship between target cell density and the strain (or pseudo
strain) applied to a unit cell and the output effective properties of the mesostructure. At low
density, a few mesostructure unit cell design are possible, while at higher density the
mesostructure unit cell designs have many possibilities. Therefore, at low densities the effective
iii

properties of the mesostructure are a step function of the applied pseudo strain. At high
densities, the effective properties of the mesostructure are continuous function of the applied
pseudo strain.
Finally, the macro and mesostructure designs are coordinated so that the macro and meso
levels agree on the material properties at each macro region. In addition, a coordination effort
seeks to coordinate the boundaries of adjacent mesostructure designs so that the macro load
path is transmitted from one mesostructure design to its neighbors.
The BOTT algorithm has several advantages over existing algorithms within the literature.
First, the BOTT algorithm significantly reduces the computational power required to run the
algorithm. Second, the BOTT algorithm indirectly enforces a minimum mesostructure density
constraint which increases the manufacturability of the final design. Third, the BOTT algorithm
seeks to transfer the load from one mesostructure to its neighbors by coordinating the
boundaries of adjacent mesostructure designs. However, the BOTT algorithm can still be
improved since it may have difficulty converging due to the step function nature of the
mesostructure design problem at low density.
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Nomenclature
Chapter 2
𝐽 is the optimization objective of the design.
Ω𝑑 is the design domain for the topology optimization. Normally this is a rectangle in 2D and a
rectangular prism in 3D.
𝑔𝑖 ≤ 0, 𝑖 = 1 … 𝑘 are one or more constraints on the topology optimization problem.
𝜌 is the topology density design variable which controls the location of material and the location
of empty space.
𝜌𝑡𝑎𝑟𝑔𝑒𝑡 is the target volume of the complete design when compared to the volume of the design
domain. In other words, this target value is a ratio.
U is the response of the object to some external condition. Normally, U represents displacement
to external forces. In this case, U is the nodal displacement output of the FEA.
𝐾 is the global stiffness matrix.
𝐹 is the global force matrix.
𝜁 is the SIMP power function’s exponent value.
𝐸𝑒𝑓𝑓 is the effective material property.
𝐸0 is the actual material property of the base material that the structure is made out of.
𝑘𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 is the effective element stiffness matrix.
𝑘𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 is the actual element stiffness matrix.
ℒ is the Lagrangian.
𝐵𝑆𝐼𝑀𝑃 is a temporary variable used in the SIMP optimization. At the optimal design 𝐵𝑆𝐼𝑀𝑃 should
be equal to one.
𝜁𝑑 is a damping exponent term.
𝜌𝑚𝑖𝑛 is the minimum allowed density.
𝜆1 is the Lagrangian multiplier used with the topology density constraint.
𝑚𝑆𝐼𝑀𝑃 is a move limit for the SIMP densities.
Φ(𝑥) is a level set function (LSF) with one more dimension than the design domain.
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Γb is the boundary of the object defined by the zeroth isocurve of Φ(𝑥)
𝑛𝑑𝑖𝑟 is the normal direction from the boundary of the object.
𝑡 the time step used in the level set method
𝑉𝑛 is the velocity of the level set function.
ℎ
𝐷𝑚𝑒𝑠𝑜
is the effective constitutive equation matrix of a meso structure. This matrix is found by
homogenization theory.

Chapter 3
𝐷𝑠𝑦𝑠,𝑒 the macro (main system) level constitutive matrix for element e
Chapter 4
Ωmat is the part of the domain occupied by a structure.
𝜔1 is volume fraction composition of material one at each location.
𝜔2 is the volume fraction composition of material two at each location.
x is a vector of control point positions in XY plane.
z is the height of the control points.
𝑑 is the maximum allowed displacement
𝑤1 is the weight given to the first objective when performing dual objective optimization.
𝑆 is the maximum VonMises stress within the design
𝐶 is the ratio of material to void
𝑊𝑒𝑓𝑓 is the gradient material’s effective property
𝑊1 and 𝑊2 are the material properties of the two constitutive materials.
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 is the elastic optimization objective.
𝑉1 is the total allowed volume of material one.
𝑉2 is the total allowed volume of material two.
𝐷𝑒 constitutive matrix for element e
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 is the Poisson’s ratio.
𝐸1 is the elastic modulus of material one
𝐸2 is the elastic modulus of material two.
𝐾𝑒 is the 8 by 8 matrix for element e used for the FEA
B is the derivative of the shape function.
𝐸1 is the elastic modulus of material 1.
𝐸2 is the elastic modulus of material 2.
𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 is the target ratio of the two materials.
𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 is the current ratio of the two materials.
λ2 is Lagrangian multiplier used for the volume fraction constraint.
1
𝜇

is the penalty function.

𝑖 is the iteration number.
Δ𝑡 is the artificial step function.
𝐽𝑡𝑜𝑡𝑎𝑙 is total combined objective when using two different objectives.
𝐽ℎ𝑒𝑎𝑡 is the heat objective.
𝑚𝑎𝑥1top is the maximum absolute value of the topological sensitivity for the elastic objective.
𝑚𝑎𝑥2top is the maximum absolute value of the topological sensitivity for the heat objective.
𝑚𝑎𝑥1vol is the maximum absolute value of the volume fraction sensitivity for the elastic
objective.
𝑚𝑎𝑥2vol is the maximum absolute value of the volume fraction sensitivity for the heat
objective.
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Chapter 5
M is the number of loading conditions on the structure.
m is the current loading condition.
R is the number of FEA elements in the mesostructure design.
𝜂 is the density variable in the mesostructure design.
𝜂𝑡𝑎𝑟𝑔𝑒𝑡 is the target volume of the complete meso design when compared to the volume of the
meso design domain. In other words, this target value is a ratio.
𝐾𝑚𝑒𝑠𝑜 is the global stiffness matrix for the meso level design.
𝑖
𝐹𝑚𝑒𝑠𝑜 is the three 𝑓𝑚𝑒𝑠𝑜
forces.

𝜁𝑚𝑒𝑠𝑜 is the SIMP power function exponent for the mesostructure design problem.
𝐷0 is the constitutive matrix of the base material.
𝐷𝑒𝑓𝑓 the effective constitutive material matrix.
𝐻
𝐷𝑚𝑒𝑠𝑜
is the effective macroscopic constitutive matrix of the repeating unit cell design.

𝑉𝑚𝑒𝑠𝑜 is the volume of the unit cell design domain.
𝐼 is the identity matrix
𝐵𝑒 is the elements displacement strain matrix which is the derivative of the FEA shape functions.
𝑈𝑒𝑖 is the displacement for force i of the three test strains at element e.
𝜖1 test strain 1.
𝑖
𝑓𝑚𝑒𝑠𝑜
is the equivalent force for test strain i

𝑉𝑒 volume of a FEA element
𝜆2 is found so that the volume constraint is satisfied for the meso design problem.
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Chapter 6
𝐸𝑥𝑥 and 𝐸𝑦𝑦 is the elastic moduli in the X and Y directions of an orthotropic material before
rotation.
Δtarget is the average mesostructure density target.
𝛿 is the mesostructure density at each location.
𝐸𝑚𝑖𝑛 is the minimum summed elastic density at each point that is allowed.
𝐸𝑎𝑣𝑔 is the target average elastic modulus in the object
𝑊𝑒𝑓𝑓 is the effective material property
𝑊𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 is the material properties of the orthogonal material.
𝜂𝑑𝑎𝑚𝑝 damping term for SIMP optimization
𝜌𝑚𝑖𝑛, the smallest SIMP topology density allowed.
𝐸12 is the average of 𝐸𝑥𝑥 and 𝐸𝑦𝑦 .
i is the current iteration of the macro level.
𝐷𝑜𝑟𝑡ℎ is the orthotropic material constitutive matrix before rotation.
𝜃 is the rotation of the orthotropic material.
R matrix converts from tensor strain to engineering strain
c is the cosine function.
s is the sine function.
T is a matrix is matrix used to rotate the constitutive orthotropic material matrix.
𝐷𝑟𝑜𝑡 is the rotated orthotropic material matrix
𝜆2 is the Lagrangian multiplier for 𝐸𝑥𝑥 and 𝐸𝑦𝑦 optimization
𝑉𝑓𝑖𝑙𝑙𝑒𝑑 is the volume of the regions filled with some material
𝑚𝐸 is a move limit for 𝐸𝑥𝑥 and 𝐸𝑦𝑦 optimization.
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𝐴𝐸𝑦𝑦 ,𝑒 is a temp variable used for 𝐸𝑥𝑥 and 𝐸𝑦𝑦 optimization.
Γ is a function used to predicted mesostructure density.
𝜆3 is the Lagrangian multiplier for the meso density constraint.
𝜃𝑚𝑜𝑣𝑒 is a move limit on the theta value.
𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ideal theta value found by golden section.
𝐸𝑎𝑣𝑔,𝑒 is the average elastic modulus at an element.
𝑣1 is a vector used to plot the 𝐸𝑥𝑥 values when rotated by 𝜃.
𝑣2 is a vector used to plot the 𝐸𝑦𝑦 values when rotated by 𝜃.
Chapter 7
Ω𝑚𝑒𝑠𝑜 is the design domain of the mesostructure problem.
𝐷𝑠𝑦𝑠 is the target (or desired) constitutive matrix of the meso design.
𝜖 is the strain from the macro level
𝛽 is the pseudo strain.
𝐴𝛽 is a temporary matrix used in the mesostructure feedback loop technique.
𝑑𝛽,𝑑𝑎𝑚𝑝 is a damping term used in the pseudo strain update scheme for the feedback loop.
𝛽𝑐𝑢𝑟𝑟𝑒𝑛𝑡 is the current pseudo strain.
𝛽𝑜𝑙𝑑 is the previous pseudo strain when the problem was reinitialized.
r is the radius of the circle used in the meso design problem initialization
𝐻
𝑑𝑖𝑓𝑓 is a measure of how close the mesostructure’s 𝐷𝑚𝑒𝑠𝑜
is to the 𝐷𝑠𝑦𝑠 .

𝑑𝜂,𝑑𝑎𝑚𝑝 is a damping term used in material update scheme for the mesostructure feedback
loop.
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𝑀𝑙𝑖𝑚𝑖𝑡 is a move limit on the density change of the target overall density for the feedback loop
techniques.
𝜂𝑀𝑖𝑛 is the minimum allowed target density for the mesostructure design.
𝐻
𝜃𝑠𝑦𝑠 the target 𝜃 value of the mesostructure’s 𝐷𝑚𝑒𝑠𝑜
.
𝐻
𝐸𝑥𝑥,𝑠𝑦𝑠 the target 𝐸𝑥𝑥 value of the mesostructure’s 𝐷𝑚𝑒𝑠𝑜
.
𝐻
𝐸𝑦𝑦,𝑠𝑦𝑠 the target 𝐸𝑦𝑦 value of the mesostructure’s 𝐷𝑚𝑒𝑠𝑜
.

step is the distance between adjacent target values.
𝐷 𝑡𝑎𝑟𝑔𝑒𝑡 is the target effective properties o
𝛼 is the index in the lookup table.
𝐻
𝐷 𝑡𝑎𝑏𝑙𝑒 is a 𝐷𝑚𝑒𝑠𝑜
from the lookup table.

𝛼𝑏𝑒𝑠𝑡 is the index of the table entry with the best fit of 𝐷𝑠𝑦𝑠 ≈ 𝐷 𝑡𝑎𝑏𝑙𝑒 .
scale, design variable for finding the best density interpolation
𝐷 𝑠𝑐𝑎𝑙𝑒 is the scaled 𝐷 𝑡𝑎𝑏𝑙𝑒 .
𝐸𝑥𝑥,𝑠𝑢𝑏 is the meso level (subsystem)’s equivalent macroscopic 𝐸𝑥𝑥 value.
𝐸𝑦𝑦,𝑠𝑢𝑏 is the meso level (subsystem)’s equivalent macroscopic 𝐸𝑦𝑦 value.
𝜃𝑠𝑢𝑏 is the meso level (subsystem)’s equivalent macroscopic 𝜃 value
Κ sum of the zero terms of a orthogonal material before rotation
𝜃𝑡 is the rotation variable within Κ.
𝜃𝑠𝑒𝑎𝑟𝑐ℎ is the search region for the extraction of the 𝜃𝑠𝑢𝑏 value.
𝜃𝑠𝑡𝑒𝑝 is the golden section termination criteria size.
𝜃𝑀𝑖𝑛 is the 𝜃𝑡 value that minimizes the Κ term.
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𝛼𝑑𝑒𝑛 is the denominator of the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values within the constitutive matrix for the plane
stress case.
𝐸𝑟𝑟𝑜𝑟𝐸𝑥𝑥 is the relative error between 𝐸𝑥𝑥,𝑠𝑦𝑠 and 𝐸𝑥𝑥,𝑠𝑢𝑏 .
𝐸𝑟𝑟𝑜𝑟𝐸𝑦𝑦 is the relative error between 𝐸𝑦𝑦,𝑠𝑦𝑠 and 𝐸𝑦𝑦,𝑠𝑢𝑏 .
𝐸𝑟𝑟𝑜𝑟𝜃 is the relative error between 𝜃𝑠𝑦𝑠 and 𝜃𝑠𝑢𝑏 .
𝐸𝑟𝑟𝑜𝑟𝑡𝑜𝑡𝑎𝑙 is the summed relative error.
𝜃𝐴𝑁𝑁 is the 𝜃 input to the ANN.
Δ𝑡𝐴𝑁𝑁 step size for the finite difference using ANN.
Chapter 8
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 is the macro system’s copy of the 𝐸𝑦𝑦 variable.
𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 is the meso subsystem’s copy of the 𝐸𝑦𝑦 variable.
𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 is the macro system’s copy of the 𝐸𝑥𝑥 variable.
𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 is the meso subsystem’s copy of the 𝐸𝑥𝑥 variable.
𝜃𝑒,𝑠𝑦𝑠 is the macro system’s copy of the 𝜃 variable.
𝜃𝑒,𝑠𝑢𝑏 is the meso subsystem’s copy of the 𝜃 variable.
j is the index of complete iterations the BOTT algorithm.
𝑝𝑒,𝐸𝑦𝑦 ,𝑗 and 𝑝𝑒,𝐸𝑥𝑥 ,𝑗 are 2N number of penalties for the consistency constraint.
𝜆2,𝑒,𝐸𝑦𝑦 and 𝜆2,𝑒,𝐸𝑥𝑥 are 2N number of Lagrangian multipliers.
𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 is a temp variable in 𝐸𝑥𝑥 and 𝐸𝑦𝑦 optimization.
Ω𝑗 penalty fraction compared to objective within sensitivity equations
𝜆2,𝑚𝑖𝑛,𝐸𝑦𝑦 is the minimum of all possible 𝜆2,𝐸𝑦𝑦 values.
𝑣3 vector used to show the subsystem values 𝐸𝑥𝑥 .
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𝑣4 vector used to show the subsystem value 𝐸𝑦𝑦 .
Chapter 9
𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑜𝑙𝑢𝑚𝑒 is the volume of space occupied by material from a macro prespective.
𝐴𝑣𝑔𝑀𝑒𝑠𝑜𝐷𝑒𝑛𝑠𝑖𝑡𝑦 is the predicted mesostructure density within the whole structure.
𝐼𝑆𝑂 is a function that is 0 everywhere expect when 𝐸𝑥𝑥 ≈ 𝐸𝑦𝑦 , then the material is isometric.
𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 is the consistency constraint difference for 𝐸𝑥𝑥 values.
𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 is the consistency constraint metric for 𝐸𝑦𝑦 values
𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 is the consistency constraint metric for 𝜃 values.
Ηmask is the connection array that is applied on top of the mesostructure density sensitivity.
𝑚𝑜𝑓𝑓𝑠𝑒𝑡 is the magnitude of the connection array mask when applied to the mesostructure
element sensitives.
𝑠 is a scaling factor applied to the subsystem values.
𝐸𝑦𝑦,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 is the scaled subsystem 𝐸𝑦𝑦 values.
𝐸𝑥𝑥,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 is the scaled subsystem 𝐸𝑥𝑥 values.
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The research objective is to develop engineering tools to design and eventually build objects
using additive manufacturing that leverage the unique abilities of additive manufacturing so that
the object performs significantly better than what can be designed and fabricated using
traditional manufacturing methods. Specifically, the aim is to develop a method to optimize
both the topology and the gradient material distribution of a single object while meeting
conflicting goals and multiple constraints. This research uses the following definitions.
1. Topology optimization. Finding the optimal connected structure and shape that
minimizes some objective function (minimizing strain energy, minimizing the maximum
stress within the design, minimizing the maximum temperature within the design, or
something else) while subject to a constraint that specifies the maximum amount of
material used in the design.
2. Functionally Graded Material (FGM) optimization. Finding the optimal placement of
macroscopic material properties within an object. These gradient properties can be
scaling all values of the material constitutive matrix as a function of position, or
modifying one or more individual components of the constitutive matrix as a function of
position. Figure 1.1 shows the difference between the two types of FGM materials.

1

Figure 1.1 The arrows represent some property of the material that can independently be
adjustedin the X and Y directions. The image on the left shows scaling both the X and Y arrows
together to form a gradient. The image on the right shows scaling of the X arrows while the Y
arrow is constant.
Engineers solve technical problems by using their scientific and technological knowledge,
and they optimize the solutions within the constraints given to them (Pahl et al. 2007). When
designing an object engineers must consider the manufacturing process that will be used to
make the part because the manufacturing method will influence the types of designs that can be
physically realized. Additive manufacturing (AM) is just one manufacturing process that an
engineer might choose. The American society for testing and materials (ASTM) defines additive
manufacturing as the “process of joining materials to make objects from three-dimensional (3D)
model data, usually layer by layer, as opposed to subtractive manufacturing methodologies”
(Technologies 2014). Additive manufacturing has grown exponentially since its start in the early1980s (Huang et al. 2014). A change from rapid prototyping to rapid manufacturing or
‘advanced manufacturing’ has been observed in the field. 3D printers now produce functional
end-products (inexpensive fused deposition modeling (FDM) printers can mass produce
functional parts as well (Figure 1.2)).
2

Figure 1.2 Luzbot fleet. (Aleph Objects n.d.)
Additive manufacturing offers three key benefits over other “traditional” production
methods (Tang et al. 2016).
1. Increasing part complexity does not increase manufacturing costs.
2. Multiple materials can be used simultaneously or sequentially.
3. Manufacturing preparation time is significantly reduced and is not significantly affected
by the part’s complexity.
To take advantage of these abilities, engineers should find new design methods that allow
for mass customization (minimum prep time for different objects) of complex objects (because
added complexity does not add cost) with various materials. This objective to make new design
methods implies that optimal designs will have complex geometries. The validity of this
assumption varies based on the actual object being designed. These complex shaped parts will
3

only have material exactly where it is needed which will likely lead to a reduction of other
objectives, such as reducing the weight of an object while keeping the same overall strength or
stiffness. This research effort seeks to build on the work of others to help realize these new
design methods by contributing to the following broad objectives within design for additive
manufacturing.
1. Automate design steps. Automation of design is a prerequisite to mass customization
since engineers have a limited amount of time to generate new designs. The goal is not
to replace the engineer, but to assist the engineer in the design process. In addition, the
optimal design will likely not be intuitive and is not something that the engineer could
generate on his own.
2. Use mechanical simulations coupled with optimization algorithms to generate optimal,
possibly more complex geometries and optimal placement of multiple (or gradient)
materials which result in better performance.
This research focuses on concurrent topology and macroscopic material gradient
optimization. Picking the material for a particular design problem requires optimization of the
conflicting functional requirements and satisfaction of problem constraints. For example,
designs often need to be strong but also lightweight and these two properties are often
conflicting. Increasing the strength to weight ratio (max stress within the part per unit weight) or
the stiffness to weight ratio (max strain within the part per unit weight) of a design gives
engineers the ability to create better high performance designs. In the past, engineers picked a
material that met their primary need and then changed the design of the object or part’s
topology to achieve the functional requirements and satisfy problem constraints. This method
4

works well for many applications because most manufacturing methods require the object to be
made from a homogenous material. Some specialized techniques allowed an engineer to
manufacture gradient material objects, such as centrifugal casting, using electric or magnetic
fields while casting, squeeze casting, surface treating, and other uncommon techniques.
However, these techniques are difficult to implement, and have many constraints on the
gradient orientation and position (Sobczak & Drenchev 2013). For example, surface treating only
produces gradient properties in the normal direction to the surface. Structural topology
optimization algorithms produce designs that have complex topologies and shapes.
Manufacturing these complex shapes and topologies with a gradient material would be difficult
or impossible using traditional fabrication methods. This manufacturing difficulty has resulted in
little research effort in combined topology and material gradient optimization techniques.
To minimize the tradeoff between different objectives, engineers should design new
materials that can help satisfy many objectives that were previously conflicting. For example,
many new composites materials take advantage of two different materials’ properties to satisfy
multiple objectives. However, if different regions of a single part experience different
environments and loading conditions, customizing the material properties at each region based
on the conditions experienced at that particular region will likely result in a more optimal design
than a homogenous material part. This region customization is in contrast to how an engineer
would normally select a single material for a part.
The term “Functionally gradient material” (FGM) was first used by researchers in the Sendai
area of Japan where they used metal ceramic FGM to increase the heat resistance of a single
object (turbine blades)(Koizumi 1997). This approach to achieving gradient properties is to vary
5

the ratio of two or more materials at each location within a single object. Because each material
has different properties, when they are alloyed or bonded together, the resulting material has
some combination of its constitutive materials. The goal of this method is to control the
microstructure of the material to control the macroscopic properties.
A second approach to achieve gradient properties is to place interstitial materials in the
object selectively. This placement could include adding fiber reinforcement along the stress
contours of an object to increase the overall stiffness (Klift et al. 2016; Tekinalp et al. 2014). A
third approach is to place a mesostructure everywhere in the object and then individually vary
the parameters of every unit cells to achieve gradient properties (Arabnejad Khanoki & Pasini
2012). Figure 1.3 and Figure 1.4 show these three methods.

A carbon fiber reinforced part
made with fused deposition
modeling printer. (Klift et al.
2016)

A part made using additive
manufacturing where the tool
head changed the composition
of the material deposited as a
function of the x, y, z position.

Internal mesostructure
of an additively
manufactured object.

Figure 1.3 Three methods of creating macroscopic gradient material properties.
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Additive manufacturing allows realization of these approaches. Point by point additive
manufacturing allows precise placement of different combinations of material at every point
within the domain. The tool head can change the composition of the material it deposits while it
moves around the build area. Three of the seven recognized AM techniques allow point by point
deposition of material (extrusion, material jetting, and direct metal deposition). Other AM
processes deposit material on a layer by layer and therefore are not suited for point by point
manufacturing, but they can allow for 1D gradients in the build direction.
FGM materials show their full potential when considering multiple objectives such as
maximizing heat resistance while maximizing strength. The original purpose of gradient
materials was to increase heat resistance on the surface of turbine blades so that they would
not melt in the extreme temperatures of a turbine engine. The blades also needed to be very
strong (Noda 1999). The idea of gradient properties has been around much longer. For example,
selective heat treating of a knife edge can make the edge more wear-resistant but also more
brittle. The main body of the knife does not experience this heat treatment and gives the knife
its mechanical strength. While designing objects with gradient material properties, the
optimization problem should be setup to take full advantage of the various properties that
gradient materials offer.
Shape and material determine an object’s physical response to external stimuli; hence, both
the shape, topology, and material gradient should be designed at the same time to optimize the
physical part. With an intent to optimize the part, a model for both the material properties and
topology of the object must be created which allows an optimization algorithm to change the
design parameters easily and easily allows for mechanical simulations of the object.
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Because AM can relatively easily fabricate objects with gradient properties, the new
question is, how do we design FGM? Also, the broader issue is, how do we represent and
optimize the topology and macroscopic material properties of a part while considering the
additive manufacturing process constraints?

Figure 1.4 Different method for changing macroscopic properties
A clear model of the object’s topology and gradient material properties will enable
computational design. Computational design tools help engineers use computers to generate
and optimize designs. Using computational design coupled with additive manufacturing gives
the engineer an entirely digital workflow which has opened the door to many new innovative
design methods and designs (Muir 2013; Doubrovski et al. 2011). Since the topology of an object
8

and its gradient material properties are intertwined, intuitively generating an optimal design is a
difficult task for an engineer (Shin et al. 2003). Instead, a new design method should seek to
automate some parts of the design process that are difficult for the engineer.
Further developing the complete digital design to manufacturing workflow for gradient
materials is this research’s focus. Since engineers can control the overall shape (or topology),
macroscopic material properties, and microstructures (by controlling the AM process) with
digital tools, engineers should seek to optimize all three at the same time to best achieve highperformance parts that are truly ‘optimal.' Further complicating the design to manufacturing
workflow is the need to model the part’s topology/shape, macroscopic properties,
mesostructures, microstructures, and manufacturing parameters in a way that allows an
optimization algorithm to generate new designs. However, to break down the research into a
more manageable size, this research is primarily focused on designing the topology and
macroscopic gradient material properties. To physically realize anisotropic material gradient
properties, this research presents a new mesostructure design technique. To further narrow
down the research focus, this research only considers optimization problems involving the
amount of material used, structural stiffness, and structural thermal properties. Figure 1.5
shows the research objectives 1-3 inside the blue box, demonstrates how the research fits into
the broader design for AM, and shows the complete workflow needed for AM of objects with
macroscopic gradients.
This research is focused on structural optimization, and therefore understanding what
‘optimal’ actually means is key to everything presented in this work. A simple thought
experiment will help explain the meaning of optimal. Imagine that somehow, the optimal design
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of a part is found and all the constraints are met. Now imagine that the topology, FGM
distribution, or the manufacturing process used to make the part is slightly changed in any
direction at any location within the part. Any of these variations from the optimal design results
in an increase of the objective function which means the design is less optimal. Therefore, if
some optimization update scheme is found which continuous to decrease the objective value
while meeting the constraints until the objective is no longer decreasing, then the design when
the objective is longer deceasing will be at an optimal location (whether a local optimal or a
global optimal is difficult to know). Most of the research in this dissertation is focused on
designing lightweight structures. Therefore, the optimizer must know 1.) how much density is
required for a given stiffness, and 2.) the derivative of the design variables with respect to a
change in density. How to obtain these two pieces of information is one of the major problems
this research effort must solve.
The research objectives are to:
1. Create an algorithm that generates an optimal part topology and macroscopic isotropic material
gradient with a single objective, maximizing (stiffness), while considering AM constraints.
2. Create an algorithm that generates an optimal part topology and macroscopic isotropic material
gradient with two or more conflicting objectives (maximizing stiffness and minimizing maximum
temperature) while performing two or more coupled simulations and while considering AM
constraints.
3. Create an algorithm that generates an optimal part topology and macroscopic material gradient
with a single objective (maximizing stiffness) for anisotropic materials while considering AM
constraints.
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4. Compare optimal homogenous material designs to optimal gradient material designs to
determine if FGM has better performance when measured using multiple criteria (such as heat
conductivity and strength).

Figure 1.5 Research objectives. This research is focused on everything in the blue region.

Because this research is focused on developing new algorithms for structural optimization,
the research is limited to the 2D case in plane stress, which assumes that out of plane stress is
zero, and the object is similar to a thin plate.
This dissertation presents the solutions to the research objectives in the following order.
Chapter 2 reviews the relevant literature and discusses the research gaps. Chapter 3 presents
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the research approach used to fill the research gaps. Chapter 4 describes topology optimization
combined with isotropic material gradient optimization. Chapter 5 describes in more detail
problems with existing multiscale topology optimization methods and introduces the basic idea
of the Bi-level Optimization of Topology using Targets (BOTT) algorithm. Chapter 6 describes
topology optimization with orthotropic material optimization. Chapter 7 describes
mesostructure optimization while solving the alternative maximization of pseudo strain
problem. Chapter 8 describes how the macro level algorithm coordinates with the meso level
algorithm using analytical target cascading. Chapter 9 describes the implementation of the BOTT
algorithm and compares its performance to existing multiscale topology optimization
techniques. Chapter 10 discusses the impact of this research and proposes future works.
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Developing algorithms to optimize both optimal topologies and optimal gradients requires
understanding and evaluating many sub-topics that are combined to allow for the simultaneous
optimization. Any algorithm that is developed can be viewed as a coordinator that facilitates the
interactions of sub-systems to give a desired optimal part design. At each sub-system, a change
in the optimization setup or method could potentially be a major improvement to the current
state of the art for concurrent topology and gradient material optimization. Also, the method of
coordinating between the different optimizers could also be an area of improvement. Therefore,
the literature review should partially cover all of the sub-topics to give a general understanding
of what computational tools are available for use.
First, the literature review presents an introduction to topology optimization. Second, the
literature evaluation describes gradient material modeling, optimization, and physical
interpretation. Finally, a review of existing topology and material gradient optimization
techniques shows the current state of the art and is the most relevant to the current research
effort. Figure 2.1 shows the topic outline.
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Figure 2.1 Literature Review Outline

Topology Optimization Overview
Engineers have studied topology optimization extensively, and the basic techniques on how
it works are well known. Current research now seeks to apply the topology optimization to real
world problems better and to consider much more challenging design problems (Sigmund &
Maute 2013).

Figure 2.2 Topology optimization design problem. The downward arrow shows the load. The
gray box represents the designable area. The goal of topology optimization is to find where to
place material in the gray box (Sigmund 2001).
This paper gives a brief introduction to the relevant topology optimization topics; however,
other authors offer a more comprehensive and detailed review. In 2001 Eschenauer and Olhoff
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compiled the literature with the current state of the art in topology optimization and presented
a comprehensive literature review from a technical perspective (Eschenauer & Olhoff 2001).
Similarly, Sigmund and Maute published a similar review in 2013, but presented the review at a
high level and made many recommendations to the topology optimization community (Sigmund
& Maute 2013).
Topology optimization seeks to find the optimal placement of material within a domain
(Figure 2.2). The structure is continuous but may have holes within it. In general, some
objective, J, is maximized or minimized over a domain, 𝛺𝑑 . The problem is subject to one or
more constraints, 𝑔𝑖 ≤ 0, 𝑖 = 1 … 𝑘. The material distribution is represented with a density
design variable 𝜌, and, in general, the optimizer seeks to set 𝜌 to 0 or 1, which represent void
and material respectively. The density influences how the candidate design part performs during
a simulation. The response of the object is 𝑈, and in many cases 𝑈 represents displacement. The
objective, J, is measured based on the results of simulations and the objective is often measured
by integrating over the whole domain 𝐽 = ∫ 𝑓(𝑢(𝜌), 𝜌)d𝛺𝑑 .
𝑚𝑖𝑛(𝐽)
(2.1)
𝐽 = ∫ 𝑓(𝑢(𝜌), 𝜌) 𝑑Ω𝑑
Subject to
𝐹 = 𝐾𝑈

(2.2)

𝑔𝑖 ≤ 0, 𝑖 = 1 … 𝑘

(2.3)
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Numeric methods require a discretized domain to run the simulation and find optimal
results. The discretization normally involves using the density of the finite element analysis (FEA)
elements or nodes as the design variables. Some authors claim to use algorithms that do not
require discretization, and that can represent any object with infinite precision; however, this
claim is not warranted since these algorithms still require some discretization. For example, the
level set method is often presented as free from discretization, but the level set method uses an
approximate Heaviside function, and a fixed grid is still required to solve the Hamilton-Jacobian
equation (Sigmund & Maute 2013).
The review in this dissertation is only meant to give a basic understanding of topology
optimization. The review discusses three relevant (to this research effort) techniques for
topology optimization, although many other less common and less general techniques exist.
Homogenization
Finding the optimal placement of material requires having two separate regions in a design
domain: areas with material and areas without material (void). The total volume of material
used in the design is constrained to be a fraction of the total volume of the material in the
design domain (Equation (2.5)). Integer optimization problems are well known to be difficult to
solve and are often relaxed to make the design variables continuous rather than a step function.
Homogenization relaxes the topology optimization material variable so that it can represent any
value between void and completely solid.
(2.4)

0≤𝜌≤1
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∫Ω 𝜌𝑑𝑥
d

∫Ω 𝑑𝑥

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 0

(2.5)

d

The density at each location represents the micro-structure or mesostructure at that
physical location. The material properties (especially the elastic modulus) are assumed to be
linear functions of the density of the microstructure (Bendsøe & Sigmund 1999; Bendsoe 2003).
Often an optimal criteria algorithm is used to find the proper location of the micro-structures in
the domain. The problem is that most engineers do not want a physical part with many different
microstructures. Instead, they want either material or void. Since the homogenization method
does not produce a material-void boundary, it can also be classified as a discretized material
gradient optimization method. Figure 2.1 shows this link between topology optimization and
discretized material gradient optimization.
SIMP method
The solid isotropic material with penalization model (SIMP) solves some of the problems of
the homogenization method by seeking to force the densities toward a 0 or 1. The algorithm
uses the volume constraint to make the intermediate densities non-optimal. SIMP is best
explained using the minimum compliance problem (maximize stiffness) of a structure when
given a target volume constraint.
min(𝑈 𝑇 𝐾𝑈)

(2.6)

Subject to

∫Ω 𝜌𝑑𝑥
d

∫Ω 𝑑𝑥

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 0

d
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(2.7)

(2.8)

𝐾𝑈 = 𝐹

Where 𝑈 is the nodal displacement vector, 𝐾 is the global stiffness matrix, 𝐹 is the global
force matrix, 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 is the target density (ratio of volume material used in the design to volume
of material in the design domain), and 𝜌 is the density design variable. The innovation of the
SIMP method is to represent the effective elastic modulus as a non-linear function, in fact a
power function with exponent 𝜁 (Equation (2.9)) of the density, 0 ≤ 𝜌 ≤ 1, which ends up
penalizing intermediate densities. 𝐸𝑒𝑓𝑓 is the effective elastic modulus, and 𝐸0 is the elastic
modulus of the base material. Other SIMP-like method, such as Rational Approximation of
Material Properties (RAMP), use other functions than a power function to slight numeric
advantages when optimizing (Gao & Zhang 2010; Deaton & Grandhi 2014). The value of 𝜁 is
normally chosen to be 3 for materials with a Poison’s ratio of 1/3. Figure 2.3 shows the effective
elastic modulus of an element as a function of its density design variable, and it shows that
intermediate densities contribute significantly to the volume constraint, but do not add as much
corresponding stiffness. The best stiffness to volume ratio is achieved at zero and one.
𝐸𝑒𝑓𝑓 = 𝜌𝜁 𝐸0

(2.9)

The power function can also represent the local stiffness matrix of every element since it
directly depends on the elastic modulus.
𝑘𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝜌𝜁 𝑘𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙
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(2.10)

Figure 2.3 SIMP effective properties as a function of density
Optimizing Equation (2.6) using Lagrangian multipliers results in equation 2.11) where ℒ is
the Lagrangian. Converting (2.11) into a discretized element form results in equation (2.12).
min ℒ

ℒ = 𝑈 𝑇 𝐾(𝜌)𝑈 + 𝜆 (

∫Ω 𝜌𝑑𝑥
d

∫Ω 𝑑𝑥

(2.11)
− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 )

d

ℒ = 𝑈𝑒𝑇 𝐾𝑒 (𝜌)𝑈𝑒 + 𝜆(𝜌 − 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 )

(2.12)

The derivative of the Lagrangian is calculated and set to zero, Equation (2.13). The
sensitivity of the constraint with respect to a density change is one (Equation (2.15)). The
derivative of the objective with respect to change in density is shown in Equation (2.14)(2.13).
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𝜕ℒ
𝜕𝐾𝑒 (𝜌)
= 𝑈𝑒𝑇
𝑈𝑒 + 𝜆1 = 0
𝜕𝜌
𝜕𝜌

(2.13)

𝜕𝐾𝑒 (𝜌)
𝜕𝜌𝜁 𝐾𝑒
=
= 𝜁𝜌𝜁−1 𝐾𝑒
𝜕𝜌
𝜕𝜌

(2.14)

𝜕(𝜌 − 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 )
=1
𝜕𝜌

(2.15)

Equation (2.13) is rearranged so that the left side only has the Lagrangian multiplier which
indicates that at the optimal design, the sensitivities of every element are equal (if the density is
not on the boundary of the domain [0 1]).
𝜕𝐾𝑒 (𝜌)
𝑈𝑒 = −𝜆1
𝜕𝜌

𝑈𝑒𝑇

𝐵𝑆𝐼𝑀𝑃

(2.16)

𝜕(𝑈𝑒𝑇 𝐾𝑒 (𝜌)𝑈𝑒 )
𝜕𝜌
=
𝜆1

(2.17)

The optimal criteria optimization approach finds a set of steps that moves the design
variables toward the optimal condition. Equation (2.16) shows the condition which must be true
at the optimum, and Table 2.1 is an update scheme that will move the design variables toward
that optimum. A square root term 𝜁𝑑 = 0.5 is used in order to promote stability and damp the
rate of change. A move limit, 𝑚𝑆𝐼𝑀𝑃 , is used. The domain of 𝜌 is [𝜌𝑚𝑖𝑛 1] where 𝜌𝑚𝑖𝑛 is set to a
very small number but not zero in order insure that the FEA equations will not become singular.
Table 2.1. SIMP update scheme
𝜁𝑑
𝜌𝐵𝑆𝐼𝑀𝑃

Condition
≤ max(𝜌𝑚𝑖𝑛, , 𝜌 − 𝑚𝑆𝐼𝑀𝑃 )

Result
max(𝜌𝑚𝑖𝑛 , 𝜌 − 𝑚𝑆𝐼𝑀𝑃 )

𝜁

𝜁

𝑑
max(𝜌𝑚𝑖𝑛, , 𝜌 − 𝑚𝑆𝐼𝑀𝑃 ) < 𝜌𝐵𝑆𝐼𝑀𝑃
< min(1, 𝜌 + 𝑚𝑆𝐼𝑀𝑃 )
𝜁𝑑
min(1, 𝜌 + 𝑚𝑆𝐼𝑀𝑃 ) ≤ 𝜌𝐵𝑆𝐼𝑀𝑃

𝑑
𝜌𝐵𝑆𝐼𝑀𝑃

min(1, 𝜌 + 𝑚𝑆𝐼𝑀𝑃 )
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The Lagrangian multiplier 𝜆1 can be found by using the bisection method in order to satisfy
the constraint in Equation (2.7) which results in the update scheme presented in Sigmund’s 99line Matlab topology optimization paper (Sigmund 2001).
The sensitivity values (Equation (2.14)) are smoothed out with neighboring regions using a
Gaussian like smoothing function. This smoothing helps prevent checker boarding which is due
to poor modeling within the FEA when using square quadratic elements. The smoothing also
makes the results mesh independent. The SIMP model and formation are well known, and they
are not unique to this research effort (Sigmund 2001; Hunter 2009).
Evolutionary techniques
Evolutionary methods of topology optimization use some evolutionary algorithm to update
the design at each step. Xia et. al. developed a technique called the evolutionary structural
optimization (ESO). ESO starts the structural optimization process from an entirely solid object
which is discretized into elements, and then gradually removesremoved elements if their strain
energy showsthat they are not significantly contributing to the overall optimization objective
(Xie & Steven 1993). The algorithm ranks every element in the design domain according to its
contribution to the objective function, and then removes the elements with the lowest ranks.
Future researchers developed the bi-direction evolutionary structural optimization (BESO)
algorithm which allows for adding material back to the design as well as removing material
(Huang & Xie 2007).
In general, evolutionary techniques have been critiqued for being too slow and
computationally demanding. Since topology optimization algorithms can have hundreds or
millions of design variables, non-gradient techniques which require a high number of simulation
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evaluations run too slow. However, their non-gradient design update scheme can prove helpful
when the objective and constraints on a topology optimization are numerous or complex. In
particular, evolutionary techniques work well for non-convex problems.
Level set
The level set technique works by shifting all the boundaries of an object in the direction that
decreases the objective. Many diverse engineering fields (such as forest fire movement, image
processing, and structural optimization (Mallet et al. 2009; Li et al. 2011; Wang & Wang 2004))
use the level set method to model moving boundaries. Because the level set method moves
boundaries rather than create new topologies, it is typically classified as a shape optimization
algorithm. In structural topology optimization, the outer surface of an object can be modeled
with this level set method, and an update scheme moves the boundary toward the optimal
shape. The level set method defines the boundaries implicitly by defining a level set
function, Φ(𝑥), with one more dimension than the design domain. The boundary change can be
seen in Figure 2.5 where a change in the 3D function results in a change of the boundary of the
2D design. Previous shape optimization techniques have explicitly defined and tracked the
boundaries, but these techniques have difficulty handling the combining and separating of
boundaries. Figure 2.4 shows an example of tracking the boundary where the boundary
separates and would require a special rule to handle this type of case.
The shape’s boundary, Γb = 𝜕Ω, is normally represented at the zero iso-curve of the high
order function.
Γb (𝑡) = {𝑥(𝑡): Φ(𝑥(𝑡), 𝑡) = 0}
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(2.18)

The boundary moves in the normal direction to the level set function. The normal direction,
𝑛𝑑𝑖𝑟 , is easily calculated by finding the gradient of the level set function.

𝑛𝑑𝑖𝑟 =

∇Φ
𝑤ℎ𝑒𝑟𝑒 |∇Φ| = √∇Φ ∗ ∇Φ
|∇Φ|

(2.19)

Equation (2.18) indicates that the level set function depends both on the Cartesian
coordinates and on time. By taking the derivative of equation (2.18) with respect to time and
then using the chain rule, equation (2.21) is derived which shows that the level set function
changes shape by moving the boundary using a velocity V. This equation is the HamiltonJacobian equation that must be solved numerically.
𝜕Φ
= −𝑉𝑛 |∇Φ|
𝜕𝑡
where

𝜕𝑥(𝑡)
𝜕Φ
= 𝑉 and
= ∇Φ
𝜕𝑡
𝜕𝑥

(2.20)
(2.21)

Figure 2.4. Tracking the blue boundaries results is difficult when boundaries separate or
combine. On the left is the original boundaries. On the right is the proposed boundary as a
dashed line. It is not clear how to handle the separation of the border.
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Figure 2.5. Level Set explanation from reference (van Dijk et al. 2013). 𝑐 = 0 represents the
zeroth isocruve. Van Dijk’s design domain is D, the region with material is Ω, and Γ is the
boundary of the object which is slightly different than the notation used in this research.
The key problem is then finding the 𝑉 𝑛 value which helps to minimize the objective
function. Using shape derivative theorems, the sensitivity of the boundary with respect to a shift
in the boundary can be found. Once the 𝑉𝑛 value is found, equation (2.21) can be solved
numerically over a rectangular grid. Generating the rectangular grid over the domain, requires
discretization. Some authors suggest that the level set method is superior to the SIMP method
because it does not require discretization, but this assertion is not true. Numerically solving the
Hamilton-Jacobian equation requires the grid discretization and normally requires an
approximate Heaviside function, which gives intermediate densities between void and material.
A further limitation of the level set method in 2D is the inability to create new holes.
Normally, this is solved by using a topological sensitivity algorithm (in addition to the boundary
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sensitivity algorithm) to find where new holes should be placed in the design domain (van Dijk et
al. 2013; Li et al. 2011).
Each topology optimization approach has different pros and cons. The engineer should
carefully consider the differences between the approaches and select the best algorithm for the
specific design problem.

Gradient material modeling
Two methods exist for modeling the material distribution within a single object. First, a
continuous function can be used to specify the volume fraction at each location within an
object. Often piece-wise functions are required to accurately specify the volume fraction at each
point within objects with complex shapes or complex material distributions. The advantages of
this type of model include the following. First, the functions can be represented parametrically
which allows an optimizer to easily change the material distribution by modifying the function
parameters. Second, representing several functions is very simple and requires little memory
storage. A few disadvantages exist as well. First, if the material distribution is complex, then
finding continuous piecewise functions that accurately represent the distribution can be tough.
This problem is particularly the case at the locations where two functions meet because the
evaluation of the two functions at the meeting point should be the same to maintain continuity
of the distribution.
The second type of model discretizes the object into smaller domains such as voxels and
specifies the material volume fraction within each voxel or at the nodes of each voxel/element.
If nodes are used, then an interpolation or shape function can be used to find the volume
fraction composition at each point within the element. The disadvantage of this model is a large
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number of design variables, and deciding where to place the nodes or elements as well as the
size of the elements or distance between nodes (Kou & Tan 2007).

Gradient material optimization
Birman and Byrd wrote a detailed literature study of the state of the art of FGM materials,
modeling, design, manufacturing in 2011. Their literature study helps show the complexity and
breadth of the FGM field. Revealed in the study is a general lack of understanding of how to
model and optimally design FGM objects to take advantage of their unique abilities(Birman &
Byrd 2007). They identify three example application areas for FGM materials, 1) Turbine Blades,
2) Smart materials that use piezoelectric material, and 3) Thermal barrier coatings. One of the
difficulties in designing FGM materials is coupling the thermal-elastic models into a single
model. Several researchers have shown that this is crucial to designing FGM objects (Birman &
Byrd 2007; Noda 1999).
Once a model is developed, an algorithm must generate the necessary tool paths for an AM
to fabricate the object. For FGM materials this is more complicated because not only does the
geometry need an optimal path, but also the material gradient distribution. Finding an optimal
tool path is an important part of the design to manufacturing process because the toolpath and
process parameters can significantly affect the material properties of the final object by
influencing the objects final microstructure. For example, different toolpaths will result in
different residual thermal stresses (Birman & Byrd 2007; Noda 1999; Kim & Shin 2014; Muller et
al. 2014).
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Kim and Shin developed an optimal tool path planning algorithm for FGM materials that
finds iso-material regions in each slice of an object and uses this information to help design a
path that will accurately produce the model the object(Kim & Shin 2014).
Muller et al. also developed a method for planning out the toolpath for manufacturing FGM
objects (Muller et al. 2014). They manufactured several objects using a cladding (or LENS) like
process and then analyzed the results of different tools paths with a scanning electron
microscope. In general, the best results (the manufactured object best matched the volume
fraction of the model) were obtained when the rate of variation of volume fraction between
points was low.
Kou, Parks, and Tan designed the gradient material distribution of a benchmark Ni and
𝐴𝑙2 𝑂3 part in order to minimize the thermal stress when then temperature is changed from
100C to 300C. They represented their part using Tan’s heterogeneous feature tree, and used a
particle swarm heuristic algorithm to find the optimal distribution of the two materials (Kou et
al. 2012).

Combined Topology and Gradient Material Placement Optimization
The recent improvements capabilities of additive manufacturing processes to manufacture
gradient material objects has led to a renewed effort to design objects which have optimal
topologies and optimal material gradients. These research efforts are discussed in this section.
The median publication year for the papers reviewed in this section is 2015, which indicates a
considerable and recent interest in designing objects that can only be made using additive
manufacturing.
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Because of the need to design the structure and the material at the same time, some
researchers have used hierarchical optimization techniques that are similar to the MDO
literature (Coelho & Rodrigues 2015). Tang et al. describe the need for new design methods that
optimize topology, mesostructures, and gradient materials to take advantage of AM abilities
fully. They propose using a multi-step process that optimizes each level one at a time (Tang et al.
2014) . Unfortunately, their paper discusses their optimization method at a high level, and they
do not show that the method could be used to optimize an object. Instead, there paper
functions more as a complete literature study showing related work to the macro, meso, micro
design problem. Coelho and Rodriguez used a two-level optimization technique where the
structure of a composite material has been developed using a homogenization topology
optimizer, and then the second tier of topology optimization found the mesostructure for each
region identified by the upper-level algorithm (Coelho & Rodrigues 2015).
Vermaak et al. developed a multiple material topology optimization algorithm where the
algorithm inserted a gradient transition interface between the different bulk materials. They
found that the material gradient transition significantly affected the topology optimization
results, especially in the thermo-elastic topology optimization case (Vermaak et al. 2014).
Taheri and Hassani modeled a part using NURBS for both the geometry and the volume
fraction composition within the part. They then optimized the metal-ceramic beams to increase
the natural frequency of the beam by using shape optimization and material gradient
optimization (Taheri & Hassani 2014). Similarly, Fadel and Morvan optimized a flywheel’s
material gradient and radial profile. The profile of the flywheel in the radial direction was
modeled using a B-spline where the optimizer moved the control points up and down in the
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positive Z direction. Similarly, the material gradient was modeled in the radial direction using a
B-spline with control points that could move between 0 and 1. The B-spline specified the volume
fraction composition of one material as a function of the radial direction. An optimizer
minimized the minimized internal stress and maximized kinetic energy storage within the
flywheel. Later, Morvan manufactured the design using a direct metal deposition process (Figure
2.6) (Morvan et al. 2001; Huang & Fadel 2000).

Figure 2.6. Optimal flywheel cross section (Morvan et al. 2001).
Liu et al. designed several 2D parts using level set topology optimization and a pixel
(element) volume fraction model. Their work showed that material properties at every location
within an object and the topology could be optimized at the same time. The description of their
algorithm and their model are confusing, and it is hard to understand exactly how the algorithm
works (Liu et al. 2015).
In 2008, Xia and Wang used a level set technique to optimize the geometry of an object and
a gradient approach to optimize the material volume fraction of several parts. Their work first
showed (to my knowledge) that topology optimization can be coupled with material gradient
optimization at the same time (Xia & Wang 2008).
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Similarly, Dunning et. al. used a level set topology optimizer along with a material gradient
optimizer that changed the volume fraction composition of individual FEA elements to find both
optimal topology and optimal material gradients (Dunning et al. 2015).
In 2015, Jebeli and Panahi used an evolutionary topology optimization technique and a
similar material gradient optimization technique to couple topology optimization with material
gradient optimization (Maleki Jebeli & Shariat Panahi 2015). They compared their results with
Xia and Wang (Xia & Wang 2008) and showed similar results, but Jebeli’s technique used less
computational power while giving less steep material gradients. Jebeli acknowledges that their
work does not provide the complete optimal result but it is very similar and the computational
time is much less.
Ramani developed a unique topology optimization algorithm for multiple materials that
seeks to minimize the material failure. The algorithm is similar to the ESO topology method in
that it ranks elements and then changes the elements that are least sensitive to change.
However, the algorithm is much different from traditional ESO techniques. The algorithm tries
to predict the effect of changing the material composition, selects the locations where the
greatest net gain can be achieved, and then changes those elements. It uses the
loading environment around the element to help predict the change (Ramani 2011).
Wang and Wang developed “color” level set (named color because the idea was originally
from an image processing algorithm) that used multiple level sets at the same time. Each level
set could overlap thereby making 𝑚 = 2𝑛 distinct regions, where n is the number of level sets.
Using level sets that could overlap to represent many different material phases reduced
numerical problems associated with other works attempting to represent more than one
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material using two or more level sets. By making each distinct region a different grade of a
single material, a discretized gradient within a single object can be generated using level sets
(Wang & Wang 2004). Wang et al. further developed this multiple overlapping level set method
and made it easier to understand (Wang et al. 2015) .
The physical interpretation of designing a macroscopic gradient can be either varying the
microstructure (by changing the volume fraction composition at each point or by changing the
material processing selectively at each point) or varying the mesostructure throughout a part.
Researchers working on designing the microstructure normally think of their work as gradient
material optimization, while researchers working on mesoscale use the term ‘multi-scale’
design. Varying the mesostructure allows for more complex gradient designs since the
mesostructures can have non-isotropic properties.
Two main papers describe the multiscale mesostructure gradient design method. Rodrigues
et. al first designed used a macro level homogenization topology optimization algorithm
combined with a mesolevel design method which used the inverse homogenization method
(Rodrigues et al. 2002). The algorithm was further developed in 2008 and included 3D designs
(Coelho et al. 2008). Figure 2.7 shows a design problem and the resulting macroscopic gradient
design and sample mesostructures at several locations. The mesoscale problem uses the target
density and the target strain field to find an optimal mesostructure. This mesostructure design is
ℎ
homogenized over several mesostructure cells to find the effective 𝐷𝑚𝑒𝑠𝑜
matrix of the meso-

stucture. The macro and mesolevel designs communicate the current stiffness matrix 𝐷𝑒 back
and forth until convergence of the algorithm. Figure 2.8 shows how the hierarchical setup of the
optimization easily allows parallel computing of the solution.
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Figure 2.7. Design domain on the left. Gradient mesostructure design on the right. designs
(Coelho et al. 2008)
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Figure 2.8 Design method proposed by (Coelho et al. 2008).

Summary of literature
In summary, a few key observations can be extracted from the literature.
1. The optimal material distribution within in a part will be complex. Therefore, discretizing
gradients into homogenous groups will likely not allow an optimal design. Instead, the
gradient should have complete freedom to vary within the physically realizable domain.
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2. Different topology optimization algorithms have different strengths and weakness.
Optimizing the topology and gradient at the same time could benefit from trying a different
topology optimization algorithm.
3. Any algorithm that seeks to optimize both the topology and material has the potential to
become unstable because of the coupled nature of the problem. To be useful to engineers,
more work should be performed to make the algorithms stable and simple to use.
4. The physical interpretation of the gradient material is key to how the engineer approaches
the problem.
a. Interpreting the gradient as a microstructure requires accurately predicting the
microstructure based off the volume fraction combination of materials and the
manufacturing/material processing method used to make the part. Most of the
papers in the literature assume a linearly elastic material, which will generally follow
the Hashin–Shtrikman model for predicting material properties. Since the
constitutive material choice is problem dependent, an engineer should perform
material testing on different combinations of the two materials to determine the
material properties. For example, when alloying two materials together, a slight
change in the volume fraction of the two materials could lead to a substantial
change in the material properties if the microstructure lattice changes to a new
configuration. This sudden jump in properties is necessary for the engineer to
consider, and following the Hasin-Shtrikman law will not predict this jump. Also, if
additive manufacturing is used (such as direct metal deposition) the heat
distribution throughout the part and local cooling rates will influence how the
microstructure is formed. Therefore, a manufacturing simulation should be
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considered when predicting the microstructure (shown in Figure 2.9). Another view
of the problem is to acknowledge that predicting the designing the micro-structure
is difficult, and instead, to optimize the target material properties and later design a
mapping from target properties to volume fraction composition and manufacturing
method (Figure 2.10).
b. Interpreting the macroscopic gradient as varying mesostuctures requires a
computational design tool which can automatically generate mesostructures with
the target material properties. Generating these structures is a non-trivial task.

Gradient
optimizer

Manufacturing
model

Material model

Figure 2.9 Gradient microstructure optimization requires an iterative algorithm.
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Figure 2.10 Designing target properties is separate from designing the microstructure.

Several gaps in the literature are identified as follows:
1. Wang’s method of optimizing topology and material gradients seems helpful, but it
suffers from instabilities (Xia & Wang 2008). A more stable method of optimizing
topology and gradient material is needed.
2. All researchers that built on Wang’s method have continued to use the level set method
for topology optimization, however different topology optimization methods have
different strengths. Using a different method of optimizing the topology should be
investigated.
3. The advantage of gradient material design is being able to achieve more functionality
within a single object than a single material. A clear demonstration of optimizing for
more than one objective using gradient materials is missing.
4. The multiscale mesostructure design method achieves theoretically lightweight but
strong designs. Using homogenization as the macroscopic topology design tool limits the
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engineer’s ability to control the total occupied space of the structure (Coelho et al.
2008). To solve this problem a method similar to Xia and Wang’s gradient material
design tool should be used on the macroscopic level (Xia & Wang 2008).
5. Multiscale topology optimization is computationally expensive. Engineers must develop
more computational efficient methods for multiscale deign for these design methods to
be practical.
6. Multiscale topology optimization must result in a final design that is fully connected and
manufacturable.
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Gradient material designs should perform better than homogeneous material designs and
should help the engineer meet diverse objectives. However, formulating the design problem,
representing the domain, setting up an optimization approach, and evaluating the results for
concurrent gradient material and topology optimization are still not clear. This research effort
seeks to give insight on these unclear issues. Figure 3.1 shows the research questions.
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Figure 3.1 Research Questions

Objective 1
Create an algorithm that generates an optimal part topology and macroscopic material
gradient with a single objective (maximizing stiffness) while considering AM constraints.
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Question 1
1. How can gradient material optimization and topology optimization be combined to
optimize a single objective?
2. How can the part be modeled to allow this concurrent optimization?
Hypothesis 1.a
A level set function (with one higher dimension than the design domain) that is modeled
using splines can be used to model both the topology and material gradient. The zeroth isocurve of the level set function defines the object’s topology. The height of the level set function
between zero and one specifies the percentage of one of the two materials used for the FGM.
The level set function is modified by moving control points up and down.

Figure 3.2 LSF and Genetic Algorithm approach workflow
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Figure 3.3 (Upper) The level set function is modeled in 3D with the iso-curve shown in black.
(Lower) The levelset function projection into the XY plane is shown.
This approach is expected to have three advantages.
1. Coupling the material distribution and topology variables together into a single surface
representation will reduce the number of design variables without compromising the
ability to represent optimal designs. For the maximum stiffness problem, the placement
of the stiffest material is expected to be inside truss-like members. The more flexible
material is expected to encase the stiff material. This expectation is based on the
designs generated by Xia and Wang’s work which demonstrated a similar behavior (Xia
& Wang 2008).
2. By modeling the topology and material gradient composition with a continuous
function, the design will be smooth, and the resolution can scale up and down. This
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advantage is in contrast to a pixel or voxel approach for modeling the domain where the
size of the pixel should be chosen based on the resolution of the manufacturing
method. If the manufacturing method is changed, then a new design must be
generated.
3. Since the topology and material distribution are inter-dependent and since the resulting
designs are expected to be complex and non-intuitive, using a genetic algorithm will
help prevent the design from becoming trapped in local optima. This modeling method
and heuristic optimization method are similar to what other researchers have tried for
gradient material modeling and optimization (Kou et al. 2012; Cho & Ha 2002).
Hypothesis 1.b
The second proposed method builds off the work of Xia and Wang. Xia and Wang used a
level set function to model the topology of an object and an array of pixels to model the
material gradient at each discretized region in the domain (Xia & Wang 2008). The optimizer
performs ten steps of topology optimization and then ten steps of material gradient
optimization. Figure 3.4 shows a basic flow chart of how the algorithm works. The level set
optimization algorithm has a constraint on the total allowed volume of material in the domain,
and the material gradient optimizer has a constraint on the amount of material one in the
domain. While trying to implement this method, the algorithm was found to be unstable.
A variation on Wang’s approach is expected to be much more stable than the original Wang
algorithm (Xia & Wang 2008). The differences are listed as follows:
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1. Instead of using the level set method for topology optimization, the SIMP method will
be used. Different topology optimization algorithms have different strengths, so trying a
new approach to see if it will work with the material gradient coupling is warranted.
2. The topology optimization algorithm will have an overall volume constraint similar to Xia
and Wang’s work. However, the gradient material optimization algorithm will have a
target ratio constraint of the two materials instead of a volume constraint of a single
material. The differences are subtle but are expected to make a big difference and
increase the stability of the algorithm.

Figure 3.4 SIMP and Material Gradient Optimization Workflow

Objective 2
Create an algorithm that generates an optimal part topology and macroscopic material
gradient with two or more conflicting objectives (maximizing stiffness and minimizing
temperature) while performing two or more coupled simulations while considering AM
constraints.
Question 2
1. How can gradient material optimization and topology optimization be combined to
optimize conflicting dual objectives?
2. Will a dual objective optimizer generate ‘features’ with clear functionality containing
homogenous material?
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Hypothesis 2
Because an advantage of FGM is the ability to tailor individual regions of a single object to
have specific functionality and contribute to different objectives, the optimization algorithms
are expected to generate these clearly defined ‘features.’
After initial testing of hypothesis 1.a and 1.b, the method proposed in hypothesis 1.b was
chosen as the most promising algorithm that would be able to optimize two objectives and have
two or more simulations. The proposed method uses two different simulations, calculates the
respective sensitives, combines them together using superposition to calculate the overall
sensitivity with respect to the design variables. Figure 3.4 and Figure 3.5 shows the proposed
approach for the heat and compliance minimization case.
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Figure 3.5 Workflow for combining two simulation results.
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Objective 3
Create an algorithm that generates an optimal part topology and macroscopic material
gradient with a single objective (maximizing stiffness) for anisotropic materials while considering
AM constraints.
Question 3
1. How can an algorithm find the optimal distribution of non-isotropic material properties
and macroscopic topology for a single part?
2. How can this non-isotropic material distribution be interpreted as a varying
mesostructure field?
Hypothesis 3
The topology and gradient material design method from Hypothesis 1.b can be modified to
design the topology and anisotropic gradient material distribution within a single part. Instead
of changing all the elements of the constitutive matrix 𝐷𝑠𝑦𝑠,𝑒 uniformly together, the gradient
optimizer will individually modify each element of the matrix. A subsystem optimization
algorithm will find mesostructure designs that have bulk properties equal to the 𝐷𝑠𝑦𝑠,𝑒 matrix.
Figure 3.6 and Figure 3.7 shows a flow chart of the process. The high-level optimizer and the
lower level optimizer will negotiate the actual values of the 𝐷𝑠𝑦𝑠,𝑒 using the analytical target
cascading (ATC) algorithm. In addition, a network target cascading (NTC) algorithm will
coordinate the boundaries of the adjacent mesostructure designs in order to ensure that the
entire structure is connected. Likely, some of the 𝐷𝑠𝑦𝑠,𝑒 values on found by the macro level will
not be physically realizable by any mesostructure design, but the ATC and NTC coordination
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should cause the overall optimization algorithm to self-correct, avoid using non-designable
target 𝐷𝑠𝑦𝑠,𝑒 matrixes, and ensure the whole structure is connected.
The hypothesis assumes that predicting the meso-design algorithm’s output will allow the
overall algorithm to call the meso-design method less often. The hypothesis is that the proposed
algorithm will require less calls to the meso-design method than Coelho’s method while
resulting in similar final designs (Coelho et al. 2008).

Figure 3.6 High-level view of macro gradient design method with mesostructures implementing
the isotropic material gradient.
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Figure 3.7 Proposed method of optimizing macroscopic anisotropic gradient material and
topology, then using inverse homogenization to find the corresponding mesostructure design.
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Part 1.a Topology and Material Gradient Optimization with a Single
Level Set
The goal of this section is to evaluate the effectiveness of the algorithm proposed in
hypothesis 1.a. The objective is to design both the material distribution and the topology at the
same time. A spline-based level set function (LSF) is proposed. The LSF will have 𝑛 + 1
dimensions, where n is the number of dimensions of the design domain. A 2D design domain
will require a 3D level set. The LSF is denoted as Φ, and the boundary between material and
void is denoted as Γb . The iso-curve at zero represents the location of this boundary Φ = 0. By
modifying the shape of the LSF, the boundary will change which will also change the part’s
topology. Ωmat is the region(s) of the design domain that are filled with material.
Boundary

Φ(𝑥) = 0, ∀𝑥 ∈ 𝜕Ωmat

Void Φ(𝑥) < 0, ∀𝑥 ∈ 𝐷\Ωmat
Structure

(4.1)

Φ(𝑥) > 0, ∀𝑥 ∈ Ωmat \𝜕Ωmat

For the structure regions, the height of the LSF between zero and one specifies the gradient
material combination. For example, at 𝐿𝑆𝐹 = 1, the material composition is 100% of material A,
and at 𝐿𝑆𝐹 = 0, the material composition is 100% of material B. Any value between 0 and 1
represents a gradient material. The volume fraction composition of material A at each point will
be represented as 𝜔1. The LSF’s shape is controlled by moving the spline’s control points up and
down.
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Fraction of material A

𝜔1 = Φ(𝑥), ∀𝑥 ∈ 𝜕Ωmat
(4.2)

Fraction of material B

𝜔2 = 1 − 𝜔

A standard 2D topology optimization (Messerschmitt-Bölkow-Blohm beam design, Figure
4.1) is used to test the algorithm and model. Figure 3.2 shows the workflow of the algorithm.
PLA and Nylon were chosen as the two constitutive materials because they can be printed using
a special fused deposition modeling (FDM) printer called the Big Builder from 3dprinter4u. This
fused deposition modeling printer has the unique ability to ‘mix’ two materials in its melt
chamber. The 3D printer can print a gradient material by carefully controlling the mixture ratio
as a function of position. Table 4.1 shows that PLA is almost twice as stiff as Nylon. Since PLA is
the stiffer material, and it is expected that the more flexible material will encase the stiff
material, 100% PLA is represented at Φ = 1, and Nylons is represented at Φ = 0. This setup,
allows the Nylon to encase the PLA.
Table 4.1. 3D Printed Materials
Density
Tensile strength
Elastic Modulus
Elongation at Failure
Melting point
Printing
temperature

Nylon 618
1.134

PLA
1.23

Units

66
1700
300
218
235-260

56.6
3368
3.8
175
215

MPa
MPa
%
Degrees C
Degrees C

𝑔
𝑐𝑚3

A 3D spline with 65 control points is used to model the LSF. The domain size is 2 by 6 inches
(50.8 by 152.4 mm), and the boundary conditions are shown in Figure 4.1. The effective elastic
modulus for a gradient material is calculated using a linear interpolation between the elastic
modulus of nylon and PLA. A constraint is placed on the optimizer to specify the desired void50

material ratio of the final design and the desired ratio of nylon and PLA. The objective is to
minimize stress in the design (stress minimization is a difficult topology optimization problem).
The constraint specifying the ratio of PLA and nylon is important, otherwise minimizing stress
would likely result in a 100% PLA design. Nylon has other desirable properties besides stiffness,
which may be the reason it is used in the design.

Figure 4.1. Boundary Conditions and Design Domain for Optimization
The first implementation attempt did not work. The genetic algorithm’s stochastic nature
made designs that were not connected. In other words, to satisfy the void to material ratio, the
genetic algorithm would remove significant amounts of material (randomly at the beginning
stages of the algorithm), and none of the generation one designs would be feasible. Other
evolution topology optimization problems have experienced similar problems and were solved
by slowly applying the material constraint.
The problem was reformulated to include material use minimization in the objective, and
the constraint specifying the ratio of nylon and PLA was removed. A weighted dual objective
approach was chosen. To combine the two objectives (minimize the maximum vonMises stress
in the domain and minimize the material to void ratio) both objectives must be normalized. The
material-void ratio is already a value between zero and one, so only the vonMises stress
objective needs to be normalized.
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The vonMises stress is normalized by first finding an upper and lower bound on the stress.
The upper stress bound was chosen to be 20.7 MPa because this is the yield strength of PLA (the
yield strength of Nylon is higher). The whole domain was modeled as 100% solid PLA, and the
maximum stress in this design was found to be 3.4 MPa. After normalization, the problem can
be reformulated using a weighted objective.
𝑤1 (𝑆 − 3.4)
min (
+ (1 − 𝑤1 )(𝐶))
20.7 − 3.4

(4.3)

𝐾𝑈 = 𝐹

(4.4)

−1 ≤ 𝑥 ≤ 1

(4.5)

𝑆 ≤ 20.7

(4.6)

𝑑 ≤ 2.54

(4.7)

Subject to

Where 𝑆 = Max VonMises Stress within the beam (MPa), 𝐶 = ratio of material to void, 𝑑 =
maximum allowed displacement (mm), and x is a vector of z heights of the control points.
To generate a Pareto Frontier of optimal designs, the weighting value 𝑤 in the objective
function is varied from zero to one with increments of 0.25. Figure 4.2 shows a generated
optimal design.
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Figure 4.2 Design With 𝑤1 = 0.25. (Top) The Level Set Function. The Red Dots Show The XY
Position Of The Control Points. (Bottom) Optimal Design Showing Percentage PLA At Each Point
The design shown in Figure 4.2 is not similar to any of the topology optimization results in
the literature. The results from this approach are poor. In addition, the GA and FEA simulation
require significant computational costs. While running the code on a single research cluster
node with 16 CPUs and 16 GB of RAM, the GA took about 8 hours to produce a result.
Because of the poor results, this optimization method was abandoned.
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Part 1b Topology and Material Gradient optimization with SIMP and
Target Volume Ratio
The goal of this section is to evaluate the effectiveness of the algorithm proposed in
hypothesis 1b. The proposed method uses a SIMP method for the topology optimization. The
gradient material is designed by finding sensitivity with respect to a material change, using an
augmented Lagrangian multiplier optimization method to incorporate the material volume
constraint, and then updating each pixel’s material composition. Both the topology and material
gradient optimization use a pixel/voxel approach to model the domain. These pixels also
correspond to the FEA’s elements. The optimization works by performing several steps of
topology optimization, then several steps of material gradient optimization as shown in Figure
3.4.
Let 𝜔1 be the volume fraction composition of material one, and 𝜔2 be the volume fraction
composition of material two at every pixel.
𝜔1 + 𝜔2 = 1

(4.8)

𝜔2 = 1 − 𝜔1
The effective material properties at each pixel are calculated using a linear interpolation
between the constitutive materials’ properties (Equation (4.9)). Predicting the material
properties when combining two materials together is complex and is problem dependent.
Different types of material will follow very different material property interpolation models
(Huang & Fadel 2000).
𝑊𝑒𝑓𝑓 = 𝜔1 (𝑊1 ) + (1 − 𝜔1 )(𝑊2 )
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(4.9)

𝑊𝑒𝑓𝑓 is the gradient material property, and 𝑊1 and 𝑊2 are the material properties of the
two constitutive materials.
The optimization objective is to maximize stiffness (minimize compliance (Equation (4.10)))
in the domain Ωd . The optimization variables at each pixel are density, 𝜌 , and volume fraction
of material one, 𝜔1 . The elastic constitutive equations are constraints on the design problem
(Equation (4.11)). A constraint on the amount of each material to use is applied to the
optimization problem as well (Equation (4.12)). The optimization problem is formally given as
follows:
min 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 = 𝑈 𝑇 𝐾(𝜔1 )𝑈

(4.10)

𝐾(𝜔1 )𝑈 = 𝐹

(4.11)

∫ 𝜔1 𝜌(𝑥)𝑑Ωd − V1 ≤ 0

(4.12)

subject to

Ωd

∫ (1 − 𝜔1 )𝜌(𝑥)𝑑Ωd − 𝑉2 ≤ 0

(4.13)

Ωd

𝑉1 is the total allowed volume of material one, 𝑉2 is the total allowed volume of material
two, U is the displacement at each element, and K is the stiffness matrix of the element. K is
shown to be a function of 𝜔1 because it is dependent on the volume fraction composition of
the two materials.
Figure 3.4 shows the optimization process. While optimizing the topology, the material
gradient is held constant, and while optimizing the material gradient, the topology is held
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constant. This setup allows the two optimization algorithms to be designed and implemented
separately.
Topology
The topology optimization algorithm uses the SIMP method, which was discussed earlier
(Page 17). The topology optimization only seeks to find the optimal placement of material and
void. The 𝑉1 and 𝑉2 values are added together in order to formulate a single constraint,
equation (4.14). This new constraint replaces Equation (2.7). Everything else about the SIMP
method remains the same.

∫Ω 𝜌𝑑𝑥
d

∫Ω 𝑑𝑥
d

−

𝑉1 + 𝑉2

≤0

(4.14)

∫Ω 𝑑𝑥
d

Material Gradient
A strategy is needed to update the pixels material composition so that the objective is
minimized. An augmented Lagrangian Multiplier method is chosen which requires finding the
sensitivity of each pixel with respect to a material change. Since the compliance is dependent on
the elastic modulus, the chain rule can be used to find the sensitivity of equation (4.10).
𝜕𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝜕𝐾(𝜔1 ) 𝜁
= 𝑈𝑇
𝜌 𝑈
𝜕𝜔1
𝜕𝜔1
(4.15)
𝜕𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝜕𝐾(𝜔1 ) 𝜕𝐸𝑒𝑓𝑓 𝜁
= 𝑈𝑇
𝜌 𝑈
𝜕𝜔1
𝜕𝐸𝑒𝑓𝑓 𝜕𝜔1
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The K matrix is the element stiffness matrix used by the FEA, and it is calculated using the 𝐷𝑖
matrix which relates the stress and strains to each other. The lower case e indicates the eth FEA
element and ith designable region.

𝐷𝑒 = [

1
𝑣

𝑣
1

0

0

0
0

𝐸(𝜔1,𝑒 )
]
2
1
(1 − 𝑣) 1 − 𝑣
2

(4.16)

 is the Poisson’s ratio. In addition, it is necessary to calculate the derivative of the D matrix
with respect to a material change. Recall equation (4.9) and apply it to the elastic modulus
property, then the sensitivity of the objective with respect to a material change can be found
using the following equations.
𝐸𝑒𝑓𝑓 = 𝐸1 𝜔1 + (1 − 𝜔1 )𝐸2

(4.17)

𝜕𝐸𝑒𝑓𝑓
= 𝐸1 − 𝐸2
𝜕𝜔1

(4.18)

1
𝜕𝐷𝑒
𝜕𝐷𝑒 𝜕𝐸𝑒𝑓𝑓,𝑒 (𝜔1,𝑒 )
𝑣
=
= [
𝜕𝜔1,𝑒 𝜕𝐸𝑒𝑓𝑓,𝑒
𝜕𝜔1,𝑒
0

𝑣
1
0

0
0

1
(𝐸1 − 𝐸2 )
]
2
1
1
−
𝑣
(1 − 𝑣)
2

𝜕𝐾𝑒
𝜕𝐷
= ∫ 𝐵𝑇 [
] 𝐵𝑑Ω𝑒
𝜕𝜔1,𝑒
𝜕𝜔1,𝑒
Ω𝑒

(4.19)

(4.20)

Where 𝐾𝑒 is the 8 by 8 matrix used for the FEA and sensitivity analysis. B is the derivative of
the shape function. Ω𝑒 is the area occupied by the eth FEA element. Then inserting equation
(4.20) into equation (4.15) gives the sensitivity after the U values have been calculated using the
FEA.
Next, the target material ratio constraint is added. The method shown here departs
significantly from the method shown in Xia and Wang (Xia & Wang 2008)
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Xia and Wang constraint the total volume of material one during the material optimization
step. This method creates a problem when the current material-void ratio is not at the target
value. For example, if the target topology ratio be 50:50 material-void, then the target material
one volume constraint be 25% of the domain. If the current topology has a 25:75 material-void
ratio, then the material gradient optimization will try to make the whole structure out of
material one. The result is that the design oscillates back and forth and is unstable.
Instead of a constraint on the total amount of one material to use, a target ratio constraint
is applied. The target ratio does not change with the topology, which effectively decouples the
material gradient optimization from the effect of the topology optimization. Adding this target
ratio works by using the following steps. First, the target ratio is found.

𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 =

𝑉1
𝑉1 + 𝑉2

(4.21)

Where 𝑉1 and 𝑉2 are given as the volume targets for each material given in equation (4.12).
At each material gradient optimization step, the current ratio of the two materials is calculated.

𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =

∫Ω 𝜔1 𝜌 𝑑Ω𝑑
𝑑

(4.22)

∫Ω 𝜌 𝑑Ω𝑑
𝑑

The optimizer seeks to make the target and current ratios equal.
𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 0

(4.23)

The constraint can be added using a standard augmented Lagrangian multiplier. The J value
is given in equation (4.10).
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ℒ = 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 − λ2 (𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) +

1
2
− 𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
(𝑅
2𝜇 𝑉1𝑡𝑎𝑟𝑔𝑒𝑡

𝜕ℒ
𝜕𝐽
1
=
− 𝜆2 + (𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
𝜕𝜔1 𝜕𝜔1
𝜇

(4.24)

(4.25)

The material gradient update scheme is then as follows where i is the iteration number and
Δ𝑡 is an artificial time step.

𝜔1,𝑖+1 = 𝜔1,𝑖 + Δ𝑡

𝜕ℒ
𝜕𝜔1

1
𝜆2,𝑖+1 = 𝜆2,𝑖 − (𝑅𝑉1𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑉1𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
𝜇

(4.26)

(4.27)

Implementation and Results
The proposed algorithm was implemented in Matlab. The standard topology optimization
problem shown in Figure 4.1 was solved. The problem was setup to match Xia and Wang’s
example problem (Xia & Wang 2008).
Table 4.2 shows the material properties and target volumes. An 80 x 40 grid discretizes the
domain. After some experimentation, the algorithm was modified so that one step of topology
optimization runs and then one step of material gradient optimization (shown in Figure 4.3). Xia
and Wang’s method used ten steps of topology optimization and then ten steps of material
gradient optimization.
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Figure 4.3. Topology and Material Gradient Optimization Flow Chart

Table 4.2 Material Properties and Target Percentages
Material 1
Material 2

Elastic Modulus Poisson’s ratio Target Percentage
1
0.3
20%
0.25
0.3
20%

Figure 4.4. Optimized gradient truss. Green is the stiff material, and blue is the flexible material.
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This result is compared to Wang and Xia’s result in Figure 4.5. Wang and Xia added a term to
penalize rapid changes in the material gradient which might be locations of thermal stresses
when heated. Their penalty term does affect the final design, but it does not prevent all rapid
changes in material distribution. A better approach is discussed in a future section to solve the
thermal stress problem.

Figure 4.5. From Wang and Xia. Red is the stiff material, and blue is the flexible material
The optimized designs can also be compared to homogenous designs consisting of only
material one, only material two, and a combination of material one and two used in the gradient
design. Figure 4.6 shows the comparison and a bar plot of the final objective values. Since this is
a minimization problem, the lower bar heights are preferred.
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Figure 4.6. Comparison of homogeneous and gradient material designs.
A 16% improvement in the objective is achieved with the gradient material part when
compared to the homogenous design.

Part 2 Dual Objective Topology and Material Gradient Optimization
The objective of this section is to extend the work done in the previous section to
incorporate two objectives and at least two physical simulations. A stated advantage of gradient
materials is to help meet multiple objectives, but the literature lacks topology and material
gradient optimization examples that show this is the case. In general, gradient material designs
have been intuitively designed based on a common sense understanding of the problem. For
example, a high-temperature pressure vessel made of gradient materials will have ceramic
materials on the inside to provide heat resistance, and the vessel will have strong materials on
the outside to provide pressure resistance. Figure 4.7 shows an example. The pressure vessel is
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in contrast to the optimization algorithms presented in the literature which show designs similar
to Figure 4.4 and Figure 4.5 which do not have clear regions with clearly distinct functionality.

Figure 4.7. High-temperature pressure vessel with gradient materials (Shin et al. 2003).
To incorporate two objectives, a weighted objective sum (Equation (4.28)) is used. The
algorithm combines the sensitivities of the topology optimization by first normalizing the
sensitives and then adding them together using Equations (4.29) through (4.31). The algorithm
combines the volume fraction sensitives in a similar way (Equations (4.32) through (4.34)).
An example shows how the algorithm is able to combine different objectives to find an
optimal design. The problem seeks to maximize stiffness and minimize temperature within a
domain. The boundary conditions are shown in Figure 4.8, and the material properties are given
in Table 4.3. Figure 3.4 and Figure 3.5 shows the general optimization process.
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𝐽𝑡𝑜𝑡𝑎𝑙 = 𝑤1 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + (1 − 𝑤1 )𝐽ℎ𝑒𝑎𝑡

(4.28)

𝜕𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝑚𝑎𝑥1top = max (𝑎𝑏𝑠 (
))
𝜕𝜌

(4.29)

𝜕𝐽ℎ𝑒𝑎𝑡
𝑚𝑎𝑥2top = max (𝑎𝑏𝑠 (
))
𝜕𝜌

(4.30)

𝜕𝐽
𝜕𝐽
( 𝑒𝑙𝑎𝑠𝑡𝑖𝑐 )
( ℎ𝑒𝑎𝑡 )
𝜕𝐽𝑡𝑜𝑡𝑎𝑙
𝜕𝜌
𝜕𝜌
= 𝑤1
+ (1 − 𝑤1 )
𝜕𝜌
𝑚𝑎𝑥1top
𝑚𝑎𝑥2top

(4.31)

𝜕𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝑚𝑎𝑥1vol = max (𝑎𝑏𝑠 (
))
𝜕𝜔1

(4.32)

𝜕𝐽ℎ𝑒𝑎𝑡
𝑚𝑎𝑥2vol = max (𝑎𝑏𝑠 (
))
𝜕𝜔1

(4.33)

𝜕𝐽
𝜕𝐽
( 𝑒𝑙𝑎𝑠𝑡𝑖𝑐 )
( ℎ𝑒𝑎𝑡 )
𝜕𝐽𝑡𝑜𝑡𝑎𝑙
𝜕𝜔1
𝜕𝜔1
= 𝑤1
+ (1 − 𝑤1 )
𝜕𝜔1
𝑚𝑎𝑥1vol
𝑚𝑎𝑥2vol

(4.34)

Figure 4.8 Design Domain and Boundary Conditions for Dual-Objective Optimization
Table 4.3 Material Properties For Dual Objective Optimization

Material 1
Material 2

Elastic Mod

Poisson’s ratio

1
0.25

0.3
0.3
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Heat transfer
coefficient
0.02
0.04

Target Percentage
20%
20%

The weights 𝑤1 on the objective are changed from zero to one using increments of 0.1. The
Pareto frontier of designs is shown in the following figures.

Figure 4.9 Geneated design for 𝑤1 = 0

Figure 4.10 Geneated design for 𝑤1 = 0.2

Figure 4.11 Geneated design for 𝑤1 = 0.4

Figure 4.12 Geneated design for 𝑤1 = 0.6
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Figure 4.13 Generated design for 𝑤1 = 0.8

Figure 4.14 Geneated design for 𝑤1 = 1

Figure 4.15 Pareto Frontier, The 𝑤1 values are shown. The lower image is zoomed in to better
show the curve.
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Figure 4.16. Progress of the volume of material 1 and 2 in the domain and progress of the heat
and elastic objectives as a function of the iteration number on the x-axis. The 𝑤1 = 0.1 case is
shown.
Similar to the comparison of homogeneous material to the gradient materials in the
previous section, another comparison is shown with the dual objective optimization.

𝒘𝟏

Figure 4.17 Comparison of Gradient Material Design and Single Material (Elastic and Heat
Objectives are normalized) for 𝑤1 = 0.5.
A 20% improvement is realized with the gradient material design when compared to the
homogenous material design with the same volume fraction combination of materials. Also, the
optimization process created clear features that have different purposes. These features are
seen in Figure 4.12 where the ‘fin’-like features help minimize heat in the domain, but the truss67

like feature helps the structural objective. These ‘fin-like’ features and ‘truss-like’ features are
important because they validate the idea of region customization within a single object using
FGM.
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Multiscale optimization refers to a topology optimization algorithm on a macro and meso
level. Multiscale molding and optimization can reduce the complexities of a full-scale model to
something simpler. The smaller scale’s properties are average (or homogenize), and then these
averaged properties are used on the larger scale. In the structural optimization of a design’s
shape and topology, using a multiscale analysis and optimization technique can break the
problem down into more computationally manageable chunks. Each scale level can be a
separate optimization problem, and the smaller scale problems can often be run in parallel. Two
scales exist, Macro and Meso (although more could be used).
How the multiscale optimization splits the optimization between the two levels is the main
difference between what is in the literature and the BOTT method.
First, a clear explanation of the existing multiscale design technique is needed. A short
introduction to multiscale topology optimization is presented. This description is based on the
work on the work by Bendose, Rodrigues, Guedes (Rodrigues et al. 2002) and then also Coelho
et. al. (Coelho et al. 2008). The reader should reference these works for a complete explanation.

Introduction To Multiscale Structural Modeling And Optimization
The macro level optimizes the placement of material within a design domain. Within the
literature, the macro level normally uses the homogenization method of topology optimization
to find the optimal density at each location with no penalty for intermediate densities. This
homogenization topology optimization on the macro level is what is show in Figure 2.7 and
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Figure 2.8 and is described by (Coelho et al. 2008). The macro level is only increasing or
decreasing (scaling up or down) the constitutive matrix at each location. The macro level is not
individually modifying the constitutive material matrix of each element other than scaling all the
matrix elements up or down. If the SIMP power function’s 𝜁 value is set to one, then the
homogenization method is exactly the same as the SIMP method. Chapter 2 explains the details
on how to implement the SIMP method (page 17).
Meso-level optimization finds the material properties at each macro location. The input to
the meso optimization is the macro level strain on the corresponding macro element and the
target density. The output is a constitutive matrix and a meso topology. This meso level
optimization maximizes the strain energy of the design when the macro displacements applied
to the meso design are fixed.
𝑀
𝑇
𝑚𝑖𝑛 (− ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )

(5.1)

𝑚=1

Where 𝑈𝑒 is the displacements found by the macro FEA at element, e, for M loading
conditions. 𝐾𝑒 is the homogenized stiffness matrix of the meso-level. In other words, 𝐾𝑒
represents the bulk properties of the mesostructure. The meso design is constrained by the
density found using the macro level homogenization.
∑𝑅𝑒=1 𝜂𝑒
− 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 0
∑𝑅𝑒=1 1

(5.2)

Where 𝜂𝑒 is the density of the R meso FEA elements, and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 is found by the macro level
optimization (Equation (5.3)). The meso level is also constrained to follow the constitutive
equations of the material.
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𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 𝜌𝑒

(5.3)

𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜

(5.4)

In this dissertation, Eta indicates the density of meso elements, and Rho indicates the
density of macro elements. Equation (5.3) shows the density relationship between the macro
and meso level problems.
The meso level uses the SIMP method. The base material has an elastic modulus of 𝐸0 . The
material at each location is modeled as a function of the artificial density, 𝜂. The SIMP power
function’s exponent is set to three, 𝜁𝑚𝑒𝑠𝑜 = 3.
𝐸𝑒𝑓𝑓 = 𝜂 𝜁𝑚𝑒𝑠𝑜 𝐸0

(5.5)

For the plane stress case for isometric material, the constitutive matrix is also a function of
the 𝜂 function.

𝐷𝑒𝑓𝑓 = [

1
𝑣

𝑣
1

0

0

0
0

𝐸𝑒𝑓𝑓
]
2
1
(1 − 𝑣) 1 − 𝑣
2

𝐷𝑒𝑓𝑓 = 𝐷0 𝜂 𝜁𝑚𝑒𝑠𝑜 𝐸0

(5.6)

(5.7)

Where 𝐷0 is the constitutive of the base material. How each meso-element’s density affects
the objective in Equation (5.1) must be found. The standard homogenization formula for
repeating unit cells is used to determine a relationship.

𝐻
𝐷𝑚𝑒𝑠𝑜

=

1
𝑉𝑚𝑒𝑠𝑜

𝑅
𝑇

𝑖
𝑖
∑ ∫ (𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒
) 𝐷𝑒𝑓𝑓,𝑒 (𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒
)𝑑𝑉𝑒

(5.8)

𝑒=1 𝑉𝑒

𝐻
Where 𝐷𝑚𝑒𝑠𝑜
is the effective tensor of the repeating unit cell. 𝑉𝑚𝑒𝑠𝑜 is the volume of the

unit cell design domain. 𝐼 is the identity matrix. 𝐵𝑒 is the elements displacement strain matrix
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𝑖
which is the derivative of the FEA shape functions. 𝑈𝑚𝑒𝑠𝑜,𝑒
is the displacement found by

applying 3 test strains (6 in 3D) to the unit cell (Andreassen & Andreasen 2014). To apply the
strains, and equivalent force is found and applied to the unit cell. The 3 strains are
𝜖1 = (1,0,0)

(5.9)

𝜖2 = (0,1,0)

(5.10)

𝜖3 = (0,0,1)

(5.11)

The equivalent force is found as
𝑅
𝑖

𝑓 = ∑ ∫ 𝐵𝑒 𝐷𝑒𝑞 𝜖𝑖 𝑑𝑉𝑒

(5.12)

𝑉𝑒

𝑒

The stiffness matrix of each element is calculated and then combined using standard FEA
techniques. The FEA’s nodes wrap around the element to the other side because the elements
on the right side of the domain will touch the left elements of the adjacent unit cell’s elements.
Similarly, the top elements will touch the bottom elements of the cell above itself.
𝑅

𝐾𝑚𝑒𝑠𝑜 = ∑ ∫ 𝐵𝑒𝑇 𝐷𝑒𝑞 𝐵𝑒 𝑑𝑉𝑒

(5.13)

𝑒=1 𝑉𝑒

The three displacement fields are found by solving the FEA equation for each of the 3 cases.
To make the problem solvable, 3 degrees of freedom must be fixed.
𝑖
𝑖
𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜
= 𝑓𝑚𝑒𝑠𝑜

(5.14)

The 𝑈 𝑖 displacements is inserted into Equation (5.8) to find the macro stiffness matrix. Also,
to prevent singular solutions, the initial values of 𝜂 cannot all be the same. These non-uniform
starting values is in contrast to the macro level SIMP method where uniform starting values are
preferred.
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𝐻
𝐾𝑒 = 𝐵𝑇 𝐷𝑚𝑒𝑠𝑜
𝐵

(5.15)

Equation (5.15) ties together Equations (5.1), (5.7) and (5.8). The sensitivity of the objective
with respect to a change the meso-element’s density 𝜂 can be calculated. Once the sensitivity is
found, then a standard SIMP like update scheme can be formed to optimize the meso-level.
Figure 5.1 shows an example of the applied macro strain and the corresponding meso design.

Figure 5.1 Yellow represents Material, Blue void. The top image shows the macro element in
green and the deformed macro element in Blue.
For the complete macro and meso algorithm to converge, the following steps are used.
1. The macro level can runs one-step of the macro level problem
A. For the first iteration the constitutive matrix at each macro element is isometric.
B. For future iterations, the constitutive matrix is 𝐷𝑚𝑒𝑠𝑜 which is the averaged
(homogenized) material properties of the mesostructure design. Each macro
73

element has a different 𝐷𝑚𝑒𝑠𝑜 and a different corresponding mesostructure
design.
2. The meso design problems run.
3. Return to step one.
This cycle continues until the macro level converges. The basic idea is show in the figure
below. (Figure 2.8, Figure 5.2).
Table 5.1 Comparison of optimization setup
Macro

Meso
min(𝑈 𝑇 𝐾𝑈)

Objective

𝑀
𝑇
𝑚𝑖𝑛 (− ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
𝑚=1

Design variable
Volume Constraint

𝐾𝑒 is being designed by the
meso problem
𝑈𝑒,𝑚 is the displacement of the
corresponding macro element
and is constant
𝜂

𝜌

𝑅

∫Ω 𝜌𝑑𝑥
d

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 0
∫Ω 𝑑𝑥
d
Target density is set by the
engineer
Material Constraint

Material model for
each FEA element (how
to calculate the
stiffness matrix)

𝐹 = 𝐾𝑈
𝐹 forces on the object
K macro FEA stiffness matrix
(individual stiffness matrixes 𝐾𝑒
for each element are found by
the meso design)
U macro displacements
𝐻
𝐷𝑒𝑓𝑓 = 𝜌𝐷𝑚𝑒𝑠𝑜
𝐻
𝐷𝑚𝑒𝑠𝑜 is the constitutive matrix
found by the meso level
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∑ 𝜂𝑒 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 0
𝑒=1

𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 𝜌𝑒
Target density is set by the
macro problem
𝑖
𝑖
𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜
= 𝑓𝑚𝑒𝑠𝑜
𝑖
𝑓𝑚𝑒𝑠𝑜
equivalent forces for the
3 test strains
𝐾𝑚𝑒𝑠𝑜 meso FEA stiffness matrix
𝑖
𝑈𝑚𝑒𝑠𝑜
displacements for the 3
test strains.
𝐷𝑒𝑓𝑓 = 𝜂 𝜁 𝐷0
𝜁 is the SIMP power function
exponent.𝐷0 is the constitutive
matrix of the material that the
mesostructure is made out of.

Sensitivity of the
objective

…. Meso sensitivity
continued.

𝜕𝐾𝑒 (𝜌)
𝑈𝑒 = −𝜆1
𝜕𝜌
𝜆1 is found so that the volume
constraint is satisfied.
𝑈𝑒𝑇

𝑀
𝑇
− ∑ 𝑈𝑒,𝑚
𝐵𝑇
𝑚=1

𝐻
∂𝐷𝑚𝑒𝑠𝑜
𝐵𝑈𝑒,𝑚
𝜕𝜂

= −𝜆2
Where 𝐵 is the elements
displacement strain matrix of
the corresponding macro
element.
𝜆2 is found so that the volume
constraint is satisfied.

R

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
1
𝑇 𝜕𝐷𝑒𝑞
=
∑ ∫ (𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒 )
(𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒 )𝑑𝑉𝑒
𝜕𝜂
𝑉𝑚𝑒𝑠𝑜
𝜕𝜂𝑒
𝑒=1 𝑉𝑒

𝜕𝐷𝑒𝑞
= 𝜁𝜂 𝜁−1 𝐷0
𝜕𝜂
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Figure 5.2, Flowchart and results of how existing multiscale topology optimization techniques
work.
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Figure 5.3. A design generated using Coelho’s algorithm. The gray box on the left is a fixed wall
in the X and Y direction. A single point load is applied on the right side and is shown by the red
arrow.

Problems With the Existing Method
Several problems exist with the algorithm described above.
1. Excessive computational power is required. Every meso problem requires many calls to
an FEA (perhaps about 100). If there are 450 macro elements, then a meso problem
exists for each one. Therefore, each time the meso level runs about 45000 FEA calls are
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required. The algorithm requires several macro iterations (perhaps 10). Therefore, the
total number of meso FEA calls is now 450,000. To speed things up, the researchers use
parallel computing. This parallelization is very helpful but limits the practical application
of the algorithm if the engineer does not have 450 CPUs that are linked together.
2. The meso problem never converges. After each macro optimization, the mesooptimization starts over again. The meso-level designs do not necessarily get closer and
closer to a final solution, but instead, they can change significantly after each macro
level optimization.
3. The meso level designs do not necessarily touch each other and do not form a
completely connected structure when assembled. Figure 5.3’s meso designs do not
connect. More importantly, no material exists to transfer the load from one
mesostructure design to its adjacent neighbors. This problem significantly reduces the
helpfulness of the overall algorithm.
4. The algorithm provides no method to control the ratio of empty space to filled space in
the design domain. This results in regions with a density so low that nothing can realize
the target properties.

Solution: Predict Meso Properties
The proposed solution to the problems is to predict what the optimal design on the meso
level will be before running the meso level optimization. If an algorithm can predict the optimal
anisotropic material properties of the meso design algorithm, then the meso level optimization
will only need to be run once or twice to generate the multiscale design. In other words, can an
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algorithm predicted the gradient anisotropic mesostructures shown in Figure 5.3, and if so, then
how?
The BOTT algorithm fulfills this objective, by generating the target macroscopic properties
and then using these target properties as constraints for the meso design problems. The BOTT
algorithm is described in the next three chapters. First, the macro level design of topology and
orthotropic gradient material properties is discussed. Second, the meso level design is discussed.
Third, the coordination between the macro and meso design is demonstrated and a comparison
with Coelho’s algorithm is shown.

Figure 5.4, Macro and Meso design within the BOTT algorithm.
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The objective is to optimize the topology and anisotropic gradient material properties that
will be used as target properties for the meso level design. Theoretically, a mesostructure can
have almost any bulk properties. The meso design literature is full of researchers trying to
design unique mesostructures with unique properties such as negative Poisson's ratio,
maximizing the bulk modulus, and other target properties. However, Figure 5.3 demonstrates
when the optimization objective is to minimize the strain energy, then most of the
mesostructures will be orthotropic. The figure shows that most mesostructures are vertical or
horizontal bars that are rotated into the correct orientation. Likely, the mesostructure’s
properties are more complex than simply being orthotropic, but modeling their properties as an
orthotropic material rather than anisotropic seems a reasonable simplification. If the properties
of the mesostructures were modeled as purely anisotropic, then how the optimizer would
ensure that the anisotropic properties are physically realizable is not clear. Based on this
reasoning, the macroscopic optimization will optimize the topology and target orthotropic
properties.

Optimizer Strategy
Based on the previous work with gradient materials, a sequential optimization of topology
and then optimizing material properties seems highly likely to work (see Figure 4.3). The
practical result of this optimization strategy is that topology optimization algorithm and
orthotropic material optimization algorithms can be separated and run sequentially.
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Overall Optimization Objective and Constraints
The objective of is to minimize some function, J, by finding the optimal placement of
material within a domain Ω𝑑 . In this case, the objective is to minimize the strain energy, but the
algorithm could likely be extended to other optimization objectives. A constraint is placed on
the overall ratio of regions with material (a mesostructure) verse empty space. The constitutive
material equations constrain the optimization as well. Two different approaches to constraining
the orthotropic material optimization are presented. First, the average stiffness throughout the
whole design is constrained to be a target value. The average elastic modulus in the X and Y
directions (𝐸𝑥𝑥 and 𝐸𝑦𝑦 ) through the whole design occupied by material is constrained to be a
specific value, 𝐸𝑎𝑣𝑔 . Second, the average density of the mesostructures through the whole
design is constrained to be specific density, Δtarget . 𝛿 represents the mesostructure density at
each location. For both cases a constraint is placed on the minimum summed elastic modulus in
the X and Y directions allowed at each location (Equation (6.5)). This constraint represents a
manufacturing constraint because each mesostructure must have enough material to form at
least one connected set or regions from one side of the domain to the other (Figure 6.1 and
Figure 6.2). The relationship between the average elastic modulus and the amount of material
used in the meso design is complex and dependent on the meso design technique.
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Figure 6.1. Not enough material for a mesostructure to form a connected design. The black box
represents the design domain. The blue represents the optimal mesostructure design. The
mesostructure is constrained so that no more material is allowed. The result is a non-connected
mesostructure.

Figure 6.2. Connected mesostructure. The meso problem constraints allow enough material
within the design domain so that a connected mesostructure can exist.
The object being designed is subject to M loading conditions. 𝑈 is the displacement vector.
𝐾 is the global stiffness matrix. 𝐹 is the global force matrix. 𝜌 is the density at each location. A
region with material should have a density of 1 while an empty region should have a density of
0.
(6.1)

𝑚𝑖𝑛(𝐽)
𝑀

𝐽= ∑
𝑚=1

1 𝑇
𝑈 𝐾𝑈
2

Subject to
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(6.2)

(6.3)

𝐾𝑈 = 𝐹
∫Ω 𝜌𝑑Ω𝑑
𝑑

∫Ω 𝑑Ω𝑑

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 = 0

(6.4)

𝑑

𝐸𝑥𝑥 + 𝐸𝑦𝑦 > 𝐸𝑚𝑖𝑛

(6.5)

Approach 1

∫Ω 𝜌
𝑑

(𝐸𝑥𝑥 + 𝐸𝑦𝑦 )
𝑑Ω𝑑
2
∫𝛺 𝜌𝑑Ω𝑑

− 𝐸𝑎𝑣𝑔 = 0

(6.6)

Approach 2

∫Ω 𝜌𝛿𝑑Ω𝑑
𝑑

∫𝛺 𝜌𝑑Ω𝑑

− Δtarget = 0

(6.7)

First, a description of the topology optimization is given. Second, the description of the
orthogonal material optimization is presented.

Topology Optimization
The topology optimization here is the same as in the isotropic gradient material case. The
density variable is the 𝜌 density at each region. The range of 𝜌 is [0 1]. Ideally, 𝜌 would be 0 or 1
at each region, but integer problems are difficult so solve. To make the optimization easier, 𝜌 is
modeled as a continuous variable between 0 and 1. The effective properties at each region are a
power function of the 𝜌 value.
𝑊𝑒𝑓𝑓 = 𝜌𝜁 𝑊𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙

(6.8)

Where 𝑊𝑒𝑓𝑓 represents the effective material property, 𝑊𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 is a function of the
current state of the orthotropic material optimizer, 𝜌 is the density design variable.𝜁 is the
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power function value and is normally set to 3. Equation (6.4) constrains the topology
optimization problem. The Lagrangian of the topology optimization is constructed. 𝐾 is a
function of the topology optimization variable 𝜌 and the orthotropic material design variables,
but the orthotropic material design variables are held constant for the topology optimization.
𝑀
𝑇
ℒ = ∑ 𝑈𝑚
𝐾𝑈𝑚 + 𝜆 (
𝑚=1

∫𝛺 𝜌𝑑𝛺
∫𝛺 𝑑𝛺

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 )

(6.9)

The design domain is discretized into N regions which are also the FEA elements.
𝑀

ℒ=

𝑁

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚
𝑚=1 𝑒=1

+ 𝜆 (∑ 𝜌𝑒 − 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 )

(6.10)

𝑒=1

The derivative of the Lagrangian with respect to the topology optimization density is found
and set to zero.
𝑀

𝑁

𝑁

𝜕ℒ
𝜕𝐾𝑒
𝑇
= ∑ ∑ 𝑈𝑒,𝑚
𝑈 + 𝜆1 (∑ 1) = 0
𝜕𝜌𝑒
𝜕𝜌𝑒 𝑒,𝑚
𝑚=1 𝑒=1

(6.11)

𝑒=1

This equation can be rearranged to show that the sensitivity at each region must be equal
when the design is fully optimized.
𝑀

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝑚=1 𝑒=1

𝜕𝐾𝑒
𝑈
= −𝜆1
𝜕𝜌𝑒 𝑒,𝑚

(6.12)

A update scheme is generated to move the design toward the optimal position and a move
limit, 𝑚𝑆𝐼𝑀𝑃 , is used to help stabilize the algorithm. 𝜂𝑑𝑎𝑚𝑝 is set to 0.5 and also helps stabilize
the algorithm.
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𝑁
𝑇
∑𝑀
𝑚=1 ∑𝑒=1 𝑈𝑒,𝑚

𝐵𝑒,𝑆𝐼𝑀𝑃 =

𝜕𝐾𝑒
𝑈
𝜕𝜌𝑒 𝑒,𝑚

(6.13)

𝜆1

Table 6.1, SIMP move limit.
Condition
𝜂𝑑𝑎𝑚𝑝
𝑖𝑓 𝜌𝑖 𝐵𝑒,𝑆𝐼𝑀𝑃
≤ 𝑚𝑎𝑥(𝜌𝑚𝑖𝑛, , 𝜌𝑖 − 𝑚𝑆𝐼𝑀𝑃 )

Result
𝜌𝑖+1 = 𝑚𝑎𝑥(𝜌𝑚𝑖𝑛 , 𝜌𝑖 − 𝑚𝑆𝐼𝑀𝑃 )

𝜂

𝜂

𝑑𝑎𝑚𝑝
𝑖𝑓 𝑚𝑎𝑥(𝜌𝑚𝑖𝑛, , 𝜌𝑖 − 𝑚𝑆𝐼𝑀𝑃 ) < 𝜌𝑖 𝐵𝑒,𝑆𝐼𝑀𝑃
< min(1, 𝜌𝑖 + 𝑚𝑆𝐼𝑀𝑃 )

𝑑𝑎𝑚𝑝
𝜌𝑖+1 = 𝜌𝑖 𝐵𝑒,𝑆𝐼𝑀𝑃

𝜂𝑑𝑎𝑚𝑝
𝜌𝑖+1 = 𝑚𝑖𝑛(1, 𝜌𝑖 + 𝑚𝑆𝐼𝑀𝑃 )
𝑖𝑓 𝑚𝑖𝑛(1, 𝜌𝑖 + 𝑚𝑆𝐼𝑀𝑃 ) ≤ 𝜌𝑖 𝐵𝑒,𝑆𝐼𝑀𝑃
𝜆1 is found using the bisection method such that the material to void ratio constraint is

satisfied (6.4). This constraint and the power function cause the optimal values of the 𝜌 value to
be at 0 or 1. On the interface between the material and void boundary, the 𝜌 values will not
necessary be 0 or 1.

Orthotropic Gradient Material Optimization
Orthotropic Material Model
The material at each location is modeled as an orthotropic material where the elastic moduli
in the X and Y directions are design variables, 𝐸𝑥𝑥 and 𝐸𝑦𝑦 . In addition, the material can rotate
by an angle 𝜃. The constitutive elastic matrix is given in equation (6.14) for the plane stress case
in 2D.

𝐷𝑜𝑟𝑡ℎ

𝐸𝑥𝑥
1 − 𝑣2
𝐸12 𝑣
=
1 − 𝑣2
[

0

𝐸12 𝑣
1 − 𝑣2
𝐸𝑦𝑦
1 − 𝑣2
0

0
0
0.5(1 − 𝑣)𝐸12
]
1 − 𝑣2
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(6.14)

𝐸12 =

𝐸𝑥𝑥 + 𝐸𝑦𝑦
2

(6.15)

Where v is the Poisson’s ratio which is set to 0.3. A true anisotropic material would have
four design variables in the 𝐷11 , 𝐷12 , 𝐷22 , 𝐷33 positions of the constitutive matrix, however to
simplify the optimization only the 𝐷11 and 𝐷22 positions are directly designable. Setting the
Poisson’s ratio to 0.3 and using Equation (6.15) effectively limits the material to be orthotropic.
Equation (6.14) reduces to the standard isotropic material when 𝐸𝑥𝑥 = 𝐸𝑦𝑦 .
The orthotropic material can also be rotated. Mohr’s circle in matrix form (Equation (6.18))
is used to rotate 𝐷𝑜𝑟𝑡ℎ (Liu et al. 2015). Matrix R is used to convert form tensor strain to
engineering strain.
𝑐 = cos(𝜃)

(6.16)

𝑠 = sin(𝜃)

(6.17)

𝑐2
𝑇(𝜃) = [ 𝑠 2
−𝑠𝑐
1
R = [0
0

𝑠2
𝑐2
𝑠𝑐

2𝑠𝑐
−2𝑠𝑐 ]
𝑐2 − 𝑠2

0 0
1 0]
0 2

𝐷𝑟𝑜𝑡 = 𝑇(𝜃)−1 𝐷𝑜𝑟𝑡ℎ 𝑅 𝑇(𝜃)𝑅−1

(6.18)

(6.19)
(6.20)

The effective constitutive matrix at each location is a function of the SIMP density and the
three orthotropic material variables.
𝐷𝑒𝑓𝑓 = 𝜌𝜁 𝑇(𝜃)−1 𝐷𝑜𝑟𝑡ℎ 𝑅 𝑇(𝜃)𝑅−1

(6.21)

The range of the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 design variables is [0 𝐸0 ]. 𝐸0 is the elastic modulus of the
material that the design is made out of. In addition, Equation (6.5) which is the constraint on the
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−𝜋

minimum elastic modulus must also be considered. The domain of 𝜃 is [ 2 𝜋]. This rotation
design range results in equivalent states for some combination of design variables. For example,
𝜋

{𝐸𝑥𝑥 = 0, 𝐸𝑦𝑦 = 𝐸0 , 𝜃 = 0} is equivalent to {𝐸𝑥𝑥 = 𝐸0 , 𝐸𝑦𝑦 = 0, 𝜃 = 2 }. The domain could be
limited, but experimental results showed significantly better performance when the domain is
−𝜋

𝜋

[ 2 𝜋].To eliminate this problem, the optimizer will flip the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 variables and add 2 to
the 𝜃 value if the 𝜃 value at each location is less than 0. A similar technique is used if 𝜃 is
𝜋
2

𝜋
2

greater than . In this case, the values are flipped, and is subtracted from the current 𝜃 value.
𝜋
2

The effective domain is then [0 ].
Orthotropic Material Optimization
The optimization is split into two parts. Optimization of the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values at each
location, and optimization of the 𝜃 value at each location.
𝑬𝒙𝒙 and 𝑬𝒚𝒚 Optimization with Average Elastic Modulus Constraint
Using the objective function and the average elastic objective constraint (Equation (6.6)) the
Lagrangian can be formed and convert to a discretized form. 𝜆2 is used so that the Lagrangian
multiplier is not confused with the SIMP topology Lagrangian multiplier, 𝜆1 .
(𝐸𝑥𝑥 + 𝐸𝑦𝑦 )
𝑑𝛺
∫𝛺 𝜌
1 𝑇
2
ℒ = ∑ 𝑈𝑚 𝐾𝑈𝑚 + 𝜆2 (
− 𝐸𝑎𝑣𝑔 )
2
𝜌𝑑𝛺
∫
𝑚=1
𝛺
𝑀

𝑀

ℒ=

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚
𝑚=1 𝑒=1

∑𝑁
𝑒=1
+ 𝜆2 (

(𝐸𝑥𝑥,𝑒 + 𝐸𝑦𝑦,𝑒 )𝜌𝑒
2
− 𝐸𝑎𝑣𝑔 )
𝑉𝑓𝑖𝑙𝑙𝑒𝑑
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(6.22)

(6.23)

𝑁

(6.24)

𝑉𝑓𝑖𝑙𝑙𝑒𝑑 = ∑ 𝜌𝑒
𝑒=1

𝑉𝑓𝑖𝑙𝑙𝑒𝑑 is the volume of the regions filled with some material. If the topology optimization’s
constraints are correctly applied, then 𝑉𝑓𝑖𝑙𝑙𝑒𝑑 can be calculated using the SIMP constraint.
𝑁

(6.25)

𝑉𝑓𝑖𝑙𝑙𝑒𝑑 = 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 ∑ 1
𝑒=1

The sensitivity of the Lagrangian with respect to a change in 𝐸𝑦𝑦 is found and set to zero.
𝑀

𝑁

𝑁

𝜕ℒ
𝜕𝐾𝑒
1
𝜌𝑒 𝜕𝐸𝑦𝑦,𝑒
𝑇
= ∑ ∑ 𝑈𝑒,𝑚
𝑈𝑒,𝑚 + 𝜆2 (
∑
)=0
𝜕𝐸𝑦𝑦,𝑒
𝜕𝐸𝑦𝑦,𝑒
𝑉𝑓𝑖𝑙𝑙𝑒𝑑
2 𝜕𝐸𝑦𝑦,𝑒

(6.26)

𝜕𝐸𝑦𝑦,𝑒
=1
𝜕𝐸𝑦𝑦,𝑒

(6.27)

𝜕𝐾𝑒
𝜕𝐷𝑜𝑟𝑡ℎ
= 𝐵𝑇 𝜌𝜁 𝑇(𝜃)−1
𝑅𝑇(𝜃)𝑅−1 𝐵
𝜕𝐸𝑦𝑦
𝜕𝐸𝑦𝑦

(6.28)

𝑚=1 𝑒=1

𝑒=1

0
𝜕𝐷𝑜𝑟𝑡ℎ
0.5𝑣
=
𝜕𝐸𝑦𝑦
1 − 𝑣2
0

[

0.5𝑣
1 − 𝑣2
1
1 − 𝑣2
0

0
0

(6.29)

0.5(1 − 𝑣)0.5
]
1 − 𝑣2

B is the derivative of the shape function used for the FEA. Similar to the SIMP method of
optimization, the sensitives at each location must be equal when the design is at the optimal
location. This fact is clear if Equation (6.26) is rearranged and simplified.
𝑀

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝑚=1 𝑒=1

𝜕𝐾𝑒
𝑈
= −𝜆2
𝜕𝐸𝑦𝑦,𝑒 𝑒,𝑚

(6.30)

An update scheme similar to the SIMP method is designed. Lower case e indicates that this
update scheme is on an element by element basis.
88

𝜕𝐾𝑒
𝑈
𝜕𝐸𝑦𝑦,𝑒 𝑒,𝑚
𝜆2

𝑇
∑𝑀
𝑚=1 𝑈𝑒,𝑚

𝐴𝐸𝑦𝑦 ,𝑒 =

(6.31)

𝜆2 is set so that Equation (6.6) is satisfied and is found using a bisection algorithm. A move
limit, 𝑚𝐸 , is enforced to help promote stability. Lower case i represents the iteration number.
𝜁𝑑 is a damping term to also help promote stability. 𝜁𝑑 = 0.5.
Table 6.2, 𝐸𝑦𝑦 Move limits
Condition

𝑖𝑓

Result

𝜁
𝑖𝑓 𝐴𝐸𝑑𝑦𝑦 ,𝑒 ≥ 𝐸 𝑖 𝑦𝑦 + 𝑚𝐸
𝜁
𝑖𝑓 𝐴𝐸𝑑𝑦𝑦 ,𝑒 ≤ 𝐸 𝑖 𝑦𝑦,𝑒 − 𝑚𝐸
𝜁
𝐸 𝑖 𝑦𝑦 − 𝑚𝐸 < 𝐴𝐸𝑑𝑦𝑦 ,𝑒 < 𝐸 𝑖 𝑦𝑦

𝑖+1
𝐸𝑦𝑦,𝑒
= min(𝐸 𝑖 𝑦𝑦,𝑒 + 𝑚𝐸 , 𝐸0 )
𝑖+1
𝐸𝑦𝑦,𝑒
= 𝐸 𝑖 𝑦𝑦,𝑒 − 𝑚𝐸
𝜁

𝑖+1
𝐸𝑦𝑦,𝑒
= 𝐴𝐸𝑑𝑦𝑦 ,𝑒

+ 𝑚𝐸

A set of if-then statements is used to enforce the minimum elastic modulus constraint.
Table 6.3, 𝐸𝑦𝑦 constraints enforced by if-then statements
Condition

Result
𝑖𝑓 𝐸𝑥𝑥,𝑒 +

𝜁
𝐴𝐸𝑑𝑦𝑦 ,𝑒

𝑖+1
𝐸𝑦𝑦,𝑒
= 𝐸𝑚𝑖𝑛 − 𝐸𝑥𝑥,𝑒

< 𝐸𝑚𝑖𝑛

𝜁

𝜁

𝑖+1
𝐸𝑦𝑦,𝑒
= 𝐴𝐸𝑑𝑦𝑦,𝑒

𝑖𝑓 𝐴𝐸𝑑𝑦𝑦 ,𝑒 > 𝐸𝑏𝑎𝑠𝑒

The 𝐸𝑥𝑥 value is updated in a similar way. Since, both 𝐸𝑥𝑥 and 𝐸𝑦𝑦 share the same
constraints and objectives, they can be calculated and updated together. A generalization of this
method to other parts of the constitutive matrix is also possible.
𝑬𝒙𝒙 and 𝑬𝒚𝒚 Optimization with Average Meso Density Constraint
An engineer working on a high-performance part design will likely seek to maximize the
stiffness of an object while minimizing the weight. Therefore, the average elastic modulus
constraint is not well suited for this tradeoff between stiffness and weight since the weight is
not considered at all. Instead, a constraint that considers the actual density of the
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mesostructures can be used to find this trade-off between stiffness and density better. 𝛿 is the
density of a mesostructure, and Δtarget is the target average density of all the mesostructures.
The discretized form of the constraint (Equation (6.7)) is formed.
∑𝑁
𝑒=1 𝛿𝑒 𝜌𝑒
− Δtarget = 0
𝑉𝑓𝑖𝑙𝑙𝑒𝑑

(6.32)

The Lagrangian is formed.
𝑀

𝑁

𝑇
ℒ = ∑ ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 + 𝜆3 (
𝑚=1 𝑒=1

∑𝑁
𝑒=1 𝛿𝑒 𝜌𝑒
− Δtarget )
𝑉𝑓𝑖𝑙𝑙𝑒𝑑

(6.33)

Derivative with respect to a change in 𝐸𝑦𝑦 is found and set to 0.
𝑀

𝑁

𝑁

𝜕ℒ
𝜕𝐾𝑒
1
𝜕𝛿𝑒
𝑇
= ∑ ∑ 𝑈𝑒,𝑚
𝑈 + 𝜆3 (
∑
𝜌 )=0
𝜕𝐸𝑦𝑦
𝜕𝐸𝑦𝑦,𝑒 𝑒,𝑚
𝑉𝑓𝑖𝑙𝑙𝑒𝑑
𝜕𝐸𝑦𝑦,𝑒 𝑒
𝑚=1 𝑒=1

(6.34)

𝑒=1

Unlike before with the SIMP optimization and the orthotropic material optimization with
target average elastic modulus, the sensitivity at each location is not equal when the design is
optimized. This fact is evident by rearranging Equation (6.34). The right side of Equation (6.35) is
not a constant.
𝑀

𝑁

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝑚=1 𝑒=1

𝜕𝐾𝑒
1
𝜕𝛿𝑒
𝑈𝑒,𝑚 = 𝜆3 (
∑
𝜌 )
𝜕𝐸𝑦𝑦,𝑒
𝑉𝑓𝑖𝑙𝑙𝑒𝑑
𝜕𝐸𝑦𝑦,𝑒 𝑒

(6.35)

𝑒=1

However, further rearrangement results in the right side becoming a constant.
𝜕𝐾𝑒
𝑈
𝜕𝐸𝑦𝑦,𝑒 𝑒,𝑚
= 𝜆3
1
𝜕𝛿𝑒
∑𝑁
𝜌
𝑉𝑓𝑖𝑙𝑙𝑒𝑑 𝑒=1 𝜕𝐸𝑦𝑦,𝑒 𝑒

𝑁
𝑇
∑𝑀
𝑚=1 ∑𝑒=1 𝑈𝑒,𝑚
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(6.36)

The difficult with this optimization method is finding the relationship (Γ) between the
density and the elastic modulus. This difficulty is a major topic in the meso design chapter.
𝛿𝑒 = Γ(𝜌, 𝜃, 𝐸𝑥𝑥 , 𝐸𝑦𝑦 )

(6.37)

𝜕Γ𝑒
=?
𝜕𝐸𝑦𝑦,𝑒

(6.38)

Assuming Equation (6.38) can be calculated, then an update scheme can be designed which
is similar to the previous update methods.
𝜕𝐾𝑒
𝑈
𝜕𝐸𝑦𝑦,𝑒 𝑒,𝑚
𝜕𝛿𝑒
𝜆3
𝜌
𝜕𝐸𝑦𝑦,𝑒 𝑒

𝑇
∑𝑀
𝑚=1 𝑈𝑒,𝑚

𝐴𝐸𝑦𝑦 ,𝛿,𝑒 =

(6.39)

A new update scheme which is similar to the previous update scheme is formed on an
element, by element basis. 𝐴𝐸𝑦𝑦 ,𝑒 is now 𝐴𝐸𝑦𝑦 ,𝛿,𝑒 in Table (6.2) and Table (6.3), and the
optimization proceeds in the same way as before.
The 𝐸𝑥𝑥 and 𝐸𝑦𝑦 variables can be updated together since they share the same constraints.
The description on how to optimize a particular component of the elastic matrix could be
generalized to any of the 4 terms (symmetry is taken into account) used to describe the plane
stress FEA case.

Rotation Optimization
Orienting the orthotropic material to align with the loads at each region will likely
significantly increase the stiffness of the part without increasing the density or average elastic
modulus. The overall objective is to minimize the strain energy, but the problem can be
reformulated to maximize the minimum potential energy of the system. Of all configurations
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that are possible, the configuration that minimizes the potential energy is physically possible
since it follows the constitutive equations. The FEA’s solutions are these admissible solutions.
Of all admissible designs, the configuration that maximizes the potential energy of the system
will also minimize the global strain energy. Therefore maximizing the strain energy at each
location individually when the displacements are known will minimize the overall strain energy
(Bendsoe 1995; Rodrigues et al. 2002; Coelho et al. 2008). Pointwise maximization of strain
energy is formulated as minimizing the negative. The following optimization steps must be
performed for each macro element, e, individually.
𝑀
𝑇
min (− ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )

(6.40)

𝑚=1

With multiple loading conditions and with using transcendental trigonometric functions, the
objective function will have many local minima and is not well suited for gradient-based
optimization. Figure 6.3 shows an example of the objective function value over the design
domain for a simple case. More complex loading conditions could result in many more local
minima.
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Figure 6.3. Evaluation of the rotation optimization function over the 𝜃 design domain. Blue
indicates the value of the objective. The yellow region shows a local optima to avoid. The black
line shows the true optima.
A golden section optimization algorithm is used to find the minimum. A move limit, 𝜃𝑚𝑜𝑣𝑒 , is
enforced to promote stability. The optimal value found the golden section algorithm is 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 .
Table 6.4. 𝜃 move limit conditions
Condition

Value

𝑖𝑓 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 > 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝑖𝑓 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 < 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒

𝑖𝑓 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒 ≤ 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ≤ 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙

Implementation
Similar to the topology optimization with isotropic gradient materials, a sequential
optimization approach allows each optimization algorithm to run separately and then pass the
current state of the design variables on to the next optimizer. The general flow of the optimizer
is shown in Figure 6.4. Both the sensitivity objective and the sensitivity of the material usage
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need to be filtered in order to prevent ‘checkerboarding’ which is common topology
optimization using for four node FEA elements. The FEA is not able to model correctly the
interaction of elements that only touch at a point rather than an edge. This requirement is
logical based on Equations (6.39).

Figure 6.4, Flow Chart for the Macro Level Optimization Loop
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A standard topology optimization problem is used to demonstrate the algorithm. The left
wall is clamped in the X and Y directions. Figure 4.8 shows the loading conditions. A 10000 N
load is applied on the right side in the middle. The configurations are shown in table Table 6.5.
Table 6.5. Example problem parameter values.
Name
𝜌𝑡𝑎𝑟𝑔𝑒𝑡

𝐸0
Meso Constraint Type
𝐸𝑎𝑣𝑔

𝐸𝑚𝑖𝑛
𝑚𝑆𝐼𝑀𝑃
𝜃𝑚𝑜𝑣𝑒
𝑚𝐸

Explanation
Target ratio of regions with
material to total regions
within the design domain.
Constrains the topology
optimization.
The elastic modulus of the
base material.
The type of 𝐸𝑥𝑥 and 𝐸𝑦𝑦
constraint to use.
The target average elastic
modulus of the
mesostructures.
The minimum sum of 𝐸𝑥𝑥
and 𝐸𝑦𝑦 that is allowed.
Max step size for the
topology optimization.
Max step size for the
rotation optimization.
Max step size for the𝐸𝑥𝑥
and 𝐸𝑦𝑦 optimization.

Value
0.6

100000 𝑃𝑎
Average elastic modulus of
mesostructures
50000 𝑃𝑎

25000 𝑃𝑎
0.2
𝜋
36
𝐸0
20

Visualization of the four design variables is challenging. Two different plots are used to
convey the final state of the design variables. First, an arrow plot is used to visualize the
effective elastic moduli at each location and the rotation of the material. The two vectors 𝑣1 and
𝑣2 (Equations (6.41) and (6.42)) are plotted in Figure 6.5. The second plot seeks to mimic the
isotropic gradient material plots shown earlier. The average elastic modulus is calculated at each
region (𝐸𝑎𝑣𝑔,𝑒 = 0.5(𝐸𝑥𝑥,𝑒 + 𝐸𝑦𝑦,𝑒 ) and is plotted. Regions were the 𝜌 value is below 0.3 are
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shown in white and represent empty space. This plot is then presented side by side with the
same design problem and equivalent settings, but using the topology with isotropic gradient
material optimization (Figure 6.6). Finally, a comparison of topology optimization with isotropic
material, topology optimization coupled with isotropic gradient material optimization, and
topology optimization with orthotropic gradient material optimization is shown in Table 6.6 by
calculating the final objective value of each algorithm after they converge.
𝑣1 = 𝜌[𝐸𝑥𝑥 cos(𝜃) , 𝐸𝑥𝑥 sin(𝜃)] (red)

(6.41)

𝜋
𝜋
𝑣2 = 𝜌 [𝐸𝑦𝑦 cos (𝜃 + ) , 𝐸𝑦𝑦 sin (𝜃 + )] (green)
2
2

(6.42)

Figure 6.5, Example results. Arrow plot shows the direction and magnitude of the effective
elastic moduli.
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Topology and orthotropic material
Topology and isotropic material optimization
optimization
Figure 6.6 Comparison of optimization algorithm results.
Table 6.6. Left Clamp. Load on right side in the middle. Comparison of optimization algorithms
Final Objective
value

Topology Only
Topology and
Isotropic
Gradient
Materials
Topology, 𝐸𝑥𝑥 ,
𝐸𝑦𝑦 , and
rotation

122567

Final average
Elastic modulus
of occupied
regions
50000

92016

52908

72997

50476

Figure 6.5 and Figure 6.6 shows that the orthotropic material is primarily dominated by a
single elastic modulus in either the X or Y directions. This single elastic modulus gives the
orthotropic material optimizer a significant advantage over the isotropic gradient material
optimizer since the orthotropic material optimizer can better tune the performance at each
location. Table 6.6 shows a 20% decrease in the elastic objective when comparing the gradient
material and isotropic material optimizers.
The work described here could also be used with fiber orientation design for composite
materials.
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Once the target material properties are known, then a mesostructure must be found which
has the bulk properties equal to the macro level targets. Each macroscopic designable region,
which was the FEA elements, needs a corresponding mesostructure. Because of the high
number of mesostructures which need to be designed, the BOTT algorithm requires an
automated mesostructure design algorithm. This automation is in contrast to requiring the
engineer to manually find a design that meets the problem requirements (Ju et al. 2010). The
objective of the meso design algorithm is to minimize material usage (Equation (7.1)) while
meeting the target material properties (Equation (7.2)) and following the constitutive equations
of the material (Equation (7.3)). The mesostructure design domain Ω𝑚𝑒𝑠𝑜 has R designable
regions, and the densities, 𝜂, at each region are the design. Ideally, 𝜂 is zero (void) or one (solid)
at every location. The target material properties of the mesostructure at macroscopic element e
are found by inserting 𝜌𝑒 , 𝐸𝑥𝑥,𝑒 , 𝐸𝑦𝑦,𝑒 , and 𝜃𝑒 into Equation (6.21). The effective properties at
the macro element e are the ‘system’ level target properties for the meso design problem, 𝐷𝑠𝑦𝑠 .
The output of the meso design problem is a mesostructure unit cell design and the homogenized
𝐻
(averaged) bulk properties of the meso design, 𝐷𝑚𝑒𝑠𝑜
.

min ∫

𝜂

(7.1)

Ω𝑚𝑒𝑠𝑜

Subject to
𝐻
𝐷𝑠𝑦𝑠 − 𝐷𝑚𝑒𝑠𝑜
=0

(7.2)

𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜 = 𝐹𝑚𝑒𝑠𝑜

(7.3)
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Equation (7.2) results in four constraints for the 2D case since the constitutive matrix is
symmetric. This fact reduces the number of constraints on the optimization.
𝐷11
[−
−

𝐷12
𝐷22
−

−
−]
𝐷33

(7.4)

Sigmund’s classic paper on inverse homogenization presents a method for finding a
mesostructure design with target material properties, but his work is limited to using the ground
structure approach (SIGMUND 1995). The ground structure approach prepopulates the design
domain with an array of nodes and bars connecting the nodes (Figure 7.1). The optimizer then
finds the cross-sectional area of each bar to give the target properties while minimizing material
usage.
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Figure 7.1, 4x4 node ground structure.
The ground structure method requires significantly more empty space than filled space since
the bars cannot physically overlap, and this limitation makes using ground structure impractical
for the current research approach. Just like Coelho’s work, a continuous mesostructure design is
desired instead of a node connected by bar structure (Coelho et al. 2015). Therefore, the
question is “what algorithm will design a continuous mesostructure with target elastic
properties?” Some methods exist for designing mesostructure with unique Poison’s ratios or
bulk modulus (Xia & Breitkopf 2015), but no method exists which will find a continuous
mesostructure design with target a constitutive matrix where the 𝐷1,1 and 𝐷2,2 terms are
independent. A survey of similar techniques is compiled in Table 7.1, and the techniques are
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standardized to have similar notation so that they can be compared. In Table 7.1, 𝜖 is the strain
from the macro level, 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 is the target density of the mesostructure, and 𝑉𝑚𝑒𝑠𝑜 is the volume
(or area) of the mesostructure design domain.
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Table 7.1. Comparison of existing meso design methods which give target properties.

Objective

Multiscale optimization by Coelho.
Target material properties with
(Rodrigues et al. 2002; Coelho et al.
ground structure (SIGMUND 1995)
2008)
Maximize the strain energy where the Minimize a cost function W
displacements/strains are fixed.
min 𝑊

BESO inverse topology optimization c

Maximize the strain energy where the
displacements/strains are fixed.

𝑅

𝑊 = ∑ 𝛾𝑒 𝜂𝑒

𝐻
max 𝜖 𝑇 𝐷𝑚𝑒𝑠𝑜
𝜖

𝑒=1

𝜖 is the macro strain, which is
constant.
𝐻
𝐷𝑚𝑒𝑠𝑜
is the effective macroscopic
constitutive matrix of the repeating
unit cell design.

Constraints

𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜
1
𝑉𝑚𝑒𝑠𝑜

Lagrangian
(𝜆 is the
multiplier)

ℒ = −𝜖

𝑇

∫ 𝜂𝑒 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0
Ω

𝐻
𝐷𝑚𝑒𝑠𝑜

+ 𝜆1 (

1
𝑉𝑚𝑒𝑠𝑜

Ω

𝜁

𝑙𝑝𝑟𝑒𝑓 𝑠
) 𝜇𝑒
𝑙𝑒
𝜁𝑠 is not 1. 𝜇 is 1 for interior bars, and
>1 for exterior bars. 𝜂 is cross section
area of the beams. 𝑙𝑝𝑟𝑒𝑓 is the
preferred bar length. 𝑙𝑒 is the current
bar’s length.
𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜
𝛾𝑒 = 𝑙𝑒 (

𝐻
𝐷𝑚𝑒𝑠𝑜
− 𝐷𝑠𝑦𝑠 = 0
𝐷𝑠𝑦𝑠 has 4 target matrix terms
𝑅

∫ 𝜂𝑒

𝐻
max 𝜖 𝑇 𝐷𝑚𝑒𝑠𝑜
𝜖

4

𝑅

𝐻
ℒ = ∑ 𝛾𝑒 𝜂𝑒 + ∑ 𝜆𝑖 (∑ 𝐷𝑚𝑒𝑠𝑜,𝑒
𝑒=1

𝑖=1

− 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 )

𝑒=1

− 𝐷𝑠𝑦𝑠 )
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𝜖 is the macro strain, which is
constant.
𝐻
𝐷𝑚𝑒𝑠𝑜
is the effective macroscopic
constitutive matrix of the repeating
unit cell design.

𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜
1

∫ 𝜂 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0
𝑉𝑚𝑒𝑠𝑜 Ω 𝑒
Not shown, since the evolutionary
technique is used. The elements are
ranked based on their sensitivities.

Sensitivity
for a meso
element
density 𝜂

𝐻
𝜕ℒ
𝜕𝐷𝑚𝑒𝑠𝑜,𝑒
𝑇
= −𝜖𝑚𝑎𝑐𝑟𝑜
𝜖𝑚𝑎𝑐𝑟𝑜
𝜕𝜂𝑒
𝜕𝜂
+ 𝜆1

SIMP is used.
𝐷𝑒𝑞 = 𝜂 𝜁 𝐷0
𝜁 is the SIMP power function
exponent

4

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜,𝑒,𝑖
𝜕ℒ
= 𝜌𝑒 − ∑ 𝜆𝑖
𝜕𝜂𝑒
𝜕𝜌𝑒
𝑖=1

𝐻
𝐻
𝜕𝐷𝑚𝑒𝑠𝑜,𝑒,𝑖
𝐷𝑚𝑒𝑠𝑜,𝑒,𝑖
=
𝜕𝜌𝑒
𝜌𝑒

𝜕ℒ
𝜕𝜂𝑒
𝜁−1

𝑁

𝜁𝜂𝑒
(𝐼
=−
∑ 𝑼𝑻𝒊 {∫ 𝑩𝑻 [∫
2Vmeso
Ω
𝑉𝑚𝑒𝑠𝑜
𝑖=1

𝑖

− 𝑏𝑢)𝑇 𝐷0 (𝐼 − 𝑏𝑢)𝑑𝑉𝑚𝑒𝑠𝑜 ] 𝑩𝑑𝑉} 𝑼𝒊
Alternatively, in a more simple form.
𝑁

𝐻
𝑑ℒ
𝜕𝐷𝑚𝑒𝑠𝑜,𝑒
= ∑ 𝝐𝑇
𝝐
𝑑𝜂𝑒
𝜕𝜂𝑒
𝑒=1

Optimization Optimal Criteria
method
Results

The algorithm converges and pushes
the densities toward 0 or 1. The
mesostructure density constraint is
met. However, the algorithm does
not target specific properties.

Optimal Criteria. The Lagrangian
multipliers are updated using a
Newton-Raphson procedure.
The algorithm converges and works
well at finding mesostructures with
target material properties. The
mesostructure density constraint is
met. Sigmund says ‘all kinds of
anisotropic and orthotropic materials
… Can be constructed with the
proposed algorithm.’
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B is the derivative of the shape
function for macro FEA
U is the macro element displacement
𝝐 is the effective macro strain 𝝐 = 𝑩𝑼
b is the derivative of the shape
function for meso FEA
u is the macro element displacement
I is the identity matrix.
Evolutionary.

The mesostructure density constraint
is met. The whole structure only uses
one optimized mesostructure
everywhere. In contrast, the BOTT
algorithm seeks to tailor each region
with a different mesostructure design.

Example
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Table 7.2. New Method of Mesostructure Design

Objective

New Method. Find Pseudo Strain
Maximize the pseudo strain energy
𝐻
max 𝛽 𝑇 𝐷𝑚𝑒𝑠𝑜
𝛽

𝛽 is the pseudo strain.
𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜

Constraints
1

𝑉𝑚𝑒𝑠𝑜

∫

𝐻
𝜂𝑡𝑎𝑟𝑔𝑒𝑡 is adjusted until 𝐷𝑠𝑦𝑠 = 𝐷𝑚𝑒𝑠𝑜

Lagrangian
(𝜆1 is the multiplier)

𝜂𝑒 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0

Ω𝑚𝑒𝑠𝑜

𝐻
ℒ = −𝛽 𝑇 𝐷𝑚𝑒𝑠𝑜
𝛽 + 𝜆1 (

1
𝑉𝑚𝑒𝑠𝑜

∫

𝜂𝑒 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 )

Ω𝑚𝑒𝑠𝑜

𝐻
𝜕ℒ
𝜕𝐷𝑚𝑒𝑠𝑜
𝑇
= −𝛽
𝛽 + 𝜆1
𝜕𝜂
𝜕𝜂

Sensitivity for a meso
element density 𝜂
SIMP is used.

𝐷𝑒𝑞 = 𝜂 𝜁 𝐷0
𝜁 is the SIMP power function exponent
Optimization method
Results

Optimal Criterial
Finding the pseudo strain 𝛽 and the target density 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 is the key problem.

105

Meso Design with Pseudo Strain
Table 7.1 shows that the algorithms that maximize the strain energy of the mesostructure
design (when subject to a macroscopic strain) converge and result in designs where the design is
primarily solid or void at each region. These ‘maximizing the strain energy’ techniques do not
directly target specific properties. However, these techniques suggest that a new method could
also maximize the strain energy of a mesostructure when given an artificial macroscopic strain
and an artificial target mesostructure density so that the mesostructure’ s design would have
the target material properties. The key question is what should this artificial or pseudo strain
and artificial density target be to give the target properties?
Several techniques were tried to relate the pseudo strain 𝛽 and mesostructure density
𝐻
target 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 to specific properties of the mesostructure’s constitutive matrix 𝐷𝑚𝑒𝑠𝑜
. However,

this relationship is complex and not easily found. Two main method of finding the 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡
are shown. First, a feedback loop modifies the pseudo strain and density target toward values
𝐻
which will cause 𝐷𝑚𝑒𝑠𝑜
= 𝐷𝑠𝑦𝑠 . The second method uses a lookup table to find the approximate

best pseudo strain and density target. The lookup table is prepopulated with entries which
𝐻
relate 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 to a specific 𝐷𝑚𝑒𝑠𝑜
.

For both methods, the optimization of the alternative pseudo strain problem is very similar
to the basic SIMP method.
𝐻
max 𝛽 𝑇 𝐷𝑚𝑒𝑠𝑜
𝛽

Subject to
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(7.5)

1
𝑉𝑚𝑒𝑠𝑜

∫

𝜂 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0

(7.6)

Ωmeso

(7.7)

𝐹𝑚𝑒𝑠𝑜 = 𝐾𝑚𝑒𝑠𝑜 𝑈𝑚𝑒𝑠𝑜

The Lagrangian is formed in Equation (7.8). The sensitivity of the Lagrangian shows that at
the optimal position the sensitivity of each element will be equal (Equation (7.11)).

𝐻
ℒ = −𝛽 𝑇 𝐷𝑚𝑒𝑠𝑜
𝛽 + 𝜆1 (

1
𝑉𝑚𝑒𝑠𝑜

∫
Ωmeso

𝑉𝑚𝑒𝑠𝑜 = ∫

𝜂 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 )

1

(7.8)

(7.9)

Ωmeso
𝐻
𝜕ℒ
𝜕𝐷𝑚𝑒𝑠𝑜
= −𝛽 𝑇
𝛽 + 𝜆1 = 0
𝜕𝜂𝑒
𝜕𝜂𝑒

−𝛽𝑇

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
𝛽 = −𝜆1
𝜕 𝜂𝑒

(7.10)

(7.11)

R

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
1
𝑇 𝜕𝐷𝑒𝑞
𝑖
𝑖
=
∑ ∫ (𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒
)
(𝐼 − 𝐵𝑒 𝑈𝑚𝑒𝑠𝑜,𝑒
)𝑑𝑉𝑒
𝜕𝜂𝑒
𝑉𝑚𝑒𝑠𝑜
𝜕 𝜂𝑒

(7.12)

𝑒=1 𝑉𝑒

Equation (7.12) is the derivative of Equation (5.8). Three unit test strains are applied to the
𝑖
design in to find the displacement 𝑈𝑚𝑒𝑠𝑜,𝑒
term. A bisection algorithm is used to find 𝜆1 such

that Equation (7.6) is satisfied. SIMP is used to model the material. Where 𝐷0 is the base
material’s constitutive matrix. 𝜁 = 3.
𝐷𝑒𝑞 = 𝜂 𝜁 𝐷0

(7.13)

𝜕𝐷𝑒𝑞
= 𝜁𝜂 𝜁−1 𝐷0
𝜕 𝜂𝑒

(7.14)

−𝛽 𝑇
𝐴𝑒 =

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
𝛽
𝜕𝜂𝑒
𝜆1
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(7.15)

A move limit is also used to promote stability, 𝑚𝑆𝐼𝑀𝑃 = 0.05. 𝜁𝑑 = 0.5 is a damping factor.
A minimum density 𝜂𝑀𝑖𝑛 = 0.01 is used to prevent the stiffness matrix from becoming singular.
Table 7.3, SIMP move limit.
Condition
𝜁
𝑖𝑓 𝜂𝑖 𝐴𝑒𝑑 ≤ 𝑚𝑎𝑥(𝜂𝑚𝑖𝑛, , 𝜂𝑖 − 𝑚𝑆𝐼𝑀𝑃 )

Result
𝜂𝑖+1 = 𝑚𝑎𝑥 (𝜂𝑚𝑖𝑛 , 𝜂𝑖 − 𝑚𝑆𝐼𝑀𝑃 )

𝜁

𝜁

𝑖𝑓 𝑚𝑎𝑥(𝜂𝑚𝑖𝑛, , 𝜂𝑖 − 𝑚𝑆𝐼𝑀𝑃 ) < 𝜂𝑖 𝐴𝑒𝑑
< min(1, 𝜂 + 𝑚𝑆𝐼𝑀𝑃 )

𝜂𝑖+1 = 𝜂𝑖 𝐴𝑒𝑑

𝜁

𝜂𝑖+1 = 𝑚𝑖𝑛(1, 𝜂𝑖 + 𝑚𝑆𝐼𝑀𝑃 )

𝑖𝑓 𝑚𝑖𝑛(1, 𝜂𝑖 + 𝑚𝑆𝐼𝑀𝑃 ) ≤ 𝜂𝑖 𝐴𝑒𝑑

Finding the Pseudo Strain and Density Targets with a Feedback Loop
Finding the 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 which will result in a mesostructure design with bulk averaged
𝐻
properties 𝐷𝑚𝑒𝑠𝑜
is difficult. Rather than directly predict the best 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 , an update
𝐻
scheme modifies the pseudo strain and density target the best values so that 𝐷𝑠𝑦𝑠 ≈ 𝐷𝑚𝑒𝑠𝑜
.

Pseudo Strain Update Scheme
The starting value for 𝛽 is
[ 0.3 0.3 0.3]𝑇

(7.16)

After each FEA call and update of the design variables, the optimizer updates the 𝛽 value to
better meet the target material properties constraint. i is the iteration number

𝐴𝛽 =

𝐷𝑠𝑦𝑠
𝐻
𝐷𝑚𝑒𝑠𝑜

𝑑𝛽,𝑑𝑎𝑚𝑝 = 0.1

108

(7.17)
(7.18)

β𝑖+1 = 𝛽𝑖 + 𝑑𝛽,𝑑𝑎𝑚𝑝 (

𝛽=

𝛽
[𝐴1,1

𝛽

𝐴2,2

𝛽

𝐴3,3 ]

𝑇

)
𝛽
𝛽
𝛽
|𝐴1,1 | + |𝐴2,2 | + |𝐴3,3 |
𝛽

∑3𝑖=1|𝛽𝑖 |

(7.19)

(7.20)

𝐻
Equation (7.17) is term-by-term division of the two matrixes. When 𝐷𝑠𝑦𝑠 = 𝐷𝑚𝑒𝑠𝑜
, then all
𝐻
the terms in the 𝐴𝛽 matrix will be equal to one. If a term in the 𝐷𝑚𝑒𝑠𝑜
is too small compared to

𝐷𝑠𝑦𝑠 , then the corresponding term in the 𝐴𝛽 matrix will be large, and the large 𝐴𝛽 matrix term
will result in an increase in the corresponding 𝛽 term. Equation (7.19) normalizes 𝐴𝛽 matrix’s
influence to be 10% of the current pseudo strain, 𝛽. This normalization and scaling effectively
limits (or damps) the rate of change of the pseudo strain. Equation (7.20) normalizes the pseudo
strain in order to prevent it from becoming larger and larger.
The sign of the third term of the pseudo strain determines the orientation of the
mesostructure. Figure 7.2 and Figure 7.3 show the two different orientations. If 𝐸𝑥𝑥 > 𝐸𝑦𝑦 for
the corresponding macro element, then set 𝛽3 > 0. Otherwise, set 𝛽3 < 0.

Figure 7.2, Hole is from bottom right to top left, 𝛽3 < 0
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Figure 7.3, Hole is from bottom left to top right. 𝛽3 > 0
The literature and practical experience reveals that when meso design problems use a
𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
𝜕𝜂

term within the update scheme, the design method will be very sensitive to initial

conditions. Similarly, if during the first few iterations of the pseudo strain design method, the
meso design progresses toward a non-optimal design then changing the pseudo strain value will
not result in any change of the design at all. The design is effectively trapped in a local optima.
To prevent being caught in a local optimal, the optimizer will check for if the design is trapped
and the densities are no longer changing and then reinitialize the design domain if necessary.
Numerically, Equation (7.21) checks if the densities are no longer changing. Lower case i
indicates the iteration number.
𝑅

∑|𝜂𝑒,𝑖 − 𝜂𝑒,𝑖−1 | < (𝑅)0.002

(7.21)

𝑒=1

If Equation (7.21) evaluates to true, then the design is checked for final termination of the
meso design method.
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[1 1 1] ∗ |𝛽𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝛽𝑜𝑙𝑑 | < 0.1

(7.22)

Where 𝛽𝑐𝑢𝑟𝑟𝑒𝑛𝑡 is the current pseudo strain and 𝛽𝑜𝑙𝑑 is the pseudo strain from the previous
time Equation (7.21) was true. The first time that Equation (7.21) is true, 𝛽𝑜𝑙𝑑 = [ 0.3 0.3 0.3]𝑇
which is the starting pseudo strain. If Equation (7.22) is true, the meso design method has
achieved the best design that is possible. Reinitializing 𝜂 values in the design domain would
result in ending with the same 𝛽 again, so the design cannot be improved. If Equation (7.22) is
false, then the design domain is reinitialized, but the volume target and the pseudo strain are
not reset.
The meso design is initialized (and often reinitializing) as a solid with a single hole in the
middle, Figure 7.4. Other initial conditions were also tried, such as a random initial field, solid
circle in the middle with empty space outside of it, and others. The radius, r, is dependent on
the current 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 . Equation (7.25) shows how to calculate the radius of the circle.

∫Ω

𝑚𝑒𝑠𝑜

∫Ω

1 − 𝜋𝑟 2

𝑚𝑒𝑠𝑜

(7.23)

= 𝜂𝑡𝑎𝑟𝑔𝑒𝑡

1

−𝜋𝑟 2 = (𝜂𝑡𝑎𝑟𝑔𝑒𝑡 ∫

1

(7.24)

− (𝜂𝑡𝑎𝑟𝑔𝑒𝑡 ∫Ω
1) + ∫Ω
1
𝑚𝑒𝑠𝑜
𝑚𝑒𝑠𝑜
𝑟=√
𝜋

(7.25)

1) − ∫

Ω𝑚𝑒𝑠𝑜
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Ω𝑚𝑒𝑠𝑜

Figure 7.4 Initial condition for mesostructure design. Yellow represents material. Blue is void.
Two different target density update schemes are presented. For both schemes, the 𝜂𝑡𝑎𝑟𝑔𝑒𝑡
is updated after several iterations to move the design toward the target properties.
Material Update Scheme Version 1. Average 𝑬𝒕𝒂𝒓𝒈𝒆𝒕
The following scheme is used to update the target density. The technique checks to see if
𝐻
the 1,1 and 2,2 terms of the 𝐷𝑚𝑒𝑠𝑜
matrix are higher or lower than the corresponding positions

in the 𝐷𝑠𝑦𝑠 matrix (Equations (7.26) and (7.27)). This check determines if more material or less
material should be used in the mesostructure design. The starting density is 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0.5.

𝐴𝛽 =

𝐷𝑠𝑦𝑠
𝐻
𝐷𝑚𝑒𝑠𝑜

𝛽

𝛽

𝑑𝑖𝑓𝑓 =

(𝐴1,1 + 𝐴2,2 )
2

(7.26)

−1

(7.27)

When the volume constraint is at the correct value, then 𝐴 should equal one for all values,
and the diff value will be equal to zero. A damping term is applied. 𝑑𝜂,𝑑𝑎𝑚𝑝 = 0.25.
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𝑇3 = (𝑑𝑖𝑓𝑓)(𝑑𝜂,𝑑𝑎𝑚𝑝 )

𝑇4 = 𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 √

(7.28)

max (𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 + 𝑇3 , 0)

(7.29)

𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖

The current iteration density target is 𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 . The square root term in Equation (7.29)
damps the rate of change. A move limit constraints (𝑀𝑙𝑖𝑚𝑖𝑡 = 0.1) also adds stability to the
algorithm. The minimum allowed volume is 𝜂𝑀𝑖𝑛 = 0.1. The maximum density cannot be more
than one.
Table 7.4. Update method with move limits for the new target density of the mesostructure.
Condition

Result

𝑇4 > min (1, 𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 + 𝑀𝑙𝑖𝑚𝑖𝑡 )

𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖+1

= min (1, 𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 + 𝑀𝑙𝑖𝑚𝑖𝑡 )

max (𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 − 𝑀𝑙𝑖𝑚𝑖𝑡 , 𝜂𝑀𝑖𝑛 ) < 𝑇4
< min (1, 𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖

𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖+1

= 𝑇4

+ 𝑀𝑙𝑖𝑚𝑖𝑡 )
𝑇4 < max (𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 − 𝑀𝑙𝑖𝑚𝑖𝑡 , 𝜂𝑀𝑖𝑛 )

𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖+1

= max (𝜂𝑡𝑎𝑟𝑔𝑒𝑡,𝑖 − 𝑀𝑙𝑖𝑚𝑖𝑡 , 0.1)

Table 7.4 is applied 15 iterations.If allowed to update more often, then designs do not have
time to partially converge towad an optimal design, and it is still not clear if the design actually
needs more mateiral or not.
Material Update Scheme Version 2. Single 𝑬𝒕𝒂𝒓𝒈𝒆𝒕
A variation on the approach above modifies equation (7.27) to target the larger of the
𝐸𝑡𝑎𝑟𝑔𝑒𝑡 values using Table 7.5 rather than the average of the two. If the algorithm could get at
least one of the 𝐸𝑡𝑎𝑟𝑔𝑒𝑡𝑠 correct, then this would might improve the ATC algorithm significantly.
Finding the larger of the two elastic targets is found using the logic in Table 7.5. The ‘sys’
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subscript means the system level target properties for this meso design problem. Figure 7.5
shows a flow chart of the meso design process.
Table 7.5. Logic for finding the larger
𝜃𝑠𝑦𝑠 condition
𝜃𝑠𝑦𝑠
𝜃𝑠𝑦𝑠
𝜃𝑠𝑦𝑠
𝜃𝑠𝑦𝑠

𝜋
<
4
𝜋
<
4
𝜋
>
4
𝜋
>
4

𝐸𝑥𝑥 and 𝐸𝑦𝑦 target condition
𝐸𝑥𝑥,𝑠𝑦𝑠 > 𝐸𝑦𝑦,𝑠𝑦𝑠

Result
𝑑𝑖𝑓𝑓 = −1 + 𝐴1,1

𝐸𝑥𝑥,𝑠𝑦𝑠 < 𝐸𝑦𝑦,𝑠𝑦𝑠

𝑑𝑖𝑓𝑓 = −1 + 𝐴2,2

𝐸𝑥𝑥,𝑠𝑦𝑠 > 𝐸𝑦𝑦,𝑠𝑦𝑠

𝑑𝑖𝑓𝑓 = −1 + 𝐴2,2

𝐸𝑥𝑥,𝑠𝑦𝑠 < 𝐸𝑦𝑦,𝑠𝑦𝑠

𝑑𝑖𝑓𝑓 = −1 + 𝐴1,1
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Figure 7.5. Mesostructure design using the feedback loop technique. Orange is the inner
iteration loop.

115

Finding the Pseudo Strain and Density Targets with a Lookup Table
The feedback loop method of finding the pseudo strain works, but the method has some
problems. For example, the feedback loop does not converge to a pseudo strain. Why the
pseudo strain does not converge is not initially obvious and more information about the
fundamental nature of the pseudo strain technique is required.
Generating Data for Look Up Table.
A simple experiment shows the fundamental relationships between the pseudo strain,
𝐻
target density, and output constitutive matrix, 𝐷𝑚𝑒𝑠𝑜
. The pseudo strain components and target

densities are systematically varied, the meso design algorithm runs without changing the
𝐻
pseudo strains or density targets, and the values within the 𝐷𝑚𝑒𝑠𝑜
values are plotted.

Figure 7.6. How the lookup table data is generated.
Equations (7.31) through Equation (7.34) show the vector of values chosen for each design
parameter. The first value is the starting value. The second value is the step size. The third value
is the ending value.
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𝑠𝑡𝑒𝑝 =

1
9

(7.30)

𝛽1 = 0: 𝑠𝑡𝑒𝑝: 1

(7.31)

𝛽2 = 0: 𝑠𝑡𝑒𝑝: 1

(7.32)

𝛽3 = −1: 2(𝑠𝑡𝑒𝑝): 1

(7.33)

𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = (0 + 𝑠𝑡𝑒𝑝): 𝑠𝑡𝑒𝑝: (1 − 𝑠𝑡𝑒𝑝)

(7.34)

Equations (7.31) through Equation (7.34) result in 8000 different combinations
((10)(10)(10)(8)). These meso design problems are run. Since, no target properties were given,
the equivalent macro variable values cannot be computed (this is discussed in the next section
𝐻
page 127). Instead, the 𝐷11 , 𝐷12 , 𝐷22 , and 𝐷33 values of the constitutive matrix, 𝐷𝑚𝑒𝑠𝑜
, are

plotted as a function of the 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 . Because constitutive matrix indexes are a function of
four values, a grid of plots show the values. The density is systematically changed in each set of
plots.
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Figure 7.7, 𝐷11 values as a function of 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡𝑠 values.

Figure 7.8 𝐷12 values as a function of 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡𝑠 values.
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Figure 7.9 𝐷22 values as a function of 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡𝑠 values.

Figure 7.10, 𝐷33 values as a function of 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡𝑠 values.
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The graphs show a few key relationships between the inputs 𝛽 and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 and the
𝐻
output 𝐷𝑚𝑒𝑠𝑜
. First, the output values are symmetrical over the plane defined by 𝛽1 = 𝛽2 . In the

future, only values on one side of the 𝛽1 = 𝛽2 plane will need to be computed, and the results
can be flipped over the plane. Second, the graphs are symmetric over the plane defined by
𝛽3 = 0. This result means that flipping the sign of 𝛽3 will only affect the orientation of the
𝐻
mesostructure but not its 𝐷𝑚𝑒𝑠𝑜
results. In the future only pseudo strain and density tests with
𝐻
𝛽3 > 0 need to be run. Third, when the material usage is low, the diversity of different 𝐷𝑚𝑒𝑠𝑜
is
𝐻
low. The graphs with low density have radical jumps between 𝐷𝑚𝑒𝑠𝑜
values while the graphs
𝐻
with higher density have gradient changes of the 𝐷𝑚𝑒𝑠𝑜
values. The behavior can be explained

by realizing that the optimizer finds a minimally connected design. A connected mesostructure
design will have a higher strain energy than a non-connected mesostructure design, and the
objective is to maximize the strain energy. A simple bar spanning across the domain does not
allow for nuances of orientation of a connected structures. Figure 7.11 and Figure 7.12
demonstrate this behavior. For both figures, the applied pseudo strain is the same, but the
second figure has a higher density, which results in a more complex design. A variation in the
𝐻
pseudo strain for Figure 7.12 would result in a different a 𝐷𝑚𝑒𝑠𝑜
matrix; however a variation in
𝐻
the pseudo strain for Figure 7.11 would likely result in the same 𝐷𝑚𝑒𝑠𝑜
matrix.
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Figure 7.11, 𝛽 = [0.88 0.11 0.333], and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0.111

Figure 7.12 𝛽 = [0.88 0.11 0.333], , and 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 0.7777
When the amount of material is limited, then some configurations are not possible to
achieve. Certain meso designs are ‘stable’ states of the meso design. Table 7.6 shows the three
stable mesostructure states. Meso designs are more likely to ‘snap’ to one of these states if the
density target is low.
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Table 7.6, ‘Stable’ meso configurations.
Bars to the right to left on the
top and bottom

Bars from the top to the
bottom on the sides

Diagonal bars

While observing the behavior of the feedback loop, it was noted that any change to the
pseudo strain or density target significantly increases the likely hood that the meso design will
snap to one of the three stable states in Table 7.6. This snapping to a stable state is the chief
limitation of the feedback loop technique. In addition, this snapping behavior is the reason that
the feedback loop method must reinitialize the design often. The reinitialization to a circle
(Figure 7.4) provides a method for the optimizer to get out of the stable configuration and find a
better design. The snapping behavior also explains why the pseudo strain never converges. Once
the design is in a stable configuration, then changing the pseudo strain will have no effect on
changing the design. The feedback loop will continue to change the ratio of values in pseudo
strain to be more diverse in order to try to change the design, but changing the pseudo strain
will have no effect on the design.
Using the Lookup Table
A lookup table uses the data in Figure 7.7 through Figure 7.10 to match a target 𝐷𝑠𝑦𝑠 matrix
with an appropriate pseudo strain and density target. Each entry in the table has four input
values and four output values (Figure 7.6). To use the lookup table, first the target
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𝐸𝑥𝑥 , 𝐸𝑦𝑦 , 𝜃, and 𝜌 are converted into a matrix, 𝐷𝑠𝑦𝑠 , using Equation (6.21). The effective
properties on the macro level are now the target properties for the meso design problem.
𝐷𝑒𝑓𝑓 = 𝐷 𝑡𝑎𝑟𝑔𝑒𝑡 . The algorithm then searches the values shown in Figure 7.7 through Figure 7.10
to find the pseudo strain and density target which minimize Equation (7.36) where 𝛼 is the index
in the table. The workflow for the lookup table is shown in Figure 7.13.

Figure 7.13 Lookup table workflow
If 𝐸𝑥𝑥 > 𝐸𝑦𝑦 for the corresponding macro element, then only designs where 𝛽3 > 0 are
considered. Similarly, if 𝐸𝑥𝑥 < 𝐸𝑦𝑦 , then only designs were 𝛽3 < 0 are considered. This check
insures that the overall orientation of the design is correct (Figure 7.2 and Figure 7.3).
min(𝑓)

(7.35)

α

𝑡𝑎𝑟𝑔𝑒𝑡

𝑓 = (𝐷11

2

𝑡𝑎𝑟𝑔𝑒𝑡

𝑡𝑎𝑏𝑙𝑒,𝛼
− 𝐷11
) + (𝐷22

2

𝑡𝑎𝑟𝑔𝑒𝑡

𝑡𝑎𝑏𝑙𝑒,𝛼
− 𝐷22
) + (𝐷33
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2

𝑡𝑎𝑏𝑙𝑒,𝛼
− 𝐷33
)

(7.36)

𝛼𝑏𝑒𝑠𝑡 is the index of the table entry that minimizes the function. The superscript ‘table’
indicates a value obtained from the lookup table. The pseudo strain and density targets are
chosen based on the 𝛼𝑏𝑒𝑠𝑡 .
𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

(7.37)

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

(7.38)

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

(7.39)

𝛽1 = 𝛽1

𝛽2 = 𝛽2
𝛽3 = 𝛽3

𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 𝜂 𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

(7.40)

Linear Scaling of Target Density
The lookup table has a limited number of entries, and the best pseudo strain and density
target are likely between the entries within the table. Therefore, some sort of interpolation
between points should be used to better pick the pseudo strain and density target. A linear
scaling of the density and 𝐷 𝑡𝑎𝑏𝑙𝑒 values allows a simple optimizer to find the best scaling factor
where the ‘scale’ variable is optimized. Equations (7.41) through (7.47) show the optimization
setup.
min 𝑓𝑖𝑡

(7.41)

scale
𝑡𝑎𝑟𝑔𝑒𝑡

𝑓𝑖𝑡 = (𝐷11

2

𝑡𝑎𝑟𝑔𝑒𝑡

𝑠𝑐𝑎𝑙𝑒
− 𝐷11
) + (𝐷22

2

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

+ (𝐷11

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

+ (𝐷22

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

+ (𝐷33

𝑠𝑐𝑎𝑙𝑒
𝐷11
= 𝐷11

𝑠𝑐𝑎𝑙𝑒
𝐷22
= 𝐷22
𝑠𝑐𝑎𝑙𝑒
𝐷33
= 𝐷33

𝑡𝑎𝑟𝑔𝑒𝑡

𝑠𝑐𝑎𝑙𝑒
− 𝐷22
) + (𝐷33

2

𝑠𝑐𝑎𝑙𝑒
− 𝐷33
)

(7.42)

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

)(𝑠𝑐𝑎𝑙𝑒)

(7.43)

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

)(𝑠𝑐𝑎𝑙𝑒)

(7.44)

𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡

)(𝑠𝑐𝑎𝑙𝑒)

(7.45)

Subject to
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𝑠𝑐𝑎𝑙𝑒 > −1

(7.46)

𝑠𝑐𝑎𝑙𝑒 < 1

(7.47)

The ratio of the pseudo strain components influences the mesostructure design, but the
magnitude of the pseudo strain has no relationship to the meso design. Therefore, only the
density target is scaled using Equation (7.48).
𝜂𝑡𝑎𝑟𝑔𝑒𝑡 = 𝜂 𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡 + (𝜂 𝑡𝑎𝑏𝑙𝑒,𝛼𝑏𝑒𝑠𝑡 )(𝑠𝑐𝑎𝑙𝑒)

(7.48)
1

For the actual implementation, the step size in Equation (7.30) was changed to 20 and the
symmetry of the pseudo strains was taken into account in order to reduce the number of
problems that needed to be solved to generate the lookup table data.

Linear Scaling of Pseudo Strain and Density
A critique of the scaling of the target density value is that the pseudo strain values are not
interpolated between values in the table, but the best pseudo strain is likely between entries
within the table. A method to interpolate between both pseudo strain values and target density
values should enhance the optimal selection of an appropriate pseudo strain and density target.
The pseudo strain, density targets, and the 𝐷 𝑡𝑎𝑏𝑙𝑒 values in in Figure 7.7 through Figure 7.10
are linearly interpolated, and an optimizer finds the best interpolation. Linear interpolation
works well since a significant section of the 𝐷 𝑡𝑎𝑏𝑙𝑒 data behaves like a 3D step function at lower
densities. A B-Spline interpolations would add unwarranted humps in order to fit the data. A
linear interpolation will capture the step function nature of the data more accurately (Figure
7.14). In the future, a shape preserving polynomial, such as a Bézier curve, could be considered
as an appropriate interpolation technique.
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Figure 7.14 Comparison of B-spline and linear iterpolation when fitting a step function. The
spline adds unwarrented ‘humps’ in the interploation.

Since each 𝐷 𝑡𝑎𝑏𝑙𝑒 value is a function of 4 inputs, visualization of the interpolation is difficult
and would look the same as Figure 7.7 through Figure 7.10 but with more points. A non-gradient
optimizer is used to find the best pseudo strain and density target since the data has many
plateaus and sudden jumps that would make gradient optimization unlikely to succeed. Both a
genetic algorithm and a particle swarm algorithm performed similarly in finding the best pseudo
strain and density target when using the linearly interpolated values. Particle swarm is used in
the final version of the algorithm. A disadvantage of using a heuristic algorithm is that the
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results might not be repeatable and slightly different pseudo strains and density targets are
found each time.

Extracting Macro Design Variables from Meso Constitutive Matrixes
In order to validate the meso design techniques, the target 𝐸𝑥𝑥 , 𝐸𝑦𝑦 and 𝜃 must be
compared to those output by the meso design method. However, the mesostructure design
method outputs a mesostructure design and the design’s homogenized constitutive matrix,
𝐻
𝐻
𝐷𝑚𝑒𝑠𝑜
. How to extract 𝐸𝑥𝑥,𝑠𝑢𝑏 , 𝐸𝑦𝑦,𝑠𝑢𝑏 and 𝜃𝑠𝑢𝑏 from 𝐷𝑚𝑒𝑠𝑜
is a non-trivial task. The subscript

‘sub’ indicates the mesostructure’s equivalent macroscopic variable. The ‘sub’ term signifies that
the meso design problem is a subsystem of the overall BOTT algorithm.

Figure 7.15. Meso design validation workflow. How to implement the orange box is not clear.
𝐻
First, the 𝜃𝑠𝑢𝑏 value is extracted from the 𝐷𝑚𝑒𝑠𝑜
. Since, the macro model uses orthotropic

material; the algorithm can take advantage of this fact in order while finding the
𝐻
equivalent 𝜃𝑠𝑢𝑏 value. The algorithm can rotate the 𝐷𝑚𝑒𝑠𝑜
matrix till the (1,3), (2,3), (3,1), and

(3,2) terms are minimized (equation (7.52)). The problem can be setup as a minimization
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𝐻
𝐻
problem. When 𝐷𝑚𝑒𝑠𝑜
is rotated to minimize Κ then 𝐷𝑚𝑒𝑠𝑜
should be similar to 𝐷𝑜𝑟𝑡ℎ . The

optimal 𝜃𝑡 is called 𝜃𝑡,𝑜𝑝𝑡𝑖𝑚𝑎𝑙 .
min Κ

(7.49)

Κ = 𝐷𝑟𝑜𝑡 (1,3) + 𝐷𝑟𝑜𝑡 (2,3) + 𝐷𝑟𝑜𝑡 (3,1) + 𝐷𝑟𝑜𝑡 (3,1)

(7.50)

𝐻
𝐷𝑟𝑜𝑡 = 𝑇(𝜃𝑡 )−1 𝐷𝑚𝑒𝑠𝑜
𝑅 𝑇(𝜃𝑡 )𝑅−1

(7.51)

𝜃𝑡

𝐷𝑜𝑟𝑡ℎ

𝐸𝑥𝑥
1 − 𝑣2
𝐸12 𝑣
=
1 − 𝑣2
[

𝐸12 𝑣
1 − 𝑣2
𝐸𝑦𝑦
1 − 𝑣2

0
𝐸12 =

0

0
0

(7.52)

0.5(1 − 𝑣))𝐸12
]
1 − 𝑣2

𝐸𝑥𝑥 + 𝐸𝑦𝑦
2

(7.53)

𝐻
Figure 7.17 shows that the 𝐷𝑚𝑒𝑠𝑜
matrix is already rotated by an angle 𝜃𝑠𝑢𝑏 . By
𝜋

𝐻
rotating 𝐷𝑚𝑒𝑠𝑜
an additional 2 − 𝜃𝑠𝑢𝑏 more degrees, then the Κ will be minimized. Equation

(7.55) links the optimization problem to finding the 𝜃𝑠𝑢𝑏 .

𝜃𝑡,𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =

𝜋
− 𝜃𝑠𝑢𝑏
2

𝜃𝑠𝑢𝑏 = −𝜃𝑡,𝑜𝑝𝑡𝑖𝑚𝑎𝑙 +
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𝜋
2

(7.54)
(7.55)

ℎ
ℎ
Figure 7.16. 𝐷𝑠𝑢𝑏
is an orthogonal material rotated at some angle 𝜃. Rotating 𝐷𝑠𝑢𝑏
an aditional
𝜋
− 𝜃 will result in minimizing Equation (7.50).
2

Figure 7.17 Example meso design. Yellow represents material, and blue represents void. The red
and green arrows are the axis of the system level coordinate system. The meso design needs to
be rotated to extract 𝐸𝑥𝑥,𝑠𝑢𝑏 and 𝐸𝑦𝑦,𝑠𝑢𝑏
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Figure 7.18. The mesostructure has been rotated so that its 𝐷𝑟𝑜𝑡 minimizes Κ.

𝜋

The Kappa term (Equation (7.50)) will be minimized every 2 if the material is orthogonal, but
the search region will be the domain of macro level’s 𝜃 which should limit Kappa to only have
one minimum.
𝜋
𝜃𝑠𝑒𝑎𝑟𝑐ℎ = [0, ]
2
𝜃𝑠𝑡𝑒𝑝 =

𝜋
180

(7.56)
(7.57)

A golden section algorithm finds the minimum value of Κ at 𝜃𝑀𝑖𝑛 where the step size is the
same as the macro rotation optimizations step.
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Figure 7.19. Kappa function (Equation (7.50)) shown in blue. Red line shows the minimum value
𝜃𝑀𝑖𝑛 .
𝐻
Now that the 𝜃𝑠𝑢𝑏 is known, the 𝐸𝑥𝑥,𝑠𝑢𝑏 and 𝐸𝑦𝑦,𝑠𝑢𝑏 values must be calculated. When 𝐷𝑚𝑒𝑠𝑜

is rotated by 𝜃𝑡,𝑜𝑝𝑡𝑖𝑚𝑎𝑙 , then the (1,1) and (2,2) terms should correspond to the 𝐸𝑥𝑥,𝑠𝑢𝑏 and
𝐸𝑦𝑦,𝑠𝑢𝑏 values. Since the system’s 𝐸𝑥𝑥,𝑠𝑦𝑠 and 𝐸𝑦𝑦,𝑠𝑦𝑠 should be fairly close to 𝐸𝑥𝑥,𝑠𝑢𝑏 and
𝐸𝑦𝑦,𝑠𝑢𝑏 , the algorithm will pick the values that most closely correspond to the correct values
(Table 7.7).
𝛼𝑑𝑒𝑛 is the denominator of the (1,1) and (2,2) terms in Equation (7.52). The SIMP density
influenced the 𝐷𝑠𝑦𝑠 target of the meso design (Equation (6.21)). The influence of the SIMP
𝜁

density must be removed by dividing by each element’s SIMP power function term (𝜌𝑒 ) in order
to find the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 numeric values.
𝐻
𝐷𝑟𝑜𝑡 = 𝑇(𝜃𝑀𝑖𝑛 )−1 𝐷𝑚𝑒𝑠𝑜
𝑅 𝑇(𝜃𝑀𝑖𝑛 )𝑅−1

(7.58)

𝛼𝑑𝑒𝑛 = 1 − 𝑣 2

(7.59)
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𝐸𝑡𝑒𝑚𝑝1 =

𝐸𝑡𝑒𝑚𝑝2 =

𝛼𝑑𝑒𝑛 𝐷𝑟𝑜𝑡 (1,1)

(7.60)

𝜁

𝜌𝑒

𝛼𝑑𝑒𝑛 𝐷𝑟𝑜𝑡 (2,2)

(7.61)

𝜁

𝜌𝑒

Table 7.7. If-then statements used to select the correct subsystem values
Condition

Result
𝐸𝑥𝑥,𝑠𝑦𝑠 > 𝐸𝑦𝑦,𝑠𝑦𝑠

𝐸𝑥𝑥,𝑠𝑢𝑏 = max(𝐸𝑡𝑒𝑚𝑝1 , 𝐸𝑡𝑒𝑚𝑝2 )
𝐸𝑦𝑦,𝑠𝑢𝑏 = min(𝐸𝑡𝑒𝑚𝑝1 , 𝐸𝑡𝑒𝑚𝑝2 )

𝐸𝑥𝑥,𝑠𝑦𝑠 < 𝐸𝑦𝑦,𝑠𝑦𝑠

𝐸𝑦𝑦,𝑠𝑢𝑏 = max(𝐸𝑡𝑒𝑚𝑝1 , 𝐸𝑡𝑒𝑚𝑝2 )
𝐸𝑥𝑥,𝑠𝑢𝑏 = min(𝐸𝑡𝑒𝑚𝑝1 , 𝐸𝑡𝑒𝑚𝑝2 )

If 𝐸𝑥𝑥,𝑠𝑢𝑏 is very close to 𝐸𝑦𝑦,𝑠𝑢𝑏 the 𝜃𝑠𝑢𝑏 value will often be wrong because the material is
isotropic, and the Kappa function is flat. To correct this problem, the algorithm checks for the
condition where 𝐸𝑥𝑥,𝑠𝑢𝑏 is very close to 𝐸𝑦𝑦,𝑠𝑢𝑏 , and then set the 𝜃𝑠𝑢𝑏 value to the actual
system 𝜃𝑠𝑦𝑠 . This check is implemented as an if-then statement.

|100

𝐸𝑥𝑥,𝑠𝑢𝑏 − 𝐸𝑦𝑦,𝑠𝑢𝑏
| < 0.2
𝐸𝑦𝑦,𝑠𝑢𝑏

(7.62)

If Equation (7.62) evaluates to true, then the algorithm set the subsystem Theta to the
system Theta(𝜃𝑠𝑢𝑏,𝑒 = 𝜃𝑠𝑦𝑠,𝑒 ).
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Figure 7.20, Kappa when 𝐸𝑥𝑥 is very close to 𝐸𝑦𝑦 . Note the Y axis scale compared to Figure 7.19.
When 𝜃𝑠𝑦𝑠 is on the boundary of the domain, the algorithm also has trouble. Figure 7.21
shows an example. To correct for this, an if-then statement checks to see if the 𝜃𝑠𝑢𝑏 value is
𝜋

incorrect by approximately 2 . If Equation (7.46) is true, then the 𝜃𝑠𝑢𝑏 value is switched to the
other side of the domain using Equation (7.56). If 𝜃𝑠𝑢𝑏 is large, then Equation (7.64) will result in
𝜋

𝜃𝑠𝑢𝑏 ≈ 0. If 𝜃𝑠𝑢𝑏 is small, then Equation (7.64) results in 𝜃𝑠𝑢𝑏 ≈ 2 .
𝜋
𝑖𝑓|𝜃𝑠𝑦𝑠 − 𝜃𝑠𝑢𝑏 | > ( − 𝜃𝑠𝑡𝑒𝑝 )
2
𝜃𝑠𝑢𝑏 =

𝜋
− 𝜃𝑠𝑢𝑏
2
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(7.63)
(7.64)

Figure 7.21. Κ function when 𝜃𝑠𝑢𝑏 is on the edge of its domain.
The scheme proposed to calculate 𝐸𝑥𝑥,𝑠𝑢𝑏 , 𝐸𝑦𝑦,𝑠𝑢𝑏 , and 𝜃𝑠𝑢𝑏 is tested by writing the 𝐷𝑠𝑦𝑠
𝐻
targets and then reading back the 𝐷𝑠𝑦𝑠 targets as though they were 𝐷𝑚𝑒𝑠𝑜
results. The meso

design algorithm was not actually run. The results are shown in Table 7.8.
Table 7.8. Comparing extracted subsystem values with known subsystem values.
Algorithm Computed Values

Actual Values
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Percent error is calculated at each location. Table 7.9 shows that the error is basically zero.
The percent error for the 𝜃 values seems large, but this is due to round of errors and dividing by
a small value. The difference between the system and subsystem 𝜃 values is shown in the
bottom right plot. This plot shows that (𝜃𝑠𝑦𝑠 − 𝜃𝑠𝑢𝑏 )is very small.
Table 7.9. Percent error when comparing extracted subsystem values with known subsystem
values.
Percent Error 𝐸𝑥𝑥

Percent Error 𝐸𝑦𝑦

Percent Error 𝜃

Diff (𝜃𝑠𝑦𝑠 − 𝜃𝑠𝑢𝑏 )

Validation
The key question of the proposed meso design technique is, “Does it work?” Answer this
question is difficult since the meso design method is meant to work within the context of the
BOTT algorithm. Sigmund validated his mesostructure design technique which uses the ground
structure approach by showing several examples (SIGMUND 1995). However, a more rigorous
test of the proposed mesostructure design algorithm would be better. Some basic test can
demonstrate the algorithm’s ability to meet the target 𝐸𝑥𝑥 , 𝐸𝑦𝑦 and 𝜃 values while minimizing
material.
1331 tests of the meso design method were performed. Each test used a different target
combination of 𝐸𝑥𝑥 , 𝐸𝑦𝑦 and 𝜃. The target values were varied to have 11 incremental values
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from zero to their max value. The maximum elastic modulus is the same as in Table 6.5 which is
𝜋

100000 𝑃𝑎. The angle, 𝜃 can vary from 0 to 2 . Since, three design variables exists, the
systematic variation resulted in 113 = 1331 designs problems.
Table 7.10. Values used for the Meso validation
0
𝐸𝑥𝑥
values
0
𝐸𝑦𝑦
values
𝜃 values 0

10000

20000

30000

40000

50000

60000

70000

80000

90000

100000

10000

20000

30000

40000

50000

60000

70000

80000

90000

100000

0.1571

0.3142

0.4712

0.6283

0.7854

0.9425

1.0996

1.2566

1.4137

1.5708

First, the density is plotted as a function plotted of 𝐸𝑥𝑥 , 𝐸𝑦𝑦 , 𝜃 (Figure 7.22). This
relationship between the design variables and density is needed for the macro 𝐸𝑥𝑥 and 𝐸𝑦𝑦
optimization when the problem is constrained by the average meso density (Equation (6.37)).
Second, the relative error between target values and the actual values for the three design
variables is plotted (Figure 7.23 through Figure 7.27 corresponding with equations (7.65)
through (7.67)). Third, the errors are summed them together (Equation (7.68) and Figure 7.29).
The meso design domain is a 35x35 grid. The two different material update schemes are shown
side by side. Each error type is summed, averaged, and the standard deviation is calculated over
all 1331 tests. These error metrics are shown in Table 7.11. Locations where the system target
value is zero present a problem since dividing by zero would result in infinite error. At these
locations the error is set to 0.

𝐸𝑟𝑟𝑜𝑟𝐸𝑥𝑥 =

|𝐸𝑥𝑥,𝑠𝑦𝑠,𝑒 − 𝐸𝑥𝑥,𝑠𝑢𝑏,𝑒 |
𝐸𝑥𝑥,𝑠𝑦𝑠,𝑒
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(7.65)

𝐸𝑟𝑟𝑜𝑟𝐸𝑦𝑦 =

|𝐸𝑦𝑦,𝑠𝑦𝑠,𝑒 − 𝐸𝑦𝑦,𝑠𝑢𝑏,𝑒 |
𝐸𝑦𝑦,𝑠𝑦𝑠,𝑒

𝐸𝑟𝑟𝑜𝑟𝜃 =

|𝜃𝑠𝑦𝑠,𝑒 − 𝜃𝑠𝑢𝑏,𝑒 |
𝜃𝑠𝑦𝑠,𝑒

𝐸𝑟𝑟𝑜𝑟𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑟𝑟𝑜𝑟𝐸𝑥𝑥 + 𝐸𝑟𝑟𝑜𝑟𝐸𝑦𝑦 + 𝐸𝑟𝑟𝑜𝑟𝜃

(7.66)

(7.67)
(7.68)

Feedback Loop Method

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.22, Meso Validation Results. Density (𝛿) shown by the color is a function of the three
input variables to the meso design technique.

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.23, 𝐸𝑥𝑥 Error
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Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.24, Histogram of 𝐸𝑥𝑥 Error

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.25, 𝐸𝑦𝑦 Error

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.26, Histogram of 𝐸𝑦𝑦 Error
138

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.27, 𝜃 Error

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.28, Histogram of 𝜃 Error
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Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.29, Combined Error.

Material Update Scheme 1 (Average E)
Material Update Scheme 2 (Single Larger E)
Figure 7.30, Histogram of Combined Error.

Lookup Table Method
The validation is repeated for the lookup table methods.
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Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.31, Meso Validation Results. Density (𝛿) shown by the color is a function of the three
input variables to the meso design technique.

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.32, 𝐸𝑥𝑥 Error
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Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.33, Histogram of 𝐸𝑥𝑥 Error

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.34, 𝐸𝑦𝑦 Error
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Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.35, Histogram of 𝐸𝑦𝑦 Error

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.36, 𝜃 Error
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Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.37, Histogram of 𝜃 Error

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.38, Combined Error
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Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
Figure 7.39, Histogram of Combined Error.
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Table 7.11. Error metrics for meso design algorithms

Summed 𝐸𝑥𝑥
Error
Average 𝐸𝑥𝑥 Error
STD 𝐸𝑥𝑥 Error
Median 𝐸𝑥𝑥 Error
Mode 𝐸𝑥𝑥 Error
Summed
𝐸𝑦𝑦 Error
Average
𝐸𝑦𝑦 Error
STD 𝐸𝑦𝑦 Error
Median 𝐸𝑦𝑦 Error
Mode 𝐸𝑦𝑦 Error
Summed 𝜃 Error
Average 𝜃 Error
STD 𝜃 Error
Median 𝜃 Error
Mode 𝜃 Error
Summed
combined Error
Average
combined Error
STD combined
Error
Median
combined Error
Mode combined
Error

Feedback Loop
with Material
Update Scheme 1
(Average E)

Feedback Loop
with Material
Update Scheme 2
(Single Larger E)

Lookup Table
and Scaling of
Target
Density

Linear
Interpolation
with particle
swarm search

392.4
0.29482
0.4594
0.18221
0

631.01
0.47409
0.97559
0.16091
0

454.29
0.34131
0.8443
0.12812
0

449.42
0.33766
0.53557
0.18146
0

419.55

658.34

466.53

462.28

0.31522
0.50032
0.17802
0
538.31
0.40444
0.78628
0.1525
0

0.49462
0.99212
0.15979
0
407.68
0.3063
0.68821
0.057462
0

0.35051
0.84865
0.13239
0
445.27
0.33454
0.75227
0.1036
0

0.34732
0.55637
0.18021
0
730.77
0.54904
1.4305
0
0

1350.3

1697

1366.1

1642.5

1.0145

1.275

1.0264

1.234

1.0664

1.4735

1.3654

1.5756

0.62523

0.74685

0.62553

0.72222

0.10132

0.10132

0.11112

0.17276

Interpretation of Validation Test
The test show that the feedback loop with an average elastic modulus material update
scheme works the best. The lookup table with density scaling performs similarity. Without more
testing, the data should not be interpreted as one is better than the other. More testing is
needed with a higher number of test problems to conclude which one is actually the best.
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The average relative error of all test is very high (more than 100% average error), but the
median error is lower which suggest that some tests have extremely high error and are pushing
the average higher. In addition, the histogram plots show that the 0-0.1 bin has the highest
number of data points, which also indicates that the mean and median might be artificially high.
Some of the target 𝐸𝑥𝑥 , 𝐸𝑦𝑦 , and 𝜃 values in the tests are clearly not physically possible, and
for these tests the high error is expected. For example, no meso design can have a 𝐸𝑥𝑥 at the
maximum elastic modulus, which would require a totally solid design, and the 𝐸𝑦𝑦 be zero.
Because of non-physically possible meso design targets, the combined error is pushed higher
than if only physically possible states were part of the validation test. Finding which meso states
are not physically possible a priori is not possible without some sort of test similar to the
validation test.
The validation test show the feedback loop with average elastic modulus material target is
dependent on the 𝜃 value (Figure 7.22). None of the other techniques appear to show a
dependence on 𝜃. In conclusion, finding a pseudo strain and density target that will result in a
𝐻
physical design with specific elastic constitutive matrix 𝐷𝑚𝑒𝑠𝑜
is difficult due to the complex

relationship between how changing the density at each location within the meso design will
𝐻
affect the 𝐷𝑚𝑒𝑠𝑜
. In other works,

𝐻
𝜕𝐷𝑚𝑒𝑠𝑜
𝜕𝜂

is very complex and difficult to model which then

results in a complex relationship between the pseudo strain and density targets (which can be
seen in Figure 7.7 through Figure 7.10). The highly non-linear and integer like relationship
𝐻
between the pseudo strains and density targets to 𝐷𝑚𝑒𝑠𝑜
ultimately make finding a meso design

with target properties so difficult.
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The computationally fastest mesostructure design method is ‘Lookup Table and Scaling of
Target Density’. The feedback loop techniques require several re-initialization of the design and
the particle swarm optimization requires many calls to the linear interpolation of the lookup
table values.

Predicting mesostructure density
The macro level optimization can constrain the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 optimization to target a
particular mesostructure average density or an average elastic modulus. Since, one of the
primary goals of this multi-scale optimization is to reduce weight by optimally placing material
only where needed, using a target average mesostructure density as a constraint on the macro
level design is more helpful than a constraint on the average elastic modulus of the meso
designs. Trying to predict the mesostructure density based on the input values to the
mesostructure design is challenging. 𝛿 represents the density of the mesostructure.
Estimated Response surface
A response surface for material usage can be estimated based on intuition of the density
using the feedback loop with material update scheme two (target a single E).
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Figure 7.40. Estimated density response surface.
The surface is a best fit function when the following points are used.
Table 7.12, values to use for modeling
Table 7.13. Response Surface fitting data.
𝑬𝒙𝒙

𝑬𝒚𝒚

𝜹

x
𝐸0
𝐸0
2
0

y
0

z
1

𝐸0

1

𝐸0
𝐸0
2
𝐸0
𝐸𝑚𝑖𝑛
2

1

𝐸0
𝐸0
𝐸𝑚𝑖𝑛
2

1
1
0.2

2
2
𝛿 = 𝑝00 + 𝑝10 𝐸𝑥𝑥 + 𝑝01 𝐸𝑦𝑦 + 𝑝20 𝐸𝑥𝑥
+ 𝑝11 𝐸𝑥𝑥 𝐸𝑦𝑦 + 𝑝02 𝐸𝑦𝑦

(7.69)

Table 7.14. Fit values of Equation (7.69) to generate Figure 7.40 using values from Table
7.12.
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Table 7.15. Best fit parameters
𝑝00
𝑝10
𝑝01
𝑝20
𝑝11
𝑝02

-0.0449
1.045e-05
1.045𝑒 − 05
8.433e-26
-1.045e-10
1.789e-25

The derivative of the surface with respect to a change in 𝐸𝑥𝑥 and 𝐸𝑦𝑦 can be found.
𝜕𝛿
= 𝑝01 + 𝑝11 𝐸𝑥𝑥 + 2 𝑝02 𝐸𝑦𝑦
𝜕𝐸𝑦𝑦

(7.70)

𝜕𝛿
= + 𝑝10 + 2 𝑝20 𝐸𝑥𝑥 + 𝑝11 𝐸𝑦𝑦
𝜕𝐸𝑥𝑥

(7.71)

Experimental Data for Response Surface
Next, a response surface was generated using experimental data from the complete BOTT
algorithm. After each complete iteration of the BOTT algorithm, the algorithm would perform a
new surface fit with the new data in order to improve the accuracy of the response surface. The
feedback loop with material update scheme number one (average elastic modulus) is used.
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Table 7.16. Response surface using experimental data.
Response surface

Iteration
10

A major difference between the estimated response surface in Figure 7.40 and the plots in
Table 7.16. This difference is caused by using two different material update strategies that were
discussed earlier (pages 112 and 113). The results seem to indicate that the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 by
themselves cannot predict well the 𝛿. A response surface using the 𝜃 value was also tried, but it
also did not work well.
Rather than continuously update the response surface, the data from the validation test is
used to attempt to find a surface fit. The results are shown in Figure 7.41, and the density is
only shown as function of 𝐸𝑥𝑥 and 𝐸𝑦𝑦 . A polynomial function, Equation (7.72), is used for the
surface fit. The polynomial does not use the 𝜃 value (which may be a problem when using
feedback loop with material update scheme one which is dependent on 𝜃). The 𝐸𝑥𝑥 and 𝐸𝑦𝑦
values are normalized by dividing by the maximum elastic modulus, 𝐸0 .
𝛿 = 𝑝00 + 𝑝10 𝑥 + 𝑝01 𝑦 + 𝑝20 𝑥 2 + 𝑝11 𝑥𝑦 + 𝑝02 𝑦 2 + 𝑝30 𝑥 3 + 𝑝21 𝑥 2 𝑦
(7.72)
+ 𝑝12 𝑥𝑦 2 + 𝑝03 𝑦 3
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𝑥=

𝐸𝑥𝑥
𝐸0

(7.73)

𝑦=

𝐸𝑦𝑦
𝐸0

(7.74)

Figure 7.41. Surface found by using Equation (7.72). Blue dots are the raw data. The results
found by the ANN are shown in red for comparison.
Figure 7.41 is similar to Figure 2.3, and they both indicate that intermediate densities are
not preferred. The highest

𝑠𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠
𝑑𝑒𝑛𝑠𝑖𝑡𝑦

ratio is at zero and one. This result is not expected, but the

result indicates that mesostructures should only be used in designs where the density of the
mesostructure is low. When the density of the meos structure is high, then the mesostructures
are basically solid, and a solid design will be much easier to manufacture than a mostly solid
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design with a small hole. For high-density mesostructures the trade off in performance (high
stiffness to weight ratio in this research) to difficulty of manufacturing should carefully be
considered by the engineer. When mesostructures have intermediate density, then they have a
low

𝑠𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠
𝑑𝑒𝑛𝑠𝑖𝑡𝑦

ratio which is not preferred and the design will likely be difficult to manufacture.

When mesostructures have a low density, then they have a high

𝑠𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠
𝑑𝑒𝑛𝑠𝑖𝑡𝑦

ratio but the overall

design will likely be more difficult to manufacture (likely requiring an AM process).
ANN to predict density
The previous work with response surface modeling was moderately successful, but did not
incorporate the 𝜃 value when generating the response surface. The 𝜃 value likely causes the
relationship between the input values and output values to be highly non-linear and cannot be
fit well using a polynomial representation. An artificial neural network (ANN) may be able to
better model this complex relationship.
The ANN algorithm prepossess the data to take advantage of the symmetry shown in Figure
𝜋

7.22. 𝐸𝑥𝑥 and 𝐸𝑦𝑦 are flipped if 𝐸𝑥𝑥 < 𝐸𝑦𝑦 . Symmetry also exists across the 4 plane for the 𝜃
𝜋
4

values, so the 𝜃 value’s distance from the plane is calculated and used in the ANN. In addition,
the elastic moduli are scaled by the topology optimization power function, 𝜌𝜁 .
𝐸𝑥𝑥,ANN = max(𝐸𝑥𝑥 , 𝐸𝑦𝑦 ) 𝜌𝜁

(7.75)

𝐸𝑦𝑦,𝐴𝑁𝑁 = min(𝐸𝑥𝑥 , 𝐸𝑦𝑦 ) 𝜌𝜁

(7.76)

𝜋
𝜃𝐴𝑁𝑁 = |𝜃 − |
4

(7.77)
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The data is preprocessed using Equation (7.75) through (7.77). Figure 7.42 shows the
mesostructure density as a function of the preprocessed input values. The ANN is trained using
data from the validation tests. Figure 7.43 shows the training metrics. Once the ANN is trained,
then a finite difference calculates the sensitivity of density with respect to a change in 𝐸𝑥𝑥 or
𝐸𝑦𝑦 . In other words, when using the ANN Equation (6.38) is implemented as a finite difference
in Equation (7.78).
𝐴𝑁𝑁(𝐸𝑥𝑥 , 𝐸𝑦𝑦 + Δ𝑡𝐴𝑁𝑁 , θ, ρ) − 𝐴𝑁𝑁(𝐸𝑥𝑥 , 𝐸𝑦𝑦 , θ, ρ)
𝜕𝛿𝑒
=
𝜕𝐸𝑦𝑦,𝑒
Δ𝑡𝐴𝑁𝑁

(7.78)

Δ𝑡𝐴𝑁𝑁 = 1

(7.79)

After the ANN is trained, then the input data can be fed into the ANN, the ANN results
recorded, and the results compared to the actual correct value. If the ANN output is divided by
the target outputs, then the result should be one (Equation (7.80)). This comparison is shown in
Figure 7.44. The outputs values are scaled to be on a range of 0 to 1. A line with slope of one
represents the ideal case where the ANN output is equal to the target output for all input
values.
𝐴𝑁𝑁 𝑜𝑢𝑡𝑝𝑢𝑡
=1
𝑡𝑎𝑟𝑔𝑒𝑡 𝑜𝑢𝑡𝑝𝑢𝑡

(7.80)

A second way to evaluate the performance of the ANN is to find the locations where
significant error exists. Every point is checked to see if the output values deviate from the target
value by a certain percentage. Equation (7.81) implements this check. The 𝑒𝑟𝑟𝑜𝑟 value is set at
[0.05 0.1 0.2 0.3] which represent 5%, 10%, 20% and 30% error respectively. If Equation (7.81)
evaluates false, then the value is plotted. Figure 7.45 through Figure 7.48 plot the values that do
not fit well using this check. The 30% error plot is now shown since no values meet this criteria.
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1 − 𝑒𝑟𝑟𝑜𝑟 <

𝐴𝑁𝑁 𝑜𝑢𝑡𝑝𝑢𝑡
< 1 + 𝑒𝑟𝑟𝑜𝑟
𝑡𝑎𝑟𝑔𝑒𝑡 𝑜𝑢𝑡𝑝𝑢𝑡

(7.81)

Finally, a response surface plot is generated by systematically varying the input values to the
ANN. This plot is shown in Figure 7.49. The ‘Theta’ in Figure 7.45 through Figure 7.48 are not the
actual target 𝜃, but the 𝜃𝐴𝑁𝑁 calculated using Equation (7.77).
The ANN is trained on data from all four methods of finding the pseudo strain and density
targets (Table 7.11). Only the results from the feedback loop with material update scheme one
(target average elastic modulus) is shown since all four methods performed similarly.

Figure 7.42. Raw data after symmetry take into account.
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Figure 7.43. ANN metrics.

Figure 7.44. Output as a function of target. Slope of one represents ideal fit.
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Figure 7.45. ANN results with more than 5% error.

Figure 7.46. ANN results with more than 10% error.
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Figure 7.47. ANN results with more than 20% error.

Figure 7.48. ANN results with more than 30% error.
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Figure 7.49. Response surface generated using the ANN.
The ANN predicts the mesostructure density well when compared to the polynomial
response surface models. Based on experience with running the full BOTT algorithm, Equation
(7.78) performs poorly. Likely this is because the ANN’s function is not smooth. For the actual
implementation of the BOTT algorithm, an ANN is used to predict density, but a polynomial is
used to find

𝜕𝛿𝑒
𝜕𝐸𝑦𝑦,𝑒

and

𝜕𝛿𝑒
.
𝜕𝐸𝑥𝑥,𝑒

A future work should change the Δ𝑡 in the finite difference to test
𝜕𝛿𝑒

if a larger value would increase the performance of the 𝜕𝐸

𝑥𝑥,𝑒
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using finite difference.

Analytical target cascading (ATC) is system of systems optimization method. Often engineers
must analyze optimize complex systems which are broken up into subsystems. For example, the
design of an airplane requires optimizing both its structural integrity and aerodynamics while
meeting performance constraints such as maximum range and fuel efficiency. The airplane has
many subsystems such as the wings, the engines, and the fuselage. Each subsystem must be
optimized in addition to considering the objectives and constraints on the whole airplane. Many
subsystem design variables influence both the aerodynamics and the structural integrity of the
entire airplane and other subsystems, so optimizing each subsystem individually will not result
in a fully optimal airplane. In addition, optimizing each subsystem individually without
considering the other subsystems could result in violating a global constraint such a minimum
fuel efficiency constraint. Classical optimization does not offer an easy method to coordinate the
subsystems so that they agree on the design variables that are shared across subsystems nor
does classical optimization offer a method to ensure that the that global constraints are
satisfied. ATC solves these problems by making copies of design variables for each subsystem.
The system and subsystems coordinate and eventually agree on the value of each design
variable using consistency constraints. The consistency constraints force the difference between
the copies of the design variables to go to zero (Equation (8.1)) (Kim et al. 2006). The variables 𝑥
that are shared between the systems and subsystems are called linking variables.
𝑥𝑐𝑜𝑝𝑦1 − 𝑥𝑐𝑜𝑝𝑦2 = 0

(8.1)

For this research effort, the macro level will coordinate with the meso level so that they can
agree on the 𝐸𝑥𝑥 , 𝐸𝑦𝑦 , 𝜃 values at each location.
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Table 8.1. Linking variables and their notation.
Design Variable
Macro System Level
𝐸𝑥𝑥
𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠
𝐸𝑦𝑦
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝜃
𝜃𝑒,𝑠𝑦𝑠
The new macro level optimization is given as follows.

Meso Subsystem Level
𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏
𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏
𝜃𝑒,𝑠𝑢𝑏

(8.2)

𝑚𝑖𝑛(𝐽)
𝑀

𝐽= ∑
𝑚=1

1 𝑇
𝑈 𝐾𝑈
2 𝑚 𝑚

(8.3)

Subject to:
𝐾𝑈 = 𝐹

(8.4)

∀𝑒 ∈ {1,2,3, … , 𝑁}: 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 − 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 = 0

(8.5)

∀𝑒 ∈ {1,2,3, … , 𝑁}: 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 − 𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 = 0

(8.6)

∀𝑒 ∈ {1,2,3, … , 𝑁}: 𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 = 0

(8.7)

∫𝛺 𝜌𝑑𝛺𝑑
𝑑

∫𝛺 𝑑𝛺𝑑

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 = 0

(8.8)

𝑑

𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 + 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 > 𝐸𝑚𝑖𝑛

(8.9)

𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 ≤ 𝐸0

(8.10)

𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 ≤ 𝐸0

(8.11)

Approach 1

∫𝛺 𝜌
𝑑

(𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 + 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 )
𝑑𝛺𝑑
2
∫𝛺 𝜌𝑑𝛺𝑑
𝑑

Approach 2
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− 𝐸𝑎𝑣𝑔 = 0

(8.12)

∫𝛺 𝜌𝛿𝑑𝛺𝑑
𝑑

∫𝛺 𝜌𝑑𝛺𝑑

− Δtarget = 0

(8.13)

𝑑

Equations (8.5) through (8.7) represent the 3N number of consistency constraints. 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 ,
𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 ,and 𝜃𝑒,𝑠𝑦𝑠 are constants. How to actually optimize while reducing the number of calls
to the FEA function is not clear. A variety of methods were tried, but the approach presented
below was by far the most successful.

𝑬𝒙𝒙 , 𝑬𝒚𝒚 Optimization with Lagrangian Multiplier
For the macro level optimization, the topology optimization will not change from how it is
described in Chapter 6. The elastic moduli optimization and the rotational optimization
techniques are updated to add the consistency constrains. A variation on the augmented
Lagrangian multiplier method performs the elastic moduli optimization.
Lower case j indicates the current iteration of the complete BOTT algorithm (the macro
problem has run once and all the subsystem meso problems have run once); whereas lower case
i represents the current iteration of the macro level optimization algorithm.
The discretized Lagrangian is formed using the meso density constraint method. The
Lagrangian uses a multiplier, 𝜆1 , for the meso density constraint, and a combination of penalty
variables and Lagrangian multipliers for the consistency constraints.
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𝑀

ℒ=

𝑁

𝑇
∑ ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚
𝑚=1 𝑒=1

1

𝑁

+ 𝜆1 ( 𝑁
∑ 𝛿𝑒 𝜌𝑒 − 𝛥𝑡𝑎𝑟𝑔𝑒𝑡 )
∑𝑒=1 𝜌𝑒
𝑒=1

+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 (𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 − 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 ) + 𝑝𝑒,𝐸𝑥𝑥 ,𝑗 𝜆2,𝑒,𝐸𝑥𝑥 (𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏

(8.14)

− 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 )
Where 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 and 𝑝𝑒,𝐸𝑥𝑥 ,𝑗 are 2N number of penalties for the consistency constraint, and
𝜆2,𝑒,𝐸𝑦𝑦 and 𝜆2,𝑒,𝐸𝑥𝑥 are 2N number of Lagrangian multipliers. The derivative of the Lagrangian is
calculated for a change in 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 and is set to zero. At the optimum, the derivative of the
Lagrangian should be zero.
𝑀

∂ℒ
∂𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

= ∑
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
1
𝜕𝛿𝑒
+ 𝜆1 𝑁
𝜌 + 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 = 0
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
∑𝑒=1 𝜌𝑒 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝑒

(8.15)

The following equations should also be true at the optimum.
𝑀

∑
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
1
𝜕𝛿𝑒
+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 = −𝜆1 𝑁
𝜌
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
∑𝑒=1 𝜌𝑒 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝑒

∑𝑀
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
=1
1
𝜕𝛿𝑒
−𝜆1 𝑁
𝜌𝑒
∑𝑒=1 𝜌𝑒 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

(8.16)

(8.17)

Similar to the approach before without the ATC coordination, a bisection method is used to
find the 𝜆1 value that satisfies the constraint in Equation (8.13). Equation (8.17) can then be
used as part of an optimal criterial update scheme.

∑𝑀
𝑚=1
𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 = 𝐸𝑦𝑦,𝑐𝑢𝑟𝑟𝑒𝑛𝑡,𝑒
(

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
+ 𝜆2,𝑒,𝐸𝑦𝑦 𝑝𝑒,𝐸𝑦𝑦 ,𝑗
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
1
𝜕𝛿𝑒
−𝜆1 𝑁
𝜌
∑𝑒=1 𝜌𝑒 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝑒
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(8.18)
)

Also, similar to before, move limits, 𝑚𝐸 , are used to help stabilize the optimization.
Table 8.2, 𝐸𝑦𝑦 Move limits
Condition
Result
𝑖
𝑖+1
𝑖
𝑖𝑓 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 ≥ min(𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
+ 𝑚𝐸 , 𝐸0 )
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= min(𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
+ 𝑚𝐸 , 𝐸0 )
𝑖
𝑖+1
𝑖
𝑖𝑓 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 ≤ 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 − 𝑚𝐸
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 = 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 − 𝑚𝐸
𝑖
𝑖+1
𝑖𝑓 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 − 𝑚𝐸 < 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒
𝑖
< 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 + 𝑚𝐸
A set of if-then statements is used to enforce the minimum elastic modulus constraint and
the maximum elastic modulus constraint.
Table 8.3, 𝐸𝑦𝑦 constraints enforced by if-then statements
Condition
Result
𝑖
𝑖+1
𝑖
𝑖𝑓 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠
+ 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 < 𝐸𝑚𝑖𝑛
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= 𝐸𝑚𝑖𝑛 − 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠
𝑖+1
𝑖𝑓 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒 > 𝐸0
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= 𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒
The second Lagrangian multipliers, 𝜆2,𝑒,𝐸𝑦𝑦 is updated after every iteration, i, in order to
apply the consistency constraint. 𝜆2,𝑒,𝐸𝑦𝑦 starts at zero. The multiplier is updated using Equation
(8.19) where i is the iteration number.
𝑖
𝜆2,𝑒,𝐸𝑦𝑦 ,𝑖+1 = 𝜆2,𝑒,𝐸𝑦𝑦 ,𝑖 + 𝑝1,e (𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
− 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 )

(8.19)

In order to prevent the 𝜆2,𝑒,𝐸𝑦𝑦 ,𝑖+1 values from becoming extremely large, a constraint is
𝑖
placed on their size. The greatest possible difference in 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
and 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 is the elastic

modulus of the base material, 𝐸0 , and provides a reasonable constraint on the minimum and
maximum multiplier values. This constraint on the 𝜆2,𝐸𝑦𝑦 size is implemented using a series of ifthen statements.
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Table 8.4 Limits on 𝜆2,𝐸𝑦𝑦 values.
Condition

Result
𝜆2,𝐸𝑦𝑦 > 𝐸0
𝜆2,𝐸𝑦𝑦 < −𝐸0
−𝐸0 < 𝜆2,𝐸𝑦𝑦 < 𝐸0

𝜆2,𝐸𝑦𝑦 = 𝐸0
𝜆2,𝐸𝑦𝑦 = −𝐸0
𝜆2,𝐸𝑦𝑦

In order to gradually apply the consistency constraint, the optimizer must balance the
consistency constraints’ pull with that of the main objective. The penalty terms are key in
regulating the influence of the consistency constraint, and therefore must be carefully chosen.
This regulation of the influence of the consistency constraint is seen in the numerator of
Equation (8.17). For the second iteration of the BOTT algorithm the consistency constraint
should be some fraction, Ωj = 0.25, of the main objective influence. Next, the penalty can be
solved for.
𝑀

Ω𝑗 ∑
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
= 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

Ω𝑗 ∑𝑀
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= 𝑝𝑒,𝐸𝑦𝑦 ,𝑗
𝜆2,𝑒,𝐸𝑦𝑦

(8.20)

(8.21)

The Ω𝑗 value is increased with each iteration of the BOTT algorithm according to Table 8.5.
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Table 8.5. Increasing values of Ω𝑗 with each macro-meso iteration.
𝑗≥5
1
2
3
4
0: No meso
0.25
0.5
1
2
data yet.
𝑖
Unfortunately, the numerator of Equation (8.18) can be negative if 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
≪ 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏

Iteration
Ω𝑗

since the difference between the system and subsystem will determine the value of the
Lagrangian multiplier (Equation (8.19)). To prevent this, an offset is added to the second term of
the numerator in Equation (8.18) to prevent the second term from becoming negative. Since,
the second term is relative to the first term by the penalty value, and the penalty is found after
calculating the multiplier, the offset will not affect the optimization. First, find the lowest
𝜆2 value. Then add this as an offset term.
𝜆2,𝑚𝑖𝑛,𝐸𝑦𝑦 = min(𝜆2,𝐸𝑦𝑦 )

(8.22)

𝐴𝑦𝑦,𝑛𝑒𝑤,𝑒
∑𝑀
𝑚=1
= 𝐸𝑦𝑦,𝑐𝑢𝑟𝑟𝑒𝑛𝑡,𝑒
(

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
+ (𝜆2,𝑒,𝐸𝑦𝑦 − 𝜆2,𝑚𝑖𝑛,𝐸𝑦𝑦 ) 𝑝𝑒,𝐸𝑦𝑦 ,𝑗
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
1
𝜕𝛿𝑒
−𝜆1 𝑁
𝜌
∑𝑒=1 1 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝑒

(8.23)

)

This offset term must also be applied to Equation (8.20) and Equation (8.21) which then
results in Equation (8.25).
𝑀

Ω𝑗 ∑
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
= (𝜆2,𝑒,𝐸𝑦𝑦 − 𝜆2,𝑚𝑖𝑛,𝐸𝑦𝑦 ) 𝑝𝑒,𝐸𝑦𝑦 ,𝑗
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

𝑀

Ω𝑗 ∑
𝑚=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

(𝜆2,𝑒,𝐸𝑦𝑦 − 𝜆2,𝑚𝑖𝑛,𝐸𝑦𝑦 )
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= 𝑝𝑒,𝐸𝑦𝑦 ,𝑗

(8.24)

(8.25)

𝑖+1
Finally, to promote stability, the 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
value is updated using equation (8.26) where the
𝑖
square root affectively damps the rate of change. The 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠
optimization is exactly the same
𝑖
procedure as the 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
.

𝑖+1
𝑖
√
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
= 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

𝑖+1
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝑖
𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

(8.26)

Rotation Optimization with Penalty
The rotational optimization in Chapter 6 used a non-gradient optimizer in order to find the
best rotation of each region. The rotational function contains transcendental functions that
result in a non-linear type response. In addition, for multiple loading conditions the non-linearity
of the rotational optimization problem is increased. Since Lagrangian multipliers are based on
using the gradient to find the optimal location and since a non-gradient approach is used, a
Lagrangian multiplier method should not be used to inforce the consistency constraint. Instead,
a simple penalty term is used. Pointwise maximization of strain energy continues to be the
optimization objective.
𝑀
𝑇
min (− ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )

(8.27)

𝑚=1

Subject to
𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 = 0

(8.28)

The constraint is added to the objective using a penalty to convert the problem into an
unconstrained optimization problem. The absolute value of the difference between the current
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system and subsystem variables is used so that a positive or negative difference is not preferred.

𝑀
𝑇
min (− ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 + 𝑝𝜃,𝑒 |𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 |)

(8.29)

𝑚=1

A golden section minimization algorithm is used again, although any non-gradient optimizer
could be used. The domain of the search is [

−𝜋
2

𝜋]. The optimal value found is 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 . A move

limit, 𝜃𝑚𝑜𝑣𝑒 , is again enforced to promote stability.
Table 8.6. 𝜃 move limit conditions
Value

Condition
𝑖𝑓 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 > 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝑖𝑓 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 < 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒

𝑖𝑓 𝜃𝑖 − 𝜃𝑚𝑜𝑣𝑒 ≤ 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙 ≤ 𝜃𝑖 + 𝜃𝑚𝑜𝑣𝑒

𝜃𝑖+1 = 𝜃𝑜𝑝𝑡𝑖𝑚𝑎𝑙

Finding a reasonable starting penalty value is important. The influence of the consistency
constraint is regulated by the penalty (Equation (8.29)); therefore, the penalty should be set
based on the desired level of influence. Table 8.5 will again be used as the desired level of
influence. The penalty values can then be solved for in Equation (8.31) for each macro element.
𝑀
𝑇
−Ωj ∑ 𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 = 𝑝𝜃,𝑒 |𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 |

(8.30)

𝑚=1
𝑇
Ωj ∑𝑀
𝑚=1 𝑈𝑒,𝑚 𝐾𝑒 𝑈𝑒,𝑚

|𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 |

= 𝑝𝜃,𝑒
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(8.31)

Flipping Orientation
Preventing equivalent states of the macro design variables is important for the ATC
optimization. The ATC optimizer must be able to recognize when the macro and meso levels
agree on design variables. If the macro level agrees with the meso level, but the macro level is in
a different equivalent state then the mechanism for recognizing agreement (finding the
difference between the system and subsystem values, 𝑋𝑠𝑦𝑠 − 𝑋𝑠𝑢𝑏 ) will not work. Therefore,
the optimizer must limit prevent equivalent states. In Chapter 6, the optimizer would flip the
𝜋

𝐸𝑥𝑥 and 𝐸𝑦𝑦 values if 𝜃 < 0 or if 𝜃 > 2 . However, with the consistency constraints, the flipping
must also flip the subsystem values to an alternative equivalent state. Table 8.7 shows the logic
used to flip the macro variable values and the subsystem values. The 𝜃𝑒,𝑠𝑢𝑏 values are permitted
𝜋

to go beyond the domain [0 2 ].
Table 8.7. Flipping material orientation with consistency constraints
Condition
𝜃𝑒,𝑠𝑦𝑠 < 0

Result
Flip 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 and 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝜃𝑒,𝑠𝑦𝑠 = 𝜃𝑒,𝑠𝑦𝑠 +
Flip 𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 and 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏
𝜃𝑒,𝑠𝑢𝑏 = 𝜃𝑒,𝑠𝑢𝑏 +

𝜃𝑒,𝑠𝑦𝑠 >

𝜋
2

Flip 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 and 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝜃𝑒,𝑠𝑦𝑠 = 𝜃𝑒,𝑠𝑦𝑠 −
Flip 𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 and 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏
𝜃𝑒,𝑠𝑢𝑏 = 𝜃𝑒,𝑠𝑢𝑏 −

𝜋
2
𝜋
2
𝜋
2
𝜋
2

𝜋

A second solution to the equivalent states problem is to limit the domain of 𝜃 to be [0 2 ];
however this solution results in some numerical difficulties. In Error! Reference source not
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found., the current state of the optimization variables (𝐸𝑥𝑥 and 𝐸𝑦𝑦 which are both rotated by
𝜃) are shown as red arrows. The optimal 𝐸𝑥𝑥 ,𝐸𝑦𝑦 , and 𝜃 values are shown in blue. If, the domain
𝜋

of 𝜃 is [0 ], then the optimizer must significantly change all the design variables to reach the
2
optimal state. First, the 𝐸𝑥𝑥 values must significantly decrease. Second, the 𝐸𝑦𝑦 variable must
significantly increase. Third, the 𝜃 value must increase by approximately 70 degrees. Because of
move limits on the optimization of each of the design variables, these significantly changes will
requires many iterations of the macro level optimizer before the optimal configuration of the
design variables is reached. However, a visual inspection of the current configuration of the
design variables and the optimal configuration of the design variables shows that the two states
are actually very similar. The sign of the 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values do not matter since they refer to
material properties (𝐸𝑥𝑥 = −𝐸𝑥𝑥 and 𝐸𝑦𝑦 = −𝐸𝑦𝑦 ) which means that the yellow arrows and the
blue arrows are actually the same equivalent configuration. In order for the optimizer to change
the design variables from the current configuration in red to the yellow configuration only
requires subtracting approximately 20 degrees from the 𝜃 value. When considering the move
limit on the 𝜃 values, the small change of 𝜃 only requires a few iterations of the macro level
𝜋

optimizer. The optimizer experiences this same problem when the 𝜃 values are near 2 .
Therefore, in order to increase the overall efficiency of the algorithm the domain of the rotation
−𝜋

𝜋

optimizer is [ 2 𝜋] and then the values are flipped so that they actual domain of 𝜃 is [0 2 ].
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𝐸𝑥𝑥,𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝐸𝑥𝑥,𝑐𝑢𝑟𝑟𝑒𝑛𝑡

𝐸𝑥𝑥,𝑜𝑝𝑡𝑖𝑚𝑎𝑙,
𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡

Figure 8.1 Red arrows represent the current 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values after being rotated by 𝜃. Blue
arrows reprsent the optimal 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values. The yellow arrows show an equivalent state to
the optimal configuration of 𝐸𝑥𝑥 and 𝐸𝑦𝑦 .

Plotting System and Subsystem Variables
In order to visualize the results the subsystem values are plotted using a similar set of
vectors (which are represented as arrows) to the method discussed in Chapter 6. Figure 8.2
shows the system level values after iteration one of the BOTT algorithm, 𝑗 = 1. Figure 8.3 shows
both the system and subsystem values for iteration two of the BOTT algorithm, 𝑗 = 2. The
vector equations are given in Equations (8.32) through Equation (8.35).
𝑣1 = 𝜌[𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 cos(𝜃𝑒,𝑠𝑦𝑠 ) , 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 sin(𝜃𝑒,𝑠𝑦𝑠 )] (red)

(8.32)

𝜋
𝜋
𝑣2 = 𝜌 [𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 cos (𝜃𝑒,𝑠𝑦𝑠 + ) , 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 sin (𝜃𝑒,𝑠𝑦𝑠 + )] (green)
2
2

(8.33)

𝑣3 = 𝜌[𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 cos(𝜃𝑒,𝑠𝑢𝑏 ) , 𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 sin(𝜃𝑒,𝑠𝑢𝑏 )] (yellow)

(8.34)

𝜋
𝜋
𝑣4 = 𝜌 [𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 cos (𝜃𝑒,𝑠𝑢𝑏 + ) , 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 sin (𝜃𝑒,𝑠𝑢𝑏 + )] (cyan)
2
2

(8.35)
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Figure 8.2. Visualization of system level results as arrows.

Figure 8.3. Visualization of system and subsystem values as arrows
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The bilevel optimization of topology using targets (BOTT) algorithm uses the techniques
discribed in chapters 7 and 8 in order to find a complete structure that is optimized.

Figure 9.1. Complete BOTT algorithm flow chart.
In addition, some parts of the algorithm must be calibrated before actually running the
actual code.
1. Decide on a resolution for the meso domain (35x35 was used for this research),
minimum allowed mesostructure density, and base material properties (elastic
modulus 𝐸0 ).
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2. Run the pseudo strain and density target test to generate the lookup table.
3. Run the meso validation problem.
4. Use the meso validation data to train the ANN
5. Use the meso validation data to generate a best-fit polynomial.

Programming Implementation
The macro and meso optimization algorithms are programmed in Matlab. For a relatively
simple problem with a 40x80 macro grid with a target topology density of 60%, the number of
meso design problems is (80)(40)(0.6) = 1920 per iteration of the BOTT algorithm. If each
meso design problem requires 30 seconds to run, then to run each meso design sequentially will
take 57,600 seconds = 16 hours. To speed up the computation, a second program sends out
meso design jobs to different processors on a cluster computer (the Palmetto cluster at Clemson
University). The program continues to send new jobs to each processor until all the meso design
problems are finished. This second program is written in C and uses OpenMPI to facilitate
communication between the different processors. The C program uses a ‘system’ function call in
order to run the compiled Matlab program. Communication between the macro and meso levels
is accomplished by saving .csv files that contain the necessary design variable information.
Figure 9.2 shows the pseudo code for how the parallelization works.
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1. Macro Optimization
2. Send meso designs problems to available processors
3. While more jobs exist,
o Receive message indicting meso design job is finished
o Send new jobs to processor.
4. Wait for all meso design jobs to finish.
𝐻
5. Extract the 𝐸𝑥𝑥,𝑠𝑢𝑏 , 𝐸𝑦𝑦,𝑠𝑢𝑏 ,and 𝜃𝑠𝑢𝑏 values from each 𝐷𝑚𝑒𝑠𝑜
matrix.
6. Continuing back to step 1.
Figure 9.2. Pseudo Code for Parallelization.
The actual speed from the parallelization is dependent on the number of MPI processes
available. One process acts as the master and does not run any meso design problems. If three
MPI processes are available, then the meso design level will finish in slightly more than half of
the time as a sequential optimization approach. Some additional overhead exists when
parallelizing the code, so the performance speedup is not a linear function of the number of
processors.
The ‘small’ queue on the Palmetto Cluster allows requesting 512 processors at once. This
queue normally has a minimal waiting time (zero seconds), and it was the mostly commonly
used for paralleling the BOTT algorithm. Each MPI process needs a corresponding normal
process since the C program uses the ‘system’ command to call the Matlab. As a result, 256 MPI
processes can be used.
The file system on the Palmetto Cluster sometimes would fail if multiple processes
attempted to read the same .csv file at nearly the same time. This failure should not occur since
handling file permissions from multiple processes is a common situation. The file system error
would cause Matlab to crash. In order to recover from the crash, the C program checks the exit
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code of the Matlab program. If the exit code is not zero, which indicates normal termination of
the program, then the C program will try calling the Matlab program again with the same input
arguments. This technique made the overall implementation of the BOTT algorithm more robust
to file system errors or any other type of random error.

Connected Mesostructures
A critique of the Coelho paper is that the mesostructure designs do not connect to the
adjacent mesostructures (Coelho & Rodrigues 2015). For actual manufacturing and physical
testing, this lack of connected structures is a major problem. In order to solve this problem, the
mesostructure design uses data from its adjacent mesostructure designs to ensure that they
connect. The following algorithm is applied on BOTT iteration two and higher, and uses the
mesostructure data from the previous iteration. On the mesostructure design level,
coordination of mesostructure unit cell designs so that they form a connected structure means
that the density design variables (𝜂) of two adjacent mesostructures both have the same
densities at the interfacing boundary.
Every other element is selected to connect with its neighbors, similar to selecting all the
white squares on a checkerboard. Step 2 is different if the square is a ‘black’ square on the
checkerboard. The ‘white’ and ‘black squares switch every iteration of the BOTT algorithm.

1. Generate an array that is the same size as number of designable regions for the
mesostructure. This array is the connection mask.
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Ηmask = 0

(9.1)

2. Check if the square is ‘black’ or ‘white’.
a. If ‘white’, then
i. Check up, down, left, and right to see if adjacent elements have a
mesostructures.
ii. For each adjacent structure, record the adjacent edge element’s
densities on the corresponding edge of the Η𝑚𝑎𝑠𝑘 .

Figure 9.3. Mask is shown in the middle. Adjacent designs are shown on the top, right, bottom,
and left.
b. If ‘black’, then
i. Check if previous iteration had a design.
ii. If yes, then copy the edge element’s densities to the corresponding
edges of the Η𝑚𝑎𝑠𝑘 . An example is shown in Figure 9.4.
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Figure 9.4. Mask is shown on top. Previous iteration’s design is shown on the bottom.

3. Begin the mesostructure design algorithm.
4. Add this mask to the sensitivity of the mesostructure optimization, so that Equation
(7.15) becomes Equation (9.6). In essence, the mesostructure optimization has changed
to have a dual objective.
𝑅

min −𝛽

𝑇

𝐻
𝐷𝑚𝑒𝑠𝑜
𝛽

+ 𝑚𝑜𝑓𝑓𝑠𝑒𝑡 ∑ 𝜂𝑒 𝛨𝑚𝑎𝑠𝑘 𝑒
𝑒=1
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(9.2)

𝑅

ℒ = −𝛽

𝑇

𝐻
𝐷𝑚𝑒𝑠𝑜
𝛽

+ 𝑚𝑜𝑓𝑓𝑠𝑒𝑡 ∑ 𝜂𝑒 𝛨𝑚𝑎𝑠𝑘 𝑒 + 𝜆1 (
𝑒=1

1
𝑉𝑚𝑒𝑠𝑜

∫
Ωmeso

𝜂 − 𝜂𝑡𝑎𝑟𝑔𝑒𝑡 )

𝐻
𝜕ℒ
𝜕𝐷𝑚𝑒𝑠𝑜
= −𝛽𝑇
𝛽 + 𝑚𝑜𝑓𝑓𝑠𝑒𝑡 𝛨𝑚𝑎𝑠𝑘 𝑒 + 𝜆1 = 0
𝜕𝜂𝑒
𝜕 𝜂𝑒

𝐴𝑒 =

(9.4)

𝜕𝐷𝑠𝑢𝑏
𝛽𝑚𝑎𝑐𝑟𝑜 )
𝜕𝜂

(9.5)

𝜕𝐷𝑠𝑢𝑏
𝛽𝑚𝑎𝑐𝑟𝑜 + 𝑚𝑜𝑓𝑓𝑠𝑒𝑡 Ηmask
𝜕𝜂
𝜆1

(9.6)

𝑇
𝑚𝑜𝑓𝑓𝑠𝑒𝑡 = 𝑚𝑒𝑑𝑖𝑎𝑛 (−𝛽𝑚𝑎𝑐𝑟𝑜

𝑇
−𝛽𝑚𝑎𝑐𝑟𝑜

(9.3)

Why a different mask is required for ‘black’ and ‘white’ elements is not obvious. Figure 9.5
shows two adjacent mesostructure unit cell designs. On the next iteration of the BOTT
algorithm, an algorithm should coordinate their interface so that they connect. Imagine that
both mesostructures’ attempt to use the other mesostructures edge to influence their own
design. Figure 9.6 shows the result. Although, some compromise of both unit cells edge
densities between iteration one and two is desired, this compromise is not the result. The
mesostructure design algorithm is highly sensitivity to any modification to initial conditions or
any modification to the sensitivity equation. If instead, you influence every other element to
obtain a similar topology and shape as the previous iteration’s design (the algorithm for the
‘black’ elements), then the result is a connected structure (Figure 9.7).
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Unit Cell 1

Unit Cell 2

Figure 9.5. Interation 1. Adjacent unit cell designs.

Unit Cell 2

Unit Cell 1

Figure 9.6. Iteration 2. Adjacent unit cell designs. When applying the same ‘white’ mask to all
unit cell designs. The colored boxes show the influence of the previous iteration’s designs.
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Unit Cell 1
Black

Unit Cell 2
White

Figure 9.7. Iteration 2 when applying ‘black’ and ‘white’ masks to every other element. The
colored boxes show in the influence of the previous iteration’s designs.

Post Processing the Results
Combining the mesostructure designs into a complete structure for printing in an additive
manufacturing machine requires a six-step post processing workflow.
1. Tile unit cell designs into a mesostructure and combine all mesostructures.
The unit cell designs are tiled to form a mesostructure. Czech’s work confirmed that the
homogenization theorem is only valid if the mesostructure unit cell is much smaller than the
domain it is in, and is repeated at least 8 times in the vertical and horizontal directions (Czech
2012). Therefore, each macro element should have an 8 by 8 grid of it’s corresponding unit cell
design. For the example problems presented later, the macro model uses a 20 by 20 grid, the
meso level unit cell designs use a 35 x 35 grid or elements. If an 8 by 8 grid of unit cell design is
used, then the mesostructure has (35)(35)(8)(8) = 78400 regions. Each macro element has
one corresponding mesostructure, which then results in 31,360,000 regions within the design.
When the design is viewed as an image, the design will require a 31.36 megapixel image, which

181

is very large, compared to the standard A1 paper size. In order to better to show the results only
a 3 by 3 grid of each meso design is used. All the repeating unit cell designs are tiled and
arranged in the complete structure in alignment with their corresponding macro level element’s
position.

Figure 9.8 Mesostructure unit cell number 250 is shown in the bottom right. The unit cell is used
to generate a 3 by 3 array (top right), and the array is inserted into the complete structure at the
appropriate position.
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2. Cut corners
The second step is to cut out material that is not supported on two sides. Figure 9.9 shows
an example. Because the material is not supported on two sides, cutting out the material will
likely not affect the performance of the whole design.
Before

After

Figure 9.9. The corners of elements with only two boundaries are trimmed during post
processing.
3. Add an external boundary.
The third step is to add an external boundary of the object. This boundary gives the
mesostructures on the boundary a solid section of material to connect to, and provides a ‘skin’
on the outside of the design so that the overall design is impenetrable (Figure 9.10).
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Before

After

Figure 9.10. Adding an external boundary.
4. Connect isolated corner elements
When creating the complete, sometimes an element is only connected to its neighbors at a
corner and not an edge. This corner connection is not physically possible. Most CAD software
will not allow this type of geometry. For example, if two features only connected at a corner (or
edge in 3D) than SOLIDWORKS will give an error message of ‘zero thickness geometry’, which
means that the features are only connecting at a line segment which has zero volume
(SOLIDWORKS n.d.).

Figure 9.11 Demonstration of zero thickness geometry (SOLIDWORKS n.d.).
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These corner elements will be a major problem for any Computer Aided Manufacturing
(CAM) software used to actually 3D print the designs. To fix the problem, an algorithm searches
the complete structure for these problematic elements and adds material to connect the
elements with an edge rather than just a point. Adding new material might create new locations
where elements are only connected at a corner; therefore the algorithm loops until no more
problematic locations are found. Figure 9.13 shows an example of the input and output of the
algorithm.

Figure 9.12 Elements connected at a ‘point’ are a problem. A portion of the structure is
magnified twice to show the detail of the structure. The red circle shows some of these problem
elements.
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Figure 9.13. Left structure is before checking for elements only connected at a corners. The right
structure is after the post-processing algorithm fixes the problematic elements by adding
material.
5. Remove Groups of Elements That Are Not Connected to the Main Structure
When placing different mesostructures side by side to form the complete structure, some
adjacent mesostructures do not always connect in spite of the efforts to coordinate the
boundaries described earlier. This problem leads to mesostructure elements which are not
connected to anything (Figure 9.14). Most CAM software expects a single body design, and
these isolated elements will cause a problem. To solve the problem, an algorithm searches the
complete structure for non-connected elements and removes them. A future work might
attempt to connect the isolated groups to the main structure.
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Figure 9.14 Some elements inside the red circle are not connected to the main structure.
6. Convert Array to .stl file.
The complete structure array in the design software saves the array as a .csv file. This .csv
file is easily transferred between computers and different software programs. Reading the .csv
file and converting the design into a .stl file is a non-trivial task. Although some programs exists
in the Matlab File Exchange Repository (Mathworks n.d.) and one python library (Hearn n.d.)
could be helpful for generating a .stl file from an array, both of these proved unable to handle
the size and complexity of the complete structure design. Instead, a simple Matlab program was
designed that generates a .stl file based on the .csv file. Originally, the program would convert
each solid element within the complete structure design into four triangles (2 on the top to form
a rectangle and 2 on the bottom to form a rectangle) and generate the side rectangles if the
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element is on the edge of the structure. This program functioned correctly, but the output was a
.stl file with ≈ 50 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 triangles. The large number of triangles made processing the .stl file
almost impossible for CAM software. A second iteration of the program seeks to consolidate
adjacent rectangles into larger rectangle groups (Figure 9.15 is the target design and Figure 9.16
shows the triangle distribution). Although the algorithm could be improved to farther reduce
the triangle count by using a more intelligent search pattern to find large rectangles, the current
version of the algorithm significantly reduces the number of output triangles, which then makes
using the .stl file much easier. The exact reduction percentage is dependent upon the actual
design. A binary .stl file is generated instead of an ASCII .stl file. Table 9.1 shows a comparison of
the two algorithms.

Figure 9.15 Complete structure for .csv to .stl example.
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Figure 9.16 Each color represents a rectangle that is converted into 4 triangles (2 for the top
rectangle and 2 for the bottom rectangle)
Table 9.1 Comparison of the two algorithm for generating a .stl file.

Triangle
Count

Old Algorithm

New Algorithm

1256

390
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Figure 9.17 Rectangle groups are plotted as different colors. The design is the output of the
BOTT output.

Figure 9.18. BOTT algorithm output as a .stl file with 1572520 triangles.
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Evaluate Results
Plotting Objectives and Constraints
In order to evaluate if the algorithm is actually working, the objective and constraint metrics
need to be calculated. The objective is easily computed. The constraints are measured using the
following equations and shown in the Figure 9.19
1. SIMP volume constraint.
𝑁

(9.7)

𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑜𝑙𝑢𝑚𝑒 = ∑ 𝜌𝑒
𝑒=1

2. Meso Density target (When using a meso density constraint). Some function Γ is used to
model the expected meso density, 𝛿. This function might be an artificial neural network
or a response surface. The total meso density in the structure is computed by summing
all the densities together.
𝛿 = Γ (𝐸𝑥𝑥 , 𝐸𝑦𝑦 , 𝜌, 𝜃)
𝐴𝑣𝑔𝑀𝑒𝑠𝑜𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =

(9.8)

∑𝑁
𝑒=1 𝜌𝑒 𝛿𝑒
∑𝑁
𝑒=1 𝜌𝑒

(9.9)

3. Consistency constraints. The consistency constraints are measured by calculating the
summed difference between the system and subsystem values. For the 𝜃 consistency
measure, the algorithm considers if 𝐸𝑥𝑥 is close to 𝐸𝑦𝑦 . For these cases, the 𝜃 value
does not matter since the material is isotropic and has no directionality. If
0.02, then set the variable (𝐼𝑆𝑂) to 0, and for all other cases (𝐼𝑆𝑂) = 1.
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|𝐸𝑥𝑥 −𝐸𝑦𝑦 |
𝐸𝑥𝑥

<

𝑁

𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑ 𝜌𝑒 |𝐸𝑥𝑥,𝑠𝑦𝑠,𝑒 − 𝐸𝑥𝑥,𝑠𝑢𝑏,𝑒 |

(9.10)

𝑒=1
𝑁

𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑ 𝜌𝑒 |𝐸𝑦𝑦,𝑠𝑦𝑠,𝑒 − 𝐸𝑦𝑦,𝑠𝑢𝑏,𝑒 |

(9.11)

𝑒=1
𝑁

𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑(𝐼𝑆𝑂)𝜌𝑒 |𝜃𝑠𝑦𝑠,𝑒 − 𝜃𝑠𝑢𝑏,𝑒 |

(9.12)

𝑒=1

In order to make the results easier to plot on a single graph, all the values are normalized to
be between 0 and 1.

𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑜𝑙𝑢𝑚𝑒 =

𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑜𝑙𝑢𝑚𝑒
𝑁

(9.13)

𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 =

𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
max(𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑)

(9.14)

𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 =

𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
max(𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑)

(9.15)

𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
max(𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑)

(9.16)

𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 =

These metrics are recorded each time the macro FEA is called. The metrics can then be
plotted as function of the FEA calls, Figure 9.19. Each time the meso-level is run, a vertical blue
line is added to the plot.
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Figure 9.19, Example of tracking objective and consistency constraints for macro level
optimization. The blue vertical lines represent when the meso-level optimization was run.
A second plot can show the difference between the meta-model of meso density and the
actual density. The actual density, meta-model density, and the (Actual – MetaModel) density
are shown in Figure 9.20.

193

Figure 9.20. Predicted density compared to actual density.
Bench marking
Likely, the consistency constraints will never be actually zero. Figure 9.19 shows the relative
change in the consistency constraint metrics, but does not show the actual magnitude since the
values are normalized. An idea of the actual scale of the error is needed.
Imagine that one element has its consistency constraint totally incorrect, and that the
element is 100% solid.
𝑁

𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑ 𝜌𝑒 |𝐸𝑥𝑥,𝑠𝑦𝑠,𝑒 − 𝐸𝑥𝑥,𝑠𝑢𝑏,𝑒 | = 1(𝐸0 − 0) = 𝐸0
𝑒=1
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(9.17)

𝑁

𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑ 𝜌𝑒 |𝐸𝑦𝑦,𝑠𝑦𝑠,𝑒 − 𝐸𝑦𝑦,𝑠𝑢𝑏,𝑒 | = 1(𝐸0 − 0) = 𝐸0

(9.18)

𝑒=1
𝑁

𝜋
𝜋
𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑 = ∑(𝐼𝑆𝑂)𝜌𝑒 |𝜃𝑠𝑦𝑠,𝑒 − 𝜃𝑠𝑢𝑏,𝑒 | = 1 ( − 0) =
2
2

(9.19)

𝑒=1

These computed consistency metrics for one element can be used to give an idea of how
many elements are not meeting their consistency constraints.

#𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠𝐼𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝐸𝑥𝑥 =

𝐸𝑥𝑥𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
𝐸0

(9.20)

#𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠𝐼𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝐸𝑦𝑦 =

𝐸𝑦𝑦𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
𝐸0

(9.21)

𝑇ℎ𝑒𝑡𝑎𝑆𝑦𝑠𝐴𝑛𝑑𝑆𝑢𝑏𝐷𝑖𝑓𝑓𝑆𝑢𝑚𝑚𝑒𝑑
𝜋
2

(9.22)

#𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠𝐼𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡θ =

An algorithm can search all iterations to find the location that best satisfies the consistency
constraints. This location would be at the minimum of the sum of Equations (9.20) - (9.22).
These calculated metric values are inserted at the top of optimization metrics plots (see Figure
9.27) in order to give the reader a sense of the magnitude of the errors.

Examples of BOTT working
Left Clamp with three loads
An example design problem demonstrates the BOTT algorithm’s abilities. The boundary
conditions are shown in Figure 9.21. The topology target density is 80%, and the target
mesostructure density is 37% which should result in an overall density of 30%. The max elastic
modulus is 100000 Pa (Equations (8.10) and (8.11)), and minimum summed elastic modulus of
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the mesostructure designs is 10000 (Equation (8.9)).The mesostructure design method is the

Load

feedback loop with material update scheme one (average elastic modulus).

Fixed Boundary

Design Domain

Load

Load
Figure 9.21. Boundary conditions.
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Iteration 1

Figure 9.22 BOTT algorithm for iteration 1

Figure 9.23 Tacking optimization metrics for iteration 1
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Figure 9.24 Complete Structure after 1 iteration

Figure 9.25 Difference between the meta-model of density (ANN) and the actual density found
by the meso design algorithm.
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Iteration 3

Figure 9.26 Macro Level Optimization Output after 3 iterations

Figure 9.27 Tracking optimization metrics for each FEA call.
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Figure 9.28 Difference between system target values and the actual meso design output values.

Figure 9.29. Complete design after 3 iterations.
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Iteration 5

Figure 9.30 Complete Structure after 5 iterations
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Figure 9.31. Optimization metrics after 5 iterations

Discussion
The example shows several important facts:
1. The algorithm generally works. Figure 9.29 demonstrates that the BOTT algorithm is
able to generate two level designs.
2. The topology density constraint is satisfied for all iterations. This fact can be seen in
Figure 9.27 in the green dots at 0.8 which represents 80% density.
3. The mesostructure density constraint is met. The algorithm initially starts with a higher
average mesostructure density than the constraint, but the algorithm corrects for this,
and Figure 9.27 shows that around iteration 50, the constraint is met.
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4. The consistency constraints metrics are reducing which shows that the ATC optimization
is working.
5. The NTC-like method of coordination of mesostructure boundaries generally works.
Figure 9.24 had no mesostructure data from the previous iteration (since it is iteration
one) and therefore the mesostructure boundaries were not coordinated. Figure 9.29
shows that most of the mesostructures are connected to each other.
6. The ATC optimization pushes all mesostructures to have the same average elastic
modulus. Figure 9.29’s mesostructures are more uniform through the domain when
compared to Figure 9.24. The regions that had a high 𝐸𝑥𝑥 target but low 𝐸𝑦𝑦 target now
have an average of the two. This result was not expected. Instead Hypothesis 3 implied
that locations with a high 𝐸𝑥𝑥 target but low 𝐸𝑦𝑦 target are not physically realizable by a
mesostructure and would result in a high 𝐸𝑥𝑥 and high 𝐸𝑦𝑦 because the ATC
optimization. Instead, the ATC coordination lowers the higher value, and locations with
a low 𝐸𝑥𝑥 and low 𝐸𝑦𝑦 are increased.
7. The optimization blows up and begins to become unstable after three iterations. Figure
9.31 shows this instability. Why it blows up is not 100% clear.
A. One possible explanation is that the problem is over constrained. If the
consistency constraints are 100% satisfied, will the design meet the average
meso density constraint? To test this hypothesis, the 𝐸𝑠𝑢𝑏 values were scaled
ℎ
after the subsystem values were extracted from the 𝐷𝑠𝑢𝑏
matrixes so that the

𝐸𝑠𝑢𝑏 values would meet the density constraint. This scaling is setup as a
minimization problem where the objective is to minimize the absolute value of
the error in the mesostructure density constraint
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∫ 𝜌𝛿𝑑𝛺
min | 𝛺
− Δtarget |
s
∫𝛺 𝜌𝑑𝛺

(9.23)

𝐸𝑦𝑦,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 = (𝑠)𝐸𝑦𝑦,𝑠𝑢𝑏

(9.24)

𝐸𝑥𝑥,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 = (𝑠)𝐸𝑥𝑥,𝑠𝑢𝑏

(9.25)

𝛿 = Γ(𝐸𝑥𝑥,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 , 𝐸𝑦𝑦,𝑠𝑢𝑏,𝑠𝑐𝑎𝑙𝑒𝑑 , 𝜃𝑒,𝑠𝑢𝑏 , 𝜌)

(9.26)

The scaling of the subsystem output values means that there will be no
conflict between the mesostructure density constraint and the ATC consistency
constraints. The complete BOTT algorithm was run again with this scaling
algorithm, but the results were basically the same as before. This experiment
demonstrated that over constraining the problem is not the primary source of
error and does not explain why the problem blows up after three or more
iterations.
B. Another possible explanation of the problems with the BOTT algorithm is that
the meso design problems output values are highly incorrect (very different
from the target values) and are causing the complete BOTT algorithm to be
unstable. This hypothesis is reasonable since the meso design problem is an
integer like problem where the mesostructure output snaps to certain stable
configurations (especially at lower densities). A gradient based algorithm on the
macro level and an integer like problem on the meso level could be
incompatible for ATC optimization. To test this hypothesis the error between
the target material properties and those found by the mesostructure can be
found over several iterations. These error metrics are the same as the validation
metrics in Chapter 7 in section, ‘Validation’. The first column of data is copied
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from the meso validation table (Table 7.11) in order to provide a reference for
the expected level of error.
Table 9.2 Tracking Meso Error Metrics Over Several Iteartions

Summed
𝐸𝑥𝑥 Error
Average
𝐸𝑥𝑥 Error
STD
𝐸𝑥𝑥 Error
Median
𝐸𝑥𝑥 Error
Mode
𝐸𝑥𝑥 Error
Summed
𝐸𝑦𝑦 Error
Average
𝐸𝑦𝑦 Error
STD
𝐸𝑦𝑦 Error
Median
𝐸𝑦𝑦 Error
Mode
𝐸𝑦𝑦 Error
Summed 𝜃
Error
Average 𝜃
Error
STD 𝜃 Error
Median 𝜃
Error
Mode 𝜃
Error
Summed
combined
Error

Metrics
from
Meso
Validation
Tests

Iteration 1

Iteration 2

Iteration 3

Iteration 4

Iteration
5

392.4

648.04

2423.7

3019

5664

20072

0.29482

2.0251

7.5272

9.4049

17.7

62.726

0.4594

10.443

55.095

59.212

138.88

381.51

0.18221

0.64489

0.49024

0.47568

0.39037

0.46417

0

0.000952

0.002568

0.000721

0.003725

0.000583

419.55

316.31

2276.3

4598

22548

29494

0.31522

0.98848

7.0691

14.324

70.463

92.168

0.50032

1.9237

87.811

142.79

674.42

674.34

0.17802

0.58174

0.42401

0.44071

0.42681

0.42442

0

0.000419

0.005953

0.000971

0.003717

0.001377

538.31

615.65

12465

361.27

382.45

257.04

0.40444
0.78628

1.9239
8.392

38.711
667.74

1.1255
6.0462

1.1952
9.5988

0.80324
5.7367

0.1525

0.23865

0.24858

0.23401

0.19957

0.21329

0

0

0

0

0

0

1350.3

1580

17165

7978.3

28594

49823
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Average
combined
Error
STD
combined
Error
Median
combined
Error
Mode
combined
Error

1.0145

4.9375

53.307

24.854

89.358

155.7

1.0664

13.799

674.93

153.97

686.77

767.46

0.62523

1.8272

2.2563

2.1722

1.8673

1.9729

0.10132

0.14046

0.18981

0.097374

0.07085

0.050909

Table 9.2 shows that the each iteration has significantly more error than the
validation test’s error. Visual inspection of Figure 9.26 shows that most of the
meso designs should have a low density since the 𝐸𝑥𝑥,𝑠𝑦𝑠 and 𝐸𝑦𝑦,𝑠𝑦𝑠 values are
small. Low-density mesostructures are more likely to snap to a stable
configuration regardless of the target input values. Ironically, low-density
mesostructures have a higher stiffness to weight ratio according to Figure 7.41,
but low-density mesostructures are also less likely to meet their target input
values. In other words, because the macro level optimization uses a 𝜕𝐸

𝜕𝛿𝑒

𝑦𝑦,𝑒,𝑠𝑦𝑠

term in Equation (8.18) , the optimizer prefers low-density mesostructures,
which are often not physically possible. To test this idea, for all 5 iterations of
the BOTT algorithm the error of each mesostructure is plotted as a function of
its target 𝐸𝑥𝑥 , 𝐸𝑦𝑦 , and 𝜃 values. The results are shown in Figure 9.32. Data
points with more than 300% combined error are truncated to be 300% so that
the color scale better shows the relationship between the variables. Because of
the 3D nature of the data, the three orthogonal views of the data are shown in
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Figure 9.33 to provide a clearer picture of the relationships between the
variables. The error metric is the summed relative error of the target verse
actual values and is computed using Equation (7.68). The figures do not show
any clear relationship between the inputs and the error values. Instead, the
figures seemed to indicate that slight changes in any of the input values can
radically change the error in finding an appropriate mesostructure.

Figure 9.32 Combined mesostructure error as a function of the target values for 5 iterations of
the BOTT algorithm. The color represents the magnitude of the error.
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Figure 9.33 Combined mesostructure error as a function of the target values for 5 iterations of
the BOTT algorithm. The three orthotropic views are shown. The color represents the magnitude
of the error.

Comparing the Four Meso Design Techniques within the BOTT Algorithm
The BOTT algorithm is run four times. Each time a different meso design technique is used.
Table 9.4 shows a comparison of the optimization metrics. Table 9.4 shows a comparison of the
meso design error metrics on iteration three of the BOTT algorithm. Table 9.5 shows the
complete structure output of the BOTT algorithm for iteration 3. Table 9.6 shows a comparison
of the optimization objective at iteration 3 of the BOTT algorithm. The objective is calculated
𝐻
using the macro model’s stiffness matrixes and using the meso 𝐷𝑚𝑒𝑠𝑜
values. The feedback loop

methods under estimated the material usage of the mesostructures while the lookup table
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methods over estimated material usage. Likely, the ANN needs more training in order to better
predict the density of the mesostructures. The results are inconclusive as to which meso design
method works best within the BOTT algorithm.
Table 9.3 Comparison of Optimization metrics of the BOTT algorithm when using different meso
design methods
Feedback Loop with Material Update Scheme
1 (Average E)

Feedback Loop with Material Update
Scheme 2 (Single Larger E)

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
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Table 9.4 Meso Design Error Metrics for BOTT iteration 3.

Summed 𝐸𝑥𝑥
Error
Average 𝐸𝑥𝑥 Error
STD 𝐸𝑥𝑥 Error
Median 𝐸𝑥𝑥 Error
Mode 𝐸𝑥𝑥 Error
Summed
𝐸𝑦𝑦 Error
Average
𝐸𝑦𝑦 Error
STD 𝐸𝑦𝑦 Error
Median 𝐸𝑦𝑦 Error
Mode 𝐸𝑦𝑦 Error
Summed 𝜃 Error
Average 𝜃 Error
STD 𝜃 Error
Median 𝜃 Error
Mode 𝜃 Error
Summed
combined Error
Average
combined Error
STD combined
Error
Median
combined Error
Mode combined
Error

Feedback Loop
with Material
Update Scheme 1
(Average E)

Feedback Loop
with Material
Update Scheme 2
(Single Larger E)

Lookup Table
and Scaling of
Target
Density

Linear
Interpolation
with particle
swarm search

3019
9.4049
59.212
0.47568
0.000721

6794.5
21.233
196.53
0.40088
0.001598

1.58E+05
537.23
5336.1
0.53571
0.051675

80311
254.15
1907.3
0.68677
7.5995

4598

21554

28787

43511

14.324
142.79
0.44071
0.000971
361.27
1.1255
6.0462
0.23401
0

67.355
742.87
0.41314
0.000807
233.36
0.72925
2.8916
0.24331
0

97.914
671.57
0.57696
0.00186
180.2
0.61294
2.8945
0.095918
0

137.69
916.66
0.59557
0.001525
255.23
0.8077
2.9201
0.17929
0

7978.3

28581

1.87E+05

1.24E+05

24.854

89.317

635.76

392.65

153.97

766.57

5368.5

2099.4

2.1722

2.4643

2.0943

2.3354

0.097374

0.21961

0.040137

0.006745
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Table 9.5 Comparison of complete structure designs for iteration 3 of the BOTT algorithm.
Feedback Loop with Material Update Scheme
1 (Average E)

Feedback Loop with Material Update Scheme
2 (Single Larger E)

Lookup Table and Scaling of Target Density

Linear Interpolation with particle swarm
search
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Table 9.6 Comparison of BOTT Optimization Objective values when using different meso design
techniques after three iterations

Macro Model
Objective value
Objective value
found using 𝐷ℎ
from the
mesostructure
designs.
Density

Feedback Loop
with Material
Update Scheme 1
(Average E)

Feedback Loop
with Material
Update Scheme 2
(Single Larger E)

Lookup Table
and Scaling of
Target
Density

Linear
Interpolation
with particle
swarm search

≈ 220,000

≈ 310,000

≈ 130,000

≈ 130,000

≈ 560,000
26.0%

≈ 720,000
25.7%

≈ 150,000
37%

≈ 240,000
33%

Correctly configuring the BOTT algorithm is another challenge. The target average
mesostructure density, minimum summed elastic modulus for 𝐸𝑥𝑥 and 𝐸𝑦𝑦 , and the topology
density are all interrelated. These three parameters should be adjusted to be meet the objective
value while also insuring that the mesostructures have a minimum density. Figure 9.34 shows a
design where the topology density is 80%, the average mesostructure density is 37.5%, and the
minimum summed elastic modulus for 𝐸𝑥𝑥 and 𝐸𝑦𝑦 is zero. Some regions within the design have
no material which is a problem. The solution is to lower the target topology density so that
empty regions are outside of the object’s boundary or to raise the minimum summed elastic
modulus. Finding the best tradeoff between these three parameters is a future work.
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Figure 9.34. Demonstration of what happens with the BOTT algorithm is not properly
configured.
Left clamp and load on the right
Next, a classic topology optimization problem is used to test the BOTT where the design
problem’s boundary conditions are shown in Figure 9.35. The design is compared to a pure
topology optimization case using isotropic materials. “Lookup Table and Scaling of Target
Density” is the meso design method used. The BOTT algorithm’s final design density is used as
the target density for the isotropic material topology optimization problem. Figure 9.36 through
Figure 9.39 show the results. Table 9.7 shows the algorithms’ final objective value. The BOTT
algorithm performs worse than the pure isotropic topology optimization case. Likely, this result
is due to non-optimal meso designs. In addition, simple loading cases with one load do not take
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advantage of the ability to tailor individual regions. For this example with a single load, the truss

Fixed Boundary

Design Domain

Load

design in Figure 9.35 is likely the truly optimal design.

Figure 9.35 Boundary conditions for example problem.
Table 9.7 Configuation parameters for the BOTT algorithm and the isotropic topology
optimization problem.
Value
Topology Density
Meso Density
Target Total Density
Actual Density
Emin
Emax
Min meso density
Macro Grid
Meso Grid

Topology Optimization
0.1367
1 (solid isotropic designs)
36.7%
36.7%
N/A, but basically 0
100000
N/A
15x15
N/A

Objective of macro model
Objective using 𝐷ℎ values

21995
N/A

BOTT after 2 iterations
0.8
0.3750
30%
36.7%
10000
100000
0.01
15x15
35x35

Results
≈ 25,000
≈ 31,000
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Figure 9.36 Topology optimization of isotropic material output.

Figure 9.37 Complete structure for isotropic material topology optimization case.
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Figure 9.38. Complete structure after two iterations of the BOTT algorithm
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Figure 9.39 Tracking the objective and constraints. X axis represents each time the macro FEA
was called.

A comparison of the BOTT algorithm with and without the consistency constraints will
provide information about the influence of the consistency constraints. For this example, the
design domain is 20x40, and the lookup table with scaling method is used for the meso design
problems. Figure 9.40 show the macro level output after one iteration of the BOTT algorithm.
Figure 9.41 compares the constraint metrics with and without the consistency constraints. The
results show that the consistency constraints do significantly influence the optimization process,
and the constancy constraints do push the system variables to be equal with the subsystem
variables.
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Figure 9.40 Maco level output of the BOTT algorithm after one iteration.
With Consistency Constraints

Without Consistency Constraints

Figure 9.41 Tracking the objectives and constraints of the BOTT algorithm after two iterations.
The two plots compare the macro level optimization with and without the consistency
constraints.

Comparison of BOTT and Coelho’s algorithm
Since, a motivation for this work was a critique of Coelho’s work, a direct comparison
between the two algorithms is needed. The design problem is the same as in the previous
section. The BOTT algorithm is configured to have a similar setup to Coelho’s algorithm. The
configurations for the algorithms is shown in Table 9.8. Table 9.9 shows the results. Coelho’s
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algorithm performs better when comparing the final objective function value. However,
Coelho’s algorithm has several problems that are evident in the output (Table 9.9). First,
Coelho’s algorithm requires many calls to the meso design algorithm. The BOTT algorithm
significantly reduces the number of calls to meso design algorithm which was a proposed
advantage of the BOTT algorithm. From a computational standpoint, the BOTT algorithm is a
success. Second, Coelho’s algorithm has no method to constrain the overall material to void
ratio within the design domain. The BOTT algorithm successfully constrains the overall density
so that 20% of the domain is guaranteed to be empty. In addition, the BOTT algorithm places a
clear border between regions with no material and regions with some sort of meta-material.
Finally, Coelho’s algorithm does not attempt to connected adjacent mesostructure designs with
each other, and if the output design was manufactured and physically tested, then the design
would collapse. The BOTT algorithm better achieves transmitting the load from one adjacent
mesostructure to another mesostructure.
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Table 9.8 Comparison of isotropic topology optimization, the BOTT algorithm, and Coelho’s
algorithm.
Value

Topology Optimization

Topology Density
Meso Density

0.1367
1 (solid isotropic
designs)
36.7%
36.7%
N/A, but basically 0
100000
N/A
15x15
N/A

Target Total Density
Actual Density
𝐸𝑀𝑖𝑛
𝐸0
Min meso density
Macro Grid
Meso Grid
Results
Objective of macro
model
Objective using 𝐷ℎ
values

BOTT after 2
iterations
0.8
0.3750

Coelho

30%
36.7%
10000
100000
0.01
15x15
35x35

36.7%

21,995

≈ 25,000

16,096

N/A

≈ 31,000

16,096
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36.7%
N/A

0
100000
0.01
15x15
35x35

Table 9.9 Comparison of Coelho’s algorithm and the BOTT algorithm
FEA Calls per
Macro Iteration1
Iterations till
converge

Objective Value
After convergence
Final Density
Total Meso Design
Calls
Final Design

Coelho
1

BOTT algorithm
150

8

16,096

Problems converging discussed earlier. The
results do not get better after iteration two,
so two iterations are used for the
comparison.
≈ 31,000

0.371

0.367
(8)(225) = 1800

(2)(225)(0.8) = 360
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Bridge design problem
Next, the BOTT algorithm designs a bridge. The bridge uses a 50x25 sized grid on the macro
level. “Lookup Table and Scaling of Target Density” is the meso design method used. The loading
conditions are shown in Figure 9.9. Table 9.11 compares the BOTT algorithm to isotropic
topology optimization. At around 35% density, the isotropic topology optimization algorithm
performs better. Figure 9.43 and Figure 9.44 show the high error values for the meso design
problems which is likely the main reason the BOTT algorithm does not perform better.
Table 9.10 Loading conditions for the bridge
Force
Load top left quarter.

Image

Domain
Load top left-middle quarter.

Domain
Load top right-middle quarter.

Domain
Load top right quarter.

Domain
Load on top layer in the – 𝑥
direction

Domain

Load on top layer in the +𝑥
direction

Domain
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Figure 9.42 Bridge Design using the BOTT algorithm

Table 9.11 Comparing bridge designs when using the BOTT algorithm and isotropic topology
optimization
Target Overall Density

Macro Objective
Objective from 𝐷ℎ matrixes

BOTT, Iteration 4
Topology: 80%
Meso Density: 37.5%
Total Density: 30%
67,825
534,250
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Isotropic topology optimization
Topology: 33.7%

99,729

Figure 9.43 Total mesostructure error for all meso design problems in the bridge design

Figure 9.44 Total mesostructure error for all meso design problems in the bridge design. Three
orthogonal views are shown.
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Conclusion
The implementation and results from the complete BOTT algorithm shows that a macrolevel algorithm can generate target non-isotropic material gradients and a mesostructure design
algorithm can generate mesostructure unit cell designs that will have the target non-isotropic
material properties. Although, the BOTT algorithm currently does not converge, the basic
structure of the BOTT algorithm seem likely to work in the future after some of current
difficulties have been solved. Error! Reference source not found. and Error! Reference source
not found. show that some target material properties are not physically possible which results
in high error. These high error regions are located at regions where 𝐸𝑥𝑥 ≫ 𝐸𝑦𝑦 and 𝐸𝑦𝑦 ≫ 𝐸𝑥𝑥
or when the density (and therefore the target 𝐸𝑥𝑥 and 𝐸𝑦𝑦 ) are small. These high error regions
and the integer nature of the mesostructure algorithm cause instabilities in the BOTT algorithm.
Future works should focus on a better mesostructure design algorithms, which can generate
mesostructures within these high error regions, or a better macro level algorithm, which
prevents the optimizer from selecting target macroscopic properties with high mesostructure
error. In addition, future works should investigate other methods of modeling the shear
component of the macroscopic material model (Equation (6.14) and (6.15)). Likely, the shear
strength of mesostructures made up of vertical or horizontal bars is significantly less than the
average 𝐸𝑥𝑥 and 𝐸𝑦𝑦 value. A future work could consider modeling the shear strength as a
function of the relative difference between 𝐸𝑥𝑥 and 𝐸𝑦𝑦 in addition to the average 𝐸𝑥𝑥 and 𝐸𝑦𝑦 .

225

Research questions
The research questions presented in Chapter 3 are answered in this section. The questions
are:
1. How can gradient material optimization and topology optimization be combined to
optimize a single objective?
2. How can the part be modeled to allow this concurrent optimization?
3. How can gradient material optimization and topology optimization be combined to
optimize conflicting dual objectives?
4. Will a dual objective optimizer generate ‘features’ with clear functionality containing
homogenous material?
5. How can an algorithm find the optimal distribution of non-isotropic material properties
and macroscopic topology for a single part?
6. How can this non-isotropic material distribution be interpreted as a varying
mesostructure field?
Questions 1 and 2
Gradient material optimization and topology optimization can be optimized concurrently
using a sequential approach. The topology optimizer performs one or more steps, and then the
gradient material optimizer performs one or more steps. A density variable at each region or
pixels models the placement of material or no material, and similarly a volume fraction
composition of material one variable at each region or pixel models the material distribution. A
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continuous material distribution model does not work well when combined with a heuristic
optimizer (Hypothesis 1.a). Instead, a gradient based optimizer works well when using a
discretized pixel model of topology and material distribution (Hypothesis 1.b). An augmented
Lagrangian multiplier algorithm controls the ratio of the two materials within the object’s
design.
Questions 3 and 4
A weighted objective function allows the optimizer to consider two conflicting objectives.
The amount of ‘conflict’ between the objectives is dependent upon the actual problem’s
boundary conditions. Some design problems may result in similar designs even if the objective is
different; however, a more common situation is when the different objectives result in radically
different designs. Features with a clear purpose are automatically generated by the design
algorithm when the weighted dual objective approach is used (Figure 4.12). Hypothesis 2 is
proven true.
Questions 5 and 6
Using an orthotropic material model that can rotate allows for non-isotropic material
gradient optimization. The elastic moduli in the X and Y directions are design variables in
addition to the rotation. In this work, the elastic moduli of the shear terms of the constitutive
matrix are assumed a function of the average elastic moduli in the X and Y directions just to
show the ability of the algorithm to generate designs that match target constitutive matrices.
The optimizer finds the sensitivity of the objective with respect to a change in the elastic moduli
in each direction, and then a gradient-based technique allows for non-isotropic gradient
material optimization. The optimal rotation of the material is found by using a non-gradient
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optimizer. A sequential optimization approach modifies the topology variables, the elastic
moduli variables, and then the rotation variables in sequence rather than trying to optimize all
the design variables simultaneously. This material model and optimization approach indirectly
modifies the shear components of the constitutive matrix. The shear component is not an
independent design variable, which was suggested in Hypothesis 3.
Strain energy maximization of a mesostructure unit cell allows finding mesostructure
designs that meet the target macroscopic material properties. Finding an appropriate pseudo
strain and target density which results in a meso design with target properties is challenging.
Four different methods are shown in this research. ATC optimization does allow for coordination
between the macro and meso levels, as was proposed in Hypothesis 3. Coordination of the
mesostructure’s boundaries using the NTC-like method only moderately works. If adjacent
mesostructure designs are radically different (for example vertical bars next to horizontal bars)
then the coordination efforts do not help. The complete BOTT algorithm interprets the
macroscopic material properties as varying mesostructure designs. This non-isotropic gradient is
best demonstrated by the output of the Bridge design problem in Figure 9.42.

Impact
First, this research validates the proposed benefits of FGM. Gradient materials should allow
individual regions of a single part to have different material properties based on the loading
conditions within the particular region. The dual objective optimization of topology and FGM in
Chapter 4 (page 62) results in unique parts with customized regions. Figure 4.13 shows a main
truss design with ‘fin’ like features protruding from the main truss. The ‘fins’ only purpose is to
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help conduct heat, and the optimizer exclusively used the better conducting material within the
‘fins’.
Second, this research shows how both the topology and the orthotropic material
distribution within a single part can be optimized together. This concurrent optimization is
directly used in the BOTT algorithm, but can also be used to design parts with selective placed
fiber reinforcement. AM machines which selectively place fibers (such as the markforge 3D
printer (Anon n.d.; Matsuzaki et al. 2016) within a thermoplastic matrix offer many exciting new
opportunities, and this research effort can help engineers design parts which take full advantage
of these unique printers.
Third, this research effort developed a new method for designing continuous
mesostructures with target material properties. Maximizing the strain energy of the
mesostructure design while using a pseudo strain allows the engineer to customize the material
properties of the final mesostructure design. This research shows several techniques (feedback
loop, lookup table, interpolation of lookup table values) for mapping target material properties
to a particular pseudo strain and target mesostructure density. In addition, the fundamental
nature of the relationship between the target material properties and pseudo strain and density
is found to be non-continuous (Figure 7.7 through Figure 7.10) which makes selection of the
correct pseudo strain difficult.
The BOTT algorithm generates lightweight designs that are also stiff. A high stiffness to
density ratio is important for many application areas. The BOTT algorithm shows how to tie
together the macro level topology optimization and orthotropic material optimization into a
useful complete algorithm which is able to generate a complete structure.
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Future Work
1. The model in Hypothesis 1.a did not work well with the genetic algorithm optimizer. In
the future, a gradient based optimizer should use the same topology and material
model to optimize the part. Likely, using a gradient based optimizer would significantly
improve the results.
2. The augmented Lagrangian multiplier method in Hypothesis 1.b worked, but often
required a high number of iterations in order for the volume fraction composition
variables to converge. An optimal criteria method could scale up or down the sensitivity
of the FGM composition variable until the target ratio of the two materials is satisfied.
This technique of enforcing the constraints is the same as how the SIMP method
enforces the volume constraint. This method was tried, and the method is described in
Appendix 3.
3. The meso design algorithm should be improved by focusing on meso designs with less
than 30% density. Low density meso designs better take advantage of the unique
properties of mesostructures so future research should find how to correctly pick a
pseudo strain and target density for these low density mesostructures.
4. The BOTT algorithm should try using the ground structure approach for mesostructure
design.
5. The mesostructure design method used a single pseudo strain to try to influence the
𝐻
mesostructure topology and the corresponding 𝐷𝑚𝑒𝑠𝑜
. A future work should try to apply

multiple pseudo strains which would likely allow the engineer to further customize the
mesostructure design. Equation (10.1) shows an example with 𝑍 number of pseudo
strains. Zuo and co-workers applied all the macro strains for all the macro FEA elements
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to a single mesostructure design problem. The mesostructure is used through out the
whole design (Zuo et al. 2013). An example is shown in Table 7.1.
𝑍
𝑇

𝐻
max ∑ 𝛽 𝑖 𝐷𝑚𝑒𝑠𝑜
𝛽𝑖

(10.1)

𝑖=1

6. Within the BOTT algorithm, the macro level design needs to insure that the meso
designs are physically possible for a given set of macro level variables. One method is to
make an error function which predicts how much error will exists for a particular
combination of macro level design variables. The objective is then to minimize the error
and minimize the compliance of the whole system. The theoretical framework for this
dual objective optimization is in Appendix A2. This dual objective approach would also
be helpful for gradient materials optimization where some phases of the two materials
are undesirable. The error function would penalize these phases.
7. The current work was implemented in 2D so that algorithms could be rapidly
prototyped, but extending the ideas to 3D would likely be more helpful for actual design
problems. In addition, an external FEA solver should be used.
8. A future work should study how changing the topology target density, mesostructure
density, minimum mesostructure density or minimum average elastic modulus affect
the objective value of the complete BOTT algorithm.
9. When using the lookup table for the meso design problem, the lookup table provides
𝐻
information about the expected 𝐷𝑚𝑒𝑠𝑜
output. This information could be used to

generate a meta-model of the meso design problem. Rather than actually running the
𝐻
meso design problem, the expected 𝐷𝑚𝑒𝑠𝑜
values from the meta-model could be used.

This technique would farther reduce the number of calls to the meso design problem.
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10. A future work should study how varying the mesostructure grid size affects the meso
design algorithm. Similarly, a future work should consider how changing the aspect ratio
of the meso design unit cells affects the algorithms.
11. A future works should study how using a different topology optimization algorithm
(level set and BESO) for the meso design would affect the results.
12. This work had some problems with the minimal feature size of the meso designs being
two small. In the future, the mesostructure design algorithm could use a projection
based method of the SIMP algorithm to make sure that the thickness of each feature is
above a manufacturable threshold (Guest et al. 2004).
13. The current worked attempted to coordinate the boundaries of the mesostructures
using something similar to ATC optimization. However, this coordination effort only
helped connect the structures. The load path from one mesostructure to another should
be considered when designing the interface between two adjacent mesostructures. The
interface may could potentially be something totally different than either of the
adjacent mesostructure unit cell designs. How to connected adjacent mesostructure
design is an outstanding problem.
14. After the BOTT algorithm is refined, then the output designs should be manufactured
and physical tested. The results of physical testing should guide future modifications to
the material models and optimization approach.
15. The BOTT algorithm focused solely on maximizing the stiffness of a structure. In the
future, different objectives should be considered.
16. Future work could consider using a GPU in order to solve the meso design problem.
Using the GPU would likely speed up the mesostructure design significantly. Since, the
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main computation tasks of the mesostructure design problem are solving linear algebra
problems, using the GPU seems possible.
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Figure A1.1 through Figure A1.4 show the output of the pseudo strain and density target
test when a random field is used as the initial meso design. The mesostructure domain is a
1

35x35 grid. The step size is 20 for Equation (7.30) which resulted in 68000 tests. Figure A1.5
shows that some mesostructures designs never actually form a structure when using the
random initial field.

Figure A1.1 𝐷11 plot for pseudo strain and density target test with random field initial condition.
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Figure A1.2 𝐷12 plot for pseudo strain and density target test with random field initial condition.

Figure A1.3 𝐷22 plot for pseudo strain and density target test with random field initial condition.
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Figure A1.4 𝐷33 plot for pseudo strain and density target test with random field initial condition.

237

Figure A1.5. Compete structure after two iteration of the BOTT algorithm using random field
initial condition for the mesostructure design. Some of the mesostructures never form into
structures and remain the random field.
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Another way to view the data is to plot it similar to the constitutive matrix form. This allows
you to see all 4 terms together.

Figure A1.6 Pseudo strain and density target test output where density is 0.105. The position of
the plots matches their respective position in the constiutive matrix
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Figure A1.7 Pseudo strain and density target test output where density is 0.368. The position of
the plots matches their respective position in the constiutive matrix
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The macro level optimization of the BOTT algorithm often selects 𝐸𝑥𝑥 and 𝐸𝑦𝑦 values that
have no physical implementation as mesostructures. One potential solution is minimize both
error and compliance. Using the data from the Discussion of the Left Clamp with three loads
example in Chapter 9, an error function can be generated. Because the data in Figure 9.32 and
Figure 9.33 has some noise, the error is averaged using a grid similar to a 2D histogram. Each
data point’s 𝐸𝑥𝑥 and 𝐸𝑦𝑦 value are considered when selecting which bin the data point should
go into. The average error of all the points in each bin is computed and used for a surface fit.
Locations with more than 300% error are truncated to 300%. This averaging of data points in the
same 2D grid location is a standard technique for cleaning up noisy data. The results are shown
in Figure A2.8. The best fit curve did not significantly change if the number of bins was increased
or decreased or if the best fit surface used a 2nd or 3rd degree polynomial. However, the fit could
likely be improved if the theta value was also considered.
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Figure A2.8. Error function
The optimization setup is as follows.
𝑚𝑖𝑛(𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 𝑤1 + (1 − 𝑤1 )𝐽𝑒𝑟𝑟𝑜𝑟 )
𝑀

(A2.1)

1 𝑇
𝑈 𝐾𝑈
2

(A2.2)

𝐽𝑒𝑟𝑟𝑜𝑟 = ∫ 𝑒𝑟𝑟𝑜𝑟 𝑑𝛺

(A2.3)

𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 = ∑
𝑚=1

𝛺

Subject to
𝐾𝑈 = 𝐹

(A2.4)

∑ 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 − 𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 = 0

(A2.5)

𝑁

𝑒=1
𝑁

∑ 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 − 𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏 = 0
𝑒=1
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(A2.6)

𝑁

∑ 𝜃𝑒,𝑠𝑦𝑠 − 𝜃𝑒,𝑠𝑢𝑏 = 0

(A2.7)

𝑒=1

∫𝛺 𝜌𝑑𝛺
∫𝛺 𝑑𝛺

− 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 = 0

𝐸𝑥𝑥 + 𝐸𝑦𝑦 > 𝐸𝑚𝑖𝑛

(A2.8)

(A2.9)

Approach 1

∫𝛺 𝜌

(𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 + 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 )
𝑑𝛺
2
− 𝐸𝑎𝑣𝑔 = 0
∫𝛺 𝜌𝑑𝛺

(A2.10)

Approach 2

∫𝛺 𝜌𝛿𝑑𝛺
∫𝛺 𝜌𝑑𝛺

− Δtarget = 0

(A2.11)

No constraint is placed on the maximum allowed error, although this type of constraint may
be helpful to increase manufacturability. The objectives are combined using a weighting
function where the objective values are first normalized.

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = 𝑤1

𝑁
𝑇
(𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − ∑𝑀
𝑚=1 ∑𝑒=1 𝑈𝑒,𝑚 𝐾𝑒 𝑈𝑒,𝑚 )
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛

(A2.12)
(𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − ∑𝑁
𝑒=1 𝑒𝑟𝑟𝑜𝑟𝑒 )
+ (1 − 𝑤1 )
𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛
Where 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 is an upper bound on the elastic objective value and 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛 is a
corresponding lower bound. Similarly, 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 is an upper bound on the error objective value
and 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛 is a corresponding lower bound.
The Lagrangian is formed.
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ℒ = 𝑤1

𝑁
𝑇
(𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − ∑𝑀
𝑚=1 ∑𝑒=1 𝑈𝑒,𝑚 𝐾𝑒 𝑈𝑒,𝑚 )
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛

+ (1 − 𝑤1 )

(𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − ∑𝑁
𝑒=1 𝑒𝑟𝑟𝑜𝑟𝑒 )
𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛
(A2.13)

𝑁

1

+ 𝜆1 ( 𝑁
∑ 𝛿𝑒 𝜌𝑒 − 𝛥𝑡𝑎𝑟𝑔𝑒𝑡 )
∑𝑒=1 1
𝑒=1

+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 (𝐸𝑦𝑦,𝑒,𝑠𝑢𝑏 − 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 ) + 𝑝𝑒,𝐸𝑥𝑥 ,𝑗 𝜆2,𝑒,𝐸𝑥𝑥 (𝐸𝑥𝑥,𝑒,𝑠𝑢𝑏
− 𝐸𝑥𝑥,𝑒,𝑠𝑦𝑠 )
The derivative of the Lagrangian is found with respect to a change in 𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 .

∂ℒ
∂𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

𝑀

𝑁

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
1
= −𝑤1 ∑ ∑
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛
𝑚=1 𝑒=1

𝑁

+ (1 − 𝑤1 )(−1) ∑
𝑒=1

+ 𝜆1

𝜕 𝑒𝑟𝑟𝑜𝑟𝑒
1
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛

1
𝜕𝛿𝑒
𝑁
∑𝑒=1 1 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

(A2.14)

𝜌𝑒 + 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 = 0

The following equations should be true at the optimal design.
𝑀

𝑁

−𝑤1 ∑ ∑
𝑚=1 𝑒=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
1
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛
𝑁

+ (1 − 𝑤1 )(−1) ∑
𝑒=1

𝜕 𝑒𝑟𝑟𝑜𝑟𝑒
1
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛

+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦 = −𝜆1

1
𝜕𝛿𝑒
𝑁
∑𝑒=1 1 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

244

𝜌𝑒

(A2.15)

𝑀

𝑁

𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 = −𝑤1 ∑ ∑
𝑚=1 𝑒=1

𝑇
𝜕(𝑈𝑒,𝑚
𝐾𝑒 𝑈𝑒,𝑚 )
1
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠
𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑎𝑥 − 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐,𝑀𝑖𝑛
𝑁

+ (1 − 𝑤1 )(−1) ∑
𝑒=1

𝜕 𝑒𝑟𝑟𝑜𝑟𝑒
1
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑎𝑥 − 𝐽𝐸𝑟𝑟𝑜𝑟,𝑀𝑖𝑛

(A2.16)

+ 𝑝𝑒,𝐸𝑦𝑦 ,𝑗 𝜆2,𝑒,𝐸𝑦𝑦

𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟
=1
1
𝜕𝛿𝑒
−𝜆1 𝑁
𝜌
∑𝑒=1 1 𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠 𝑒

Figure A2.8 provides a method for calculating

𝜕 𝑒𝑟𝑟𝑜𝑟𝑒
.
𝜕𝐸𝑦𝑦,𝑒,𝑠𝑦𝑠

(A2.17)

The optimization should then

proceed similar to the method in Chapter 8 starting at Equation (8.18).
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The goal of this appendix is to demonstrate that the optimal criteria optimization method
can be used to optimize the isotropic gradient material distribution. In Chapter 4, an augmented
Lagrangian multiplier with was used to add the volume constraint to the gradient material
optimizer. This method worked. However, the Lagrangian multipliers change slowly which then
requires a high number of iterations and FEA calls. An optimal criteria method could likely the
number of FEA calls. The constraint is slightly modified to farther reduce the coupling of the
topology and gradient material optimization.

𝑅𝑡𝑎𝑟𝑔𝑒𝑡 =

𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =

𝑉1
𝑉2

(A3.2)

∫Ω 𝜔1 𝜌 𝑑Ω𝑑
𝑑

(A3.3)

∫Ω (1 − 𝜔1 )𝜌 𝑑Ω𝑑
𝑑

𝑅𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 0

(A3.4)

Equation (4.21) is replaced with the following Lagrangian.
ℒ = 𝐽𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + λ2 (𝑅𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )

(A3.5)

∫Ω 𝜌 𝑑Ω𝑑
∂ℒ
𝜕𝐽
𝑑
=
+ 𝜆2 (0 −
)=0
∂ω1 𝜕𝜔1
∫ −𝜌 𝑑Ω

(A3.6)

∂ℒ
𝜕𝐽
=
+ 𝜆2 = 0
∂ω1 𝜕𝜔1

(A3.7)

Ω𝑑
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𝑑

At the optimal location, the following equation must be true. The 𝜆1 is solved for at each
iteration using a bisection algorithm.
𝜕𝐽
𝜕𝜔1
=1
𝜆2

(A3.8)

An update scheme is formed. Move limits can also be applied to help stabilize the algorithm.

𝜔𝑖+1

𝜕𝐽
𝜕𝜔
√ 1
= 𝜔𝑖
𝜆2

(A3.9)

Table A3.1 shows that the algorithm minimize the objective and satisfies the constraints. The
optimization parameters are kept the same as Table 4.2. The optimal criteria method converges
much faster than the augmented Lagrangian multipliers method. This fast convergence is
evident when the results in Table A3.1.
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Table A3.1 Comparing Optimization techniques.
Augmented Lagrangian Multiplier

Optimal Criteria

116

117

Output
Design

Tracking
Objectives
and
Constraints

Objective
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