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Let G be a (topological) group. For 2  d ∈ N, denote by μd(G)
the largest m for which there exists an m-tuple of elements of G
such that any of its d entries generate G (topologically). We obtain
a lower bound for μd(G) in the case when G is a prosolvable
group. Our result implies in particular that if G is d-generated
then the difference μd(G) − d tends to inﬁnity when the smallest
prime divisor of the order of G tends to inﬁnity. One of the aim
of the paper is to draw the attention to an intriguing question in
linear algebra whose solution would allow to improve our bounds
and determine the precise value for μd(G) in several relevant
cases, for example when d = 2 and G is a prosolvable group.
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1. Introduction
Let d be a positive integer greater than or equal to 2, and let G be a discrete or proﬁnite group
that can be topologically generated by d elements. If there is a largest integer m with the property
that there exists an m-tuple of elements of G such that any d entries together (topologically) generate
G then denote this number by μd(G), and otherwise set μd(G) equal to ∞. If G cannot be generated
by d elements then set μd(G) = 0.
The case d = 2 has a particular signiﬁcance, since it is related to the study of the generating graph
Γ (G) of G . This is the graph deﬁned on the elements of G in such a way that two distinct vertices
are connected by an edge if and only if they generate G . The number μ2(G) is the clique number of
Γ (G), i.e. the maximum size of a complete subgraph in Γ (G).
It is very diﬃcult to determine the precise value of μd(G), even in the case of abelian groups.
For example if G is an elementary abelian p-group of rank d, then it is not diﬃcult to show that
μd(G) = d + 1 if p < d, while only recently S. Ball [3, Theorem 1.7] proved that μd(G) = p + 1 if
✩ Research partially supported by MIUR-Italy via PRIN “Group theory and applications”.
* Corresponding author.
E-mail addresses: crestani@math.unipd.it (E. Crestani), lucchini@math.unipd.it (A. Lucchini).0021-8693/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jalgebra.2012.07.014
60 E. Crestani, A. Lucchini / Journal of Algebra 369 (2012) 59–69p  d. Notice that this last statement is equivalent to say that the following conjecture, proposed by
B. Segre [8] in 1955, is true if q is a prime: a set S of vectors of the vector space Fdq , with the property
that every subset of S of size d  q is a basis, has size at most q + 1, unless q is even and d = 3 or
d = q − 1.
If G = 〈g1, . . . , gd〉, then any d entries of the (d + 1)-uple (g1, . . . , gd, g1 · · · gd) generate G , hence
μd(G)  d + 1 whenever G is d-generated. The results obtained in this paper show that μd(G) is
much larger than d + 1 if |G| has not “small” prime divisors. For example we will prove:
Theorem 1.1. If G is a d-generated proﬁnite group with d  2 and p is the smallest prime divisor of |G|, then(μd(G)
d−1
)
> p.
The previous result is a corollary of a more precise statement. We say that A = X/Y is a chief
factor of G if X and Y are open normal subgroups of G and X/Y is a minimal normal subgroup
of G/Y . Let A be the set of the chief factors X/Y of G with the property that X/Y has more than
one complement in G/Y .
Theorem 1.2. Let G be a d-generated prosolvable group with d  2. Assume that a positive integer t satisﬁes
the following property:
(1) t  |A| for each A ∈A with CG(A) = G.
(2)
(t−1
d−1
)
 |EndG(A)| for each A ∈A with CG (A) = G.
Then μG(d) t.
The previous result allows to compute the precise value of μd(G) in some relevant cases: for
example, in the case d = 2 we obtain the following corollary.
Corollary 1.1. Letπ be a set of prime numbers and let p be the smallest prime in π . If G is the free pro-π -group
of rank 2, then μ2(G) = p + 1.
Assume that G is a 2-generated ﬁnite group and let σ(G) denote the least number of proper sub-
groups of G whose union is G . Since a set that generates G pairwise cannot contain two elements
of any proper subgroup, we must have that μ2(G)  σ(G). In general μ2(G) = σ(G); for example
μ(Alt(5)) = 8 and σ(Alt(5)) = 10. However no example is known of a ﬁnite 2-generated solvable
non-cyclic group G with μ2(G) = σ(G) and in [7] it was proved that μ2(G) = σ(G) if G has Fitting
length 2 (we will see in Section 4 that this result can be easily obtained also as a corollary of Theo-
rem 1.2). The exact value of σ(G) when G is a 2-generated non-cyclic solvable group was determined
by Tomkinson [9]; he proved that σ(G) = q + 1, where q is the minimal size of a chief factor of G
having more than one complement. Combined with Theorem 1.2, this implies:
Corollary 1.2. If G is a ﬁnite, 2-generated, non-cyclic, solvable group and A is the set of the chief factors G
having more than one complement, then
min
A∈A
(
1+ ∣∣EndG(A)∣∣)μ2(G) σ(G) = min
A∈A
(
1+ |A|).
A question in linear algebra plays a crucial role in the study of the value of μd(G) when G is
solvable. Denote by Mr×s(F ) the set of the r × s matrices with coeﬃcients over the ﬁeld F . Let
A1, . . . , Ad ∈ Mn×n(F ). If the n × nd matrix A = ( A1 · · · Ad ) has rank n, then the n rows of A
are linearly independent and can be completed to a basis of the vector space Fnd , hence there exist
B1, . . . , Bd ∈ Mn(d−1)×n(F ) with the property that
det
(
A1 · · · Ad
B · · · B
)
= 0.1 d
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that for all 1  i1 < i2 < · · · < id  t , the n × dn matrix ( Ai1 · · · Aid ) has rank n. Can we ﬁnd
B1, . . . , Bt ∈ Mn(d−1)×n(F ) with the property that
det
(
Ai1 · · · Aid
Bi1 · · · Bid
)
= 0
whenever 1  i1 < i2 < · · · < id  t? The answer is not in general aﬃrmative: for example if the
matrices A1, . . . , At are all equal and t is larger than the number of possible choices for Bi , then
there is no solution to the problem. In Section 3 we will prove that the answer is aﬃrmative if(t−1
d−1
)
 |F |, except in the case when (n, t) = (1, |F | + 1) and Ai = 0 for each 1 i  t . However this
result is not best possible. The discussion of some concrete examples indicates that the answer is still
aﬃrmative even when
(t−1
d−1
)
is much larger that |F | and in any case a more satisfactory result should
take into account also the value of n. Unfortunately this seems a quite diﬃcult problem but we hope
that this paper can draw the attention to this intriguing question in linear algebra. Any positive result
in this direction could immediately lead to an improvement of the bound given by Theorem 1.2.
2. The critical case
Let V be a ﬁnite dimensional vector space over a ﬁnite ﬁeld of prime order. Let H be a linear
solvable group acting irreducibly and faithfully on V . Suppose that H can be generated by d elements.
For a positive integer u we consider the semidirect product G = V u  H where H acts in the same
way on each of the u direct factors. Put F = EndH (V ).
Proposition 2.1. Assume H = 〈h1, . . . ,hd〉 and let wi = (vi,1, . . . , vi,u) ∈ V u with 1 i  d. The following
are equivalent.
(1) G = 〈h1w1, . . . ,hdwd〉;
(2) there exist λ1, . . . , λu ∈ F and w ∈ V with (λ1, . . . , λu,w) = (0, . . . ,0,0) such that∑1 ju λ j vi, j =
w − whi for each i ∈ {1, . . . ,d}.
Proof. Let K = 〈h1w1, . . . ,hdwd〉. First we prove, by induction on u, that if K = G then (2) holds.
Let hi = hi(vi,1, . . . , vi,u−1,0) and let K = 〈h1, . . . ,hd〉. If K  V u−1H , then, by induction, there ex-
ist λ1, . . . , λu−1 ∈ F and w ∈ V with (λ1, . . . , λu−1,w) = (0, . . . ,0,0) such that ∑1 ju−1 λ j vi, j =
w − whi for each i ∈ {1, . . . ,d}. In this case λ1, . . . , λu−1,0 and w are the requested elements. So
we may assume K ∼= V u−1H . Set Vu = {(0, . . . ,0, v) | v ∈ V }. We have K Vu = K Vu = G and K = G;
this implies that K is a complement of Vu in G and therefore there exists δ ∈ Der(K , Vu) such that
δ(hi) = vi,u for each i ∈ {1, . . . ,d}. However, by Propositions 2.7 and 2.10 of [1], we have H1(K , Vu) ∼=
F u−1. More precisely if δ ∈ Der(K , Vu), then there exist an inner derivation δw ∈ Der(H, V ) and
λ1, . . . , λu−1 ∈ F such that for each h(v1, . . . , vu−1,0) ∈ K we have δ(h(v1, . . . , vu−1,0)) = δw(h) +
λ1v1 + · · · + λu−1vu−1 = wh − w + λ1v1 + · · · + λu−1vu−1. In particular ∑1 ju−1 λ j vi, j − vi,u =
w − whi for each i ∈ {1, . . . ,d}.
Conversely, if (2) holds then 〈h(v1, . . . , vu) | w − wh = λ1v1 + · · · + λu vu〉 is a proper subgroup of
G containing K . 
Let n be the dimension of V over F . We may identify H = 〈h1, . . . ,hd〉 with a subgroup of
GL(n, F ). In this identiﬁcation hi becomes an n × n matrix Xi with coeﬃcients in F . Let wi =
(vi,1, . . . , vi,u) ∈ V u . Then every vi, j can be viewed as a 1 × n matrix. Denote the u × n matrix with
rows vi,1, . . . , vi,u by Ai . By Proposition 2.1, the elements h1w1, . . . ,hdwd generate a proper subgroup
of G if and only if there exists a non-zero vector (λ1, . . . , λu;μ1, . . . ,μn) in F u+n such that
(λ1, . . . , λu)Ai = (μ1, . . . ,μn)(1− Xi) for each 1 i  d.
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the property that Xi maps to hi under the projection from G to H if and only if there exist u × n
matrices A1, . . . , Ad with
rank
(
1− X1 · · · 1− Xd
A1 · · · Ad
)
= n + u. (1)
From this it follows that G cannot be generated by d elements if n + u > nd. Notice also that if
X1, . . . , Xd are n × n matrices generating the matrix group H , then the linear map α : Fn → (Fn)d ,
w 
→ (w(1− X1), . . . ,w(1− Xd)) is injective (if w ∈ kerα then wXi = w for each i ∈ {1, . . . ,d}, against
the fact that X1, . . . , Xd generate a non-trivial irreducible group); the matrix (1− X1 · · · 1− Xd )
has rank n, and so it is possible to ﬁnd A1, . . . , Ad satisfying (1) whenever n + u  nd. Hence
d(V u  H)  d whenever u  n(d − 1). The case u = n(d − 1) is of special importance. In this case
our observations yield:
Proposition 2.2. Let u = n(d − 1). Assume that (X1, . . . , Xt) is a t-tuple of elements of H such that any
d-entries together generate H. Then there exists a t-uple (X1, . . . , Xt) of elements of G = V u  H such that
any d-entries together generate G (so that for all i with 1 i  t the element Xi is the projection of Xi under
the projection from G to H) if and only if there exist n × n matrices A1, . . . , At such that for all 1 i1 < i2 <
· · · < id  t we have
det
(
1− Xi1 · · · 1− Xid
Ai1 · · · Aid
)
= 0.
Lemma 2.1. If G is an elementary abelian p-group of rank d, then μd(G) p + 1.
Proof. It follows from a more general fact. Consider the vector space Fdq of dimension d over the ﬁeld
Fq of size q. If q + 1 d, then
{(
1, t, t2, . . . , td−1
) ∣∣ t ∈ Fq}∪ {(0, . . . ,0,1)}
is a set of size q + 1, with the property that every subset of size d is a basis. 
3. A problem in linear algebra
Let Mr×s(F ) be the set of the r × s matrices over the ﬁeld F . Assume that d, t are positive integers
with 2 d  t . We say that (A1, . . . , At) is a (t,d)-family in Mn×n(F ) if, for all 1 i1 < · · · < id m,
the n × dn matrix ( Ai1 · · · Aid ) has rank n. Moreover we say that (B1, . . . , Bt) is a completion
for the (t,d)-family (A1, . . . , At) if B1, . . . , Bt are elements of Mn(d−1)×n(F ) with the property that,
whenever 1 i1 < i2 < · · · < id  t , we have
det
(
Ai1 · · · Aid
Bi1 · · · Bid
)
= 0.
In this section we want to discuss the following question.
Question 3.1. Under which assumptions does a (t,d)-family (A1, . . . , At) admit a completion
(B1, . . . , Bt)?
A ﬁrst easy remark shows that we can ﬁnd a completion for a (t,d)-family in M(n, F ) if |F | is
large with respect to t . Precisely we have:
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(t−1
d−1
)
< |F |, then (A1, . . . , At) admits a com-
pletion. In particular any (t,d)-family over M(n, F ) admits a completion if F is an inﬁnite ﬁeld.
Proof. Consider n2 · t · (d − 1) indeterminates xδ with
δ = (i, j,k) ∈  = {1, . . . , t} × {1, . . . ,n(d − 1)}× {1, . . . ,n}
and let R be the polynomial ring F [xδ | δ ∈ ]. For 1  i  t , consider the n × n matrix Xi over R ,
whose ( j,k)-th entry is the indeterminate xi, j,k . Let Ω be the set of subsets of {1, . . . , t} of cardinal-
ity d. If ω = {i1, . . . , id} ∈ Ω , then
fω = det
(
Ai1 · · · Aid
Xi1 · · · Xid
)
∈ R.
Since ( Ai1 · · · Aid ) has rank n, there exists a family {Ci1 , . . . ,Cid } of n(d − 1) × n matrices with
det
(
Ai1 · · · Aid
Ci1 · · · Cid
)
= 0,
hence fω = 0. In particular f = ∏ω∈Ω fω = 0. Assume that either F is inﬁnite or the degree of
the polynomial f in xδ is smaller than |F | for each δ ∈ . In this case the polynomial function
corresponding to f assume non-zero values, so we can ﬁnd (bδ)δ∈ ∈ F with f (bδ | δ ∈ ) = 0. In
particular fω(bδ | δ ∈ ) = 0 for each ω ∈ Ω , hence the matrices B1, . . . , Bt , obtained from X1, . . . , Xt
giving to xδ the value bδ , are a completion for the family (A1, . . . , At). Let δ = (i, j,k) ∈ . The degree
of the polynomial fω in xδ is at most 1 and it is zero if i /∈ ω. Since there are precisely
(t−1
d−1
)
elements
ω ∈ Ω with i ∈ δ, we conclude that the degree of the f in xδ is at most
(t−1
d−1
)
. 
Lemma 3.2. Let F be a ﬁnite ﬁeld of cardinality q and denote by In the n × n identity matrix. If t  qn, then
the (t,d)-family (In, . . . , In) admits a completion.
Proof. The ring Mn×n(F ) contains a subring {F1, . . . , Fqn } isomorphic to the ﬁnite ﬁeld of order qn .
For each 1 i  qn , consider the n(d − 1) × n matrix
Bi =
⎛
⎜⎜⎝
Fi
F 2i
...
Fd−1i
⎞
⎟⎟⎠ .
If 1 i1 < · · · < id  t , then
det
(
In · · · In
Bi1 · · · Bid
)
=
∏
1ir<isid
det(Fis − Fir ) = 0.
Therefore (B1, . . . , Bt) is a completion for the (t,d)-family (In, . . . , In). 
Lemma 3.3. Assume that (A1, . . . , At) is a (t,d)-family in Mn×n(F ) and that (Y1, . . . , Yt) are invertible ma-
trices in Mn×n(F ). If (A1, . . . , At) admits a completion, then (A1Y1, . . . , AtYt) admits a completion also.
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id  t , we have
det
(
Ai1Yi1 · · · Aid Yid
Bi1Yi1 · · · Bid Yid
)
= det
⎛
⎜⎜⎝
(
Ai1 · · · Aid
Bi1 · · · Bid
)⎛⎜⎜⎝
Yi1 0 · · · 0
0 Yi2 · · · 0
...
...
. . .
...
0 0 · · · Yid
⎞
⎟⎟⎠
⎞
⎟⎟⎠
= det
(
Ai1 · · · Aid
Bi1 · · · Bid
) ∏
1 jd
det Yi j = 0.
This implies that (B1Y1, . . . , BtYt) is a completion for (A1Y1, . . . , AtYt). 
Lemma 3.4. Let (A1, . . . , At) be a (t,d)-family in Mn×n(F ), where F is the ﬁnite ﬁeld with q elements. Assume
that the following conditions are satisﬁed:
(1)
(t−1
d−1
)
 q;
(2) if (n, t) = (1,q + 1) then Ai = 0 for some 1 i  t.
Then (A1, . . . , At) admits a completion.
Proof. Certainly (A1, A2, . . . , At) admits a completion if t = d, so we assume t > d.
First suppose det(Ai) = 0 for each 1  i  t . We have t − 1 
(t−1
d−1
)
 q and (n, t) = (1,q + 1),
hence t  qn . By Lemma 3.2, (In, . . . , In) = (A1A−11 , . . . , At A−1t ) admits a completion. By Lemma 3.3,
(A1, . . . , At) admits a completion also.
For the rest of this proof we assume det(A1) = 0. By Lemma 3.1, we may assume
(t−1
d−1
) = q.
Moreover since
(t−2
d−1
)
<
(t−1
d−1
)= q, again by Lemma 3.1, there exists a completion (B2, . . . , Bt) for the
(t − 1,d)-family (A2, . . . , At). Let now X be an n(d − 1) × n matrix. Let us introduce some notations:
(1)  = {(i1, i2, . . . , id−1) ∈Nd−1 | 2 i1 < i2 < · · · < id−1  t};
(2) to each δ = (i1, i2, . . . , id−1) ∈ , we associate the n × nd matrix
Aδ = ( A1 Ai1 · · · Aid−1 )
and the n(d − 1) × nd matrix
Bδ = ( X Bi1 · · · Bid−1 ) .
For each positive integer m, we denote by Vm the m-dimensional vector space over F whose elements
are the m × 1 matrices with coeﬃcients over F and for 1 i m, let Ei be the matrix in Vm whose
only non-zero entry is 1 in position (i,1).
For δ ∈ , let
Kδ = ( Kδ,1 · · · Kδ,n(d−1) )
be an nd × n(d − 1) matrix whose columns are a basis of the kernel of the linear map γδ : Vnd → Vn
deﬁned by X 
→ Aδ X . Since rank(Aδ) = n, there exists an nd×n matrix Jδ such that Aδ Jδ = In . Notice
that (
Aδ
B
)
( Kδ Jδ ) =
(
AδKδ Aδ Jδ
B K B J
)
=
(
0 In
B K B J
)
.δ δ δ δ δ δ δ δ δ
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det
(
Aδ
Bδ
)
= 0 if and only if det(BδKδ) = 0.
Since (B2, . . . , Bt) is a completion for (A2, . . . , At), we deduce that (X, B2, . . . , Bt) is a completion for
(A1, A2, . . . , At) if and only if
det(BδKδ) = 0 for each δ ∈ .
Let u = n − rank(A). It follows from Lemma 3.3 that it is not restrictive to assume that the ﬁrst u
columns of A are equal to zero, i.e. E j ∈ kerγδ for 1 j  u. Let
wδ = n(d − 1) − rank ( Ai1 · · · Aid−1 ) and vδ = n(d − 1) − (wδ + u).
We may choose Kδ with the following properties:
(1) Kδ,i = Ei if 1 i  u;
(2) there is (mδ,1, . . . ,mδ,vδ ) ∈Nvδ with u <mδ,1 < · · · <mδ,vδ  n such that, for 1 i  vδ , Kδ,u+i =
Emδ,i + Lδ,i with Lδ,i ∈ 〈Ei |mδ,i < i  nd〉;
(3) Kδ,i ∈ 〈Ei | n + 1 i  nd〉 if 1+ u + vδ  i  n(d − 1).
Deﬁne Γδ = {1, . . . ,u,mδ,1, . . . ,mδ,vδ } and let Rδ = BδKδ . Denote by X1, . . . , Xn the columns of the
matrix X . The previous remarks imply that
Rδ = ( X1 · · · Xu Xmδ,1 + Yδ,mδ,1 · · · Xmδ,vδ + Yδ,mδ,vδ Zδ,1 · · · Zδ,wδ )
where Zδ,k does not depend on the choice of X while Yδ, j depends on X j+1, . . . , Xn but not on
X1, . . . , X j . For i ∈ Γδ let Rδ,i be the matrix obtained from Rδ removing the ﬁrst i − 1 columns if
i  u, the ﬁrst u + j − 1 columns if i =mδ, j > u.
Our task is to prove that we can choose X1, . . . , Xn in such a way that the columns of the matrix
Rδ are linearly independent for each δ ∈ . To do that, we prove by induction on n − r the following
claim:
Let 1 r  n. We can choose Xr, . . . , Xn in such a way that the columns of the matrix Rδ,r are linearly inde-
pendent for each δ ∈ Λr = {δ ∈  | r ∈ Γδ}.
First notice that the fact that B2 , . . . , Bt is a completion for the family A2, . . . , At ensures that the
elements of (Zδ,1, . . . , Zδ,wδ ) are linearly independent for each δ ∈ . Now assume that Xr+1, . . . , Xn
are chosen so that the columns of Rδ,s are linearly independent for each s > r and δ ∈ Λs . For δ ∈ Λr
let R∗δ,r be the matrix obtained from Rδ,r by removing the ﬁrst column and let Wδ,r be the vector
subspace of Fn(d−1) spanned by the columns of R∗δ,r . The ﬁrst column of Rδ,r is Xr +Y ∗δ,r , with Y ∗δ,r = 0
if r  u, Y ∗δ,r = Yδ,r otherwise. The choice of Xr+1, . . . , Xn ensures that the columns of R∗δ,r are linearly
independent, so in order to conclude that the columns of Rδ,r are linearly independent it suﬃces to
choose Xr + Y ∗δ,r /∈ Wδ,r , i.e. Xr /∈ −Y ∗δ,r + Wδ,r . First assume r > 1. For δ ∈ Λr , we have dimWδ,r 
n(d − 1) − 2 hence |−Y ∗δ,r + Wδ,r | qn(d−1)−2. In particular
∣∣∣∣ ⋃
δ∈Λ
(−Y ∗δ,r + Wδ,r)
∣∣∣∣ ||qn(d−1)−2 
(
t − 1
d − 1
)
qn(d−1)−2  qn(d−1)−1.r
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⋃
δ∈Λr (−Y ∗δ,r + Wδ,r) = Vn(d−1) and we may choose Xr /∈
⋃
δ∈Λr (−Y ∗δ,r + Wδ,r). Finally assume
r = 1. We have dimWδ,1  n(d−1)−1 hence |Wδ,1| qn(d−1)−1. In particular, since 0 ∈ Wδ,r for each
δ ∈ , we have
∣∣∣∣⋃
δ∈
Wδ,1
∣∣∣∣ 1+ ||(qn(d−1)−1 − 1) 1+ q(qn(d−1)−1 − 1)< qn(d−1).
Hence
⋃
δ∈ Wδ,1 = Vn(d−1) and we may choose X1 + Y ∗1 = X1 /∈
⋃
δ∈Λr Wδ,1. 
4. The main theorem
Let G be a ﬁnite solvable group, and let AG be a set of representatives for the irreducible G-groups
that are G-isomorphic to a complemented chief factor of G . For A ∈ AG let RG(A) be the smallest
normal subgroup contained in CG(A) with the property that CG(A)/RG(A) is G-isomorphic to a direct
product of copies of A and it has a complement in G/RG(A). The factor group CG(A)/RG(A) is called
the A-crown of G . The non-negative integer δG(A) deﬁned by CG (A)/RG(A) ∼=G AδG (A) is called the
A-rank of G and it coincides with the number of complemented factors in any chief series of G that
are G-isomorphic to A. If δG(A) = 0, then the A-crown is the socle of G/RG(A). The notion of crown
was introduced by Gaschütz in [6]. The same notion can be given in the context of proﬁnite groups
(see for example [5]). Indeed a countably based proﬁnite group G has a chain {Gn}n∈N of open normal
subgroups with the properties that
⋂
n∈N Gn = 1 and Gn/Gn+1 is a chief factor of G/Gn+1 for each
n ∈N. If G is ﬁnitely generated prosolvable group and A is an irreducible G-module, then the number
δG(A) of n ∈ N such that Gn/Gn+1 is complemented in G/Gn+1 and G-isomorphic to A is ﬁnite and
independent on the choice of the chain {Gn}n∈N .
Lemma 4.1. (See [2, Lemma 1.3.6].) Let G be a ﬁnite solvable group with trivial Frattini subgroup. There exists
a crown C/R and a non-trivial normal subgroup U of G such that C = R × U .
Lemma 4.2. (See [4, Proposition 11].) Assume that G is a ﬁnite solvable group with trivial Frattini subgroup
and let C, R,U be as in the statement of Lemma 4.1. If HU = HR = G, then H = G.
For A ∈AG let qA = |EndG(A)| and deﬁne
α(G) = min{qA ∣∣ A ∈AG , CG(A) = G and δG(A) > 1},
β(G) = min{qA ∣∣ A ∈AG , CG(A) = G},
setting α(G) = ∞ if δG(A) 1 for each A ∈ AG with CG(A) = G and β(G) = ∞ if CG (A) = G for all
A ∈AG .
Theorem 4.1. Let d be a positive integer greater than or equal to 2, and let G be a ﬁnitely generated prosolvable
group that can be generated by d elements. Assume that t ∈N satisﬁes the conditions
t  α(G) + 1 and
(
t − 1
d − 1
)
 β(G). (∗)
Then μd(G) t.
Proof. First we prove the theorem in the case when G is a ﬁnite solvable group. Let π∗G be the set
of the primes p with the property that the Sylow p-subgroup of G/G ′ is cyclic and not trivial and let
G∗/G ′ be the (π∗G)′-Hall subgroup of G/G ′ . We prove the following claim making induction on the
order of G . If t satisﬁes (∗), then there exists (g1, . . . , gt) ∈ Gt such that
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(2) gt ∈ G∗ .
If F = Frat(G) = 1, then there exists (g1F , . . . , gt F ) ∈ (G/F )t satisfying the two properties (1)
and (2). In particular gt F ∈ (G/F )∗  G∗F/F , hence there exists f ∈ F with gt f ∈ G∗ . Clearly
(g1, . . . , gt−1, gt f ) is a t-uple of elements of G with the requested properties. So we may assume
Frat(G) = 1. In this case, by Lemma 4.1, there exist a crown C/R of G and a normal subgroup U of G
such that C = R ×U . We have R = RG(A) for A ∈AG and U ∼=G Aδ for δ = δG(A). We distinguish two
cases:
(a) CG(A) = G . In this case G = C = R × U and U ∼= (Cq)δ for q = qA . Since α(R) = α(G/U ) α(G)
and β(R) = β(G/U )  β(G), there exists a t-uple (r1 , . . . , rt) ∈ Rt such that rt ∈ R∗ and any d-
entries together generate R . If δ = 1, then U = 〈u〉 is cyclic; we consider the t-uple (g1, g2, . . . , gt) =
(ur1,ur2, . . . ,urt−1, rt). If δ  2, then δ = d(U )  d(G) = d and, by Lemma 2.1, μd(U ) = μd(Cδq) 
μd(Cdq )  q + 1  α(G) + 1  t , hence there exists a t-uple (u1, . . . ,ut) of elements of U such that
any d entries together generate U ; we consider the t-uple (g1, g2, . . . , gt) = (u1r1,u2r2, . . . ,utrt).
In both the cases, if 1  i1 < · · · < id  t , then 〈gi1 , . . . , gid 〉R = 〈gi1 , . . . , gid 〉U = G , hence, by
Lemma 4.2, 〈gi1 , . . . , gid 〉 = G . If q ∈ π∗G then U is cyclic and gt = rt ∈ R∗ = G∗; otherwise gt = utrt ∈
R∗ × U = G∗ .
(b) CG (A) = G . In this case U is a direct product of non-central minimal normal subgroups of G , so
π∗G = π∗G/U and (G/U )∗ = G∗/U . By the inductive hypothesis, there exists (x1, . . . , xt) ∈ Gt such that
xt ∈ G∗ and 〈xi1 , . . . , xid 〉U = G whenever 1 i1 < · · · < id  t . Consider the factor group G = G/R . We
have that U = U R/R ∼=G Aδ and G ∼= Aδ  H , with H ∼= G/C , so we are in the situation described in
Section 2. We identify H with a subgroup of GL(n, F ), where n = dimF A and F is the ﬁeld with q = qA
elements. In this identiﬁcation, the t-uple (x1C, . . . , xtC) corresponds to a t-uple (X1, . . . , Xt) of ele-
ments of H with the property that any d entries together generate H . In particular (1− X1, . . . ,1− Xt)
is a (t,d)-family in Mn×n(F ). By hypothesis
(t−1
d−1
)
 β(G)  q. Moreover, if n = 1, then H is cyclic
and m = |H| divides q − 1. If there exists a prime divisor p of |H| with p /∈ π∗G , then t  α(G) 
p + 1  m + 1  q. Therefore (n, t) = (1,q + 1) implies G∗  C and 1 − Xt = 0. By Lemma 3.4,
(1 − X1, . . . ,1 − Xt) admits a completion. But then we deduce from Proposition 2.2, that there ex-
ist u1, . . . ,ut ∈ U with the property that 〈ui1xi1 , . . . ,uid xid 〉 = G whenever 1  i1 < · · · < id  t . Let
(g1, . . . , gt) = (u1x1, . . . ,utxt). If 1  i1 < · · · < id  t , then 〈gi1 , . . . , gid 〉R = 〈ui1xi1 , . . . ,uid xid 〉R = G
and 〈gi1 , . . . , gidU 〉 = 〈xi1 , . . . ,uid 〉U = G; therefore by Lemma 4.2, 〈gi1 , . . . , gid 〉 = G .
Now assume that G is a d-generated prosolvable group and let N be the family of the open normal
subgroups of G . For N ∈ N , let ΩN be the subset of the t-uple (x1, . . . , xt) ∈ Gt with the property
that 〈xi1 , . . . , xid 〉N = G whenever 1 i1 < · · · < id  t . Since α(G/N) α(G) and β(G/N) β(G), we
have that μd(G/N)  t , hence ΩN = ∅. Notice that if (x1, . . . , xt) ∈ ΩN , then x1N × · · · × xtN ⊆ ΩN
and actually ΩN is the (ﬁnite) union of all subsets of that type, thus ΩN is closed in Gt . Moreover,
if we choose N1, . . . ,Nr ∈ N , then ∅ = ΩN1∩···∩Nr ⊆ ΩN1 ∩ · · · ∩ ΩNr , so the family {ΩN }N∈N has
the property that every ﬁnite subfamily has non-empty intersection. As Gt is compact, the whole
family has non-empty intersection. Assume (g1, . . . , gt) ∈ ⋂N∈N ΩN . If 1  i1 < · · · < id  t , then〈gi1 , . . . , gid 〉N = G for each N ∈N , i.e. 〈gi1 , . . . , gid 〉 is a dense subgroup of G . 
Corollary 4.1. Let G be a d-generated proﬁnite group, with d 2 and let p be the smallest prime divisor of the
order of G (i.e. the smallest prime dividing the order of some ﬁnite epimorphic image of G). Then
(μd(G)
d−1
)
> p.
Proof. Certainly
(μd(G)
d−1
)
μd(G) d+ 1 3, hence the statement is true if p = 2. So we may assume
that p = 2. In particular, by the Odd Order Theorem, G is prosolvable and we may apply Theorem 4.1.
Let μ = μd(G); we have that either μ + 1 > α(G) + 1 p + 1 or
(μ+1−1
d−1
)
> β(G) p, otherwise we
would have μd(G)μ + 1. In both the cases, since
( μ
d−1
)
μ, we conclude
( μ
d−1
)
> p. 
Let σ(G) denote the least number of proper subgroups of G whose union is G . Theorem 4.1 allows
us to give a shorter proof of a result that has been already obtained in [7], concerning the exact value
of μ2(G) when the Fitting height of G is equal to 2.
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Proof. Let A be the set of the chief factors of G having more than one complement. By Theorem 4.1
and [9]
min
A∈A(1+ qA)μ2(G) σ(G) = minA∈A
(
1+ |A|).
Fix A ∈A with the property that qA  qB for each B ∈A and let H = G/CG (A). Consider the Fitting
subgroup Fit(G) of G: we have that Fit(G) CG(A) and by hypothesis G/ Fit(G) is nilpotent, hence H
is nilpotent. If H is not cyclic, then H , and consequently G , admits a central factor with more than
one complement and qA  p, where p is the order of this central factor. On the other hand Z(H) has
an element of order p and this implies that p divides the order of the multiplicative group of the ﬁeld
EndG(A), hence p  qA − 1, a contradiction. So H is cyclic, but then dimEndG (A) A = 1 and qA = |A|. It
follows that σ(G) σ(A  H) |A| + 1 = qA + 1μ2(G) and therefore σ(G) = μ2(G). 
Corollary 4.3. Letπ be a set of prime numbers and let p be the smallest prime inπ . If G is the free pro-π -group
of rank 2, then μ2(G) = p + 1.
Proof. There exists an open subgroup N of G with G/N ∼= Cp × Cp , hence μ2(G)  μ2(G/N) 
σ(G/N)  p + 1. Moreover μ2(G)  d(G) + 1 = 3. If p = 2 then μ2(G) = 3. If p > 2, then G is pro-
solvable by the Odd Order Theorem and β(G) α(G) = p, so μ2(G) p + 1 by Theorem 4.1. 
As we noticed in the introduction, our lower bound for μd(G) is not the best possible and in
the particular case of 2-generated ﬁnite solvable groups it remains open the question how large can
be the difference σ(G) − μ2(G). In this context, it can be interesting the discussion of the follow-
ing example. Let H = Γ L(1,8): H is a solvable absolutely irreducible subgroup of GL(V ), with V a
3-dimensional vector space over the ﬁeld F2 with 2 elements. We are in the situation described in
Section 2. The semidirect product G = V 3  H (where H acts in the same way on each of the 3 direct
factors) is 2-generated. The set A of the chief factors with more than one complement consists only
of 2-elements: A1 ∼=G V and A2 ∼= C7. Using Corollary 1.2, we can only conclude
3 = ∣∣EndG(A1)∣∣+ 1μ2(G) σ(G) |A2| + 1 = 8.
However, the arguments introduced in Sections 2 and 3, allow us to prove that μ2(G) = σ(G) = 8.
We have H = 〈 f , σ | f 7 = 1, σ 3 = 1, f σ = f 2〉 and the 8 elements h1 = σ , h2 = σ f , . . . ,h7 = σ f 6,
h8 = f pairwise generate H . For each 1  i  8, let Ai be the 3 × 3 matrix over F2 representing
the endomorphism 1 − hi with respect to a ﬁxed basis of V . We have that (A1, . . . , A8) is an (8,2)-
family in M3×3(F2) and, by Proposition 2.2, μ2(G) = 8 if (A1, . . . , A8) admits a completion. Notice
that CV (hi) has dimension 1 if 1  i  7 while CV (h8) = {0}, hence rank(Ai) = 2 if 1  i  7 and
rank(A8) = 3. For 1 i  8, let Vi be the subspace of F 32 spanned by the columns of the matrix Ai . If
1 i < j  7 then, since rank ( Ai A j ) = 3, it must be Vi = V j . Therefore {V1, . . . , V7} coincides with
the set of all the 2-dimensional subspaces of F 32 and by Lemma 3.3 (A1, . . . , A8) admits a completion
if and only if (A∗1, . . . , A∗8) admits a completion, where
A∗1 =
(0 0 0
0 1 0
0 0 1
)
, A∗2 =
(0 1 0
0 0 0
0 0 1
)
, A∗3 =
(0 1 0
0 0 1
0 0 0
)
, A∗4 =
(0 0 1
0 0 1
0 1 0
)
,
A∗5 =
(0 0 1
0 1 0
)
, A∗6 =
(0 1 0
0 0 1
)
, A∗7 =
(0 1 0
0 1 1
)
, A∗8 =
(1 0 0
0 1 0
)
.0 0 1 0 0 1 0 0 1 0 0 1
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B∗1 =
(1 0 0
1 0 1
0 1 0
)
, B∗2 =
(0 1 1
0 0 1
1 0 0
)
, B∗3 =
(1 0 0
0 1 1
1 0 1
)
, B∗4 =
(1 0 0
0 0 1
0 1 1
)
,
B∗5 =
(1 0 0
1 1 0
1 0 1
)
, B∗6 =
(0 0 1
1 0 0
0 1 0
)
, B∗7 =
(0 1 0
1 0 0
1 1 1
)
, B∗8 =
(1 1 0
1 0 1
0 0 1
)
.
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