The image of a sub-resolution nano-particle in fluorescence microscopy corresponds to a slice of the 3D point spread function (PSF). This slice relates to the out-of-focus distance of the nano-particle. In this paper, we investigate to which extent it is possible to estimate the out-of-focus distance of the nano-particle from a 2D image based on the knowledge of the 3D PSF.
INTRODUCTION
Single particle tracking (SPT) has numerous applications in the fields of biophysics [1] , cell biology [2, 3] , and singlemolecular research studies [4] . Special techniques have been developed to perform precise 3D-SPT [5, 6] . Most notably in [7] , it is demonstrated experimentally that precise 3D tracking of a nano-particle can be done from a 2D image sequence in video fluorescence microscopy.
A nano-particle with a diameter below the microscope's resolution can be approximated as a point source. Consequently, its 2D image is directly related to the PSF at the corresponding defocusing distance. Speidel et al. [7] looked at a nano-particle that is sufficiently out-of-focus. They experimentally observed a linear relationship between the radius of the outermost ring of the nano-particle's image and its out-of-focus distance. Using this link, they obtained an estimate of the defocusing distance based on the measurement of the radius of the imaged nano-particle.
In this paper, we propose to improve the estimation of the nano-particle's axial position by using all the image information available-not just the outer ring. We investigate the feasibility of this model-based approach and determine its theoretical limits. To this end, we compute the CRB based on a 3D PSF for a typical fluorescence microscopy setting and a Poisson noise model. We examine the CRB as function of the true axial position of the nano-particle for different noise levels and window sizes. We observe a high CRB around the in-focus position, while the best performance is predicted at a defocusing distance of 0.5-1.0 µm.
The theoretical results are validated on simulation experiments using estimators based on the least-squares (LS) and normalized cross-correlation (NCC) criterion. Both methods build a reference stack from the 3D PSF model that is then matched to the data to find the optimal axial distance. Although neither of these methods is the maximumlikelihood estimator (MLE), their precision becomes very close to the one predicted by the CRB. This paper is organized as follows. In Sect. 2, we describe the image formation model used throughout our work. We give the theoretical 3D PSF, and we formulate a Poisson-noise model that is appropriate for fluorescence microscopy. In Sect. 3, we compute and discuss the CRB. In Sect. 4, LS and NCC estimators are applied for simulated experiments.
IMAGING MODEL
The image formation in fluorescence microscopy can be described as:
where * denotes the convolution, s(x, y, z) the 3D object intensity distribution, h(x, y, z) the 3D PSF of the microscope. The resulting 2D image f (x, y; z 0 ), taken at the detector plane of the microscope, corresponds to a certain slice at z = z 0 . For a sub-resolution nano-particle, the object intensity distribution is represented by a Dirac; i.e., s(x, y, z) = δ(x, y, z).
In Fig. 1 , the image formation is depicted for two single point sources at different positions on the optical axis. The optical system of the microscope is shown as a single lens. The rays in full line originate from an in-focus point source at z 0 = 0 and properly focus on the detector plane. From the other hand, the rays in dotted line originate from an outof-focus point source at z 0 = 0 and give rise to a defocused image.
In general, the defocusing effect of the microscope for a point source placed at axial position z, is described by the 3D PSF evaluated at the according axial distance. The acquired image corresponds to the sampled, noisy version:
where n[i, j] represents the signal-dependent noise, and T x , T y are the sampling steps in the x and y directions, respectively.
Defocusing model
The expression of the 3D PSF at the object side in fluorescence microscopy is given by [8] :
where R(ρ) is the pupil function of the lens, J 0 is a Bessel function of the first kind of order zero, α is a maximal angle of convergence, M is the magnification factor of the lens, d 1 is the axial working distance from the object to the lens, and λ is the emission wavelength. For a circular lens, the pupil function R(ρ) simply reduces to one. The axial working distance is can be considered as a constant multiplication factor. The parameters that we use further on are for a typical fluorescence microscope: NA = 1.25, λ = 550nm, n oil = 1.515, T x , T y = 52nm, α = 2 sin −1 (NA/n oil ).
Noise model
In fluorescence microscopy, the dominant source of the noise originates from the uncertainty in photon counting of 
where c is the conversion factor; i.e., the number of photons needed to increase intensity with one quantization level. The detected number of photons for each pixel follows a Poisson distribution with mean q ref [i, j; z] [9] . In general, the SNR is given by SNR = 10 log(E s /E n ), where E s and E n denote the signal and noise power, respectively. Since the detection of photons at each pixel is an independent Poisson process, the signal and noise powers are given by
Therefore, the expression of the SNR can be rewritten as
To compute the CRB or to simulate experimental data, one typically wants to specify the desired SNR for the infocus image. The corresponding conversion factor is then c = 10
CRAMER-RAO BOUND
The CRB yields the lower bound on the error for any unbiased estimator of a parameter [10] . It requires the determination of the log-likelihood function i,j∈S ln P (q[i, j; z 0 ]) for the photon counts q[i, j; z o ] at each observed pixel [i, j] in a support S. According to our noise model, P (·) represents the Poisson probability density function. The CRB states that
whereẑ is our estimate of the true axial position z 0 . In practice, we choose the support S to be a squared template around the imaged nano-particle (see Fig. 3 ). Now we can introduce the Poisson probability density function, given by
where
is the noise-free photon count at pixel [i, j] and defocusing distance z. The CRB simplifies to (10) where c 0 = 4π sin 2 (α/2)/λ and c 1 = 2π sin α/λ.
We now have all elements to calculate the CRB. In Fig. 2 (a) , we show the standard deviation on the axial coordinate estimate as obtained by the CRB. Clearly, the CRB depends on the axial position. Near the in-focus position, the term (10) becomes very small, resulting into a high error estimate. Interestingly, the most accurate estimation (i.e., lowest error bound) is obtained between 0.5 and 1.0 µm. More defocus increases the error bound, mainly due to the relative decrease of signal. Each curve corresponds to a different SNR in the in-focus plane. In Fig. 2 (b) , the CRB is plotted for different template sizes at three axial positions. Depending on the expected axial range to be covered and SNR, these curves can help to adequately select the template size. Fig. 3 . Reference stack of a nano-particle placed at different axial positions z = k∆z, (k = 1, 2, .., n) .
VALIDATION BY ESTIMATION METHODS
We describe two axial position estimation algorithms (i.e., based on LS and NCC), and we validate our theoretical findings by performing simulations.
First, we construct a uniformly sampled reference stack of the 3D PSF model; i.e., each slice corresponds to the image of a nano-particle placed at a given axial position, as shown in Fig. 3 . The axial spacing ∆z should be sufficiently small to allow high precision. Next, we simulate experimental data by computing the intensity level according to (2) for a specified axial position. For a given SNR, the conversion factor links the intensity level to the average photon count, which provides the mean of the Poisson process. The noisy simulated image data is obtained as a realization of this process, which is then converted to intensity level values.
In the first estimation method, the axial position is estimated by minimizing the squared error between the measured nano-particle and the reference stack:
In the second method, we maximize the normalized cross-correlation coefficient between the measured nanoparticle and the reference stack:
We have initially selected the axial spacing of the reference stack below the CRB: ∆z = 1nm. In Fig. 4 , we show the average error for both estimators using 20 realizations for each axial position. We also mention that the standard deviation on this error varies between 5 and 20nm. Clearly, the CRB is confirmed by these measurements for each estimator.
From a practical point of view, the LS method is sensitive to the intensity scaling of a reference stack and requires a background subtraction. The NCC, on the other hand, is a shape-based method, which makes it more flexible and a good candidate for a robust implementation. The CRB can be applied to adequately select the spacing between slices in the reference stack. 
CONCLUSION
In this paper, we investigated the feasibility of axial tracking of a nano-particle. The image formation model incorporates a 3D PSF (for the defocusing effect) and a Poisson noise model. We computed the theoretical lower bound for the error in the estimation of the axial position. We performed simulation experiments which confirm our theoretical findings.
In the future work, we intend to further validate our results using real experimental data. We will also extend the technique for tracking moving nano-particles.
