We present NAVREN-RL, an approach to NAVigate an unmanned aerial vehicle in an indoor Real ENvironment via end-to-end reinforcement learning (RL). A suitable reward function is designed keeping in mind the cost and weight constraints for micro drone with minimum number of sensing modalities. Collection of small number of expert data and knowledge based data aggregation is integrated into the RL process to aid convergence. Experimentation is carried out on a Parrot AR drone in different indoor arenas and the results are compared with other baseline technologies. We demonstrate how the drone successfully avoids obstacles and navigates across different arenas. Video of the drone navigating using the proposed approach can be seen at https://youtu.be/yOTkTHUPNVY
I. INTRODUCTION
Over the past decade, there has been considerable success in using Unmanned Aerial Vehicles (UAVs) or drones in varied applications such as reconnaissance, surveying, rescuing and mapping. Irrespective of the application, navigating autonomously is one of the key desirable features of UAVs both indoors and outdoors. Several solutions have been proposed to make drones autonomous in an indoor environment. There has been significant work towards using additional dedicated sensing modalities such as RADAR [1] and LIDAR [2] , which provide high accuracy in navigation and obstacle avoidance thus enabling autonomous flights possible. But when the payload and the cost is taken into account, such systems are heavy and expensive, making them almost impossible to be used in low cost Micro Aerial Vehicles (MAV). Ultrasonic SONAR is a cheap alternative but suffers from lack of accuracy and reduced field of view (FOV). Hence for MAVs, using the on-board and relatively cheap sensors, in particular cameras, is an attractive option for autonomous indoor navigation.
In recent years, RL has been extensively explored for different type of robotic tasks. The model-free nature of RL makes it suitable in the problems where little or nothing is known about the environment. RL has been successfully implemented in games and has shown beyond human level performance [3] , [4] . However, RL is a data-hungry method and often requires more data compared to other supervised techniques to generate comparable results. The requirement of a large training data-size is often addressed by training in a simulated environment. However, if the environment is unknown, off-line training presents low accuracy and higher crash rates. So far, limited success has been achieved training in real environments. Further, ensuring safety of the agent during training is also challenging.
In this paper we explore a single-camera-based autonomous navigation and obstacle avoidance for MAVs in real environments. Traditional systems employ handcrafted sensing and control algorithms to allow navigation and has led to significant progress in this field [5] , [6] . Recently, the success of deep neural networks have enticed researchers to study neuromorphic models of autonomous navigation [7] - [9] . In spite of the success of such machine learning models, we also recognize that true autonomy in intelligent agents will only emerge when bio-mimetic systems can perform continuous learning through interactions with the environment.
The main contributions of the paper are as follows:
• Demonstration of end-to-end Deep RL for collision avoidance using monocular images only and without the use of any other sensing modality. • Overcoming the issues associated with the implementation of RL in real environments by designing a suitable reward function that takes into account both the safety and sensor constraints. • Using expert data and knowledge based data aggregation to improve the RL convergence in real time.
II. RELATED WORK
Our principal goal is to enable the UAV to fly by itself in a real environment, without incurring any additional hardware or sensor cost. Most of the low-cost MAVs come equipped with an on-board camera and Inertial Measuring Unit (IMU). So the use of image frames for navigation is an area of active research. We have studied supervised learning for drone navigation. [10] collects a data-set of 11,500 videos of crashing and learns a neural network that classifies an image as "crash" or "no crash". Based on that knowledge, the authors use a handcrafted algorithm to steer and navigate the drone away from obstacles. [11] uses an indoor data-set and classifies the images according to the action taken by the drone. They define a set of five actions in the action space of the drone, hence posing the problem as a classification problem with five classes. A supervised image classifier with three classes is used in [12] to train a deep neural network for forest navigation. The data-set is collected by mounting three cameras on a hiker's head facing forward, left and right. [13] uses RL as the online learning mechanism to navigate a drone in a forest. A camera frame is taken and is pre-processed before it is fed to the RL system. This pre-processing uses handcrafted algorithms to extract lower dimensional features from the camera image. [14] uses simulated environments with a larger set of action space (1681 actions). The agent is trained for a deep neural network in 9 simulated environments and the performance is reported. The neural network trained in the simulations is then also tested in the real environment without any fine-tuning and has shown to perform well. Unfortunately, the performance of this approach greatly depends upon the correlation of the simulated and real environment. For the cases of unknown environments which has limited similarity with the simulated training environments, the agent is expected to behave poorly.
All of these previous demonstrations and approaches, in spite of their many successes, either require considerable human/expert intervention, handcrafted algorithms or are implemented offline in simulations, where the simulated and the real endowments need to be nearly identical.
III. DEEP REINFORCEMENT LEARNING (DRL)

A. Background on Reinforcement Learning (RL)
The idea of RL is to learn a control policy by interacting with the environment. In this paper, the goal achieved through RL is to take actions that lead to a collision free flight of the drone in a real environment. There is no goal position and the objective is to navigate through the arena safely. Consider the task of obstacle avoidance where the drone interacts with the environment in a sequence of actions, observations and reward calculations. At each time instant, the drone observes the current camera frame s. It takes an action a from an action space A and implements it. Implementing the action moves the drone to a new position where it observes a new camera frame s . This new camera frame along with the action taken will quantify a reward r. The goal of the system is to take actions maximizing the long term reward, i.e. at each time step t, we need to take an action that eventually leads us to a sequence of states s i with rewards r i for i ∈ {t + 1,t + 2,...} such that the future discounted return R t = ∑ T i=t γ i−t r i is maximized, where γ ∈ [0, 1] is the discount factor. Each of the state-action pair is assigned a Q value Q(s, a). During the learning phase these Q values are updated according to the Bellman optimality equation as follows
Bellman equation update ensures that in a given state s t selecting an action a t = max a Q(s t , a ) will result in maximizing the future discounted reward R t . These Q values are stored as an approximation of a function with states as input. In Deep Reinforcement Learning (DRL) the function to estimate these Q values is a deep neural network.
B. Challenges of implementing DRL in real environments
RL in real environments for collision avoidance is challenging, as listed below. The methodologies adopted in this paper to address them are described in the next section.
1) Reward generation: In real environments, the position of the agent and its distance from obstacles is not known. Hence extra sensing capabilities need to be added to the agent giving it a notion of depth which not only adds to the computation cost but also to the weight of the agent. In this paper, we demonstrate DRL using a single monocular camera.
2) Safety issues: RL works via a trial and error method. It is designed to learn from mistakes. For the task of collision avoidance, it means that the agent has to collide into the obstacles to learn. This collision can not only harm the agent, but also the environment. We propose a method of virtual crash and a crash reward to address this issue.
3) Resetting the agent to a suitable initial position: RL requires that the agent must be placed at proper initial position (usually the same) every time it crashes with an obstacle. In simulations, it is trivially achieved while in real environments it poses a challenge. We demonstrate a method of un-doing the drone's actions to achieve the same effect as resetting the drone's position.
4) Large online data-set requirement:
The amount of data required for implementing RL is large. Such training data requirement stems from the fact that the agent starts with little knowledge of the environment and takes random actions to explore it. As opposed to simulations where you can easily collect a large number of data-points, the data-set that can be collected in a real environment is limited. We use several techniques to address this issue, as described in the next section.
IV. NAVIGATION IN REAL ENVIRONMENTS VIA RL (NAVREN-RL)
We propose an end-to-end drone navigation methodology using expert data aided deep reinforcement learning on images acquired by a single camera. The end-to-end approach has been summarized in the block diagram shown in Figure 1 . We limit the action space to three actions A = {a F , a L , a R } where under the action a F the drone moves forward (by 0.25m), a L the drone turns left (45 o ) and a R the drone turns right (45 o ). To address the issues of real-time DRL, we explore the following solutions keeping in mind the agent's weight, cost, limited sensing capabilities, and environmental constraints.
A. Reward generation
Since we are not using any external sensing modalities, the reward needs to be generated from the image frame itself. We use the depth map of the state towards the generation of the reward. A depth map of a frame is an image of the same dimension with pixels intensities corresponding to the depth of the pixel in the input image. In the last few years various off-line learning algorithms have been explored to generate depth maps using a single image [15] - [17] . Due to its superior test accuracy, we use the approach proposed in [16] .
In order for the reward to be simple and meaningful, we use parts of the depth map towards reward generation. The depth map generated is divided into three windows. The depth in the windows is used to generate a notion of the distance to the closest obstacle in each of the three (left, center and right) directions. This distance is calculated by averaging the smallest n% pixel depth values. The value of n depends on the nature of the environment. If the environment is expected to have narrow (wide) obstacles, the value of n is relatively smaller (larger). We note that changing the window size dynamically with the global depth in the scene aids reward generation and improves accuracy. If the global depth of the image is greater, then the objects being seen in the frame are farther apart. We choose the relationship between the global depth and window size empirically to be [H, W ]/(0.75 × global depth + 0.5) where [H,W ] are the dimensions of the input frame from camera. This global depth based dynamic windowing can be seen in Figure 2 . The three local distances to the closest obstacle in corresponding directions are then put to use towards reward generation according to Algorithm 1 where α ∈ [0, 1] is a parametric weight and is taken to be 1/3; d thresh is used to mark the completion of an episode as explained in the next section.
B. Addressing safety issues
If at any point, the center window shows the distance to the nearest obstacle d c to be below some threshold value d thresh , the agent stops and considers to have "virtually crashed". This virtual crashing marks the end of an episode. Thus the agent does not physically collide with obstacles and significantly reduces the risk of damaging itself or the environment. Once the agent virtually crashes, a penalizing reward r crash is provided to the state-action pair leading to the crash.
Resetting the agent to a suitable initial position In our approach, the agent does not reset to its initial position, rather a new initial position is selected after the end of every episode. The new initial position is chosen in an autonomous way making use of the knowledge of the "virtual crash" state-action pair. The action that led to the collision is un-done. The agent accomplishes this by taking the opposite actions (for e.g. if the forward action led to virtual crash, the agent after marking it the end of an episode, moves backward) until d c is at least d recover ; a threshold set for recovering from the crash. A new episode starts from the recovered state and the policy prevents the agent from selecting the "virtual crash" action for that initial state.
D. Large online data a) Expert Data D E :
We address the requirement of a large training data set by making the use of Learning from Demonstration (LfD) [18] . At the onset, a human expert navigates the agent across the arena and collects a limited set of expert data-points. The idea of collecting expert datapoints is to help the agent through guided exploration. This expert data set is used towards learning in the following two ways.
• Pre-training phase: The neural network is trained for this small set of expert data D E and the weights learned θ E are used as initial weights for the online learning phase. This preserves some knowledge about the environment and gives the agent a good starting point for exploration. • Expert data as a part of experience replay: The expert data is also used as a part of the replay memory D replay from which the batches of data-points are sampled for training. Making expert data a persistent part of the experience replay helps avoid the neural network from forgetting what it had learned in the pre-training phase. b) Knowledge based Data aggregation: The data aggregation is carried out in the following two ways:
• When the agent virtually crashes, going forward from that state will lead to a crash too. If the agent which is in state s t moves to the next state s t by taking an action a t and virtually crashes, then the data-point (s t , a F , s t , r crash ) will be aggregated to the current data points. • Since opposite actions are selected to recover from crashes, the intermediate states will lead to a crash as well. For example, the agent in state s t moves to next state s t+1 by taking an action a t and virtually crashes. Let a t be the opposite action to a t . If a t ∈ {a R , a L } then the data-points (s t+i , a t , s t+i−1 , r crash ) and (s t+i , a F , s t+i , r crash ) for i = {1, 2, 3,...,n recover } is aggregated to current data-points where n recover is the number of steps required to recover from the crash. Since going backward does not belong to our defined action space A, the data-points are not aggregated if a t = a F
E. Convergence of Deep RL algorithm
The basic RL algorithm often suffers from limited convergence, which mainly emerges because the Bellman equation tends to over-estimate the Q-values due to its non-linear nature. Also, the aggregating nature of the Bellman equation might lead to diverging Q-values. So, in order to avoid these issues the following solutions are implemented. 
where the function clip(a, n 1 , n 2 ) clips the value to n 1 or n 2 if a is less than n 1 or greater than n 2 respectively. The updated equation ensures that Q target θ (s, a) ∈ [−1, 1] and does not diverge.
3) Use of Double DQN: We address the overestimation of the Q value by using a Double Deep Q Network (DDQN) [19] . In DDQN two different copies of neural network are used. One of the neural networks (the behaviour network, θ ) is used for training, while the other network (the target network,θ ) is used towards the Bellman equation update. The target network is updated with the weights of the behaviour network after every n target intervals. The updated Bellman equation looks like
Combining both clipping and DDQN, the updated Bellman equation is:
F. Network Architecture
We use a modified AlexNet [20] network to estimate the Q values for the states. The input to the network is the re-sized camera frame s t . The network consists of 5 convolutional layers and 3 fully-connected layers. 
Sample an action from behaviour policy a t ∼ π b ε Q (ε) Implement the action a t on the agent s t ← Camera image, Q(s t ) ← N(s t ; θ ) Generate the reward r t ← f r (s t , a t , s t ) Store the tuple (s t , a t , s t , r t ) in D replay if virtual crash then while not recover from crash do Aggregate data-points to D replay Sample a mini-batch of size n batch from D replay Evaluate the loss J θ (θ ) Perform gradient descent to minimize J θ (θ ) w.r.t. θ if t mod n target = 0 then θ ← θ
G. Online Learning
Before the learning process begins, an expert user navigates the agent in the selected environment for a certain number of steps n expert . The data tuple (s i , a i , s i , r i ) for each of the steps i ∈ {1, 2, 3,...,n expert } is generated and saved in D E . Next comes the pre-training phase where random minibatches of size n batch are selected from the expert data D E and a neural network Q θ (s) = N(s; θ ) is trained minimizing
where J(s i , a i , θ , θ ) is the TD loss for i th data-point dictated by the Bellman equation and J reg (θ ) is regularization loss to help prevent over-fitting the network for the smaller amount of expert data, and β is a regularization weight. These losses are given by:
whereQ target θ (s t , a t ) is given by equation 4 After the pre-training phase, the online training phase begins. The agent is placed in the environment, and follows a ε-greedy policy for actions. with b ε as the annealing coefficient. ε is varied linearly from 0.1 to 0.9 as the number of data-points varies from 1 to b ε . At every time step t, the drone saves the data points (s t , a t , s t , r t ) in D replay . A minibatch of size n batch is randomly sampled from the replay 
V. EXPERIMENTAL RESULTS
Real-time experimentation are carried out to validate the proposed approach for drone navigation.
A. Hardware specifications
We use a low cost Parrot AR drone 2.0 which does not have the computational power to carry out the required processing on-board. Hence, the drone sends the camera frames to a workstation/cloud equipped with a core i7 processor and GTX1080 GPUs. Control actions are communicated back to the drone. We use Tensorflow to carry out the neural network computation on the workstation.
B. Testing environments
We use the following two arenas to carry out the experimentation for successful navigation.
1) Arena A 1 : Open Hallway: This is a hallway in an engineering building with glass walls. The drone has to navigate through the narrow hallways (minimum width of ≈ 1.5m). There are no extra obstacles between the hallway path except for water dispenser, benches and trashcans.
2) Arena A 2 : SC Room: This arena is a cluttered break-out room with couches, chairs, tables and bar-stools with narrow passages in between (≈ 1m).
The layout and floor plans of these arenas can be seen in the Figure 3 
C. Baseline Algorithms for Comparison
We compare our method with the following baseline algorithms. 
1) Straight-line controller:
This controller always predicts the forward action hence moving the agent in a straight line in a manner described in [14] . This controller provides a good comparison of the complexity of the arena.
2) Left-Right-Straight (LRS) controller: This baseline is based on the work in [13] where a supervised approach is used to classify images with respect to the actions required to be taken. A human expert roams around the arena and collects the images using left, right and forward facing cameras. Images collected from left (right) facing camera are labeled with the target action of right (left) while the ones collected from forward facing camera are labeled with the target action of forward. These labeled images are then used to train a neural network offline in a supervised manner.
3) Self-supervised (SS) controller: This controller uses the work proposed in [10] where a large data-set of crash and safe images are collected over various indoor environments. These labeled images are then used to train a neural network to classify each image as either safe or crash. In the inference phase, the input camera frame is then divided into three windows and the probability of crash in each of the subframes is calculated. Based on these probabilities, a handcrafted controller is designed, following [10] to take suitable actions. Figure 4 shows the comparison of RL convergence with and without DDQN and clipping of the Bellman equation. It can be seen that the DDQN with clipping of Bellman equation shows good convergence.
D. Performance
We assess the performance of NAVREN-RL by comparing it against the baselines mentioned above. 3000 (700 expert+2300 online) data-points are collected in the Hallway The agent is initialized by the learned neural network and the performance is evaluated by placing the drone at 5 different initial locations. To keep the comparison fair, the agent is placed precisely the same way across all the techniques. In each of the cases, the trajectory followed by the agent is recorded until the agent is no longer able to navigate. This loss of navigation is considered if • The agent collides into an obstacle • The agent keeps hovering, being stuck in a repetitive pattern of left/right actions, and does not move forward for 10 iterations
The trajectories can be seen in Figure 5 . The distance covered by the agent before crash is taken to be the performance metric and can be seen in the table II. The total distance covered is the sum of the individual distances covered by the drone from each of the initial locations. The safe flight for any technique is the average distance covered by the drone from the different initial locations. In most of the cases the proposed NAVREN-RL method outperforms the baselines, i.e the safe flight (m) for the proposed RL method is the highest among the baselines. This can be seen in Figure 6 .
VI. CONCLUSIONS
This paper provides an end-to-end reinforcement learning algorithm for autonomous navigation of drones in indoor real environments by addressing the problems associated with the RL implementation. Experimentation is carried out in different arenas and the performance is compared to other base-lines. The results show that the agent is able to navigate in the indoor arena with limited sensing capabilities and datapoints with comparable performance.
