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Resumen
El paradigma de la seleccio´n de variables dentro del campo del reconocimiento de
patrones ha adquirido especial importancia en los u´ltimos an˜os debido a la aparicio´n de
problemas de clasificacio´n de alta dimensionalidad. Existen diferentes aproximaciones
en la literatura para abordar este problema, siendo uno de los me´todos ma´s recientes y
de mejores resultados el denominado criterio de mı´nima-redundancia-ma´xima-relevancia
(mRMR), basado en el ca´lculo de la informacio´n mutua intervariable y variable-clase.
Una de las principales limitaciones de mRMR es su escalabilidad para problemas de al-
tas dimensiones debido, principalmente, a su dependencia cuadra´tica en la dimensio´n
del problema. Es por ello que se propone un nuevo algoritmo de seleccio´n de variables,
Quadratic Programming Feature Selection (QPFS), inspirado en la optimizacio´n media-
varianza de carteras de inversio´n y que utiliza el me´todo de Nystro¨m de diagonalizacio´n
de matrices para reducir la complejidad temporal de mRMR ofreciendo resultados simi-
lares en te´rminos de acierto en clasificacio´n.
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En los u´ltimos an˜os, han aparecido numerosas aplicaciones en el campo del recono-
cimiento de patrones donde la dimensio´n del problema de clasificacio´n es elevada. Entre
estos campos se encuentra la clasificacio´n de diferentes patolog´ıas en funcio´n de micro-
arrays de expresio´n gene´tica en los que, por lo general, el nu´mero de variables es muy
alto en comparacio´n al nu´mero de patrones de que se dispone [11, 31, 52]. La clasificacio´n
de documentos es otro caso donde, tanto el nu´mero de patrones como la dimensio´n del
problema son elevados siendo, adema´s, los datos por lo general muy sparse [16]. Otras
aplicaciones pueden ser la prediccio´n del retorno de un activo del stock market en fun-
cio´n de un gran nu´mero de caracter´ısticas del mismo o la deteccio´n de fraude en tarjetas
de cre´dito.
En muchos de estos casos, la seleccio´n de un subconjunto de variables se convierte
en tarea fundamental para evitar el sobreajuste de los datos de entrenamiento [13] y
determinar el conjunto de variables ma´s significativas para la clasificacio´n, pudiendo dar
as´ı una mejor interpretacio´n a los resultados.
El objetivo de todo problema de seleccio´n de variables es encontrar un subconjunto
de ellas que mejor expliquen la clase a la que pertenece cada patro´n. No es objetivo
de este trabajo determinar el taman˜o o´ptimo de tal subconjunto, sino dar una buena
ordenacio´n de las variables del problema. Desde el punto de vista del disen˜o del clasi-
ficador, un algoritmo de seleccio´n de variables forma parte del proceso de clasificacio´n,
donde a la seleccio´n de variables le sigue la aplicacio´n de un clasificador esta´ndar sobre
el subconjunto escogido.
Mu´ltiples me´todos se han desarrollado para tratar de resolver el paradigma de la
seleccio´n de variables. Estas te´cnicas se pueden dividir en tres grandes grupos en fun-
cio´n del papel que juega el clasificador en el proceso de eleccio´n [21]. Como sistemas
independientes del clasificador se encuentran los me´todos de filtro, las te´cnicas wrapper
realizan una bu´squeda guiada de posibles subconjuntos y utilizan un clasificador para
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evaluar la calidad de cada uno de ellos y, en u´ltimo lugar, los me´todos embebidos realizan
la seleccio´n de variables dentro del propio proceso de entrenamiento del clasificador, in-
cluye´ndola en la funcio´n objetivo a optimizar. Estas te´cnicas se explican con ma´s detalle
en el cap´ıtulo 2.
Los me´todos de filtro parecen los ma´s adecuados para problemas de alta dimensiona-
lidad [21, 50] por su sencillez y mayor rapidez, pero uno de sus puntos de´biles es que no
tienen en cuenta la interdependencia entre variables, aspecto importante para una buena
seleccio´n tal y como se ha reconocido en diversos estudios [8, 9, 26]: la combinacio´n de
variables buenas individualmente no implica necesariamente un buen error en clasifica-
cio´n. Para tratar de solventar esta carencia se han propuesto algoritmos como Maximal
Dependency (MaxDep) o minimal-redundancy-maximum-relevance (mRMR) basados en
criterios de informacio´n mutua [37]. MaxDep es muy costoso computacionalmente y re-
quiere una gran cantidad de datos de entrenamiento para estimar funciones de densidad
conjuntas (seccio´n 2.1.1). mRMR es una aproximacio´n iterativa a MaxDep de coste
computacional lineal en el nu´mero de patrones y cuadra´tico en la dimensio´n (seccio´n
3.3.1), convirtie´ndose en prohibitivo para problemas de gran nu´mero de patrones y, es-
pecialmente, de alta dimensionalidad.
Como alternativa al algoritmo mRMR, se proprone el me´todo de seleccio´n de varia-
bles Quadratic Programming Feature Selection (QPFS) en el que las variables se selec-
cionan en funcio´n a su dependencia con la clase y su independencia con otras variables,
basa´ndose en la idea de optimizacio´n media-varianza de carteras de activos financieros
[33] (seccio´n 2.2.1). A diferencia de mRMR, QPFS es un algoritmo de un paso que tiene
en cuenta todas las variables para proceder a la optimizacio´n de una funcio´n cuadra´tica
(seccio´n 2.2 y cap´ıtulo 3) y es capaz de reducir considerablemente el coste temporal de
mRMR trasladando el problema de optimizacio´n a un subespacio de menor dimensio´n
(seccio´n 3.2) empleando para ello el me´todo de Nystro¨m de diagonalizacio´n de matrices
[17] (secciones 2.3 y 3.2.2). El ana´lsis teo´rico y los resultados obtenidos al comparar
los algoritmos mRMR y QPFS en distintos conjuntos de datos (cap´ıtulo 4), permiten
concluir que la complejidad temporal del me´todo propuesto es inferior a la de mRMR,
ofreciendo a su vez, resultados similares en te´rminos de acierto en clasificacio´n.
El trabajo se estructura como sigue: en el siguiente cap´ıtulo se abordan los conceptos
fundamentales para comprender el me´todo de seleccio´n de variables QPFS desarrollado
en el cap´ıtulo 3. El cap´ıtulo 4 describe la implementacio´n, metodolog´ıa, conjuntos de
datos de prueba, resultados y conclusiones de los experimentos llevados a cabo para
comparar mRMR frente a QPFS. Finalmente, el cap´ıtulo 5 expone las principales l´ıneas
de investigacio´n que quedan abiertas.
Cap´ıtulo 2
Conceptos fundamentales
A lo largo de este cap´ıtulo se exponen los conceptos ba´sicos para comprender la mo-
tivacio´n y fundamentos que han guiado el me´todo QPFS propuesto en el cap´ıtulo 3. Se
explica en que´ consiste el problema de seleccio´n de variables y los distintos planteamien-
tos existentes para abordarlo, el concepto de programacio´n cuadra´tica y su aplicacio´n a
la optimizacio´n de carteras de activos financieros y, el me´todo de Nystro¨m para resolver
problemas de diagonalizacio´n en altas dimensiones submuestreando la matriz original.
2.1. Me´todos de seleccio´n de variables
El problema de seleccio´n de variables ha adquirido especial intere´s en diversas a´reas
de aplicacio´n donde el nu´mero de variables para un problema de clasificacio´n es su-
perior al millar y muchas de ellas son redundantes o irrelevantes; entre estas a´reas se
encuentran la clasificacio´n de documentos de la red o el ana´lisis de arrays de expre-
sio´n gene´tica. El paradigma de la seleccio´n de variables trata de cubrir tres aspectos:
mejorar el error de prediccio´n de los clasificadores, proporcionar clasificadores ma´s ra´pi-
dos y eficientes y, facilitar la comprensio´n del proceso subyacente generador de los datos.
Es posible clasificar las distintas te´cnicas de seleccio´n de variables en tres grandes
grupos:
Me´todos de filtro: La seleccio´n de variables forma parte del preprocesado de
los datos y es independiente del predictor [4, 15, 16]. Suele ser preferible a otros
me´todos de seleccio´n de variables debido a su escalabilidad. Computacionalmente
es eficiente porque so´lo requiere el co´mputo y ordenacio´n de la relevancia de cada
variable respecto a la clase; estad´ısticamente es robusto frente a problemas de
sobreajuste [24].
Me´todos wrapper : Se utiliza un clasificador como caja negra para asignar pun-
tuaciones a subconjuntos de variables de acuerdo a su poder de clasificacio´n
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Figura 2.1: Esquema general de un algoritmo wrapper de seleccio´n de variables. El clasificador
actu´a como caja negra en el proceso de seleccio´n.
[27, 29, 30]. Es necesario definir co´mo realizar la bu´squeda en el espacio de to-
dos los posibles subconjuntos de variables, co´mo evaluar el error de prediccio´n
para guiar la bu´squeda y, finalmente, que´ clasificador usar. La figura 2.1 muestra
un esquema general de un algoritmo wrapper de seleccio´n de variables. Este tipo
de te´cnicas son habitualmente criticadas por parecer me´todos de fuerza bruta que
suponen una alta carga computacional, pero existen estrategias que reducen la
complejidad sin sacrificar necesariamente la eficiencia predictiva, entre ellas, best-
first [18, 42, 49], simulated annealing [29] o algoritmos gene´ticos [3, 45, 46]. Estas
bu´squedas se pueden utilizar para realizar una seleccio´n de variables forward (las
variables se van an˜adiendo progresivamente al subconjunto) o backward (se par-
te del conjunto total de variables y se van eliminando aquellas que se consideran
menos representativas). Se suelen utilizar como clasificadores na¨ıve Bayes o SVMs.
Me´todos embebidos: La seleccio´n de variables se realiza en el proceso de en-
trenamiento del clasificador a partir del valor de la funcio´n objetivo a optimizar
para distintos subconjuntos de datos. Presentan algunas ventajas como un mejor
aprovechamiento del conjunto de datos (no es necesario subconjunto de validacio´n)
y mayor rapidez que los me´todos wrapper, dado que no precisan la evaluacio´n de
un clasificador para cada uno de los subconjuntos candidatos. Los a´rboles de de-
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cisio´n [5] o la seleccio´n de variables en SVMs [47] son un ejemplo de este tipo de
selectores.
Los me´todos de filtro parecen los ma´s adecuados para problemas de alta dimensiona-
lidad, fundamentalmente por su mayor rapidez, su independencia respecto al clasificador
subyacente, y su aplicacio´n previa a la fase de entrenamiento del clasificador que permite
reducir la dimensio´n del problema y prevenir el sobreajuste [21, 50].
Dentro de los me´todos de filtro se pueden utilizar distintas medidas para determinar
el poder discriminativo de cada una de las variables. La mayor´ıa de ellas son de natu-
raleza estad´ıstica: la correlacio´n de Pearson [22], el T-test [24] o la informacio´n mutua
[10, 37], entre otras, pero tambie´n existen medidas emp´ıricas como el error de prediccio´n
o el a´rea de la curva ROC que se obtienen al tratar de clasificar el problema utilizando
u´nicamente cada una de las variables [15].
La gran limitacio´n de estos algoritmos es que no tienen en cuenta la dependencia
entre variables y, por tanto, esta´n perdiendo de vista el objetivo de determinar cua´l
es la mejor combinacio´n de ellas [6, 21]. Con fin de cubrir estas deficiencias se idearon
algoritmos como Max-Dependency (MaxDep) y minimal-redundancy-maximal-relevance
(mRMR) [37] en los que, no so´lo se considera la similitud de la variable con la clase
sino tambie´n la dependencia intervariable. Estos algoritmos, estudiados con detalle en
la seccio´n 2.1.1, son el punto de referencia del me´todo propuesto en este trabajo.
2.1.1. Criterios basados en informacio´n mutua
En este cap´ıtulo se describira´n los algoritmos de seleccio´n de variablesMax-Dependency
(MaxDep) y su aproximacio´n minimal-redundancy-maximum-relevance (mRMR) [11, 37,
52], fundamentados en el criterio de ma´xima dependencia estad´ıstica basado en infor-
macio´n mutua.
En lo que sigue, supondremos un problema de clasificacio´n en C clases formado por
N patrones. Cada patro´n se representa por el vector formado por el conjunto de M
variables y un valor adicional que indica la clase a la que pertenece e´sto es, x = {vi, c}
con i = 1, . . . ,M y c = 0, . . . , C − 1. El objetivo de la seleccio´n de variables consiste en
encontrar un subespacio de m variables (m < M) que permita clasificar correctamente
el problema.
La informacio´n mutua es la medida ma´s general de independencia estad´ıstica en-
tre dos variables aleatorias vi y vj, cuantifica la informacio´n que vi y vj comparten es
decir, co´mo afecta el conocimiento de una de ellas en la incertidumbre sobre la otra.
Formalmente, se define la informacio´n mutua entre dos variables aleatorias vi y vj a
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partir de las funciones de densidad marginales p(vi) y p(vj), y la funcio´n de densidad








I(vi; vj) ≥ 0(2.2)
I(vi; vj) = I(vj; vi)(2.3)
Si vi y vj son independientes, el conocimiento de vi no da ninguna informacio´n acer-
ca de vj y, por tanto, su informacio´n mutua es cero (la implicacio´n contraria tambie´n
es cierta, es decir, la informacio´n mutua es nula u´nicamente en el caso de variables
independientes [32]). En el otro extremo, si vi y vj son ide´nticamente distribuidas, el
conocimiento de vi implica un total conocimiento sobre vj y viceversa.
La principal dificultad para el ca´lculo de (2.1) radica en estimar las densidades
p(vi, vj),p(vi) y p(vj) a partir de los datos. Para variables catego´ricas, la ecuacio´n (2.1)







P (vi = wi, vj = wj) log
P (vi = wi, vj = wj)
P (vi = wi)P (vj = wj)
(2.4)
En cambio, la evaluacio´n de la integral (2.1) para variables continuas es mucho ma´s
costosa. Una posible solucio´n es incorporar un paso de discretizacio´n en el preprocesado
de los datos pero, en algunos casos, determinar cua´l es la discretizacio´n adecuada no es
tarea fa´cil puedie´ndo recurrir entonces a otros me´todos de estimacio´n de funciones de
densidad como ma´xima verosimilitud, estimacio´n bayesiana o te´cnicas no parame´tricas
[13].
As´ı pues, el objetivo de un me´todo de seleccio´n de variables basado en informacio´n
mutua es encontrar un subconjunto S de m variables S = {v1, . . . , vm} que conjunta-
mente tenga la ma´xima dependencia con la variable objetivo c,
ma´xD(S, c) , D = I({vi, i = 1, . . . ,m} ; c)(2.5)
A pesar de que MaxDep es un criterio o´ptimo desde un punto de vista teo´rico, la
estimacio´n de p(vi, . . . , vm) y p(v1, . . . , vm, c) es prohibitiva por dos motivos: el nu´mero
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de ejemplos de que se dispone suele ser insuficiente y es computacionalmente costosa.
U´nicamente es posible utilizar MaxDep cuando se desea seleccionar un nu´mero pequen˜o
de variables y el nu´mero de patrones N es grande; de esta manera, la insuficiencia de
datos para la estimacio´n de las funciones de densidad quedar´ıa cubierta y su ca´lculo se
realizar´ıa en espacios de muy pocas dimensiones donde el coste computacional es asu-
mible.
Como alternativa a MaxDep se puede seleccionar el conjunto de variables basa´ndose
en la dependencia con la clase (relevancia). El criterio de Ma´xima Relevancia consiste
en encontrar el subconjunto de variables S que maximicen D(S, c), donde D se ha
aproximado como el valor medio de la informacio´n mutua entre cada una de las variables







Por tanto, el subconjunto o´ptimo seleccionado por el algoritmo sera´n las m variables
con mayor informacio´n mutua con la clase c. Este criterio se enmarca dentro de los
me´todos de filtro descritos anteriormente.
Criterio de mı´nima Redundancia y Ma´xima Relevancia (mRMR)
Es posible que las variables seleccionadas por MaxRel sean bastante redundantes,
debido a una gran dependencia entre ellas. Si la dependencia entre dos variables es alta,
su poder discriminativo no se ve muy afectado al eliminar una de ellas. Por tanto, no so´lo
es deseable maximizar la relevancia de las variables con la clase, sino tambie´n minimizar
la redundancia entre ellas. Con tal fin, el criterio de minima redundancia se define como






El algoritmo minimal-redundancy-maximal-relevance (mRMR) combina (2.6) y (2.7)
de acuerdo a la expresio´n,
ma´xΦ(D,R) , Φ = D −R(2.8)
Los autores del algoritmo [37] sugieren un me´todo iterativo para encontrar un con-
junto de variables cercano al o´ptimo ya que, en la pra´ctica, es inviable tratar de evaluar
la expresio´n (2.8) para todos los posibles subconjuntos de m variables en el espacio ori-
ginal. Supuesto encontrado el conjunto subo´ptimo Sm−1 de m− 1 variables, la siguiente
variable a an˜adir sera´ a´quella que verifique
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ma´x
vj∈X\Sm−1




En la primera iteracio´n del algoritmo el te´rmino de redundancia es nulo, entonces
la primera variable seleccionada por mRMR es la misma que la escogida por MaxRel:
a´quella que tenga la ma´xima relevancia con la clase.
En la siguiente seccio´n se desarrolla el concepto de programacio´n cuadra´tica como
problema de optimizacio´n y su aplicacio´n a la seleccio´n de portfolios de activos finan-
cieros. La idea en la que se basa la seleccio´n de la cartera o´ptima es una de la principal
motivacio´n del me´todo QPFS desarrollado en el cap´ıtulo 3.
2.2. Programacio´n cuadra´tica
Se denomina programa cuadra´tico (QP) a todo problema de optimizacio´n de
una funcio´n cuadra´tica en un espacio multidimensional (x ∈ RM) sujeto a restricciones
lineales sobre las variables. Ma´s concretamente,




Sujeto a inecuaciones de la forma:
Gx ≤ b(2.11)
Y restricciones de igualdad:
Hx = d(2.12)
Donde F es un vector M -dimensional que representa los coeficientes del te´rmino li-
neal, y Q es una matriz sime´trica en RM×M asociada a los coeficientes de los te´rminos
cuadra´ticos. Respecto a las restricciones, G ∈ Rq×M , b ∈ Rq, H ∈ Rr×M y d ∈ Rr.
Existen diversos me´todos para resolver el problema QP [20]. No es objeto de estudio
de este trabajo profundizar en ellos y se ha optado por el algoritmo de Goldfarb e Idnani
[19] utilizado en el paquete quadprog de R [44].
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2.2.1. Optimizacio´n media-varianza para seleccio´n de carteras
Una de las aplicaciones de la programacio´n cuadra´tica es la seleccio´n o´ptima de carte-
ras de activos financieros [38]. El problema de optimizacio´n media-varianza fue propuesto
originalmente por Markowitz [33] y supone un mercado de M activos, cada uno de los
cuales tiene un retorno Ri definido en este modelo como el promedio de porcentaje de
crecimiento anual. Estos retornos tienen una distribucio´n conjunta de media µ ∈ RM y
matriz de covarianzas Q ∈ RM×M .
Un portfolio x ∈ RM es un vector de inversiones en los activos cuyas componentes
suman la unidad y cuyo retorno esperado y varianza (comu´nmente denominada riesgo)











Siendo µi el valor esperado del retorno del i-e´simo activo y σij, la covarianza entre
los retornos del i-e´simo y j-e´simo activo. As´ı pues, E representa el retorno esperado del
portfolio y V su riesgo o volatilidad: los activos presentes en el mercado no se comportan
de igual modo, los activos pueden tener tendencias similares, opuestas o ningu´n tipo de
relacio´n entre ellos. Esta relacio´n entre el movimiento en el mercado de los retornos de
dos activos Ri y Rj puede representarse mediante su covarianza σij (o correlacio´n).
Por tanto, asumiendo que los inversores tratan de obtener un portfolio eficiente
(entendido como a´quel tal que no existe otra cartera con mayor retorno y menor o
igual riesgo o, de menor riesgo con igual o mayor retorno esperado), la inversio´n o´ptima










Sujeto a las restricciones:
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2.3. El me´todo de Nystro¨m
El me´todo de Nystro¨m para matrices [17], permite aproximar los autovectores de una
matriz de Gram M ×M , con M grande, resolviendo un problema de diagonalizacio´n de
una matriz k × k con k M y utilizando la denominada extensio´n de Nystro¨m.
El me´todo de Nystro¨m surgio´ originalmente como te´cnica para aproximar nume´rica-
mente las funciones propias de un problema de diagonalizacio´n de la forma,
∫ b
a
K(x, y)φ(y)dy = λφ(x)(2.18)
Realizando una particio´n del intervalo [a, b] en n puntos equidistantes ξ1, ξ2, . . . , ξn y





K(x, ξj)φˆ(ξj) = λφˆ(x)(2.19)





K(ξi, ξj)φˆ(ξj) = λφˆ(ξi) , para i = 1, . . . , n(2.20)
Sin pe´rdida de generalidad, sea a = 0 y b = 1 entonces, el sistema de ecuaciones
descrito en (2.20) se puede expresar como,
KΦˆ = nΦˆΛ(2.21)
Donde Kij = K(ξi, ξj) es la matriz de Gram, Λ una matriz diagonal con los au-
tovalores aproximados λ1, λ2, . . . , λn y Φ = [φ1, φ2, . . . , φn] los autovectores asociados.
Sustituyendo la expresio´n anterior en la ecuacio´n (2.19) se obtiene la denominada ex-







A partir del resultado anterior es posible definir un me´todo de Nystro¨m para matrices
que permite aproximar los autovectores de una matriz de Gram resolviendo un problema
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Donde A ∈ Rk×k, B ∈ Rk×m, y E ∈ Rm×m siendo k  m y k +m = M . Dado que
Q es sime´trica, puede escribirse como Q = ZTZ. Si el rango de Q es k y las filas de la
submatriz [A B] son linealmente independientes, Z se puede definir en funcio´n de A y
B.
Sea Z = [X Y ] con X ∈ RM×k y Y ∈ RM×m. Reescribiendo Q,
Q = ZTZ =
(
XTX XTY
Y TX Y TY
)
(2.24)
Igualando bloque a bloque en (2.23) y (2.24) se tiene A = XTX y B = XTY .




Yˆ = (X¯T )−1B = Λ−
1
2UTB(2.26)
Con X¯ ∈ Rk×k y Yˆ ∈ Rk×m. Entonces Zˆ = [X¯ Yˆ ] ∈ Rk×M y, por tanto,
Qˆ = ZˆT Zˆ =
(
X¯T X¯ X¯T Yˆ























Si el rango de Q es mayor que k o las filas de la submatriz [A B] no son linealmente
independientes, entonces Qˆ es una aproximacio´n de Q cuantificada como ‖E−BTA−1B‖.
Dada la aproximacio´n anterior de Qˆ, es posible calcular sus autovectores Qˆ = U¯ΛU¯T
conocida la diagonalizacio´n A = UΛUT y a partir de la extensio´n de Nystro¨m (2.19)
adaptada a matrices: la coordenada j-e´sima del autovector i-e´simo de Qˆ vendra´ dada
por,







Siendo λ1, λ2, . . . , λk los autovalores de A, Qjn la fila j-e´sima y la columna n-e´sima





































Finalmente se ortogonalizan las columnas de U¯ . Sea A
1
2 la ra´ız cuadrada definida
















Se puede probar que Vˆ y Λˆ diagonalizan Qˆ, es decir Qˆ = Vˆ ΛˆVˆ T y Vˆ T Vˆ = Ik.
Cap´ıtulo 3
Me´todo propuesto
En este trabajo se propone un nuevo me´todo de seleccio´n de variables, Quadratic
Programming Feature Selection (QPFS), para problemas de clasificacio´n multiclase me-
diante optimizacio´n cuadra´tica. El principal objetivo del algoritmo es proporcionar un
procedimiento de complejidad temporal menor que en mRMR para problemas de clasi-
ficacio´n de alta dimensionalidad ofreciendo, a su vez, resultados similares en te´rminos
de acierto en clasificacio´n.
Uno de los algoritmos de seleccio´n ma´s eficientes desde el punto de vista de acierto
en clasificacio´n es mRMR, pero su escalabilidad para problemas de cientos de miles de
variables es costosa computacionalmente por su dependencia cuadra´tica en la dimensio´n
del problema (seccio´n 3.3.1). Adema´s, las soluciones propuestas por los algoritmos Max-
Dep, mRMR o MaxRel van construyendo secuencialmente el subconjunto de variables,
con lo que la eleccio´n de la primera variable, en funcio´n u´nicamente de la dependencia
con la clase, pudiera ser cr´ıtica a la hora de encontrar un subconjunto poco redundante.
En el me´todo que proponemos se consideran todas las variables de una sola vez y se
minimiza la funcio´n objetivo.
Una de las principales ideas subyacentes en este nuevo me´todo se encuentra en el
problema de seleccio´n de carteras dentro del mercado econo´mico tal y como se introdujo
en la seccio´n 2.2.1. En el contexto de la seleccio´n de variables, proponemos considerar
el vector solucio´n x ∈ RM como una medida de la importancia de cada variable y pro-
porcionar una ordenacio´n de las mismas en funcio´n de este valor; con ello, trataremos
de hallar un subconjunto de variables que, por un lado minimicen la interdependencia
entre ellas (te´rmino cuadra´tico) y por otro, maximicen la relevancia con la clase (te´rmino
lineal).
Nuevamente supondremos un problema de clasificacio´n de C clases formado por N
patrones, cada uno de ellos representado como un vector en RM+1 formado por el con-
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junto de M variables y un valor adicional que indica la clase a la que pertenece y que
denotaremos por c con 0 ≤ c ≤ C − 1. Como se expuso en la seccio´n 2.2, el problema de
la optimizacio´n cuadra´tica consiste en la minimizacio´n de una funcio´n cuadra´tica en un
espacio multidimensional sujeta a restricciones lineales sobre las variables. En nuestro
caso, la matriz Q representara´ la similitud entre pares de variables (redundancia) y el
vector F una medida de dependencia entre cada variable y la clase c.
En ocasiones, puede ser interesante introducir un para´metro de ponderacio´n α para
controlar la importancia del te´rmino lineal (relevancia) frente al te´rmino cuadra´tico (re-
dundancia). En aquellos tipos de problemas donde las variables no sean especialmente
redundantes potenciar aquellas ma´s relevantes respecto a la clase puede dar mejores
resultados. En cambio, si el problema tiene un alto nivel de redundancia (por ejemplo,
tareas de seleccio´n de genes), favorecer a las variables relevantes puede provocar una
seleccio´n de variables redundantes menos beneficiosa en te´rminos de acierto que aquella
que hubiera premiado la independencia, es en estos casos donde un valor de alfa ma´s
pro´ximo a cero puede ser lo ma´s acertado.






(1− α)xTQx− αF Tx
}
(3.1)
Donde x, Q y F se definen como antes y α ∈ [0, 1]. Si α = 1, u´nicamente se considera
la relevancia de las variables con la variable objetivo y, por tanto, QPFS es equivalen-
te a maxRel cuando F representa la informacio´n mutua variable-clase. Por otra parte,
si α = 0, las variables con mayor peso son las que minimizan la interdependencia en
conjunto, sin importar su dependencia con la clase. La eleccio´n de un valor apropiado
para el para´metro α depende del tipo de problema de clasificacio´n o del te´rmino de la
ecuacion (3.1) que se desee potenciar ma´s.
En cuanto a las restricciones del problema impondremos que cada uno de los coefi-
cientes de la solucio´n sea positivo y que su suma sea unitaria,




El objetivo de estas restricciones es establecer un mapa entre las soluciones del pro-
blema y el intervalo [0, 1] de manera que si se realiza la seleccio´n de variables sobre dos
subconjuntos distintos procedentes de la misma fuente de datos, las soluciones obtenidas
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en cada caso sean comparables.
La salida del algoritmo sera´ un ranking de todas las variables de acuerdo a su peso
en el vector solucio´n x: las variables con mayor peso sera´n las ma´s deseables en el pro-
blema de clasificacio´n en te´rminos de independencia y relevancia. En caso de que el peso
de dos variables sea el mismo (xi = xj), se considerara´ mejor aquella variable vk cuya
relevancia Fk con la clase sea mayor.
3.1. Medidas de similitud propuestas
El me´todo de seleccio´n de variables descrito en la ecuacio´n (3.1) admite cualquier
medida de similitud intra-variable siempre y cuando la matriz Q sea sime´trica. No exis-
ten restricciones respecto a la similitud variable-clase. En este trabajo, se han probado
como medidas de similitud la correlacio´n de Pearson (analizada en la siguiente seccio´n)
y la informacio´n mutua (seccio´n 2.1.1).
3.1.1. Correlacio´n de Pearson
Como primera aproximacio´n, se propone el coeficiente de correlacio´n de Pearson como
medida de similitud entre variables debido a su simplicidad de ca´lculo y su demostrada
utildad en otros me´todos de seleccio´n (Correlation Feature Selection, CFS [22]) o de
generacio´n de variables (Principal Component Analysis,PCA [13]).
La correlacio´n entre dos variables aleatorias vi y vj es una medida estad´ıstica que
cuantifica la dependencia lineal entre ambas y la direccio´n de esta dependencia. Existen
varios coeficientes para medir la correlacio´n entre dos variables, siendo el ma´s conocido
el coeficiente de correlacio´n de Pearson.
El coeficiente de correlacio´n de Pearson se define en el intervalo [−1, 1]. Un coefi-
ciente de correlacio´n de Pearson entre dos variables vi y vj toma el valor 1 si existe una
dependencia lineal directa entre ambas variables, el valor -1 es alcanzado cuando esta
dependencia es indirecta. Cuanto ma´s se aproxime el coeficiente de Pearson a los valores
extremos -1 y 1, mayor es la correlacio´n entre las variables. En el caso de que dos varia-
bles sean independientes, la correlacio´n entre ambas es 0, pero el rec´ıproco no es cierto:
la correlacio´n detecta so´lo dependencias lineales entre variables. U´nicamente correlacio´n
nula es equivalente a independencia en el caso de que la distribucio´n conjunta de vi y vj
sea gausiana.
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Formalmente, el coeficiente de correlacio´n de Pearson entre dos variables aleatorias





Donde, cov denota la covarianza entre las variables y var la varianza de cada una de
ellas. La estimacio´n muestral de la correlacio´n viene dada por,
ρˆij =
∑N
k=1 (vki − v¯i)(vkj − v¯j)√∑N
k=1 (vki − v¯i)2
∑N
k=1 (vkj − v¯j)2
(3.5)
Donde N es el nu´mero de muestras de que se dispone, vki representa la muestra
k-e´sima de la variable aleatoria vi y v¯i la media muestral de la variable aleatoria vi.
Para el algoritmo QPFS, tomaremos como Q = (qij) la matriz del valor absoluto del
coeficiente de correlacio´n de Pearson entre las variables vi y vj, es decir (qij) = |ρˆij| ,
asumiendo que valores pro´ximos a ±1 representan redundancia entre las variables.
Para problemas multiclase (no binarios), la definicio´n anterior de la correlacio´n
variable-clase no es suficiente, dado que la asignacio´n arbitraria de una etiqueta a cada
una de las clases implica una ordenacio´n topolo´gica de las mismas carente de sentido.
As´ı pues, para problemas multiclase, se sugiere la utilizacio´n del denominado Coeficiente
de Correlacio´n Ponderado de Pearson [23]. Se define la dependencia entre la variable vi




pˆ(c = cj)|ρˆiCj |
Donde Cj es una variable binaria auxiliar que toma el valor 1 cuando c = cj y 0 en
otro caso.
3.1.2. Informacio´n Mutua
Una de las principales limitaciones de la correlacio´n de Pearson es que solo capta
dependencias lineales entre las variables. En muchos de los problemas reales de clasifi-
cacio´n una dependencia de este tipo no es suficiente y es necesario extender la medida
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de similitud para que sea capaz de detectar otro tipo de relaciones. Frente a esta ca-
rencia se propone la utilizacio´n de la informacio´n mutua como medida de similitud tal
y como se expuso en la seccio´n 2.1.1. Si bien la informacio´n mutua es una medida ma´s
robusta que la correlacio´n, precisa de una mayor cantidad de datos para ofrecer una es-
timacio´n fiable y requiere la aproximacio´n de las correspondientes funciones de densidad.
3.2. Aproximacio´n al problema en un subespacio
En problemas de alta dimensio´n es muy probable que exista una alta dependencia
entre las variables, en estos casos la matriz de similitud intravariable Q sera´ singular y
el problema planteado en la ecuacio´n (3.1) se puede reformular en un espacio de menor
dimensio´n, reduciendo as´ı el coste computacional del algoritmo.







(1− α)xTUΛUTx− αF Tx
}
(3.7)
Supongamos ahora que el rango de la matriz Q es k < M entonces, consideremos los
primeros k autovalores de la matriz diagonal Λ y sus autovectores, entonces el problema






(1− α)yT Λ˜y − αF T U˜y
}
(3.8)







Donde Λ˜ es la matriz cuadrada formada por las k primeras filas y columnas de Λ, U˜
es una matriz M × k con los primeros k autovectores de Q, uij la i-e´sima coordenada
del j-e´simo autovector y y = U˜Tx un vector en Rk. Deshaciendo el cambio de variable,
se recupera el vector x original: x = U˜y.
En la figura 3.1 se muestra el esquema del algoritmo propuesto,
18 CAPI´TULO 3. ME´TODO PROPUESTO
Figura 3.1: Esquema del algoritmo QPFS
3.2.1. Estimacio´n del error
En los conjuntos de datos reales es inusual tener una matriz estrictamente singular
pero, si el problema es redundante Q puede ser razonablemente bien aproximada por
una matriz de menor rango usando su descomposicio´n diagonal y estimando el rango k˜
de la aproximacio´n como el nu´mero de autovalores mayores a un umbral prefijado δ ≥ 0.
Entonces, se define la matriz aproximada Q˜ como Q˜ = UΓUT , donde Γ es la matriz Λ
en la que los autovalores menores que δ se han igualado a cero [14].
Sea x∗ la solucio´n o´ptima del problema original (3.1) y sea x˜∗ la solucio´n del problema








(1− α)yT Λ˜y − αF T U˜y(3.12)
Entonces, podemos estimar el error cometido al resolver el problema aproximado en
lugar del original a partir del teorema enunciado en [14]:
Teorema 3.2.1 Si (Q − Q˜) es semidefinida positiva y traza(Q − Q˜) ≤ , entonces
f(x∗) − f(x˜∗) ≤ d2l
2
, donde l es el nu´mero de restricciones activas en el problema
aproximado y d una cota superior para cada uno de los elementos del vector solucio´n.
En nuestro caso, 0 ≤ xi ≤ 1, por tanto, d = 1 y, efectivamente, (Q−Q˜) es semidefinida
positiva, ya que (Q−Q˜) = U(Λ−Γ)UT y (Λ−Γ) es una matriz diagonal con autovalores
positivos acotados superiormente por δ. Tambie´n se verifica  ≤ (M − k)δ. Por tanto,
f(x∗)− f(x˜∗) ≤ l(M − k)δ
2
(3.13)
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3.2.2. QPFS y el me´todo Nystro¨m
La reduccio´n del problema de optimizacio´n cuadra´tica en un espacio de menor di-
mensio´n se fundamenta en la esperable redundancia en los datos que hace que la matriz
de te´rmino cuadra´tico sea quasi-singular. Este hecho puede aprovecharse para reducir el
coste de la diagonalizacio´n de Q utilizando el me´todo de Nystro¨m, donde los autovalores
y autovectores de Q se aproximan resolviendo un problema de diagonalizacio´n en un
espacio de menor dimensio´n a partir un submuestreo de las variables (seccio´n 2.3). El
proceso de seleccio´n de variables con esta modificacio´n se muestra en la figura 3.2.
Figura 3.2: Esquema del algoritmo QPFS utilizando la aproximacio´n de Nystro¨m.
Uno de los puntos cr´ıticos del me´todo de Nystro¨m es la eleccio´n del subconjunto de
variables a considerar. No existe un procedimiento eficiente para submuestrear los datos,
aunque se han iniciado varias investigaciones al respecto [12, 36, 43, 51]. En la mayor´ıa
de las aplicaciones se realizan submuestreos aleatorios de los datos [17, 48] en los que se
puede estimar la calidad de la aproximacio´n mediante la norma ‖E−BTA−1B‖ (seccio´n
2.3).
Al utilizar el me´todo de Nystro¨m para realizar la seleccio´n de variables existen por
tanto dos fuentes de error: la debida a la aproximacio´n de Nystro¨m y la procedente de la
resolucio´n del problema cuadra´tico en un subespacio de menor dimensio´n que el original.
3.3. Ana´lisis de complejidad
Una de las principales ventajas de QPFS frente a mRMR es la reduccio´n de la com-
plejidad temporal. Dado un problema de clasificacio´n con N patrones de entrenamiento
y M variables, tratamos de proporcionar una permutacio´n de las variables de acuerdo a
cierto criterio de relevancia. En cada uno de los casos, analizaremos el coste temporal que
supone el ca´lculo de la medida de similitud y la complejidad del algoritmo de seleccio´n
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en s´ı.
En este trabajo hemos optado por la discretizacio´n previa de las variables continuas
para estimar sus funciones de densidad. Es importante notar que, bajo este supuesto, el
coste temporal de calcular la informacio´n mutua es igual al de la correlacio´n, dado que
el proceso de discretizacio´n tiene coste lineal en el nu´mero de patrones y en la dimensio´n
del problema, mientras que el ca´lculo de la informacio´n mutua y la correlacio´n es lineal
en N pero cuadra´tico en M . As´ı pues, el ana´lisis de rendimiento que sigue es el mismo
independientemente de la medida de simililtud a utilizar.
3.3.1. mRMR
En este caso, para obtener una permutacio´n de las variables originales del problema,
es necesario en primer lugar, calcular la similitud entre cada una de las variables y la
clase, as´ı como la similitud entre cada par de variables. Es decir, sera´n necesarias del
orden de N operaciones para el ca´lculo de similitud clase-variable y del orden de NM2
operaciones para el co´mputo intervariable. En resumen, el coste del ca´lculo de la simili-
tud para el algoritmo mRMR sera´ O(NM2).
En segundo lugar, el algoritmo de seleccio´n consite en elegir iterativamente la mejor
variable teniendo en cuenta las elegidas en los pasos anteriores. Dado que buscamos una
permutacio´n de las variables, sera´n necesarias M iteraciones para, realizar en cada una
de ellas una bu´squeda lineal. Por tanto, el coste de la obtencio´n de la lista ordenada
sera´ O(M2).
Se concluye, por tanto, que el coste temporal del algoritmo mRMR es O(NM2) esto
es, lineal en el nu´mero de patrones y cuadra´tico para la dimensio´n.
3.3.2. QPFS sin la aproximacio´n de Nystro¨m
Al igual que sucede con mRMR, la obtencio´n de una permutacio´n de las variables
requiere, en primer lugar, el ca´lculo de la medida de similitud intervariable y variable-
clase, cuya complejidad temporal es O(NM2).
El procedimiento de ordenacio´n de las variables consiste en la resolucio´n de un proble-
ma de programacio´n cuadra´tica, cuyo coste temporal es cu´bico en el espacio de variables
O(M3) [48]. No obstante, esta estimacio´n es una cota superior que, dif´ıcilmente llegara´ a
alcanzarse en el modelo propuesto por dos motivos: el algoritmo resolvera´ generalmente
el problema cuadra´tico en un subespacio de menor dimensio´n y la matriz del te´rmino
cuadra´tico es diagonal. La diagonalizacio´n de la matriz Q puede realizarse mediante
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algoritmos como SVD o Jacobi [39], de coste O(M3).
Por tanto, el coste temporal del algoritmo QPFS sin utilizar la aproximacio´n de
Nystro¨m es ma´x(O(M3), O(NM2)); es decir, si N  M , la complejidad es lineal en
el nu´mero de patrones y cuadra´tica en el espacio de variables mientras que, en caso
contrario, el rendimiento es cu´bico para la dimensio´n del problema e independiente del
nu´mero de muestras.
3.3.3. QPFS + Nystro¨m
Sea p ∈ (0, 1] la proporcio´n de variables muestreadas en el me´todo Nystro¨m y k =
pM el nu´mero de submuestreos. Entonces, la matriz del te´rmino cuadra´tico Q queda






Y sera´ suficiente con aproximar la submatriz [A B] ∈ Rk×M , lo que supone un coste
de O(NpM2).
La complejidad de la diagonalizacio´n de la matriz del te´rmino cuadra´tico mediante
el me´todo de Nystro¨m es O(k2M) [48], equivalentemente O(p2M3). La utilizacio´n de tal
procedimiento con k submuestreos, implica que el rango de la matriz sera´ a lo sumo k y,
por tanto, la complejidad temporal de la optimizacio´n cuadra´tica para este caso O(k3),
esto es O(p3M3). Obviamente p2M3 > p3M3, con lo que se concluye que el coste del
procedimiento de seleccio´n de variables en este caso sera´ O(p2M3).
La inclusio´n del para´metro p dentro del ana´lisis temporal anterior queda justificada por
tratarse de un para´metro del algoritmo cuya diferencia en maginitud con la dimensio´n
M afecta a la complejidad del algoritmo, tal y como se muestra en los resultados expe-
rimentales (seccio´n 4.2).
En s´ıntesis, la complejidad temporal del algoritmo QPFS utilizando la aproximacio´n
de Nystro¨m con una proporcio´n de submuestreos p es ma´x(O(NpM2), O(p2M3)). Es de-
cir, para N  pM = k se tiene una complejidad temporal O(NpM2) y, en caso contrario
O(p2M3).
3.3.4. Ana´lisis compartativo mRMR vs. QPFS
En esta seccio´n se realizara´ un estudio sobre en que´ tipos de problemas es ma´s conve-
niente utilizar QPFS frente a mRMR en te´rminos de coste temporal; para ello, se utilizan
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los resultados obtenidos en los tres apartados anteriores y que se resumen en la tabla 3.1.
mRMR QPFS QPFS+Nystro¨m
N  pM O(NM2) O(M3) O(p2M3)
N  pM O(NM2) O(M3) O(NpM2)
N M O(NM2) O(NM2) O(NpM2)
Tabla 3.1: Complejidad temporal de los algoritmos mRMR y QPFS en funcio´n del nu´mero de
patrones N , la dimensio´n del problema M , y la proporcio´n de submuestreos p en el me´todo de
Nsytro¨m.
El coste temporal del QPFS sin Nystro¨m supera o iguala al de mRMR. En cambio,
para QPFS con Nystro¨m la complejidad temporal del algoritmo propuesto es inferior
a la de mRMR para N  p2M . Tomando p2 ≈ 10−2, se tiene que QPFS+Nystro¨m es
ma´s eficiente en tiempo que mRMR si N  10−2M . Es decir, el nu´mero de patrones es
menor que 10−2 veces la dimensio´n del problema.
Cap´ıtulo 4
Experimentos
Este cap´ıtulo se centra en comparar emp´ıricamente los algoritmos maxRel (maximal
relevance), mRMR (minimal-redundancy-maximal-relevance) y QPFS. En primer lugar
se abordan distintos aspectos relacionados con la implementacio´n de los algoritmos y el
clasificador con el que se evaluara´ el nivel de acierto de cada uno de ellos. Adema´s, se
proporciona una descripcio´n detallada de los conjuntos de datos utilizados y el me´todo
de evaluacio´n empleado en cada uno de ellos para, finalmente, exponer y analizar los
resultados obtenidos en te´rminos de acierto en clasificacio´n y coste computacional.
4.1. Implementacio´n
La mayor parte del co´digo se ha implementado en C utilizando el paquete esta´ndar
Linear Algebra PACKage (LAPACK) [1] para las operaciones ba´sicas con matrices: dia-
gonalizacio´n, SVD, multiplicacio´n e inversio´n. La optimizacio´n cuadra´tica se ha llevado
a cabo mediante el algoritmo de Goldfarb e Idnani [19] utilizado en el paquete quadprog
[44] de R e implementado en Fortran.
En la seccio´n 2.1.1 vimos que el ca´lculo de la informacio´n mutua presentaba el incon-
veniente de la estimacio´n de las funciones de densidad de cada una de las variables del
problema, especialmente en el caso de variables continuas, presentes en todos los con-
juntos de datos utilizados. Se ha optado por discretizar tales variables en 3 segmentos,
correspondientes a las posiciones (−∞, µ − σ], (µ − σ, µ + σ],(µ + σ,+∞), siendo µ la
media muestral de la variable y σ su desviacio´n t´ıpica. Esta aproximacio´n es muy senci-
lla, poco costosa y suficiente para comprobar la eficiencia del algoritmo propuesto y su
comparativa frente a mRMR dado que en ambos casos la discretizacio´n de las variables
es ide´ntica y, con ello, la aproximacio´n de la informacio´n mutua.
Los algoritmos a comparar en este trabajo no requieren de un clasificador subyacente
en particular. Al tratarse de me´todos de seleccio´n de filtro, es de esperar que su com-
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portamiento sea similar independientemente del clasificador utilizado. Por simplicidad
se ha optado por el SVM con kernel lineal implementado en el paquete LIBSVM 2.6 [7]
va´lido para problemas binarios y multiclase.
4.1.1. Conjuntos de datos
Los cinco conjuntos de datos utilizados en este trabajo se muestran en la tabla 4.1
junto con el promedio del porcentaje de error sin realizar seleccio´n de variables utilizan-
do como clasificador un SVM lineal, y referencias a trabajos anteriores en los que se han
empleado para evaluar los me´todos de seleccio´n de variables .
Dataset N M C Error de referencia Referencias
ARR 422 278 2 21.81% [37, 52]
NCI60 60 1123 9 38.67% [31, 52, 53]
SRBCT 83 2308 4 0.22% [31, 53]
GCM 198 16063 14 33.85% [31, 52, 53]
RAT 181 8460 2 8.61% [25]
Tabla 4.1: Descripcio´n de los conjuntos de datos. N representa el nu´mero de patrones, M la
dimensio´n del problema y C el nu´mero de clases. Se incluyen referencias a otros trabajos en
los que se han utilizado estos conjuntos de datos para la seleccio´n de variables.
ARR: Conjunto de datos de arritmias card´ıacas disponible en el repositorio UCI
Machine Learning [2]. Se trata de un problema binario (presencia/ausencia de
arritmia card´ıaca) con 422 patrones y 478 variables.
NCI60: Conjunto de datos estudiado inicialmente en [41]. Se utilizan microarrays
cDNA para examinar la variacio´n en la expresio´n gene´tica de 1123 genes en 60
cell lines para distinguir entre 9 tipos distintos de ca´ncer. El nu´mero de muestras
de cada tipo es como mı´nimo 2 y como ma´ximo 9. Los datos esta´n disponibles en
http://users.cis.fiu.edu/ yzhan004/genesel.html.
SRBCT: Conjunto de datos Small Round Blue Cell Tumors en nin˜os, formado
por 83 patrones de 4 clases (se exluyendo muestras no-SRBCT) y 2308 marcadores.
Disponible en http://research.nhgri.nih.gov/microarray/Supplement/.
GCM: Conjunto de datos formado por 198 muestras de tumores humanos de 15 ti-
pos distintos [40]. Se dispone de informacio´n sobre 16063 marcadores (variables). El
dataset puede obtenerse en http://users.cis.fiu.edu/ yzhan004/genesel.html.
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RAT: Dataset obtenido del estudio de respuesta gene´tica en ratas a diferentes
medicamentos y to´xicos [34]. Se trata de un problema binario de identificacio´n de
sustancias to´xicas. El dataset se ha formado a partir de chips de microarrays de
cRNA con 8565 marcadores(variables) y ha sido preprocesado eliminando aquellas
variables con ma´s de un 10% de missing values y sustituyendo el resto de missing
values por la media aritme´tica de la variable sobre los ejemplos disponibles, lo que
reduce la dimensio´n del problema a 8460. Se dispone de 61 muestras de to´xicos
y 120 de otras sustancias. Conjunto de datos disponible en NIH Gene Expression
Omnibus (GEO), nu´mero de acceso GSE2187.
Las principales caracter´ısticas de estos conjuntos son que el nu´mero de ejemplos de
cada clase es generalmente pequen˜o y desbalanceado, todo ello unido al alto nu´mero
de clases como en NCI60 o GCM, dificulta la tarea de clasificacio´n, tenie´ndose en la
mayor´ıa de los casos un alto porcentaje de error.
4.1.2. Metodolog´ıa
Para estimar el error de clasificacio´n para los datasets ARR, NCI60, SRBCT y GCM
se ha utilizado como me´todo de validacio´n cruzada 10CV [13] con 100 ejecuciones distin-
tas, con lo que los resultados obtenidos son comparables a los descritos en la bibliograf´ıa
[31, 37, 52, 53]. En el caso del conjunto de datos RAT se ha seguido la misma meto-
dolog´ıa que en [25], utilizando 120 patrones para entrenamiento (61 para test) y 300
permutaciones.
En cuanto a la complejidad temporal, se han realizado dos tipos de pruebas para
comprobar que el comportamiento emp´ırico de los algoritmos coincide con lo que cabr´ıa
esperar del ana´lisis teo´rico expuesto en la tabla 3.1. En ambos casos se han medido los
tiempos de ejecucio´n para los algoritmos mRMR, QPFS sin Nystro¨m y QPFS+Nystro¨m
y distinta proporcio´n de submuestreos para 50 permutaciones distintas de los datos. Las
medidas han sido realizadas en un equipo con doble procesador Intel(R) Core(TM) CPU
4300 a 1.80GHz y han consistido en:
Comportamiento en funcio´n del nu´mero de patrones N . Para las pruebas se
ha utilizado en dataset SRBCT modificado: se ha fijado la dimensio´n en M = 140
y se ha incrementado artificialmente el nu´mero de patrones en un factor de 4, esto
es, N = 332.
Comportamiento en funcio´n de la dimensio´nM . En este caso se ha utilizado
el conjunto de datos SRBCT sin modificar, N = 83 y M = 2308.
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4.2. Discusio´n y conclusiones
El principal objetivo de los experimentos realizados es probar que el algoritmo
QPFS+Nystro¨m es considerablemente ma´s ra´pido que mRMR para problemas de alta
dimensionalidad con tasas de acierto similares a las de mRMR. Como objetivo secunda-
rio se tiene la comparacio´n de la correlacio´n de Pearson y la informacio´n mutua como
medidas de similitud.
En la figura 4.1 se ha representado el coste temporal promedio en 50 iteraciones
de los algoritmos mRMR y QPFS en funcio´n del nu´mero de patrones N del problema
de clasificacio´n y dejando fija la dimensio´n M . Para el algoritmo mRMR se observa
claramente una dependencia lineal en N , tal y como se analizo´ teo´ricamente en la seccio´n
3.3. En cuanto al algoritmo QPFS sin utilizar la aproximacio´n de Nystro¨m, se observa
un comportamiento lineal, tendencia esperada de acuerdo al ana´lisis teo´rico. Finalmente,
en el caso de QPFS+Nystro¨m, el algoritmo presenta un comportamiento lineal en N ,
aumentando la pendiente de la recta con el porcentaje de submuestreos p tomados para
Nystro¨m. Nuevamente, estos resultados coinciden con los que se obtuvieron teo´ricamente
en la seccio´n 3.3.

































Figura 4.1: Complejidad temporal de los algoritmos mRMR y QPFS (con y sin Nystro¨m) en
funcio´n del nu´mero de patrones N del problema.
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Como conclusio´n podemos decir entonces que el algoritmo QPFS+Nystro¨m presenta
una menor complejidad temporal que mRMR cuando el nu´mero de patrones del problema
es grande (en la gra´fica 4.1, u´nicamente mRMR tiene menor coste que QPFS+Nystro¨m
cuando el nu´mero de patrones es muy bajo en comparacio´n a la dimensio´n y la propor-
cio´n de submuestreos es muy elevada).
La gra´fica 4.2 muestra el promedio en 50 iteraciones del coste temporal de los algorit-
mos mRMR y QPFS en funcio´n de la dimensio´n M del problema, dejando constante el
nu´mero de patrones N . Para el algoritmo mRMR se observa una dependencia cuadra´tica
en la dimensio´n coincidiendo con el resultado teo´rico formulado en la tabla 3.1. Para
QPFS sin Nystro¨m, se tiene una tendencia cu´bica en la dimensio´n del problema debi-
da al coste de la diagonalizacio´n y resolucio´n del problema de optimizacio´n cuadra´tica,
encontra´ndose siempre por encima de mRMR. Finalmente, QPFS+Nystro¨m tiene una
complejidad temporal inferior a la de los dos algoritmos anteriores, de comportamiento
cuadra´tico y directamente dependiente del nu´mero de submuestreos p considerados en
el me´todo de Nystro¨m. Para comprobar el orden de la tendencia en cada caso se ha
realizado un t-test de significancia estad´ıstica sobre los coeficientes de los polinomios
que ajustan cada una de las curvas por mı´nimos cuadrados [35].

































Figura 4.2: Coste temporal (segundos) de los algoritmos mRMR y QPFS en funcio´n de la
dimensio´n M del problema.
En resumen, el algoritmo propuesto QPFS+Nystro¨m presenta tiempos de ejecucio´n
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inferiores tanto a mRMR como a QPFS sin Nystro¨m, acentua´ndose esta diferencia a
medida que aumenta la dimensio´n del problema.

































Figura 4.3: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
correlacio´n para el conjunto de datos ARR.


































Figura 4.4: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
informacio´n mutua para el conjunto de datos ARR.
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Figura 4.5: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
correlacio´n para el conjunto de datos NCI60.



























Figura 4.6: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
informacio´n mutua para el conjunto de datos NCI60.
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Figura 4.7: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
correlacio´n para el conjunto de datos SRBCT.



























Figura 4.8: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y QPFS con
informacio´n mutua para el conjunto de datos SRBCT.



















Conjunto de datos SRBCT, SVM lineal






















Figura 4.9: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y
QPFS+Nystro¨m con informacio´n mutua para el conjunto de datos SRBCT.
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La figuras 4.3 y 4.4 presentan el porcentaje promedio de error de clasificacio´n (SVM
lineal) para el problema ARR en funcio´n del taman˜o del subconjunto de variables se-
leccionado por cada me´todo y utilizando como medidas de similitud para QPFS la
correlacio´n y la informacio´n mutua, respectivamente. El empleo de la correlacio´n como
medida de similitud presenta resultados ligeramente peores que los me´todos maxRel y
mRMR, mientras que la tasa de aciertos al usar la informacio´n mutua es muy pareja a
la de mRMR e incluso ligeramente mejor cuando el nu´mero de variables del subconjunto
es superior a 60; en ambos casos, un valor α = 0,5 ser´ıa adecuado. Para este conjunto
de datos se ha representado la permutacio´n completa de las variables y, parece que la
eleccio´n de un taman˜o aproximado de 50 ser´ıa la ma´s acertada. En la gra´fica tambie´n se
muestra el rendimiento que se obtendr´ıa al realizar una seleccio´n aleatoria de variables,
por debajo de cualquiera de los me´todos de seleccio´n presentados.
Las figuras 4.5 y 4.6 muestran el porcentaje promedio de error de clasificacio´n pa-
ra el problema NCI60 en funcio´n del taman˜o del subconjunto de variables empleando
como medidas de similitud la correlacio´n (figura 4.5) y la informacio´n mutua (figura
4.6). Nuevamente se observa que la correlacio´n no llega a alcanzar las tasas de acierto
de maxRel o mRMR. Cabe destacar que para α = 0,1, los resultados que se obtienen
son peores que para una seleccio´n aleatoria de variables, dando a entender la importan-
cia de la relevancia de las variables para este conjunto de datos. La informacio´n mutua
presenta resultados ligeramente mejores (figura 4.6), sin llegar a alcanzar el rendimiento
de mRMR, pero bastante competitivos para α = 0,5.
Las gra´ficas 4.7, 4.8 y 4.9 presentan el porcentaje promedio de error de clasificacio´n
para el conjunto de datos SRBCT en funcio´n del subconjunto de variables utilizando la
correlacio´n e informacio´n mutua, respectivamente, como medidas de similitud. Este pro-
blema es ma´s sencillo que los anteriores, presentando tasas de acierto superiores al 90%.
Para la correlacio´n, QPFS (α = 0,5 y α = 0,9) se encuentra entre maxRel y mRMR
cuando el taman˜o del subconjunto es menor de 20 variables; a partir de ese momento,
QPFS y mRMR muestran comportamientos similares. En la figura 4.8 se observa como
la informacio´n mutua cambia radicalmente el comportamiento del algoritmo QPFS en
funcio´n de α, ahora los mejores resultados se obtienen para valores pequen˜os de α, en
particular, para α = 0,1, la tasa de acierto es superior a la de mRMR. Este hecho pue-
de deberse a que el problema SRBCT sea altamente redundante pero la dependencia
entre las variables no sea lineal y, por tanto, la correlacio´n no determina correctamente
el subconjunto de variables ma´s independientes, mientras que la informacio´n mutua es
capaz de detectar cualquier tipo de dependencia estad´ıstica. Finalmente, la gra´fica 4.9
realiza una comparacio´n entre la solucio´n de QPFS para α = 0,1 sin utilizar la apro-
ximacio´n de Nystro¨m y el rendimiento de QPFS+Nystro¨m para distinta proporcio´n p
de submuestreos: a medida que se aumenta el nu´mero de muestras, la solucio´n obtenida
se aproxima cada vez ma´s a la solucio´n sin la aproximacio´n de Nystro¨m. En este caso
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particular, tomando un 50% de submuestreos se alcanza pra´cticamente el mismo rendi-
miento que sin Nystro¨m, aunque podr´ıa considerarse que un porcentaje del 10% ser´ıa
suficiente para taman˜os superiores a 40 variables.


















Conjunto de datos GCM, SVM lineal
maxRel
mRMR
QPFS+Nystrom MI alfa=0.1 p=0.01
QPFS+Nystrom MI alfa=0.1 p=0.03
QPFS+Nystrom MI alfa=0.1 p=0.05
Sin seleccion
Figura 4.10: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y
QPFS+Nystro¨m con informacio´n mutua para el conjunto de datos GCM.


















Conjunto de datos RAT, SVM lineal
maxRel
mRMR
QPFS+Nystrom MI alfa=0.1 p=0.05
QPFS+Nystrom MI alfa=0.9 p=0.05
QPFS+Nystrom MI alfa=0.1 p=0.1
QPFS+Nystrom MI alfa=0.5 p=0.1
QPFS+Nystrom MI alfa=0.9 p=0.1
Sin seleccion
Figura 4.11: Comparacio´n del error de clasificacio´n para los algoritmos mRMR y
QPFS+Nystro¨m con informacio´n mutua para el conjunto de datos RAT.
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La figura 4.10 representa el porcentaje promedio de error de clasificacio´n para el pro-
blema GCM en funcio´n del taman˜o del subconjunto de variables para maxRel, mRMR y
QPFS+Nystro¨m con α = 0,1 e informacio´n mutua. Se observa que el acierto de maxRel
y mRMR para subconjuntos de 60 variables o menos es considerablemente mejor que
el obtenido para QPFS+Nystro¨m; en cambio, si el taman˜o del subconjunto es superior,
ambos algoritmos presentan un error similar, siendo incluso el de QPFS ligeramente
mejor. En cuanto al valor del para´metro p, parece que es suficiente tomar un 3% de sub-
muestreos, lo que reducira´ considerablemente el tiempo de ejecucio´n teniendo en cuenta
que se trata de un problema de 16063 dimensiones.
Finalmente, los resultados para el conjunto de datos RAT se encuentran en la figura
4.11. La representacio´n del error de clasificacio´n frente al taman˜o del subconjunto de
variables muestra que, aunque QPFS+Nystro¨m (informacio´n mutua) no llega a alcanzar
a maxRel y mRMR en las primeras 100 variables, ofrece una tasa de acierto muy com-
petitiva, especialmente para taman˜os superiores a 80, necesitando u´nicamente un 5% de
submuestreos (M = 8460). La similitud entre los resultados de maxRel y mRMR hace
pensar que para este problema, la utilizacio´n de algoritmos de filtro como maxRel sea
la opcio´n ma´s acertada por su bajo coste y buenos resultados.
4.2.1. Conclusiones generales
El algoritmo propuesto QPFS+Nystro¨m presenta un menor coste computacional que
el me´todo mRMR, acentua´ndose esta reduccio´n en la complejidad cuando el nu´mero
de patrones N y/o la dimensio´n M del problema es grande. A su vez, los resultados
obtenidos en te´rminos de acierto de clasificacio´n son competitivos con los de mRMR,
mejora´ndolos levemente en algunos casos (SRBCT) o experimentando un ligero empeo-
ramiento en otros (NCI60); en cualquier caso, el orden de magnitud de la diferencia en
el error de prediccio´n es mucho menor que las diferencias en te´rminos de complejidad
temporal.
Se ha comprobado experimentalmente que el uso de la informacio´n mutua propor-
ciona mejores resultados que la correlacio´n. En todos los conjuntos de datos utilizados,
los resultados obtenidos al utilizar la informacio´n mutua mejoran a sus equivalentes con
correlacio´n, siendo la mejora ma´s significativa en unos casos que en otros.
Respecto al para´metro α (ponderacio´n de la relevancia frente a la redundancia de
variables), se ha observado que en funcio´n del problema, ciertos valores de α pueden
proporcionar resultados significativamente mejores que otros. En cuanto al para´metro p
(proporcio´n de submuestreos en el me´todo Nystro¨m), a medida que e´ste aumenta, la so-
lucio´n proporcionada por QPFS se aproxima a la solucio´n obtenida utilizando un me´todo
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de diagonalizacio´n completa; este hecho indica que tomando un nu´mero de submuestreos
adecuado se puede llegar a obtener un rendimiento muy similar al que proporcionar´ıa
QPFS sin Nystro¨m pero reduciendo considerablemente el coste temporal.
Cap´ıtulo 5
Trabajo futuro
El algoritmo de seleccio´n de variables QPFS, deja abiertas algunas l´ıneas de investiga-
cio´n para sucesivas mejoras o aplicaciones a distintos campos del aprendizaje automa´tico.
A continuacio´n se describen brevemente algunas de las principales direcciones en las que
puede ir orientada la investigacio´n basada en los conceptos desarrollados y/o resultados
obtenidos a lo largo de este trabajo.
Los conjuntos de datos en los que se ha probado el algoritmo QPFS son de alta di-
mensionalidad pero reducido nu´mero de patrones. Ser´ıa deseable analizar los resultados
experimentales del me´todo propuesto cuando el nu´mero de patrones del problema y la
dimensio´n son altos, casos en los que la eficiencia temporal de QPFS frente a mRMR se
hace ma´s significativa.
Uno de los problemas asociados a la seleccio´n de variables es determinar la dimensio´n
del subconjunto candidato. Una de las te´cnicas ma´s utilizadas en este sentido es la eva-
luacio´n del error de clasificacio´n en funcio´n del nu´mero de variables elegidas y considerar
que se ha alcanzado un buen taman˜o cuando la magnitud del error apenas var´ıa; a ella
recurren los me´todos wrapper [27] o los autores de mRMR [37]. Este me´todo requiere un
conjunto de validacio´n (no muy deseable en problemas de escaso nu´mero de patrones),
es costoso y convierte la seleccio´n de variables dependiente del clasificador. Analizando
la solucio´n obtenida en la optimizacio´n cuadra´tica para distintos conjuntos de datos se
ha observado que en algunos casos una gran parte de los coeficientes del vector solucio´n
eran nulos. Este hecho sugiere que quiza´s un estudio de la distribucio´n de los coeficientes
del vector solucio´n del problema de optimizacio´n pueda dar una idea sobre el taman˜o
del subconjunto a seleccionar.
Una de las ventajas del algoritmo QPFS es que permite la utilizacio´n de cualquier
medida de similitud siempre y cuando la matriz del te´rmino cuadra´tico sea sime´trica.
El uso de otro tipo de medidas especializadas (por ejemplo, en el a´mbito de la clasifica-
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cio´n de documentos [16]) o menos costosas computacionalmente que la correlacio´n o la
informacio´n mutua podr´ıa aportar resultados interesantes.
A lo largo de este trabajo, la seleccio´n de los para´metros α (factor de ponderacio´n de
la relevancia de las variables frente a su redundancia) y p (proporcio´n de submuestreos
en el me´todo de Nystro¨m), se ha llevado a cabo probando dentro de una rejilla estable-
cida que se consideraba razonable. Por tanto, no podemos garantizar que los para´metros
elegidos sean los o´ptimos y para problemas de grandes magnitudes esta te´cnica es muy
costosa; as´ı pues, una de las l´ıneas de investigacio´n que se desprenden de este trabajo
consiste estimar inteligentemente cua´les ser´ıan buenos valores para α y p. En relacio´n
al valor de p, existen varios trabajos recientes que tratan de determinar el nu´mero de
submuestreos necesarios para el me´todo Nystro¨m y co´mo seleccionarlos [12, 36, 43, 51].
Estas aproximaciones no son del todo concluyentes y au´n queda un amplio campo de
investigacio´n en este sentido.
Aprovechando las ventajas en te´rminos de complejidad temporal que proporciona
el algoritmo QPFS para problemas de alta dimensionalidad, se esta´ trabajando en la
generacio´n de gran cantidad de variables aleatorias a partir de una grama´tica siguiendo
la te´cnica de Evolucio´n Gramatical (GE) [28] basada en algoritmos gene´ticos para, se-
guidamente, aplicar QPFS. Con ello se espera que la generacio´n explosiva de variables
aleatorias pueda proporcionar combinaciones de las variables originales del problema que
proporcionen mejores resultados en te´rminos de acierto de clasificacio´n para predictores
simples (lineales).
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