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A method of successive approximations for solving optimal control problems 
governed by a class of hyperbolic partial differential equations is developed. The 
method is first developed for the nonlinear problem including only control con- 
straints, and an algorithm is devised. Next the existence of an optimal control for 
the corresponding linear control problem containing both control and terminal 
equality constraints is established and a minimizing sequence is constructed. Con- 
vergence properties of the algorithms for both linear and nonlinear problems are 
studied and estimates are obtained. The approximation method developed here 
applies to other distributed parameter systems as well. c‘i 1988 Academc Press, Inc. 
1. INTRODUCTION 
The problem of developing computational algorithms for solving optimal 
control problems with distributed parameters has been the subject of a 
number of recent studies (cf. [l-3], and references therein). 
Necessary conditions for optimality in systems governed by a class of 
nonlinqar hyperbolic partial differential equations with Darboux boundary 
conditions have been extensively studied in the literature (cf. [4, 51). In 
this paper we concentrate on developing a computational method for 
this class of optimal control problems. We employ the Pontryagin-type 
necessary conditions for optimality to devise and study a computational 
algorithm for computing optimal controls. This method, referred to as the 
method of successive approximations, is based on a similar method we 
have applied to control problems described by ordinary differential 
equations [3]; see also [6]. 
Reference [2] considers the same optimal control problems we are 
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studying here, but with linear cost functional control constraints, and with 
no terminal state constraints. A conditional gradient method is used to 
obtain an algorithm for solving the optimal control problem iteratively. 
There it is shown that any accumulation point of the sequence of controls 
generated by the algorithm, if it exists, satisfies a certain necessary 
condition for optimality. However, there are no estimates on the rate of 
convergence of the algorithm. 
In Section 2 we state the nonlinear optimal control problem, and 
necessary hypotheses. Section 3 contains pointwise estimates on the state 
variables (that is, the solution of the partial differential system). These 
results are required to obtain error estimates on the integral representation 
of the increment of the cost functional. In Section 4 we introduce the 
adjoint equations. Section 5 contains the integral representation of the cost 
functional and a Pontryagin-type necessary condition. 
In Section 6 we develop the method of successive approximations, 
describe the resulting algorithm, and study the convergence properties of 
the algorithm. 
In Section 7 we specialize the algorithm of Section 6 to the 
corresponding linear optimal control problem including also terminal 
equality constraints. In this section we first prove the existence of an 
optimal control and then we obtain estimates on the rate of convergence of 
the algorithm. 
2. PROBLEM STATEMENT 
We consider a control process described by a system of hyperbolic 
partial differential equations of the form 
Z.&> Y) =f(x, Y, z(x, Y), z,(x, Yh Z.“(X> Yh 4x, Y)), 
(x,y)EG:=[a,a+h]x[b,b+k], 
G-1) 
with Darboux boundary conditions 
4% b) = 4(x), ubx<a+h 
b<y<b+k, 
(2.2) 
44 Y) = ‘NY), 
where z(x, y) = (z’, . . . . z”) E R”, u(x, y) = (u’, . . . . urn) E KY’ are the state and 
control of the system, d(x) and II/(y) are given functions in the respective 
intervals, &a) = J/(b), and G is a fixed rectangle. We say that u(x, y) is an 
admissible control function if u is measurable on G and if 
4% Y) E u (2.3) 
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for all (x, y) E U, where U is a closed and bounded subset of 58”. We let Q 
denote the set of admissible controls. The solution of (2.1)-(2.2) 
corresponding to a control u(x, y) E Q will be denoted by z(u)(x, y). 
The optimal control problem consists of finding a control function that 
minimizes the functional 
over the set Q. 
J(u) := g(z(u)(a + h, h + k)) (2.4) 
Remark 2.1. Control problems described by Eqs. (2.1)-(2.3) with cost 
functionals in the form of Lagrange can be formulated as (2.1)-(2.4) 
through suitable transformations (see [4, 8)). 
Notation. For X= (A”, . . . . X”)E R”, we write 1x1 :=C;= I IX’(; for a 
matrix M=(m,), we write IM) :=CITj Imu/. For gEL,(G), 1 <p,<co, 
I( g/l, denotes the usual L, norm; m particular, 1) gl(, := ess sup I gl. 
L,(G, R”) will denote the Banach space of all r-vector functions F(x, y) = 
(F’, . . . . F) such that each F’E L,(G). For such a function we write 
((FI(, :=C;= I IIFij[P; and Fx := (F-i, . . . . FYY) for generalized partial derivatives 
of F. Finally, we often use the notation 2 := (z, z,~, z,). 
Hypotheses. We require the following hypotheses. 
(H,) The n-vector functions d(x) and r,+(y) are absolutely continuous 
on a 6 x < a + h and b < y d b + k, respectively. The derivatives 4, and Ic/, 
belong to LP( [a, a + h]) and L,,( [b, b + k]) for some p, 1 d p < + 00. 
(HZ) The function f =f(x, y, z,, z2, z3, U) = (f’, . . . . f”) and its par- 
tial derivatives with respect o z,, z2, and zj are defined and continuous on 
G x R3” x U. 
(H3) There are constants K,, K,, and K, such that 
IL,b? Y, Zl> z2, z3, u)l dK,, 
Ifz,(x, Y> Zl, z21z3, +“f-& Y, iI> i2, i2, UN 
Ii bk--ikl +lu--I , 
k=l > 
Lox, Y? Zl, 222 z3, u) -f(x, Y, Zl, z2, ‘737 u)l G K, lu - 4, 
for all (x, y) E G, zj, [, E R”, j= 1, 2, 3; U, u E U. 
(H4) The function g is continuously differentiable on R”. 
For each u(x, ~)ESZ, under (H,)-(H,), the system (2.1), (2.2) admits a 
unique solution z(u)(x, y) in the space W of functions whose generalized 
derivatives z,, z,,, z,, exist and belong to L,(G, EP), where p is as in (H,). 
See [4, Theorem 3.11 for details. 
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Remark 2.2. In view of the pointwise estimate (3.3) of [4, 
Theorem 3.11, we see that the cost functional (2.4) is bounded on Q. 
3. AUXILIARY RESULTS 
The following pointwise estimates (due to [4, Theorem 3.21) are needed 
in order to get an error estimate on the integral representation of the 
increment of the functional. 
Let u(x, y), u(x, y) E Sz, and set 
~“,Uf(X? Y) :=fh YY Z(u)(x, Y), 4x> Y))-.0x, YY Z(u)(x, Y), UC& Y)). 
(3.1) 
THEOREM 3.1. With the above notation, there exists a constant 
K, = K4(KI, p, k, h) such that 
IZ(~NX? Y) - z(u)(x, Y)l 
GK4 SI I~“,Uf(X~ Y)l dx dY7 W, Y) E G; G 
IZ,(~)(X, Y) - z.Au)(x, Y)l 
dK4 l~“,uf(x, Y)l dY + {I 
G 
M”,uf(x~ Y)l dx dY] 
for a.a. (x, y) E G; 
IZ,W(X~ Y) - z,(u)(x, Y)l 
<K‘j 
[i 
n+h Id”,,f(X, Y)l dx+& ld”,J(X, y)l dx dY] 
a 
for au. (x, y) E G. 
4. THE ADJOINT EQUATIONS 
Letting zI := z, z2 := z,, z3 := zy, the system (2.1)-(2.2) can be written in 
the equivalent form 
z1x=z2, Z 3x=f(X,y,zl,Z2,Z3,U), zly=z3, 
(4.1) 
Z2” = fh YY Zl, 22, z3, u), 
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with boundary conditions 
(4.2) 
see [7]. 
To find the adjoint equations (the linear conjugate problem), one first 
linearizes the state equations around a fixed pair U, z(u), then finds the 
adjoint linear operator corresponding to the linearized differential system, 
and introduces suitable boundary conditions using (4.2) and the cost 
functional. This is done in such a way that the relation (5.4) below holds. 
We omit the details. The resulting adjoint equations are 
PIr+4lv= -Hz,, (x, Y) E G, 
q2y= -Hi23 (x, Y) E G, (4.3) 
~2.x = -Hz,, lx> Y) E G, 
qz(x, b + k) = tgz(z,(x, b + k)), Pz(Q + k I?) = tg,e,ta + h, y)), (4.4 1 
where 
H=H(x,y,z1,~2,~3,p,q,~):=p,z2+q,z3 
+(P*+q2)f(X, Y? Zlr z27 -73, u), 
P:=(PI,P2)EaBZn,q:=(q,,q*)EIWZn. 
The boundary value problem (4.4k(4.5) is equivalent to a system of two- 
dimensional Voltra-type linear integral equations (see [4]) and so there 
exist (a family of) solutions (p, q) E L,(G, R4n) with p2 + q2 uniquely 
determined as the fixed point of an integral equation TA = A; see 
[4, pp. 134-135 3. The multipliers p and q depend on the choice of u E Q; 
this dependence will be indicated by writing p(u), q(u). 
Remark 4.1. If for a given optimal pair (u, z) and the corresponding 
multipliers p, q the generalized erivatives 
i= 1 , . . . . n, exist, one can derive the following boundary value problem as 
the adjoint equation. This form of adjoint equation is often used in the 
literature (cf. [8]). 
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k:=p*+q*, wx, y, z, z,, zy, 4 u) := A .f(x, Y, 2, z,, zy, u); 
l.Jx, b + k) = -f&(x, b + k), +“(a + k Y) = - HJa + h, Y ), 
A(a + h, b + k) = g,(z(a + h, b + k)). 
5. INTEGRAL REPRESENTATION OF THE INCREMENT 
In order to obtain a necessary condition for optimality, to describe the 
idea of method of successive approximations, and for later developments 
we need an integral representation of the increment of the cost functional in 
terms of the Hamiltonian function. A suitable integral representation that 
we shall employ follows from the analysis of [4, pp. 135-1383, and also 
appears in [Z]. 
We first recall notation (3.1) and set 
A:=p+q, 
+ 
C 
jbb’” I~wJ-(x~ 711 do]‘+ [,“‘” l~v,uf(~> Y)I do]'} dx dx 
u 
(5.1) 
and 
~“,Ufw, Y) := ff(x, Y3 Z(u)b, Y)> P(U)(X> Y), dU)(X? Y), U(X? Y)) 
- WG YY Z(uNx, Y), P(U)(X, Y), dU)(X> Yh u(x, Y)). (5.3) 
THEOREM 5.1. With the above notation, we have 
40)-4u)=JJG ~wJ-0, Y) dx dy + v(u, 01, (5.4) 
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for some constant C,. 
Remark 5.1.’ Suppose that the state equations are linear, that is, 
f = 4% VIZ + w, y)z, + C(x, y)z, + D(x, y)u, (x, Y)EG, 
then simple calculations involving integration by parts show that the 
remainder ‘I= 0. We shall study the linear optimal control problem in 
Section 7. 
We now state a Pontryagin-type necessary condition for optimality, the 
proof of which is based on the integral representation (5.4); cf. [4]. In the 
following theorem, notation (5.3) is used with the function u(x, y) replaced 
by an element u of U. 
THEOREM 5.2. Let u(x, y), z(u)(x, y) be an optimal pair for the control 
problem (2.1 k(2.4). Let conditions (H,)-(H,) hold. Then there exist mul- 
tipliers p(u) = (p,, pz), q(u) = (ql, q2) E L,(G, F!*,) satisfying (4.4H4.5) 
such that 
for a.a. (x, y) E G, and all v E U. 
6. SUCCEWVE APPROXIMATIONS AND MAIN RFNLTS 
Let u(x, ~)EQ, and let U(x, y) be any m-vector function satisfying, for 
(x, y) E G, the condition 
ff(x, Y, Z(u)(x, Y), P(U)(X, Y), q(u)(-% Y), $4 Y)) 
= rEi; Wx, y, Z(u)(x, Y), P(u)(x, Y 1, q(u)(x, Y), 0). (6.1) 
Then U(x, y) is a measurable function on G with values in U, that is, 
U(x, y) E 0. Define, for u(x, y) E Q, 
O(u) := -j-j-G LI,,~H(x, y) dx dy. 
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Note that 0(u) >,O for U(X, y) E 52 and that the necessary condition for 
optimality can be stated as follows: If u(x, y) is an optimal control, then 
6(u) = 0. 
Remark 6.1. It follows from Theorem 5.1 that if we neglect the effect of 
the remainder term q, then the most suitable control function that reduces 
the increment of the cost functional is U(x, y) defined above. It thus follows 
from the estimates in (5.4) and (H,) that in order to reduce the increment 
of the cost function and make the remainder 9 small, we need to construct 
finite variations of the control in a set of small measure. This is the basic 
idea behind the method of successive approximations. 
Let (5,~) E G, 6,) 6,> 0, let S(z, cr, 6,) 6,) denote the rectangle 
and set 
Define the (admissible) control variation 
for u ._ w Y) 1 
(x, Y) E G6,.62rf,my r.o.61.62 .- 4x3 Y)’ for (x7 Y) E G\Gw~,~,~~ (6.2) 
where ii(x, y) is defined in (6.1) and u(x, y) E 52. 
It follows from (5.4), (5.1) (5.2) and (H,) that 
for some constant C,. 
Next let NB 1 be an integer, and set 
6 ,N := h/2N, 6,, := k/2N, 
T” := (2i- 1)6,,, 0;’ := (2j- l)&?, i, j= 1, 2, 4, . . . . 2N- ‘, 
GsNI,v,62~.i,j := G c-3 S(T”, CT;“, a,,&,, 82N), i, j= 1, 2, 4, . . . . 2N-1. 
Note that for each integer N 2 1, there exists at least one pair i, j in the 
set { 1, 2, . . . . 2N-’ 1 such that 
1 
-4dlN ‘2N J‘I G:,N,62N.,,, 
d&W, y) dx dy 2 @u)lkh, (6.4) 
where u(x, y) E 52. For otherwise there would exist N 2 1 such that for all 
409/133/2-14 
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pairsi,jE(1,2 ,..., 2Nm’ }, the left-hand side of (6.4) is strictly less than its 
right-hand side. Consequently, 
e(u) = 2:' jjG,v - ~,,ff(x, Y) dx 4 
1./= 1 6,N.62".2.I 
*N-1 
< c 46,,6;,$$@). 
i, j = 1 
This contradiction proves (6.4). 
We are now able to describe an algorithm to solve the optimal control 
problem (2.1)-( 2.4). 
Algorithm (6.1). Let u”(x, y) E Q be an initial approximation. We 
construct a sequence of admissible control functions {u”) according to the 
following scheme. 
1. For each u”(x, y) find the corresponding state variables, adjoint 
variables, zi”(x, y), dGqu”H(x, JJ), and O(un). 
2. Set N= 1. 
3. For a given integer N, find a pair i, LIZ { 1,2, . . . . 2N-‘} satisfying 
(6.4). 
4. Evaluate J(u”,~), where z& := Q0;6,N62N and i, i is the pair found 
in Step 3. 
5. If 
(6.5) 
then define U” + ’ := ukii and go to Step 1; otherwise proceed to the next 
step. 
6. Increase N by unity and go to Step 3. 
Step 3 of the algorithm was justified above. The following theorem shows 
that Step 5 of the algorithm is well-defined and studies the convergence 
properties of the algorithm. 
THEOREM 6.1. Let conditions (HI )-(H,) hold. Then the sequence (u”} 
generated by Algorithm 6.1 has the convergence property 
J(u”+1)~J(u”)-B[8(u”)]2, 
/I = const > 0, 
lim B(P) = 0. 
“-CC 
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Proof. We first show that there exists an integer N, > 1 for which (6.5) 
is satisfied. Inequalities (6.3) and (6.4) yield 
JbGij) - J(u”) G [J-@ d,i,,ff(x, y) dx dy + C, S:, S:, 
bv.bH.‘.J 
Nu”) d -46,, s,, - kh + c3 s:, GN 
and hence for 
6,, c& < 38(u”)/C,hk (6.6) 
the above inequality gives (6.5). Let NO be the smallest integer N for which 
S,, 6,, satisfies (6.6). Thus 
=S 6 
3O(zP) 
l(No- 1) 2(Ng- I)‘-. C3hk (6.7) 
Equations (6.5)-( 6.7) now yield 
J(u”+‘)-J(u”)< - s~~;~W qq 
3 
< - 4C,(hk)’ c@“)1’. (6.8) 
Thus with /I = 3/4C,(hk)* the first assertion of the theorem holds. We 
rewrite (6.8) as 
[e(u”),2<4c3jhk)2 [.I(#“)-J(u”f’)], 
and add up these inequalities for n =O, 1, . . . . M- 1, where A4 is an 
arbitrary positive integer: 
M-l 
.;, C~(41Z< 4c3y)2 ;gl [J(u”)-J(u”+ ‘)I 
<i C,(hk)*[J(uO)-inf J(u)] < + 00. 
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from which the second assertion of the theorem follows. 
7. LINEAR EQUATIONS WITH TERMINAL EQUALITY CONSTRAINTS 
In this section we assume that the state equations (2.1) are linear, i.e., of 
the form 
T&, v) = Al-7 v) 4x, Y) + Hx, Y) ZAX? Y) 
+ C(& v) z,.(x, Y) + ax, Y) 4X? Y), (7.1) 
where A, B, and C are n x n matrix functions with entries in L,(G, [w” .‘) 
and the entries of the n x m matrix function D belong to L,(G) for p as in 
U-I,). 
We are concerned with the problem of minimizing the same functional 
(2.4) over B subject to additional constraints 
Jr(u) := h,(z(u)(a + h, b + k)) = 0, r = 1, . ..) L, (7.2) 
where each h, is a continuously differentiable real-valued function. Let us 
define the set of feasible controls 
F:= {u~l2;2J,(u)=O, r= 1, . . . . L>. 
We first prove the existence of an optimal control. 
THEOREM 7.1. Suppose that the set U is compact and convex, and that 
Ff 0. Then the linear control problem (7.1), (2.2), (2.3), (2.4), and (7.2) has 
a solution. 
Proof: The cost functional (2.4) is bounded on Sz (see Remark 2.2). 
Thus 
j* :=hf,J(u)> -co. 
Let (u’} c F be a minimizing sequence, i.e., 
lim J( 24’) = J*. 
j - cc 
Since U is compact and convex in Iw”, L,(G, U) is sequentially compact in 
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the weak* topology. Thus there is a function iz E 52 and a subsequence of 
{ui}, still denoted by {ui}, such that ui + U in the weak* topology. Thus 
by Theorem 3.1, z(uj)(x, y) -+ z(ii)(x, y) for each (x, y) E G, therefore 
h,(z(uj)(x, y)) -+ h,(z(zi)(x, y)). Since h,(z(ui)(a + h, b + k)) = 0, we have 
h,(z(z?)(a + h, b + k)) = 0, thus J,(U) = 0, and ii E F. Finally, from the above 
argument, 
&(4(x9 Y)) + d44b~ Y)) 
from which we get 
J* = lim J( ~4’) = J(U). 
r-r* 
This completes the proof. 
Next we define the augmented functional 
J(u) := g(z(u)(a + h, b + k)) 
+$ i CW(u)(a+h, b+k))12 
r=l 
(7.3) 
for E > 0, and define the adjoint variables dE(u) and ~Ju) to be the 
solutions of the same boundary value problem (4.3)-(4.5) with the boun- 
dary conditions replaced by 
qdx, b + k) =; gz(zI(x, b + k)) 
+& i hr(z,(u)(x, b + k)) h,,(z,(u)(x, b + k)); 
r=l 
Now let U(x, y), Z(x, y) be an optimal pair. Applying the scheme 1-5 of 
the algorithm devised in Section 6 with 7 in place of J, we generate a 
sequence {u;} of admissible controls. In the following theorem, we assume 
that g and h,, r = 1, . . . . L, are convex functions. 
THEOREM 7.2. Consider the linear optimal control problem (7.1), (2.2) 
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(2.3), (2.4), and (7.2) and let E > 0 be given. The sequence {uz} generated h,, 
the above algorithm has the convergence properties 
O<J(u:)-infJ(u)<C,/n 
Ih,(z(uXa + k b + k))l G fi(&/$l. 
Proof of the theorem rests on the following fact (see [9, p. 129 J for a 
proof). 
LEMMA 7.1. Let II, be a sequence of nonnegative numbers satisfying the 
condition 
I n+* <I.,-#, tl = const > 0. 
Then A, = 0( l/n). 
Proof of Theorem 7.2. From the convexity of g and h,, and the 
definition of U”, we have 
OQJ(u”)-q?(u) 
6 ss G ~P&XX, Y) -t- be(un)(x, u)l .W, Y) . Cu”(x, Y) - ~‘Yx, ~11 dx 4 
= e( u”). (7.4) 
Let 
A,:=J(un)-infS(u). 
By (6.8) and (7.4) we have 
#I n+* -a,=S(Un+~)-7(un) 
3 
< - 4C3(hk)2 CwY1’ 
3 =- 
4C,(hk)2 
[&P) - 7((u)]’ 
3 
= -4C,(hQ2 “’ 
that is, 
a “+I-&< - 
3 
4C3(hk)’ “’ (7.5) 
Now applying Lemma 7.1 to (7.5) we obtain the desired estimates. 
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