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The characterization of non-local correlations with respect to the causal order of events in space-
time is still an open question. We systematically investigate the polytope of relativistic causal boxes
in the three-party Bell scenario and compute the complete set of extremal boxes in the (3, 2, 2) sce-
nario with three parties each performing two binary measurements. We highlight the difference with
the usual no-signaling polytope by computing the dimension of the RC polytope and contrasting
the RC bounds for some well-known multi-player games. We show that no two-party Bell inequality
obeys a monogamy relation when constrained only by causality as opposed to the no-signaling con-
ditions. We identify multi-party Bell inequalities and measurement configurations where trade-off
relations do exist, showing that device-independent cryptography against adversaries constrained
only by relativistic causality is still not excluded.
INTRODUCTION
Scientific theories motivate us to explore beyond the lim-
its of our actual empirical experience to acquire new knowl-
edge. The exploration of theories beyond quantum the-
ory probe the so-called box-world of theories that achieve
non-local correlations stronger than quantum [1], limited
only by the requirement that no causal loop between the
measurement events be generated. Such a research con-
sidered ubiquitously the no-signaling constraints as a com-
plete characterization for these theories. However, a recent
result shows that no-signaling is only a sufficient condi-
tion for the absence of causal loops in scenarios with more
than two parties [2]. It was shown also that the com-
plete set of such boxes allows for the violation of several
theorems, principles and protocols valid in the set of no-
signaling boxes. Namely, no-go theorems for v-causal in-
fluences [3, 4], monogamy relation of all Chain inequalities
[5], Reichenbach principle [6, 7], Quantum Key Distribu-
tion (QKD) protocols against no-signaling adversaries [8, 9]
and device-independent randomness extraction based upon
Bell violations [10, 11].
Our work makes several contributions to reveal the un-
charted parts of this field. In particular, we study the
polytope of relativistic causal (RC) correlations and analyt-
ically compute its dimensionality in the (3,m, n) scenario
of three parties each performing m measurements with n
outcomes, showing an essential difference with the classi-
cal and no-signaling polytopes. We then provide a com-
plete characterization by systematically enumerating the
vertices of the RC polytope in the (3, 2, 2) Bell scenario.
We illustrate the differences with no-signaling by comput-
ing the RC bounds of some well-known three-player games.
We show that the well-known property of monogamy of
non-local correlations that are valid within no-signaling
theories, no longer holds when one is only constrained by
causality. In particular, in any test of two-party Bell in-
equalities performed by pairs A-B and B-C, there exist rel-
ativistic causal correlations that allow both pairs to simul-
taneously witness maximal violations of the inequality. We
identify multi-party scenarios in which a trade-off between
the strength of non-local correlations does exist, paving the
way for possible device-independent cryptographic proto-
cols based solely on relativistic causality.
This paper is organized as follows: we first introduce the
basic notions of Relativistic Causal Correlations and give
the set of necessary and sufficient constraints for causality
to hold following [2]. We then give a complete characteri-
zation of the polytope of relativistic causal correlations in
terms of its extremal boxes in the (3, 2, 2) Bell scenario.
We then compute an analytic expression for the dimension
of this polytope in the general (3,m, n) scenario, and illus-
trate its difference from the classical and no-signaling poly-
topes. In the next section, we show that no bipartite Bell
inequality obeys a monogamy relation within RC theories.
We then identify multi-party inequalities and measurement
configurations where a trade-off relation does exist. We
conclude with some open questions.
RELATIVISTIC CAUSAL CORRELATIONS
Colbeck and Renner [12, 13] introduced the notion of
a spacetime random variable (SRV), which is a random
variable R together with coordinates rµ in the spacetime
(M, gµν) for some coordinate system over the manifold
M and spacetime metric gµν . Following [2] we define
a measurement event MXA as an input SRV X with an
output SRV A sharing the same spacetime coordinates.
Two SRV’s X,Y are in a causal order relation X → Y if
J+ (Y ) ⊆ J+ (X) where J+ denotes causal future [14, 15].
This means that there is a timelike or null geodesic from X
to Y in any coordinate system. Also a pair X, Y is space-
like separated iff gµνx
µyν > 0 in some coordinate system.
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2The relation → defines a preorder on M2 and a space-
time is said to be causal when → is a partial order [15].
We say that a theory is Relativistic Causal (RC) when the
causal relations of this theory cannot be used to generate a
sequence of events, in which one event is among the causes
of another event, which in turn is among the causes of the
first event, i.e. a causal loop. The content of the Rela-
tivistic Causality principle is that physical theories must
be compatible with causal spacetimes and in consequence
be Relativistic Causal.
An important feature of the Relativistic Causal theo-
ries is that special signaling correlations are allowed, that
are signaling from one party’s input SRV Y to the cor-
relations between the outputs of two other parties, while
preserving their individual marginal distributions. For ex-
ample, the input Y of Bob might influence the correlations
CA,C between the outputs A,C of two spacelike separated
measurements MXA , M
Z
C performed by Alice and Charlie.
The necessary condition that allows for such signaling is
that the common causal future J+ (CA,C) of A and C be
contained in the causal future of the signaling party, i.e.
Y → CA,C [2].
This is illustrated in Figure 1, where CA,C is non-locally
generated at the region containing MXA , M
Z
C but the event
that registers this correlation occurs only in the causal fu-
ture of Y , i.e., J+ (CA,C) = J+ (A) ∩ J+ (C). This con-
dition ensures that such signaling does not violate Rela-
tivistic Causality [2]. As such, the set of relativistic causal
constraints in multi-party Bell scenarios is a subset of the
usual no-signaling constraints, and consequently leads to
a Relativistic Causal polytope of boxes that is richer in
structure and has higher dimensionality than the usual no-
signaling polytope. In this article, we consider tripartite
scenarios for which the RC constraints are explicitly given
as follows (for a proof that these are necessary and suffi-
cient see [2]):∑
a
P (a, b, c | x, y, z) =
∑
a
P (a, b, c | x′, y, z) ∀x, x′, y, z, b, c∑
c
P (a, b, c | x, y, z) =
∑
c
P (a, b, c | x, y, z′) ∀z, z′, x, y, a, b∑
b,c
P (a, b, c | x, y, z) =
∑
b,c
P (a, b, c | x, y′, z′) ∀y, y′, z, z′, x, a
∑
a,b
P (a, b, c | x, y, z) =
∑
a,b
P (a, b, c | x′, y′, z) ∀x, x′, y, y′, z, c
(1)
We note the difference with the usual no-signaling con-
ditions which stipulate that the marginal distribution of
every subset of parties is well-defined and independent of
the inputs of the remaining parties, i.e., in addition to the
above conditions, the no-signaling constraints also require
that∑
b
P (a, b, c | x, y, z) =
∑
b
P (a, b, c | x, y′, z) ∀x, y, y′, z, a, c
(2)
The set of necessary and sufficient constraints imposed by
relativistic causality for an arbitrary number of parties was
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FIG. 1. A particular spacetime configuration of measurement
events in the three-party Bell experiment. The spacetime loca-
tions of Alice, Bob and Charlie measurement events MXA , M
Y
B ,
MZC with spacetime coordinates r
µ
A = (r
0
A, r
i
A), r
µ
B = (r
0
B , r
i
B),
rµC = (r
0
C , r
i
C), respectively. The correlations between the out-
puts of Alice and Charlie is denoted by a spacetime random
variable CA,C which can affect other events only at a spacetime
location inside J+ (A) ∩ J+ (C). The crucial property of this
measurement configuration is that J+ (A) ∩ J+ (C) ⊂ J+ (Y ).
provided in [2] and is detailed in Appendix A of the Sup-
plemental Material [16].
THE (3, 2, 2) RELATIVISTIC CAUSAL POLYTOPE
As we have seen, the simplest case where RC boxes gen-
eralize the set of no-signaling boxes is in the (3, 2, 2) sce-
nario with three parties each performing two binary mea-
surements. Thus, characterization of the RC polytope in
this case is essential to understand the new phenomena
arising from RC correlations. Such characterization of the
polytope is complete when all the extremal boxes (up to
relabelings of inputs and outputs) are computed.
Using polymake software [17] we computed the extremal
boxes for the RC polytope in this scenario [16]. The total
number of extremal boxes was found to be 153, 600, where
64 are Classical (CL), 2144 no-signaling (NS) and 151,392
are essentially new RC boxes.
Following the analysis of no-signaling extremal boxes in
[19] we define an equivalence relation for these RC boxes.
Two RC boxes V and W are equivalent if one can be con-
verted into the other by applying local transformations,
(for example: b′ → b⊕ y) or by interchange of Alice (a, x)
and Charlie (c, z). We distinguish 1 CL, 5 NS and 190 RC
equivalence classes. The complete list of the equivalence
classes of extremal boxes is included in the Supplemental
Material [16]
To illustrate the difference between the no-signaling and
RC polytope, we compute the success probabilities ωrc
3of some well-known multiplayer games and contrast them
with the success probabilities ωc, ωq, ωns in classical, quan-
tum and no-signaling theories respectively, the examples
are given in the Supplemental Material [16]. For instance,
the Guess your neightbour input (GYNI) game of [18] satis-
fies ωc = ωq =
1
4 < ωns =
1
3 . In contrast, the following RC
box (satisfying the constraints in Eq.(1)) achieves ωrc =
1
2
P (abc | xyz) =
{
1
2 , if (1⊕ b⊕ c⊕ y) (1⊕ a⊕ b⊕ x) = 1
0, otherwise
(3)
where {a, b, c, x, y} ∈ {0, 1} and ⊕ is a sum mod(2).
For quantitative measures of nonlocality the dimension-
ality of the polytope, or number of independent parame-
ters, is also a relevant factor [19]. From our analysis, it fol-
lows that the RC polytope for the (3, 2, 2) scenario has di-
mensionality 30 rather than 26 as in the NS case [19]. Fur-
thermore, we computed the dimensionality D[RC(3,m, n)]
in the more general case of (3,m, n) (three parties with
m measurements of n outcomes each) to be given by (the
proof is provided in the Supplementary Material [16]):
D[RC(3,m, n)] = [m(n−1)+1]3+m2(m−1)(n−1)2−1 (4)
MONOGAMY OF NON-LOCAL CORRELATIONS
IN RELATIVISTIC CAUSAL THEORIES
Monogamy relations are one of the most intriguing prop-
erties of quantum non-locality and it was first observed by
Toner for the well-known CHSH inequality [22]. An explicit
trade-off relation exists between the amount of violation of
this inequality by multiple players. In particular the larger
the value of the CHSH expression observed by Alice and
Bob, the lower the value observed by Alice and Charlie.
Interestingly, such a monogamy relation was shown to be
derivable solely based on the usual no-signaling constraints
[22]. This monogamy of non-locality is not only of founda-
tional interest leading to non-trivial bounds for the cloning
of correlations [5], but also serves as a tool in obtaining se-
cure key and randomness against no-signaling adversaries
[8, 9] as well as in other applications such as testing gravi-
tational decoherence [23]. Interestingly, it was shown in [2]
that the monogamy relation for the CHSH inequality does
not hold within relativistic causal theories. As such, it is
of importance to understand the class of inequalities for
which the monogamy relation fails due to the relaxation
from the usual NS constraints to the RC constraints (1),
as well as to derive new inequalities for which a trade-off
relation does hold.
We first extend the result of [2] to show that not only
the CHSH inequality, every bipartite inequality does not
exhibit a monogamy relation within relativistic causal the-
ories. Consider a general bipartite Bell inequality G of the
form
G :=
∑
a,b,x,y
αa,b,x,yP (a, b|x, y) ≤ ωc(G), (5)
where we take without loss of generality αa,b,x,y ≥ 0 and
normalize the inequality so that ωc(G) ≤ 1. Here ωc(G)
denotes the optimal classical value of the inequality, with
ωq(G), ωns(G) = ωrc(G) denoting the corresponding opti-
mal quantum and no-signaling (equal to relativistic causal
in the bipartite case) values. The following proposition
(whose proof is provided in the Supplemental Material [16])
shows that in a three-party Bell test with the measurement
events occuring in the spacetime configuration in Fig. 1,
relativistic causal correlations exist that allow both pairs
of parties A-B and B-C to simultaneously observe the max-
imum no-signaling value ωns(G) of the inequality.
Proposition (1). Consider any bipartite Bell inequality G
of the form in Eq.(5). Suppose three players perform their
measurements in the space-time configuration of Fig.1, and
that both Alice-Bob and Bob-Charlie test for the violation of
G. Then, there exist correlations {P (a, b, c|x, y, z)} in RC
theories that allow both A-B and B-C to achieve ωns(G).
As an example of the general proposition above, we find
that the following RC box
BRCGu : P (abc | xyz) =
{
1
d , if a = pixy (b) , c = pizy (b)
0, otherwise
(6)
allows both A-B and B-C to achieve the maximum no-
signaling value of 1, for any unique game Gu defined by a
set of permutations {pixy} [20, 21].
Given that the security of device-independent cryp-
tographic protocols is based on the monogamy of non-
local correlations, this raises a question whether device-
independent cryptography that is solely based on relativis-
tic causality, is even possible. Here we show that under
some conditions, multi-party non-local correlations as evi-
denced by the Svetlichny inequality do satisfy a monogamy
relation. While not by itself proving that RC device-
independent cryptography is possible, these multi-party
correlations pave the way for further studies on designing
such device-independent protocols.
Consider the simplified situation in which four parties
lie on a spacetime with only one spatial dimension and one
temporal dimension (1+1 D). The well-known three-party
inequality [24, 25]:
〈ISve〉ABC =
∑
k=0,1
(−1)k (〈AkBkCk〉+ 〈AkBkCk⊕1〉
+ 〈AkBk⊕1Ck〉 − 〈AkBk⊕1Ck⊕1〉) ≤ 4 (7)
was proposed by Svetlichny to witness genuine multi-party
non-locality. Here, Ai, Bj , Ck are observables taking ±1
values, and the bilocal and broadcast (BC) bound for the
Svetlichny expression is 4. In this (4,2,2) scenario, the
Svetlichny expression satisfies the trade-off relation:
〈ISve〉ABC + 〈ISve〉ABD
RC≤ 12 (8)
The upper bound above was obtained using a linear pro-
gram maximizing the value of the Svetlichny expression
(8) over the RC constraints in the (4,2,2) scenario (given
4in [2, 16]). We remark that the above trade-off relation
is not strictly a ”monogamy” since it allows both pairs
of observers to simultaneously violate the local bound of
4, although the RC conditions do not allow both pairs to
achieve maximum violation. We investigate this further
in Table 1, where we compute the maximum value of the
Svetlichny expression when one pair achieves the maximum
value of 8, as well as the maximum quantum value of 4
√
2.
As seen in the table, only by achieving the algebraic value
is it possible to ensure that a fourth party is not genuinely
correlated with two of the three parties, while achieving
the maximum quantum value limits the correlations with
a fourth party up to ≈ 5.17.
Table 1: 〈ISve〉ABC 〈ISve〉ABD
RC 8 4
RC 0 8
Q 4
√
2 5.17
Q 4.7 4
√
2
In the Supplemental Material, we investigate the trade-off
relations in the strength of non-local correlations in more
detail, connecting the relativistic causal correlations to pre-
viously studied broadcasting correlations [22], and showing
that in the multi-partite scenario, a rich structure of trade-
off relations exist including those between non-local corre-
lations and local contextual correlations.
We explicitly identified the necessary and sufficient con-
straints imposed by relativistic causality in the general n-
party Bell scenario. Focusing on the tripartite case, we
gave a complete characterization of the (3, 2, 2) relativistic
causal polytope in terms of its extremal boxes. This serves
as an essential tool to investigate the causal constraints
in multiparty Bell non-locality that has attracted atten-
tion recently, for instance see [26] for an approach through
Bayesian networks. We also analytically determined the
dimensionality of the corresponding RC polytope and il-
lustrated the differences with the usual no-signaling poly-
topes by comparing the values of some well-known mul-
tiparty inequalities. Finally, we extended the results on
breakdown of monogamy relations in RC theories as com-
pared to the no-signaling ones, by showing that no bipartite
Bell inequality obeys a monogamy relation within RC the-
ories. We also identified multi-party inequalities for which
a trade-off relation does hold which is a precondition for
device-independent protocols in QKD and randomness gen-
eration, showing that potentially such protocols can still
be constructed against adversaries only constrained by rel-
ativistic causality. A fundamental open question for fu-
ture research is to construct explicit device-independent
schemes for randomness and secure key generation against
relativistic causal adversaries.
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SUPPLEMENTAL MATERIAL: RELATIVISTIC CAUSAL CORRELATIONS AND THEIR PROPERTIES
APPENDIX A: GENERAL CONSTRAINTS OF RC CORRELATIONS
In this Appendix we introduce a general formalism for the study of RC constraints in multipartite scenarios and general
spacetimes. Consider a set of [n] = {1, . . . , n} parties with a string of inputs x = {x1, . . . , xn} and string of outputs
a = {a1, . . . , an}, S ⊆ [n] with complement Sc, such that aS = {ai}i∈S and analogous definition for xS . In this scenario,
the usual no-signaling constraints can be written as:
P (aS | xS) =
∑
a′Sc
P (a′Sc ,aS | x′Sc ,xS) =
∑
a′′Sc
P (a′′Sc ,aS | x′′Sc ,xS) (9)
for all x′Sc , x
′′
Sc In words, these constraints state that the probability distribution of the outputs of any subset of parties is
independent from the inputs of the complementary set of parties. In the multi-partite relativistic causal set of constraints
we also consider the space-time coordinates {rµ1 , . . . , rµn} of the measurement events
{
Mx1a1 , . . . ,M
xn
an
}
in the spacetime
(M, gµν) for some coordinate system (in special relativity this could be a particular reference frame). For a party p to
influence the correlations of a set of parties S + {p} the coordinates of Mxpap must satisfy:
⋂
q∈S
J+ (aq) ⊂ J+ (xp) (10)
In words, this condition states that the future light cone J+ (xp) of the measurement event of party p contains the
intersection of the future light cones of the measurement events of all the parties q ∈ S. Thus, a set K of parties, might
signal to another set S iff for each {p} ∈K the condition 10 is satisfied. If K can’t signal to S we say K 9 S, thus the
RC conditions are all those of the form:
P (aS | xS) =
∑
a′Sc
P (a′ | x′) =
∑
a′′Sc
P (a′′ | x′′) (11)
for all sets S such that for any subset K ⊆ Sc we have K 9 S. Of course, in general this definition has redundant
constraints and also in general a minimum set of constraints can be found. By the definition, it is clear that RC constraints
are a subset of no-signaling constraints and hence no-signaling boxes always satisfy the RC constrains while the opposite
is not true. An important remark to be made here is that for any spacetime and spacelike separated parties we have:
P (ap | xp) =
∑
a′pc
P (a′ | x′) =
∑
a′′pc
P (a′′ | x′′) (12)
for any single party p. This is the minimum number of RC constraints, which corresponds to the largest correlation
polytope. Since always the single party outcome probabilities are well defined, the signaling in RC can only target sets of
parties with two or more elements, i.e. to a region. Since a region signaling to the target region can be considered as the
union of single parties signaling to the region, we designate the distinguishing causal signaling of RC as point to region
(PTR) signaling.
6APPENDIX B: OPTIMAL SUCCESS PROBABILITY OF MULTI-PLAYER GAMES IN RC THEORIES.
The relativistic causal correlations in the measurement configuration of Fig.1 are separated from the usual no-signaling
correlations by constraints of the form∑
b
P (a, b, c|x, y, z)−
∑
b
P (a, b, c|x, y′, z) = 0 ∀a, c, x, z, y 6= y′. (13)
The usual no-signaling constraints impose equality above while this equality is not necessary for relativistic causality to
hold as shown in [1]. The relaxation of these constraints is also reflected in a difference between the optimal success
probability ω(G) of multi-player games in NS theories versus that in RC theories. We first note that as in the no-signaling
case, the calculation of the optimal success probability of multi-player games in RC theories is easy, and can be achieved
in polynomial time by means of a linear program.
As a first example of the difference in ω(G) between NS and RC theories, consider the Guess-Your-Neighbour’s-Input
Game (GYNI) in the (3,2,2) Bell scenario. The inputs x, y, z to the three parties in the game obey the promise x⊕y⊕z = 0
and the task is for each party to output their neighbour’s input, so that the expression for the success probability in the
game is given by
ω(GYNI) =
1
4
[P (000|000) + P (110|011) + P (011|101) + P (101|110)] (14)
It was shown in [2] that ωc(GYNI) = ωq(GYNI) =
1
4 while correlations obeying the no-signaling constraints allow
ωns(GYNI) =
1
3 . Here, ωc, ωq and ωns denote the optimal success probability in classical, quantum and no-signaling
theories respectively, while similarly ωrc will denote the optimal success probability in theories that only impose relativistic
causality. A simple maximization over the constraints in Eq.(11) gives that ωrc(GYNI) =
1
2 and this optimal value is
achieved by the RC Box (Extremal box class nr. 77 in Appendix F):
BRCGYNI : P (abc | xyz) =
{
1
2 , if (1⊕ b⊕ c⊕ y) (1⊕ a⊕ b⊕ x) = 1
0, otherwise
(15)
As a second example, we present games where RC correlations allow the players to win with certainty (success probability
one) while the best no-signaling strategy gives a success probability less than one. In these games, we consider three
parties, of whom only the outputs of two parties appear in the winning constraint, while the third player helps the others
achieve their task, so that one might term these games as ”games with allies” (GWA). Specifically, we propose a GWA
game for Alice and Charlie with Bob as the ally, with a winning constraint given by
xy ⊕ yz = a⊕ c, (16)
where as usual x, y, z denote the inputs of the three players and a, b, c denote their respective outputs. In the literature the
condition (16) appears in [3] as a communication complexity task for Alice and Charlie to compute functions f (x, y, z) =
h (x, y)⊕g (y, z), sharing 1 bit of information and without communication with Bob. For this game, a simple maximization
over the usual no-signaling constraints by a linear program shows that ωns(GWA) =
3
4 . In fact, a classical strategy exists
that achieves this value, and is simply given when Alice and Charlie output a = c = 0 for any input x, y, z. When y = 0,
this strategy satisfies the winning constraint a⊕ c = (x⊕ z)y = 0, and when y = 1, this strategy satisfies a⊕ c = (x⊕ z)
in exactly half of the cases, so that the optimal success probability ωc(GWA) =
3
4 is achieved. On the other hand using
a RC box is it possible to win the GWA with certainty. Specifically, consider the RC Box (Extremal box class nr. 76 in
Appendix F):
BRCGWA : P (abc | xyz) =
{
1
2 , if (1⊕ a⊕ b⊕ xy) (1⊕ b⊕ c⊕ zy) = 1
0, otherwise
(17)
This box satisfies a ⊕ b = xy and b ⊕ c = zy (two Popescu-Rohrlich type boxes between A-B and B-C) so that it
directly satisfies a⊕ c = xy ⊕ zy, which gives ωrc(GWA) = 1. This shows that RC Boxes can be used to trivialize some
communication complexity tasks [3]. Other games such as the well-known GHZ game allow ωc < ωq = ωns = ωrc = 1,
and one can also readily construct games with ωc < ωns < ωrc.
APPENDIX C: LACK OF MONOGAMY FOR TWO-PLAYER GAMES IN RC THEORIES.
An important consequence of the relaxation of the no-signaling constraints to those that are sufficient to ensure
relativistic causality is the resulting lack of monogamy for general two-player games in RC theories. In particular,
7when the players’ measurements are arranged in the space-time configuration of Fig.1, for any two-player game G it holds
that ωrc(G
AB) = ωrc(G
BC) = ωns(G). In other words, both players are able to achieve the maximum no-signaling (equal
to the relativistic causal) value of the two-player game G in this configuration. We give the proof of this statement for a
general bipartite Bell inequality in this section.
Consider a general bipartite Bell inequality G of the form
G :=
∑
a,b,x,y
αa,b,x,yP (a, b|x, y) ≤ ωc(G), (18)
where we take without loss of generality αa,b,x,y ≥ 0 and normalize the inequality so that ωc(G) ≤ 1.
Proposition (1). Consider any bipartite Bell inequality G of the form in Eq.(18). Suppose three players perform their
measurements in the space-time configuration of Fig.1, and that both Alice-Bob and Bob-Charlie test for the violation of
G. Then, there exist correlations {P (a, b, c|x, y, z)} in RC theories that allow both A-B and B-C to achieve ωns(G).
Proof. We construct the required RC box {P (a, b, c|x, y, z)} depending on the bipartite Bell inequality G as follows. Let
{Q(a, b|x, y)} be a two-party no-signaling box that achieves the maximum no-signaling (equal to relativistic causal, in
this bipartite case) value ωns(G).
Fix y = 1. The box {Q(a, b|x, y = 1)} is local realistic by virtue of the fact that party B only chooses the single input
y = 1. We construct a symmetric extension of {Q(a, b|x, y = 1)} to the three-party box {Q˜1(a, b, c|x, y = 1, z)} such that
the two-party marginals A-B and C-B are equal to Q(a, b|x, y = 1), i.e., we impose
Q(a, b|x, y = 1) =
∑
c
Q˜1(a, b, c|x, y = 1, z) =
∑
a′
Q˜1(a
′, b, c′|x′, y = 1, z′) ∀b, a = c′, x = z′. (19)
Such a symmetric extension can always be constructed for the local realistic box {Q(a, b|x, y = 1)}. To make this more
explicit, suppose that the box has the following decomposition into classical deterministic boxes
Q(a, b|x, y = 1) =
∑
λ
pλQA(a|x, λ)QB(b|y = 1, λ). (20)
One can then construct the symmetric extension {Q˜1(a, b, c|x, y = 1, z)} as
Q˜1(a, b, c|x, y = 1, z) =
∑
λ
pλQA(a|x, λ)QB(b|y = 1, λ)QA(c|z, λ), (21)
where the marginal distribution for party C is the same as that for A, and QA, QB are deterministic boxes. Note that
the symmetric extension obeys all the usual no-signaling constraints i.e., every bipartite marginal Q˜1(a, b|x, y = 1) and
Q˜1(b, c|y = 1, z) as well as the single-party marginals Q˜1(a|x), Q˜1(b|y = 1) and Q˜1(c|z) are well-defined independent of
the inputs of the remaining parties.
Similarly, fix y = 2, 3, . . . |Y | and construct the corresponding symmetric extensions Q˜k(a, b, c|x, y = k, z) for each of
the local realistic boxes Q(a, b|x, y = k). In all these boxes again, the bipartite and single-party marginals are well-defined
independent of the inputs of the other parties, and moreover we have that
Q˜k(a|x) = Q˜k′(a|x) =
∑
b
Q(a, b|x, y = 1) ∀a, x, k, k′
Q˜k(c|z) = Q˜k′(c|z) =
∑
b
Q(c, b|z, y = 1) ∀c, z, k, k′ (22)
by the property of the symmetric extension, i.e., A and C’s marginals are the same in each extension.
Now, putting together all the symmetric extensions, we obtain the combined box P (a, b, c|x, y, z) that is the required
box shared by the three parties A,B and C, with P (a, b, c|x, y = k, z) = Q˜k(a, b, c|x, y = k, z) for every k, a, b, c, x, z. This
box satisfies all the RC constraints in Eq.(11) by the argument above. Note that in general,∑
b
P (a, b, c|x, y = k, z) 6=
∑
b
P (a, b, c|x, y = k′, z) k 6= k′, (23)
but we have seen that this is precisely the missing constraints from the usual no-signaling conditions, that is not necessary
to ensure by causality in this measurement configuration. Since the two-party marginals P (a, b|x, y) and P (c, b|z, y) are
both equal to Q(a, b|x, y), we have that both A-B and B-C achieve the maximum no-signaling value ωns(G). This
completes the proof.
8As an example of the general proposition above, we find that the following RC box
BRCGu : P (abc | xyz) =
{
1
d , if a = pixy (b) , c = pizy (b)
0, otherwise
(24)
allows both A-B and B-C to achieve the maximum no-signaling value of 1, for any unique game Gu defined by a set of
permutations {pixy}.
APPENDIX D: DIMENSIONALITY OF THE RC POLYTOPE
In this appendix we compute the dimensionality D [. . .] of the polytope of RC correlations in the three party m inputs, n
outputs (3,m, n) scenario. We proceed with our calculation in three steps: 1) begin with the general set of constraints and
divide them in appropriate subsets, 2) compute in detail the dimensionality of the (3, 2, 2) scenario (i.e. D [RC (3, 2, 2)])
and 3) reproduce computation in 2) for the general scenario of (3,m, n) with the corresponding alterations.
Step 1: General Setting
The general setting corresponds to the 3 party, m inputs, n outputs (3,m, n) scenario with correlations satisfying the
following constraints :
P (a, b, c|x, y, z) ∈ [0, 1] ∀x,y,z,a,b,c (25)∑
a,b,c
P (a, b, c|x, y, z) = 1 ∀x,y,z (26)
P (b, c|y, z) =
∑
a
P (a, b, c|x, y, z) =
∑
a
P (a, b, c|x′, y, z) ∀x,x′,y,z,b,c (27)
P (a, b|x, y) =
∑
c
P (a, b, c|x, y, z) =
∑
c
P (a, b, c|x, y, z′) ∀z,z′,x,y,a,b (28)
P (a|x) =
∑
b,c
P (a, b, c|x, y, z) =
∑
b,c
P (a, b, c|x, y′, z′) ∀y,y′,z,z′,x,a (29)
P (c|z) =
∑
a,b
P (a, b, c|x, y, z) =
∑
a,b
P (a, b, c|x′, y′, z) ∀x,x′,y,y′,z,c (30)
We divide the equalities (26)-(30) into three sets of constraints N = {(26)}, P = {(27), (28)} and RC = {(29), (30)}. The
cardinalities of these sets, for any m,n, are given by:
|N | = m3 (31)
|P| = 2m2n2(m− 1) (32)
|RC| = 2mn(mn− 1), (33)
and together fully describe the (3,m, n) RC polytope.
Since the set of normalization constraints N involves mutually independent equalities we consider them - without loss
of generality- as independent and describe the dependencies of equations in other sets with respect to them.
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Here we discuss in detail mutual dependencies between equalities in and between the sets N , P and RC for the (3,2,2)
scenario. We begin by writing explicitly all equations of P and RC in the form of tables:
P c1 c2 c3 c4
Q1 Q5
r1
∑
a P (a00|000) =
∑
a P (a00|100)
∑
c P (00c|000) =
∑
c P (00c|001)
r2
∑
a P (a01|000) =
∑
a P (a01|100)
∑
c P (01c|000) =
∑
c P (01c|001)
r3
∑
a P (a10|000) =
∑
a P (a10|100)
∑
c P (10c|000) =
∑
c P (10c|001)
r4
∑
a P (a11|000) =
∑
a P (a11|100)
∑
c P (11c|000) =
∑
c P (11c|001)
Q2 Q6
r5
∑
a P (a00|001) =
∑
a P (a00|101)
∑
c P (00c|010) =
∑
c P (00c|011)
r6
∑
a P (a01|001) =
∑
a P (a01|101)
∑
c P (01c|010) =
∑
c P (01c|011)
r7
∑
a P (a10|001) =
∑
a P (a10|101)
∑
c P (10c|010) =
∑
c P (10c|011)
r8
∑
a P (a11|001) =
∑
a P (a11|101)
∑
c P (11c|010) =
∑
c P (11c|011)
Q3 Q7
r9
∑
a P (a00|010) =
∑
a P (a00|110)
∑
c P (00c|100) =
∑
c P (00c|101)
r10
∑
a P (a01|010) =
∑
a P (a01|110)
∑
c P (01c|100) =
∑
c P (01c|101)
r11
∑
a P (a10|010) =
∑
a P (a10|110)
∑
c P (10c|100) =
∑
c P (10c|101)
r12
∑
a P (a11|010) =
∑
a P (a11|110)
∑
c P (11c|100) =
∑
c P (11c|101)
Q4 Q8
r13
∑
a P (a00|011) =
∑
a P (a00|111)
∑
c P (00c|110) =
∑
c P (00c|111)
r14
∑
a P (a01|011) =
∑
a P (a01|111)
∑
c P (01c|110) =
∑
c P (01c|111)
r15
∑
a P (a10|011) =
∑
a P (a10|111)
∑
c P (10c|110) =
∑
c P (10c|111)
r16
∑
a P (a11|011) =
∑
a P (a11|111)
∑
c P (11c|110) =
∑
c P (11c|111)
RC c1 c2 c3 c4
Q1 Q5
r1
∑
a,b P (ab0|000) =
∑
a,b P (ab0|010)
∑
b,c P (0bc|000) =
∑
b,c P (0bc|001)
r2 =
∑
a,b P (ab0|100) =
∑
b,c P (0bc|010)
r3 =
∑
a,b P (ab0|110) =
∑
b,c P (0bc|011)
Q2 Q6
r4
∑
a,b P (ab1|000) =
∑
a,b P (ab1|010)
∑
b,c P (1bc|000) =
∑
b,c P (1bc|001)
r5 =
∑
a,b P (ab1|100) =
∑
b,c P (1bc|010)
r6 =
∑
a,b P (ab1|110) =
∑
b,c P (1bc|011)
Q3 Q7
r7
∑
a,b P (ab0|001) =
∑
a,b P (ab0|011)
∑
b,c P (0bc|100) =
∑
b,c P (0bc|101)
r8 =
∑
a,b P (ab0|101) =
∑
b,c P (0bc|110)
r9 =
∑
a,b P (ab0|111) =
∑
b,c P (0bc|111)
Q4 Q8
r10
∑
a,b P (ab1|001) =
∑
a,b P (ab1|011)
∑
b,c P (1bc|100) =
∑
b,c P (1bc|101)
r11 =
∑
a,b P (ab1|101) =
∑
b,c P (1bc|110)
r12 =
∑
a,b P (ab1|111) =
∑
b,c P (1bc|111)
We use this table as a means to refer to its elements (terms of sums of probabilities) using rows and columns (e.g.∑
a,b P (ab0|010) ≡ RC(1, 2)) and to define sub-tables referred as sectors (e.g. P(Q1) or RC(Q2)).
Consider P. In each sector P(Qi), i ∈ {1, . . . , 8}, the last equality is implied by the previous ones and one of 8
normalization conditions in N , which gives 8 dependent equalities. There are two more redundant conditions that can
be found by writing two sequences of equalities that begin and end with the same sum of probabilities, but with different
rows or columns in the tables above. In sectors {P(Q1),P(Q2),P(Q5),P(Q7)} and {P(Q3),P(Q4),P(Q6),P(Q8)}
we identify the corresponding two sequences (34) and (35) respectively. We designate these kind of sequences as closed
paths.
P(1, 2) + P(2, 2) = P(1, 1) + P(2, 1) = P(1, 3) + P(3, 3) = P(1, 4) + P(3, 4)
= P(5, 1) + P(6, 1) = P(5, 2) + P(6, 2) = P(9, 4) + P(11, 4)
= P(9, 3) + P(11, 3)
(34)
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P(9, 2) + P(10, 2) = P(9, 1) + P(10, 1) = P(5, 3) + P(7, 3) = P(5, 4) + P(7, 4)
= P(13, 1) + P(14, 1) = P(13, 2) + P(14, 2) = P(13, 4) + P(15, 4)
= P(13, 3) + P(15, 3)
(35)
∑
ac P (a0c|100) =
∑
a P (a00|100) +
∑
a P (a01|100) = P(1, 2) + P(2, 2)
= . . . = P(9, 3) + P(11, 3)
=
∑
c P (00c|100) +
∑
c P (10c|100) =
∑
ac P (a0c|100)
(36)
∑
ac P (a0c|110) =
∑
a P (a00|110) +
∑
a P (a01|110) = P(9, 2) + P(10, 2)
= . . . = P(13, 3) + P(15, 3)
=
∑
c P (00c|110) +
∑
c P (10c|110) =
∑
ac P (a0c|110)
(37)
Notice that first and last terms in each pair ((34), (35)) and ((36), (37)), describe the same values.
From this observation, it follows that one equality is dependent in {P(Q1),P(Q2),P(Q5),P(Q7)} and similarly one
in {P(Q3),P(Q4),P(Q6),P(Q8)}. This, for the first case, can be schematically represented as:

P(1, 1) = P(1, 2)
P(2, 1) = P(2, 2)
P(9, 3) = P(9, 4)
P(11, 3) = P(11, 4)
 +
{ P(1, 2) + P(2, 2) = P(9, 3) + P(11, 3) }

⇓


P(1, 2) + P(2, 2) = P(9, 3) + P(11, 3)
P(2, 1) = P(2, 2)
P(9, 3) = P(9, 4)
P(11, 3) = P(11, 4)
 ⇒
{ P(1, 1) = P(1, 2) }

For the second case an analogous reasoning shows the redundancy of one equation. Closed paths (34) and (35) are the
shortest possible paths in P so there are no more dependent equalities leaving in total 8 + 22 independent conditions for
the set of constraints N ∪ P.
Now, consider the full set of RC constraints N ∪P∪RC. Due to the normalization conditions, it follows that each sector
RC(Qi + 1), i ∈ 1, 3, 5, 7 is implied by RC(Qi) giving 12 dependent conditions. Furthermore in each of the remaining
sectors of RC two out of three equalities are implied by P. As an example consider sector RC(Q1), then write:
RC(1, 1) = RC(2, 2)⇔ P(1, 1) + P(3, 1) = P(1, 2) + P(3, 2) (38)
RC(1, 2) = RC(3, 2)⇔ P(9, 1) + P(11, 1) = P(9, 2) + P(11, 2) (39)
In other words two out of three equalities is sector RC(Q1) are implied by sectors P(Q1) and P(Q3). Analogously sectors
{P(Q2,P(Q4}, {P(Q5,P(Q6} and {P(Q7,P(Q8} leave only one independent equation in sectors RC(Q3), RC(Q5)
and RC(Q7) respectively. In summary, the RC (3,2,2) polytope is fully described by 34 independent conditions so its
dimensionality is D [RC (3, 2, 2)] = 64− 34 = 30.
Step 3: Computing D [RC (3,m, n)]
We now proceed to compute the dimensionality of the RC polytope in the general (3,m, n) scenario. Like in Step
2, we first consider the set P. Notice that using normalization conditions we can delete 2(m − 1) equations in each of
the 2m2 sectors P(Q). To construct closed paths between sectors one needs probabilities that for a given input and
output of Bob, sum over all outputs of Alice and Charlie. This, due to normalization that removes e.g. last row in
each sector, can be done uniquely for n − 1 outputs and m inputs of Bob for any choice of (m − 1)2 combinations of
columns for Alice and Charlie. This, in total, gives 2m2(m−1) + (n−1)m(m−1)2) dependent equalities and by Eq.(33),
2m2n2(m− 1) +m2n(2−m) +m(1− n) independent equalities.
For the set N ∪ P ∪ RC normalization conditions together with sectors {RC(Qi), . . . ,RC(Qi+m-1)} imply sector
RC(Qi+m) for i ∈ {l ·m} with l = {0, 1, . . . , 2 ∗ (m − 1)} leaving 2(n − 1)m sectors. By a similar argument as in the
(3,2,2) scenario, in each remaining sector RC(Q) constraints in P imply all sums of probabilities with the same input of
Bob leaving only m− 1 equations. This gives 2(n− 1)m(m− 1) independent equalities. Subtracting the total number of
independent conditions from (m · n)3 gives the dimensionality of RC polytope in (3,m, n) scenario as:
D [RC (3,m, n)] = [m(n−1) + 1]3 +m2(m−1)(n−1)2−1 (40)
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APPENDIX E: MONOGAMY RELATIONS IN RELATIVISTIC CAUSAL THEORIES.
Trade-offs between multi-partite non-local correlations
In a previous section, we have seen that no two-party Bell inequality admits a monogamy relation if one is only
constrained by the principle of relativistic causality. Given that the security of device-independent cryptographic protocols
is based on the monogamy of non-local correlations, this raises a question whether device-independent cryptography that
is solely based on relativistic causality, is even possible. Here we show that under some conditions multi-party non-local
correlations, as evidenced by the Svetlichny inequality, do satisfy a monogamy relation. While not by itself proving
that RC device-independent cryptography is possible, these multi-party correlations pave the way for further studies on
designing such device-independent protocols.
We firstly study trade-off relations between three-party Svetlichny expressions 〈I〉ACD, 〈I〉BCD of the form
〈I〉ACD + 〈I〉BCD ≤ 2B (41)
where B is the so-called ”Broadcast” bound. We remark that the distinguishing feature of RC correlations is the point to
region (PTR) signaling, described in detail in Appendix A, namely that in certain measurement configurations, a single
party can signal to a region thus influencing the correlations between two or more other parties.
Consider a three-party situation with measurement inputs x, y, z and outputs a, b, c for Alice, Bob and Charlie respec-
tively. Broadcasting correlations represent the situation when one party sends all the information about its measurement
setting and outcome to the other two parties. In [5, 6], it was pointed out that quantum correlations violate broadcasting
correlations and this can be regarded as an alternative notion of genuine multi-partite nonlocality. Tripartite broadcasting
correlations P (a, b, c|x, y, z) are defined as follows,
P (a, b, c|x, y, z)
=
∑
λ1
q(λ1)P (a|x, λ1)P (b|y, x, a, λ1)P (c|z, x, a, λ1)
+
∑
λ2
q(λ2)P (b|y, λ2)P (a|x, y, b, λ2)P (c|z, y, b, λ2)
+
∑
λ3
q(λ3)P (c|z, λ3)P (b|y, z, c, λ3)P (a|x, z, c, λ3).
(42)
Observe that in the first term, Bob’s output b and Charlie’s output c depend upon Alice’s input and output x, a,
concerning the situation where Alice has broadcast these, and similarly for the other two terms. The following lemma
makes a connection between broadcast correlations (BC) and relativistic causal (RC) correlations, under the constraint
that some of the observables are jointly measurable.
Lemma (2). Any RC tripartite probability distribution can be realized by a broadcast model with the additional condition
that all the observables, measured by one party who does not signal PTR, are co-measurable
Proof. Like in Section II of the main text, we consider the tripartite spacetime measurement configuration in Fig. 1 where
Bob signals PTR (i.e. Y → CA,C) so that the RC constraints are given by the set of equations∑
a
P (a, b, c | x, y, z) =
∑
a
P (a, b, c | x′, y, z) ∀x, x′, y, z, b, c (43)∑
c
P (a, b, c | x, y, z) =
∑
c
P (a, b, c | x, y, z′) ∀z, z′, x, y, a, b (44)∑
b,c
P (a, b, c | x, y, z) =
∑
b,c
P (a, b, c | x, y′, z′) ∀y, y′, z, z′, x, a (45)
∑
a,b
P (a, b, c | x, y, z) =
∑
a,b
P (a, b, c | x′, y′, z) ∀x, x′, y, y′, z, c (46)
From the first two conditions, we also clearly have,∑
a,c
P (a, b, c|x, y, z) =
∑
a,c
P (a, b, c|x′, y, z′). (47)
This implies that P (b|x, y, z) = P (b|y) is independent of x, z. Now, any RC tripartite probability distribution can be
written as,
P (a, b, c|x, y, z) = P (a, c|x, y, z, b)P (b|x, y, z)
= P (a, c|x, y, z, b)P (b|y) (48)
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Without loss of generality let’s say that all the observables x measured by Alice are co-measurable. One can define
a commutation graph of all the observables measured by Alice and Charlie conditioned on a particular pair of Bob’s
observable and outcome y, b, where a commutation graph is a graph with vertices representing observables and edges
connecting observables that are jointly measurable. In the commutation graph, all pairs x, x′ and x, z are connected, so
that this commutation graph is chordal (a chordal graph is a graph in which all cycles of four or more vertices have a
chord going through them, and corresponds to an expression for which a joint probability distribution exists and which
is hence classical [11]). Hence there exists an overall joint probability distribution of all x, z conditioned on y, b. By the
Fine’s theorem [7] one can conclude that P (a, c|x, y, z, b) = P (a|x, y, b)P (c|y, z, b). Thus,
P (a, b, c|x, y, z) = P (a|x, y, b)P (c|y, z, b)P (b|y) (49)
which is a particular form of the broadcast correlations given in (42) in which q(λ1) = q(λ3) = 0 and λ2 is unique.
We consider the Bell scenario involving four spatially separated parties Alice(A), Bob(B), Charlie(C) and Dave(D).
Consider any broadcasting inequality IACD between Alice, Charlie and Dave in which Alice has two measurement settings
x = 0, 1:
IACD = I
a0
ACD + I
a1
ACD ≤ B, (50)
where B is the upper bound on broadcasting correlations (42), and Ia0ACD, Ia1ACD are the expressions corresponding to
x = 0, 1 respectively.
Proposition (3). In the four party scenario if the following two conditions hold,
(1) A and B do not signal PTR,
(2) any observable measured by A and any observables measured by B are non-disturbing (or alternatively no party signals
PTR such that it affects the correlations between A and B),
then the monogamy relation,
IACD + IBCD ≤ 2B (51)
is satisfied in all theories obeying relativistic causality.
Proof. The expression of interest can be written as,
IACD + IBCD = (I
a0
ACD + I
b1
BCD) + (I
b0
BCD + I
a1
ACD) (52)
The terms within each bracket can be interpreted as the same inequality I in which the first party measures x = 0, y = 1
and x = 1, y = 0 respectively. Now, any two observables measured by Alice and Bob are non-disturbing and jointly
measurable since no other party signals PTR to influence the correlations between them. Moreover, both the parties do
not signal PTR to affect the correlation of others. Thus, from the above Lemma 2, one concludes that each of the two
terms is bounded by its broadcasting value within theories obeying relativistic causality, that is, B. Hence, the whole
expression is bounded by 2B.
An example of a measurement configuration given by the space time location of four parties’ measurement events is
shown in Figure 2 where the two conditions given inProposition 3 hold.
Furthermore, while we have seen in a previous section that both Alice-Bob and Alice-Charlie can simultaneously achieve
maximum violations of a two-party inequality such as the CHSH inequality [13], there is no measurement configuration
within relativistic causal theories that allows all three pairs A-B, B-C and A-C to simultaneously achieve this maximum
violation. For instance, for the well-known CHSH inequality written as
〈ICHSH〉AB := 〈A1B1〉+ 〈A1B2〉+ 〈A2B1〉 − 〈A2B2〉 ≤ 2, (53)
in any measurement configuration, a direct optimization via a linear program shows that in all theories respecting
relativistic causality, the following trade-off relation holds
〈ICHSH〉AB + 〈ICHSH〉BC + 〈ICHSH〉CA ≤ 10, (54)
showing that not all pairs can achieve the algebraic maximum value of 4 for the inequality.
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FIG. 2. Two perspectives of four parties A,B,C,D in a (2+1 D) dimensional spacetime. The four parties make a simultaneous
measurement in the particular reference frame of the picture. The measurement events of parties A,B,C form a triangle and party
D is in some location inside the region defined by line BC and line AC. The correlations then satisfy a tight Monogamy relation
for any broadcast inequality, for instance 〈ISve〉ABC + 〈ISve〉ABD
RC≤ 8.
Trade-offs between nonlocality and local contextuality
Besides the trade-off between non-local correlations considered in previous sections, one can also identify trade-offs
between non-local and local contextual correlations within relativistic causal theories. That the trade-off between en-
tanglement and local purity [8] can be generalized to no-signaling boxes as a trade-off between nonlocality and local
contextuality was noted as an example of activation of monogamy in [9]. Here we show an example that illustrates the
existence of such trade-offs in general theories that obey relativistic causality.
Proof. We consider a Bell scenario with three parties Alice, Bob and Charlie. Alice and Charlie each measure three
binary observables A1, A2, A3 and C1, C2, C3 respectively. Bob measures six binary observables B1, B2, B3, B
′
1, B
′
2, B
′
3.
We consider the non-local correlations between Alice-Bob and Bob-Charlie as evidenced by the Braunstein-Caves chain
inequality [12] expression ICh3 for three inputs
〈ICh3〉BA = 〈B1A1〉+ 〈B2A1〉+ 〈B2A2〉+ 〈B3A2〉+ 〈B3A3〉 − 〈B1A3〉 (55)
and similarly for 〈ICh3〉BC . Simultaneously, Bob also observes local contextual correlations as evidenced by a local
six-cycle non-contextuality inequality 〈ICyc6〉B involving his six observables given as:
〈ICyc6〉B = 〈B1B′1〉+ 〈B2B′1〉+ 〈B2B′2〉+ 〈B3B′2〉+ 〈B3B′3〉 − 〈B1B′3〉 (56)
with the additional constraint that the pairs {{B1, B′2} , {B2, B′3} {B3, B′1}} are co-measurable.
The quantity that we are interested in is the trade-off between the non-local correlations 〈ICh3〉BA, 〈ICh3〉BC and the
local contextual correlations 〈ICyc6〉B :
〈ICh3〉BA + 〈ICyc6〉B + 〈ICh3〉BC (57)
This expression has a graph representation in terms of the following commutation graph where edges connect observables
that are co-measurable and a dotted edge indicates a negative coefficient (anti-correlation) in front of the corresponding
correlation function:
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The three graphs may be combined into a single commutation graph as:
Subsequently, we decompose the above commutation graph into the following chordal graphs (so that the corresponding
observables admits a joint probability distribution exists and the value of the expression cannot exceed the classical value
[11]):
Since the three graphs above are all chordal graphs, the corresponding expressions (such as 〈B1A1 + A1B2 + B2C2 +
C2B3 +B3B
′
3 −B1B′3〉 for the first graph) can only at most reach the classical bound (of 4) by the results of [11]. Thus
the expression (57) can achieve a maximum value of 4 + 4 + 4 = 12. Since the classical bound for 〈ICh3〉BA, 〈ICh3〉BC
and 〈ICyc6〉B is also 4 we have a tight monogamy relation in relativistic causal theories given as:
〈ICh3〉BA + 〈ICyc6〉B + 〈ICh3〉BC ≤ 12 (58)
Note that since 〈ICyc6〉B is a contextual term we are also invoking locally the no-disturbance principle [10] which is
imposed by relativistic causality since all local marginals must be well defined in such theories.
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APPENDIX F: LIST OF EXTREMAL BOXES
Class Prob. Condition for RC Extremal Boxes Beyond No-signaling Polytope
1 1 abc(1⊕ x)(1⊕ z) == 1
1
2
b(cx⊕ (a⊕ xy)z) == 1
2 1 abc(1⊕ x)y(1⊕ z) == 1
1
2
a(c⊕ cy ⊕ bz)⊕ bx(c⊕ z ⊕ yz) == 1
3 1
4
(1⊕ c)xy ⊕ b(c⊕ y ⊕ yz ⊕ xyz)⊕ a(c⊕ y ⊕ z ⊕ bz ⊕ yz ⊕ bcxyz) == 1
3
4
abcxyz == 1
1
2
ab(1⊕ c⊕ y ⊕ z ⊕ yz ⊕ cxyz) == 1
4 1
3
ay(c⊕ z)⊕ b(1⊕ a⊕ ac⊕ cx⊕ xy ⊕ yz ⊕ xyz) == 1
2
3
bc((1⊕ x)yz ⊕ a(yz ⊕ x(1⊕ y ⊕ yz))) == 1
5 1
5
x⊕ cx⊕ y ⊕ cy ⊕ yz ⊕ xyz ⊕ b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xyz)⊕ a(1⊕ c⊕ yz ⊕ b(1⊕ cy ⊕ z)) == 1
4
5
abc(1⊕ x)y(1⊕ z) == 1
2
5
by(cx⊕ az) == 1
3
5
abc(1⊕ y) == 1
6 1
3
(1⊕ c)xy ⊕ a(1⊕ c⊕ bc⊕ bz)⊕ b(c⊕ y ⊕ yz ⊕ xyz) == 1
2
3
abcxyz == 1
7 1
4
x(c⊕ y)⊕ b(c⊕ y ⊕ z ⊕ xz)⊕ a(c⊕ y ⊕ bz ⊕ bcxyz) == 1
3
4
abcxyz == 1
1
2
ab(1⊕ c⊕ y ⊕ z ⊕ yz ⊕ cxyz) == 1
8 1
4
cx⊕ y ⊕ cy ⊕ xy ⊕ xz ⊕ xyz ⊕ b(c⊕ y ⊕ xz)⊕ a(y ⊕ z ⊕ bz ⊕ yz ⊕ c(1⊕ b(x⊕ y)z)) == 1
3
4
abc(x⊕ y)z == 1
1
2
ab(1⊕ c⊕ y ⊕ z ⊕ cxz ⊕ yz ⊕ cyz) == 1
9 1
3
xy(c⊕ z)⊕ b(c⊕ x⊕ xy ⊕ z ⊕ yz ⊕ xyz)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
2
3
abc(x⊕ xy ⊕ z ⊕ yz ⊕ xyz) == 1
10 1
3
x(c⊕ y ⊕ z)⊕ a(b⊕ c⊕ bc⊕ y ⊕ z)⊕ b(c⊕ yz ⊕ x(y ⊕ z ⊕ yz)) == 1
2
3
abcx(y ⊕ z) == 1
11 1
3
cxy ⊕ a(y ⊕ z)⊕ b(1⊕ a⊕ c⊕ ac⊕ y ⊕ z ⊕ xyz) == 1
2
3
a(1⊕ b)c(1⊕ y ⊕ z ⊕ xyz) == 1
12 1
4
(a⊕ x)y(c⊕ z)⊕ b(1⊕ a⊕ cx⊕ y ⊕ xz ⊕ acxyz) == 1
3
4
abcxyz == 1
1
2
bc(1⊕ x)y ⊕ ac(1⊕ b⊕ y ⊕ bxyz) == 1
13 1
3
cx(1⊕ y)⊕ a(c⊕ yz)⊕ b(1⊕ a(1⊕ c)⊕ yz ⊕ x(1⊕ y)(1⊕ z)) == 1
2
3
(1⊕ a)bcyz == 1
14 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ yz)⊕ b(c⊕ x⊕ xy ⊕ z ⊕ yz ⊕ xyz) == 1
2
3
abcxyz == 1
15 1
3
y ⊕ cy ⊕ b(c⊕ y ⊕ xz ⊕ xyz)⊕ a(1⊕ c⊕ b(1⊕ c⊕ z)) == 1
2
3
abcy(1⊕ z) == 1
16 1
4
(a⊕ x)y(c⊕ z)⊕ b(1⊕ a⊕ y ⊕ acxyz ⊕ x(1⊕ c⊕ y ⊕ yz)) == 1
3
4
abcxyz == 1
1
2
bc(1⊕ x)y ⊕ ac(1⊕ b⊕ y ⊕ bxyz) == 1
17 1
5
b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xyz ⊕ a(1⊕ cy ⊕ z)) == 1
4
5
a(1⊕ b)c(1⊕ x)y(1⊕ z) == 1
2
5
ayz ⊕ b(ay ⊕ (1⊕ a)x(1⊕ y))z ⊕ cx((1⊕ a)bz ⊕ y(1⊕ b⊕ bz ⊕ abz)) == 1
3
5
a(1⊕ b)c(1⊕ y) == 1
18 1
3
(1⊕ c)xy ⊕ a(1⊕ c⊕ bc⊕ z ⊕ bz ⊕ yz)⊕ b(c⊕ y ⊕ yz ⊕ xyz) == 1
16
2
3
abcxyz == 1
19 3
5
(1⊕ a)bc(1⊕ y) == 1
2
5
(1⊕ b)y(1⊕ c⊕ z)⊕ a(1⊕ c⊕ yz ⊕ b(1⊕ c⊕ cxy ⊕ yz ⊕ cxyz)) == 1
1
5
y((b⊕ x)(c⊕ z)⊕ a(c⊕ bc⊕ z)) == 1
20 1
2
(bc⊕ a(1⊕ b⊕ c))(1⊕ y) == 1
1
4
y(a⊕ b⊕ x(c⊕ z)) == 1
21 1
2
(ac⊕ b(1⊕ a⊕ c))(1⊕ y) == 1
1
4
y(a⊕ b⊕ cx⊕ bxz) == 1
22 1
2
b(c⊕ cy ⊕ xyz ⊕ cxyz)⊕ a(1⊕ c⊕ y ⊕ cy ⊕ cxyz ⊕ b(1⊕ y ⊕ xyz)) == 1
1
4
y(a⊕ b⊕ c⊕ cx⊕ az ⊕ bxz) == 1
23 1
2
b(1⊕ c)xy ⊕ a(cxy(1⊕ z)⊕ b(1⊕ c⊕ cxy ⊕ cxyz)) == 1
1
4
c(x⊕ y)⊕ b(c⊕ cx⊕ z ⊕ yz)⊕ a(c(1⊕ y)⊕ (b⊕ y)z) == 1
24 1
2
(1⊕ b)(1⊕ c)xy ⊕ a(1⊕ c⊕ b(1⊕ c⊕ cxy ⊕ cxyz)) == 1
1
4
cx(1⊕ y)⊕ a(c⊕ cy ⊕ bz)⊕ b(c⊕ cx⊕ z ⊕ yz) == 1
25 1
2
xy ⊕ cxy ⊕ bx(c⊕ y ⊕ cz ⊕ cyz)⊕ a(1⊕ c⊕ b(1⊕ c⊕ cx⊕ cxz)) == 1
1
4
b(c(1⊕ x)⊕ (a⊕ x⊕ y)z) == 1
26 1
4
cxy ⊕ b(1⊕ c⊕ y ⊕ a(1⊕ c⊕ cy))⊕ ay(1⊕ z) == 1
3
4
a(1⊕ b)c(1⊕ y) == 1
1
2
acy((1⊕ x)z ⊕ b(x⊕ z)) == 1
27 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ z)⊕ b(c⊕ y(1⊕ x⊕ z)) == 1
2
3
abcxyz == 1
28 1
4
y ⊕ cy ⊕ a(1⊕ c⊕ bz ⊕ bcxyz)⊕ b(yz ⊕ x(1⊕ c⊕ z)) == 1
3
4
abcxyz == 1
1
2
bc(1⊕ a⊕ x⊕ y ⊕ xy ⊕ axyz) == 1
29 1
3
a(1⊕ b⊕ c⊕ bc⊕ y)⊕ y(b⊕ cx⊕ bxz) == 1
2
3
(1⊕ a)bc(1⊕ y) == 1
30 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ z)⊕ b(c⊕ x⊕ y ⊕ xz ⊕ yz ⊕ xyz) == 1
2
3
abcxyz == 1
31 1
4
c⊕ bx⊕ bcx⊕ y ⊕ bxy ⊕ z ⊕ bz ⊕ a(1⊕ c⊕ y ⊕ z ⊕ bz ⊕ bcxyz) == 0
3
4
abcxyz == 1
1
2
a(by(1⊕ z)⊕ c(1⊕ b⊕ y ⊕ bxyz)) == 1
32 1
3
cx(1⊕ y)⊕ b(c⊕ y)⊕ a(b⊕ c⊕ bc⊕ cy) == 1
2
3
a(1⊕ b)cy == 1
33 1
3
cx(1⊕ y)⊕ a(c⊕ yz)⊕ b(1⊕ a⊕ ac⊕ yz) == 1
2
3
(1⊕ a)bcyz == 1
34 3
5
a(1⊕ b)y(c⊕ z) == 1
2
5
bx(c⊕ cy ⊕ z ⊕ yz ⊕ cyz)⊕ a(b(1⊕ y)z ⊕ c(1⊕ y ⊕ bxyz)) == 1
1
5
b(1⊕ c⊕ x⊕ cx⊕ y ⊕ xyz ⊕ a(1⊕ c⊕ cy ⊕ yz)) == 1
35 1
2
b(1⊕ x)(c⊕ y ⊕ yz ⊕ cyz)⊕ a(cy ⊕ b(1⊕ z ⊕ cz ⊕ x(1⊕ c⊕ z ⊕ cyz))) == 1
1
4
b((a⊕ y)z ⊕ x(1⊕ c⊕ acz ⊕ acyz)) == 1
3
4
abcx(1⊕ y)z == 1
36 1
2
(1⊕ a)cy ⊕ b((1⊕ a⊕ y ⊕ axy)z ⊕ c(1⊕ a⊕ ayz ⊕ axyz)) == 1
1
4
bxy ⊕ cx(1⊕ b⊕ y)⊕ a(b⊕ c⊕ cy ⊕ bz) == 1
37 1
2
b(1⊕ x)(y ⊕ c(1⊕ z ⊕ yz))⊕ a((1⊕ c)(1⊕ y)⊕ b(1⊕ xyz ⊕ c(y ⊕ z ⊕ yz ⊕ x(1⊕ y ⊕ z)))) == 1
1
4
c(a⊕ x)y ⊕ b((1⊕ a⊕ y ⊕ axy)z ⊕ c(x⊕ axyz)) == 1
3
4
ab(1⊕ c)xyz == 1
38 1
2
bcx(y ⊕ z)⊕ a((1⊕ b⊕ y ⊕ bxy)z ⊕ c(1⊕ b⊕ y ⊕ bxz)) == 1
17
1
4
a(b⊕ cy ⊕ bz)⊕ b(c⊕ x⊕ cx⊕ y ⊕ xz ⊕ yz ⊕ xyz) == 1
39 1
2
bx(c⊕ y)z ⊕ a((1⊕ b⊕ y)z ⊕ c(1⊕ b⊕ y ⊕ bxy ⊕ bxz)) == 1
1
4
a(b⊕ cy ⊕ bz)⊕ b(c(1⊕ x)⊕ (x⊕ y ⊕ xy)(1⊕ z)) == 1
40 1
2
c(a⊕ x)y ⊕ b((a⊕ x⊕ ay ⊕ xy ⊕ axy)z ⊕ c(a(y ⊕ z ⊕ yz)⊕ x(1⊕ a(1⊕ y ⊕ z)))) == 1
1
4
a(b⊕ c⊕ cy ⊕ bz)⊕ b(1⊕ x)(c⊕ yz) == 1
41 1
2
b(1⊕ x)(c⊕ y ⊕ yz)⊕ a(c(1⊕ x)y(1⊕ z)⊕ b(1⊕ z ⊕ c(x⊕ z ⊕ xyz))) == 1
1
4
cxy ⊕ ayz ⊕ b((a⊕ x⊕ xy)z ⊕ cx(1⊕ a(1⊕ y)z)) == 1
3
4
abcx(1⊕ y)z == 1
42 1
2
b(1⊕ c)x(1⊕ y)z ⊕ a(b(x⊕ y ⊕ xy)z ⊕ c(1⊕ b⊕ y ⊕ bxy ⊕ bxz)) == 1
1
4
cxy ⊕ a(b⊕ cy ⊕ bz)⊕ b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xyz) == 1
43 1
2
b(1⊕ x)(c⊕ y ⊕ yz ⊕ cyz)⊕ a(cy ⊕ b((1⊕ xy)(1⊕ z)⊕ c(x⊕ z ⊕ xyz))) == 1
1
4
b((a⊕ y)z ⊕ x(y ⊕ z ⊕ yz)⊕ cx(1⊕ a(1⊕ y)z)) == 1
3
4
abcx(1⊕ y)z == 1
44 1
3
cx⊕ y ⊕ cy ⊕ xy ⊕ xz ⊕ yz ⊕ a(b⊕ c⊕ bc⊕ y ⊕ z)⊕ b(c⊕ xz ⊕ y(1⊕ x⊕ z)) == 1
2
3
abc(xz ⊕ y(1⊕ x⊕ z)) == 1
45 1
3
xy(c⊕ z)⊕ a(1⊕ b⊕ c⊕ bc⊕ y ⊕ z)⊕ b(c⊕ y(1⊕ x⊕ z)) == 1
2
3
abcxyz == 1
46 1
3
y(c⊕ z)⊕ a(c⊕ yz)⊕ b(1⊕ a⊕ ac⊕ cx⊕ y ⊕ xz ⊕ yz ⊕ xyz) == 1
2
3
abcxyz == 1
47 1
2
bcxyz ⊕ a(y(c⊕ z)⊕ b(yz ⊕ c(1⊕ z ⊕ yz ⊕ x(1⊕ y ⊕ z)))) == 1
1
4
c(1⊕ b⊕ bx⊕ y)⊕ a(1⊕ b⊕ y ⊕ bz)⊕ x(by ⊕ z ⊕ yz ⊕ byz) == 1
48 1
2
b(1⊕ c)x(1⊕ y)z ⊕ a(bx(1⊕ y)z ⊕ c(1⊕ yz ⊕ xy(1⊕ z)⊕ b(1⊕ yz ⊕ x(y ⊕ z)))) == 1
1
4
cxy ⊕ a(b⊕ bz ⊕ yz)⊕ b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xyz) == 1
49 1
2
ac(xz ⊕ y(1⊕ x⊕ z))⊕ b(acxz ⊕ y((1⊕ x)(1⊕ c⊕ z)⊕ a(1⊕ z ⊕ c(x⊕ z)))) == 1
1
4
c(1⊕ x⊕ bx⊕ y)⊕ bx(1⊕ y)z ⊕ a(1⊕ y ⊕ z ⊕ bz) == 1
50 1
2
bc(1⊕ x)yz ⊕ a(y(c⊕ z)⊕ b(yz ⊕ c(x⊕ y ⊕ xy ⊕ xz ⊕ yz))) == 1
1
4
by ⊕ bxy ⊕ c(1⊕ bx⊕ y)⊕ bz ⊕ xz ⊕ xyz ⊕ bxyz ⊕ a(1⊕ b⊕ y ⊕ bz) == 1
51 1
2
bcxy ⊕ a((1⊕ c)xyz ⊕ b(xyz ⊕ c(1⊕ z ⊕ yz ⊕ x(1⊕ y ⊕ z)))) == 1
1
4
c(1⊕ b⊕ bx⊕ xy)⊕ (1⊕ b⊕ x⊕ bxy)z ⊕ a(1⊕ b⊕ bz ⊕ yz) == 1
52 1
2
bcx(1⊕ y)z ⊕ a((1⊕ b)(1⊕ y)z ⊕ c(1⊕ y ⊕ b(1⊕ yz ⊕ x(y ⊕ z)))) == 1
1
4
y ⊕ cy ⊕ xyz ⊕ a(b⊕ y ⊕ bz)⊕ b(c(1⊕ x)⊕ y ⊕ x(1⊕ y)(1⊕ z)) == 1
53 1
3
(1⊕ c)xy ⊕ a(1⊕ c⊕ b(1⊕ c⊕ z))⊕ b(c⊕ yz ⊕ x(y ⊕ z)) == 1
2
3
abcxy(1⊕ z) == 1
54 2
3
ac(1⊕ y ⊕ b(1⊕ y ⊕ yz ⊕ xyz)) == 1
1
3
bx(1⊕ c⊕ y)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
55 2
3
ac(1⊕ y ⊕ b(1⊕ y ⊕ xyz)) == 1
1
3
(a⊕ x)y(c⊕ z)⊕ b(1⊕ a⊕ c⊕ ac⊕ y ⊕ xyz) == 1
56 1
2
c(1⊕ x)y ⊕ a(b⊕ cy)⊕ b(c⊕ xy) == 1
57 1
2
bx(c⊕ y)⊕ a(b⊕ cy) == 1
58 1
2
b(c⊕ yz)⊕ a(1⊕ b⊕ c⊕ yz) == 1
59 1
2
bx(1⊕ c⊕ y)⊕ a(b⊕ c⊕ y) == 1
60 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ yz)⊕ b(c⊕ xyz) == 1
2
3
abcxyz == 1
61 1
3
ay(c⊕ z)⊕ b(1⊕ a⊕ ac⊕ cx⊕ xy ⊕ z ⊕ xz) == 1
2
3
bc((1⊕ x)z ⊕ a(z ⊕ x(1⊕ y ⊕ z))) == 1
62 1
3
x(1⊕ y)(c⊕ z)⊕ a(b(1⊕ c)⊕ (1⊕ y)(c⊕ z))⊕ b(c⊕ yz ⊕ x(y ⊕ z)) == 1
2
3
abc(yz ⊕ x(y ⊕ z)) == 1
18
63 1
3
(1⊕ c)xy ⊕ a(1⊕ c⊕ bc⊕ z ⊕ bz ⊕ yz)⊕ b(c⊕ y ⊕ xz ⊕ yz) == 1
2
3
abcxyz == 1
64 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ yz)⊕ b(c⊕ x⊕ xy ⊕ z ⊕ xz ⊕ yz) == 1
2
3
abcxyz == 1
65 1
3
(a⊕ x)y(c⊕ z)⊕ b(1⊕ a⊕ c⊕ ac⊕ y ⊕ xyz) == 1
2
3
abc(1⊕ y ⊕ xyz) == 1
66 1
3
xy(c⊕ z)⊕ a(b⊕ c⊕ bc⊕ yz)⊕ b(c⊕ x(1⊕ y ⊕ z)) == 1
2
3
abcxyz == 1
67 1
3
(a⊕ x)y(c⊕ z)⊕ b(1⊕ a⊕ c⊕ ac⊕ y ⊕ xz) == 1
2
3
abc(1⊕ y ⊕ xz) == 1
68 1
3
xy(c⊕ z)⊕ b(1⊕ a⊕ c⊕ ac⊕ y ⊕ xz)⊕ a(c⊕ yz) == 1
2
3
abcxyz == 1
69 1
3
(1⊕ c)xy ⊕ a(1⊕ c⊕ bc⊕ z ⊕ bz ⊕ yz)⊕ b(c⊕ x⊕ y ⊕ xy ⊕ xz ⊕ yz) == 1
2
3
abcxyz == 1
70 1
2
a(b⊕ c⊕ cy)⊕ bx(1⊕ c⊕ yz) == 1
71 1
2
bx(1⊕ c⊕ yz)⊕ a(b⊕ c⊕ yz) == 1
72 1
2
bx(c⊕ yz)⊕ a(c⊕ (1⊕ b⊕ y)z) == 1
73 1
2
cy ⊕ a(b⊕ cy)⊕ b(c⊕ x(1⊕ y)z) == 1
74 1
2
a(b⊕ cy)⊕ b(c⊕ y ⊕ xz ⊕ xyz) == 1
75 1
2
ac(1⊕ y)⊕ b(1⊕ a⊕ c⊕ xy ⊕ yz) == 1
76 1
2
xy(c⊕ z)⊕ a(c⊕ yz)⊕ b(1⊕ a⊕ c⊕ xy ⊕ yz) == 1
77 1
2
b(c⊕ y)⊕ a(1⊕ b⊕ c⊕ y) == 1
78 1
2
b(c⊕ y)⊕ a(b⊕ cy) == 1
79 1
2
a(cxyz ⊕ b(1⊕ y ⊕ xyz))⊕ b(x(1⊕ y ⊕ z)⊕ c(1⊕ y ⊕ xyz)) == 1
1
4
y(a⊕ b⊕ c⊕ cx⊕ az ⊕ bxz) == 1
80 1
2
b(c⊕ cy ⊕ xz ⊕ cxyz)⊕ a(cxyz ⊕ b(1⊕ y ⊕ xyz)) == 1
1
4
y(a⊕ b⊕ c⊕ cx⊕ az ⊕ bxz) == 1
81 1
2
b(c⊕ cy ⊕ xyz ⊕ cxyz)⊕ a(cxyz ⊕ b(1⊕ y ⊕ xyz)) == 1
1
4
y(a⊕ b⊕ c⊕ cx⊕ az ⊕ bxz) == 1
82 1
3
bx(1⊕ c⊕ y)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
2
3
abc(1⊕ y(1⊕ z ⊕ xz)) == 1
83 1
2
b(a⊕ c⊕ y(x⊕ z)) == 1
84 1
2
b(a⊕ c⊕ y ⊕ xyz) == 1
85 1
2
b(a⊕ c⊕ xy ⊕ xz ⊕ yz) == 1
86 1
2
b(a⊕ c⊕ (x⊕ y)z) == 1
87 1
2
b(a⊕ c⊕ yz) == 1
88 1
2
b(a⊕ c⊕ y ⊕ xz) == 1
89 1
2
b(a⊕ c⊕ y) == 1
90 1
2
b(a⊕ c⊕ xyz) == 1
91 2
3
ab(1⊕ c)(1⊕ y) == 1
1
3
ay(c⊕ z)⊕ b(c⊕ ac⊕ y ⊕ xyz) == 1
92 2
3
abcy == 1
1
3
cx(1⊕ y)⊕ b(c⊕ y)⊕ a(b⊕ c⊕ bc⊕ cy) == 1
93 1
2
b(a⊕ x(c⊕ yz)) == 1
94 1
2
b(a⊕ x(c⊕ y)) == 1
95 1
2
b(1⊕ y)(a⊕ c⊕ xz) == 1
19
1
4
y(a⊕ b⊕ cx⊕ bxz) == 1
96 1
2
b(1⊕ y)(a⊕ c⊕ xz) == 1
1
4
y(a⊕ b⊕ c⊕ az) == 1
97 1
2
b(1⊕ y)(a⊕ c⊕ xz) == 1
1
4
y(1⊕ b⊕ c⊕ az ⊕ bxz) == 1
98 1
2
b(1⊕ y)(a⊕ c⊕ xz) == 1
1
4
(a⊕ b⊕ cx)y == 1
99 2
3
abcy(x⊕ z ⊕ xz) == 1
1
3
b(c⊕ x⊕ xz ⊕ yz)⊕ a(b(1⊕ c)⊕ (1⊕ y)(c⊕ z)) == 1
100 2
3
abcy(1⊕ xz) == 1
1
3
a(b(1⊕ c)⊕ (1⊕ y)(c⊕ z))⊕ b(c⊕ y ⊕ x(1⊕ y ⊕ z)) == 1
101 1
2
b(a⊕ c)(1⊕ y) == 1
1
4
y(b⊕ c⊕ (a⊕ x)z) == 1
102 1
2
b(a⊕ c)(1⊕ y) == 1
1
4
y(a⊕ b⊕ x⊕ cx⊕ bxz) == 1
103 2
3
abcy(1⊕ xz) == 1
1
3
b(c⊕ y ⊕ xz)⊕ a(b(1⊕ c)⊕ (1⊕ y)(1⊕ c⊕ z)) == 1
104 3
4
abc(1⊕ y) == 1
1
4
c(1⊕ x)y ⊕ b(1⊕ c⊕ y ⊕ a(1⊕ c⊕ cy))⊕ ayz == 1
1
2
acy(bz ⊕ x(1⊕ b⊕ z)) == 1
105 2
3
abcy(1⊕ xz) == 1
1
3
cx(1⊕ y)⊕ a(b⊕ c⊕ bc⊕ cy)⊕ b(c⊕ y ⊕ xyz) == 1
106 3
5
ab(1⊕ c)(1⊕ y) == 1
2
5
ac(1⊕ x)yz ⊕ b((1⊕ a⊕ x)y ⊕ c(1⊕ a⊕ xy ⊕ ayz ⊕ axyz)) == 1
1
5
xy(1⊕ b⊕ c⊕ z)⊕ ay(1⊕ b⊕ bc⊕ z) == 1
107 2
3
abcy(1⊕ xz) == 1
1
3
cx(1⊕ y)⊕ a(1⊕ b⊕ bc⊕ y)⊕ b(c⊕ y ⊕ xyz) == 1
108 2
3
abc(1⊕ y)(1⊕ xz) == 1
1
3
c(a⊕ x)y ⊕ b(1⊕ a⊕ c⊕ ac⊕ xy ⊕ xz ⊕ yz) == 1
109 1
3
a(1⊕ c⊕ bc⊕ yz)⊕ b(c⊕ z ⊕ x(y ⊕ z)) == 1
110 1
3
a(1⊕ c⊕ bc⊕ yz)⊕ b(c⊕ yz ⊕ x(y ⊕ z)) == 1
111 1
3
a(1⊕ c⊕ bc⊕ yz)⊕ b(c⊕ x⊕ xz ⊕ yz) == 1
112 1
3
a(b⊕ c⊕ bc)⊕ cxy ⊕ b(c⊕ (x⊕ y)z) == 1
113 1
3
a(b⊕ c⊕ bc⊕ y ⊕ yz)⊕ b(c⊕ (x⊕ y)z) == 1
114 1
3
b(c⊕ y ⊕ xz)⊕ a(1⊕ c⊕ bc⊕ y ⊕ yz) == 1
115 1
3
a(b⊕ c⊕ bc)⊕ cxy ⊕ b(c⊕ yz ⊕ x(1⊕ y ⊕ z)) == 1
116 1
3
b(c⊕ x⊕ xy)⊕ a(b⊕ c⊕ bc⊕ yz) == 1
117 1
3
a(1⊕ c⊕ bc⊕ yz)⊕ b(c⊕ x⊕ y ⊕ xyz) == 1
118 1
3
a(1⊕ c⊕ bc⊕ y ⊕ yz)⊕ b(c⊕ y ⊕ z ⊕ xyz) == 1
119 1
3
a(1⊕ c⊕ bc⊕ y ⊕ yz)⊕ b(c⊕ y ⊕ xz ⊕ xyz) == 1
120 1
3
a(1⊕ c⊕ bc⊕ yz)⊕ b(c⊕ y ⊕ xz ⊕ xyz) == 1
121 1
3
a(b⊕ c⊕ bc⊕ z ⊕ yz)⊕ b(c⊕ y(x⊕ z)) == 1
122 1
3
a(b⊕ c⊕ bc)⊕ cxy ⊕ b(c⊕ x⊕ y ⊕ z ⊕ xyz) == 1
123 1
2
b(1⊕ c)(a⊕ xy) == 1
1
4
cx(1⊕ y)⊕ b(c⊕ cx⊕ z ⊕ yz)⊕ a(c⊕ (b⊕ y)z) == 1
124 1
2
b(1⊕ a⊕ x)(c⊕ yz) == 1
1
4
bx(c⊕ y ⊕ z)⊕ a(1⊕ b⊕ c⊕ y ⊕ bz) == 1
20
125 1
3
a(b⊕ c⊕ bc)⊕ cx(1⊕ y)⊕ b(c⊕ xyz) == 1
126 1
3
a(b⊕ c⊕ bc⊕ y ⊕ yz)⊕ b(c⊕ x(1⊕ y)z) == 1
127 1
3
a(b⊕ c⊕ bc)⊕ cxy ⊕ b(c⊕ (1⊕ x)yz) == 1
128 1
2
bc(1⊕ a⊕ xy) == 1
1
4
xy(b⊕ c⊕ z)⊕ a(b⊕ c⊕ yz) == 1
129 1
2
b(1⊕ c⊕ y ⊕ cyz ⊕ a(1⊕ xy ⊕ c(1⊕ y(1⊕ x⊕ z)))) == 1
1
4
b(y(x⊕ z)⊕ c(x⊕ xyz))⊕ a((1⊕ b⊕ y ⊕ bxy)z ⊕ c(1⊕ y ⊕ bxyz)) == 1
3
4
(1⊕ a)b(1⊕ c)xyz == 1
130 1
2
b((1⊕ a)(1⊕ x)yz ⊕ c(1⊕ a⊕ x⊕ axy ⊕ ayz)) == 1
1
4
bx(c⊕ y ⊕ z ⊕ yz)⊕ a((1⊕ c)(1⊕ y)⊕ b(1⊕ cxy)(1⊕ z)) == 1
3
4
abcxy(1⊕ z) == 1
131 1
2
b((1⊕ a⊕ x)yz ⊕ c(1⊕ a⊕ x⊕ axy ⊕ ayz)) == 1
1
4
bx(c⊕ y ⊕ z)⊕ a((1⊕ c)(1⊕ y)⊕ b(1⊕ cxy)(1⊕ z)) == 1
3
4
abcxy(1⊕ z) == 1
132 1
2
bc(1⊕ a⊕ x⊕ y ⊕ ay ⊕ xy ⊕ axyz) == 1
1
4
a(1⊕ c⊕ cy ⊕ bz)⊕ y(c⊕ z ⊕ xz)⊕ b(y ⊕ x(1⊕ c⊕ z ⊕ yz)) == 1
133 1
2
(1⊕ a)bc(1⊕ y ⊕ xyz) == 1
1
4
y(c⊕ x⊕ xz)⊕ a(1⊕ c⊕ cy ⊕ z ⊕ bz ⊕ yz)⊕ b(x⊕ cx⊕ y ⊕ yz ⊕ xyz) == 1
134 1
2
ab((x⊕ y ⊕ xy)z ⊕ c(y ⊕ xz ⊕ xyz)) == 1
1
4
a⊕ c⊕ bcx⊕ y ⊕ acy ⊕ bxy ⊕ bz ⊕ abz ⊕ xz ⊕ xyz ⊕ bxyz == 1
135 1
2
abc(y ⊕ xz ⊕ xyz) == 1
1
4
a⊕ c⊕ bcx⊕ y ⊕ acy ⊕ bxy ⊕ abz ⊕ xz ⊕ bxz ⊕ yz ⊕ ayz ⊕ byz ⊕ xyz ⊕ bxyz == 1
136 1
3
cxy ⊕ a(b⊕ bc⊕ cy)⊕ b(c⊕ x⊕ y ⊕ yz ⊕ xyz) == 1
2
3
abcx(1⊕ y) == 1
137 1
3
a(1⊕ c⊕ bc⊕ y ⊕ bz)⊕ b(c⊕ y ⊕ xyz) == 1
138 1
3
(1⊕ c)xy ⊕ a(1⊕ c(1⊕ b⊕ y)⊕ bz)⊕ b(c⊕ y ⊕ yz ⊕ xyz) == 1
139 1
3
b(c⊕ x⊕ y ⊕ yz ⊕ xyz)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
2
3
abcx(1⊕ y) == 1
140 1
4
a(c⊕ cy ⊕ bz)⊕ b(c⊕ y ⊕ z ⊕ xyz) == 1
1
2
a(y(c⊕ z)⊕ b(1⊕ c⊕ y ⊕ yz)) == 1
141 1
3
b(c⊕ xy)⊕ a(b(1⊕ c)⊕ (1⊕ y)(c⊕ z)) == 1
2
3
abcxy == 1
142 1
4
b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xz)⊕ a(b⊕ y(c⊕ z)) == 1
1
2
bcxy ⊕ ac(1⊕ b⊕ y) == 1
143 1
3
b(c⊕ x⊕ y ⊕ z ⊕ xyz)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
2
3
abc(1⊕ y)(x⊕ z) == 1
144 1
4
b(a⊕ c⊕ x⊕ cx⊕ y ⊕ z ⊕ xz) == 1
1
2
(1⊕ b)c(a⊕ xy) == 1
145 1
4
b(a⊕ c⊕ x⊕ cx⊕ y ⊕ yz ⊕ xyz) == 1
1
2
(1⊕ b)c(a⊕ xy) == 1
146 1
3
c(1⊕ x)y ⊕ b(c⊕ xy)⊕ a(b⊕ c⊕ bc⊕ z ⊕ yz) == 1
147 1
2
b(1⊕ c)(xy ⊕ a(1⊕ (1⊕ x)yz)) == 1
1
4
cx(1⊕ y)⊕ b(c⊕ cx⊕ z ⊕ xyz)⊕ a(c⊕ (b⊕ y)z) == 1
148 1
2
bc(a⊕ x⊕ xy ⊕ ayz ⊕ axyz) == 1
1
4
xy(c⊕ z)⊕ a(1⊕ b⊕ c⊕ y ⊕ bz ⊕ yz)⊕ b(c⊕ cx⊕ y ⊕ z ⊕ xz ⊕ xyz) == 1
149 1
2
bc(a⊕ x⊕ xy ⊕ axyz) == 1
21
1
4
xy(c⊕ z)⊕ a(1⊕ b⊕ c⊕ y ⊕ bz ⊕ yz)⊕ b(c⊕ cx⊕ y ⊕ z ⊕ xz ⊕ yz ⊕ xyz) == 1
150 1
2
b(1⊕ c)(a⊕ axyz ⊕ xy(1⊕ z)) == 1
1
4
cx(1⊕ y)⊕ b(c⊕ cx⊕ z ⊕ yz ⊕ xyz)⊕ a(c⊕ (b⊕ y)z) == 1
151 1
2
bc(1⊕ a⊕ y ⊕ xy ⊕ ayz ⊕ axyz) == 1
1
4
y(1⊕ c⊕ z)⊕ a(1⊕ c⊕ z ⊕ bz)⊕ bx(1⊕ c⊕ yz) == 1
152 1
2
bc(1⊕ a⊕ x⊕ y ⊕ ay ⊕ xy ⊕ axyz) == 1
1
4
a(1⊕ c⊕ cy ⊕ bz)⊕ y(1⊕ c⊕ z ⊕ xz)⊕ bx(1⊕ c⊕ z ⊕ yz) == 1
153 1
2
b((1⊕ a⊕ x)yz ⊕ c(1⊕ a⊕ x⊕ axy ⊕ axyz)) == 1
1
4
a(1⊕ b⊕ c⊕ y ⊕ bz)⊕ bx(c⊕ z ⊕ yz) == 1
154 1
2
bc((1⊕ x)(1⊕ y)⊕ a(1⊕ y ⊕ xy ⊕ xyz)) == 1
1
4
cy ⊕ xyz ⊕ a(1⊕ b⊕ c⊕ cy ⊕ bz)⊕ b(cx⊕ (x⊕ y ⊕ xy)z) == 1
155 1
2
ab(1⊕ c⊕ y ⊕ cxy ⊕ yz ⊕ cxyz) == 1
1
4
x(c⊕ y)⊕ a(c⊕ y ⊕ bz)⊕ b(c⊕ cx⊕ y ⊕ z ⊕ xyz) == 1
156 1
2
bc(1⊕ a⊕ x⊕ y ⊕ ay ⊕ xy ⊕ axyz) == 1
1
4
cy ⊕ xyz ⊕ a(1⊕ c⊕ cy ⊕ bz)⊕ b(y(1⊕ z)⊕ x(1⊕ c⊕ z ⊕ yz)) == 1
157 1
2
ac(bxz ⊕ y(1⊕ b⊕ bxz)) == 1
1
4
a⊕ c⊕ x⊕ bx⊕ bcx⊕ y ⊕ acy ⊕ cxy ⊕ abz ⊕ xz ⊕ bxz ⊕ byz ⊕ xyz ⊕ bxyz == 1
158 1
3
cxy ⊕ a(b⊕ c⊕ bc⊕ z ⊕ yz)⊕ b(c⊕ yz ⊕ x(1⊕ y ⊕ z)) == 1
159 1
3
c(a⊕ y)⊕ b(1⊕ a⊕ ac⊕ cx⊕ xy ⊕ xz ⊕ yz) == 1
160 1
2
bc(1⊕ a⊕ y ⊕ axy ⊕ xyz ⊕ axyz) == 1
1
4
y(b⊕ c⊕ cx⊕ bxz)⊕ a(b⊕ c⊕ z ⊕ yz) == 1
161 1
2
bc(1⊕ a⊕ y ⊕ xy ⊕ xyz ⊕ axyz) == 1
1
4
y(b⊕ c⊕ bx⊕ cx⊕ bxz)⊕ a(b⊕ c⊕ z ⊕ yz) == 1
162 1
2
bc(1⊕ a⊕ xy ⊕ axy ⊕ axyz) == 1
1
4
xy(c⊕ bz)⊕ a(b⊕ c⊕ z ⊕ yz) == 1
163 1
2
bc(1⊕ a⊕ xy ⊕ axyz) == 1
1
4
xy(b⊕ c⊕ bz)⊕ a(b⊕ c⊕ z ⊕ yz) == 1
164 1
2
ab(1⊕ c⊕ y ⊕ yz ⊕ xyz ⊕ cxyz) == 1
1
4
x(c⊕ y)⊕ a(c⊕ y ⊕ bz)⊕ b(c⊕ cx⊕ y ⊕ xy ⊕ z ⊕ xyz) == 1
165 1
2
ab(1⊕ c⊕ cxy ⊕ z ⊕ cyz)⊕ bx(1⊕ c⊕ y ⊕ z ⊕ yz ⊕ cyz) == 1
1
4
b(c⊕ cx⊕ yz)⊕ a((1⊕ b⊕ y)z ⊕ c(1⊕ y ⊕ byz ⊕ bxyz)) == 1
3
4
abc(1⊕ x)yz == 1
166 3
5
bc(a⊕ x)(1⊕ y) == 1
1
5
a(1⊕ b⊕ c⊕ y ⊕ cy ⊕ bcy ⊕ bz)⊕ b(c⊕ cx⊕ y ⊕ cxy ⊕ z ⊕ xz ⊕ xyz) == 1
2
5
bxy(c⊕ z)⊕ ay(c⊕ bz) == 1
167 3
5
abc(1⊕ y) == 1
1
5
(1⊕ c)x(1⊕ y)⊕ a(1⊕ b⊕ c⊕ y ⊕ cy ⊕ bcy ⊕ bz)⊕ b(c⊕ x⊕ cx⊕ y ⊕ z ⊕ xyz) == 1
2
5
bcxy ⊕ ay(c⊕ z ⊕ bz) == 1
168 2
5
ay(1⊕ c⊕ z)⊕ b((1⊕ y)(1⊕ xz)⊕ c(1⊕ yz ⊕ xy(1⊕ z))⊕ a(1⊕ yz ⊕ c(1⊕ xz ⊕ y(1⊕ x⊕ z)))) == 1
1
5
y(cx⊕ (b⊕ x)z)⊕ a(yz ⊕ c(y ⊕ by ⊕ bxz ⊕ bxyz)) == 1
3
5
abc(1⊕ y)(1⊕ xz) == 1
169 2
5
(1⊕ a)cxy(1⊕ z)⊕ b((1⊕ y)(1⊕ xz)⊕ a(1⊕ c⊕ cxy ⊕ cxz ⊕ yz)⊕ c(1⊕ y ⊕ xy ⊕ xyz)) == 1
1
5
(a⊕ b⊕ x)yz ⊕ c(abxz ⊕ y(1⊕ ab⊕ x⊕ abxz)) == 1
3
5
abc(1⊕ y)(1⊕ xz) == 1
170 2
5
c(a⊕ x)y ⊕ b(1⊕ c⊕ y ⊕ cy ⊕ cxy ⊕ xz ⊕ xyz ⊕ a(1⊕ c⊕ y ⊕ xy ⊕ cxy ⊕ cxz ⊕ xyz)) == 1
1
5
(1⊕ a⊕ x)y(c⊕ z)⊕ b(acxz ⊕ y(1⊕ ac⊕ x⊕ acxz)) == 1
3
5
abc(1⊕ y)(1⊕ xz) == 1
22
171 2
5
a(1⊕ c)xyz ⊕ b(1⊕ c⊕ y ⊕ cy ⊕ cxy ⊕ xz ⊕ xyz ⊕ a(1⊕ c⊕ y ⊕ cxz ⊕ xyz)) == 1
1
5
(1⊕ x)y(b⊕ c⊕ z)⊕ a(bcxz ⊕ y(1⊕ bc⊕ z ⊕ bcxz)) == 1
3
5
abc(1⊕ y)(1⊕ xz) == 1
172 2
5
a(b⊕ y ⊕ cy ⊕ bcy ⊕ bcxyz)⊕ b(x(1⊕ y)z ⊕ c(1⊕ y ⊕ xyz)) == 1
1
5
y(b⊕ c⊕ cx⊕ bz)⊕ a(1⊕ c⊕ y ⊕ z ⊕ yz ⊕ b(1⊕ c⊕ z)) == 1
173 2
5
a(1⊕ c)y ⊕ b((1⊕ y)(1⊕ xz)⊕ c(1⊕ yz ⊕ xy(1⊕ z))⊕ a(1⊕ cy(x⊕ z ⊕ xz))) == 1
1
5
cxy ⊕ byz ⊕ a((1⊕ b)c⊕ (1⊕ b⊕ y)z) == 1
174 2
5
(1⊕ b)(c⊕ y ⊕ xz ⊕ xyz)⊕ a(1⊕ cy ⊕ b(1⊕ cy(1⊕ z ⊕ xz))) == 1
1
5
bx(1⊕ c⊕ y)⊕ a(b(1⊕ c)⊕ y(c⊕ z)) == 1
175 2
5
b(c⊕ cxy ⊕ (x⊕ y)z)⊕ a(c(1⊕ x)yz ⊕ b(1⊕ y(1⊕ c⊕ z ⊕ cz ⊕ cxz))) == 1
1
5
(b⊕ c)xy ⊕ a(y ⊕ c(1⊕ b⊕ y)⊕ z ⊕ bz) == 1
176 2
5
b(x(1⊕ y)(1⊕ z)⊕ c(1⊕ yz ⊕ xy(1⊕ z)))⊕ a((1⊕ c)y ⊕ b(1⊕ cy(x⊕ z ⊕ xz))) == 1
1
5
cxy ⊕ byz ⊕ a((1⊕ b)c⊕ (1⊕ b⊕ y)z) == 1
177 2
5
b(x(1⊕ y)z ⊕ c(1⊕ yz ⊕ xy(1⊕ z)))⊕ a(y(1⊕ c⊕ z)⊕ b(1⊕ yz ⊕ cy(x⊕ z ⊕ xz))) == 1
1
5
y(cx⊕ (b⊕ x)z)⊕ a(c⊕ bc⊕ yz) == 1
178 2
5
b(x(1⊕ y)(1⊕ z)⊕ c(1⊕ yz ⊕ xy(1⊕ z)))⊕ a(y(1⊕ c⊕ z)⊕ b(1⊕ yz ⊕ cy(x⊕ z ⊕ xz))) == 1
1
5
y(cx⊕ (b⊕ x)z)⊕ a(c⊕ bc⊕ yz) == 1
179 2
5
cy ⊕ b(c⊕ x(1⊕ y)z)⊕ a(cy ⊕ b(1⊕ (1⊕ c)yz ⊕ (1⊕ c)xy(1⊕ z))) == 1
1
5
bxy ⊕ cx(1⊕ b⊕ y)⊕ a(c⊕ bc⊕ yz) == 1
180 1
2
a(c(1⊕ b⊕ y)⊕ byz) == 1
1
4
cxy ⊕ a(b⊕ cy ⊕ bz)⊕ b(c⊕ y ⊕ xy ⊕ z ⊕ xyz) == 1
181 3
5
abcy == 1
1
5
(1⊕ c)(a⊕ x)y ⊕ b(y ⊕ c(1⊕ a⊕ ay)) == 1
2
5
a(1⊕ y)(b⊕ c⊕ z) == 1
182 1
2
b(a⊕ x)(c⊕ yz) == 1
1
4
cy ⊕ b(1⊕ a⊕ c⊕ y ⊕ az)⊕ a(c⊕ z ⊕ yz) == 1
183 1
2
ab(c⊕ yz) == 1
1
4
cxy ⊕ a(1⊕ b⊕ c⊕ y ⊕ bz)⊕ b(c⊕ y ⊕ xy ⊕ z ⊕ xyz) == 1
184 1
3
a(b(1⊕ c)⊕ (1⊕ y)(c⊕ z))⊕ b(c⊕ y(x⊕ z)) == 1
2
3
abcy(x⊕ z) == 1
185 1
4
y(a⊕ c⊕ cx⊕ az)⊕ b(1⊕ c⊕ y ⊕ xz ⊕ xyz ⊕ a(1⊕ c(1⊕ y)(1⊕ xz))) == 1
1
2
ac(xyz ⊕ b(xz ⊕ (1⊕ x)y(1⊕ z))) == 1
3
4
abc(1⊕ y)(1⊕ xz) == 1
186 1
4
cxy ⊕ ay(1⊕ z)⊕ b(1⊕ c⊕ y ⊕ xz ⊕ xyz ⊕ a(1⊕ c(1⊕ y)(1⊕ xz))) == 1
1
2
ac((1⊕ x)yz ⊕ b(yz ⊕ x(y ⊕ z ⊕ yz))) == 1
3
4
abc(1⊕ y)(1⊕ xz) == 1
187 1
4
cxy ⊕ ayz ⊕ b(1⊕ a⊕ c⊕ y ⊕ xz ⊕ xyz) == 1
1
2
ac(1⊕ b⊕ xy ⊕ bxy ⊕ yz ⊕ byz ⊕ xyz) == 1
188 1
4
cxy ⊕ a(b⊕ y ⊕ yz)⊕ b(c⊕ x(1⊕ y)z) == 1
1
2
ac(1⊕ y ⊕ yz ⊕ xyz ⊕ b(1⊕ y(1⊕ x⊕ z))) == 1
189 1
4
cxy ⊕ ayz ⊕ b(a⊕ c⊕ (1⊕ y)(1⊕ z ⊕ xz)) == 1
1
2
ac(1⊕ b⊕ xy ⊕ bxy ⊕ yz ⊕ byz ⊕ xyz) == 1
190 1
4
cxy ⊕ a(b⊕ yz)⊕ b(c⊕ x(1⊕ y)z) == 1
1
2
ac(1⊕ b⊕ xy ⊕ bxy ⊕ yz ⊕ byz ⊕ xyz) == 1
23
Class Prob. Condition for RC Extremal Boxes which are also in the No-signaling Polytope
1 1 abc == 1
2 1
3
(1⊕ x)y(c⊕ z)⊕ b(c⊕ z ⊕ xz)⊕ a(b⊕ c⊕ bc⊕ yz) == 1
2
3
abc(1⊕ x)yz == 1
3 1
2
a(b⊕ c⊕ yz) == 1
4 1
2
b(a⊕ c⊕ xz) == 1
5 1
3
a(b⊕ c⊕ bc)⊕ cxy ⊕ b(c⊕ z ⊕ xz) == 1
6 1
3
c(b⊕ y ⊕ xy)⊕ a(b⊕ c⊕ bc⊕ z ⊕ yz) == 1
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