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Abstract
In this paper we continue the study of edge-colored graphs associated
with finite idempotent algebras initiated in [A.Bulatov, “Local structure of
idempotent algebras I”, CoRR, abs/2006.09599, 2020.]. We prove stronger
connectivity properties of such graphs that will allows us to demonstrate sev-
eral useful structural features of subdirect products of idempotent algebras
such as rectangularity and 2-decomposition.
1 Introduction and Preliminaries
We continue the study of graphs associated with algebras that was initiated in the
first part of this paper [17] (see also [16]). The vertices of the graph G(A) associ-
ated with an idempotent algebra A are the elements of A, and the edges are pairs
of vertices that have certain properties with respect to term operations of A, see the
definitions below. Two kinds of edges were introduced, ‘thick’ and ‘thin’, where
the thin version is a more technical kind, perhaps less intuitive, but also more suit-
able as a tool for the results of this part. Thin edges are also directed converting
G(A) into a digraph. In the second part we first focus on the connectivity prop-
erties of this digraph, in particular, we show that more vertices are connected by
directed paths of thin edges than one might expect (Theorem 23). Then we study
the structure of subdirect products of algebras. An important role here is played by
so-called as-components of algebras, which are subsets of algebras defined through
certain connectivity properties. We prove that subdirect products when restricted
to as-components have the property of rectangularity similar to Mal’tsev algebras,
and also similar to the Absorption Theorem (see, e.g. [4]). Finally, we show that,
again, modulo as-components any subdirect product is 2-decomposable, similar to
Baker-Pixley Theorem [1].
1.1 Thick edges
We start with reminding the main definitions and results from [17]. Operation
x−y+z of a moduleM is said to be affine. Let A be a finite algebra with universe
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A. Recall that for B ⊆ A the subalgebra of A generated by B is denoted SgA(B),
or just Sg(B) if A is clear from the context. Edges of A are defined as follows.
A pair ab of vertices is an edge if and only if there exists a maximal congruence
θ of Sg(a, b) such that either Sg(a, b)/θ is a set, or it is term equivalent to the full
idempotent reduct of a module (we will simply say that Sg(a, b)/θ is a module) and
there is a term operation of A such that f/θ is an affine operation of Sg(a, b)/θ,
or there exists a term operation of A such that f/θ is a semilattice operation on
{aθ, bθ}, or f/θ is a majority operation on {aθ, bθ}.
If there exists a maximal congruence and a term operation of A such that f/θ
is a semilattice operation on {a/θ, b/θ} then ab is said to have the semilattice type.
Edge ab is of the majority type if it is not of the semilattice type, and there are a
maximal congruence θ and f ∈ Term(A) such that f/θ is a majority operation on
{a/θ, b/θ}. Pair ab has the affine type if there are a maximal congruence θ and f ∈
Term(A) such that Sg(a, b)/θ is a module and f/θ is its affine operation. Finally,
ab is of the unary type if Sg(a, b)/θ is a set. In all cases we say that congruence θ
witnesses the type of edge ab. The set {a/θ, b/θ} will often be referred to as a thick
edge.
In this paper we assume that A does not have edges of the unary type, which
is equivalent to the statement that var(A), the variety generated by A, omits type 1
(Theorem 5(2) of [17]). We restate the relevant results from [17].
Theorem 1 (Theorem 5(2,3) of [17]). Let A be an idempotent algebra A such that
var(A) omits type 1. Then
(1) any two elements of A are connected by a sequence of edges of the semilat-
tice, majority, and affine types;
(2) var(A) omits types 1 and 2 if and only if A contains no edges of the unary
and affine types.
Algebra A is said to be smooth if for every edge ab of the semilattice or ma-
jority type, a/θ ∪ b/θ, where θ is a congruence witnessing that ab is an edge, is a
subalgebra of A.
Theorem 2 (Theorem 12 of [17]). For any idempotent algebra A such that A does
not contain edges of the unary type there is a reduct A′ of A that is smooth and A′
does not contain edges of the unary type.
Moreover, ifA does not contain edges of the affine types, A′ can be chosen such
that it does not contain edges of the affine type.
In the case of smooth algebras the operations involved in the definition of edges
can be significantly unified.
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Theorem 3 (Theorem 21, Corollary 22 of [17]). Let K be a finite set of similar
smooth idempotent algebras. There are term operations f, g, h of K such that for
every edge ab of A ∈ K, where θ is a congruence of Sg(a, b) witnessing that ab is
an edge and B = {a/θ, b/θ}
(i) fB is a semilattice operation if ab is a semilattice edge, and it is the first pro-
jection if ab is a majority or affine edge;
(ii) gB is a majority operation if ab is a majority edge, it is the first projection if
ab is a affine edge, and gB(x, y, z) = fB(x, fB(y, z)) if ab is semilattice;
(iii) hSg(a,b)/θ is an affine operation operation if ab is an affine edge, it is the first
projection if ab is a majority edge, and hB(x, y, z) = fB(x, fB(y, z)) if ab
is semilattice.
Operations f, g, h from Theorem 3 above can be chosen to satisfy certain iden-
tities.
Lemma 4 (Lemma 23 of [17]). Operations f, g, h identified in Theorem 3 can be
chosen such that
(1) f(x, f(x, y)) = f(x, y) for all x, y ∈ A ∈ K;
(2) g(x, g(x, y, y), g(x, y, y)) = g(x, y, y) for all x, y ∈ A ∈ K;
(3) h(h(x, y, y), y, y) = h(x, y, y) for all x, y ∈ A ∈ K.
Proposition 5 (Lemmas 8,10 of [17]). Let A be an idempotent algebra. Then
(1) if ab an edge in A, it is an edge of the same type in any subalgebra B of A
containing a, b;
(2) if α is a congruence of A and a/αb/α, a, b ∈ A, is an edge in G(A/α) then ab
is also an edge in G(A) of the same type.
We often use Proposition 5(2) as given in the following statement that is ob-
tained from Proposition 5(2) by taking A to be R and α to be the projection con-
gruence on A.
Corollary 6. Let B be an idempotent algebra and ab an edge in B. Then if R is a
subalgebra of B× C and a,b ∈ R with a[1] = a,b[1] = b, then ab is an edge of
the same type as ab in R.
Corollary 6 can be straightforwardly extended to the following claim: if R is
a subdirect product of A1 × · · · × An, I ⊆ [n], and ab is an edge in prIR, then
for any a′,b′ ∈ R with prIa′ = a,prIb′ = b, the pair a′b′ is an edge in R of
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the same type as ab. Also note that, as Example 9 from [17] shows that if ab is
an edge in A and α ∈ Con(A), then a/αb/α does not have to be an edge even if
a/α 6= b/α.
Several times we will also use the classification of simple idempotent algebras
from [26], see also Proposition 3 from [17]. Recall that an element a of an algebra
A is said to be absorbing if whenever t(x, y1, . . . , yn) is an (n+ 1)-ary term oper-
ation of A such that t depends on x and b1, . . . , bn ∈ A, then t(a, b1, . . . , bn) = a.
A congruence θ of A2 is said to be skew if it is the kernel of no projection mapping
of A2 onto its factors. The following theorem due to Kearnes [26] provides some
information about the structure of simple idempotent algebras.
Theorem 7 ([26], Proposition 3 of [17]). Let A be a finite simple idempotent alge-
bra. Then exactly one of the following holds:
(a) A is a set;
(a’) A is the full idempotent reduct of a finite module;
(b) A has an absorbing element;
(c) A2 has no skew congruence.
1.2 Thin edges
Thin edges, also introduced in [17], offer a better technical tool.
Fix a finite class K of smooth algebras closed under taking subalgebras and
homomorphic images. Let A ∈ K be a smooth algebra, a, b ∈ A, B = Sg(a, b),
and θ a congruence of B. Pair ab is said to be minimal with respect to θ if for any
b′ ∈ b/θ, b ∈ Sg(a, b′). A ternary term g′ is said to satisfy the majority condition
(with respect to K) if it satisfies the conditions of Lemma 4(2), and g′ is a majority
operation on every thick majority edge of every algebra from K. A ternary term
operation h′ is said to satisfy the minority condition if it satisfies the conditions
of Lemma 4(3), and h′ is a Mal’tsev operation on every thick affine edge of every
algebra from K. By Theorem 3 operations satisfying the majority and minority
conditions exist.
A semilattice edge ab in A is called a thin semilattice edge if the equality
relation witnesses that it is a semilattice edge; or in other words if there is a term
operation f such that f(a, b) = f(b, a) = b.
A pair ab is called a thin majority edge if
(*) for any term operation g′ satisfying the majority condition, the subalgebras
Sg(a, g′(a, b, b)),Sg(a, g′(b, a, b)), Sg(a, g′(b, b, a)) contain b.
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If ab is also a majority edge, a congruence θ witnesses that and ab is a minimal pair
with respect to θ, ab is said to be a special thin majority edge.
A pair ab is called a thin affine edge if for any term operation h′ satisfying the
minority condition
(**) h′(b, a, a) = b and b ∈ Sg(a, h′(a, a, b)).
The operations g, h from Theorem 3 do not have to satisfy any specific conditions
on the set {a, b}, when ab is a thin majority or affine edge, except what follows
from their definition. Also, both thin majority and thin affine edges are directed,
since a, b in the definition occur asymmetrically. Note also, that what pairs of an
algebra A are thin majority and minority edges depend not only on the algebra
itself, but also on the underlying class K. If we are not interested in any particular
class, set K = HS(A).
Lemma 8 (Corollaries 25,29,33 Lemmas 28,32, [17]). Let A ∈ K and let ab be a
semilattice (majority, affine) edge, θ a congruence of Sg(a, b) that witnesses this,
and c ∈ a/θ. Then, if ab is a semilattice or majority edge, then for any d ∈ b/θ
such that cd is a minimal pair with respect to θ the pair cd is a thin semilattice
or special majority edge. If ab is affine then for any d ∈ b/θ such that ad is a
minimal pair with respect to θ and h(d, a, a) = d the pair ad is a thin affine edge.
Moreover, d ∈ b/θ satisfying these conditions exists.
The binary operation f from Theorem 3 can be chosen to satisfy a special
property.
Proposition 9 (Proposition 24, [17]). Let K be a finite class of similar smooth
idempotent algebras. There is a binary term operation f of K such that f is a
semilattice operation on every thick semilattice edge of every A ∈ K and for any
a, b ∈ A, A ∈ K, either a = f(a, b) or the pair (a, f(a, b)) is a thin semilattice
edge.
For a class K of similar smooth idempotent algebras we assume that operation
f satisfying the conditions of Proposition 9 is fixed, and use · to denote it (think
multiplication). If ab is a thin semilattice edge, that is, a · b = b · a = b, we write
a ≤ b.
Lemma 10 (Lemmas 27,31,35, [17]). (1) Let A1,A2,A3 ∈ K be similar smooth
idempotent algebras. Let a1b1, a2b2, and a3b3 be thin majority edges inA1,A2,A3.
Then there is an operation g′ such that g′(a1, b1, b1) = b1, g′(b2, a2, b2) = b2,
g′(b3, b3, a3) = b3. In particular, for any thin majority edge ab there is an op-
eration g′ satisfying the majority condition such that g′(a, b, b) = g′(b, a, b) =
g′(b, b, a) = b.
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(2) Let ab and cd be thin affine edges in A1,A2 ∈ K. Then there is an operation h′
such that h′(b, a, a) = b and h′(c, c, d) = d. In particular, for any thin affine edge
ab there is an operation h′ such that h′(b, a, a) = h′(a, a, b) = b.
(3) Let ab and cd be thin edges in A1,A2 ∈ K. If they have different types there is
a binary term operation p such that p(b, a) = b, p(c, d) = d.
1.3 Paths and fiters
Let A ∈ K be a smooth algebra. A path in A is a sequence a0, a1, . . . , ak such that
ai−1ai is a thin edge for all i ∈ [k] (note that thin edges are always assumed to
be directed). We will distinguish paths of several types depending on what types
of edges allowed. If ai−1 ≤ ai for all i ∈ [k] then the path is called a semilattice
or s-path. If for every i ∈ [k] either ai−1 ≤ ai or ai−1ai is a thin affine edge
then the path is called affine-semilattice or as-path. Similarly, if only semilattice
and thin majority edges are allowed we have a semilattice-majority or sm-path.
The path is called asm-path when all types of edges are allowed. If there is a
path a = a0, a1, . . . , ak = b which is arbitrary (semilattice, affine-semilattice,
semilattice-majority) then a is said to be asm-connected (or s-connected, or as-
connected, or sm-connected) to b. We will also say that a is connected to b if it
is asm-connected. We denote this by a vasm b (for asm-connectivity), a v b,
a vas b and a vsm b for s-, as-, and sm-connectivity, respectively. If all the thin
majority edges in a sm- or asm-path are special, we call such path special. The
following is a direct inplication of Theorem 1 and Lemma 8.
Corollary 11. Any two elements of a smooth algebra A ∈ K are connected with
an oriented path consisting of thin edges.
Let Gs(A) (Gas(A),Gasm(A)) denote the digraph whose nodes are the elements
of A, and the edges are the thin semilattice edges (thin semilattice and affine edges,
arbitrary thin edges, respectively). The strongly connected component of Gs(A)
containing a ∈ A will be denoted by s(a). The set of strongly connected com-
ponents of Gs(A) are ordered in the natural way (if a ≤ b then s(a) ≤ s(b)),
the elements belonging to maximal ones will be called maximal, and the set of all
maximal elements from A will be denoted by max(A).
The strongly connected component of Gas(A) containing a ∈ A will be de-
noted by as(a). A maximal strongly connected component of this graph is called
an as-component, an element from an as-component is called as-maximal, and the
set of all as-maximal elements is denoted by amax(A).
Finally, the strongly connected component of Gasm(A) containing a ∈ A will
be denoted by asm(a). A maximal strongly connected component of this graph
is called an universally maximal component (or u-maximal component for short),
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an element from a u-component is called u-maximal, and the set of all u-maximal
elements is denoted by umax(A).
Alternatively, maximal, as-maximal, and u-maximal elements can be charac-
terized as follows: an element a ∈ A is maximal (as-maximal, u-maximal) if for
every b ∈ A such that a v b (a vas b, a vasm b) it also holds that b v a (b vas a,
b vasm a). Sometimes it will be convenient to specify what the algebra is, in
which we consider maximal components, as-components, or u-maximal compo-
nents, and the corresponding connectivity. In such cases we we will specify it by
writing sA(a), asA(a), or asmA(a). For connectivity we will use a vA b, a vasA b,
and a vasmA b.
By FtA(a) = {b ∈ A | a vA b} we denote the set of elements a is connected
to (in terms of semilattice paths); similarly, by FtasA (a) = {b ∈ A | a vasA b} and
FtasmA (a) = {b ∈ A | a vasmA b} we denote the set of elements a is as-connected
and asm-connected to. Also, FtA(C) =
⋃
a∈C FtA(a) (Ft
as
A (C) =
⋃
a∈C Ft
as
A (a),
FtasmA (C) =
⋃
a∈C Ft
asm
A (a), respectively) forC ⊆ A. Note that if a is a maximal
(as-maximal or u-maximal) element then s(a) = FtA(a) (as(a) = FtasA (a), and
umax(a) ⊆ FtasmA (b)).
2 Maximality
In this section we study properties of (s-, as-, asm-) paths and (as-, asm-) maximal
elements and the connections between (as-, asm-) maximal elements of an algebra
with those in a quotient algebra or subdirect product.
We start with a simple observation that a path (of thin edges) in a quotient
algebra or subdirect product gives rise to a path in the original algebra or a factor
of the product.
Lemma 12. Let A ∈ K and θ ∈ Con(A).
(1) If ab is a thin edge in A/θ and a ∈ a, then there is b ∈ b such that ab is a thin
edge in A of the same type. Morever, if ab is a special thin majority edge, then so
is ab.
(2) If ab is a thin edge in A, then a/θb/θ is a thin edge in A/θ.
Remark 13. Note that in Lemma 12(2) if ab is a special thin majority edge, there
is no guarantee that a/θb/θ is also a special edge.
Proof. Note first that by the assumption A/θ ∈ K. Pick an arbitrary b ∈ b such
that the pair ab is minimal with respect to θ. Let B = SgA(a, b).
First, if ab is a thin semilattice edge, then ab is a semilattice edge as witnessed
by θ′, the restriction of θ on B. Then by Lemma 8 ab is a thin semilattice edge.
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Now suppose that ab is a thin majority edge. Let g′ be an operation satisfying
the majority property for A with respect to K; then g′ also satisfies the majority
property for A/θ. Let c = g′(a, b, b). Since ab is a thin majority edge, there is a
binary term operation t such that t(a, c/θ) = b. Note that t(a, c) ∈ B, as well. By
the choice of b, it holds that b ∈ Sg(a, t(a, c)). Therefore, b ∈ Sg(a, g′(a, b, b)).
That b ∈ Sg(a, g′(b, a, b)) and b ∈ Sg(a, g′(b, b, a)) can be proved in the same
way. Suppose in addition that ab is a special thin majority edge, that is, it is a
majority edge in A/θ and it is witnessed by a congruence η of SgA/θ(a, b). It is
then straightforward that ab is a majority edge as witnessed by the congruence
η/θ = {(d, e) ∈ B2 | d/θ
η≡ e/θ}.
Finally, suppose that ab is a thin affine edge, and set b′ = h(b, a, a), where
h is the operation identified in Theorem 3(iii). By Lemma 4(3) h(b′, a, a) = b′.
Note that ab′ is a minimal pair as well. Consider c = h(a, a, b′). Since ab is a thin
affine edge, b ∈ SgA/θ(a, c/θ). This means that there is d ∈ SgA(a, c) such that
d ∈ b. Since d ∈ SgA(a, b′) and ab′ is a minimal pair with respect to θ, we obtain
b′ ∈ SgA(a, d) ⊆ SgA(a, c). Thus ab′ is a thin affine edge.
(2) If a
θ≡ b, the statement of the lemma is trivial. Otherwise if a ≤ b, then
a/θ · b/θ = b/θ · a/θ = b/θ showing that a/θ ≤ b/θ. If ab is a thin major-
ity edge, then consider an abitrary g′ satisfying the majority condition. Since
b ∈ SgA(a, g′(a, b, b)), we also have b/θ ∈ SgA/θ(a/θ, g′(a/θ, b/θ, b/θ)). The
argument for the rest of condition (*) is similar. If ab is a thin affine edge, then
h(b, a, a) = b, implying h(b/θ, a/θ, a/θ) = b/θ. Also, as b ∈ SgA(a, h(a, a, b)),
we have b/θ ∈ SgA(a/θ, h(a/θ, a/θ, b/θ))
The next statement straightforwardly follows from Lemma 12.
Corollary 14. Let A ∈ K and θ ∈ ConA.
(1) If a1, . . . , ak is an s- (as-,asm-) path in A/θ and a ∈ a1, then there are ai ∈
ai such that a1 = a and a1, . . . , ak is an s- (as-, asm-) path in A. Morever, if
a1, . . . , ak is a special asm-path, then a1, . . . , ak is also a special asm-path.
(2) If a1, . . . , ak is an s- (as-, asm-) path in A, then the sequence a1/θ, . . . , a`/θ is
an s- (as-, asm-) path in A/θ
Corollary 15. Let A ∈ K and θ ∈ ConA.
(1) If a ∈ A/θ is maximal (as-maximal, u-maximal) in A/θ, then there is a ∈ a that
is maximal (as-maximal, u-maximal) in A.
(2) If a is maximal (as-maximal, u-maximal) inA, then a/θ is maximal (as-maximal,
u-maximal) in A/θ.
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Proof. (1) We will use notation c vx d, x ∈ {s, as, asm}, to denote that there
is an x-path from c to d. Pick an arbitrary a′ ∈ a and let b be any x-maximal
element of A such that a′ vx b. This means that there is an x-path from a′ to b,
and by Corollary 14(2) there is also an x-path from a′/θ to b/θ in A/θ. Since by
the assumption a is x-maximal, there is also an x-path in A/θ from b/θ to a. By
Corollary 14(1) there is an x-path in A from b to some element a′′ ∈ a. Since b is
an x-maximal element, so is a′′.
(2) Suppose that a/θ vx b/θ for some b ∈ A. It suffices to show that in this case
b/θ vx a/θ. By Corollary 14(1) there is an x-path in A from a to some b′ ∈ b/θ.
Since a is x-maximal, there also exists an x-path b′ = b1, . . . , bk = a from b′ to
a. By Corollary 14(2) b/θ = b1/θ, . . . , bk/θ = a/θ is an x-path in A/θ from b/θ to
a/θ.
The following statements will allow us to extend thin edges and then paths in a
factor of a subdirect product to thin edges and paths in the product itself. We start
with a claim about the majority and minority conditions.
Lemma 16. Let operation f satisfies the majority (minority) condition for a class
K of smooth algebras. Then it also satisfies this condition for any subdirect product
R ⊆ A1 × · · · × An, where A1, . . . ,An ∈ K.
Proof. Clearly, f satisfies onR the required conditions from Lemma 4. We need to
prove that f is a majority (affine) operation on every thick majority (respectively,
affine) edge of R. Suppose ab is such an edge and θ is the congruence of B =
Sg(a,b) witnessing that. Let I(a′,b′) = {i ∈ [n] | a′[i] = b′[i]} for a′,b′ ∈ A.
As is easily seen, for any a′ ∈ a/θ,b′ ∈ b/θ, the congruence θ′ = θ ∩ D2 of D =
Sg(a′,b′) witnesses that a′b′ is an edge of A of the same type as ab. Therefore,
tuples a,b can be assumed to be such that I = I(a,b) is maximal among pairs
a′,b′ with a′ ∈ a/θ, b′ ∈ b/θ. Then for any c ∈ B and any i ∈ I , c[i] = a[i].
Take i ∈ [n]− I and set A′ = {a′[i] | a′ ∈ a/θ} and B′ = {b′[i] | b′ ∈ b/θ}.
By the choice of a,b, A′ ∩ B′ = ∅. We argue that this means that the projection
η of θ on the ith coordinate, that is, the congruence of C = priB given by the
transitive closure of
toli = {(a, b) | for some c,d ∈ B, a = c[i], b = d[i], (c,d) ∈ θ}
is nontrivial. Indeed, if ab is a majority edge, then θ has only two congruence
blocks, whose restrictions on C are A′, B′, which are disjoint. If ab is affine, then
C/η is homomorphic image of B/θ. Since the latter is a simple module, C/η is
isomorphic to B/θ. Thus, a[i]b[i] is a majority (affine) edge in Ai.
By the assumption f is a majority (or affine) operation on a[i]/ηb[i]/η, imply-
ing it is also a majority (affine) operation on B/θ.
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Next we study connectivity in subalgebras of direct products.
Lemma 17. Let R be a subdirect product of A1 × · · · × An, I ⊆ [n].
(1) For any a ∈ R, a∗ = prIa, b ∈ prIR such that a∗b is a thin edge, there is
b′ ∈ R, prIb′ = b, such that ab′ is a thin edge of the same type. Moreover, if a∗b
is a special thin majority edge, then so is ab′.
(2) If ab is a thin edge in R then prIa prIb is a thin edge in prIR of the same type
(including the possibility that prIa = prIb).
Proof. Observe that we can consider prIR as the quotient algebra R/ηI , where ηI
is the projection congruence of R, that is, (c,d) ∈ ηI if and only if prIc = prId.
Then item (1) can be rephrased as follows: For any a ∈ R and b ∈ R/ηI such that
a/ηIb is a thin edge in R/ηI , there is b
′ ∈ b such that ab′ is a thin edge of the same
type. It clearly follows from Lemma 12(1). Similarly, item (2) can be rephrased
as: If ab is a thin edge in R, then a/ηIb/ηI is a thin edge in R/ηI of the same type.
It follows straightforwardly from Lemma 12(2).
The next statement follows from Lemma 17.
Corollary 18. Let R be a subdirect product of A1 × · · · × An and I ⊆ [n].
(1) For any a ∈ R, and an s- (as-, asm-) path b1, . . . ,bk ∈ prIR with prIa = b1,
there is an s- (as-, asm-) path b′1, . . . ,b′` ∈ R such that b′1 = a and prIb′` = b`.
Moreover, if b1, . . . ,bk is a special asm-path, so is b′1, . . . ,b′`.
(2) If a1, . . . ,ak is an s- (as-, asm-) path in R, then prIa1, . . . ,prIak is an s- (as-,
asm-) path in prIR.
There is a connection between maximal (as-maximal, u-maximal) elements of
a subdirect product and its projections.
Corollary 19. Let R be a subdirect product of A1 × · · · × An and I ⊆ [n].
(1) For any maximal (as-maximal, u-maximal) (in prIR) element b ∈ prIR, there
is b′ ∈ R which is maximal (as-maximal, u-maximal) in R and such that prIb′ =
b. In particular, pr[n]−Ib′ is an maximal (as-maximal, u-maximal) in pr[n]−IR.
(2) If a is an maximal (as-maximal, u-maximal) in R, then prIa is maximal (as-
maximal, u-maximal) in prIR.
Proof. (1) We again can use the isomorphism between prIR and the quotient alge-
bra R/ηI . Then the statement of the lemma translates into: If a ∈ R/ηI is maximal
(as-maximal, u-maximal) inR/ηI , then there is a ∈ a that is maximal (as-maximal,
u-maximal) in R. The latter statement is true by the second part of this corollary.
(2) Using the isomorphism between prIR and the quotient algebra R/ηI , the
statement follows from Corollary 15(2).
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The following lemma considers a special case of maximal components of var-
ious types in subdirect products.
Lemma 20. Let R be a subdirect product of A1 × A2, B,C maximal components
(as-components, u-components) of A1,A2, respectively, and B × C ⊆ R. Then
B × C is a maximal component (as-component, u-component) of R.
Proof. We need to show that for any a,b ∈ B × C there is an s-path (as-path,
asm-path) from a to b. By the assumption there is a (s-,as-,asm-) path a[1] =
a1, a2, . . . , ak = b[1] from a[1] tob[1] and a (s-,as-,asm-) path a[2] = b1, b2, . . . , b` =
b[2] from a[2] to b[2]. Then the sequence a = (a1, b1), (a2, b1), . . . , (ak, b1),
(ak, b2), . . . , (ak, b`) = b is a (s-,as,asm-) path from a to b.
3 Connectivity
Recall that in this paper we only consider smooth idempotent algebras omitting
type 1.
3.1 General connectivity
In this section we show that all maximal elements are connected to each other.
The undirected connectivity easily follows from the definitions, and Theorem 1, so
the challenge is to prove directed connectivity, as defined above. We start with an
auxiliary lemma.
Let R ≤ A1 × · · · × Ak be a relation. Also, let toli(R) (or simply toli if R is
clear from the context), i ∈ [k], denote the link tolerance
{(ai, a′i) ∈ A2i | (a1, . . . , ai−1, ai, ai+1, . . . , ak),
(a1, . . . , ai−1, a′i, ai+1, . . . , ak) ∈ R, for some (a1, . . . , ai−1, ai+1, . . . , ak)}.
Recall that a tolerance is said to be connected if its transitive closure is the full rela-
tion. The transitive closure lki(R) of toli(R), i ∈ [k], is called the link congruence,
and it is, indeed, a congruence.
If R is binary, that is, a subdirect product of A1,A2, then by R[c], R−1[c′] for
c ∈ A1, c′ ∈ A2 we denote the sets {b | (c, b) ∈ R}, {a | (a, c′) ∈ R}, respectively,
and for C ⊆ A1, C ′ ⊆ A2 we use R[C] =
⋃
c∈C R[c], R
−1[C ′] =
⋃
c′∈C′ R
−1[c′],
respectively. Relation R is said to be linked if the link congruences lk1(R), lk2(R)
are full congruences.
Lemma 21. LetA ∈ K and let S be a tolerance ofA. Suppose that (a, b), a, b ∈ A,
belongs to the transitive closure of S, that is, there are d1, . . . , dk−1 such that
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(di, di+1) ∈ S for i ∈ {0, 1, . . . , k − 1}, where d0 = a, dk = b. If for some
i ∈ {0, 1, . . . , k} there is d′i ∈ A such that di v d′i, then there are d′j ∈ A for j ∈
{0, 1, , . . . , k} − {i} such that dj v d′j for j ∈ {0, 1, . . . , k}, and (d′j , d′j+1) ∈ S
for j ∈ {0, 1, . . . , k − 1}.
Moreover, if d0, . . . , di−1 are maximal, there are d′′0, . . . , d′′k such that d
′′
j = dj
for j ∈ {0, . . . , i − 1}, di v d′i v d′′i , dj v d′′j for j ∈ {i + 1, . . . , k}, and
(d′′j , d
′′
j+1) ∈ S for j ∈ {0, . . . , k − 1}.
Proof. Let di = d1i ≤ . . . ≤ dsi = d′i be an s-path from di to d′i. For each
j ∈ {0, 1, . . . , k} − {i}, we construct a sequence dj = d1j ≤ . . . ≤ dsj by setting
dqj = d
q−1
j · dqi .
Now, we prove by induction that (dqj , d
q
j+1) ∈ S for all q ∈ [s] and j ∈ {0, 1, . . . , k−
1}. For q = 1 it follows from the assumptions of the lemma. If (dqj , dqj+1) ∈ S,
then (dq+1j , d
q+1
j+1) = (d
q
j · dq+1i , dqj+1 · dq+1i ) ∈ S, since S is a tolerance. The first
part of the lemma is proved.
For the second statement we apply the same construction, but only to elements
di−1, . . . , dk, and do not change d0, . . . , di−2, that is, we set d′j = dj for j ∈
{0, . . . , i − 2}. Then, as before, we have (d′j , d′j+1) ∈ S for j ∈ {i − 1, . . . , k}
and for j ∈ {0, . . . , i − 3}. However, there is no guarantee that (d′i−2, d′i−1) ∈ S.
To remedy this we again apply the same construction as follows. Since di−1 is
a maximal element and di−1 v d′i−1, it also holds d′i−1 v di−1. Let d′i−1 =
e1i−1 ≤ · · · ≤ e`i−1 = di−1 be an s-path connecting d′i−1 to di−1. We set d′′j = dj
for j ∈ {0, . . . , i − 2}, and e1j = d′j , eq+1j = eqj · eq+1i−1 and d′′j = e`j for j ∈
{i− 1, . . . , k}. Then, as before, (d′′j , d′′j+1) ∈ S for j ∈ {i− 1, . . . , k− 1} and for
j ∈ {0, . . . , i − 3}. However, since d′′i−2 = di−2 and d′′i−1 = di−1, we also have
(d′′i−2, d
′′
i−1) ∈ S. The result follows.
Corollary 22. Let A ∈ K be a smooth idempotent algebra and S a tolerance of
A. Suppose that (a, b), a, b ∈ A, belongs to the transitive closure of S, that is,
there are d1, . . . , dk−1 such that (di, di+1) ∈ S for i ∈ {0, 1, . . . , k − 1}, where
d0 = a, dk = b. If a, b are maximal in A, then there are d′0, . . . , d′k such that
d′0 = a, each d′j is maximal in A, (d′j , d′j+1) ∈ S for j ∈ {0, . . . , k − 1}, and
d′k ∈ sA(b).
Proof. We show by induction on i that there are d′0, . . . , d′k such that d
′
0 = a,
(d′i, d
′
i+1) ∈ S for i ∈ {0, . . . , k− 1}, d′k ∈ sA(b) and d′0, . . . , d′i are maximal. The
base case of induction, i = 0, follows from the conditions of the lemma. Suppose
some d′js with the required properties exist for i ∈ {0, 1, . . . , k− 1}. Let d∗i+1 be a
maximal element with d′i+1 v d∗i+1. By Lemma 21 there are d′′i+1, . . . , d′′k such that
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d∗i+1 v d′′i+1, d′j v d′′j for j ∈ {i + 2, . . . , k}, (d′i, d′′i+1) ∈ S, and (d′′j , d′′j+1) ∈ S
for j ∈ {i + 1, . . . , k − 1}. Elements d′0, . . . , d′i, d′′i+1, . . . , d′′k satisfy the required
conditions.
The next theorem is the main result of this section.
Theorem 23. Let A ∈ K. Any a, b ∈ max(A) (or a, b ∈ amax(A), or a, b ∈
umax(A)) are asm-connected. Moreover if a, b ∈ max(A) or a, b ∈ amax(A),
they are connected by a special path.
Proof. We start by showing asm-connectivity by a special path (most of the time
we will not mention that we are looking for a special path, except it is essential) for
maximal elements, so let a, b ∈ max(A). We proceed by induction on the size of
A through a sequence of claims. In the base case of induction, when A = {a, b},
elements a, b are connected with a thin majority or affine edge, as they are both
maximal, and the claim is straightforward.
CLAIM 1. A can be assumed to be Sg(a, b).
If a, b ∈ max(B), B = Sg(a, b), and B 6= A, then we are done by the induction
hypothesis. Suppose one of them is not maximal in B, and let c, d ∈ max(B) be
such that a v c and b v d. By the induction hypothesis c is asm-connected to d.
As a v c, a is asm-connected to c. It remains to show that d is asm-connected to
b. This, however, follows straightforwardly from the assumption that b is maximal.
Indeed, it implies d ∈ sA(b), and hence d v b in A.
CLAIM 2. A can be assumed simple.
Suppose A is not simple and α is its maximal congruence. Let B = A/α. By
the induction hypothesis a/α is asm-connected to b/α with a special path, that is,
there is a sequence a/α = a0, a1, . . . , ak = b/α such that ai ≤ ai+1 or aiai+1 is a
thin affine or special majority edge in B. By Corollary 14(1) there is a special path
a1, . . . , ak such that a1 = a and ai ∈ ai in A.
It remains to show that ak is asm-connected to b. Since b is maximal, it suffices
to take elements a′, b′ maximal in b/α and such that ak vak a′ and b vak b′. Then
ak vak a′, element a′ is asm-connected to b′ in ak by the induction hypothesis,
and b′ is asm-connected to b in A, as b′ ∈ sA(b).
CLAIM 3. Sg(a, b) can be assumed to be equal to Sg(a′, b′) for any a′ ∈ sA(a),
b′ ∈ sA(b).
If Sg(a′, b′) ⊂ Sg(a, b) for some a′ ∈ sA(a), b′ ∈ sA(b), then by the induction
hypothesis a′′ is asm-connected to b′′ for some a′′ ∈ sA(a), b′′ ∈ sA(b). Therefore
a is also asm-connected to b.
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We say that elements c, d ∈ max(A) are connected by proper subalgebras of
A if there are subalgebras B1, . . . ,B` such that Bi 6= A for i ∈ [`], c ∈ B1, d ∈ B`,
and Bi ∩ Bi+1 ∩max(A) 6= ∅ for i ∈ [`− 1].
CLAIM 4. Let c, d ∈ max(A), A = Sg(c, d) be simple, and let Rcd be the
subalgebra of A2 generated by (c, d), (d, c). Suppose also that for any d′ ∈ sA(d)
the algebra Sg(c, d′) equals A. Then either Rcd is the graph of an automorphism ϕ
of A such that ϕ(c) = d, ϕ(d) = c, or c, d′ are connected by proper subalgebras of
A for some d v d′, or c ≤ d, or d ≤ c.
Suppose that Rcd is not the graph of a mapping, or, in other words, there is
no automorphism of A that maps c to d and d to c. We consider the link toler-
ance S = tol1(Rcd). Since A is simple and R is not the graph of a mapping, the
transitive closure of S is the full relation. Suppose first that for every e ∈ A the
set R−1cd [e] = {d | (d, e) ∈ R} (which is a subalgebra of A) does not equal A.
There are e1, . . . , ek ∈ A such that the subalgebras B1, . . . ,Bk, Bi = R−1cd [ei]
are such that c ∈ B1, d ∈ Bk, and Bi ∩ Bi+1 6= ∅ for every i ∈ [k − 1].
Choose di ∈ Bi ∩ Bi+1 for i ∈ [k − 1] and note that (di, di+1) ∈ S and also
(c, d1), (dk−1, d) ∈ S. By Lemma 21 it is possible to choose d′1, . . . , d′k ∈ A
such that (a, d′1) ∈ S, (d′i, d′i+1) ∈ S for i ∈ [k − 1], all the d′i are maxi-
mal, and d v d′ = d′k. The conditions (a, d′1) ∈ S, (d′i, d′i+1) ∈ S mean that
there are e′0e′1, . . . , e′k ∈ A such that d′i, d′i+1 ∈ R−1[e′i] for i ∈ {2, . . . , k} and
a, d′1 ∈ R−1[e′1]. Therefore elements c, d′ are connected by proper subalgebras of
A.
Suppose that there is e ∈ A such that A × {e} ⊆ R. If e 6∈ max(A), choose
e′ ∈ max(A) with e v e′. By Corollary 18 the path from e to e′ can be extended to
a path from (c, e), (d, e) to some (c′, e′), (e′, d′) respectively. Then, as c v c′ and
c ∈ max(A), we also have c′ v c. The path from c′ to c can again be extended to a
path from (c′, e′) to (c, e′′) for some e′′. Also, the path from e′ to e′′ can be extended
to a path from (d′, e′) to (d′′, e′′). As is easily seen, d′′ ∈ s(d) and e′′ is maximal.
Since A = Sg(c, d′′), we have A × {e′′} ⊆ R. Thus, e can be assumed maximal.
We have therefore (c, d), (c, e), (d, e), (d, c) ∈ R. If both Sg(d, e) and Sg(e, c)
are proper subalgebras of A, then c, d are connected by proper subalgebras of A.
Otherwise suppose Sg(d, e) = A. This means {c} × A ⊆ R, and, in particular,
(c, c) ∈ Rcd. Therefore there is a binary term operation f such that f(c, d) =
f(d, c) = c. This means d ≤ c or c ≤ d, where the latter case is possible if there
is also another semilattice operation f ′ on {c, d} with f ′(c, d) = f ′(d, c) = d,
and this operation is picked for the relation ≤. If Sg(c, e) = A then by a similar
argument we get c ≤ d or d ≤ c.
From now on we assume A and a, b to satisfy all the conditions of Claims 1–3.
Let R = Rab. We consider two cases.
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CASE 1. R is not the graph of a mapping.
By Claim 4 there are two options. If a ≤ b or b ≤ a, then, since both elements
are maximal, b ∈ sA(a), implying they are asm-connected. Therefore suppose that
a, b are asm-connected by proper subalgebras.
There are proper subalgebras B1, . . . ,Bk of A such that a ∈ B1, b ∈ Bk, and
Bi ∩Bi+1 ∩max(A) 6= ∅ for every i ∈ [k− 1]. Let di ∈ Bi ∩Bi+1 be an element
maximal in A. For each i ∈ [k − 1] choose ci, c′i ∈ max(Bi) with di−1 vBi ci
and di vBi c′i. By the induction hypothesis ci is asm-connected to c′i (in Bi). Then
clearly di−1 is asm-connected to ci, and, as di is maximal in A and c′i ∈ sA(di), c′i
is asm-connected to di, as well.
CASE 2. R is the graph of a mapping, or, in other words, there is an automor-
phism of A that maps a to b and b to a.
We again consider several cases.
SUBCASE 2A. There is no nonmaximal element c ≤ a′ or c ≤ b′ for any
a′ ∈ sA(a), b′ ∈ sA(b). In other words, whenever c v a or c v b, we have
c ∈ sA(a) or c ∈ sA(b).
If there is a maximal d such that d′ ≤ d for some nonmaximal d′ ∈ A (that is,
A 6= max(A)), then by Case 1 and Subcases 2b, 2c a is asm-connected to d and d
is asm-connected to b. Suppose all elements inA are maximal. By Theorem 1 there
are a = a1, a2, . . . , ak = b such that for any i ∈ [k − 1] the pair aiai+1 or ai+1ai
is a semilattice, affine or majority edge (not a thin edge). We need to show that ai
is asm-connected to ai+1. Let θ be a congruence of B = Sg(ai, ai+1) witnessing
that aiai+1 or ai+1ai is a semilattice, affine, or majority edge. Except for the case
when ai+1ai is a semilattice edge, by Lemma 8 there is b ∈ C = ai+1/θ such that
aib is a thin edge. Then take c, d ∈ max(C) such that b vC c and ai+1 vC d. By
the induction hypothesis c is asm-connected to d in C. Finally, as all elements in A
are maximal, d is asm-connected with ai+1 in A with a semilattice path. If ai+1ai
is a semilattice edge, by Lemma 8 there is b ∈ D = ai/θ such that ai+1 ≤ b. Since
b ∈ sA(ai+1), there is a semilattice path from b to ai+1. Then again we choose
c, d ∈ max(C) with b vC c and ai vC d. By the induction hypothesis d is asm-
connected to c. Since ai vC d and c ∈ sA(b), element ai is asm-connected to ai+1.
Subcase 2a is thus completed.
CLAIM 5. Let c ≤ b, c 6∈ max(A), and Sg(a, c) = A. Then either a and b′ for
some b′ ∈ sA(b) are connected by proper subalgebras, or a is asm-connected to an
element d such that c v d, or c ≤ a.
Consider the relation R = Rac, that is, the binary relation generated by (a, c)
and (c, a). Since a is maximal and c is not, there is no automorphism A that swaps
a and c. Therefore tol1(R) is a nontrivial tolerance, in particular, (a, b) is in its
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transitive closure. If R−1[e] = A for no e ∈ A, by Corollary 22 a and b′ for some
b′ ∈ sA(b) are connected by proper subalgebras. So, suppose there is e ∈ A such
that A× {e} ⊆ R.
By Corollary 18 there are a′ ∈ sA(a) and e′′ ∈ max(A) such that (a′, e′) ∈ R
and (a, e) v (a′, e′′) in R. Again by Corollary 18 there is e′ ∈ max(A) such that
(a, e′) ∈ R and (a, e) v (a′, e′′) v (a, e′) in R. Let (a, e) = (a1, e1) ≤ · · · ≤
(ak, ek) = (a, e
′) in R. Consider three sequences: a = a′1, . . . , a′k, c = c1, . . . , ck,
and c = c′1, . . . , c′k given by
a′i+1 = a
′
i · ei+1, ci+1 = ci · ai+1, c′i+1 = c′i · ei+1 for i ∈ [k − 1].
Then, since (a, c), (c, e), (c, a) ∈ R, we have (a1, c′1), (c1, e1), (c1, a′1) ∈ R, and(
ai+1
c′i+1
)
=
(
ai
c′i
)
·
(
ai+1
ei+1
)
,
(
ci+1
ei+1
)
=
(
ci
ei
)
·
(
ai+1
ei+1
)
,(
ci+1
a′i+1
)
=
(
ci
a′i
)
·
(
ai+1
ei+1
)
for i ∈ [k − 1]
implies that (a, c∗), (a, e′), (c′, e′), (c′, a′) ∈ R, where c′ = ck, c∗ = c′k, e′ = ek,
and a′ = a′k.
We consider several cases. First, suppose that B = Sg(a, c′) 6= A. Then let
a′′, c′′ ∈ max(B) be such that a vB a′′, c′ vB c′′. By the induction hypothesis a′′
is asm-connected to c′′, and, hence, a is asm-connected to c′′. Since c v c′′, take
c′′ for d and the result follows.
Suppose Sg(a, c′) = A. Then (c, e′) ∈ R, as (a, e′), (c′, e′) ∈ R. Therefore
(a, c∗), (a, e′), (c, e′), (c, a) ∈ R. If both B1 = Sg(a, e′) and B2 = Sg(e′, c∗) are
not equal to A, then we choose a′′, e′′ ∈ max(B1) and e†, c† ∈ max(B2) such that
a vB1 a′′, e′ vB1 e′′, e′ vB2 e†, and c∗ vB2 c†. Then the following holds: a
is asm-connected to a′′ as a vB1 a′′; a′′ is asm-connected to e′′ by the induction
hypothesis; e′′ vA e′, because e′ ∈ max(A) and e′′ ∈ sA(e′); e′ is asm-connected
to e†, as e′ vB2 e†; and e† is asm-connected to c† by the induction hypothesis.
Finally, as c v c∗ v c†, taking c† for d, the result holds in this case as well.
Suppose Sg(a, e′) = A or Sg(e′, c∗) = A. Then (c, c) ∈ R or (a, a) ∈ R,
which means there is a binary operation f such that f(a, c) = f(c, a) = c or
f(a, c) = f(c, a) = a, implying ac is a thin semilattice edge. Since c is not
maximal, we have c ≤ a, the result follows.
Elements a, b are said to be v-connected if there is c ∈ Sg(a, b) such that c v a
and c v b.
CASE 2B. Elements a, b are v-connected.
Recall that there is an automorphism of A that swaps a and b. Let c v d
for some elements c, d. The s-distance from c to d is the length of the shortest
16
semilattice path from c to d. The s-distance from c to sA(d) is the shortest s-
distance from c to an element from sA(d). The depth of an element c is the greatest
s-distance to a maximal component, denoted dep(c). We proceed by induction on
the size of Sg(a, b) and minimal dep(c), such that c v a, c v b.
Suppose first that c ≤ a′ ∈ sA(a), c ≤ b′ ∈ sA(b). In particular, this happens
when dep(c) = 1. We may assume that there is an automorphism swapping a′
and b′, since otherwise we are in the conditions of Case 1. Also, a, a′ are in the
same maximal component and thus connected to each other by an s-path. The
same holds for b, b′. Therefore, we can assume a′ = a, b′ = b. As c ∈ Sg(a, b),
there is a binary term operation f such that f(a, b) = c. Let d = f(b, a). Since
there is an automorphism swapping a and b, d ≤ a and d ≤ b. Set g(x, y, z) =
(f(y, x) · f(y, z)) · f(x, z). We have
g(a, a, b) = (ac)c = a,
g(a, b, a) = (dd)a = a,
g(b, a, a) = (ca)d = a.
Since a and b are automorphic, g is a majority operation on {a, b}. Therefore, ab
is not only a thin majority edge, but also a majority edge, as is witnessed by the
equality relation. Since A is smooth, Sg(a, b) = {a, b}, and this case is in fact
impossible.
Suppose the result is proved for all algebras and pairs of elements v-connected
through an element of depth less than dep(c). Let c = a1 ≤ a2 ≤ · · · ≤ ak = a
and c = b1 ≤ b2 ≤ . . . ≤ bm = b, and k > 2 or m > 2. We may assume m > 2
and bm−1 to be a nonmaximal element. Note that dep(bm−1) < dep(c), because
bm−1 is on an s-path from c to a maximal element. Consider B = Sg(a, bm−1).
If B = A then by Claim 5 either a, b′ are connected by proper subalgebras of A
for some b′ ∈ sA(b), or a is asm-connected to an element d such that bm−1 vA d.
In the former case we use the inductive hypothesis on the size of A and complete
as in Case 1. In the latter case, as dep(bm−1) < dep(c) and d, b are v-connected
through bm−1, we use the inductive hypothesis on the depth of an element through
which a and b are v-connected. In either case a and b are asm-connected.
Suppose B 6= A. Let d ∈ max(B) be such that bm−1 vB d, let also e ∈
max(A) be such that d vA e. By the induction hypothesis a is asm-connected to
d in B, and therefore to e in A. Also, e and b are v-connected through bm−1. If
Sg(e, b) = C 6= A, we choose e′, b′ ∈ max(C) and such that e vC e′, b vC b′. By
the induction hypothesis e′, b′ are asm-connected in C, which implies e, b are asm-
connected in A. If Sg(e, b) = A, the result follows by the induction hypothesis,
since dep(bm−1) < dep(c).
SUBCASE 2C. Elements a, b are not v-connected
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Note first that we may assume that, for any b′ ∈ sA(b), there is an automor-
phism that sends b′ to a and a to b′, as otherwise we are in the conditions of Case 1.
Recall that we also assume Sg(a, b′) = A. Because of this and the automorphism
swapping a and b, without loss of generality we may assume that there is nonmax-
imal c ≤ b. Consider Sg(a, c).
If Sg(a, c) = A, by Claim 5 either a, b′ are connected by proper subalgebras of
A for some b′ ∈ sA(b) or a is asm-connected to d such that d is v-connected with
b. In either case we proceed by the induction hypothesis as before.
If B = Sg(a, c) 6= A, take d ∈ max(B) and such that c v d. By the induction
hypothesis a is asm-connected to d. Now let d v d′ such that d′ ∈ max(A). Since
d′ is v-connected to b, the result now follows from Case 2b.
In the remaining statements of the theorem, when a, b ∈ amax(A) or a, b ∈
umax(A), we let a′, b′ ∈ A be maximal elements of A such that a v a′ and b v b′.
Then by what is proved above a′ is asm-connected to b′, and so a is asm-connected
to b′. Finally, as b′ ∈ as(b) [respectively, b′ ∈ umax(A)], we have b′ vas b
[respectively, b′ vasm b], and b′ is connected to b. Note that in the case of u-
maximal elements the path showing that b′ vasm b cannot be assumed special.
As by Theorem 23 any u-maximal elements are connected by an asm-path, we
have the following
Corollary 24. If A is a smooth algebra, there is a unique u-maximal component.
4 Rectangularity
In this section we prove a result that, on one hand, is a generalization of the results
by the author [10] (Lemma 3.5), [12] (Lemma 4.2, Proposition 5.4), and, on the
other hand, is analogous to the Rectangularity Lemma from [4].
We will need two auxiliary lemmas.
Lemma 25. Let R be a subalgebra of A1×A2 and let a ∈ A1 and B = R[a]. For
any b ∈ A1 such that ab is thin edge, and any c ∈ R[b] ∩B, FtasB (c) ⊆ R[b].
Proof. Let D = FtasB (c) ∩ R[b]. Set D is nonempty, as c ∈ D. If D 6= FtasB (c),
there are b1 ∈ D and b2 ∈ FtasB (c)−D such that b1b2 is a thin semilattice or affine
edge. Suppose that ab is semilattice or majority. Then by Lemma 10(3) there is a
term operation p such that p(a, b) = b and p(b2, b1) = b2 (if both ab and b1b2 are
of the semilattice type then p can be chosen to be ·). Then(
b
b2
)
= p
((
a
b2
)
,
(
b
b1
))
∈ R.
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If ab is affine, then by Lemma 10(2) there is a term operations h′ such that
h′(a, a, b) = b and h′(b2, b1, b1) = b2. Then(
b
b2
)
= h′
((
a
b2
)
,
(
a
b1
)
,
(
b
b1
))
∈ R.
The result follows.
Lemma 26. Let R be a subdirect product of algebras A1,A2, let B1, B2 be as-
components (maximal components) of A1,A2, respectively, and a ∈ A1 such that
R ∩ (B1 ×B2) 6= ∅ and {a} ×B2 ⊆ R. Then B1 ×B2 ⊆ R.
Proof. We prove the lemma for as-components; for maximal components the proof
is nearly identical.
Let (b, c) ∈ R ∩ (B1 × B2) 6= ∅. For every b′ ∈ A′1 = Sg(a, b) we have
(b′, c) ∈ R. By Lemma 25 this means that {b′} × B2 ⊆ R for all b′ ∈ FtasmA1 (a).
Indeed, let C be the set of all elements b′ from FtasmA1 (a) such that {b′}×B2 ⊆ R.
Set C is nonempty, as a ∈ C. If C 6= FtasmA1 (a), there are b′ ∈ C and b′′ ∈
FtasmA1 (a)−C such that b′b′′ is a thin edge. Then by Lemma 25 FtasR[b′](c) ⊆ R[b′′].
Since B2 ⊆ FtasR[b′](c), we have a contradiction.
To complete the proof it suffices to observe that there is an as-path from a
to, first, some as-maximal element a′, and then, since every element b′ ∈ B1 is
as-maximal, by Theorem 23 there is an asm-path from a′ to b′. Therefore B1 ⊆
FtasmA1 (a).
Proposition 27. Let R ≤ A1 × A2 be a linked subdirect product and let B1, B2
be as-components of A1,A2, respectively, such that R ∩ (B1 × B2) 6= ∅. Then
B1 ×B2 ⊆ R.
Proof. We prove by induction on the size of A1,A2 that for any as-components
C1, C2 of A1,A2, respectively, there are a1 ∈ A1, a2 ∈ A2 such that {a1} ×C2 ⊆
R or C1 × {a2} ⊆ R. The result then follows by Lemma 26. The base case of
induction when |A1| = 1 or |A2| = 1 is obvious.
Take b ∈ C1 and construct two sequences of subalgebras B1, . . . ,Bk of A1
and C1, . . . ,Ck of A2, where B1 = {b}, Ci = R[Bi], and Bi = R−1[Ci−1], such
that k is the minimal number with Bk = A1 or Ck = A2. Such a number exists,
because R is linked. Observe that for each i ≤ k the relation Ri = R ∩ (Bi × Ci)
is linked. Therefore, there is a proper subalgebra A′1 of A1 or A′2 of A2 such that
R′ = R∩ (A′1×A2) or R′ = R∩ (A1×A′2), respectively, is linked and subdirect.
Without loss of generality suppose there is A′1 with the required properties. By the
induction hypothesis for any as-component C2 of A2 there is a1 ∈ A′1 ⊆ A1 with
{a1} × C2 ⊆ R′ ⊆ R.
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Corollary 28. Let R be a subdirect product of A1 and A2, lk1, lk2 the link congru-
ences, and let B1, B2 be as-components of an lk1-block and an lk2-block, respec-
tively, such that R ∩ (B1 ×B2) 6= ∅. Then B1 ×B2 ⊆ R.
Proof. Let C1, C2 be the lk1- and lk2-blocks containing B1 and B2, respectively,
and Q = (C1 × C2) ∩R. By definition Q is a subdirect product of C1 × C2, as R
is subdirect, and Q is linked. The result follows by Proposition 27.
Proposition 29. Let R be a subdirect product of A1 and A2, lk1, lk2 the link con-
gruences, and let B1 be an as-component of an lk1-block and B′2 = R[B1]; let
B2 = umax(B
′
2). Then B1 ×B2 ⊆ R.
Proof. Let B′2 be a subset of a lk2-block C. By Corollary 19(1) B′2 contains an
as-maximal element a of C. By Corollary 28 B1 × {a} ⊆ R. It then suffices to
show that B1 × FtasmB′2 (a) ⊆ R.
Suppose for D ⊆ FtasmB′2 (a) it holds B1 × D ⊆ R. If D 6= Ft
asm
B′2
(a), there
are b1 ∈ D and b2 ∈ FtasmB′2 (a) − D such that b1b2 is a thin edge. By Lemma 25
B1 × {b2} ⊆ R; the result follows.
5 Quasi-2-decomposability
An (n-ary) relation over a set A is called 2-decomposable if, for any tuple a ∈ An,
a ∈ R if and only if, for any i, j ∈ [n], prija ∈ prijR [1, 25]. 2-decomposability
is closely related to the existence of majority polymorphisms of the relation. Re-
lations over general smooth algebras do not have a majority polymorphism, but
they still have a property close to 2-decomposability. We say that a relation R,
a subdirect product of A1, . . . ,An, is quasi-2-decomposable, if for any elements
a1, . . . , an, such that (ai, aj) ∈ amax(prijR) for any i, j, there is a tuple b ∈ R
with (b[i],b[j]) ∈ as(ai, aj) for all i, j ∈ [n].
Theorem 30. Let A1, . . . ,An be similar smooth algebras. Then any subalgebra R
of A1 × · · · × An is quasi-2-decomposable.
Moreover, if X ⊆ [n], tuple a is such that (a[i],a[j]) ∈ amax(pri,jR) for
any i, j, and prXa ∈ amax(prXR), there is a tuple b ∈ R with (b[i],b[j]) ∈
as(a[i],a[j]) for any i, j ∈ [n], and prXb = prXa.
5.1 Auxiliary lemmas
We start with ternary relations.
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Lemma 31. Let R be a subdirect product of A1 × A2 × A3, and let (a1, a2, a3)
be such that (ai, aj) ∈ amax(prijR) for i, j ∈ {1, 2, 3}, i 6= j. Then there is
(a′1, a′2, a′3) ∈ R such that (a′i, a′j) is in the as-component of prijR containing
(ai, aj) for i, j ∈ {1, 2, 3}, i 6= j.
Proof. We proceed by induction on the size of A1,A2,A3. The base case of induc-
tion is when for each i ∈ [3] either |Ai| = 2 and Ai is a semilattice or a majority
edge, or Ai is a module (not necessarily 2-element). By the assumption some tu-
ples a1 = (b1, a2, a3), a2 = (a1, b2, a3), a3 = (a1, a2, b3) belong to R. If one
of A1,A2,A3 is a semilattice edge, say, b1 ≤ a1, then from the as-maximality of
a1, a2, a3, we obtain (a1, a2, a3) = a1 · a2 ∈ R. If one of A1,A2,A3 is a module,
say,A1 is, then a1 satisfies the requirements of the lemma. Finally, if allA1,A2,A3
are majority edges, then (a1, a2, a3) = g(a1,a2,a3), where g is the operation from
Theorem 3. Note that if one of the Ai has a unique maximal element (an absorbing
element, for example), the statement also holds, bi v ai in this case, and we can
apply Corollary 19(1).
Suppose that the lemma is proved for any subdirect product of A′1 × A′2 × A′3,
where A′i is a subalgebra or a factor of Ai, i ∈ [3], and at least one of them is a
proper subalgebra or a factor. Let a1,a2,a3 ∈ R be as before. Also let D denote
the set of (c1, c2, c3) ∈ A1 × A2 × A3 such that (ci, cj), i, j ∈ [3] belongs to
the as-component of prijR containing (ai, aj), for i 6= j. Set D is nonempty, as
a = (a1, a2, a3) ∈ D.
CLAIM 1. Every Ai can be assumed to be Sg(ai, bi) and bi can be chosen to
be an as-maximal element.
Suppose A1 6= B = Sg(a1, b1). Let (a′1, a′2) be an as-maximal element in
Q = (B × A2) ∩ pr12R such that (a1, a2) vas (a′1, a′2) in Q. Let also (a1, a2) =
(c11, c
1
2), . . . , (c
k
1, c
k
2) = (a
′
1, a
′
2) be an as-path from (a1, a2) to (a
′
1, a
′
2) in Q.
By Corollary 18(1) it can be extended to an as-path c1, . . . , ck ∈ R with c1 =
(a1, a2, b3) in R′ = (B×A2×A3)∩R. Using Lemma 17(1) we define a sequence
c′1, . . . , c′k in D as follows: c′1 = a, and c′i+1 is such that (c′i+1[1], c′i+1[2]) =
(ci+11 , c
i+1
2 ) and c
′
ic
′
i+1 is a thin semilattice or affine edge in SgA1×A2×A3(c
′
i, ci+1).
Note that (c′i[u], c
′
i[v])(c
′
i+1[u], c
′
i+1[v]) is a thin edge of the same type as c
′
ic
′
i+1
for u, v ∈ [3]. In particular, (au, av) vas (c′i+1[u], c′i+1[v]) in pruvR′. Replace a
with c′k. Repeating the process for the other binary projections if necessary we ob-
tain (a′1, a′2, a′3) ∈ D such that (a′i, a′j) is as-maximal in prijR′. By the induction
hypothesis there is (a′′1, a′′2, a′′3) ∈ R ∩ (B × A2 × A3) such that (a′′i , a′′j ) is in the
as-maximal component containing (a′i, a
′
j). Clearly, (a
′′
1, a
′′
2, a
′′
3) is as required.
If, say, b1 is not an as-maximal element, then choose an as-path b1 = c1 ≤
. . . ck and its extension c1, . . . , ck ∈ R, c1 = a1, such that ck is a maximal ele-
ment. Then we choose an as-path in pr23R from (a
′
2, a
′
3) to (a2, a3). Extending
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this path as before we get (d, a2, a3) ∈ R such that d ∈ amax(A1).
CLAIM 2. For every i, j ∈ [3], {ai} × Aj ⊆ prijR, as(ai)× as(aj) ⊆ prijR,
and this set is an as-component of prijR.
Since (ai, aj), (ai, bj) ∈ prijR and Aj = Sg(aj , bj), we have {ai} × Aj ⊆
prijR. By Lemma 26 as(ai) × as(aj) ⊆ prijR and the first and the second state-
ments of the claim follows. The third statement is obvious.
CLAIM 3. Every Ai can be assumed simple.
Suppose θ is a nontrivial congruence ofA1 andR/θ = {(c1/θ, c2, c3) | (c1, c2, c3) ∈
R}. By the induction hypothesis there is (a′′1, a′2, a′3) ∈ R/θ satisfying the condi-
tions of the lemma, that is, there is (b1, a′2, a′3) ∈ R such that b1/θ = a′′1 , and
(a2, a3) vas (a′2, a′3), (a1/θ, ai) vas (a′′1, a′i) for i ∈ {2, 3}, where the latter as-
paths are in pr1iR/θ. Let a
′
1 ∈ b1/θ be any element such that a1 vas a′1 and a′1
is maximal in b1/θ. Such an element exists, because a1/θ vas∈ b1/θ. Then for
(a′1, a′2, a′3) we have (a′i, a
′
j) ∈ as(ai) × as(aj) ⊆ prijR, for any i, j ∈ {1, 2, 3},
where the last inclusion is by Claim 2. Therefore (ai, aj) vas (a′i, a′j). Since
Sg(a′1, b1) 6= A1, the claim follows by the induction hypothesis.
We now prove the induction step. Suppose now that |Ai| > 2 and Ai is not a
module for any i. For an n-ary relation Q ≤ A1 × · · · × An, j ∈ [n], and cj ∈
Aj , let Q[cj ] denote the set {(c1, . . . , cj−1, cj+1, . . . , cn) ∈ pr{1,...,j−1,j+1,...,n} |
(c1, . . . , cn) ∈ Q}. We still use the tuples a1,a2,a3 ∈ R. There are two cases to
consider.
CASE 1. For some i ∈ [3] the setR[bi] contains as(aj)×as(a`), where {j, `} =
[3]− {i}.
Assume i = 1. Since a1 is maximal, by Theorem 23 there is a special asm-
path P from b1 to a1. We prove that for any element c on this path {c} × as(a2)×
as(a3) ⊆ R. This is true for c = b1 by the assumption made. Assume the contrary,
and let c be the first element in P for which this property is not true. Let also d be
the element preceding c in P ; we may assume d = b1. If b1c is semilattice or affine,
then by Lemma 17(1) applied to (b1, a2, a3) and c there is c = (c, a′2, a′3) ∈ R such
that (a′2, a′3) ∈ as(a2, a3). Therefore by Lemma 25 {c} × as(a2)× as(a3) ⊆ R.
Let b1c be a special thin majority edge, B = Sg(b1, c), and θ a congruence
witnessing that b1c a majority edge; in particular, B = b1/θ∪ c/θ, as A1 is smooth.
If B = A1 then θ is the equality relation, as A1 is simple, and so |A1| = 2, a
contradiction with the assumptions about A1. Suppose B 6= A1. Consider R′ =
R ∩ (B × A2 × A3) and take any e ∈ max(B) ∩ c/θ. Such an element exists,
because by Corollary 14(2) any as-path that starts in c/θ remains inside c/θ. For
the tuple (e, a2, a3) we have the following. Since (a1, ai), (b1, ai) ∈ R and A1 =
Sg(a1, b1) by Claim 1, (e, ai) ∈ pr1iR′ for i ∈ {2, 3}. Also, (a2, a3) ∈ pr23R′,
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as (b1, a2, a3) ∈ R by the assumption made. By the induction hypothesis there is
(e′, a′2, a′3) ∈ R′ with e′ ∈ asB(e) (and so e′ ∈ c/θ) and a′i ∈ asAi(ai), i ∈ {2, 3}.
Let e′′ = g(b1, e′, e′), where g is an operation satisfying the majority condition
and the identities from by Lemma 4(2). Then g(b1, e′′, e′′) = e′′. Since b1c is a
minimal pair with respect to θ, it holds that c ∈ Sg(b1, e′′). By Lemma 8 b1e′′ is
also a thin majority edge. Moreover,e′′a′2
a′3
 = g
b1a′2
a′3
 ,
e′a′2
a′3
 ,
e′a′2
a′3
 ∈ R′.
By Lemma 25
as(a2)× as(a3) ⊆ Ftaspr23R′((a′2, a′3)) ⊆ R(e′′).
Since Sg(b1, e′′) = Sg(b1, c), c = r(b1, e′′) for some term operation r. It
remains to notice that  ca′′2
a′′3
 = r
b1a′′2
a′′3
 ,
e′′a′′2
a′′3
 ∈ R′
for any a′′2 ∈ as(a2), a′′3 ∈ as(a3), a contradiction with the choice of c.
CASE 2. For all i ∈ [3], as(aj)× as(a`) 6⊆ R(bi), where {j, `} = [3]− {i}.
Let lkj` be the link congruence of prj`R when R is viewed as a subdirect
product of Ai and prj`R; and let lki be the link congruence of Ai. Since bi is as-
maximal, if lki is the total congruence, then by Proposition 27 as(aj) × as(a`) ⊆
R[bi], a contradiction with the assumption made. Therefore lki is the equality
relation for all i ∈ [3]. Consider the lkj`-block Q = R[ai]. By Claim 2 Q is a
subdirect product of Aj × A`. If Q is linked, as(bj) × as(a`) ⊆ Q. In this case,
if |as(ai)| = 1 then as(ai)× as(a`) ⊆ R[bj ], a contradiction with the assumptions
of Case 2. If |as(ai)| > 1, for any ci ∈ Ai such that aici is a thin semilattice or
affine edge by Lemma 17(1) (cj , c`) ∈ R[ci] for some (cj , c`) ∈ as(bj) × as(a`),
a contradiction with the assumption that lki is the equality relation. Therefore Q is
not linked, and, since A2,A3 are simple, Q is the graph of a bijection. Thus, Aj
and A` are isomorphic. In a similar way Ai and Aj are isomorphic. In particular,
|A1| = |A2| = |A3| = k. Therefore, prj`R contains k lkj`-blocks of size k each.
This means |prj`R| = k2, and so prj`R = Aj × A`, which is isomorphic to
A2j . Congruence lkj` is a skew congruence of the square of a simple idempotent
algebra, which does not have an absorbing element, by Theorem 7 this implies Aj ,
and therefore all of A1,A2,A3 are modules, and the result follows by the base case
of induction.
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5.2 Proof of Theorem 30
In this section we prove Theorem 30.
Proof of Theorem 30. Let a be a tuple satisfying the conditions of quasi-2-decom-
posability. By induction on ideals of the power set of [n] (i.e. subsets of the power
set closed under taking subsets) we prove that for any ideal I there is a′ such that
(a′[i],a′[j]) ∈ as(a[i],a[j]) for any i, j ∈ [n], prXa′ ∈ as(prXa), and for any
U ∈ I it holds prUa′ ∈ amax(prUR). Then if this statement is proved for the
entire power set, a′ = pr[n]a′ ∈ pr[n]R = R implies the result. The base case,
where the ideal consists of all at most 2-elements sets, set X , and its subsets, is
given by the assumptions of the theorem and tuple a.
Suppose that the claim is true for an ideal I , set W does not belong to I , but
all its proper subsets do. Let E(I) be the set of all tuples c, not necessarily from R
such that prUc ∈ prUR for every U ∈ I . Clearly, R ⊆ E(I) and E is a subdirect
product of A1× · · · ×An. By D(I) we denote the set of tuples a ∈ E(I) such that
(a[i],a[j]) vas (c[i], c[j]) in prijR for i, j ∈ [n], and prXa vas prXc. It does
not have to be a subalgebra of A1 × · · · × An. If a tuple belongs to D(I) it is said
to support I . We show that D(I) contains a tuple b such that prWb ∈ prWR, that
is, b supports I ∪ {W}.
Assume that W = [`]. For a subalgebra Q of prWR a tuple c ∈ D(I) is said
to be Q-approximable if for any U ⊂W there is cU ∈ R with prUcU = prUc and
prW cU ∈ Q. We prove the following statement:
Let Q be a subalgebra of prWR. If there exists a Q-approximable
tuple from D(I), then there is d ∈ D(I) such that prWd ∈ Q.
Note that if Q = prWR, then any tuple in D(I) is Q-approximable. Therefore
the statement implies that D(I) contains a tuple d with prWd ∈ prWR, which
would prove the induction step. We prove the statement by induction on the sum
of sizes of unary projections of Q. If one of these projections is 1-element then
the statement trivially follows from the assumption prUc ∈ prUQ for U including
all coordinate positions whose projections contain more than 1 element, and so
prW c ∈ prWR. So suppose that the statement is proved for all relations with unary
projections smaller than Q. Also let c be a Q-approximable tuple from D(I). We
will need the following auxiliary statements.
CLAIM 1. Let d ∈ D(I) and e1, . . . , ek an as-path in E(I). Then every tuple
from an as-path e′1, . . . , e′k constructed as follows belongs to D(I): e′1 = d; if
eiei+1 is a semilattice edge then e′i+1 = e
′
i · ei+1; and if eiei+1 is a thin affine
edge then e′ie
′
i+1 is some thin affine edge in SgA1×···×An(e
′
i, e
′
i+1).
24
Since d, e1, . . . , ek ∈ E(I), we also have e′1, . . . , e′k ∈ E(I). Thus, we only
need to check that (e′s[i], e′s[j]) ∈ as(a[i],a[j]) for any s ∈ [k] and i, j ∈ [n]. How-
ever, this condition follows from the assumption d ∈ D(I) — thus, (e′1[i], e′1[j]) ∈
as(a[i],a[j]), — and that prije
′
1, . . . ,prije
′
k is an as-path by Corollary 18. In a
similar way we observe that prXe
′
s ∈ as(prXd) = as(prXa).
CLAIM 2. Let c be Q-approximable, U ⊂ W , and let e ∈ prUQ be such that
prUc vas e in prUQ. Then there is c′ ∈ D(I) such that it is Q-approximable and
prUc
′ = e.
Let prUc = b1, . . . ,bk = e be an as-path in prUQ. Since bi ∈ prUQ
for each i ∈ [k], by Corollary 18(1) this path can be extended to an as-path
prW cU = b
′
1, . . . ,b
′
k in Q. Then, since b
′
i ∈ prWR for each i ∈ [k], apply-
ing again Corollary 18(1) the as-path b′1, . . . ,b′k can be extended to an as-path
b′′1, . . . ,b′′k in R such that prWb
′′
i = b
′
i ∈ Q, prUb′′i = bi for each i ∈ [k]. Using
Claim 1 we define a sequence d1, . . . ,dk as follows: d1 = c, and di+1 is such that
prUdi+1 = bi+1 and di vas di+1 in SgA1×···×An(di,b′′i+1). Now, set c′ = dk.
By Claim 1 c′ belongs to D(I).
To show that c′ is Q-approximable, for any V ⊂ W we construct a tuple c′V
as follows. Consider the sequence prV c = prV cV = e1, . . . , ek = prV dk =
prV e, where ei = prV di. By construction this is an as-path in prVQ, so by
Corollary 18(1) it can be extended to an as-path prW cV = e
′
1, . . . , e
′
k in Q. Then,
as above, this as-path can be extended to an as-path cV = e′′1, . . . , e′′k in R. Tuple
e′′k can be chosen to serve as c
′
V .
In particular, Claim 2 implies that c can be chosen such that for any i ∈ W
the element c[i] is as-maximal in priQ. We will assume it from now on. For
U = W − {i}, i ∈ W , we denote cU by ci. Suppose that for some i ∈ W the
unary projection priQ 6= Sg(c[i], ci[i]). Assume i = 1. Then set
Q′ = Q ∩
Sg(c[1], c1[1])× ∏
i∈W−{1}
priQ
 .
Note that in this case c is Q′-approximable, and the result follows by the inductive
hypothesis. Let ci, i ∈W , be chosen such that Sg(c[i], ci[i]) are minimal possible.
It is also clear that Q can be chosen to be Sg(c1, . . . , c`).
CLAIM 3. For any i ∈W there is d ∈ Q such that c[i] vas d[i] and prUc vas
prUd in prUQ where U =W − {i}.
Without loss of generality assume i = 1 and U = W − {i}. Consider the
relation
Q′(x, y, z) = ∃x4, . . . , x`(Q(x, y, z, x4, . . . , x`)∧(x4 = c[4])∧. . .∧(x` = c[`])).
25
Obviously, pr{1,2,3}c1,pr{1,2,3}c2, pr{1,2,3}c3 ∈ Q′. We show that Q′ contains a
tuple d such that pr12c vas pr12d, pr13c vas pr13d, pr23c vas pr23d. This
would imply the claim, because, pr23c vas pr23d means prUc vas prUd, and
any of the fist two connections means that c[i] vas d[i].
If, say (c[1], c[2]) is not as-maximal in pr12Q
′, choose an as-path (c[1], c[2]) =
e1, . . . , es in pr12Q
′ such that es is as-maximal in pr12Q′. By Corollary 18(1) this
as-path can be extended to an as-path pr{1,2,3}c3 = e′1, . . . , e′s in Q′. Now, as in
the proof of Claim 1 we construct a sequence pr{1,2,3}c = e′′1, . . . , e′′s , that is not
necessarily from Q′, as follows. If e′i ≤ e′i+1, set e′′i+1 = e′′i · e′i+1. If e′ie′i+1 is
a thin affine edge, then set e′′i+1 to be any tuple in Sg(e
′′
i , e
′
i+1) such that e
′′
i e
′′
i+1
is a thin affine edge and pr12e
′′
i+1 = pr12e
′
i+1. The resulting tuple e
′′
s satisfies the
following conditions: pr12e
′′
s = es and
pr13c vas pr13e′′s ∈ pr13Q′, pr23c vas pr23e′′s ∈ pr23Q′.
Repeating the procedure above for projections on {1, 3} and {2, 3} if neces-
sary, we obtain a tuple c′ such that prijc′ is an as-maximal tuple in prijQ′ for
i, j ∈ [3]. Relation Q′ and the tuples prijc′, i, j ∈ [3], satisfy the conditions of
Lemma 31. Therefore, Q′ contains a tuple d such that prijc vas prijd in prijQ′
for i, j ∈ [3]. The result follows.
To complete the proof let U = [` − 1] (recall that W = [`]) and d the tuple
obtained in Claim 3 for i = `. Then prUc vas prUd in prUQ. By Claim 2 c
can be amended so that the new tuple c′ still supports I , but prUc′ = prUd. Note
that c′[`] is in the same as-component of pr`Q as d[`], therefore, c′[`] vas d[`]
in pr`Q. If SgA`(c
′[`],d[`]) = pr`Q, then there is a as-path from prW c′ to d in
prWE(I): this is because prUc′ = prUd and {prUd} × pr`Q ⊆ prWE(I) in this
case. Extend this path to a path in E(I) as before, and change c′ using this path as
in Claim 1. The resulting tuple c′′ supports I , and prW c′′ = d ∈ Q as required.
If B = SgA`(c
′[`],d[`]) 6= pr`Q, then set Q′′ = Q ∩ (pr[`−1]Q × B). Since c′ is
Q′′-approximable, the result follows from the inductive hypothesis.
To finish the proof of Theorem 30 it suffices to take care of the requirement that
the resulting tuple b is such that prXb = prXa. Since X ∈ I already in the base
case, the resulting tuple b is such that prXa v prXb. By Corollary 18(1) there is
also a tuple b′ satisfying the same requirements and such that prXb′ = prXa.
Theorem 32. Let K be a finite class of finite similar smooth algebras omitting
type 1. There is a term operation maj of K such that for any A ∈ K and any
a, b ∈ A, maj(a, a, b),maj(a, b, a),maj(b, a, a) ∈ FtasA (a).
In particular, if a is as-maximal, then maj(a, a, b),maj(a, b, a),maj(b, a, a)
belong to the as-component of A containing a.
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Proof. Let {a1, b1}, . . . , {an, bn} be a list of all pairs of elements from algebras of
K, let ai, bi ∈ Ai. Define a relation R to be a subdirect product of A31 × · · · × A3n
generated by a1,a2,a3, where for every i ∈ [n], pr3i−2,3i−1,3ia1 = (ai, ai, bi),
pr3i−2,3i−1,3ia2 = (ai, bi, ai), pr3i−2,3i−1,3ia3 = (bi, ai, ai). In other words
the triples (a1[3i − 2],a2[3i − 2],a3[3i − 2]), (a1[3i − 1],a2[3i − 1],a3[3i −
1]), (a1[3i],a2[3i],a3[3i]) have the form (ai, ai, bi), (ai, bi, ai), (bi, ai, ai), respec-
tively. Therefore it suffices to show thatR contains a tuple b such that ai vas b[j],
where j ∈ {3i, 3i − 1, 3i − 2}. However, since (ai1 , ai2) ∈ prj1j2R for any
i1, i2 ∈ [n] and j1 ∈ {3i1, 3i1 − 1, 3i1 − 2}, j2 ∈ {3i2, 3i2 − 1, 3i2 − 2}, this
follows from the 2-Decomposition Theorem 30.
A function maj satisfying the properties from Theorem 32 will be called a
quasi-majority function.
6 Rectangularity for maximal components
In this section we show a stronger rectangularity property — involving multi-ary
relations — than that in Proposition 27, but for maximal components, rather than
as-components.
An algebra A is said to be maximal generated if it is generated by its maximal
component.
6.1 Simple maximal generated algebras
We start with several auxiliary statements.
Lemma 33. Let R be a subdirect product of simple maximal generated algebras
A1,A2,A3 ∈ K, generated by their maximal components C1, C2, C3, respectively.
If Ai × Aj ⊆ prijR for every i, j ∈ [3] and R ∩ (C1 × C2 × C3) 6= ∅, then
R = A1 × A2 × A3.
Proof. Suppose without loss of generality that |A1| ≤ |A2| ≤ |A3|. Recall that for
a ∈ A1 by R[a] we denote the set R[a] = {(b2, b3) | (a, b2, b3) ∈ R}. Notice that,
for every a ∈ A1, R[a] is a subalgebra of pr23R, and, since pr12R = A1 × A2,
pr13R = A1 × A3, the algebra R[a] is a subdirect product of A2,A3. Since both
A2,A3 are simple and generated by their maximal components (and therefore as-
components) by Corollary 28, depending on whether R[a] is linked or not, it is
either the graph of a bijective mapping, or A2 × A3.
Suppose first that R[a] is not the graph of a mapping for some a ∈ A1. For
any b ∈ A2 we have that (a, b) × A3 ⊆ R. Applying Corollary 28 treating R as a
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subdirect product of pr12R = A1 × A2 and A3 we get C1 × C2 × C3 ⊆ R. This
implies R = A1 × A2 × A3.
Now suppose that, for every a ∈ A1, the set R[a] is the graph of a bijective
mapping pia : A2 → A3. We repeat the argument from the proof of Lemma 31.
First, it follows that A2,A3 are isomorphic and |A2| = |A3|. Let k = |A2| = |A3|.
As pr23R = A2 × A3, there are at least k different relations of the form R[a].
Therefore, |A1| = k and |R[a]| = k for any a ∈ A1. Moreover, |pr23R| = k2,
which means R[a]∩R[a′] = ∅ whenever a 6= a′, a, a′ ∈ A1. The sets of the form
R[a] form the link congruence lk23 of pr23R = A2 × A3, which is isomorphic
to A22. Therefore lk23 is a skew congruence of the square of a simple idempotent
algebra. Algebra A2 does not have an absorbing element, because |A2| > 1, while
an absorbing element would be the only maximal element of A2, and so A2 cannot
be maximal generated. Therefore by Theorem 7 A2 is a module, which implies
that |C1| = |C2| = |C3| = 1, and so |A1| = |A2| = |A3| = 1 and the claim is
trivial.
The next lemma is not really needed for our proof, but may be of independent
interest.
Lemma 34. Let R be a subdirect product of simple maximal generated algebras
A1, . . . ,An, say,Ai is generated by an maximal componentCi. IfAi×Aj ⊆ prijR
for every i, j ∈ [n] and R ∩ (C1 × · · · × Cn) 6= ∅, then R = A1 × . . .× An.
Proof. We prove the lemma by induction. The base case of induction n = 3 has
been proved in Lemma 33. Suppose that the lemma holds for each number less
than n. Take a ∈ A1 and recall that R[a] = {(b2, . . . , bn) | (a, b2, . . . , bn) ∈ R}.
By Lemma 33, A1 × Ai × Aj ⊆ pr1,i,jR for any 2 ≤ i, j ≤ n. Then Ai × Aj ⊆
prijR[a]. Therefore by induction hypothesis R[a] = A2 × . . .× An.
Lemma 34 allows one to describe the structure of subdirect products of simple
maximal generated algebras.
Definition 1. A relation R ⊆ A1 × . . . × An is said to be almost trivial if there
exists an equivalence relation θ on the set [n] with classes I1, . . . , Ik, such that
R = prI1R× . . .× prIkR
where prIjR = {(ai1 , pii2(ai1), . . . , piil(ai1)) | ai1 ∈ Ai1}, Ij = {i1, . . . , il}, for
certain bijective mappings pii2 : Ai1 → Ai2 , . . . , piil : Ai1 → Ail .
Lemma 35. Let R be a subdirect product of simple maximal generated algebras
A1, . . . ,An, say, Ai is generated by an maximal component Ci; and let R∩ (C1×
. . .× Cn) 6= ∅. Then R is an almost trivial relation.
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Proof. We prove the lemma by induction on n. When n = 1 the result holds
trivially.
We now prove the induction step. By Corollary 28, for any pair i, j ∈ [n] the
projection prijR is either Ai × Aj , or the graph of a bijective mapping. Assume
that there exist i, j such that prijR is the graph of a mapping pi : Ai → Aj . By the
inductive hypothesis pr[n]−{j}R is almost trivial, and therefore can be represented
in the form
pr[n]−{j}R = prI1R× . . .× prIkR
where I1∪ . . .∪Ik = [n]−{j}. Suppose, for simplicity, that i is the last coordinate
position in I1, that is,
prI1R = {(ai1 , . . . , aik , ai) | ai1 ∈ Ai1 , ais = pis1(ai1)
for s ∈ {2, . . . , k}, ai = pii(ai1)}.
Then
prI1∪{j}R = {(ai1 , . . . , aik , ai, aj) | ai1 ∈ Ai1 , ais = pis1(ai1)
for s ∈ {2, . . . , k}, ai = pii(ai1), aj = pipii(ai1)},
and we have R = prI1∪{j}R× . . .× prIkR, as required.
Finally, if prijR = Ai × Aj for all i, j ∈ n, then the result follows by
Lemma 34.
6.2 General maximal generated algebras
Here we consider the case when factors of a subdirect product are maximal gener-
ated, but not necessarily simple.
Lemma 36. LetR be a subdirect product of maximal generated algebrasA1, . . . ,An,
where A1 is simple. Let also A1 be generated by a maximal component C1,
pr2,...,nR is maximal generated, say, by a maximal component Q, R∩ (C1×Q) 6=
∅, and pr1iR = A1 × Ai for i ∈ {2, . . . , n}, Then R = A1 × pr2,...,nR.
Proof. We prove the lemma by induction on n. The case n = 2 is obvious. Con-
sider the case n = 3. We use induction on |A1| + |A2| + |A3|. The trivial case
|A1| + |A2| + |A3| = 3 gives the base case of induction. Let Q be a maximal
component of pr23R generating it. If both A2,A3 are simple, then the result fol-
lows from Lemma 35. Otherwise, suppose that A3 is not simple. Take a maximal
congruence θ of A3, fix a θ-class D and consider R′ ⊆ A1 × A2 × A3/θ, R′′ ⊆ R
such that
R′ = {(a, b, c/θ) | (a, b, c) ∈ R},
R′′ = {(a, b, c) | (a, b, c) ∈ R, c ∈ D},
29
and R′′′ ⊆ R, the algebra generated by the maximal component Q′ of R′′ such that
pr1Q
′ ∩ C1 6= ∅ and pr23Q′ ∩ Q 6= ∅. Note that since A1 × A3 ⊆ pr13R, by
Corollary 19(1) this implies pr1Q
′∩C1 = C1. Also, obviously, pr13R′′ = A1×D.
Moreover, A1 × D′′ ⊆ pr13R′′′, where D′′ is the algebra generated by a certain
maximal component D′ of D. By Proposition 27, pr23R′ is either the graph of a
mapping, or A2 × A3/θ.
CASE 1. pr23R
′ is the graph of a mapping pi : A2 → A3/θ.
In this case B′′ = pr2R′′′ is the algebra generated by a maximal component B′
of B = pi−1(D) and such that B′ ∩pr2Q′ 6= ∅. Since for each (a, b) ∈ A1×B ⊆
pr12R there is c ∈ D with (a, b, c) ∈ R, we have A1×B ⊆ pr12R′′. Furthermore,
A1 × B′′ is the algebra generated by a maximal component of A1 × B, hence,
pr12R
′′′ = A1 ×B′′.
Since |A1| + |B′′| + |D′′| < |A1| + |A2| + |A3|, and pr23R′′′ is maximal
generated, inductive hypothesis implies A1 × pr23R′′′ ⊆ R′′′. In particular, there
is (a, b) ∈ pr23R′′′ ∩Q ⊆ pr23R such that A1 × {(a, b)} ⊆ R. To finish the proof
we just apply Lemma 26.
CASE 2. pr23R
′ = A2 × A3/θ.
Since |A1|+ |A2|+ |A3/θ| < |A1|+ |A2|+ |A3|, A3/θ is simple, and pr12R =
A1 × A2, by inductive hypothesis, R′ = A1 × A2 × A3/θ. Therefore, pr12R′′ =
A1 × A2. Then pr12R′′′ = A1 × A2. Indeed, let C2 = pr2Q, it is a maximal
component of A2, and A2 is generated by C2. Moreover, A1 × A2 is generated by
C1 × C2. By the choice of R′′′, there is (a, b, c) ∈ R′′′ ∩ (C1 × C2 × D′). By
Corollary 18(1) for any (a′, b′) ∈ C1×C2 there is a path from (a, b, c) to (a′, b′, c′)
for some c′ ∈ D′.
Now we argue as in Case 1, except in this case B′′ = A2.
Let us assume that the lemma is proved for n − 1. Then A1 × pr3,...,nR ⊆
pr1,3,...,nR. Denoting pr3,...,nR by R
′ we have R ⊆ A1 × A2 × R′, and the con-
ditions of the lemma hold for this subdirect product. Thus R = A1 × pr2,...,nR as
required.
Lemma 36 serves as the base case for the following more general statement.
Lemma 37. Let R be a subdirect product of smooth algebras A1, . . . ,An. Let
A1 be generated by a maximal component C1, pr2,...,nR is maximal generated,
say, by a maximal component Q, R ∩ (C1 × Q) 6= ∅, and pr,iR = A1 × Ai for
i ∈ {2, . . . , n}, Then R = A1 × pr2,...,nR.
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Proof. For every i ∈ {2, . . . , n} the set Ci = priQ is a maximal component.
Moreover, Ai is generated by Ci, and therefore is also maximal generated.
We show that for any subalgebra S of A1 such that (a) S ∩ C1 6= ∅, (b) S is
maximal generated by its elements from C1, (c) max(C1 ∩ S) × Ci ⊆ pr1iR for
i ∈ {2, . . . , n}, and (d) Q ⊆ pr2,...,n(R ∩ (S × C2 × · · · × Cn)), the following
holds: {d} ×Q ⊆ R for any d ∈ max(C1 ∩ S).
We prove by induction on the size of S. If |S| = 1, then its only element
belongs to C1 by (a) and is maximal. Then (d) is equivalent to the claim. Suppose
that the result holds for all subalgebras satisfying (a)–(d) smaller than S. If S
is simple then the result follows from Lemma 36, since conditions (a)–(d) imply
the premices of Lemma 36. Otherwise let θ be a maximal congruence of S, let
R′ = {(c1, c2, . . . , cn) ∈ R | c1 ∈ S}, and let
Rθ = {(c1/θ, c2, . . . , cn) | (c1, c2, . . . , cn) ∈ R′}.
By Lemma 36Rθ = S/θ×pr2,...,nR. Take a class S′ of θ containing elements from
C1. Observe that S′ satisfies condition (d). As is easily seen there is a maximal
component B of S′ containing elements from C1. Indeed, take any d ∈ C1 ∩ S′,
then FtsS′(d) ⊆ C1. Let S′′ be a subalgebra of S′ generated by B, we show it
satisfies (a)–(d).
Conditions (a) and (b) are true by the choice of S′′, condition (c) holds since
this condition is true for S. For condition (d) observe first that Q ⊆ pr2,...,n(R ∩
(max(S′) × Q)). As for any d ∈ C1 ∩ S′ there is (a2, . . . , an) ∈ Q with
(d, a2, . . . , an) ∈ R (it follows from the conditionR∩(C1×Q) 6= ∅ of the lemma
and Corollary 18(1)), applying Corollary 18(1) again Q ⊆ pr2,...,n(R ∩ (B ×Q)),
and (d) is also true for S′′. By inductive hypothesis {d} × Q ⊆ R for d ∈ B.
Applying Proposition 27 we obtain the result.
Finally, the lemma follows from the fact that A1 contains C1 and satisfies con-
ditions (a)–(d).
Corollary 38. Let R be a subdirect product of smooth algebras A1, . . . ,An such
that pr1iR is linked for any i ∈ {2, . . . , n}. Let also a ∈ R be such that a[1] ∈
max(A1) and pr2...na ∈ max(pr2...nR). Then s(a[1])× s(pr2...na) ⊆ R.
Proof. Consider R′, the relation generated by R ∩ (C ×D), C = s(()a[1]), D =
s(()pr2...na). By Corollary 18 s(()a[1]) ⊆ pr1R′ and s(()pr2...na) ⊆ pr2...nR′.
Moreover, C and D are maximal components in pr1R
′ and pr2...nR′, respectively.
Since pr1iR is linked for i ∈ {2, . . . , n}, C × priD ⊆ pr1i. As pr1iR′ ∩ (C ×
priD) 6= ∅ and C × priD is a maximal component in pr1iR, by Corollary 18
C × priD ⊆ pr1iR′. Subalgebras pr1R′ and priR′ are generated by C and priD,
respectively, therefore, pr1iR
′ = pr1R′ × priR′. Now by Lemma 37 the result
follows.
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