We show that every 2-connected cubic graph G has a cycle double cover if G has a spanning subgraph F such that (i) every component of F has an even number of vertices (ii) every component of F is either a cycle or a subdivision of a Kotzig graph and (iii) the components of F are connected to each other in a certain general manner.
Introduction and definitions
All graphs here are finite and considered loopless if not stated otherwise. A cycle is a 2-regular connected graph. An eulerian graph is a (not necessarily connected) graph where every vertex has even degree. The disjoint union is denoted by ⊍. A vw-path is a path with endvertices v and w. An edge-colored cycle is called bicolored if the edges of the cycle are colored with at most two colors. Within a proof "if and only if" may be abbreviated by "iff". For terminology not defined in this paper, we refer to [1] .
A Kotzig graph is a cubic graph admitting a proper 3-edge-coloring such that each bicolored cycle is hamiltonian. Such edge-coloring of a cubic graph is called a Kotzigcoloring. The θ-graph is the unique bridgless cubic graph with two vertices. It is the smallest Kotzig graph.
A cycle cover of a graph G is a set of cycles S of G such that each edge of G is contained in at least one cycle of S. A k-cycle cover is a cycle cover S which has a partition into k subsets such that each consists of pairwise edge disjoint cycles. A cycle double cover (CDC) S of a graph G is a set of cycles of G such that every edge of G is contained in precisely two cycles of S. A CDC S of a cubic graph is called a k-CDC if S can be partitioned into k subsets such that each consists of pairwise edge-disjoint cycles.
The well known Cycle Double Cover Conjecture(CDCC) states that every 2-connected cubic graph has a CDC. There are several stronger versions of the CDCC. For a survey on the CDCC, see [7] .
Let H be a graph, then a subdivision of H is a graph H ′ which is constructed from H by replacing at least one edge e ∈ E(H), say e = vw, by a vw-path of length at least 2 (denoted by e ′ in H ′ ). The degree of a vertex v in a graph G is denoted by d(v, G). The set of edges incident with v is denoted by E v . Vertex-colorings and edge-colorings need not be proper colorings, i.e., vertices, edges respectively of the same color may be adjacent. The number of edges with color c incident with v ∈ V (G) is denoted by d c (v, G). Every 3-coloring of a vertex or edge set of a graph uses colors from the set {1, 2, 3}. A 3-total-coloring of a graph G consists of a 3-edge-coloring and a 3-vertex-coloring of G. It is known that every cubic graph G with a Kotzig-frame F has a CDC if the number of K-components in F is at most one, see [3] . Other spanning subgraphs than Kotzig graphs and even cycles also imply the existence of a CDC. For more information regarding this approach towards a solution of the CDCC, we refer to [2, 4, 6] . Note that not every 3-connected cubic graph has a Kotzig-frame, see [5] . However, so far there is no cyclically 4-edge connected cubic graph known without a Kotzig-frame.
Conjecture 2 Every cyclically 4-edge connected cubic graph has a Kotzig-frame.

Problem 1 Does every cyclically 4-edge connected cubic graph have a Kotzig-frame F such that every component of F is either a cycle or a subdivision of a θ-graph?
In order to state the main theorem we need some "color terminology" concerning Kotzig graphs.
Definition 3 Let α be a 3-total-coloring of a subdivision K ′ of a Kotzig graph K. Then α is said to be a perfect coloring of K ′ if (i) two edges in K ′ have the same edge color if they are incident with the same 2-valent vertex, (ii) each 2-valent vertex of K ′ has the same color as its incident edges, (iii) the implied 3-edge-coloring of K (every edge e ∈ E(K) has the same color as any edge of the corresponding path e ′ in K ′ ) is a Kotzig-coloring of K.
Note that the vertex color of vertices v with d(v, K ′ ) = 3 is not relevant for this definition and also not for later purposes. Call a 3-total-coloring α of a Kotzig-frame F of a cubic graph G perfect if the coloring restricted to every K-component of F is perfect and if in each C-component all vertices and edges have the same color. Two vertices in different C-components may have different colors. For an example of a perfect coloring, see Figure  1 . We formulate the main result.
Definition 4 Let
Theorem 5 Let G be a cubic graph with a well connected Kotzig-frame, then G has a 6-cycle double cover.
Since it is straightforward to see that the Kotzig-frames in the next two corollaries are well connected, we obtain by the above theorem the following results. 
Corollary 7 Let G be a cubic graph with a Kotzig-frame F which has at most two Kcomponents, then G has a 6-cycle double cover.
Problem 2 Has every cyclically 4-edge connected cubic graph a well connected Kotzigframe?
To prove Theorem 5, we will transform G in the next sections into a so called 3-row graph R (see Def.8) and show that R has a certain edge and vertex coloring (see Def.9) which will imply by Theorem 15 a 6-CDC of G. This approach could also lead to a proof that every cubic graph with a Kotzig-frame has a CDC by solving Conjecture 10 and applying Theorem 15 (see below).
Definition 8 A 3-row graph R is a graph with vertices v ij where 1 ≤ i ≤ 3, 1 ≤ j ≤ s such that C j is an independent set of R where C j ∶= {v 1j , v 2j , v 3j } denotes the vertex set of the jth-column of R. Moreover, V i = {v ij ∶ 1 ≤ j ≤ s} denotes the vertex set of the i-th row of R. R C with V (R C ) = {c 1 , c 2 , ..., c s } is the graph which is obtained from R ⊍ {c 1 , c 2 , ..., c s } by identifying all vertices of C j with the vertex c j , j = 1, 2, ..., s.
Finally, we introduce a special 3-total-coloring for 3-row graphs which we call amiable coloring.
Definition 9 An amiable coloring of a 3-row graph R is a 3-vertex-coloring f together with a 3-edge-coloring g such that the following holds for all i ∈ {1, 2, 3} and all j ∈ {1, 2, ..., s}:
We use the ordered pair (f, g) to denote an amiable coloring.
Conjecture 10 Let R be a 3-row graph such that R C is eulerian, then R admits an amiable coloring.
By Theorem 15 and since a minimum counterexample to the CDCC is cyclically 4-edge connected, we obtain Corollary 11 The truth of Conjecture 10 and Conjecture 2 proves the CDCC.
Conjecture 10 is proven within this paper for several classes of 3-row graphs, see Corollaries 19, 20 and 21. Note that Corollary 20 was the original motivation for writing this paper.
3-row graphs and amiable colorings
If we rename in a 3-row graph R, v ip by v iq and v iq by v ip for i = 1, 2, 3, then we say that the p-th column and the q-th column in R are permuted. Similarly we say that we permute vertices within a column if the names of the vertices in that column are permuted. A rearrangement of a 3-row graph R, is a 3-row graph R ′ which is obtained from R by permuting columns of R and by permuting vertices in individual columns. Note that R and R ′ are isomorphic graphs. The proof of the following lemma is straightforward by retaining the edge-coloring during the process of rearranging R.
Lemma 12 Let R ′ be a rearrangement of a 3-row graph R, then R ′ has an amiable coloring if and only if R has an amiable coloring.
The next definition is essential in the paper. Note also that
Definition 13 Let G be a connected cubic graph with a Kotzig
Let us call two 3-row graphs R 1 , R 2 with s columns identical if they satisfy v ab v cd ∈ E(R 1 ) if and only if v ab v cd ∈ E(R 2 ) for every a, c ∈ {1, 2, 3} and for every b, d ∈ {1, 2, ..., s}. Recall that for the definition of a 3-row graph, a labeling of the components of F is needed.
Lemma 14
For every rearrangement R ′ of R(G, F, α), there is a relabeling of the components of F and a perfect coloring α 1 of F such that R(G, F, α 1 ) is identical with R ′ .
Proof.
Let R(G, F, α) have s columns. Permuting columns corresponds to a relabeling of L 1 , L 2 , ..., L s and is tantamount to a permutation of {1, 2, ..., s}. Permuting v im and v jm in the m-th column corresponds to permuting colors i and j in the perfect coloring Proof. Abbreviate R(G, F, α) by R. Let (f, g) be an amiable coloring of R (see Def.9). Suppose without loss of generality that
Note: if need be, one can permute vertices of individual columns of R to obtain this property which would imply a change of the perfect coloring of F (see Lemma 14). For subsequent considerations, it is useful to regard the coloring g of E(R) as an edge coloring of E(G) − E(F ) − F * (recall that F * is the set of chords of F -see Def.1(c)). By the same token, the elements of E(R) carry the same name as the corresponding elements in E(G) − E(F ) − F * . All 2-valent vertices u of a component of F satisfying α(u) = i correspond by Def.13 and by ( * ) to a vertex x ∈ V (R) with f (x) = i and vice versa. Therefore g(e) ∈ {α(v), α(w)} for every e ∈ E(R) with e having endvertices v,w in G. We define three subgraphs of G by using the following edge sets. For i = 1, 2, 3 let
Hence the partition of F * is not necessarily unique. The set H i defines a bicolored cycle in each K-component of F which corresponds to a hamilton cycle in the homeomorphic Kotzig graph. Note that any one of these cycles in G is incident with an even number of edges of E i . This follows from Def.9(iii) since at least one of the terms in (iii) vanishes. Moreover, H i covers all edges of every C-component of F which does not contain color i in the coloring α. By Def.9, the number of edges of E i incident with a C-component is also even. Finally, note that every e ∈ L i is a chord of a cycle of
] is a graph consisting of a subdivision of a 3-edge colorable cubic graph and disjoint cycles. These are cycles (of components of F ) which are not incident with edges of E i ∪ L i . Obviously, every even 2-factor (i.e every cycle of the 2-factor has even length) of a bridgless cubic graph has a 2-cycle cover such that the 2-factor is covered once and the remaining 1-factor is covered twice. Define S i to be a 2-cycle cover of G[J i ], covering every edge of E i ∪ L i twice and every edge of H i once. Since
It is straightforward to verify that S is a 6-CDC of G. ◻
Switching colors and 2-row graphs
Let G be a graph with a given 2-edge-coloring using the colors red and blue. G is allowed to have loops. A switch in a vertex v ∈ V (G) is a recoloring of the edges incident with v which are not loops by coloring every edge which is colored blue by red and every edge which is colored red by blue, i.e the colors incident with v are switched. A loop incident with v retains its color after a switch. 
Proof.
Let f * be the 2-edge-coloring of G which is obtained after having applied a sequence of switchings S in the coloring f of G. Define β ∶ V (G) ↦ Z 2 with β(v) = 0 if the multiplicity of v in S is even, otherwise set β(v) = 1. Let vw ∈ E(G). It is not difficult to see that f (vw) = f * (vw) iff β(v) + β(w) = 0 and thus f (vw) = f * (vw) iff β(v) + β(w) = 1. This observation implies that the f -colored graph G can be switched blue (i.e there exists a sequence of switches such that the resulting graph has only blue edges) iff there is a map
Let us contract one blue edge, xy say, in the f -colored graph G. It is straightforward to see that G xy can be switched blue iff G can be switched blue. By proceeding analogously for the remaining blue edges we obtain that G can be switched blue iff G b can be switched blue. By implication (ii) above, it follows that G b is bipartite iff G b and thus G can be switched blue which finishes the proof. ◻ We define a rearrangement for 2-row graphs which are defined analogously to 3-row graphs. Let R be a 2-row graph with s columns and let U ⊆ {1, 2, 3, ..., s}, then R U denotes the 2-row graph which is obtained from R by renaming v 1u by v 2u and v 2u by v 1u , for every u ∈ U.
Corollary 17 Let R be a 2-row graph such that R C is a forest. Then there is a set U ⊆ {1, 2, 3, ..., s} such that R U has no edge which joins a vertex from the first row to a vertex in the second row.
Proof. Recall that the edges of R and R C correspond bijectively to each other. Using this fact we define a 2-edge-coloring of R and and thus also of R C : color every edge of R which joins a vertex from the first row to the second row by red and color all remaining edges blue. It is straightforward to see that a switch in c j ∈ V (R C ) corresponds to a renaming of v 1j with v 2j in R and vice versa. Hence in order to prove the corollary it suffices to show that R C allows a sequence of switches such that finally the graph has only blue edges. Since contractions of edges in an acyclic graph result in an acyclic graph, and since acyclic graphs are bipartite, the proof follows by applying Theorem 16. ◻
Proof of the main result
The use of t-joins will be essential for the proof. A t-join with t ⊆ V (G) is a spanning subgraph T * of G such that d(v, T * ) is odd if and only if v ∈ t. Note that T * may have isolated vertices. The following lemma is well known; we quote it because we will use it several times.
Lemma 18 Let G be a graph and t ⊆ V (G). Then G has an acyclic t-join if and only if the number of vertices of t in every component of G is even.
Proof of Theorem 5. Let G F be well connected with respect to a given perfect coloring α. Abbreviate R(G, F, α) by R and let s denote the number of components of F . Recall that every vertex of G F and every column C j , j = 1, 2, 3..., s, correspond to a component of F . Furthermore, every edge of R corresponds to an edge of E(G) − E(F ) − F * and vice versa. The edges of R retain the edge labels of the corresponding edges in E(G).
Without loss of generality, we assume the following to hold for R: (i) the columns C 1 , C 2 , ..., C k correspond to the K-components of F and the columns C k+1 , C k+2 , ..., C s correspond to the C-components of F .
(ii) all edges of H have color 1 (see Def.4). (iii) V (H) is maximal, i.e the perfect coloring and H is chosen such that H contains a maximum number of C-vertices in G F,α (see Def.4). (iv) if H contains C-vertices, then C k+1 , C k+2 , ..., C l , l ≤ s are the corresponding columns in R. Moreover, α can be assumed such that v 1m ∈ V (R), m = l + 1, l + 2, ..., s is an isolated vertex of R, i.e the C-component corresponding to C m does not have a vertex of α-color 1.
Recall that V i = {v ij ∶ 1 ≤ j ≤ s}, i = 1, 2, 3. By our assumptions all non-isolated vertices in V 1 are part of one component in R[V 1 ] which corresponds to H. We will show that R has an amiable coloring which will, by Theorem 15, finish the proof. Since R has an amiable coloring trivially if s = 1, we assume s > 1. This assumption is possible since otherwise we could apply Corollary 17 to the 2-row graph contained in R 2,3 which yields T * 2,3 by vertex identification. Note that this would mean a modification of α by exchanging the α-color 2 and 3 in some components of F (which does not change H). This would imply a rearrangement of R which is no problem by Lemma 12.
We define the vertex coloring of an amiable coloring of R (see Def.9) as follows:
Moreover, we use (v) and set
Thus, (iii) in Def.9 is fulfilled for i = 2. To obtain the edges of R with g-color 1, we first set
By Lemma 18 and since Y 1 is contained in the vertex set of the component in R[V 1 ] corresponding to H (see the above claim), R[V 1 ] has a t-join T *
and
Since R C is eulerian and since (iii) in Def.9 is fulfilled for i = 1, 2, it also holds for i = 3 which finishes the proof. ◻ By the proof of the above theorem and the properties of the 3-row graph used in the proof, we obtain the following corollary which also implies Corollary 20 and Corollary 21. Corollary 20 Let R be a 3-row graph such that R C is eulerian. Then R has an amiable coloring if R[V i ] is connected for some i ∈ {1, 2, 3}.
Corollary 21 Let R be a 3-row graph with s columns and with R C being eulerian. Let {p, q} ⊆ {1, 2, ..., s} and suppose that every column C j of R with j ∈ {p, q} contains two isolated vertices in R. Then R has an amiable coloring.
Proof.
Suppose there is a vw-path in R with v ∈ C p and w ∈ C q . Then we choose the shortest one and call it P . Let R ′ be a rearrangement of R such that all vertices of P are in the first row of R ′ . Denote by V 
A reformulation of amiable colorings
Let R be a 3-row graph with a fixed vertex 3-vertex-coloring f . Is there a 3-edge-coloring g of R such that (f, g) is an amiable coloring? The theorem below, gives some answer to this problem implying a reformulation of an amiable coloring (see Corollary 25). For this purpose we need some additional terminology.
Definition 22 A parity-coloring of a 3-row graph R with s columns is a vertex 2-coloring φ of R using the colors black and white such that for j = 1, 2, ..., s all of the following hold The idea of a parity-coloring is used in the proof of Theorem 5. Note that vertices of different rows have to satisfy different conditions in Def.22. To obtain more symmetry, we introduce the following coloring.
Definition 23 A symmetric parity-coloring of a 3-row graph R with s columns is a vertex 2-coloring φ of R using the colors black and white such that for j = 1, 2, ..., s all of the following hold Proof. Addition involving indices which denote the three rows of R is regarded modulo 3, i.e 3 + 1 = 1. We show that (1) is equivalent to (3). We first prove that the edge coloring g implies a symmetric parity-coloring φ of R. For i = 1, 2, 3, set 
We observe that
(note that by definition of an amiable coloring,
by Def.9 (iii). The preceding equation and this congruence imply the validity of ( * ). Now (i) of Def.23 follows. Condition (ii) of Def.23 is shown analogously.
We now prove that a symmetric parity-coloring φ of R implies an amiable coloring (f, g) of R. First, we show that
We must thus prove that a 3 is even iff φ(v 3j ) = φ(v 1j ). Suppose first that φ(v 3j ) = φ(v 1j ). Then either φ(v 2j ) = φ(v 1j ) = φ(v 3j ) and thus a 1 , a 2 are both even, or φ(v 2j ) ∈ {φ(v 1j ), φ(v 3j )} and thus a 1 , a 2 are both odd. By definition of a i and since R C is eulerian by hypothesis, it follows that
( * * )
It now follows that a 3 is even. If φ(v 3j ) = φ(v 1j ), then a 1 + a 2 ≡ 1 (2), and thus a 3 is odd by ( * * ). Conversely suppose a 3 is even. By ( * * ), a 3 is even iff a 1 + a 2 is even. Then either φ(
where t is the set of the black vertices of R[V i ], i = 1, 2, 3 (see Def.23 (iii)). Moreover, set g(e) = i iff e ∈ E(R[V i+1 ∪V i+2 ])−E(T i+1 )−(E(R[V i+2 ])−E(T i+2 )). It follows that for every e ∈ E(R[V i ]), g(e) = i + 1 iff e ∈ T i . Note that (i),(ii) of Def.9 are fulfilled: (i) holds by hypothesis and (ii) holds by definition of g. We show that (iii) in Def.9 for i = 3 is fulfilled. The cases, i = 1, 2 are proven analogously. We must show that
Since d(v 1j , T 1 ) + d(v 2j , T 2 ) is even iff φ(v 1j ) = φ(v 2j ) by definition of T 1 , T 2 and since by Def.23 (i)
A is even which finishes the first part of the proof.
We show that (1) is equivalent to (2) . We prove first that a parity-coloring φ of R implies an amiable coloring (f, g) of R; f is defined by hypothesis and satisfies Def.9 (i). Let T * i be a t-join of R[V i ] where t comprises the black vertices of V i , i = 1, 2, 3. For e ∈ E(R[V 2 ]), set g(e) = 3 iff e ∈ T * 2 and for e ∈ E(R[V 3 ]), set g(e) = 2 iff e ∈ T * 3 . Moreover, set g(e) = 1 iff e ∈ E(R[V 2 ∪ V 3 ]) − (E(T * 2 ) ∪ E(T * 3 )). Obviously,
2) iff φ(v ij ) = black, i = 2, 3. Therefore and by (ii) of Def.22, for both cases φ(v 2j ) = φ(v 3j ) and φ(v 2j ) = φ(v 3j ), the above sum is even which proves (iii) of Def.9 for i = 1. We extend the coloring g by setting g(e) = 3 iff e ∈ E(R[ and since (i) of Def.22 holds, this sum is even which verifies (iii) of Def.9 for i = 3. Finally set g(e) = 2 iff e ∈ E(R) − g −1 (1) − g −1 (3). Then Def.9 (ii) is fulfilled. Since Def.9 (iii) holds for i = 1, 3, it also holds for i = 2. Thus (f, g) is an amiable coloring of R. Suppose finally that an amiable coloring (f, g) is given. Set φ(v 2j ) = black iff d 3 (v 2j , R[V 2 ])
