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Abstract 
 
The Arctic is warming twice as fast as the global average. Arctic sea ice plays an 
integral role in Earth’s climate system, serving as an indicator and amplifier of climate 
change. Solar radiation partitioning contributes to the ice-albedo feedback loop, which 
amplifies ice melt, and impacts photosynthetically active radiation (PAR) below the ice 
that contributes to primary productivity in the ice and snow. Currently, there lacks a 
robust, inexpensive autonomous method to measure the solar radiation impact on Arctic 
sea ice. 
Three optical sensors were integrated into the Seasonal Ice Mass Balance Buoy 
(SIMB) 3 to autonomously measure Arctic sea ice mass balance and solar radiation 
partitioning simultaneously to better understand how Arctic sea ice responds to 
environmental forces and amplifies climate change. Two pyranometers were installed 
above the ice to measure incoming and reflected solar irradiance and a quantum sensor 
was installed underwater to measure PAR and transmitted solar radiation.  
A set of specifications was used to guide the mechanical and electrical design 
process. Four parts were designed to attach the sensors to the SIMB-3 and the sensors 
were breadboarded and tested independently before integration. Once the sensors were 
integrated, a full systems test was done to confirm the autonomous data transmission was 
functioning. The optical sensor SIMB-3 was sent to the Beaufort Sea, Alaska, for 
deployment. Due to complications with Covid-19 and dynamic ice conditions, the device 
was unable to be deployed in March 2020 and is scheduled for deployment in spring 
2021.  
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The results section presents data from a SIMB-3 that was deployed in the 
Beaufort Sea in fall 2019 and compares the data with previous Beaufort Sea mass balance 
sites. The growth season began on October 26th, 2019. There was a total ice growth of 
85cm for a final thickness of 152cm on April 29th, 2020. The ice growth rate peaked at 
0.68cm/day in early January. The growth rate trend followed a similar profile to an ice 
mass balance site from 2013 with comparable ice thickness. Increased observation of the 
Arctic can help attribute changes in sea ice to environmental forces that are poorly 
understood.   
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1.0 Introduction 
Climate change actively threatens the health and welfare of global communities. 
The Intergovernmental Panel on Climate Change (IPCC) projects that “climate-related 
risks to health, livelihoods, food security, water supply, and economic growth are 
projected to increase with global warming of 1.5℃, and increase further with 2℃.”[1]  
Elevated global temperatures have already resulted in a higher frequency of natural 
disasters, including fires, flood, and hurricanes.[2]  
The global temperature anomaly, the difference between reference temperatures 
and the temperature now, has been steadily increasing over the past four decades. Figure 
1 shows the increase in annual temperature anomaly by latitude, based off a 1951-1980 
baseline.[3] The concentration of dark red in the top right-hand corner indicates that the 
temperature anomaly in the Arctic is larger than at other latitudes. In 2019, the average 
global temperature anomaly was 0.98℃ above a 1951-1980 baseline, shown in Figure 
2.[4] The global temperature in the Arctic was over 3℃, which is shown by the vibrant 
red coloring at high latitudes. 
 
 
Figure 1: Zonal anomalies over the past four decades (℃). Y-axis is latitude.[3] 
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Figure 2: 2019 Global temperature anomaly (℃).[4] 
 
To combat increasing global average temperatures, the Paris Climate Agreement 
(PCA) was adopted by the United Nations in 2015. The PCA pledges to keep the global 
temperature rise of the 21st century below 2℃ from pre-industrial levels, and to pursue 
limiting the temperature increase even further to only 1.5℃.[5] In order to combat 
climate change, the mechanisms that contribute to increasing global temperatures need to 
be understood. The greatest warming is seen in the Arctic region, and the response of 
Arctic sea ice to warming temperatures plays an important role in global climate change. 
1.1 Arctic Sea Ice and Global Climate Change 
Arctic sea ice plays an integral role in Earth’s climate system, acting as an 
indicator and amplifier of climate change. The Arctic has warmed twice as fast as the 
global average through a phenomenon known as Arctic Amplification.[6] Increased 
warming has led to a decline in extent and thickness of sea ice.[7] The melting of Arctic 
sea ice influences regions beyond the Arctic. Declining Arctic sea ice and continental 
snow cover in autumn have been connected to anomalous cold winters at midlatitudes, 
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including over Eurasia.[8] Additionally, sea ice loss, particularly in winter, weakens 
storm tracks and causes a southward shift in the jet stream at midlatitudes.[9] Weakened 
storm tracks contribute to hot and dry continental conditions.[10] Additionally, recent 
spring and summer boreal snow cover has shrunk considerably, exceeding climate model 
projections.[11] The lack of snow means that more land is absorbing incoming solar 
radiation which causes a delayed drying effect on the soil by mid-summer. The delayed 
drying effect contributes to increased temperatures because of suppressed evaporative 
cooling.[12]  
The impact of Arctic Amplification on global atmospheric circulation patterns has 
consequences that extend past the direct impact of the radiative warming effect caused by 
increased greenhouse gases alone.[10] In 2010, Russia experienced a heat wave with 33 
consecutive days above 30℃ (86℉). The heat wave caused 55,000 heat related deaths, 
over 500 wildfires near Moscow, Russia, and a decrease in grain harvests by 30%.[13] 
Heat waves have occurred in the United States as well in 2011, 2012, and 2015, causing 
droughts in states such as California that contributed to billions of dollars in agricultural 
losses.[14,15] The increased frequency and severity of droughts align with the 
predictions from the IPCC. The observed trends of weaker, downward shifted jet streams 
and depleted soil moisture contribute to these consequential droughts.[16]  
Arctic sea ice plays a critical role in climate dynamics. It signals and magnifies 
change. The characteristics of Arctic sea ice need to be observed to better understand the 
interdependency between Arctic Amplification and global climate change. Three key 
elements associated with Arctic sea ice that can be observed to better understand global 
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climate change are ice mass balance, the ice-albedo feedback loop, and 
Photosynthetically Active Radiation (PAR) underneath Arctic sea ice. 
1.1.1 Ice Mass Balance 
 Sea ice mass balance is the net difference between the amount of ice growth 
during the winter and the amount of surface and bottom melt during the summer. 
Thermodynamic factors that contribute to Arctic sea ice mass balance include snow 
depth, ice thickness, winter ice growth, summer surface and bottom melt, as well as ice, 
atmosphere, and ocean temperatures.[17] Snow cover plays a particularly complex role in 
Arctic sea ice mass balance. In the winter, snow reduces ice growth because it acts as a 
thermal insulator. In the spring, snow is highly reflective and reduces ice melt.[18] Using 
mass balance datasets to explore thermodynamic factors such as snow cover can reveal 
key relationships governing changes in Arctic sea ice. Possible relationships include 
correlating surface and bottom melt to parameters including year, melt season duration, 
location (latitude), seasonal changes in ice cover, and atmospheric pressure.[17] Recent 
Arctic sea ice mass balance observations have revealed a reduction of ice thickness in 
some Arctic regions, the decline of multiyear ice (ice that does not melt during the melt 
season) and an increase in seasonal ice.[19] 
  Routine measurement of Arctic sea ice mass balance can attribute the observed 
changes in sea ice to environmental forces that are poorly understood.[20] Atmospheric 
and oceanic factors that contribute to sea ice mass balance, and the declining Arctic sea 
ice cover, include surface air temperature warming, changes in atmospheric circulation, 
ice motion, cloud cover, heat absorbed in the ocean, incoming shortwave radiation and 
the ice-albedo feedback loop.[17]  
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1.1.2 Ice-Albedo Feedback Loop 
Incoming shortwave solar radiation is a key component of the Arctic sea ice 
energy budget and can amplify change through a phenomenon known as the ice-albedo 
feedback loop.[21] Albedo is a measure of the reflectivity of Earth’s surface. The albedo 
is 1 for a surface that reflects all incoming sunlight and 0 for a surface that reflects none. 
The ice-albedo feedback loop is a positive feedback mechanism. Ice reflects most of the 
incident solar energy back into space. As sea ice melts, less solar radiation is reflected 
back to space. Instead, solar radiation is absorbed by the ocean or ice which causes 
warming that further melts the ice and decreases the albedo, which enhances melting. 
This is the ice-albedo feedback loop.[22] It is a positive feedback loop where small 
changes can be amplified into large impacts. The ongoing shift from a multiyear ice 
cover to seasonal ice cover has resulted in a decrease in surface albedo and an increase in 
light transition to the upper ocean, causing more energy to be deposited into the Arctic 
Ocean.[23] The increase in energy being absorbed by the Arctic Ocean, instead of being 
reflected back to space, has contributed to a warming Earth.[22] 
Surface albedo is important to quantify because it impacts the surface radiative 
budget of Arctic sea ice. Cloud cover and surface albedo impact the surface radiative 
balance.[24] In the winter, clouds act as insulation and warm the surface. In the summer, 
clouds serve contradicting roles, acting as both a cooling umbrella and insulating blanket. 
The clouds cool the surface by reducing incoming solar radiation, but also warm the 
surface by increasing longwave solar radiation. Another factor impacting the net radiation 
balance is the change in albedo and ice surface conditions during the melt season, 
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typically from May through September.[24] Figure 3 shows 
the evolution of the surface through the melt season from a 
combination of snow-covered ice and water to an interwoven 
mixture of bare ice, melt ponds, and water. The albedo of the 
surface is constantly changing during the melt season and is 
dependent on time and spatial variability. The change in 
albedo contributes to the impact of cloudy and sunny skies on 
the surface radiative budget. Analysis of the 1997 to 1998 
Surface Heat Budget of the Arctic Ocean (SHEBA) aggregate 
dataset revealed that the net radiation flux is smaller for sunny 
skies than cloudy skies for every melt season month, except 
July.[24] Additionally, changes that result in more snow-
covered or bare ice that increase surface albedo favor sunny 
skies for smaller net radiation. Dissimilarly, changes that 
increase ponds, decreasing albedo, favor cloudy skies for 
smaller net radiation.[24] Understanding the relationship 
between albedo, cloud cover, and radiative balance provides insight into how the Arctic 
sea ice will react to future net radiative balances. Arctic sea ice cover is evolving toward 
more first year ice with an increase in melt ponds, with a smaller surface albedo. This 
indicates that there will be less melting under cloudy conditions than sunny conditions in 
the future.[24] To better understand how the ice-albedo feedback loop impacts Arctic sea 
ice, more observations are needed to understand the complex oceanic and atmospheric 
driving forces. 
Figure 3: Evolution of 
Arctic sea ice during the 
melt season.[24] 
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1.1.3 Photosynthetically Active Radiation 
In addition to shortwave radiation incident on the ice and reflected by the ice, 
shortwave radiation transmitted through the ice to the ocean has significant consequences 
as well. Solar radiation under the ice contributes to warming the upper ocean and has 
biological impacts. Primary productivity in and under the ice is governed by the 
availability of nutrients and sunlight, or photosynthetically active radiation (PAR). The 
amount of PAR under the ice controls when ice algae or phytoplankton blooms can 
occur. Algae formation can affect how much sunlight is transmitted through the ice. 
Measuring PAR in conjunction with the transmitted solar radiation under the ice can help 
identify the timing of ice algae and phytoplankton blooms. 
1.2 Previous Arctic Sea Ice Observations Methods 
Remotely sensed observations demonstrate that September Arctic sea ice extent 
has been declining about 13% per decade, and that it is younger and thinner.[17] 
However, these observations cannot show how these changes are occurring. Remote 
observations cannot determine if sea ice growth or melt is from the surface or the bottom, 
and therefore information about atmospheric vs. oceanic forces cannot be learned. Field 
observations are needed to best understand the processes governing changes in Arctic sea 
ice. To overcome the shortcomings of remotely sensed data, field expeditions have been 
conducted to acquire regional and temporal data that provides insight into atmospheric 
and oceanic forces governing changes in Arctic sea ice.  
Two notable examples of such field experiments are the SHEBA campaign from 
October 1997 - October 1998 and the Multidisciplinary drifting Observatory for the 
Study of Arctic Climate (MOSAiC) campaign that embarked in September 2019 and is 
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planned to be completed in September 2020. During the SHEBA campaign, Arctic sea 
ice mass balance was observed at more than 100 sites throughout the SHEBA year. Mass 
balance measurements were taken using 3m long wooden ablation stakes that were 
installed in the ice at each measurement site. Next to the ablation stake was a hot wire-
thickness gauge. A schematic of the measurement setup is shown in Figure 4. SHEBA 
mass balance measurements were taken by hand every 1-2 weeks in winter and every 2-4 
days in summer. The thickness gauge wire was connected to a generator grounded in the 
ocean. The resistance of the stainless-steel wire melted it free, pulling the handle upward 
until the steel rod collided with the bottom of the ice. The handle location was then read 
off the ablation stake, and the ice thickness was recorded.[18] This ablation stake 
technique resulted in readings with an uncertainty of less than 2cm. Two decades later 
another field campaign to better understand Arctic sea ice characteristics is underway. 
 
 
                   Figure 4: Schematic of a SHEBA mass balance site.[18] 
 
 MOSAiC is the largest Arctic research expedition in history, aimed at exploring 
the Arctic climate system. The RV Polarstream icebreaker is drifting through the Arctic 
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serving as a base of operations for the research initiatives of 600 experts representing 19 
nations.[25] MOSAiC is an interdisciplinary project studying the atmosphere, sea ice, 
ocean, biogeochemistry, and ecosystems of the ice diminished in the Arctic Ocean. This 
unprecedented expedition required multi-year, international logistical planning, and has a 
total budget of 140 million euros.[26] The goal of MOSAiC is to better understand the 
causes and consequences of an ice-diminished Arctic Ocean. This knowledge can then be 
used to provide a stronger scientific basis for policy decisions on climate change 
mitigation and Arctic sustainability.[27] 
Although Arctic field expeditions provide critical data to understanding the Arctic 
environment, there are drawbacks. Temporal monitoring of Arctic sea ice mass balance 
through field campaigns is cost prohibitive, requires extensive logistical planning, and 
depends upon valuable human resources. Autonomous, real-time monitoring of changes 
in Arctic sea ice mass balance is necessary to expand the available Arctic sea ice 
knowledge base. Autonomous monitoring is beneficial because personnel only need to 
travel to the Arctic to deploy and retrieve the measurement device. During the growth 
and melt seasons, the changes in Arctic sea ice are measured remotely, transmitted via 
satellite, and analyzed by researchers from afar. This process is achieved through the 
utilization of the Ice Mass Balance Buoy (IMB).  
1.3 Seasonal Ice Mass Balance Buoy  
Over the past two decades, IMBs have been developed to monitor changes in sea 
ice. Once these devices are deployed, they operate autonomously, eliminating the need 
for lengthy, expensive field expeditions.  
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The IMB was first developed at the US Army Cold Regions Research and 
Engineering Laboratory (CRREL) in Hanover, New Hampshire. The IMB had a standard 
instrument package that measured ice surface and bottom position, ice drift, weather data, 
and snow-ice-ocean temperature profiles.[28] A drawback to the IMB was that the device 
was composed of three separate pieces - the temperature string, the central unit, and the 
range finders. When the ice melted the entire device fell into the ocean. The lack of 
flotation limited the measurement capability of the IMB to non-seasonal ice that did not 
completely melt. To address this limitation, the first Seasonal Ice Mass Balance Buoy 
(SIMB) was created. The SIMB had the same measurement capabilities of the IMB, but 
all the equipment was contained in a cylindrical spar buoy-type hull that allowed the 
device to float and kept the instruments intact.[29] Flotation enabled the SIMB 
instrument to measure mass balance in seasonal ice because the device could float when 
seasonal ice became thin, allowing measurement to continue deep into the melt season. 
Figure 5 shows a side by side comparison of IMB and SIMB schematics. 
 
 
Figure 5: IMB schematic (left) and SIMB schematic (right).[20] 
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Although the early SIMBs demonstrated success at measuring seasonal ice mass 
balance, the devices had limitations. The SIMB-1, described above, and the SIMB-2, 
similar to the SIMB-1 but with a different electronics package and smaller hull, were 
prototype level devices. The devices were expensive to make and difficult to assemble, 
which prohibited mass production. Iterating off the success of its predecessors, the 
SIMB-3 was developed to ensure reliability and maximum survivability, simplify 
construction and installation, and reduce instrument size, weight, and cost. 
Accomplishing these goals increased instrument success, reduced deployment complexity 
and specialized labor, and allowed more SIMB-3s to be produced at less than half the 
cost of the original SIMB.[20] More buoys allow for increased Arctic sea ice observation 
that can be used to better understand the environmental forces governing Arctic sea ice. 
 Currently, several SIMB-3s are deployed in the Arctic. The standard SIMB-3 
measures “surface and bottom ice position and snow depth, air pressure and temperature, 
vertical temperature profile, and GPS location”.[20] However, an important physical 
measurement not yet available on the SIMB-3 is the ability to measure the incident, 
reflected and transmitted solar irradiance, and the (PAR) available under the ice. 
Understanding how changes in solar radiation partitioning are associated with changes in 
the Arctic sea ice mass balance is critical to understanding the ice-albedo feedback 
mechanism. 
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1.4 Spectral Radiation Buoy 
 
   In 2007 an instrument was deployed that continuously observed solar radiation 
above and below the sea ice.[30] The motivation for this buoy was to address the lack of 
optical observations of Arctic sea ice during melt seasons. However, the 2007 instrument 
was not equipped with satellite data transfer and required manual data retrieval after 
deployment. To improve upon this, a Spectral Radiation Buoy (SRB) was deployed 
during the 2012 melt season to autonomously measure spectral incident, reflected, and 
transmitted solar radiation.[31] The 2012 SRB included an Iridium modem to transfer 
data autonomously in real time. In addition to the Iridium modem, the SRB included 
three radiometers above the ice and an under-ice radiometer with a bio-shutter.[31] A 
photograph of the SRB deployed, as well as the underwater system, is shown in Figure 6. 
The SRB was deployed with an IMB to relate changes in spectral radiation to changes in 
Arctic sea ice mass balance. The instruments were installed near the North Pole in April 
2012, and drifted South until retrieval in October 2012. 
 
 
Figure 6: SRB fully deployed (left). Underwater component before deployment (right).[31] 
 
13 
 
The 2012 SRB deployment indicated a strong influence of sky and surface 
conditions on absorbed energy. The buoy observed that the surface albedo was near 1, 
reflecting almost all incoming sunlight, until snowmelt, and then it decreased rapidly. 
Albedo was lowest in mid-July, which was also when the transmitted irradiance under the 
ice was largest. During the melt season from mid-April to mid-September, the solar 
energy transmitted through the ice contributed approximately 67% of the energy needed 
for the observed bottom melt and solar energy incident on melt ponds provided additional 
heating.[31] Although the 2012 SRB provided novel insight, the device can be improved. 
The SRB has limitations, including being unable to measure Arctic sea ice mass 
balance and solar radiation partitioning simultaneously and that the sensors used were 
large, unheated, and expensive. The SRB is unequipped with instruments to measure 
Arctic sea ice mass balance. The SRB relied on a separate deployment of an IMB for 
mass balance observations. Deploying two separate devices increases the cost of the 
experiment and increases the risk of an unsuccessful deployment. Additionally, two 
separate devices were taking measurements in the two slightly different locations, 
increasing measurement uncertainty. An improved design would enable the SRB 
instrument to measure optical properties simultaneously with ice mass balance. 
Additionally, the sensors used on the SRB could be improved. The SRB used three 
HyperOCR radiometers from Satlantic Inc.[31] The limitations with these sensors is that 
they are large, weighing 1kg each, unheated, and expensive.[32] The lack of heating 
makes the sensor more vulnerable to Arctic conditions and snow accumulation, and 
impacted the SRB’s measurement capabilities from April to mid-June during the 2012 
experiment.[31] Additionally, the sensors cost several thousand dollars each, which limits 
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how many can be deployed. To improve the SRB, heated sensors should be used to 
prevent snow and rime accumulation that impacts measurement quality. The optical 
sensors should also be as inexpensive as possible to increase instrument accessibility. 
Improving upon the limitations of the SRB will allow for increased solar radiation 
observations during Arctic melt seasons.  
In the past, ice-albedo models have relied on theoretical estimates, the occasional 
field experiment, and satellite images; there lacks a robust, inexpensive autonomous 
method to simultaneously measure the solar radiation impact on Arctic sea ice and the 
Arctic sea ice mass balance. Equipping the SIMB-3 with sensors to measure incoming, 
reflected and transmitted solar radiation, as well as underwater PAR, will help quantify 
the contribution of the ice-albedo feedback loop to the decline of the Arctic sea ice cover 
and provide information on PAR transmitted through the ice that influences algae 
blooms. Installing optical sensors on the SIMB-3 will address the shortcomings of the 
SRB by creating an instrument that can measure solar radiation partitioning and ice mass 
balance simultaneously. 
1.5 Outline of Report 
 This thesis documents the integration of three optical sensors to measure incident, 
reflected and transmitted shortwave irradiance and PAR to the existing sensor package of 
the SIMB-3 buoy. First, the objectives and goals are presented that drove the design and 
integration process. Next, the methodology for how the sensors incorporated were chosen 
is explained in detail, as well as the process for determining where they should be placed 
on the existing SIMB-3 buoy hull. The mechanical and electrical design process for 
incorporating the optical sensors is then explained in detail, followed by the integrated 
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design section that presents the final steps that were taken to integrate the bench tested 
system with the existing SIMB-3. The integration section showcases how all the 
individual components came together in the final device before it was shipped to Alaska. 
The results section presents data from a 2019 SIMB-3 buoy active in the Beaufort Sea 
and compares it with previous Beaufort Sea mass balance sites.  
2.0 Goals and Objectives 
The goal of this thesis was to develop an autonomous method to measure solar 
radiation partitioning of Arctic sea ice and ice mass balance simultaneously to better 
understand how Arctic sea ice responds to climate change. The following objectives were 
addressed to achieve these goals. 
1. Integrate three optical sensors that measure solar radiation partitioning into the 
existing SIMB-3 electronics package. The sensors were installed to measure the 
partitioning of the incoming solar radiation between reflection to the atmosphere, 
absorption in the ice, and transmission to the ocean. Two pyranometers were 
mounted above the surface, one looking up to measure incident irradiance and one 
looking down to measure reflected irradiance. A quantum sensor was mounted to 
measure radiation and PAR below the ice.  
2. Integrate the optical sensors so that they do not compromise the functionality of 
the standard sensors on the SIMB-3.  
3. Modify the existing software package to include the solar radiation and PAR 
measurements and transmit this data via satellite. 
4. Perform a complete test of the modified SIMB-3 in the laboratory. 
5. Deploy the optical sensor SIMB-3 in the Arctic. 
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6. Evaluate results from the optical sensor SIMB-3.  
By keeping the modifications as simple and inexpensive as possible, optical 
sensors can become part of the standard package offered with the SIMB-3 in the future. 
The addition of optical sensors to the SIMB-3 will benefit the scientific community by 
addressing the knowledge gap of optical properties in the Arctic that is currently 
composed of data that is infrequent, sporadic in space and time, and largely 
discontinuous. Increasing observations of incident, reflected, and transmitted shortwave 
radiation can lead to better understanding of Arctic Amplification, and the Arctic’s role in 
global climate change. 
3.0 Materials and Methodology 
3.1 SIMB-3 Technical Description and 
Design Specifications 
 Understanding the existing SIMB-3 was 
crucial to ensure that modifications to include optical 
sensors did not compromise the existing functionality 
of the device. The SIMB-3 improved upon previous 
SIMB models by identifying key engineering 
requirements through 
stakeholder interviews. 
The current SIMB-3 
measures surface and 
bottom ice position, 
Figure 7: "Exterior schematic of 
SIMB-3. a: upper section, b: lower 
section, c: snow rangefinder, d: 
underwater rangefinder, e: digital 
temperature string, f: air temperature 
and pressure sensors, g: magnetic 
on/off switch and control board, h: 
coupling, i: coupling pin, j: 
removable ballast, k: battery, l: 
datalogger assembly."[20] 
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snow depth, air pressure and temperature, the temperature profile through the snow, ice, 
and water, and GPS location.[20] Figure 7 shows an overview of the existing SIMB-3. 
The buoy is 4.87m long and 11.43cm in diameter, and can measure ice that is up 
to 2.5m thick.[33] The hull is constructed from cellular core ABS plumbing pipe that has 
a lower thermal conductivity and is lighter weight relative to the solid core PVC pipe that 
was used in previous SIMBs.[20] This weight reduction was crucial because it allowed 
the buoy to become shorter and still remain buoyant, which enabled the buoy to meet 
standard airline shipping requirements. The buoy hull is decoupled into two sections 
during shipping and can be easily secured together using an aluminum pin and retaining 
clip during deployment. Another factor that simplifies deployment is that the buoy can fit 
within a 10in diameter hole. This is significant because the largest drill size available for 
deployment in the Arctic is 10in, and drilling multiple holes in the ice, while doable, is 
more complicated. Key mechanical design requirements for the buoy with optical sensors 
were that as few parts be added as possible to maintain ease of construction and low 
manufacturing costs, that there were no moving parts to minimize risk during 
deployment, and that the buoy could still be shipped within air cargo size requirements. 
 The sensors had to integrate into the electronics and datalogger systems as well. 
The buoy is powered by a custom built 18V, 1620 Wh battery pack that is composed of 
60 D-Cell batteries. For the standard sensor package, this battery can power the buoy 
untouched for two years. The 18V supply is stepped down to 12V, 5V, and 3.3V to be 
used throughout the buoy.[20] A custom datalogger is used that is built around the 
ATSAMD21G18 microcontroller that supports serial and inter-integrated circuit (I2C) 
communications. Every hour, the sensor readings are packaged and compressed into a 
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275-byte message that is transmitted via the Iridium Short Burst Data satellite messaging 
service to a remote server. The remote server then retrieves the message and unpacks the 
data into a readable spreadsheet that can be accessed anywhere, allowing the buoy to 
operate autonomously. The existing electronics system on the SIMB-3 influenced key 
specifications for sensor selection. The selected sensors needed to be powered by the 
existing power supply and have a transmitted data size that could fit within available 
space of the 340-byte message that the Iridium satellite uses. Table 1 summarizes the 
design specifications for the optical sensor integration process. The sensor specifications 
are discussed in the following section, 3.2. These specifications were used throughout the 
design process to overcome key challenges, including that the device could survive harsh 
Arctic winters, remain inexpensive and easy to deploy, and that the optical sensors 
integrate seamlessly mechanically and electrically into the existing SIMB-3 to not 
interfere with existing device functionality. 
 
Table 1: Optical Sensor SIMB-3 Design Specifications 
Sensor Specifications  
ISO 9060:2018 Class C 
Heated 
Optical sensors cost less than $2,000 total 
Mechanical Specifications 
Minimal new parts added  
Rigid construction, no moving parts 
during deployment 
Shippable within air cargo size 
requirements 
Electrical Specifications 
Sensors can be powered by an 18V power 
supply 
Sensor output fits within the maximum 
340-byte transmitted data message 
Sensors can be integrated into the existing 
I2C digital line 
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3.2 Sensor Selection 
 Pyranometers are sensors that measure global shortwave radiation, or shortwave 
irradiance, which is expressed in Watts per square meter (Wm-2).[34] Over 20 different 
pyranometers from six different manufacturers were initially considered. Sensors were 
compared against many criteria, including price, measurement type (analog or digital), 
power requirements, heating availability, and measurement range and specificity. 
Pyranometers are classified according to ISO 9060:2018, and can be identified as an A, 
B, or C level pyranometer. The main differences between the classification levels are 
response time and accuracy. For example, Class A pyranometers have a response time of 
under 10 seconds, but Class C pyranometers have a response time of under 30 seconds. 
Class A pyranometers have an associated measurement error of less than ±1%, whereas 
class C pyranometers have an associated measurement error of between ±3-5%.[35] The 
pyranometers used to measure irradiance on the SIMB-3 will be measuring the relative 
difference every hour, so class C pyranometers can be used. Additionally, class C 
pyranometers are less expensive than the class A pyranometers, in some cases by over 
$2,000. This is important because by using less expensive but still capable sensors, the 
cost of the buoy can remain as low as possible, allowing the pyranometers to be included 
as an option for SIMB-3 buoys in the future. 
 Focusing on class C pyranometers narrowed the final group of sensors considered 
to six. The company Hukseflux does not make class C pyranometers, so higher-class 
options were considered from Hukseflux. A summary of the final group of sensors is in 
Table 2 below. Figure 8 shows the sensors modeled with the Computer Aided Design 
(CAD) software Solidworks to compare their sizes.  
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Table 2: Pyranometer Comparison 
Sensor 
Name 
Cost  Mass  Power Budget  
Rated 
Operating 
Temp. 
Range 
Output 
Zero 
Offsets 
A*  
Vendor 
Responsive
-ness 
Apogee SP-
510, Upward 
Facing 
Pyranometer 
[36] 
$327 90g  
For Heater: 
780𝛀, 15.4 
mA current 
draw and 185 
mW power 
requirement at 
12 VDC. 
-50C to 
+80C 
Analog, 
0 to 
114mV 
< 5 Wm-2, 
< 10 Wm-2 
(heated)  
Response 
within a 
day 
Apogee SP-
610 
Downward 
Facing 
Pyranometer 
[36] 
$327 100g  
For Heater: 
780𝛀, 15.4 
mA current 
draw and 185 
mW power 
requirement at 
12 VDC. 
-50C to 
+80C 
Analog, 
0 to 
300mV 
< 5 Wm-2, 
< 10 Wm-2 
heated  
Response 
within a 
day 
Hukseflux 
SR30-D1 
[37] 
 
$2,715 640g  
For Heater: < 
2.3W at 
12VDC 
-40C to 
+80C 
Digital, 
Modbus 
RS-485 
< 2 Wm-2 
Response 
within a 
week 
Hukseflux 
SR15-D1 
[38] 
 
$1,887 640g 
For Heater: 
1.5W at 
12VDC 
-40C to 
+80C 
Digital, 
Modbus 
RS-485 
5 Wm-2 
(unventilat
ed) 
Response 
within a 
week  
EKO MS-
40M 
(requires 
separate 
heater) [39] 
$551 330g 
0.2 -0.3 W at 
12-24 VDC 
-40C to 
+80C 
Digital, 
Modbus 
RS-485 
±12 Wm-2  
Response 
within 2-3 
days 
Kipp & 
Zonen 
SMP6 
(requires 
separate 
heater) [40] 
$1,500 600g 100mW 
-40C to 
+70C 
Digital, 
Modbus 
RS-485 
<10 Wm-2 
Response 
within 2-3 
days 
     *Zero Offset A: Response to -200 W m-2 net thermal radiation. 
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Figure 8: CAD comparison of considered sensors. The red model is the size of the Apogee sensors, the 
purple model is the EKO sensor (with heater below in lighter purple), the blue model is the size of the 
Hukseflux sensors, and the gray model is the Kipp & Zonen sensor with the additional heater. 
 
 The Apogee pyranometers were selected for integration into the existing SIMB-3. 
Not only are they the smallest and least expensive sensor, they require the least amount of 
power and have the greatest operating temperature range compared to the other sensors. 
They are ISO 9060:2018 Class C pyranometers, which provides appropriate measurement 
quality for the SIMB-3 application. Additionally, the Apogee Pyranometers include 
heaters, which make them resilient to harsh Arctic conditions. Other sensors, such as the 
EKO and Kipp & Zonen Pyranometers, require the purchase and integration of a separate 
heater. Lastly, the Apogee customer assistance was superior among the vendors 
considered, and the technical representative often responded to questions within the hour. 
Reliable customer support was useful to address questions during the integration process. 
An Apogee SP-510-SS is used as the upward facing pyranometer, and the Apogee SP-
610-SS is used as the downward facing pyranometer.  
The upward facing and downward facing pyranometers differ slightly. The 
upward facing pyranometer has a convex collector that provides a full 180-degree view. 
The downward facing pyranometer has a slightly concave collector that limits the field of 
view to 150-degrees. This ensures that the downward facing collector only sees light 
reflected from the surface and does not see incoming light that is close to the horizon. 
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The upward facing and downward facing pyranometers measure incoming and 
reflected shortwave irradiance. To determine how much solar radiation was transmitted 
through the ice, as well as the amount of PAR under the ice, a quantum sensor is used 
underwater. An Apogee SQ-515-SS Full-Spectrum Quantum Sensor is used to measure 
PAR and irradiance under the ice. The quantum sensor selection was more limited than 
the pyranometer options, with only two other viable alternatives available. The Apogee 
option is superior because it is waterproof and can withstand cold temperatures, up to       
-40℃. Most importantly, the Apogee sensor can be calibrated to measure both PAR and 
Wm-2 simultaneously, allowing both PAR and solar radiation underneath the ice to be 
monitored. Table 3 shows the final optical sensors selected, and Table 4 displays their 
technical information. Once the sensors were selected, their mounting location on the 
SIMB-3 was optimized to maximize the unobstructed field of view for the sensors. 
 
Table 3: Final Optical Sensor Selection 
   
Apogee SP-510-SS, Upward 
Facing Pyranometer [36] 
Apogee SP-610-SS, Downward 
Facing Pyranometer [36] 
Apogee SQ-515-SS, Spectrum 
Quantum Sensor [41] 
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Table 4: Final Optical Sensor Selection Technical Information 
Sensor Name Cost  Mass  Power Budget  
Rated 
Operating 
Temperature 
Range 
Output 
Spectral 
Range  
Apogee SP-510-
SS, Upward 
Facing 
Pyranometer [36] 
$327 90g  
For Heater: 
780𝛀, 15.4 mA 
current draw and 
185 mW power 
requirement at 
12 VDC. 
-50C to +80C 
Analog, 0 
to 114mV 
385 to 
2105nm 
Apogee SP-610-
SS, Downward 
Facing 
Pyranometer [36] 
$327 100g  
For Heater: 
780𝛀, 15.4 mA 
current draw and 
185 mW power 
requirement at 
12 VDC. 
-50C to +80C 
Analog, 0 
to 300mV 
295 to 
2685nm  
Apogee SQ-515-
SS, Spectrum 
Quantum Sensor 
[41]  
$438 140g 5.5 to 24 VDC. 
-40 to +70C, 
can be 
submerged in 
water up to 
depths of 30m 
Analog, 0 
to 5V 
389 to 
692nm 
±5nm 
3.3 Sensor Placement on the SIMB-3 
  
 The pyranometers selected measure irradiance (F) which is the integral of light 
incident on a surface coming from all angles of a hemisphere, with units Wm-2. The 
upward facing pyranometer measures downwelling irradiance (Fd) coming directly from 
the sun. It is placed on top of the SIMB-3 so the sensor can measure the entire 
hemisphere of light unobstructed. The downward facing pyranometer measures upwelling 
irradiance (Fu) reflected from the surface of the Arctic sea ice. The underwater quantum 
sensor measures the total number of photons hitting an area in the sensor’s visible range. 
The placements of the downward facing pyranometer and underwater quantum sensor are 
more complicated because the body of the buoy can obstruct the sensors’ hemisphere of 
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view. For example, if a sensor were placed directly adjacent to the mast of the buoy, half 
of the sensor’s hemisphere of view would be obstructed, interfering with data 
measurement. Ideally, the sensor would be extended as far away from the buoy mast as 
possible. However, the further away the sensor is from the mast, the more complicated 
buoy installation becomes. Therefore, an optimum distance from the mast must be 
determined that limits the obstructed field of view but minimizes the complexity of 
installation. 
 To determine the optimum location for the downward facing pyranometer and the 
upward facing underwater quantum sensor, a double integral defining a hemisphere was 
used to determine how the sensors’ location relative to the buoy would impact the sensors 
field of view: 
𝐹𝑢 = ∫ ∫ 𝐼(𝜃, 𝛷)𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃 𝑑𝜃𝑑𝛷
𝜋/2
𝜃=0
2𝜋
𝛷=0
 
Theta (θ) is the zenith angle, measured straight down to horizontal. Phi (ϕ) is the azimuth 
angle and it represents the entire circle of the hemisphere. I represents the radiance, and is 
a function of theta and phi. Figure 9 shows the hemisphere of view, as described by the 
downwelling irradiance equation.  
 
Figure 9: Irradiance hemisphere of view 
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For calculation simplicity, I was assumed to be 1 for all angles. This is the 
isotropic case that can occur on a cloudy day. Evaluating phi between 0 and 2π and theta 
between 0 and π/2 represents the entire unobstructed hemisphere. However, if the sensor 
is placed near the buoy, part of the field of view will be obstructed and the limits of 
integration will change. The distance between the mast of the buoy and the sensor 
impacts phi, and the distance between the sensor and the ice impacts theta. To optimize 
the location of the sensors, MATLAB was used to visualize how the location of the 
sensors limits the hemisphere of view.  
 MATLAB’s integral2 function was used to evaluate the double integral and 
visualize how the obstruction of the sensor changes with respect to sensor placement. The 
locations of the downward facing pyranometer and underwater quantum sensor were 
considered 10cm, 25cm, 50cm, 1m, and 2m away from the ice, at a distance between 0 
and 1m away from the mast. The limits of integration were determined using 
trigonometric relationships based on the proposed location of the sensor. The integral was 
then evaluated accordingly and compared with the unobstructed case to determine the 
percentage of the view obstructed for a given position. The MATLAB code is included in 
the appendix. The results are shown in Figure 10. 
. 
 
26 
 
 
 
Figure 10: Percentage of view unobstructed vs. distance of the sensor away from the buoy mast 
 
The colored lines represent different distances of the optical sensors from the ice. 
The x-axis represents how far away the sensor is from the buoy mast, and the y-axis is the 
percentage of the sensor view that is unobstructed. When the sensor is right against the 
mast, 0m away, the view is 50% obstructed, and as the sensor is moved farther away 
from the mast, more of the field of view is available. All of the curves begin with a steep 
slope and begin to flatten out when the sensor is 15cm away from the mast, shown as a 
blue diamond in Figure 10. This indicates that once the sensor is over 15 cm away from 
the mast, there is less of a change in the percentage of unobstructed view. Although the 
closer the sensor is to the ice, the quicker it reaches an unobstructed view, like the 10cm 
curve, the profiles are similar. Attaching the sensors at the ends of the buoy, at a 
maximum 2m away from the ice and where sensor brackets are currently mounted on the 
SIMB-3, is the ideal scenario because it decreases the complexity of routing wires along 
the buoy mast, and minimizes the risk for deployment complications, such as a wire 
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getting snagged. Based on the profile of the curves, placing the sensor 15cm away from 
the mast is optimum because it is the point where the curves begin to flatten out. 
Attaching the sensors at the ends of the buoy, at most 2m above the ice, and 15cm away 
from the buoy will result in an 87% unobstructed view. Brackets were designed to attach 
the downward facing pyranometer and underwater quantum sensor 15cm away from the 
SIMB-3 mast, at each end of the device. 
3.4 Mechanical Design 
Four parts were designed to integrate the optical sensors into the SIMB-3. The 
parts were: a leveling plate for the pyranometers, a bracket that attaches the downward 
facing pyranometer and the underwater quantum sensor, the top cap of the SIMB-3 that 
supports the upward facing pyranometer, and a weather tight cable seal. Each part was 
first modeled in CAD using Solidworks, which enabled the parts to be virtually integrated 
with the existing SIMB-3 design. Then, prototype 3D printed parts were made in the 
Thayer Machine Shop before final manufacturing in aluminum if applicable. This section 
describes the design of each component individually. Some designs changed slightly 
during the integration phase, and these changes are described in section 4. 
3.4.1 Pyranometer Leveling Plate 
 
 Pyranometers need to be level to measure solar radiation accurately. Although the 
plumb orientation of the SIMB-3 within the ice is acceptable for measuring relative 
change, leveling plates were designed that enable the installer to adjust the orientation of 
the pyranometers after ice installation to make the pyranometers as level as possible. 
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 The leveling plate assembly is composed of a leveling plate that has an inset for 
the pyranometer, a bubble level, three 10-32 screws, and three 1” long stainless-steel 
corrosion-resistant compression springs. The springs are placed around the 10-32 bolts, 
which tighten into another bracket. The part is leveled by tightening the bolt for each 
spring and adjusting until the bubble level is centered. The CAD leveling plate assembly 
is shown in Figure 11. 
 
 
Figure 11: CAD leveling plate assembly, modeled with the upward facing pyranometer. 
  
The leveling plate was 3D printed for final use because polylactic acid (PLA) 
plastic can withstand Arctic conditions and is extremely light weight.[20] Additionally, 
PLA is cheaper than aluminum and is relatively easy to manufacture. Figure 12 shows the 
final 3D printed leveling plate and assembly with the upward facing pyranometer. 
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Figure 12: 3D printed leveling plate (left). Upward facing pyranometer leveling plate assembly (right). 
 
3.4.2 Downward Facing Pyranometer and Quantum Sensor Mounting 
Bracket 
 Although the brackets that support the downward facing pyranometer above the 
ice and the quantum sensor below the ice are identical, they were first designed as 
separate parts. An initial bracket was designed that supported the downward facing 
pyranometer alone. However, adding a new bracket to the SIMB-3 made the buoy too 
wide for deployment. To simplify the design and minimize buoy parts, the optical sensors 
are incorporated into the SIMB-3 by modifying the existing brackets that support the 
snow rangefinder and the underwater rangefinder, shown in Figure 13. The existing 
bracket is identical above and below the ice to streamline manufacturing. Incorporating 
the optical sensors into the existing bracket decreased the SIMB-3 mechanical changes 
needed. Additionally, the brackets are rigidly mounted to the buoy. Fixed, non-moving 
parts mitigate the risk of SIMB-3 deployment failure.  
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Figure 13: The existing bracket on the SIMB-3 for the snow and underwater rangefinders. 
 
 The preliminary modifications to add the downward facing pyranometer and the 
quantum sensor were done separately, even though the sensors were being added to 
identical brackets. The modification for the downward facing pyranometer was made by 
extending the end of the existing bracket to attach the downward facing pyranometer and 
leveling plate assembly 15cm away from the buoy mast. Three 10-32 tapped holes were 
put at the end of the bracket to attach to the leveling plate assembly. The pyranometer 
had to be lifted above the bracket face so that it would not be in the shadow of the snow 
rangefinder. Figure 14 shows the initial bracket design for the snow rangefinder and the 
downward facing pyranometer. 
 
 
Figure 14: Initial bracket design for the snow rangefinder and the downward facing pyranometer. 
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 The initial design for the underwater rangefinder and quantum sensor bracket 
followed the same process. The underwater sensor does not have a leveling plate because 
the sensor cannot be leveled once placed underwater, and the plumbness of the buoy in 
the ice is acceptable for measuring relative change. The quantum sensor was placed at the 
end of the bracket, 15cm away from the buoy mast. The sensor is raised from the base of 
the bracket to not be shadowed by the underwater rangefinder. Figure 15 shows the first 
version of this bracket.  
 
 
Figure 15: Initial bracket design for the underwater rangefinder and quantum sensor. 
  
To streamline the manufacturing process and decrease the overall buoy cost and 
complexity, the two designs were combined. Although two brackets are used on the buoy 
(one above and below the ice), they are identical. Figure 16 shows the final bracket 
design. The three 10-32 tapped holes on the top surface are for the downward facing 
pyranometer leveling plate and the sunken hole is for the quantum sensor.  
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Figure 16: Final downward facing pyranometer and quantum sensor bracket design. 
 
Figure 17 shows the final top bracket assembly. The snow rangefinder is in the 
center and the downward facing pyranometer leveling plate assembly is at the end. The 
sensors face toward the ice.  
 
 
Figure 17: Final top bracket assembly. 
  
Figure 18 shows the final underwater bracket assembly. The underwater 
rangefinder is in the middle and the quantum sensor is at the end. The sensor is elevated 
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so it is not shadowed by the rangefinder, but low enough so it does not impede the 
rangefinder’s view.  
 
Figure 18: Final underwater bracket assembly. 
 
 A concern with the underwater assembly is that attached to the buoy, it causes the 
maximum width of the buoy to be 11.6in. 11.6in exceeds 10in, the largest single hole that 
can be drilled during deployment. Drilling multiple holes into the ice during deployment 
is possible, but more difficult for the team deploying the buoy. A potential solution was 
to keep the buoy frame within 10in and have the quantum sensor attached to a moveable 
arm. The design concept is shown in Figure 19. The arm would enter the water parallel to 
the buoy and then float up passively in the water. Although the floating arm would enable 
the buoy to be deployed in a 10in hole, the moving components would add device 
complexity and increase the risk of deployment failure. Because rigid mounts are more 
reliable, and the goal of the optical sensor SIMB-3 is to demonstrate successful optical 
sensor integration, the floating arm design was determined not to be worth the risk. The 
11.6in buoy width can fit within two holes drilled in the ice, which is shown in section 
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4.5 Deployment Guide. If the optical sensors function properly for this buoy, the next 
iteration of design would ensure the buoy can fit within a single 10in hole. 
  
Figure 19: Floating arm design. Deployment position (left). Extended floating position (right). 
 
 Once the CAD design was finalized, the bracket was prototyped using a 3D 
printer. Rapid prototyping confirmed that the geometry of the bracket was correct, and 
the optical sensors attached properly. Figure 20 shows the quantum sensor attached to a 
3D printed prototype.  
 
 
Figure 20: 3D printed prototype of the downward facing pyranometer and quantum sensor bracket, with 
the quantum sensor attached. 
 
35 
 
 After the geometry of the brackets was verified to work with the optical sensors, 
they were machined in aluminum. The CAD files were sent to Protolabs, a rapid 
prototyping company, for manufacturing. The optical sensors attached to the final 
brackets and were ready to be integrated with the SIMB-3. Figure 21 shows the 
downward facing pyranometer attached to a leveling plate and the aluminum bracket. 
 
 
Figure 21: Aluminum bracket with the downward facing pyranometer and leveling plate. 
 
3.4.3 Upward Facing Pyranometer Top Cap 
 The ideal location for the upward facing pyranometer is at the top of the buoy so 
it has an unobstructed view of incoming solar radiation. To accomplish this, the upward 
facing pyranometer is attached to the top cap of the SIMB-3. The existing top cap is 
made of stacked white, plastic, disks, shown in Figure 22. These caps provide shielding 
for the air temperature sensor. 
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Figure 22: Existing SIMB-3 top cap. In the shop, (left).[42] Perspective view, (right).[43] 
  
The cap had to be redesigned as a 3D printed part with a flat top to support the 
upward facing pyranometer leveling plate assembly. The holes on the flat face were sized 
for a heat set insert tapped for a 10-32 bolt. The through hole on the curved face guides 
the upward facing pyranometer cable to the inside of the SIMB-3. Figure 23 shows the 
top cap design and how the top cap fits together with the upward facing pyranometer 
leveling plate assembly. 
 
Figure 23: Modified top cap design. Top cap part (left). Top cap assembly (right). 
 
 Originally, the top cap was designed to remain less than 2mm thick. However, 
this resulted in a fragile 3D printed prototype, shown in Figure 24. To address the 
fragility of the first print, the thickness of the part was increased to 8mm. The result was 
a cleaner print and stronger part that could be used on the SIMB-3.  
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Figure 24: 3D printed prototype of top cap. First iteration, thin (left). Second interaction, increased 
thickness (right). 
 
3.4.4 Cable Seal 
 In the existing SIMB-3, the snow rangefinder cable enters the buoy through a 
cable seal. The existing cable seal is shown in Figure 25. 
 
Figure 25: Existing SIMB-3 cable seal for the snow rangefinder. Cable seal (left). Assembly view (right).  
 
Adding the downward facing pyranometer to the snow rangefinder bracket 
requires an additional cable to enter the buoy, so the cable seal was modified to include a 
second opening. The outer dimensions of the part were kept the same, but instead of one 
opening centered in the part, two identical openings were placed on each side of the part. 
The chamfered holes for the flathead screws were moved up to make room for two 
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openings. The updated design for two cables is shown in Figure 26. In addition to 
mechanical design, electrical design was necessary to integrate optical sensors with the 
SIMB-3. 
  
Figure 26: 3D printed Cable Seal. 
 
3.5 Electrical Design 
3.5.1 ADC Selection 
 The analog optical sensors were electrically integrated into the existing SIMB-3 
digital I2C line using Analog-to-Digital converters (ADCs). The SIMB-3 datalogger has 
both analog and digital inputs and outputs, however additional instruments are most 
easily integrated using the digital I2C lines which are individually addressable for each of 
the optical sensors. This required adding two ADCs to convert the raw voltage output 
from the sensors to a digital signal. The Adafruit ADS1115 ADC was selected for 
integration. The Adafruit ADCs are small, lightweight, and heavily documented, making 
them an ideal choice to add to the SIMB-3. Adafruit makes two ADC models: the 
ADS1115 and the ADS1015. The ADS1115 has a higher resolution, and the ADS1015 
has a higher sampling rate.[44] The optical sensors have a small output range, 114mV 
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and 300mV for the pyranometers and 5V for the quantum sensor. The ADS1115 was 
chosen because a high resolution for the small output ranges is more important in the 
SIMB-3 application than a high sampling rate. 
 Calculations were performed to confirm that the gain resolution of the ADS1115 
is high enough for the optical sensors. The ADS1115 has a scaling factor of 
188𝜇V/bit.[44] To boost small signals, the gain of the ADS1115 can be increased from 
the default setting of a two-thirds gain. A summary of the gain adjustments, associated 
input range, and step size is outlined in Table 5 below. The bit size column indicates that 
amount of mV associated with a single bit. The smaller the bit size, the higher the 
resolution. A larger gain is associated with a higher resolution. 
 
Table 5: Gain, Range, and Bit Size for the ADS1115 
Gain Input Range Bit Size (mV) 
2/3x +/- 6.144V 0.18800 
1x +/- 4.096V 0.12533 
2x +/- 2.048V 0.06267 
4x +/- 1.024V 0.03133 
8x +/- 0.512V 0.01567 
16x +/- 0.256V 0.00783 
 
 The step size for Wm-2 was calculated for each sensor using the information in 
Table 5, the associated output ranges, and the sensor calibration factors. The calculation 
was performed by identifying the appropriate gain, determined by the sensor’s output 
range. Then, the mV bit size of the gain was multiplied by the Wm-2 /mV conversion 
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factor calibrated by Apogee to determine the Wm-2 step size. The calculations are shown 
in Table 6. 
Table 6: Wm-2 Step Size Calculation 
Sensor 
Output 
Range 
Gain 
Bit Size 
(mV) 
Calibration Factor 
(Wm-2/mV) 
Step Size 
(Wm-2)) 
SP-510-SS 
Upward Facing 
Pyranometer 
0 - 114mV 16x 0.00783 19.94 0.15620 
SP-610-SS 
Downward 
Facing 
Pyranometer 
0 - 300mV 8x 0.01567 6.93 0.10857 
SQ-515-SS: 
Quantum Sensor 
0 - 5V 2/3x 0.18800 0.174 0.03271 
 
The step size for Wm-2 is less than 0.2 Wm-2 per bit for each of the sensors, 
shown in the last column of Table 6. The measurement range of the pyranometers is 
approximately 2000 Wm-2 and the spectral range for the quantum sensor is 303 Wm-2. 
Therefore, the step sizes in the tenths place are a fraction of a percent of the overall 
ranges and are small enough to be used to measure incident, reflected, and transmitted 
solar radiation changes. The step size calculations confirmed that the Adafruit ADS1115 
ADC provides high enough resolution for the optical sensors and is best suited for SIMB-
3 integration.  
In addition to being calibrated to measure irradiance, the quantum sensor 
measures PAR. To get the PAR reading from the quantum sensor, the voltage output is 
multiplied by 0.8, the multiplier for PAR, instead of 0.174. The PAR output is measured 
in 𝜇mol*m-2 *s-2. The quantum sensor also has an underwater calibration factor of 1.32 to 
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account for refraction in the water that needs to be applied when the sensor is 
submerged.[41]  
3.5.2 Electrical Bench Testing  
 Two Adafruit ADS1115 ADCs were bench tested with an Arduino UNO 
microcontroller and the three optical sensors. Figure 27 shows the breadboard setup, and 
Figure 28 shows the detailed wiring diagram.  
 
Figure 27: Breadboard set up. 
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Figure 28: Breadboard wiring diagram. 
 
 Two ADCs were needed in the final design. One ADC was used with the 
pyranometers and a separate ADC was used for the quantum sensor. An 8x gain was used 
for the ADC with the pyranometers because a 16x gain is too large for the downward 
facing pyranometer because it has an output range of 0-300mV, which is larger than 16x 
gain limit of 256mV. The switch to an 8x gain results in a step size for the upward facing 
pyranometer in the integrated system that is double the value presented in Table 6, 
(0.31240 Wm-2 instead of 0.15620 Wm-2). A step size of 0.31240 is still a fraction of a 
percent of the overall spectral range and is a high enough resolution to measure changes 
in incoming solar irradiance. 
 The first step to verify that the breadboard assembly functioned correctly was to 
disconnect the optical sensors and use a function generator in the Thayer Digital 
Electronics Lab. An analog signal was passed to the pyranometer ADC, and an Arduino 
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script was written to display the digital output. The function generator sent an 100mV 
square wave to the ADC with a period of two seconds. The expected output in the 
Arduino window was 100mV every other line, as the Arduino test code had a sampling 
rate of one second. The verification output from the function generator test is shown in 
Figure 29. The first number listed is the number of bits coming from the ADC. The value 
in parentheses is the raw mV value sent to the ADC, which is the mV output from the 
function generator in this test case. Every other output line is close to 100mV, which was 
expected for the 100mV square wave. This step was important to verify that the test 
system was interpreting analog inputs correctly.  
 
Figure 29: Test code output from the function generator input of an 100mV square wave. 
 
 Once the ADC set up was verified using the function generator, the optical 
sensors were integrated into the bench system. Signal inputs are wired to the ADS1115 
using single ended or differential inputs. Single ended inputs measure the voltage 
between the analog input channel and ground, and a single ADC can support four single 
ended connections through input channels A0-A3.[44] Differential inputs measure the 
voltage between two analog input channels, A0 and A1, and A2 and A3, supporting up to 
two differential inputs.[44] A differential setup is required for the pyranometers because 
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thermopile pyranometers can produce small negative signals, even though incoming 
radiation cannot be negative.[45] To minimize small negative values, a differential set up 
is used to measure the voltage between the two pyranometer signal wires, and negative 
values are corrected to zero in post processing. The final differential set up, shown in 
Figure 28, is that the positive and negative upward facing pyranometer signal wires are 
connected to A0 and A1, respectively, and the positive and negative downward facing 
pyranometer signals are connected to A2 and A3, respectively. 
 The quantum sensor uses a single ended input on a separate ADC. Unlike the 
pyranometers, the quantum sensor has a single wire for ground from both the sensor 
signal and the output power. The positive signal wire was connected to A0 on the ADC, 
and the ground sensor wire was connected to system ground, following recommendations 
from Apogee technical support.[46] 
 Once the three optical sensors were integrated into the ADC test system, the 
Arduino code was modified to include the calibration factors to convert the mV signal 
from the sensor into Wm-2 (and PAR for the quantum sensor). The final test code can be 
found in the appendix. The sensors were initially tested on the bench by shining a 
flashlight over each one. When the flashlight was over a sensor, it caused a spike in that 
sensor’s mV output, resulting in an increase in the Wm-2 output. This was the expected 
flashlight test result.  
 The bench setup was transported outside to observe the optical sensors responding 
to environmental light, rather than light from a flashlight. This test was to determine 
sensor functionality, and not accuracy. The bench setup was placed on a cart and taken to 
the Rett’s Room Balcony of the Maclean Engineering Sciences Center in the late 
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afternoon on December 11, 2019. The sky was partly cloudy. The Apogee clear sky 
calculator smartphone application was used to determine the approximate shortwave solar 
radiation at the time of testing. The projected shortwave solar output at was 217.20 Wm-2. 
The system was powered on, and after a brief initialization stage, the serial monitor 
readings from the upward facing and downward facing pyranometers resulted in a median 
value of 292.40 Wm-2 and 286.19 Wm-2 respectively. The measured values are in 
reasonable agreement with the expected value from the Apogee clear sky calculator, and 
the median output for the two pyranometers were within 2.15% of each other. Both 
testing datasets had outliers, including lower than expected values, but these are 
explained by the temporary shadowing of the sensors during testing due to cloud cover.  
The quantum sensor was tested as described above but had a lower median output 
of 34.6Wm-2. Potential explanations for the lower output include that the quantum sensor 
has a smaller visible range than the pyranometers, errors in testing set up, and that the 
quantum sensor is designed to measure PAR and not irradiance. The quantum sensor has 
a visible range of 389-692nm which is less than the pyranometers ranges of 385 to 
2105nm for the upward facing sensor, and 295 to 2685nm for the downward facing 
sensor. Approximately 55% of the spectral distribution of incoming sunlight is within this 
range, which does not fully explain the anomaly between the pyranometers and quantum 
sensor. Another possible source of error is testing set up. The sensors are highly sensitive 
to shading and incidence angle and were not leveled during testing. Lastly, the quantum 
sensor and pyranometers are designed to measure sunlight differently. The quantum 
sensor measures light quantity in photons, or the total number of photons hitting an area 
in the sensor’s visible range. In contrast, the thermopile pyranometers measure the 
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voltage between two surfaces caused by a temperature difference from solar shortwave 
irradiance. The sensors are built differently to measure different aspects of sunlight. To 
generate the irradiance output from the quantum sensor, an energy flux density multiplier 
is applied based off sensor calibration testing by Apogee. It is a possibility that the scalar 
calibration factor does not fully account for the physical differences in the sensors.  
The purpose of the outdoor test was to verify sensor functionality, and not 
accuracy. The sensors were factory calibrated before shipment, and the outside test 
showed that the gain and wiring set up was correct given that changes in sunlight were 
observed, and the pyranometers agreed. Although the quantum sensor was outputting 
lower values, given the potential sources of error, including testing setup, there is not 
reason to believe that there is an error with the quantum sensor itself. The outdoor test 
verified sensor functionality and that the system was ready to be integrated with the 
SIMB-3.  
4.0 Integrated Design 
 After individual subassemblies were bench tested and functionality was verified, 
the optical sensors were integrated into the SIMB-3. During mechanical and electrical 
integration, some components changed slightly, and these changes are documented in 
sections 4.1 and 4.2. Once the optical sensors were integrated, a full system test was run 
multiple times, following Cryosphere Innovation’s testing process, before the buoy was 
shipped to Alaska. A deployment guide was made specifically for the optical sensor 
SIMB-3 to inform the deployment team of relevant installation procedure changes.  
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 The SIMB-3 buoy with optical sensors was assembled in Cryosphere Innovation’s 
lab with assistance from co-founder Cameron Planck. Planck assisted with the following 
integration elements: 
1. Modifying the upward pyranometer top cap assembly 
2. Modifying the cable guide 
3. Integrating the ADC sub-assembly into the SIMB-3 datalogger assembly 
4. Full system testing procedures 
5. Transporting the optical sensor SIMB-3 to Boston Logan Airport 
4.1 Mechanical Integration 
The leveling plate assembly and the downward facing pyranometer and quantum 
sensor brackets integrated with the SIMB-3 seamlessly. Figure 30 shows the two 
assemblies attached to the SIMB-3. The downward facing pyranometer uses the leveling 
plate assembly as designed, enabling the deployment team to level the pyranometer. The 
quantum sensor uses a leveling plate to attach the sensor to the bracket. The leveling plate 
alone, without the springs or bubble level, was a simpler attachment method than running 
a 10-32 bolt through the aluminum bracket. A flat head 10-32 bolt is used to attach the 
sensor to the leveling plate, which sits flush on the aluminum. 
 
Figure 30: Top bracket assembly (left). Bottom bracket assembly (right). 
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 The upward facing pyranometer top cap and the upper cable seal had to be 
modified slightly during mechanical integration. The initial design was to run the upward 
facing pyranometer cable through the top cap to the control board. However, during the 
integration process it was easier to route the upward facing pyranometer cable through 
the cable seal rather than drill through the disk layers of the top cap. The updated design 
is shown in Figure 31. The leveling plate assembly is the same. However, instead of a 
disk supporting the assembly, a top cap plate was 3D printed that attaches to the disk 
below. The leveling plate and top cap plate were 3D printed in white PLA to minimize 
light absorption. 
 
Figure 31: Final upward facing pyranometer top cap assembly. 
 
 The cable seal had to be modified to include the wire from the upward facing 
pyranometer. A third opening was added in the center of the part. Figure 32 shows the 
final cable seal. 
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Figure 32: Final cable seal with three cable openings. 
 
4.2 Electrical Integration 
 The ADC sub-assembly was integrated into the SIMB-3 datalogger assembly. A 
breakout board was made to power and configure the ADCs, shown in Figure 33. The 
board enabled the ADC assembly to slide in and out of the buoy with the rest of the 
datalogger assembly. 
 
 
Figure 33: The ADC board within the datalogger assembly.  
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Another modification to the electronics system was the integration of an 
additional battery pack. The heated optical sensors increased the system power needs. To 
address this, a second battery pack was added to the SIMB-3. The standard 10kg lead 
ballast was altered to account for the change in buoyant force needed for flotation, and 
the buoy with optical sensors is 6kg heavier than the standard buoy. The battery packs 
used are shown in Figure 34.  
 
 
Figure 34: SIMB-3 battery packs. 
 
 The heated sensor system was kept separate from the overall buoy electrical 
system. The systems had separate on and off switches, which were labeled on the control 
board to avoid confusion during testing and deployment. The on-off switches at the top of 
the control board are shown in Figure 35.  
 
 
Figure 35: On/Off switches on top of the control board. Open layout (left). Waterproofed (right). 
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The fully integrated SIMB-3 is shown in Figure 36 standing up 
during the final waterproofing process.  
 
4.3 Full System Testing 
 Before shipment, the buoy went through rigorous testing to 
ensure system functionality. A checklist was used during the 
integration process to document the steps taken during assembly, 
and to ensure no steps were missed. Figure 37 shows the checklist. 
This checklist has been used by Cryosphere Innovation in past 
deployments, and consistency has been key to SIMB-3 success. 
An important step on the checklist after final electrical inspection 
and testing was hot gluing the data logger to ensure wires and 
fasteners do not dislodge during shipping, transit, or deployment. 
Figure 36: Optical 
sensor SIMB-3 
during the 
waterproofing 
process. 
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Figure 37: Completed SIMB-3 checklist for the optical buoy. 
  
A critical part of the testing process is transmitting SIMB-3 data using the Iridium 
modem to the cloud server. The transmission process verifies sensor and data system 
functionality. The transmission test was performed twelve times during the buoy build 
process, and each time the Iridium modem functioned properly, and the 281-byte 
message was received. The addition of the three sensors increased the data message size 
from 275-bytes to 281-bytes, which is within the 340-byte message limit. Table 7 shows 
the timestamp column and optical sensor columns from the human readable spreadsheet 
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that the SIMB-3 generates. The timestamp is given as a numerical code, which was 
converted into a date and time after the sheet was received. The optical sensor outputs in 
Wm-2 are in the incident, reflected, and underwater columns. The incident column is the 
upward facing pyranometer, the reflected column is the downward facing pyranometer, 
and underwater column is the quantum sensor. The underwater column Wm-2 output can 
be converted to PAR during post-processing using the conversion factor provided by 
Apogee.  
Table 7: Optical Sensor SIMB-3 Iridium Testing Output 
time_stamp 
(EST) 
time_stamp 
converted (EST) 
incident reflected underwater 
43881.48933 2/20/20 11:44 AM 0.3124 0.21714 3.4836 
43881.49637 2/20/20 11:54 AM 5.3107 81.31893 23.7782 
43886.90057 2/25/20 9:36 PM -1.2496 -0.86856 3.8352 
43886.90167 2/25/20 9:38 PM -2.1868 -0.86856 3.7713 
43886.92113 2/25/20 10:06 PM 3.1239 4.77708 12.9438 
43886.92734 2/25/20 10:15 PM 3.7487 18.13119 12.5922 
43887.56535 2/26/20 1:34 PM 6.2479 0.75999 3.4836 
43887.56657 2/26/20 1:35 PM 4.0611 0.65142 2.9723 
43887.63337 2/26/20 3:12 PM -0.3124 0.43428 10.9303 
43888.80022 2/27/20 7:12 PM -2.8115 -1.51998 9.7158 
43889.45597 2/28/20 10:56 AM 118.3971 64.70772 31.2888 
43889.46037 2/28/20 11:02 AM 64.0406 43.86228 27.7732 
 
An unexpected observation during testing was small negative voltage outputs 
from the pyranometers. The negative values were unexpected because both sensors have 
positive output ranges, 0-114mV for the upward facing pyranometer and 0-300mV for 
the downward facing pyranometer. However, the thermopile pyranometers output small 
negative values when the sensor body temperature differs from the ambient temperature. 
Over time, the temperatures even out as the sensor body equilibrates with ambient 
conditions, eliminating the negative readings.[47] The negative outputs were observed 
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during late February in New Hampshire when the sensors were being moved inside and 
outside the lab for testing frequently. There was little time for the sensors to equilibrate 
with the cold, outside ambient temperatures which explains the small negative values 
from the pyranometers. Sensor functionality was not a concern because the reason for the 
negative values was identified. Full system testing verified buoy functionality, and that 
the optical sensor SIMB-3 was ready to be shipped to Alaska. 
4.4 Alaska Shipment 
 The buoy traveled to Prudhoe Bay, Alaska on 
commercial Alaska Airlines flights. The buoy was placed in 
a custom shipping crate, courtesy of Cryosphere Innovation. 
The buoy is decoupled during shipment and is strapped to 
the crate with ratcheting buckle straps to prevent movement. 
Figure 38 shows the buoy on the shipping base. The 
orientation of the top cap had to be modified during 
shipping. The addition of the upward facing pyranometer 
made the buoy too long for the 8-foot airline shipping crate 
limit. To address this, the top cap was removed for shipping 
and secured inside the hull with a zip tie.   
 The buoy was shipped out of Boston Logan airport on February 29th, 2020 to 
Prudhoe Bay, Alaska, on the coast of the Beaufort Sea. Figure 39 shows the buoy 
shipping container on the cargo floor of Boston Logan airport.  
Figure 38: Optical sensor 
SIMB-3 ready to ship. 
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Figure 39: Optical sensor SIMB-3 shipping crate in the cargo bay of Boston Logan Airport.[48] 
 
4.5 Deployment Guide  
 
 A deployment guide was written that outlined the installation procedure changes 
for the optical sensor SIMB-3. The two deployment modifications are drilling two holes 
into the ice instead of one and leveling the pyranometers. Figure 40 shows the hole 
drilling configuration. Overlapping two 10-inch holes by 1.75 inches creates a minimum 
clearance of 2 inches between the SIMB-3 and the ice, allowing some movement during 
deployment. The deployment guide also explains how to level the pyranometers after the 
buoy has been submerged. A 5/32 hex key is included with the SIMB-3 shipment for 
leveling. Chris Polashenski ‘07 TH ’11 PhD was the lead field scientist deploying the 
buoy and was consulted on the updated buoy deployment procedures ahead of time. He 
provided feedback to improve the deployment process, such as drilling two 10-inch holes 
instead of one 10-inch hole and one 6-inch hole to increase the clearance between the ice 
and the buoy. The full deployment guide can be found in the appendix. 
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Figure 40: Hole drilling configuration from the optical sensor SIMB-3 deployment guide. 
 
5.0 Results 
Unfortunately, due to complications with the breakup of the ice camp and Covid-
19, the optical sensor SIMB-3 was unable to be deployed during the spring of 2020. The 
buoy will be deployed in the future, currently intended for spring 2021, and transmitted 
data via satellite will be monitored over the lifespan of the buoy. For the completion of 
this thesis, an SIMB-3 deployed in September 2019 was analyzed that has not previously 
been evaluated.  
SIMB-3 #386840 was deployed in the Beaufort Sea on September 19th, 2019. 
This buoy will be referred to as SIMB-3 2019D throughout the results section. At the 
time of this thesis, the buoy is still active and transmitting data. Data analyzed in the 
results section was taken from the server on April 29th, 2020, at 10:00pm EDT. The buoy 
data from September through April provides information on the end of the 2019 melt 
season and the following ice growth season. All MATLAB scripts used to analyze the 
data are in the appendix. 
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5.1 SIMB-3 2019D Results  
 The results from SIMB-3 2019D are summarized below in Table 8. Data analyzed 
in the results section was taken from the server on April 29th, 2020, at 10:00pm EDT. 
“End” and “Final” in the table refers to the date and location of the buoy when data was 
taken from the server for analysis, even though the buoy is still actively transmitting data.  
      Table 8: Summary of SIMB-3 2019D Data  
Over the course of its deployment, 
the buoy traveled 436km in the Beaufort 
Sea, and the drift path is shown in Figure 41. 
The buoy path is largely vertical, and it 
traveled south along longitude. The buoy 
was deployed on September 19th, 2019. Air 
temperatures were below freezing, and snow 
was accumulating on the surface. However, 
it was still the melt season, as there was 
melting on the bottom of the ice for the first 
month the buoy was deployed. The 
minimum ice thickness was 67cm, which 
was observed on October 26th, 2019. After 
this date, the ice began to grow, signaling 
the start of the growth season. The maximum ice thickness was 152cm, which was 
observed on the last day of the dataset that was analyzed. The buoy is currently near the 
end of the growth season, and the melt season will likely begin in early June. There was 
5488 freezing days over the course of deployment. The number of freezing degree days is 
Start 9/19/2019 
Start Latitude 80.916504 
Start Longitude -135.53432 
End  4/29/2020 
End Latitude  77.07272 
End Longitude -131.31436 
Initial Ice Thickness 71 cm 
Final Ice Thickness 152 cm 
Maximum Snow 
Depth 28 cm 
Maximum Ice 
Thickness 152 cm 
Minimum Ice 
Thickness 67 cm 
Total Surface Melt n.a. 
Total Surface Melt Ice n.a. 
Total Bottom Melt n.a. 
Total Ice Growth 85 cm 
Net annual ice n.a. 
Start surface snow 
melt n.a. 
Start surface ice melt n.a. 
Start bottom melt n.a. 
End surface ice melt n.a. 
End bottom melt 10/26/2019 
Freezing Degree Days  5488 
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the sum of average daily temperature differences below freezing at the buoy site. The 
amount of freezing degree days is a measure of atmospheric forcing that can contribute to 
ice growth.[49] Figure 42 shows the air temperature during deployment, Figure 43 shows 
the water temperature and Figure 44 shows the barometric pressure.  
 
 
Figure 41: 2019D drift path in the Beaufort Sea 
 
 
Figure 42: 2019D Air Temperature Profile 
59 
 
 
 
Figure 43: 2019D Water Temperature Profile 
 
 
Figure 44: 2019D Barometric Pressure Profile 
 
 The initial snow and ice conditions are not available for this buoy, so the 
temperature string data was used to determine the location of the top of the ice. Four 
temperature string profiles were chosen throughout the deployment on particularly cold 
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days because the temperature string profile is more defined during colder conditions. The 
temperature string profiles are shown in Figure 45. The x-axis is temperature, and the y-
axis is the temperature string node number. The node numbering starts at 0, representing 
the top of the temperature string in the air, and the nodes are evenly spaced every 2cm.  
 
 
    Figure 45: Initial temperature string analysis to determine the top of the ice. 
 
From the temperature string profiles, the interfaces between the air, snow, ice, and 
water can be determined, with an uncertainty of ±2 cm, the distance between temperature 
string nodes. The vertical line at the left-hand of the graphs is the portion of the 
temperature string in the air. The slope changes once the temperature string is in the 
snow, and the temperature begins to increase. Once the string enters the ice, the 
temperature increases at a faster rate until it reaches the water, where it remains at a 
constant temperature and is shown by the vertical line on the right-hand side of the 
graphs. The change in slope between the in-snow sensors and the in-ice sensors is due to 
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the difference in thermal conductivity between snow (~0.3 W m-1 K-1) and sea ice (~2.2 
W m-1 K-1). In order to determine which temperature node was at the top of the ice, the 
intersection between the snow and the ice had to be identified. To do so, the snow portion 
of the curve (shown in purple) and ice portion of the curve (shown in green) were linearly 
interpolated. The intersection of these lines is the location of the top of the ice. From the 
graphs in Figure 45, the intersection of the snow and ice lines occurs at node 54, shown 
by a green star, indicating that node 54 is the location of the top of the ice. Knowing the 
temperature string node location at the top of the ice is important because the snow and 
ice profiles can be adjusted using the distance between the temperature string and snow 
range finder, as well as distance between the range finders, to display the snow and ice 
thickness profiles with 0 representing the top of the ice. 
 
 
Figure 46: 2019D Snow and Ice Profile. Position 0 represents the top of the ice. The bottom ice profile is 
shown in red, the snow range finder data is shown in cyan, and the corrected snow profile is shown in dark 
blue.  
 
The snow and ice profiles are shown above in Figure 46. The underwater 
rangefinder provided a complete bottom ice profile, shown in red. Outliers from the 
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underwater rangefinder were removed before the data was smoothed to eliminate noise 
using the ‘rloess’ function in MATLAB that performs a robust quadratic regression. 
From the bottom ice profile, it is observed that the transition from ice bottom melt to ice 
growth occurred in late October. Ice growth continued to the end of the observational 
record. 
The snow rangefinder did not perform as well as the underwater rangefinder, as 
the snow rangefinder data is sporadic. The snow depth results were very noisy and the 
high snow level over 75cm between November and March is not accurate. This is 
indicative of a malfunctioning snow acoustic sensor. Instead of relying on the snow 
rangefinder for the snow thickness, the temperature string profiles were used to determine 
the snow thicknesses. Figure 47 shows the bi-weekly temperature string profiles from 
September through April.  
 
Figure 47: 2019D bi-weekly temperature string profiles used to determine the snow thickness. 
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To identify the snow thickness, the point where the vertical straight-line portion of the 
curve deviates as temperature starts increasing was selected on each curve, with an 
uncertainty of ± 2cm. This deviation point represents the location when the temperature 
string is in the snow, which is why the temperature starts to increase. The snow 
thicknesses from the temperature profile lines were then plotted in Figure 46 shown by 
the dark blue lines and stars. Snow thicknesses were derived from temperature string 
data, due to large noise levels in the snow. Typically, there is not much change in snow 
thickness during the growth season, other than the wind blowing snow around. The 
temperature string profile snow thickness supports this scenario, as the snow thickness 
profile remained relatively constant, staying between 22 and 28cm. Therefore, the snow 
rangefinder data should be ignored. 
 The temperature string data and underwater rangefinder data was also combined 
to create the time series plot show in Figure 48. The vertical temperature string profile is 
shown using the color scale on the right, and the ocean water is shown in blue, unrelated 
to the temperature scale.  
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Figure 48: 2019D Ice Thickness and Temperature 
 
From the temperature profile, the relationship between ice temperature and ice growth 
is observed. From January through March when the ice is growing the fastest, the ice 
temperature is the lowest, reaching -20℃. However, once the ice temperature begins to 
increase at the beginning of April, the ice growth rate begins to decrease. This figure also 
shows that the ice growth is driven by the cold air temperatures, as the top of the ice gets 
colder later into the growth season. The bottom of the ice stays relatively constant around 
-5℃, as the water temperature remained consistent between -1.6℃ and -1.85℃ through 
the growth season. Figure 48 also shows that temperature gradually propagates through 
the thickness of the ice and it is not an instantaneous process. In October, it takes time for 
the colder temperatures to reach the bottom of the ice, which is shown by the lighter red 
temperature gradient making its way to the bottom of the ice in late November as the ice 
begins to grow. As the ice gets thicker later in the growth season, there is a seasonal 
affect that contributes to ice growth. It takes time for temperature to propagate through 
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the ice. Therefore, once the colder temperatures are deeper in the ice, they stay and 
contribute to ice growth until warmer air temperature propagates through the ice near the 
end of the growth season. 
The ice growth rate mirrors the trends observed from the changes in ice thickness 
because the ice growth rate is the derivative of the thickness curve. Figure 49 shows the 
ice thickness (in red) plotted with the ice growth rate (in blue).  
 
 
Figure 49: 2019D Ice Thickness and Growth Rate 
 
 Figure 49 clearly shows that the buoy was deployed during the melt season. During 
the first month of deployment until October 26, 2019, the growth rate was negative, 
indicating that the ice was melting. After October 26th, the growth rate becomes positive, 
signaling the transition to the ice growth season. The growth rate increased the most 
between mid-November through December, increasing from 0.07cm/day to 0.68cm/day. 
The increase in growth rate mirrors the air temperature decrease during this time that is 
shown in Figure 42. The temperature profile also explains the decrease in growth rate 
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during the second half of January. The air temperature increased in the second half of 
January, which explains the growth rate dip. The growth rate has been decreasing since 
the end of February. The growth rate curve is approaching zero, signaling that the end in 
growth season is soon, and bottom ice melt is likely to start in the beginning of June. The 
results from 2019D are best understood within the context of other mass balance sites 
from the Beaufort Sea. 
5.2 Discussion with other SIMB-3 Datasets from the Beaufort Sea 
 Although sea ice changes have been observed across the Arctic, some of the 
greatest changes have occurred in the Beaufort Sea.[17] Individual SIMB-3 results gain 
value when compared within the context of the entire SIMB-3 dataset. This section 
presents the SIMB-3 2019D results compared with eight other ice mass balance sites 
from the Beaufort Sea. This includes one dataset from the SHEBA campaign (1997A), 
three IMB datasets (2005B, 2006C, and 2007E), and four SIMB datasets (2012L, 2013F, 
2014C, and 2015J).[49]  
Figure 50 shows the cumulative freezing degree days of seven of the eight 
previous Beaufort datasets and 2019D. Freezing degree days were measured during the 
winter for the previous datasets, between September 1st and June 1st. The 2019D dataset 
was measured from September 19th through April 29th. Although this is 81% of the days 
used for the previous datasets, this range encompasses the coldest parts of winter. 
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Figure 50: Cumulative freezing degree days comparison 
 
 Even with the shorter measurement range, the cumulative 5488 freezing degree 
days for 2019D was within the 4568 and 6252 freezing degree days range from the other 
Beaufort sites. The amount of freezing degree days observed for 2019D are comparable 
to the earlier mass balance sites 1997A, 2005B, and 2006C.  
 The timing of mass balance events, such as the end of bottom ice melt, are 
important because they influence the annual mass balance cycle and provide insight into 
the driving forces.[49] The end of bottom ice melt is impacted by the sunlight absorbed in 
the ocean over the course of the summer. Figure 51 shows the end bottom melt date for 
1997A, 2005B, 2006C, and 2013F. The other four sites did not survive through bottom 
melting because the ice melted or broke apart.[49] 2019D had the latest end of bottom 
melt date on October 26th, which is 12 days later than the next closest date of October 
14th for 2005B.  
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Figure 51: End of bottom melt comparison 
 
The maximum ice thickness varied for the different mass balance sites, and Figure 
52 shows the maximum ice thickness comparison for the nine Beaufort sites analyzed.  
 
 
Figure 52: Maximum ice thickness comparison 
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 The range of the previous eight mass balance sites maximum ice thickness is 
between 174 and 382cm, and 2019D has the smallest maximum thickness at 152cm. Ice 
thickness impacts growth rates. Even if there is identical atmospheric forcing, there will 
be less ice growth for areas of thicker ice than areas of thinner ice. Therefore, ice growth 
comparisons are best made between sites with similar ice thicknesses. 2019D is the 
closest in thickness with 2013F, which had a maximum ice thickness of 174cm. There is 
a 13.5% difference between the thicknesses, and given the similarity in thickness, 2013F 
is the best comparison to 2019D. 
 Figure 53 shows the time series of weekly average ice growth rate, bottom melt 
rate, and ice thickness for 2013F plotted against the data from 2019D. For 2013F, the 
cyan bars show bottom melt rates when positive, and the ice growth rate when negative. 
The 2019D growth rate and bottom melt rate is represented by the dark blue dashes line. 
The ice thickness is shown in red, solid for 2013F and dashed for 2019D. 
 
 
Figure 53: 2013F and 2019D bottom melt, ice growth, and ice thickness time series 
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 2013F had an initial ice thickness of 125cm before the growth season and had a 
total ice growth of 49cm through the growth season that ended with the start of the 
bottom melt season on June 13, 2014.[49] The ice growth rate was on average 0.5cm/day 
through the growth season, with a peak of approximately 0.75cm/day during the first 
week of February and a second peak of approximately 0.65cm/day in January. This 
growth rate trend is similar to the growth rate trend for 2019D. As shown in Figure 49, 
the growth rate for 2019D was the highest between January and March and peaked at 
0.68cm/day, which is a similar pattern to 2013F. A difference between 2013F and 2019D 
is that 2019D had more ice growth. There was 67cm of ice at the beginning of the 2019D 
growth season, and a maximum thickness of 152cm, for a total growth of 85cm which is 
1.7x larger than the 49cm growth for 2013F. A potential factor contributing to the larger 
growth for 2019D is that 2019D experienced a colder winter than 2013F. 2013F had a 
total of 4568 freezing degree days between September 1st and June 1st, and 2019D had a 
total of 5488 freezing degree days over a shorter period of time. Another factor 
contributing the larger observed growth for 2019D is that 2019D was initially 58cm 
thinner than 2013F.  
The ice growth rate decreases in April for both datasets. The ice growth plateaus 
and stops at May 1st for 2013F though bottom melt does not begin until June. The lack of 
ice melt and growth in May indicates a period of equilibrium at the bottom of the ice, 
where there is a balance between the ocean heat flux and conduction through the ice.[50] 
During the month of May, there is a balance between heat conduction through the ice to 
the atmosphere and the ocean heat flux. No ice melt or growth is observed. However, this 
equilibrium ends when the ice warms, conduction decreases, and the ocean heat flux 
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becomes stronger and melt is observed. Because the growth rate is decreasing in April for 
2019D, it expected that there will be a similar equilibrium period during May into June 
for 2019D before bottom ice melt begins. 
5.3 Motivation for Including Optical Sensors in the SIMB-3 
 Only the growth season was analyzed for 2019D because the melt season has not 
yet begun. Based on the past Beaufort mass balance sites, it is expected that bottom ice 
melt will begin in the first half of June. The melt season is the most important time for 
optical sensor measurement. During the melt season, sunlight is reflected and absorbed 
by Arctic sea ice, and some sunlight continues through the ice and is transmitted through 
to the ocean. The absorbed sunlight contributes to the internal warming and melting of 
the ice, and the transmitted sunlight into the ocean contributes to primary productivity 
and biological growth under the ice, as well as heating the ocean. There is a severe lack 
of observational data regarding the partitioning of solar radiation by Arctic sea ice cover. 
The current SIMB-3 is not equipped with optical sensors to measure solar radiation 
partitioning and relies on large data sets and theoretical models to determine the heat flux 
into the ocean that impacts bottom melt. The current calculation method for heat flux into 
the ocean is expanded upon in the appendix. 
 Measuring the solar partitioning in Arctic sea ice and ice mass balance 
simultaneously can provide in-situ measurement to help quantify the contribution of the 
ice-albedo feedback loop to the decline in Arctic sea ice. The solar energy transmitted 
through the ice needs to be known to quantify the ocean heat flux below the ice. 
Additionally, PAR underneath the ice contributes to bottom-ice ice algae blooms and 
phytoplankton growth in the ocean. Equipping the SIMB-3 with optical sensors to 
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measure incoming, reflected, and transmitted solar radiation will address the uncertainties 
associated with large data sets and theoretical models to better understand the parameters 
governing changes in Arctic sea ice, and therefore climate change. 
6.0 Conclusion 
 This thesis presents the methodology for selecting and integrating optical sensors 
into the existing SIMB-3 sensor package. Two pyranometers were mounted above the ice 
surface to measure incoming and reflected solar radiation, and a quantum sensor was 
installed below the ice to measure transmitted solar radiation and PAR. A set of general, 
mechanical, and electrical specifications were used to guide the design process and 
ensure that the optical sensors did not compromise the existing functionality of the 
SIMB-3. If optical sensors are included in the standard sensor package in the future, the 
SIMB-3 will remain a device that is straightforward to deploy and priced to keep the 
device accessible to many research groups. By making the device as accessible as 
possible, more can be deployed in the Arctic to increase observation and understanding of 
atmospheric and oceanic forces that govern changes in Arctic sea ice. Enhancing Arctic 
sea ice observation is important because Arctic sea ice is an indicator and amplifier of 
climate change. Through teleconnections, Arctic sea ice impacts weather patterns at mid-
latitudes across the globe. 
 Ice growth season data from a SIMB-3 buoy deployed in September 2019, 2019D, 
was presented and compared with previous Beaufort Sea mass balance sites. 2019D had 
an ice growth total of 85cm for a final thickness on April 29th of 152cm. The ice growth 
rate peaked at 0.68cm/day in early January. 2019D had an end of bottom melt date on 
October 26th, which is later than previous mass balance observations in the Beaufort Sea. 
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Based on total freezing degree days, 2019D also experienced a winter more comparable 
to winters in 1997, 2005 and 2006, rather than the 2010s. Compared to ice mass balance 
site 2013F, which had a comparable maximum ice thickness, both 2019D and 2013F had 
similar ice growth rate values and trends, and both experienced a decrease in ice growth 
rate in April.  
The reliance on models and theoretical results for solar radiation and solar heat 
transmitted through the ice introduces uncertainty and provides the motivation and need 
for enhancing the SIMB-3 buoy with optical sensors. Equipping the SIMB-3 with optical 
sensors will allow for site specific solar radiation partitioning observation in parallel with 
ice mass balance observation in the Arctic. 
6.1 Future Work 
 An important component of future work is deploying the optical sensor SIMB-3. 
The optical sensor buoy is currently scheduled to be deployed during the spring of 2021. 
Once the buoy is deployed, the optical sensors need to be monitored to assess their 
capabilities to withstand the Arctic conditions and transmit data successfully. The data 
will need to be analyzed to draw conclusions between the mass balance, ice-albedo 
feedback, and impact of the heat transmitted into the ocean on ice melt and 
phytoplankton blooms at the deployment site. Additionally, if optical sensors are 
incorporated into the standard SIMB-3 sensor package in the future, design work should 
be done to make the buoy deployable within a single 10” hole in the ice, rather than two 
holes. Future work can also be done interpreting the 2019D SIMB-3 results. Data were 
only available during the growth season for the writing of this thesis. Future work 
includes looking at the 2019D buoy’s melt season data once it is available during the fall 
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of 2020. Analyzing the melt data will provide insight into the annual growth and melt 
cycle for the 2019D buoy.  
 In addition to integrating optical sensors into the SIMB-3 standard sensor 
package, other sensors could be added to the SIMB-3 as well. Potential sensors that could 
be added include ocean temperature and salinity, ocean primary productivity, wind speed, 
and ocean current. It is feasible that more sensors could be added because the optical 
sensors were able to be integrated into the existing design without compromising SIMB-3 
functionality. Adding more measurement capabilities to the SIMB-3 will increase 
observation and understanding of characteristics of Arctic sea ice. 
In general, more SIMB-3 buoys should continue to be deployed in the data sparse 
Arctic Ocean. SIMB-3 results are point measurements, so more can be learned, and 
understood from as many deployments as possible. Increasing observation frequency and 
quantity, and having multiple datasets per year, will increase measurement confidence 
and tell a more complete story of how atmospheric and oceanic forces are leading to 
changes in Arctic sea ice that impact global climate change. 
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8.0 Appendix 
8.1 Deployment Guide  
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8.2 Current Method for Calculating the Total Heat Input into the 
Ocean 
The equation that governs the heat used in bottom ice melting, 𝑄𝑚𝑏 , is: 
 
𝑄𝑚𝑏 = 𝜌𝑖𝐿𝑓 ∑ ∆𝐻𝑏(𝑡)𝐶(𝑡) 
where ∆𝐻𝑏 is the time series of bottom ice melt and 𝐶 is the ice concentration at the site 
position.[1] 𝜌𝑖 is the average density of sea ice (900 kg-m
-3) and 𝐿𝑓 is the average latent 
heat of fusion of sea ice (334 kJ-kg-1). To determine the solar heat available for bottom 
melting and compare it to what was used, the incoming, reflected, and transmitted solar 
radiation at the measurement site needs to be known. Because the current SIMB-3 is not 
equipped with optical sensors, satellite data, reanalysis products, and theoretical models 
are used to determine the solar heat transmitted into the upper ocean and thus available 
for bottom melting. The incoming shortwave solar radiation (𝐹𝑟) was estimated using the 
Modern-Era Retrospective Analysis for Research and Applications (MERRA) reanalysis 
product.[2] Ice concentration (𝐶) was determined from the NSIDC Passive Microwave 
Satellite Ice Concentration dataset. [3] The average ice thickness (z) was taken from the 
PIOMAS model output.[4] The effective attenuation by the ice (K) was assigned a 
constant value 1.0 m-1.[5] The grid cell of the large parameter datasets nearest to the mass 
balance site was used for approximation. The heat flux into the ocean is the sum of the 
heat flux transmitted through leads (𝐹𝑟𝐿) and through the ice( 𝐹𝑟𝑖) into the ocean, and are 
calculated using the following equations: 
𝐹𝑟𝐿 =  𝐹𝑟(1 − 𝛼𝑤)(1 − 𝐶) 
𝐹𝑟𝑖 = 𝐹𝑟(1 − 𝛼𝑖)(𝐶)𝑒
(−𝐾𝑧) 
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𝛼𝑤 is the albedo of open water (assumed to be 0.07). 𝛼𝑖 is the albedo of the ice surface, 
and the reflected light from the ice was calculated using an ice-albedo model.[6] The 
fluxes are integrated over time to go from heat flux (Wm-2) to heat amount (Jm-2). 
 The reliance on theoretical models and three separate datasets to calculate the heat 
flux into the ocean generates uncertainty. The amount of solar shortwave radiation that 
reaches the surface depends on the cloud cover, and clouds add uncertainty to the 
shortwave MERRA data. Arctic Weather stations are few in number and are limited to 
the periphery of the Arctic Ocean. Lack of weather station data further limits site specific 
cloud and solar radiation data, creating uncertainty. 
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8.3 Irradiance MATLAB Script 
Irradiance Script 
This MATLAB script illustrates how the view of the downward facing pyranometer and 
upward facing quantum sensor is impacted by its location relative to the buoy. The graph 
produced shows the irradiance obstruction as the view percentage unobstructed vs. the 
distance of the sensor away from the buoy mast. This script was used to determine the 
optimal position of the optical sensors on the SIMB-3 buoy. 
 
Downwelling Irradiance Equation 
fun = @(phi,theta) cos(theta).*sin(theta); 
Unobstructed Case 
phi goes from 0 to 2pi and theta goes from 0 to pi/2 
Unobstructed = integral2(fun,0,2.*pi,0,pi./2); 
 
% One meter away from the buoy, 2m away from the ice (constant z). 
% Calculating the new range of view 
 
UpperPhi = 2.*(atan(58.75/1000)); 
LowerTheta = atan(1/2); 
%Onemeter: pi minus the area obstructed, total field of view 
Obstruct = pi - (integral2(fun,0,UpperPhi,LowerTheta,pi./2)); 
percnobstructed = Obstruct./Unobstructed; 
Integral as a function of x and z 
x has units of meters, 1cm step sizes. Represents the optical sensor distance away from 
buoy 
x = 0:.01:1; 
% Different arrays for different z values, distances away from the ice. 
twometer = Irrad(2); 
onemeter = Irrad(1); 
halfmeter = Irrad(.5); 
quartermeter = Irrad(.25); 
tenthmeter = Irrad(.1); 
Visualizing Results 
plot(x,twometer,'b', 'linewidth', 1.5); 
hold on; 
grid on; 
plot(x,onemeter,'linewidth', 1.5); 
plot(x,halfmeter,'linewidth', 1.5); 
plot(x,quartermeter,'linewidth', 1.5); 
plot(x,tenthmeter,'linewidth', 1.5); 
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h1 = plot(x(16),twometer(16),'bd','MarkerSize', 8); 
set(h1, 'markerfacecolor', get(h1, 'color')); % Use same color to fill in markers 
xlim ([0 0.6]); 
 
TITLE = title('Irradiance Obstruction'); 
TITLE.FontSize = 24; 
TITLE.FontName = 'Times New Roman'; 
 
XLAB = xlabel('Distance Away from the Buoy (m)'); 
XLAB.FontSize = 20; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Percentage of Sensor View Unobstructed'); 
YLAB.FontSize = 20; 
YLAB.FontName = 'Times New Roman'; 
 
[hleg, hobj, hout, mout] = legend('200 cm away from the ice','100 cm away from the ice','  
50 cm away from the ice', '  25 cm away from the ice', '  10 cm away from the 
ice','Location','southeast'); 
set(hobj,'linewidth',1.5); 
ht = findobj(hobj,'type','text'); 
set(ht,'FontSize',14.5); 
set(ht,'FontName','Times New Roman'); 
 
ax=gca; 
ax.FontSize=18; 
ax.FontName='Times New Roman'; 
hold off; 
 
 
Function to allow change in z, distance away from the ice 
Function input is the distance in meters away from the ice 
function ViewAreaPercent = Irrad(z) 
    x = 0:.01:1; 
    fun = @(phi,theta) cos(theta).*sin(theta); 
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    Unobstructed = integral2(fun,0,2.*pi,0,pi./2); 
    for n =1:101 
        UpPhi = 2.*(atan(58.75./(1000.*x(n)))); 
        LowTheta = atan(x(n)./z); 
        %Total View Area, unobstructed view 
        %Array of values to allow for vector inputs 
        ViewArea(n) = pi - (integral2(fun,0,UpPhi,LowTheta,pi./2)); 
        %Graph of percentages 
        ViewAreaPercent(n) = ViewArea(n)./Unobstructed; 
    end 
end 
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8.4 Optical Sensor Arduino Test Code 
/* 
Mary Tobin, Honors Thesis 
12.11.2019 
Arduino code for both ADCs: one for the above ice pyranometers, and one 
for the underwater quantum sensor 
*/ 
 
#include <Wire.h> 
#include <Adafruit_ADS1015.h> //includes library for ADS1115 
 
 Adafruit_ADS1115 AP510610; 
  //constructs at default address 0x48 
  //Apogee510, the upward pyranometer, goes from 0 to 114mV 
  //Apogee610, the downward pyranometer, goes from 0 to 300mV 
  
 Adafruit_ADS1115 AP515(0x49); 
  //constructs at default address 0x49 
  //Apogee515, the quantum sensor, goes from 0 to 5V 
   
void setup(void)  
{ 
  Serial.begin(9600); //speed of 9600 bits/sec 
  Serial.println("Hello!"); 
   
  Serial.println("Getting differential readings from Apogee Sensors."); 
 
  AP510610.setGain(GAIN_EIGHT); 
  //8x gain for the pyranometers, 1 bit = (.25*.188mV)/3 = .01567mV 
  //No gain set for the quantum sensor because it has an output range 
of 5V, so 1 bit = .188mV 
   
  AP510610.begin();//initialize the Apogee510_610 ADC 
  AP515.begin();//initialize the Apogee515 ADC 
} 
 
void loop(void)  
{ 
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    int16_t results510; 
    int16_t results610; 
    int16_t results515; 
     
    results510 = AP510610.readADC_Differential_0_1(); 
    results610 = AP510610.readADC_Differential_2_3(); 
    results515 = AP515.readADC_SingleEnded(0); 
     
    //For testing purposes, the code outputs the mV value and the 
converted Watts/sqmeter value. 
    //The conversion factor for each of the sensor is multiplied by the 
mV output.  
    //The conversion factor was calibrated by Apogee for each sensor. 
     
    Serial.print("Differential510: "); Serial.print(results510); 
    Serial.print("("); Serial.print(results510*(.188*.25)/3);  
    Serial.print("mV) ("); Serial.print(results510*(.188*.25*19.94)/3); 
Serial.println("Watts/sqmeter)"); 
    //W/Sqm conversion value: 19.94 
     
    Serial.print("Differential610: "); Serial.print(results610); 
    Serial.print("("); Serial.print(results610*(.188*.25)/3);  
    Serial.print("mV) ("); Serial.print(results610*(.188*.25*6.93)/3); 
Serial.println("Watts/sqmeter)"); 
    //W/Sqm conversion value: 6.93 
 
    Serial.print("Differential515: "); Serial.print(results515); 
    Serial.print("("); Serial.print(results515*(.188));  
    Serial.print("mV) ("); Serial.print(results515*(.188*.17)); 
Serial.print("Watts/sqmeter) ("); 
    Serial.print(results515*.188*.8); Serial.println("micro-
mol/(sqm*s))"); 
    //W/Sqm conversion value: 0.17 
    //PAR conversion factor: 0.8 
 
   
    Serial.println(""); 
     
    delay(1000); 
     
} 
8.5 SIMB-3 2019D Graphing MATLAB Script 
SIMB-3 2019D Graphing Script 
This MATLAB Script displays temperature and pressure data from SIMB-3 2019D, as 
well as the ice and snow thickness during the growth season. The growth rate is also 
calculated and displayed. 
 
Importing data 
Raw_Date = table2array(readtable('SIMB3_386840.xlsx','Range','C1:C5272')); 
%Converting Excel Date code to Matlab Date Codes 
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Date = x2mdate(Raw_Date); 
 
Air_Temp = table2array(readtable('SIMB3_386840.xlsx','Range','F1:F5272')); 
Air_Pressure = table2array(readtable('SIMB3_386840.xlsx','Range','G1:G5272')); 
Bottom_Ice= table2array(readtable('SIMB3_386840.xlsx','Range','H1:H5272')); 
Snow_Dist= table2array(readtable('SIMB3_386840.xlsx','Range','J1:J5272')); 
Water_Temp = table2array(readtable('SIMB3_386840.xlsx','Range','I1:I5272'));  
 
Air Temp Graph 
figure('Name','Air Temp'); 
plot(Date,Air_Temp); 
hold on; 
grid on; 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ax.FontSize = 16; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('2019D Air Temperature (\circC)'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 18; 
 
YLAB = ylabel('Air Temperature (\circC)'); 
YLAB.FontSize = 18; 
hold off; 
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Pressure Graph 
figure('Name','Air Pressure'); 
 
plot(Date,Air_Pressure); 
hold on; 
grid on; 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ax.FontSize = 16; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('2019D Barometric Pressure (mBar)'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 18; 
 
YLAB = ylabel('Barometric Pressure (mBar)'); 
YLAB.FontSize = 18; 
hold off; 
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Bottom Ice Profile 
Below is the code that eliminates the outliers in the bottom rangefinder data. The graph in 
this section was used to compare the smoothed curve to the bottom rangefinder data and 
was not included in the thesis. This graph was created before adjusting for temperature 
node 54 being at the top of the ice, so the profile is off by approximately .5cm. The 
purpose of this curve was to compare the smooth and raw data, so this is not an issue. 
Correct_BI=Bottom_Ice-2.721; 
 
for i = 2:length(Bottom_Ice) 
       %start at 2 because 1 is not an outlier, and solves the difference 
       %of the first case 
    if(Correct_BI(i) < (Correct_BI(i-1)-0.2)) 
        % if an outlier, then replace value with interpolated value 
        Correct_BI(i)=((Correct_BI(i-1)+Correct_BI(i+1))/2); 
    end 
end 
 
% 2nd iteration for double outliers in a row 
for i = 2:length(Bottom_Ice) 
       %start at 2 because 1 is not an outlier, and solves the difference 
       %of the first case 
    if(Correct_BI(i) < (Correct_BI(i-1)-0.2)) 
        % if an outlier, then replace with previous value 
        Correct_BI(i)=(Correct_BI(i-1)); 
    end 
end 
 
% third iteration: throw out last outlier 
for i = 2:length(Bottom_Ice) 
       %start at 2 because 1 is not an outlier, and solves the difference 
       %of the first case 
       %2nd run through for double outliers 
    if(Correct_BI(i) < -1.6) 
        % if an outlier, then replace value with interpolated value 
        Correct_BI(i)=((Correct_BI(i-1)+Correct_BI(i+1))/2); 
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    end 
end 
 
smooth_BI = smoothdata(Correct_BI,'rloess'); 
%rloess = 'rloess' — Robust quadratic regression over each window of A. This method is a 
more computationally expensive version of the method 'loess', but it is more robust to 
outliers. 
 
figure('Name','BottomIce'); 
hold on; 
plot(Date,Correct_BI,'b'); 
plot(Date,smooth_BI,'r'); 
grid on; 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ylim([-1.6 0]); 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('Bottom Ice Profile'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 16; 
 
YLAB = ylabel('Position (m)'); 
YLAB.FontSize = 16; 
hold off; 
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Temp String Adjusted Snow and Ice Profile 
This is the final Snow and Ice Profile graph that includes the snow profile from the 
temperature string, analyzed in the TempString_Script. The profile is adjusted so that 0 is 
the top of the ice based off of temperature string 54 being located at the top of the ice. 
%Import Thickness from temperature string sheet 
Snow_Thick = table2array(readtable('Bi-weekly snow thickness.xlsx','Range','B1:B18')); 
 
%Corrected Snow Distance 
Correct_Snow = 1.335 - Snow_Dist; 
%1.335 = the distance of the the temp string above the ice (108cm) + the 
%distance between snow range finder and temp string (25.5cm) 
 
%eliminates some snow rangefinder outliers 
Adjusted_Snow=Correct_Snow; 
for i = 2:length(Adjusted_Snow) 
       %start at 2 because 1 is not an outlier, and solves the difference 
       %of the first case 
    if(Adjusted_Snow(i) < 0) 
        % if an outlier, then replace value with interpolated value 
        Adjusted_Snow(i)=0; 
    end 
end 
 
figure('Name','Snow and Ice Temp String Adjusted'); 
hold on; 
 
newsmoothBI = smooth_BI+2.721 - 2.716; 
%Values calculated based off of the length between sensors (4.051m) and the 
%temp string 
plot(Date,newsmoothBI,'r','LineWidth',2); 
plot(Date, Adjusted_Snow, 'c'); 
 
%Number found using excel sheet for corresponding hour of data 
%plots corrected snow thickness points 
%Subtract one from the output of the excel function, to account for array 
%offset 
 
%array of dates that correspond with the snow thicknesses 
snowDates = [Date(176), Date(256), Date(583), Date(907), Date(1245), Date(1588), 
Date(1920), Date(2241), Date(2561), Date(2908), Date(3235), Date(3565), Date(3894), 
Date(4215), Date(4549), Date(4881), Date(5215)]; 
plot(snowDates,Snow_Thick/100,'b-*', "MarkerSize",8,'LineWidth',2); 
 
%black line zero representing top of the ice 
plot(Date,linspace(0,0,5271),'k'); 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
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(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
ax.FontSize=16; 
ax.FontName = 'Times New Roman'; 
grid on; 
 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ylim([-1.6 1.0]); 
 
TITLE = title('2019D Snow and Ice Profile'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 18; 
 
YLAB = ylabel('Position (m)'); 
YLAB.FontSize = 18; 
hold off; 
  
 
 
Ice thickness and growth rate 
This figure plots the growth rate and the ice thickness through the growth season. 
figure('Name','Ice Thickness and Ice Growth Rate'); 
 
growthrate = -1*diff(newsmoothBI); 
slopeDate = Date; 
slopeDate(1) = []; 
%Eliminates the first item in SlopeDate because the growthrate vector is 
%one less than the Date vector due to the diff function, and in order to 
%graph the vectors, they must be the same size. 
 
growthratecmday = growthrate*100*24; 
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growthratecmdaysmooth = smoothdata(growthratecmday,'rloess'); 
%smooth growthrate to eliminate step from diff function 
hold on 
yyaxis left 
plot(slopeDate,growthratecmdaysmooth,'b-','LineWidth',2); 
 
slopeDatenames = datestr(slopeDate); 
Datenames = datestr(Date); 
plot(Date,linspace(0,0,5271),'b'); 
YLAB = ylabel('Growth Rate (cm/day)'); 
YLAB.FontSize = 16; 
YLAB.FontName='Times New Roman'; 
ax=gca; 
ax.FontSize=12; 
ax.FontName='Times New Roman'; 
 
%changing units to cm 
newsmoothBIcm = -1*100*newsmoothBI; 
yyaxis right 
plot(Date,-1*newsmoothBI*100,'r','LineWidth',2); 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ylim([0 160]); 
grid on; 
ax=gca; 
ax.FontSize=12; 
ax.FontName='Times New Roman'; 
 
TITLE = title('2019D Ice Thickness and Growth Rate'); 
TITLE.FontSize = 18; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 16; 
 
YLAB = ylabel('Thickness (cm)'); 
YLAB.FontSize = 16; 
hold off; 
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Water Temp Graph 
figure('Name','Water Temp'); 
plot(Date,Water_Temp) 
hold on; 
grid on; 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','dd-mmm-yyyy','keeplimits','keepticks'); 
xlim([startDate endDate]); 
ax.FontSize = 16; 
ax.FontName = 'Times New Roman'; 
ylim([-1.9 -1.6]); 
 
TITLE = title('2019D Water Temperature (\circC)'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Month'); 
XLAB.FontSize = 18; 
 
YLAB = ylabel('Water Temperature (\circC)'); 
YLAB.FontSize = 18; 
hold off; 
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8.6 Top of Ice Analysis MATLAB Script 
Top of Ice Analysis 
This script graphs the temperature string profiles of four days throughout the growth 
season to determine the temperature node at the top of the ice. 
 
Importing Excel Data 
Jan_25 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','DLC1:DLC193')); 
Sept_30 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','IU1:IU193')); 
Nov_29 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','BLF1:BLF193')); 
March_06 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','EWR1:EWR193')); 
Temp String Graphs to Determine Top Ice Position 
Tempstrings = -1*linspace(0,191,192); 
 
tiledlayout(2,2) %allows for grid layout 
 
nexttile 
plot(Sept_30,Tempstrings); 
hold on 
pstar = plot(Sept_30(54), Tempstrings(54), 'r*','markers',5); 
pstar1 = plot(Sept_30(55), Tempstrings(55), 'g*','markers',5); 
 
ax=gca; 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('September 30, 2019'); 
TITLE.FontSize = 18; 
TITLE.FontName = 'Times New Roman'; 
 
XLAB = xlabel('Degrees \circC'); 
96 
 
XLAB.FontSize = 16; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Temperature String Number'); 
YLAB.FontSize = 16; 
YLAB.FontName = 'Times New Roman'; 
 
%Linear Fit lines 
Snowfit = polyfit(transpose(Sept_30(46:54)),Tempstrings(46:54),1); 
Snowval = polyval(Snowfit,Sept_30); 
plot(Sept_30,Snowval); 
 
Icefit = polyfit(transpose(Sept_30(54:66)),Tempstrings(54:66),1); 
Iceval = polyval(Icefit,Sept_30); 
plot(Sept_30,Iceval); 
 
legend([pstar pstar1],{'Temp String 53', 'Temp String 54'},'location','southwest'); 
ylim([-200 0]); 
hold off 
 
nexttile 
plot(Nov_29,Tempstrings); 
title('November 29, 2019'); 
hold on 
pstar = plot(Nov_29(54), Tempstrings(54), 'r*','markers',5); 
pstar1 = plot(Nov_29(55), Tempstrings(55), 'g*','markers',5); 
 
%Linear Fit lines 
Snowfit = polyfit(transpose(Nov_29(46:54)),Tempstrings(46:54),1); 
Snowval = polyval(Snowfit,Nov_29); 
plot(Nov_29,Snowval); 
 
Icefit = polyfit(transpose(Nov_29(54:94)),Tempstrings(54:94),1); 
Iceval = polyval(Icefit,Nov_29); 
plot(Nov_29,Iceval); 
 
legend([pstar pstar1],{'Temp String 53', 'Temp String 54'},'location','southwest'); 
xlabel('Degrees C'); 
ylabel('Temp String Number'); 
ylim([-200 0]); 
 
ax=gca; 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('November 29, 2019'); 
TITLE.FontSize = 18; 
TITLE.FontName = 'Times New Roman'; 
 
XLAB = xlabel('Degrees \circC'); 
XLAB.FontSize = 16; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Temperature String Number'); 
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YLAB.FontSize = 16; 
YLAB.FontName = 'Times New Roman'; 
hold off 
 
nexttile 
plot(Jan_25,Tempstrings); 
hold on 
pstar = plot(Jan_25(54), Tempstrings(54), 'r*','markers',5); 
pstar1 = plot(Jan_25(55), Tempstrings(55), 'g*','markers',5); 
 
%Linear Fit lines 
Snowfit = polyfit(transpose(Jan_25(46:54)),Tempstrings(46:54),1); 
Snowval = polyval(Snowfit,Jan_25); 
plot(Jan_25,Snowval); 
 
Icefit = polyfit(transpose(Jan_25(54:113)),Tempstrings(54:113),1); 
Iceval = polyval(Icefit,Jan_25); 
plot(Jan_25,Iceval); 
 
legend([pstar pstar1],{'Temp String 53', 'Temp String 54'},'location','southwest'); 
xlabel('Degrees C'); 
ylabel('Temp String Number'); 
ylim([-200 0]); 
 
ax=gca; 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('January 25, 2020'); 
TITLE.FontSize = 18; 
TITLE.FontName = 'Times New Roman'; 
 
XLAB = xlabel('Degrees \circC'); 
XLAB.FontSize = 16; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Temperature String Number'); 
YLAB.FontSize = 16; 
YLAB.FontName = 'Times New Roman'; 
hold off 
 
nexttile 
plot(March_06,Tempstrings); 
hold on 
pstar = plot(March_06(54), Tempstrings(54), 'r*','markers',5); 
pstar1 = plot(March_06(55), Tempstrings(55), 'g*','markers',5); 
 
title('March 06, 2020'); 
 
%Linear Fit lines 
Snowfit = polyfit(transpose(March_06(46:54)),Tempstrings(46:54),1); 
Snowval = polyval(Snowfit,March_06); 
plot(March_06,Snowval); 
 
98 
 
Icefit = polyfit(transpose(March_06(54:94)),Tempstrings(54:94),1); 
Iceval = polyval(Icefit,March_06); 
plot(March_06,Iceval); 
 
legend([pstar pstar1],{'Temp String 53', 'Temp String 54'},'location','southwest'); 
xlabel('Degrees C'); 
ylabel('Temp String Number'); 
ylim([-200 0]); 
 
ax=gca; 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('March 6, 2020'); 
TITLE.FontSize = 18; 
TITLE.FontName = 'Times New Roman' 
 
XLAB = xlabel('Degrees \circC'); 
XLAB.FontSize = 16; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Temperature String Number'); 
YLAB.FontSize = 16; 
YLAB.FontName = 'Times New Roman'; 
hold off 
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8.7 Temperature String MATLAB Script 
Temperature String Script 
Graphs the temperature string profile every two weeks to examine snow depth. 0 (top of 
the ice) is set to temperature string node 54. 
 
Importing Excel Data 
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Sept_19 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','FU1:FU193')); 
Sept_30 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','IW1:IW193')); 
Oct_14 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','VK1:VK193')); 
Oct_28 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','AHX1:AHX193')); 
Nov_11 =  table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','AUX1:AUX193')); 
Nov_25 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','BIC1:BIC193')); 
 
Dec_9 =  table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','BUW1:BUW193')); 
Dec_23 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','CHF1:CHF193')); 
Jan_6 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','CTN1:CTN193')); 
Jan_20 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','DGW1:DGW193')); 
Feb_3 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','DTL1:DTL193')); 
Feb_17 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','EGD1:EGD193')); 
 
March_02 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','ESU1:ESU193')); 
March_16 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','FFD1:FFD193')); 
March_30 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','FRZ1:FRZ193')); 
April_13 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','GET1:GET193')); 
April_27 = table2array(readtable('TEMP ONLY SIMB3_386840.xlsx','Range','GRP1:GRP193')); 
Graphed Vector Creation 
%Vector that goes from 1 to 191 and counts by 1 for number of temperature 
%strings 
Depth = -1*linspace(0,191,192); 
Depth = Depth*2+(54*2); 
%%adjusted for depth (m). 54 chosen becasue 54 is the top of the ice 
Temps = [Sept_19 Sept_30 Oct_14 Oct_28 Nov_11 Nov_25 Dec_9 Dec_23 Jan_6 Jan_20 Feb_3 
Feb_17 March_02 March_16 March_30 April_13 April_27]; 
Names = {"September 19, 2019", "September 30, 2019", "October 14, 2019", "October 28, 
2019", "November 11, 2019", "November 25, 2019", "December 9, 2019", "December 23, 
2019","January 06, 2020", "January 20, 2020", "February 03, 2020", "February 17, 2020", 
"March 02, 2020", "March 16, 2020", "March 30, 2020", "April 13, 2020","April 27, 2020"}; 
% Vectors to specify Colors. Using same color for every month. 
RColor = [ 0  0  0.85  0.85  0.6350 0.6350 0   0   0.75 0.75 1 1 0.466 0.466 0.466 0    
0]; 
GColor = [ 0  0  0.325 0.325 0.0780 0.0780 0.5 0.5 0    0    0 0 0.674 0.674 0.674 0.75 
0.75]; 
BColor = [ 1  1  0.098 0.098 0.1840 0.1840 0   0   0.75 0.75 0 0 0.188 0.188 0.188 0.75 
0.75]; 
Marker = ['*' 'o' '*'   'o'  '*'     'o'   '*' 'o' '*' 'o' '*' 'o'    '*' 'o' 's'    '*' 
'o']; 
Temperature string graph to observe change in snow depth 
figure('Name','Bi-weekly Temp Strings'); 
hold on 
 
title('Snow Temperature String Profiles'); 
 
for n =1:17 
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plot(Temps(:,n),Depth,'DisplayName',Names{n},'color',[RColor(n),GColor(n),BColor(n)], 
'Marker', Marker(n), 'MarkerSize',3); 
end 
 
ylim([-50 50]); 
xlim([-41 0]); 
legend('location','southwest'); 
hold off 
 
ax=gca; 
ax.FontSize=12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('Bi-Weekly Temperature String Profiles'); 
TITLE.FontSize = 18; 
TITLE.FontName = 'Times New Roman'; 
 
XLAB = xlabel('Degrees \circC'); 
XLAB.FontSize = 16; 
XLAB.FontName = 'Times New Roman'; 
 
YLAB = ylabel('Depth (cm)'); 
YLAB.FontSize = 16; 
YLAB.FontName = 'Times New Roman'; 
grid on; 
hold off; 
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8.8 Ice Thickness and Temperature MATLAB Script 
Ice thickness and temperature plot 
This script was originally created by Cameron Planck and was edited to have the snow 
profile be the adjusted snow profile from the temperature string analysis instead of the 
data from the snow range finder. Edits were also made to add the month labels to the x-
axis. 
 
Import Data 
%import data (standard buoy file from www.cryosphereinnovation.com). 
data=csvread('/Users/Mary Tobin/Documents/Sonnerup/Mat Lab/SIMB3_386840.csv',2); 
Tuning parameters for plotting 
offset=54; %this is the number of thermistors above the ice surface, 54 for this buoy 
ntherm=192; %number of thermistors in the Bruncin string -- always 192 for our standard 
buoys 
cb_range=[-25 0]; %adjusted after talking to Don 
sf=1; %leave =1 if you want the sounders to plot on top of the temperature string 
buoy_height=0; %shouldn't need to worry about this 
bs_offset=2.75; %bottom sounder offset to turn the bottom sounder readings into ice 
thicknesses 
 
%parse data 
temp_data=data(:,19:end)'; %full temperature string readinds 
temp_data=temp_data(offset:end,:); %extract just the readings below the ice 
 
%other parameters 
yaxis=[-1.75 .4]; %axis limits for MB plot 
Fontsize=20; 
%size of data file 
[~,n]=size(temp_data); 
 
%calculate length of temperature string 
if ntherm < 192 
    w=10; %beaded stream 
else 
    w=2; %bruncin 
end 
 
%interval between measurements (cm) 
L_s=w*ntherm;            %total string length (cm) 
L=L_s/100;                  %total string length (m) 
L2=L-(offset*w/100);     %total length (m) below ice 
 
%sounder data 
top_sounder=data(:,10); 
bottom_sounder=data(:,8); 
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%adjust depth_temp to include offset 
x=1:n; 
length(x); 
y0=offset*w/100; 
y=linspace(0,-L2,ntherm-offset); 
 [X,Y]=meshgrid(Date(1:5270),y); %generate 2D mesh for plotting 
 %made the dates the x-axis 
Plot Creation 
figure 
hold on 
%plot snow 
    basevalue = 0; %ends at 0 
    area(snowDates,Snow_Thick/100,basevalue,'FaceColor',[1 1 1], 'LineStyle', 'none'); 
 
pcolor(X,Y,temp_data) %this plots the colorful temperature string 
ylim([yaxis(1) yaxis(2)]) %adjust axis 
 
%position and configure colorbar 
cb=colorbar; 
cb.Location='eastoutside'; 
cb.Direction='reverse'; 
%cb.FontSize=Fontsize-4; 
cb.FontSize = 12; 
caxis([cb_range(1) cb_range(2)]) 
YLabel = get(cb,'YTickLabel'); 
YLabel = strcat(YLabel,'{\circ}C'); 
set(cb,'YTickLabel',YLabel); 
 
DY=ylabel('Depth (m)'); 
DY.FontSize=Fontsize; 
 
shading interp 
colormap jet 
view(2) 
set(gca,'Color',[0.5 0.5 0.5]); 
%pbaspect([4.3 3 1]) %THIS RATIO IS 3X GREATER IN Y THAN THE OTHER PLOTS 
 
 
if sf == 1 
 
    BOTTOM_S=area(Date(1:5270),newsmoothBI(1:5270),-4);hold on 
    BOTTOM_S.FaceColor='b'; 
    BOTTOM_S.EdgeColor='b'; 
    pbaspect([4.3 3 1]) %THIS RATIO IS 3X GREATER IN Y THAN THE OTHER PLOTS 
 
end 
 
fig=gcf; 
fig.Color = 'white'; 
fig.InvertHardcopy = 'off'; 
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 TITLE = title('2019D Ice Thickness and Temperature'); 
 TITLE.FontSize = 30; 
 TITLE.FontName = 'Times New Roman'; 
 
 XLAB = xlabel('Month'); 
 XLAB.FontSize = 20; 
 XLAB.FontName = 'Times New Roman'; 
 
 YLAB = ylabel('Depth (m)'); 
 YLAB.FontSize = 20; 
 YLAB.FontName = 'Times New Roman'; 
 
%Set axis limits 
startDate=Date(1); 
endDate=(datenum('01-May-2020')); 
xData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019')), 
(datenum('01-Dec-2019')), (datenum('01-Jan-2020')), (datenum('01-Feb-2020')), 
(datenum('01-Mar-2020')), (datenum('01-Apr-2020')), (datenum('01-May-2020'))]; 
ax=gca; 
ax.XTick=xData; 
datetick('x','mmm','keeplimits','keepticks'); 
xlim([startDate endDate]); 
grid on; 
ax=gca; 
ax.FontSize=12; 
ax.FontName='Times New Roman'; 
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8.9 Freezing Degree Day MATLAB Script 
Freezing Degree Day Script 
Calculates the Freezing Degree Day. Takes average of temperature of the day, and if 
below freezing, adds to the total. 
%This section imports the data 
Air_Temp = table2array(readtable('SIMB3_386840.xlsx','Range','F1:F5272')); 
Raw_Date = table2array(readtable('SIMB3_386840.xlsx','Range','C1:C5272')); 
Date = x2mdate(Raw_Date); 
Loop to average each of the days 
%date code for sept. 19, 2019 
lastdate = 737687; 
tempaverage = zeros(1,224); %224 is the number of days in the data 
avgcount =0; %tracks what to divide by for the average 
currtemp = 1; %tracks place in temp array 
 for i = 1:length(Date) 
     currdate = floor(Date(i)); 
     if currdate == lastdate 
         tempaverage(currtemp) = tempaverage(currtemp) + Air_Temp(i); 
         avgcount = avgcount + 1; 
     else 
         %makes average for last date 
         tempaverage(currtemp) = tempaverage(currtemp)/avgcount; 
         currtemp = currtemp +1;%updates location in tempaverage 
         lastdate = lastdate +1; %updates the new date 
         tempaverage(currtemp) = tempaverage(currtemp) + Air_Temp(i); 
         avgcount=1; 
     end 
 end 
 
 %need to average the last one in the array, different than the others, not 
 %a full 24 hours of data 
 tempaverage(224) = tempaverage(224)/19; 
 FDD =0; %variable to calculate freezing degree day 
for i = 1:length(tempaverage) %calculate freezing degree day 
    if tempaverage(i) < 0 
        FDD = FDD + abs(tempaverage(i)); 
    end 
end 
 
display(FDD); 
 
FDD = 5.4876e+03                                      Published with MATLAB® R2019b        
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8.10 SIMB-3 Comparison MATLAB Script  
Comparison Graph Script 
Graphs used to compare 2019D data to previous Beaufort Sea mass balance sites. Data 
for mass balance sites from: Planck, C. J., Perovich, D.K., & Light, B. (2020). A synthesis 
of Observations and Models to Assess the Time Series of Sea Ice Mass Balance in the 
Beaufort Sea.  
Freezing Degree Day Comparison 
buoylabels = { '1997A' '2005B' '2006B' '2007E' '2012L' '2013F' '2015J' '2019D'}; 
y = [5630 5775 6252 4614 4964 4568 4587 5488]; 
h = bar(diag(y),'stacked'); 
h(8).FaceColor = [ 0 0 1]; 
ax=gca; 
set(gca,'xticklabel',buoylabels); 
 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('Total Freezing Degree Days Comparison (\circC)'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Dataset'); 
XLAB.FontSize = 16; 
 
YLAB = ylabel('Total Freezing Degree Days (\circC)'); 
YLAB.FontSize = 16; 
 
set(gcf, 'Units', 'Normalized', 'OuterPosition', [0, 0.04, 1, 0.96]); 
 
hold off; 
 
 
End Bottom Melt Comparison 
%dates for the buoys that survived 
%all years are the same for graphing purposes, only concerned about month 
106 
 
meltdates = [datenum(2019,09,22) datenum(2019,10,14) datenum(2019,10,01) 
datenum(2019,9,21) datenum(2019,10,26)]; 
buoylabels = { '1997A' '2005B' '2006B' '2013F' '2019D'}; 
h = bar(diag(meltdates),'stacked'); 
%keeps colors consistent between plots 
h(4).FaceColor = [.3010, .745 0.933]; 
h(5).FaceColor = [ 0 0 1]; 
 
%label bars with dates 
% h(5) because 5 elements in the array 
%transpose xtips and ytips to match orientation of labels 
xtips = h(5).XEndPoints; 
ytips = h(5).YEndPoints; 
labels = datestr(meltdates, 'mmm-dd'); 
text(transpose(xtips),transpose(ytips),labels,'HorizontalAlignment','center','VerticalAli
gnment','bottom'); 
 
startDate=datenum('01-Sept-2019'); 
endDate=(datenum('01-Nov-2019')); 
yData = [(datenum('01-Sept-2019')),(datenum('01-Oct-2019')),(datenum('01-Nov-2019'))]; 
ax=gca; 
set(gca,'xticklabel',buoylabels); 
ax.YTick=yData; 
datetick('y','dd-mmm','keeplimits','keepticks'); 
grid on; 
ylim([startDate endDate]); 
 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('End of Bottom Melt Comparison'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Dataset'); 
XLAB.FontSize = 16; 
 
YLAB = ylabel('Date'); 
YLAB.FontSize = 16; 
 
hold off; 
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Maximum Ice Thickness Comparison 
buoylabels = { '1997A' '2005B' '2006B' '2007E' '2012L' '2013F' '2014C' '2015J' '2019D'}; 
y = [239.5 382 326 326 344 174 196 224 152]; 
h = bar(diag(y),'stacked'); 
%keep colors consistent between graphs 
h(7).FaceColor = [0,.3,0]; 
h(8).FaceColor = [0.635, 0.0780, 0.184]; 
h(9).FaceColor = [ 0 0 1]; 
ax=gca; 
set(gca,'xticklabel',buoylabels); 
 
ax.FontSize = 12; 
ax.FontName = 'Times New Roman'; 
 
TITLE = title('Maximum Ice Thickness Comparison'); 
TITLE.FontSize = 20; 
 
XLAB = xlabel('Dataset'); 
XLAB.FontSize = 16; 
 
YLAB = ylabel('Maximum Ice Thickness (cm)'); 
YLAB.FontSize = 16; 
 
set(gcf, 'Units', 'Normalized', 'OuterPosition', [0, 0.04, 1, 0.96]); 
 
hold off; 
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