ABSTRACT Spherical equivalent source method (S-ESM) using rigid spherical microphone arrays can simultaneously identify sound sources in all directions. In this paper, based on the reweighting and sparse representation frameworks, the sparsity-promoting iteratively reweighted least squares (IRLS) and reweighted 1 -norm minimization (referred as w-1 -norm) are exploited to improve the performance of acoustic source identification for S-ESM. The numerical and experimental results indicate accurate acoustic source identification for the two iteratively reweighted algorithms. IRLS can provide good acoustic source identification over the wide frequency and measurement distance ranges, improving the performance of the established S-ESM. In addition, w-1 -norm is also an alternative solution strategy for S-ESM, although at the expense of low computational efficiency and given prior information.
I. INTRODUCTION
Microphone arrays have become prevalent and powerful tools for acoustic source identification. Near-field acoustic holography [1] - [6] and beamforming [7] - [9] are common array processing techniques. Therein, spherical near-field acoustical holography (S-NAH) [10] - [12] and spherical equivalent source method (S-ESM) [13] using spherical microphone arrays have been developed to achieve the omnidirectional acoustic source identification (i.e., simultaneous identification of sound sources in all directions), as the spherical microphone array features the spherical symmetry and quasiomnidirectional properties [14] .
ESM makes use of an assumption that the radiated sound fields of real sources are represented by the superposition of the sound fields of equivalent sources (monopole point sources) on a retracted surface [15] . The S-ESM formulated in spherical harmonics domain also generates an
The associate editor coordinating the review of this manuscript and approving it for publication was Guolong Cui. underdetermined problem, as with the other inverse methods in near-field [16] , [17] , since there are often more equivalent sources than measurement points. The analytical leastsquares solution by means of Tikhonov regularization has been utilized for S-ESM [13] , which is suitable for low frequencies and small measurement distances. In recent years, there is a growing interest in the sparsity-promoting approaches based on compressive sensing [18] to address acoustic inverse problems. The sparse representation of sound fields can improve the accuracy and extend the frequency range beyond Nyquist frequency, in terms of acoustic source localization [19] - [21] , sound field reconstruction [22] - [26] , and acoustical property characterization [27] . Based on the fact that the dominant sources are usually spatial sparse compared to the equivalent sources, an iterative hard thresholding (IHT) solution strategy has been developed for S-ESM [28] . It exploits the gradient descent (also known as steepest descent) method [29] and the iterative zoom-outthresholding algorithm [30] to obtain a sparse estimation of the solution vector, achieving good high-frequency reconstruction at large measurement distances [28] . Nevertheless, S-ESM still fails to achieve accurate acoustic source identification at low frequencies with large measurement distances. This study is motivated to overcome this issue, since it is sometimes difficult to make measurements very close to the source in practice.
Recently, many sparsity-promoting approaches with different characteristics have been investigated for various models [26] , [30] - [34] . Two iterative sparse algorithms based on the reweighting framework are attractive, and they have not been examined for S-ESM. Owing to the characteristic reweighed mechanism, they can benefit from high reconstruction accuracy. The first one is the iteratively reweighted least squares (IRLS) algorithm [35] , [36] , which is implemented by iteratively updating a weighting matrix on the basis of the least-squares problem. The sparsity of the unknown solution vector is enforced by the control of the weighting matrix. The second one is the reweighted convex optimization algorithm [37] based on the 1 -norm minimization (referred as w-1 -norm). It is implemented by means of an iterative weighting matrix on the basis of the 1 -norm convex optimization problem, and the sparsity is enhanced by the balanced penalty on the nonzero elements in the solution vector.
Inspired by the reweighting and sparse representation frameworks, we manage to adapt the reweighted least squares algorithm and the reweighted convex optimization algorithm into S-ESM, aiming to realize accurate acoustic source identification over the wide frequency and measurement distance ranges. This paper is organized as follows. In Section II, the basic theories of S-ESM, IRLS and w-1 -norm are formulated. It should be mentioned that the implementations of these algorithms often require some parameter selections explicitly or implicitly (such as regularization parameters, initializations, termination criteria or iteration numbers). In this study, these parameters are suitably selected to fairly show the performance of the mentioned algorithms. In Sections III and IV, the acoustic source identification performance of the S-ESM with the two reweighted solution algorithms is examined by simulations and experiments. Finally, conclusions are drawn in Section V. Fig. 1 depicts an array signal model using S-ESM, where the sound pressure is captured by a rigid spherical microphone array with a radius of a and L microphones flush with the spherical surface. The origin of the spherical coordinate system is located at the center of the array. The observation point is described by r = (r, θ, φ), where r is the distance between the origin and the observation point; θ and φ are the elevation and azimuth angles, taking the values of 0−180 • and 0−360 • ; they represent the directions of observation points and are marked by ≡ (θ, φ).
II. THEORY A. S-ESM
The framework of S-ESM is to estimate the strength of S monopole point sources, and then to reconstruct the sound field. Taking a point source located at r 0 = (r 0 , 0 ) as an example, the radiated sound field on the rigid spherical surface can be equivalent to the superposition of the sound waves radiated by the S discrete distributed point sources. Therefore, the total sound pressure distribution on the rigid spherical microphone array can be expressed as
where p t is a L ×1 column vector of the total measured sound pressure, and it includes the incident and scattered sound pressure. q is a S×1 column vector of the unknown equivalent source strength, and its sth element is q s = jωρQ s (j = √ −1; ρ is air density; Q is volume velocity). G N is a L × S matrix of the Neumann Green function between the microphones and the equivalent sources, and its elements can be expressed as [13] , [38] 
where k is the wavenumber; N is the truncated length [28] . h n (·) and h n (·) are the spherical Hankel function of the first kind and its derivatives. Y m n ( ) are the spherical harmonics; n and m are the degree and order of spherical harmonics. r s is the distance between the sth equivalent source and the origin. l and s indicate the directions of the lth microphone and the sth equivalent source. The asterisk '' * '' represents the complex conjugate.
To reduce the measured noise interference, the crossspectra of the measured sound pressures are employed as the input data. Then, an eigenvalue decomposition is performed for the cross-spectra matrix C of the sound pressure p t
where D is a unitary matrix composed of L eigenvectors d l ; E is a diagonal matrix composed of L eigenvalues e l . The superscript '' H '' represents the conjugate transpose. Then, each order principal component of the sound pressure is given by p l = √ e l d l . Finally, the reconstructed sound pressure is added on a power basis. Let us consider a certain principal component p by skipping the index l, and (1) can be rewritten as
Equation (4) is an underdetermined equation, since there are much more equivalent sources than measurement points. Tikhonov regularization and IHT solution strategies have been used to estimate the unknown source strength (more details can be seen in [28] ). Finally, the sound pressure of an observation point can be reconstructed by using a free-field Green function matrix G r whose element is given by
where j n (·) is the spherical Bessel function of the first kind.
B. IRLS
IRLS minimizes the quadratic sum of the residual 2-norm and the weighted solution 2-norm, as shown in (6) . The sparsity can be promoted by the control of the weighting matrix, which gives more weight to the strong sources during the iterations, finally converging to a sparse solution.
where W is an invertible diagonal matrix with non-zero diagonal entries, λ is the regularization parameter. Definē q = Wq, and the above equation can be simplified as
which has a standard Tikhonov regularization form. Then, q can be estimated, and the equivalent source strength for the reconstruction can be expressed as
The key to IRLS is to iteratively construct the weighting matrix, and the new weighting matrix W (i) for the ith iteration is expressed as
where W 0 and W i are given by
where q
is the sth element in solution vector for the (i-1)th iteration and the initial q 
where τ represents the difference between two subsequently iterative solution vectors. For the case in this study, when τ is less than 0.01 dB, the iteration will be terminated. In fact, IRLS can be converged well in 7 times iterations.
As a convex optimization algorithm, the 1 -norm minimization is widely employed to provide a sparse solution, which minimizes the 1 -norm of the solution by constraining the 2 -norm of the residual function,
where ε = p 2 · 10 −SNR/20 is the estimated noise floor. It should be mentioned that the noise floor or the signal-tonoise ratio (SNR) of the sound field is required as a priori information when solving (12) , which is commonly performed using the interior-point convex optimization algorithm implemented in the CVX toolkit in MATLAB [39] . However, the large elements in the solution vector are penalized more heavily by the 1 -norm than the smaller ones. A reweighted 1 -norm minimization was proposed to address this imbalance by penalizing the nonzero elements of lower amplitude [37] , and it is adapted for S-ESM in this study.
where W l1 is diagonal weighting matrix. Initially, all weights are 1, leading to a conventional convex optimization problem. The diagonal elements w
in the weighting matrix for the (i + 1)th iteration are updated as
where ξ is a small parameter, which ensures that a null element does not suppress a nonzero element in the next iteration, usually on the order of the smallest expected source strength. The iteration will terminate on convergence or when i attains a specified number of iterations, 3 times for the case in this study. The regularization parameters in IRLS are determined by Bayesian regularization criterion method [40] . The relative error (RE) [28] is used to evaluate sound field reconstruction, and the average quantitative error (QE) is used to assess the amplitude error of the reconstructed sound pressure level (SPL) for acoustic source identification.
A. RECONSTRUCTION PERFORMANCE IHT is still difficult to obtain accurate reconstruction, as many spurious sources appear in Fig. 2(b) , and it can merely localize the source located at (90 • , 270 • ) accurately. It can be seen that the S-ESM solved by IHT fails to achieve the low-frequency reconstruction for the three sources, while the low-frequency reconstruction of IRLS and w-1 -norm is in good agreement with the theoretical one.
Figs. 2(c), (d), (g), (h), (k)
, and (l) show that for the results of 3000 Hz and 6000 Hz, the reconstruction maps of IHT, IRLS, and w-1 -norm are in line with the theoretical ones. They can localize and quantify the three sources accurately, and the reconstruction SPLs are close to the true SPLs. Regarding the computational complexity, the elapsed time to complete a single-frequency of 3000 Hz on a 2.5 GHz Intel(R) Core(TM) i5-2450 M CPU is respective 9.213 s, 11.975 s, and 25.43 s for IHT, IRLS, and w-1 -norm. Compared to IHT, IRLS and w-1 -norm have better low-frequency performance, as observed in Fig. 2 , but the computational efficiency of w-1 -norm is low. In fact, when the size of the optimization increases significantly (denser equivalent source grids), the reweighted convex optimization algorithm will be much slower.
B. COMPREHENSIVE PERFORMANCE
To comprehensively examine the reconstruction and the source identification of the above-mentioned solutions in S-ESM, the comprehensive performance is elaborated under different frequencies, measurement distances, and SNRs. The relative error maps for sound field reconstruction and the quantitative error maps for acoustic source identification are shown in Figs.3, 4 and 5 using the three sources. Each subgraph adopts the same colorbar. Fig. 3(a) shows that for IHT, when the measurement distance is below 2.5a, the reconstruction accuracy is high over the considered frequency range, and the reconstruction error is less than 20 %, especially smaller at high frequencies. When the measurement distance is above 2.5a and the frequency is above 4500 Hz, the reconstruction error is small, while the reconstruction is too large to be acceptable below 4500 Hz at the measurement distances of 4.5a and 5a. This phenomenon is caused by the inherent defect of IHT. At low-medium frequencies and large measurement distances, the mainlobe of the source strength is wide and weak, so the ability to remove the sidelobe is weakened during the iterative solution process [28] . Fig. 3(b) indicates that for IRLS, the reconstruction error is small over the whole frequency and measurement distance ranges, less than 20 %. Owing to the reweighted mechanism, IRLS has good reconstruction at low-medium frequencies, improving the poor performance of the existing S-ESM in this case. Fig. 3(c) shows that the reconstruction error of w-1 -norm is almost similar with that of IRLS, although the reconstruction error occasionally increases at some frequencies and measurement distances.
Regarding the adaptability to SNR, Fig. 4(a) indicates that for IHT, when the SNR is below 20 dB, the reconstruction error becomes large; while at large SNRs, the reconstruction is less influenced by the SNR. Nevertheless, the reconstruction error of some frequencies is up to 45% over the considered SNR range, due to the measurement distance is slightly large (3a). Fig. 4(b) shows that the reconstruction of IRLS is hardly influenced by the SNR. It is very robust to the sound field SNR. Fig. 4(c) indicates that the reconstruction of w-1 -norm is hardly influenced by the SNR when the frequency is above 1500 Hz, and the reconstruction performance is degraded at low SNRs and below 1000 Hz. It can be seen that w-1 -norm has good adaptability to low SNRs at high frequencies. However, it is worth mentioning that the accurately estimated sound field SNR should be given for w-1 -norm, otherwise its performance will be deteriorated.
To investigate the acoustic source identification of the three solutions in S-ESM, the contour maps of the average quantitative error are presented under the SNR of 40 dB, the frequencies of 200-6000 Hz and the measurement distances of 1.5a, 2a, 2.5a, 3a, 3.5a, 4a, 4.5a, and 5a. Fig. 5(a) shows that for IHT, when the measurement distance is below 2.5a, the quantitative error is less than 5 dB over the considered frequency range, especially small at high frequencies. When the frequency is above 1200 Hz, the quantitative error is acceptable at large measurement distances. However, when the measurement distance is above 2.5a and the frequency is below 1200 Hz, the quantitative error becomes large, even more than 10 dB, which is caused by the same reason as Fig. 3(a) . Fig. 5(b) indicates that for IRLS, when the measurement distance is below 3a, the quantitative error is less than 3 dB over the considered frequency range. When the measurement distance is above 3a, the quantitative error is slightly large below 1000 Hz, but less than 5 dB, and it is less than 3 dB above 1000 Hz. Fig. 5(c) shows that for w-1 -norm, when the measurement distance is below 3a, the quantitative error is less than 3 dB over the considered frequency range. When the frequency is above 1000 Hz, the quantitative error is less than 3 dB at large measurement distances, and it is still less than 5 dB at large measurement distances and below 1000 Hz. In short, the S-ESM with IRLS and w-1 -norm solutions can provide good acoustic source identification over the considered frequency and measurement distance ranges, improving the acoustic source identification of the existing S-ESM, especially at low frequencies and large measurement distances.
C. LIMITATION
Sections III-A and III-B have disclosed the acoustic source identification performance of the proposed iteratively reweighted solutions in S-ESM. However, a limitation still exists in each approach. When the sources are closely spaced or fused distribution, the three algorithms are unable to work well. Taking two closely spaced sources with a frequency of 200 Hz for example, they are located at (3.5a, 90 • , 150 • ) and (3.5a, 90 • , 180 • ). As observed in Fig. 6 , the reconstruction maps of the three solutions appear only one source with mutual fusion, and cannot localize the sources accurately. The essence of IHT, IRLS, and w-1 -norm minimization is to obtain more accurate source strength estimation via a sparsity-promoting solution. When the sources are closely spaced, as shown in Fig. 7 , the equivalent sources are dense distribution near the real sources. That causes these sparsity-promoting algorithms to fail.
IV. EXPERIMENTS
Some experiments in a semi-anechoic chamber are conducted to examine the S-ESM solved by the two iteratively reweighted solution algorithms, using several small loudspeakers and a 36-channel Brüel&Kjaer Type 8606 rigid spherical microphone array. The sample frequency is 16384 Hz and the frequency resolution is 4 Hz, and 64 blocks are averaged. The measurement distance r 0 from the array center to the loudspeakers is 3a, and the radius of the reconstruction spherical surface is 2.5a. After moving away the array, a calibrated microphone is placed at 0.5a away from the loudspeakers to measure the SPL. The SPLs of each loudspeaker can be measured in turn when one works and the Fig. 8 . Fig. 9 shows the experimental reconstruction and source identification of the three sparsity-promoting solutions at 200 Hz, 1000 Hz, 3000 Hz, and 6000 Hz. show that for IRLS, it is able to identify and localize the three loudspeakers accurately. In particular, the spatial resolution is good at 200 Hz, as expected from equation (6).
Figs. 9(i)-(l) indicate that for w-1 -norm, the loudspeakers can be identified in the contour maps, where no spurious sources appear.
Additionally, Fig. 10 shows the reconstruction SPLs and the measurement SPLs of the three loudspeakers at 200-6000 Hz. Compared to the proposed two solutions, the quantitative error of IHT is the largest below 1500 Hz, whereas its reconstruction SPLs are closest to the measurement ones at high frequencies. The reconstruction SPLs of IRLS and w-1 -norm are in line with the measurement SPLs over a wide frequency range. It is worth mentioning that the quantitative error of IRLS is slightly large at high frequencies (above 4000 Hz), but smallest at low-medium frequencies for the presented data, as observed in Fig. 10(d) . The experiments verified the numerical results shown in section III-A. 
V. CONCLUSIONS
Spherical equivalent source method using rigid spherical microphone arrays is a promising methodology to achieve omnidirectional acoustic source identification. The established S-ESM still fails to achieve accurate acoustic source identification at low frequencies with large measurement distances. Based on the reweighting and sparse representation frameworks, the reweighted least squares algorithm and the reweighted convex optimization algorithm are exploited for S-ESM to realize accurate acoustic source identification over the wide frequency and measurement distance ranges.
The numerical and experimental results indicate a better acoustic source identification for the S-ESM solved by the proposed two iteratively reweighted algorithms, in terms of identification accuracy, spatial resolution, and useful frequency range and measurement distance. IRLS seems to outperform IHT, improving the performance of low frequencies with large measurement distances for S-ESM. Additionally, w-1 -norm is also an alternative solution strategy for S-ESM, as it can make wideband reconstruction at large measurement distances, if the processing time is uncritical and the noise floor of the sound field is estimated accurately. Challenge to be addressed is that it is difficult for each approach to accurately identify the multiple sources with closely spaced distribution.
Focusing on the suitable frequency range and measurement distance, Table 1 gives a simple overview of the solutions in S-ESM based on the limited data presented in this study, where the performance of the analytical least-squares solution with Tikhonov regularization (TR) comes from [28] . The '' √ '' and ''×'' characters just represent whether it is suitable or not. For the spherical microphone array used in this paper, the ''low frequency'' and ''small distance'' represent they are below 1200 Hz and 2.5 times array radius. 
