The concave utility in the Network Utility Maximization (NUM) problem is only suitable for elastic flows.
I. INTRODUCTION
The Network Utility Maximization (NUM) framework with the concave utilities is thoroughly represented in the literature, such as in [1] , [2] . With the concave utility, the dual decomposition method and gradient projection algorithm are used to derive the standard dual-based distributed algorithm which is the global optimal allocation. However, the concave utility is only suitable for the elastic data of nonreal-time applications. In networks with inelastic traffic from real-time applications, we cannot use the concave utility to model the inelastic flows; instead, sigmoidal utility functions are usually used, [3] . With the inelastic utility which is nonconcave functions, the NUM becomes nonconvex and cannot be derived to the global optimal allocation using the standard dual-based distributed algorithm as in [1] , [2] . The solution to such problem is suboptimal or even infeasible when using the standard dual-based algorithm.
Some works have addressed the nonconvex NUM, including [4] - [6] . [4] proposes a heuristic suboptimal rate allocation called "self-regulating," which is shown to avoid link congestion caused by nonconcave utilities. The authors in [5] identified the conditions of link capacity for which the standard dual-based distributed algorithm converges to the global optimum. It turns out that the link capacity must be greater than a certain value in order to achieve globally convergence using the standard dual algorithm. They also introduce "capacity provisioning" to ensure those conditions. Recently, [7] utilized the results from [5] to analyze random access wireless LANs with elastic and inelastic traffic.
The authors in [6] applied the sum-of-squares relaxation to the nonconvex NUM problem and used semidefinite programming to solve it. The result approaches the global optimal solution when increasing the order of polynomials in the relaxation. However, the method requires a centralized computation, and the order is very high when the sigmoidal function is steeper at the inflection point.
The distributed solution to the nonconvex NUM remains an open problem. We employ the successive approximation method to solve the nonconvex NUM in this paper. The proposed algorithm converges to the suboptimal solution for all of the link capacity, and is implemented distributively. Instead of maximizing the total utility, we maximize the logarithm of total utility and approximate the new problem to the convex optimization problem which is efficiently solved using the dual decomposition method. After a series of approximations, the result converges to the point that satisfies the KKT conditions of the original problem.
In many simulations, it also converges to the globally optimal solution of the nonconvex NUM.
The successive convex approximation method is introduced in [8] and has been used mainly in Geometric Programming for power control problems to approximate the capacity constraints to the convex form, as in [9] - [11] . [9] has a nice overview of this method. In this paper, we utilize this method to approximate the logarithm of total utility to the convex form using the arithmetic-geometric mean inequality. More generally, our analysis can be applied to any differentiable, increasing, log-concave utility function.
We also extend the work to the joint power and rate allocation for multihop wireless networks. In the wireless environment, the link capacity is not fixed and is regulated by the transmitting power and the interference of other transmitting sources. The joint allocation of the rate and power for wireless networks has been widely studied, [9] - [12] . However, all of these studies addresses elastic traffic. The joint NUM is a nonconvex problem because of the nonconvex form of the capacity constraints. With both elastic and inelastic traffic, the new NUM problem is nonconvex for both the objective and constraints. We also utilize the successive approximation method to approximate the joint NUM to the convex problem. After a sequence of approximations, the algorithm converges to the KKT solution of the original problem.
The structure of the paper is as follows. Section I introduces the motivation of our study and related works. Section II presents the approximation problem and the successive approximation algorithm. Section III extends to the joint rate and power control framework for the wireless networks with both elastic and inelastic traffic. The more general utilities that the analysis can still be applied are discussed in Section IV. Finally, the simulation results and conclusions are given in Section V and Section VI, respectively.
II. NETWORK MODEL
In a network where N and L are the set of sources and set of links, and N and L are their respective cardinalities, the NUM is stated as
where c l is the capacity of link l, and L(s) is the path of flow with source s.
We consider two groups of utilities in this paper (see Figure 1 ). The concave utilities for elastic flows
and the sigmoidal utilities for inelastic flows
The sigmoidal function has the inflection point b. It is convex if x < b and is concave if x > b. The slope at the inflection point increases when increasing a. In Figure 1 , the two sigmoidal functions have a = 2 and a = 10. The step function, which represents the flows of hard constraint real-time applications (α = 2), U3(x) = log(x + 1)/ log(11) (α = 1), and U4(x) = such as video streaming, can be considered the sigmoidal function when a is very large. Problem 1 is nonconvex because of the sigmoidal utilities. So it cannot be solved by the canonical method as in [1] , [2] .
(Notations: In this paper, we use the italic characters to denote the variables and the bold characters to denote the vectors. For example, x s is the rate of source s and x is the rate vector with elements are rate of all sources.)
III. SUCCESSIVE APPROXIMATION METHOD

A. The convex approximate problem
We replace Problem 1 with the equivalent problem which has the same optimal/suboptimal rate allocation as follow
Max. log
Result 1: Problem 1 and Problem 2 share the same optimal/suboptimal solution. Moreover, if the couple
The proof of the second statement is quite straightforward by writing down the Lagrangian for Problem 1 and Problem 2. If (x * , λ * ) satisfies the KKT conditions of Problem 2 then (x
the KKT conditions of Problem 1.
Problem 2 remains a nonconvex optimization problem because of the nonconcave objective.
Result 2: For any vector
Proof: Making use of arithmetic-geometric mean inequality, we have
Taking the logarithm of both sides of the inequality, we obtain (2). The equality holds if and only if
From Result 2, we consider the approximate problem
Us(xs) θs
).
Result 3:
The functionsŨ s (x s ; θ s ), ∀s ∈ N are concave for both elastic and inelastic utilities.
Proof: We can easily verify that sigmoidal and concave functions are log-concave function.
From Result 3, Problem 3 becomes the basic NUM with a concave objective; therefore, we can solve it efficiently by using the dual decomposition method. Notice that Problem 3 is an approximation of Problem 2, not Problem 1. 
α-fair utility with α = 2
B. Solution to the approximation problem
We apply the dual decomposition method to Problem 3 similar to [2] . The dual function is given by
= max
and the dual problem is
The L x (x, λ) is a concave function in terms of x. Hence, the optimal point also satisfies the KKT conditions of the problem (7). Let q s l∈L(s) λ l , we have the rate update from solving the first derivative condition ∂Lx(x,λ) ∂xs = 0 as follow
where min(a, b) ). Table I shows the update function of some common utility functions. Applying the gradient projection algorithm for the dual problem (8), we obtain the congestion price
where stepsize κ is small enough for the convergence of the algorithm.
At source s, θ s in the τ -th step is updated based on the total utility information, (4). Hence, each source passes its optimal utility from the previous step as a message to all other sources for distributed implementation. Similar to the algorithm in [1] , [2] , sources update their rates and links update their prices distributively to solve τ -th approximation problem.
C. Successive approximation algorithm for the nonconvex NUM
Algorithm 1: Initialize x = 0 and θ = 1/N. In the τ -th iteration, 1) Each source updates θ s (τ ) using (4).
2) Each source updates the rate using (9), each link updates its price according to (10) until convergence to a value x ∞ (τ ).
3) Each source calculates its utility U s (x ∞ s (τ )) and transmits this information to all other sources. Proof: See the appendix.
IV. EXTENSION: JOINTLY RATE AND POWER CONTROL IN MULTIHOP WIRELESS NETWORKS
In the multihop wireless networks with the sets of sources and links are N and L, and N and L are their cardinalities respectively. The link's capacity is no longer constant, but a function function of transmitting power of all sources, c(P). For example, in the wireless systems without perfect orthogonal channels such as CDMA, the receiver node is interfered by transmitter nodes of all other links. Thus the link's capacity is calculated by
where SIR l (P) =
, G lk is the channel gain from transmitter of link k to link l, W is the baseband bandwidth, and K is a constant depending on the modulation, coding scheme and bit-error rate (BER). The NUM problem for jointly rate and power control is stated as x s ≤ c l (P), ∀l ∈ L,
Even with the strictly concave objective, the jointly NUM is a nonconvex problem because of the nonconvexity of the link's capacity constraints. The works in [10] - [12] have addressed the jointly NUM 8 with strict concave utility by deriving the original problem to the convex one. Using high SIR assumption, the author in [12] transforms the NUM problem into convex form solves it using dual decomposition method. [10] , [11] apply the successive approximation method to approximate the capacity constraints to convex form without the high SIR assumption.
With both elastic and inelastic traffic, the jointly NUM problem is nonconvex because of both objective and constraint. How to solve it in the distribution manner is a hard problem. We can combine our framework to solve the jointly NUM with or without high SIR assumption. Fortunately, our approximation framework gets along with the current works solving the jointly NUM with elastic traffic that use successive approximation approach. In this paper, we utilize the technique in [11] to derive the algorithm for the jointly NUM.
A. Jointly rate and power control approximate problem
Instead of solving Problem 1 directly, we replace Problem 1 by the following problem x s ≤ c l (P),
For clearly representation of the capacity formula, we assume that W = 1 and K is absorbed in the channel gain G ll . Hence, we can rewrite the capacity formula (11) as follows
= log(
Result 4:
we have the following inequalities
Proof: From the arithmetic-geometric mean inequality, we have
Taking the logarithm of both sides of above inequality,
With the use of link's capacity formula (13), we get (15).
The equality holds if and only if
Particularly,
Inspired by Result 2 and 4, we approximate Problem 5 to the new problem as follows 
, and
Result 5: The functionsŨ s (x s ; θ s ), ∀s ∈ N andc l (P; η l ), ∀l ∈ L are concave.
Proof:c l (P; η l ) is concave because they have the form of an affine function subtracts to a log-sum-exp function which is convex, [13, 3.1.5].
From Result 3 and 5, Problem 6 is a convex optimization problem. Hence, it is easily solved by Lagrange dual decomposition method.
B. Solution to the jointly rate and power control approximate problem
We also apply the Lagrange dual decomposition method to solve the approximate problem, the dual function is given by
where L x (x, λ) is defined in (7) and L P (P, λ) l∈L λ lcl (P; η l ).
The dual problem is given by
The subproblems are all convex because L x (x, λ), L P (P, λ) are concave function in terms of x and P respectively. Therefore the optimal points of the subproblems also satisfies the KKT conditions. The first subproblem is exactly same as (7), thus the rate update is also the update (9).
From the first derivative condition of the second subproblem,
Transforming (22) back to P space, we obtain the power update
where
Also using the gradient projection method to solve the dual problem (21), we obtain the price update as follow
where κ is a small enough step-size for the convergence of the algorithm. . In the τ -th iteration, 1) Updating θ(τ ) and η(τ ) with (4) and (18).
C. Successive approximation algorithm for jointly rate and power control
2) Updating the rate, power, and congestion prices according to (9) , (23), and (25) respectively to solve Problem 5 until convergence to the stationary point x o (τ ), P o (τ ).
3) Increasing τ and go back to step 1. 
V. LOG-CONCAVE UTILITIES
Finally, we find conditions of utility functions that the above analysis can still be applied. It is easily to see that the first criteria are 1) continuously differentiable, and increasing function;
2) U(x) ≥ 0, ∀x ≥ 0 and U(.) is bounded when x is bounded.
The important condition is the function θ log(
) must be concave. In the other words, U(x) are log-concave functions. If the utility function is twice differential function, the log-concave condition is similar to
For example, the following utilities are log-concave:
• concave functions satisfying condition 1) and 2);
• polynomials having all real roots and satisfying condition 1) and 2), [13, prob 3 .51] such as x, x 2 ,
x(x + 1),...
VI. NUMERICAL RESULTS
In the implementation, we can consider the inner loops get the stationary point if
< ǫ for inner iterations and
< ǫ for outer iterations. The error bound in our simulation is ǫ = 10 −4 .
The update of rate is given in Table I .
A. Experiment 1: Network with single bottleneck link
Consider a network with a single link and two flows. One flow is inelastic and one flow is elastic with their utility are 1 1+e −2(x 1 −5) and log(x 2 + 1) respectively. With the link's capacity is 6 Mpbs, which is under provisioning [5, Example 3], we could not find any step-size for the convergence of the dual-standard algorithm even with the diminishing stepsize, [5] (see Figure 2) . However, we have the convergence of Algorithm 1 in Figure 3 with x * = (5 1) Mbps and U * = 1.931 which is also same as the globally optimal solution. Figure 4 plots the aggregate utility in terms of outer iterations. We can see that the aggregate utility increasing after each outer step as Algorithm 1 states.
When we increase the link's capacity to 15 Mbps (over-provision), both standard dual-based algorithm and Algorithm 1 converge. Our proposed algorithm also converges to the standard dual-based algorithm solution which is also the global optimality. The optimal solution is x = (6.4197 8.581)Mbps and U * = 3.2045 ( Figure 5 ). 
B. Experiment 2: Network with all sigmoidal utilities
The network has two links and three inelastic flows with utility function are all 1 1+e −(x−5) as in Figure 6 ). By using diminishing stepsize, in case c = (4 8) Mbps, we have the suboptimal solution is x * = (0 4 8) Mbps and U * = 1.2282, Figure 7 and 8. In case c = (9 10) Mbps, we have x * = (0 9 10) Mbps and U * = 1.982, Figure 9 and 10, which is also the optimal value according to [6, Example 3] .
C. Experiment 3: Network with multiple bottleneck links, many utility types
Consider the network with four indirect links as in Figure 11 with three links and four flows with utility functions are U 1 (x) = 
D. Experiment 4: Jointly rate and power control
We consider the network topology with four transmitting nodes on four links as in Figure ? ?. The parameters of the simulation are same as in [11] : W = 1 MHz; K = −1.5/ log(5BER) with BER = and inelastic utilities. The distributed algorithm converges to the suboptimal of the original problem. We also extend the work to allocate the rate and power for two kinds of flows in the multihop wireless networks. We prove that the analysis can be applied to any log-concave utility. The simulation shows the convergence of the algorithm and it also converges to the global solution in many of our simulations.
APPENDIX
Proof the Theorem 1
Let's define some parameter for convenience presentation as follows:
• x o (τ ), the initial point of step τ ;
• x ∞ (τ ), the stationary point of step τ ;
• G(x) log s∈N U s (x s ) ; and
•G(x; θ) s∈NŨ s (x s ; θ s ), the function of x parameterized by θ.
We firstly prove the convergence of the algorithm. The solution of Problem 2 indeed increases the objective of Problem 1 monotonically in each step:
≤G(x ∞ (τ ); θ(τ ))
≤ G(x ∞ (τ )).
(28) is obtained by the replacement θ s (τ ) = Us x ∞ s (τ −1)
and x o (τ ) = x ∞ (τ − 1), (29) is satisfied because x ∞ (τ ) is the optimal point given θ(τ ), and (30) is from (3). Moreover, G(x) is always bounded as x is bounded, therefore Algorithm 1 converges.
Now we prove the stationary point of Algorithm 1 is also the KKT point of Problem 2. Define (x * , λ * )
be the solution of Problem 3 along with θ * . Thus (x * , λ * ) is also the KKT point of Problem 3.
∇G(x * ; θ * ) − q * = 0,
i:l∈Ls Therefore, ∇G(x * ; θ * ) − q * = ∇G(x * ) − q * = 0. The remains KKT conditions keep the same. Thus the second statement is proved.
