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On ramification in transcendental extensions of
local fields
Isabel Leal
∗
Abstract
Let L/K be an extension of complete discrete valuation fields, and
assume that the residue field of K is perfect and of positive characteristic.
The residue field of L is not assumed to be perfect.
In this paper, we prove a formula for the Swan conductor of the image
of a character χ ∈ H1(K,Q/Z) in H1(L,Q/Z) for χ sufficiently rami-
fied. Further, we define generalizations ψabL/K and ψ
AS
L/K of the classical
ψ-function and prove a formula for ψabL/K(t) for sufficiently large t ∈ R.
1 Introduction
Let K be a complete discrete valuation field. Classical ramification theory has
extensively studied finite Galois extensions L/K when the residue field of K
is perfect. Much progress has also been achieved when the residue field is no
longer assumed to be perfect, such as K. Kato’s generalization of the classical
Swan conductor Swχ ∈ Z≥0 for abelian characters χ : G(L/K) → Q/Z ([5])
and A. Abbes and T. Saito’s generalization of the upper ramification filtration
G(L/K) ([1]). Yet there are still many open questions, both when the residue
field of K is imperfect and when the extension L/K is transcendental.
Let L/K be a finite Galois extension of complete discrete valuation fields
with perfect residue fields. Denote by e(L/K) the ramification index of L/K
and by DlogL/K the wild different of L/K, i.e., D
log
L/K = DL/K−e(L/K)+1, where
DL/K is the different of L/K. It is classically known that, if χ ∈ H
1(K,Q/Z)
and χL is its image in H
1(L,Q/Z), then, when Swχ≫ 0,
SwχL = ψL/K(Sw χ) = e(L/K) Swχ−D
log
L/K , (1.1)
where ψL/K is the classical ψ-function (see, for example, [13]).
In this paper, we obtain a formula resembling (1.1) for (possibly transcen-
dental) extensions L/K of complete discrete valuation fields when the residue
field of K is perfect but the residue field of L is not necessarily perfect, and then
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define generalizations of the classical ψ-function. To be precise, we first prove
the two following results, the first when L is of equal positive characteristic and
the second when L is of mixed characteristic. Here Ωˆ1OL/OK (log) denotes the
completed OL-module of relative differential forms with log poles, δtor(L/K)
the length of its torsion part, and eK the absolute ramification index of K. For
a character χ ∈ H1(L,Q/Z), Swχ denotes Kato’s Swan conductor of χ (defined
in [5]).
Main Result 1 (Theorem 2.12). Let L/K be an extension of complete discrete
valuation fields of equal characteristic p > 0. Assume that K has perfect residue
field and χ ∈ H1(K,Q/Z) is such that
Swχ >
p
p− 1
δtor(L/K)
e(L/K)
.
Denote by χL its image in H
1(L,Q/Z). Then
SwχL = e(L/K) Swχ− δtor(L/K).
Main Result 2 (Theorem 4.13). Let L/K be an extension of complete discrete
valuation fields of mixed characteristic. Assume that K has perfect residue field
of characteristic p > 0 and χ ∈ H1(K,Q/Z) is such that
Swχ ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
.
Denote by χL its image in H
1(L,Q/Z). Then
SwχL = e(L/K) Swχ− δtor(L/K).
After proving these two main results, we relate this discussion to the ψL/K
function for L/K. More precisely, we define two ψ-functions ψASL/K and ψ
ab
L/K
when K has perfect residue field but L has residue field not necessarily perfect.
We then show that, in the classical case of finite L/K, both these definitions
coincide with the classical ψL/K function. Finally, we prove that we can regard
our first two main theorems as formulas for ψabL/K(t) for t≫ 0:
Main Result 3 (Theorem 5.4). Let L/K be an extension of complete discrete
valuation fields. Assume that K has perfect residue field of characteristic p > 0.
Let t ∈ R≥0 be such that
t ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
if K is of characteristic 0,
t >
p
p− 1
δtor(L/K)
e(L/K)
if K is of characteristic p.
Then
ψabL/K(t) = e(L/K)t− δtor(L/K).
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Our methods for the proof of Main Result 1 differ greatly from those for the
proof of Main Result 2. In the equal characteristic case, we use Artin-Schreier-
Witt theory. In the mixed characteristic case, we use M. Kurihara’s exponential
map ([8]) and a modified version of higher dimensional local class field theory.
We hope to apply the results of this paper to generalize a previous work ([9])
that studies the ramification of the action of the absolute Galois group GK on
H1(UK ,G ) (where U is an open curve over K and G a smooth ℓ-adic sheaf of
rank 1 on U) from the semi-stable case to a more general one.
The organization of this paper is the following: in Section 2, we study the
positive characteristic case and prove Main Result 1. In Section 3, we introduce
the discussion of the mixed characteristic case by studying the example of a two-
dimensional local field whose last residue field is finite. In Section 4, we study
the general mixed characteristic case and prove Main Result 2. In Section 5,
we define generalizations of the ψ-function when the residue field of L is not
necessarily perfect and prove Main Result 3, which connects them with the other
main results of this paper.
Notation. Through this paper, for a complete discrete valuation field K, OK
denotes its ring of integers, mK the maximal ideal, πK a prime element, and
GK the absolute Galois group. Lowercase k denotes the residue field of K, and
vK the discrete valuation. We write U
n
K = 1 +m
n
K .
When we say that K is a local field, we mean that K is a complete discrete
valuation field with perfect (not necessarily finite) residue field. Similarly, when
we say K is a q-dimensional local field, we mean that there is a chain of fields
K = Kq,Kq−1, . . . ,K1,K0 such that, for each 1 ≤ i ≤ q, Ki is a complete
discrete valuation field with residue field Ki−1 and K0 is a perfect field. When
the last residue field K0 is finite, we say that K is a q-dimensional local field
with finite last residue field.
We write
Ωˆ1OK (log) = lim←−
m
Ω1OK (log)/m
m
KΩ
1
OK (log),
where
Ω1OK (log) = (Ω
1
OK ⊕ (OK ⊗Z K
×))/(da− a⊗ a, a ∈ OK , a 6= 0).
We shall denote by Ptor the torsion part of an abelian group P . Let L/K an
extension of complete discrete valuation fields (of either mixed characteristic or
positive characteristic p > 0). Throughout this paper, e(L/K) shall denote the
ramification index of L/K and eK the absolute ramification index of K. When
k is perfect, δtor(L/K) shall denote the length of
(
Ωˆ1OL(log)
OL ⊗OK Ωˆ
1
OK
(log)
)
tor
.
The r-th Milnor K-group of L shall be denoted by Kr(L). We denote by
UnKr(L) the subgroup of Kr(L) generated by elements {a, b1, . . . , br−1} where
a ∈ UnL , bi ∈ L
×, and we write
Kˆr(L) = lim←−
n
Kr(L)/U
nKr(L)
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and
UnKˆr(L) = lim←−
n′
UnKr(L)/U
n′Kr(L).
Following the notation in [5], we write, for A a ring over Q or a smooth ring
over a field of characteristic p > 0, and n 6= 0,
Hqn(A) = H
q((SpecA)et,Z/nZ(q − 1))
and
Hq(A) = lim
−→
n
Hqn(A).
2 Swan conductor in positive characteristic
Let L be complete discrete valuation field of equal characteristic p > 0. In this
section, we will study extensions L/K where K is a local field (and therefore k
is perfect). To be precise, we shall show that, if χ ∈ H1(K) has Swan conductor
sufficiently large, then
SwχL = e Swχ− δtor(L/K),
where χL is the image of χ in H
1(L) and e = e(L/K). For that goal, we will
use valuations on differential forms and Witt vectors, as well as the notion of a
Witt vector being “best”, defined later.
First of all, we review some concepts necessary for our discussion. By com-
pleted free OL-module with basis {eλ}λ∈Λ, we mean lim←−
m
M/mmLM , where M is
the free OL-module with basis {eλ}λ∈Λ. Write L = l((πL)) for some prime
πL ∈ L, where l is the residue field of L. Let {bλ}λ∈Λ be a lift of a p-
basis of l to OL. Then Ωˆ
1
OL
(log) is the completed free OL-module with basis
{dbλ, d log πL : λ ∈ Λ}. Write Ωˆ
1
L = L⊗OL Ωˆ
1
OL
(log).
Recall that, when K is a local field of positive characteristic, Ωˆ1OK (log) is
free of rank one and, for an extension of complete discrete valuation fields L/K,
δtor(L/K) is the length of the torsion part of Ωˆ
1
OL/OK
(log).
Denote by Ws(L) the Witt vectors of length s. There is a homomorphism
d :Ws(L)→ Ωˆ
1
L given by
a = (as−1, . . . , a0) 7→
∑
i
ap
i−1
i dai.
Remark 2.1. In the literature, the operator d : Ws(L) → Ωˆ
1
L(log) is often
denoted by F s−1d.
We can define valuations on Ωˆ1L and Ws(L) as follows. If ω ∈ Ωˆ
1
L and
a ∈Ws(L), let
vlogL ω = sup
{
n : ω ∈ πnL ⊗OL Ωˆ
1
OL(log)
}
,
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and
vL(a) = −max
i
{−pivL(ai)} = min
i
{pivL(ai)}.
These valuations define increasing filtrations of Ωˆ1L and Ws(L) by the sub-
groups
FnΩˆ
1
L = {ω ∈ Ωˆ
1
L : v
log
L ω ≥ −n}
and
FnWs(L) = {a ∈Ws(L) : vL(a) ≥ −n},
respectively, where n ∈ Z≥0. The latter filtration was defined by Brylinski in
[2].
By the theory of Artin-Schreier-Witt, there are isomorphisms
Ws(L)/(F − 1)Ws(L) ≃ H
1(L,Z/psZ),
where F is the endomorphism of Frobenius. Kato defined in [5] the filtration
FnH
1(L,Z/psZ) as the image of FnWs(L) under this map. We recall that,
for χ ∈ H1(L,Z/psZ), the Swan conductor Sw χ is the smallest n such that
χ ∈ FnH
1(L,Z/psZ).
We shall now define what it means for a Witt vector a ∈ Ws(L) to be “best”,
as well as the notion of relevance length.
Definition 2.2. Let a ∈ Ws(L), and n be the smallest non-negative integer such
that a ∈ FnWs(L). We say that a is best if there is no a
′ ∈ Ws(L) mapping
to the same element as a in H1(L,Z/psZ) such that a′ ∈ Fn′Ws(L) for some
non-negative integer n′ < n.
When vL(a) ≥ 0, a is clearly best. When vL(a) < 0, a is best if and only if
there are no a′, b ∈Ws(L) satisfying
a = a′ + (F − 1)b
and vL(a) < vL(a
′).
Observe that a ∈ FnWs(L)\Fn−1Ws(L) is best if and only if n = Swχ,
where χ is the image of a under FnWs(L) → H
1(L,Z/psZ). We remark that
“best a” is not unique.
We shall start by deducing a simple criterion for determining when a is best.
When s = 1 the characterization of “best a” is well-known: every a ∈ OL is
best, and a ∈ L\OL is best if and only if either p ∤ vL(a) or p | vL(a) but a¯ /∈ lp,
where a¯ denotes the residue class of a/π
vL(a)
L for a prime element πL ∈ L. In
this section we will characterize best a for arbitrary s. We shall prove that a
is best if and only if ai is best for some relevant position i, in the sense of the
following definition.
Definition 2.3. We shall say that the i-th position of a is relevant if vL(a) =
pivL(ai). Let j = max{i : vL(a) = p
ivL(ai)}. Then j + 1 shall be called the
relevance length of a.
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Lemma 2.4. Let a ∈Ws(L) be of negative valuation. We have vL(a) = v
log
L (da)
if and only if there is some relevant position k such that vL(ak) = v
log
L (dak).
Proof. Let I denote the subset of {0, . . . , s−1} consisting of i such that the i-th
position is relevant and v(ai) = v
log
L (dai). Let j+1 denote the relevance length
of a. We have
da =
∑
i∈I
ap
i−1
i dai +
∑
i/∈I
ap
i−1
i dai.
Clearly
vlogL
(∑
i/∈I
ap
i−1
i dai
)
> vL(a),
so it is enough to prove that
vlogL
(∑
i∈I
ap
i−1
i dai
)
= vL(a)
if I is nonempty.
Assume I nonempty. Since the relevance length of a is j + 1, we get that
pj | vL(a). We have vL(a) = −np
j for some n ∈ N. For each i ∈ I, we have
vL(ai) = −np
j−i. Write ai = π
−npj−i
L ui, where ui ∈ OL is a unit.
Then ∑
i∈I
ap
i−1
i dai = π
−npj
L
(∑
i∈I
up
i−1
i dui − nu
pj
j
dπL
πL
)
.
If p ∤ n, then
vlogL
(∑
i∈I
ap
i−1
i dai
)
= vL(a).
On the other hand, if p | n,∑
i∈I
ap
i−1
i dai = π
−npj
L
∑
i∈I
up
i−1
i dui.
Let u¯i denote the image of ui in the residue field l. Then
vlogL
(
π−np
j
L
∑
i∈I
up
i−1
i dui
)
> vL(a)
if and only if ∑
i∈I
u¯p
i−1
i du¯i = 0.
If ∑
i∈I
u¯p
i−1
i du¯i = 0,
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then, by repeatedly applying the Cartier operator, we see that u¯i ∈ l
p for every
i ∈ I. This implies vL(ai) < v
log
L (dai) for every i ∈ I, a contradiction. Hence
we must have
vlogL (da) = vL(a).
Lemma 2.5. Let a ∈ Ws(L) be of negative valuation. Assume that vL(a) <
vlogL (da) and the relevance length of a is 1. Then a is not best.
Proof. Since the relevance length is 1, we have vlogL (a
pi−1
i dai) ≥ p
ivL(ai) >
vL(a0) for i > 0. Therefore we must have vL(a0) < v
log
L (da0), which implies
that there exist a′0, b0 ∈ L such that a0 = a
′
0+ b
p
0− b0 and vL(a0) < vL(a
′
0). Let
a′ = (0, . . . , 0, a′0) and b = (0, . . . , 0, b0). We have
a = a′ + (F − 1)b,
and vL(a) = vL(a0) < vL(a
′), so a is not best.
Lemma 2.6. Let a ∈Ws(L) be an element of negative valuation. Assume that
vL(a) < v
log
L (da). Then a is not best.
Proof. We shall prove by induction on the relevance length. The case in which
a has relevance length 1 has been proven in Lemma 2.5. Assume now that a
has relevance length j + 1.
From Lemma 2.4, v(aj) < v
log
L (daj), so there exist a
′
j , bj ∈ L such that
aj = a
′
j + b
p
j − bj and vL(aj) < vL(a
′
j). Observe that vL(aj) = pvL(bj). Let
b = (0, . . . , 0, bj, 0, . . . , 0) and a
′ = a− (F − 1)b. Then
a′ = a− Fb+ b = (as−1, . . . , aj+1, a
′
j , a˜j−1, . . . a˜0),
where pivL(a˜i) ≥ vL(a) for every 0 ≤ i ≤ j − 1.
We have two cases. If pivL(a˜i) > vL(a) for all 0 ≤ i ≤ j − 1, then vL(a
′) >
vL(a), so a is not best.
On the other hand, if vL(a˜i) = vL(a) for some 0 ≤ i ≤ j − 1, then a
′ has
relevance length at most j and vL(a
′) = vL(a). Further, da
′ = da + db. Since
vL(a) < v
log
L (da) and vL(a) = pvL(b) ≤ pv
log
L (db), we have vL(a) < v
log
L (da
′).
Thus vL(a
′) < vlogL (da
′) and a′ is of relevance length at most j. By induction,
a′ is not best, i.e., there are a′′, c ∈Ws(L) such that
a′ = a′′ + (F − 1)c,
with v(a′) < v(a′′). Then
a = a′ + (F − 1)b = a′′ + (F − 1)(b+ c),
with vL(a) < vL(a
′′). Thus a is not best.
Theorem 2.7. Let a ∈ Ws(L). The following conditions are equivalent:
(i) a is best.
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(ii) There exists some relevant position i such that ai is best in the sense of
length one.
(iii) vL(a) = v
log
L (da).
Proof. Observe that, when a has non-negative valuation, (i), (ii) and (iii) are
all simultaneously satisfied, so in the following we assume vL(a) < 0.
(ii)⇔ (iii) by Lemma 2.4.
Lemma 2.6 proves (i)⇒ (iii).
To prove (iii)⇒ (i), assume that a is not best. Then there are a′, b ∈Ws(L)
such that a = a′ + (F − 1)b and vL(a) < vL(a
′). We have pvlogL (db) ≥ pvL(b) =
vL(a), so both v
log
L (db) > vL(a) and v
log
L (da
′) ≥ vL(a
′) > vL(a). Since da =
da′ − db, we get that vlogL (da) > vL(a).
We shall now use the notion of “best a” to construct a homomorphism
FnH
1(L,Z/psZ) → FnΩˆ1L/F⌊n/p⌋Ωˆ
1
L satisfying some useful properties. Given
an element of H1(L,Z/psZ), it is easy to show the existence of a best a ∈Ws(L)
in its preimage. We then have the following proposition:
Proposition 2.8.
(i) There is a unique homomorphism
rsw : FnH
1(L,Z/psZ)→ FnΩˆ
1
L/F⌊n/p⌋Ωˆ
1
L,
called refined Swan conductor, such that the composition
FnWs(L) FnH
1(L,Z/psZ) FnΩˆ1L/F⌊n/p⌋Ωˆ
1
L
coincides with
d : FnWs(L)→ FnΩˆ
1
L/F⌊n/p⌋Ωˆ
1
L.
(ii) For ⌊n/p⌋ ≤ m ≤ n, the induced map
rsw : FnH
1(L,Z/psZ)/FmH
1(L,Z/psZ)→ FnΩˆ
1
L/FmΩˆ
1
L
is injective.
Proof. To prove assertion (i), define rsw as follows. Given an element χ ∈
FnH
1(L,Z/psZ), take a ∈ FnWs(L) such that a is best and the image of a is
χ. Then put rswχ = da.
We must show that this map is well-defined. Let a′ ∈ FnWs(L) be another
element that is best and maps to χ. Then
a = a′ + (F − 1)b
for some b ∈ Ws(L). We get that pv
log
L (db) ≥ pvL(b) ≥ −n, so db ∈ F⌊n/p⌋Ωˆ
1
L.
Since da = da′ − db, da and da′ define the same class in FnΩˆ
1
L/F⌊n/p⌋Ωˆ
1
L.
Uniqueness of the map is clear.
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We shall now prove (ii). Let χ ∈ FnH
1(L,Z/psZ) such that rswχ ∈ FmΩˆ1L.
Take a ∈ FnWs(L) that is best and such that da = rswχ. Since a is best, we
have
vlogL (rswχ) = v
log
L (da) = vL(a) ≥ −m,
so a ∈ FmWs(L). It follows that χ ∈ FmH
1(L,Z/psZ).
Remark 2.9. Related results were obtained by Y. Yatagawa in [14], where the
author compares the non-logarithmic filtrations of Matsuda ([10]) and Abbes-
Saito ([1]) in positive characteristic.
Remark 2.10. Our refined Swan conductor rsw is a refinement of the refined
Swan conductor defined by K. Kato in [5, §5].
Let L/K be an extension of complete discrete valuation fields of positive
characteristic p > 0, and assume that K has perfect residue field k. Let χ ∈
H1(K) and χL its image in H
1(L). We shall now use Proposition 2.8 to compute
the Swan conductor of χL. We will need the following lemma:
Lemma 2.11. Let L/K be an extension of complete discrete valuation fields of
equal characteristic p > 0. Write e = e(L/K) and assume that k is perfect.
Let ω ∈ Ωˆ1K , and ωL be the image of ω in Ωˆ
1
L. Then
vlogL (ωL) = ev
log
K (ω) + δtor(L/K).
Proof. Since the residue field k of K is perfect, Ωˆ1OK (log) = OK
dpiK
piK
. Let
{bλ}λ∈Λ be a lift of a p-basis of l to OL, so that Ωˆ
1
OL
(log) is the completed free
module with basis {dbλ, d log πL : λ ∈ Λ}. Write
dpiK
piK
=
∑
αλdbλ + αd log πL,
where αλ, α ∈ OL. Then
δtor(L/K) = min{{vL(α)} ∪ {vL(αλ) : λ ∈ Λ}} = v
log
L
(
dπK
πK
)
.
Writing ω = γ dpiKpiK for some γ ∈ K, we see that
vlogL (ω) = vL(γ) + v
log
L
(
dπK
πK
)
= evK(γ) + δtor(L/K) = ev
log
K (ω) + δtor(L/K).
Theorem 2.12. Let L/K be an extension of complete discrete valuation fields
of equal characteristic p > 0. Assume that K has perfect residue field.
Denote by e(L/K) the ramification index of L/K. Assume that χ ∈ H1(K)
is such that
Swχ >
p
p− 1
δtor(L/K)
e(L/K)
.
Let χL be its image in H
1(L). Then
SwχL = e(L/K) Swχ− δtor(L/K).
9
Proof. Write e = e(L/K). It is enough to show that, for a character χ ∈
H1(K,Z/psZ) corresponding to the Artin-Schreier-Witt equation (F−1)X = a,
we have that, if Swχ > p(p− 1)−1e−1δtor(L/K), then
SwχL = e Swχ− δtor(L/K).
To simplify notation, write n = Swχ, δtor = δtor(L/K). The case e = 1 is
simple, so we assume e > 1. Since Swχ > p(p − 1)−1e−1δtor(L/K), we have
that enp < en − δtor, so ⌊
en
p ⌋ ≤ en − δtor − 1. From that, Theorem 2.7, and
Lemma 2.11, we get that the diagram
FnH
1(K,Z/psZ)/Fn−1H1(K,Z/psZ) FnΩˆ1K/Fn−1Ωˆ
1
K
FenH
1(L,Z/psZ)/Fen−δtor−1H
1(L,Z/psZ) FenΩˆ1L/Fen−δtor−1Ωˆ
1
L
commutes, and the horizontal arrows are injective. Thus
SwχL = e(L/K) Swχ− δtor(L/K).
3 The example of a two-dimensional local field
of mixed characteristic with finite last residue
field
In Section 2, we proved Main Result 1. We shall now focus on proving Main
Result 2. Let L/K be an extension of complete discrete valuation fields of mixed
characteristic, and assume that K has perfect residue field. We will show that,
if χ ∈ H1(K) has Swan conductor sufficiently large, then
SwχL = e Swχ− δtor(L/K),
where χL is the image of χ in H
1(L) and e = e(L/K) is the ramification index
of L/K.
The proof of this result is based on two key ideas: the commutativity of a
diagram of the form
m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log) Kˆq(L)
m
n′
K K
×
expη
ResL/K ResL/K
expη
and a modified version of higher dimensional local class field theory. In order
to facilitate comprehension and illustrate the main ideas, in the present section
we will consider, in a brief and expository way, the special case in which L is
a two-dimensional local field with finite last residue field. In this special case,
10
the second key idea is simpler, since we can use two-dimensional local class field
theory without any modification. In Section 4 we consider the general case in
which L is a complete discrete valuation field of mixed characteristic.
Through this section, we let L be a two-dimensional local field of mixed
characteristic with residue field l of characteristic p > 0, and K ⊂ L a one-
dimensional local field with finite residue field k.
As a consequence of [11], there is a residue homomorphism
ResL/K : Ωˆ
1
OL → OK
which induces
ResL/K : Ωˆ
1
OL(log)⊗OL L→ K.
Example 3.1. When L = K{{T }} (see page 17),
ResL/K
(
∞∑
i=−∞
aiT
i dT
T
)
= a0.
From [8], if η ∈ OL is such that vL(η) ≥
2eL
p− 1
+1, there exists an exponential
map
expη : Ωˆ
1
OL(log)→ Kˆ2(L).
This map is used in the following theorem, which is the first key step in the
proof of the main result for the special case of a two-dimensional local field
with finite last residue field. Its proof is omitted due to similarity with that of
Theorem 4.11.
Theorem 3.2. Let L be a two-dimensional local field of mixed characteristic
and with finite last residue field, and K ⊂ L a local field. Write e = e(L/K).
Let η ∈ OK be such that
n = vK(η) ≥
2eK
p− 1
+
1
e
.
Then, if n′ ∈ N satisfies
n′ ≥
δtor(L/K)
e
,
we have a commutative diagram
m
en′−δtor(L/K)
L Ωˆ
1
OL
(log) Kˆ2(L)
m
n′
K K
×
expη
ResL/K ResL/K
expη
where the right vertical arrow is the residue homomorphism from K-theory de-
fined in [4] and the top and bottom horizontal maps are, respectively, the expo-
nential maps expη,2 and expη,1 defined in [8].
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We observe that m
en′−δtor(L/K)
L Ωˆ
1
OL
(log) → mn
′
K in the diagram above is
surjective (see Proposition 4.10) and the images of
expη : m
en′−δtor(L/K)
L Ωˆ
1
OL(log)→ Kˆ2(L)
and
expη : m
n′
K → K
×
are, respectively, Ue(n+n
′)−δtor(L/K)Kˆ2(L) and U
n+n′
K (see Lemma 4.2).
Theorem 3.2 is then combined with two-dimensional local class field theory
to prove the main result in the particular case of a two-dimensional local field
of mixed characteristic with finite last residue field:
Theorem 3.3. Let L be a two-dimensional local field of mixed characteristic
with finite last residue field, and K ⊂ L be a local field. Assume that χ ∈ H1(K)
is such that
Swχ ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
.
Denote by χL its image in H
1(L). Then
SwχL = e(L/K) Swχ− δtor(L/K).
Proof. Write e = e(L/K). Let n′ =
⌈
δtor(L/K)
e
⌉
and n = Swχ−n′. Pick η ∈ OK
with vK(η) = n. By two-dimensional local class field theory, the diagram
Kˆ2(L) G
ab
L
K× GabK
ResL/K
commutes. Together with Theorem 3.2, this gives us a commutative diagram
m
en′−δtor(L/K)
L Ωˆ
1
OL
(log) Kˆ2(L) G
ab
L
m
n′
K K
× GabK
expη
ResL/K ResL/K
expη
From Proposition 4.10, the left vertical arrow is surjective. We know that
Swχ = m if and only if χ kills Um+1K but not U
m
K , and SwχL = m if and only
if χL kills U
m+1Kˆ2(L) but not U
mKˆ2(L) (see the proof of Proposition 4.12 for
details). Then it follows from the commutative diagram above and Lemma 4.2
that
SwχL = e(n
′ + n)− δtor(L/K) = e Swχ− δtor(L/K).
As a guide for Section 4, we will use Theorem 3.3 to get the same result for
a complete discrete valuation field of mixed characteristic L which has residue
field that is a function field in one variable over a finite field. In Section 4,
Proposition 4.12 will be used to obtain Theorem 4.13 in an analogous way.
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Corollary 3.4. Let L be a complete discrete valuation field of mixed charac-
teristic, and K ⊂ L be a local field. Assume that the residue field l of L is a
function field in one variable over the finite residue field k of K.
Assume that χ ∈ H1(K) is such that
Swχ ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
.
Denote by χL its image in H
1(L). Then
SwχL = e(L/K) Swχ− δtor(L/K).
Proof. It is sufficient to prove that this case can be reduced to that of a two-
dimensional local field with finite last residue field.
Since l is a function field in one variable over k, l is a finite separable exten-
sion of k(T ) for some transcendental element T . Then there is an embedding of
l into a finite separable extension E of k((T )). Note that {T } is a p-basis for
both l and E. Then there is a complete discrete valuation field L(E) which is
an extension of L satisfying OL ⊂ OL(E), OL(E)mL = mL(E), and the residue
field of L(E) is isomorphic to E over l.
From [5, Lemma 6.2], we get that SwχL(E) = SwχL. Further, since E
is a one-dimensional local field, L(E) is a two-dimensional local field. Fi-
nally, since E and l have the same p-basis {T }, and πL is a prime for both
L and L(E), the map OL(E) ⊗OL Ωˆ
1
OL
(log) → Ωˆ1OL(E)(log) is an isomorphism
and we get OL(E) ⊗OL Ωˆ
1
OL
(log)tor ≃ Ωˆ
1
OL(E)
(log)tor. Therefore, by definition,
δtor(L(E)/K) = δtor(L/K).
Thus it is sufficient to prove that
SwχL(E) = e(L(E)/K) Swχ− δtor(L(E)/K),
which follows from Theorem 3.3.
4 Swan conductor in the general mixed charac-
teristic case
In this section, we shall generalize the results of the previous section to the
more general case in which L is any complete discrete valuation field of mixed
characteristic. We start by briefly reviewing some necessary background and
proving some preliminary results.
Let L be a complete discrete valuation field of mixed characteristic. Let B
be a lift of a p-basis of the residue field l to OL. Write {eλ}λ∈Λ = {db : b ∈
B} ∪ {d logπL}. The OL-module Ωˆ
1
OL
(log) has the structure
Mˆ ⊕OL/m
a
LOL
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for some a ∈ Z≥0 (see [7, Lemma 1.1] and [6, 4.3]). Here Mˆ is the completed
free OL-module with basis {eλ}λ∈Λ−{µ}, i.e., Mˆ = lim←−
m
M/mmLM whereM is the
free OL-module with basis {eλ}λ∈Λ−{µ} for some µ ∈ Λ.
We have, from [8, Theorem 0.1], the existence of an exponential map
expη,r+1 : Ωˆ
r
OL(log)→ Kˆr+1(L)
when η ∈ OL satisfies
vL(η) ≥
2eL
p− 1
+ 1.
This exponential map satisfies
a
db1
b1
∧ · · · ∧
dbr
br
7→ {exp(ηa), b1, . . . , br}
for a ∈ OL, bi ∈ O
×
L . We shall denote expη,r+1 simply by expη through this
paper.
Remark 4.1. More precisely, in [8], M. Kurihara proved the existence of an
exponential map
expη,r+1 : Ωˆ
r
OL → Kˆr+1(L)
when η ∈ OL satisfies
vL(η) ≥
2eL
p− 1
.
Considering the existence of a map ΩˆrOL(log)→ Ωˆ
r
OL
satisfying the commutative
diagram
ΩˆrOL(log) Ωˆ
r
OL
ΩˆrOL
piL
piL
we can define, for
vL(η) ≥
2eL
p− 1
+ 1,
an exponential map
explogη,r+1 : Ωˆ
r
OL(log)→ Kˆr+1(L)
by taking the composite
explogη,r+1 = exp ηpiL ,r+1
◦πL.
Through this paper, we omit the superscript log when we write this exponential
map.
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Lemma 4.2. Let L be a complete discrete valuation field of mixed characteristic,
with residue field l of characteristic p > 0. Assume that η ∈ OL satisfies
n = vL(η) ≥
2eL
p− 1
+ 1.
Then the image of the exponential map
expη : m
n′
L Ωˆ
r
OL(log)→ Kˆr+1(L)
is Un+n
′
Kˆr+1(L).
Proof. Let a ∈ mn
′
L , bi ∈ O
×
L . Observe that, from the definition of the exponen-
tial map and [8, Proposition 3.2],
a
dπL
πL
∧
db1
b1
∧ · · · ∧
dbr−1
br−1
7→ {exp(paη), πL, b1, . . . , br−1}
and
a
db1
b1
∧ · · · ∧
dbr
br
7→ {exp(aη), b1, . . . , br}.
Then the image is contained in Un+n
′
Kˆr+1(L). Let n˜ ≥ n + n
′. Observe
that the maps
m
n˜
L
m
n˜+1
L
⊗ ΩrOL(log)→ U
n˜Kr+1(L)/U
n˜+1Kr+1(L)
given by
α⊗ β
db1
b1
∧ · · · ∧
dbr
br
7→ {1 + αβ, b1, . . . , br},
where α ∈ mn˜L, β ∈ OL, bi ∈ L
×, are surjective. Passing to the limit, we get
that expη : m
n′
L Ωˆ
r
OL
(log)→ Un+n
′
Kˆr+1(L) is surjective.
We shall now construct some tools and intermediate steps necessary for the
obtainment of the main result. For an extension of complete discrete valuation
fields of mixed characteristic L/K, where k is not necessarily perfect, denote by
δtor(L/K) the length of
Ωˆ1OL(log)tor
OL ⊗OK Ωˆ
1
OK
(log)tor
.
Remark 4.3. When k is perfect, the OK-module Ωˆ
1
OK
(log) is a torsion module,
and therefore δtor(L/K) is simply the length of(
Ωˆ1OL/OK (log)
)
tor
,
which coincides with the definition of δtor(L/K) introduced previously.
We have the following property:
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Lemma 4.4. Let L/M be a finite extension of complete discrete valuation fields
of characteristic zero. Assume that the residue field l of L has characteristic
p > 0 and [l : lp] = pr. Write e = e(L/M). Then
TrL/M
(
m
en−δtor(L/M)
L
ΩˆrOL(log)
ΩˆrOL(log)tor
)
= mnM
ΩˆrOM (log)
ΩˆrOM (log)tor
and
TrL/M
(
m
en−δtor(L/M)+1
L
ΩˆrOL(log)
ΩˆrOL(log)tor
)
= mn+1M
ΩˆrOM (log)
ΩˆrOM (log)tor
for every integer n.
Proof. We shall prove the first equality. Let δ(L/M) be the length of the OL-
module Ωˆ1OL/OM (log). Observe that
Ωˆ1OL(log)
Ωˆ1OL(log)tor
and
Ωˆ1OM (log)
Ωˆ1OM (log)tor
are free of
rank r. We have an exact sequence
0 OL ⊗
OM
Ωˆ1OM (log)
Ωˆ1OM (log)tor
Ωˆ1OL(log)
Ωˆ1OL(log)tor
Ωˆ1OL(log)
Ωˆ1OL(log)tor
OL ⊗
OM
Ωˆ1OM (log)
Ωˆ1OM (log)tor
0.
Since the length of
Ωˆ1OL(log)
Ωˆ1OL(log)tor
/(
OL ⊗OM
Ωˆ1OM (log)
Ωˆ1OM (log)tor
)
is δ(L/M)− δtor(L/M), we have that the length of
ΩˆrOL(log)
ΩˆrOL(log)tor
/(
OL ⊗OM
ΩˆrOM (log)
ΩˆrOM (log)tor
)
is also δ(L/M)− δtor(L/M). Since
ΩˆrOL(log)
ΩˆrOL(log)tor
and
ΩˆrOM (log)
ΩˆrOM (log)tor
are both free
of rank one, we have
ΩˆrOL(log)
ΩˆrOL(log)tor
= m
δtor(L/M)−δ(L/M)
L
ΩˆrOM (log)
ΩˆrOM (log)tor
.
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Therefore
TrL/M
(
m
en−δtor(L/M)
L
ΩˆrOL(log)
ΩˆrOL(log)tor
)
=
TrL/M
(
m
en−δtor(L/M)
L m
δtor(L/M)−δ(L/M)
L
ΩˆrOM (log)
ΩˆrOM (log)tor
)
=
TrL/M
(
m
en−δ(L/M)
L
) ΩˆrOM (log)
ΩˆrOM (log)tor
.
Let δ˜(L/M) be the length of the OL-module Ωˆ
1
OL/OM
. Since
TrL/M
(
m
e(n+1)−δ˜(L/M)−1
L
)
= mnM
and δ˜(L/M) = δ(L/M) + e− 1, we get
TrL/M
(
m
en−δ(L/M)
L
)
= mnM .
Hence
TrL/M
(
m
en−δtor(L/M)
L
ΩˆrOL(log)
ΩˆrOL(log)tor
)
= mnM
ΩˆrOM (log)
ΩˆrOM (log)tor
.
The second equality is obtained similarly.
We shall now review q-dimensional local fields (for more on this subject, see
[15, 11]). Subsequently, we shall use q-dimensional local fields to construct some
residue maps.
Let K be a complete discrete valuation field. The field K{{T }} is defined
as the set
K{{T }} ={
∞∑
i=−∞
aiT
i : ai ∈ K, inf vK(ai) > −∞, and vK(ai)→∞ as i→ −∞
}
with addition and multiplication as follows:
∞∑
i=−∞
aiT
i +
∞∑
i=−∞
biT
i =
∞∑
i=−∞
(ai + bi)T
i
and
∞∑
i=−∞
aiT
i
∞∑
i=−∞
biT
i =
∞∑
i=−∞
∞∑
j=−∞
ajbi−jT
i.
We can define a discrete valuation on K{{T }} by setting
vK{{T}}
(
∞∑
i=−∞
aiT
i
)
= min vK(ai).
17
Endowed with this valuation, K{{T }} becomes a complete discrete valuation
field with residue field k((T )).
When K is a local field, the field
K{{T1}} · · · {{Tm}}((Tm+1)) · · · ((Tq−1)),
where 1 ≤ m ≤ q−1, is a q-dimensional local field. Fields of this form are called
standard q-dimensional local fields.
We shall now make the constructions necessary for defining a residue map
ResL/K : Ωˆ
q−1
OL
(log)→ OK
for a finite extension L of K{{T1}} · · · {{Tq−1}}, where K is a local field of
mixed characteristic.
Definition 4.5. Let K be a complete discrete valuation field and L0 = K,L1 =
K{{T1}}, . . ., L = Lq−1 = K{{T1}} · · · {{Tq−1}}. Define
cLi/Li−1 : Li → Li−1
by
cLi/Li−1
(∑
k∈Z
akT
k
i
)
= a0.
Then define cL/K = cL1/L0 ◦ · · · ◦ cLq−1/Lq−2 .
Definition 4.6. LetK be a local field of mixed characteristic and L0 = K,L1 =
K{{T1}}, . . ., L = Lq−1 = K{{T1}} · · · {{Tq−1}}. Define the residue map
ResLi/Li−1 as the composition
ΩˆiOLi
(log)→ ΩˆiOLi/OLi−1
(log)→ Ωˆi−1OLi−1
(log),
where ΩˆiOLi/OLi−1
(log)→ Ωˆi−1OLi−1
(log) is the homomorphism that satisfies
ad logT1 ∧ · · · ∧ d logTi 7→ cLi/Li−1(a)d log T1 ∧ · · · ∧ d logTi−1
for a ∈ OLi . Then define
ResL/K : Ωˆ
q−1
OL
(log)→ OK
as the composition
ResL/K = ResL1/L0 ◦ · · · ◦ ResLq−1/Lq−2 .
It induces
ResL/K : Ωˆ
q−1
OL
(log)⊗OL L→ K.
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Definition 4.7. Let L be a finite extension of M = K{{T1}} · · · {{Tq−1}},
where K is a local field of mixed characteristic. Define the residue map
ResL/K : Ωˆ
q−1
OL
(log)⊗OL L→ K
by
ResL/K = ResM/K ◦TrL/M .
Remark 4.8. In Definition 4.7, ResL/K is expected to be independent of M .
Independence has been proven when L is a two-dimensional local field ([11,
2.3.3]), but appears to remain open in the general case. This property shall not
be necessary for us.
We will now start to obtain some properties of the trace and residue maps
that will be necessary for the proof of the main theorem of this section.
Proposition 4.9. Let L be a complete discrete valuation field that is a finite
extension of M = K{{T1}} · · · {{Tq−1}}, where K is a local field of mixed char-
acteristic. Write e = e(L/K). Then, for any integer n,
ResL/K
(
m
ne−δtor(L/K)
L
Ωˆq−1OL (log)
Ωˆq−1OL (log)tor
)
= mnK
and
ResL/K
(
m
ne−δtor(L/K)+1
L
Ωˆq−1OL (log)
Ωˆq−1OL (log)tor
)
= mn+1K .
Proof. We shall prove the first equality; the second is obtained in a similar way.
Observe that ResL/K = ResM/K ◦TrL/M . Further, Ωˆ
q−1
OM
(log) is generated
by dTi and d log πK , and its torsion part is generated by d log πK . Thus we have
an isomorphism OM ⊗OK Ωˆ
1
OK
(log) ≃ Ωˆq−1OM (log)tor. We get, by definition,
δtor(L/K) = δtor(L/M).
Then, using Lemma 4.4, we get
ResL/K
(
m
ne−δtor(L/K)
L
Ωˆq−1OL (log)
Ωˆq−1OL (log)tor
)
=
ResM/K
(
TrL/M
(
m
ne−δtor(L/K)
L
Ωˆq−1OL (log)
Ωˆq−1OL (log)tor
))
=
ResM/K
(
m
n
M
Ωˆq−1OM (log)
Ωˆq−1OM (log)tor
)
= mnK .
Proposition 4.10. Let L, K, and e be as in Proposition 4.9. Then, if n ∈ N
satisfies
n ≥
δtor(L/K)
e
,
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we have
ResL/K
(
m
ne−δtor(L/K)
L Ωˆ
q−1
OL
(log)
)
= mnK
and
ResL/K
(
m
ne−δtor(L/K)+1
L Ωˆ
q−1
OL
(log)
)
= mn+1K .
Proof. In this case en−δtor(L/K) ≥ 0, so this follows from Proposition 4.9.
We will now use the previous properties of residue and trace maps, the
exponential map defined by M. Kurihara ([8]), and a modification of higher
dimensional class field theory to prove that, when L is a q-dimensional local
field that is a finite extension of K{{T1}} · · · {{Tq−1}}, Main Result 2 holds.
This will then be used to prove the general result. We start with the following
theorem:
Theorem 4.11. Let L be a q-dimensional local field that is a finite extension
of M = K{{T1}} · · · {{Tq−1}}, where K is a local field of mixed characteristic
with residue field k of characteristic p > 0. Write e = e(L/K). Assume that
n ∈ N satisfies
n ≥
2eK
p− 1
+
1
e
and let n′ ∈ N be such that n′ ≥ δtor(L/K)e . Take η ∈ OK such that vK(η) = n.
Then we have a commutative diagram
m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log) Kˆq(L)
m
n′
K K
×
expη
ResL/K ResL/K
expη
where the right vertical arrow is the residue homomorphism from K-theory de-
fined in [4] and the top and bottom horizontal maps are, respectively, the expo-
nential maps expη,q and expη,1 defined in [8]. Further, the left vertical arrow is
surjective.
Proof. First, observe that the condition
n ≥
2eK
p− 1
+
1
e
implies
en ≥
2eKe
p− 1
+ 1 =
2eL
p− 1
+ 1.
Therefore this condition guarantees the convergence of both the top and the
bottom exponential maps (by Theorem 0.1 in [8]). Furthermore, the condition
n′ ≥
δtor(L/K)
e
guarantees that we can apply Proposition 4.10.
We need to prove that the diagram
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m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log) Kˆq(L)
m
n′
M Ωˆ
q−1
OM
(log) Kˆq(M)
m
n′
K K
×
expη
TrL/M NL/M
expη
ResM/K ResM/K
expη
commutes.
By Proposition 4.10, the map ResL/K : Ωˆ
q−1
OL
(log)→ OK induces a surjection
ResL/K : m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log)։ mn
′
K ,
and the map ResM/K : Ωˆ
q−1
OM
(log)→ OK induces a surjection
ResM/K : m
n′
M Ωˆ
q−1
OM
(log)։ mn
′
K .
A similar argument shows that TrL/M : Ωˆ
q−1
OL
(log) → Ωˆq−1OM (log) induces a sur-
jection
TrL/M : m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log)։ mn
′
M Ωˆ
q−1
OM
(log).
The commutativity of the top square is shown in [8]. The commutativity
of the bottom square can be checked explicitly as follows. Let M0 = K,M1 =
K{{T1}}, . . . ,Mq−1 = M = K{{T1}} · · · {{Tq−1}}. It is enough to show that
each one of the squares in the diagram
Ωˆq−1OM (log) Kˆq(M)
Ωˆq−2OMq−2
(log) Kˆq−1(Mq−2)
...
...
Ωˆ1OM1
(log) Kˆ2(M1)
OK K
×
expη
ResM/Mq−2 ResM/Mq−2
expη
ResMq−2/Mq−3
ResMq−2/Mq−3
ResM2/M1 ResM2/M1
expη
ResM1/K
ResM1/K
expη
commutes.
Let a ∈ OMi and write
a =
∑
k<0
akT
k
i + a0 +
∑
k>0
akT
k
i ,
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where ak ∈ OMi−1 for every k ∈ Z. Put a− =
∑
k<0
akT
k
i and a+ =
∑
k>0
akT
k
i .
Observe first that, since
Kˆi(Mi−1) Kˆi+1(Mi) Kˆi(Mi−1)
{ ,Ti} ResMi/Mi−1
is the identity map ([4, Theorem 1]), we get
ResMi/Mi−1 ◦ expη
(
a0
dT1
T1
∧ · · · ∧
dTi
Ti
)
=
ResMi/Mi−1{exp(ηa0), T1, . . . , Ti} = {exp(ηa0), T1, . . . , Ti−1} =
expη ◦ResMi/Mi−1
(
a0
dT1
T1
∧ · · · ∧
dTi
Ti
)
.
Further, the same theorem gives
ResMi/Mi−1 ◦ expη
(
a+
dT1
T1
∧ · · · ∧
dTi
Ti
)
=
expη ◦ResMi/Mi−1
(
a+
dT1
T1
∧ · · · ∧
dTi
Ti
)
= 0.
We will now show that we also have
ResMi/Mi−1 ◦ expη
(
a−
dT1
T1
∧ · · · ∧
dTi
Ti
)
=
expη ◦ResMi/Mi−1
(
a−
dT1
T1
∧ · · · ∧
dTi
Ti
)
= 0.
From Theorem 1 in [4], we have, for k ∈ Z<0 and m ∈ N,
ResMi/Mi−1
{
1 + ηakT
k
i + · · ·+
(ηak)
mTmki
m!
, T1, . . . , Ti
}
= 0.
Since vMi−1((ηak)
m/m! )→∞ and the residue map is continuous, we have
ResMi/Mi−1
{
exp(ηakT
k
i ), T1, . . . , Ti
}
= 0. (∗)
Given k ∈ Z<0, write sk =
∑
k≤k′<0
ak′T
k′
i . From (∗) we have that
ResMi/Mi−1 {exp(ηsk), T1, . . . , Ti} = 0.
By continuity and sk → a−, we get
ResMi/Mi−1 {exp(ηa−), T1, . . . , Ti} = 0.
Hence we conclude that
ResMi/Mi−1 ◦ expη
(
a
dT1
T1
∧ · · · ∧
dTi
Ti
)
=
expη ◦ResMi/Mi−1
(
a
dT1
T1
∧ · · · ∧
dTi
Ti
)
.
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A similar argument shows that
ResMi/Mi−1 ◦ expη
(
a
dT1
T1
∧ · · · ∧
dTi−1
Ti−1
∧
dπK
πK
)
=
expη ◦ResMi/Mi−1
(
a
dT1
T1
∧ · · · ∧
dTi−1
Ti−1
∧
dπK
πK
)
= 0,
so we conclude that each square in the diagram is commutative.
We have now developed all the necessary tools in order to prove Proposition
4.12, which states that Main Result 2 holds when L is a q-dimensional local field
that is a finite extension of K{{T1}} · · · {{Tq−1}}. We will then use Proposition
4.12 to prove Theorem 4.13, which gives Main Result 2 in full generality.
Proposition 4.12. Let L be a q-dimensional local field that is a finite extension
of M = K{{T1}} · · · {{Tq−1}}, where K is a local field of mixed characteristic
with residue field k of characteristic p > 0. Assume that χ ∈ H1(K) is such
that
Swχ ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
.
Denote by χL its image in H
1(L). Then
SwχL = e(L/K) Swχ− δtor(L/K).
Proof. Using the same argument as in [5, (7.6)], we can assume H1p (k) 6= 0. Let
L = Lq, l = Lq−1, . . . , L1, L0 be the chain of residue fields of the q-dimensional
local field L. Since there are isomorphisms ([3, Theorem 3])
Hq+1(L){p} ≃ Hq(Lq−1){p} ≃ H
q−1(Lq−2){p} ≃ · · · ≃ H
1(L0){p}
and
H2(K){p} ≃ H1(k){p},
we have a commutative diagram
H1(L) × Kˆq(L) H
q+1(L){p} H1(L0){p}
H1(K) × K× H2(K){p} H1(k){p}
ResL/K
{ , }L ≃
{ , }K ≃
Here, the pairing H1(L) × Kˆq(L) → H
q+1(L){p} is the one constructed in [5].
Denote the composition H1(L)× Kˆq(L)→ H
q+1(L){p} → H1(k){p} by { , }k.
Similarly, denote the composition H1(L) × Kˆq(L) → H
q+1(L){p} → Hq(l){p}
by { , }l. Since the last arrow is an isomorphism, {A,B}L = 0 if and only if
{A,B}l = 0, where A ∈ H
1(L) and B ∈ Kˆq(L).
23
Observe that H1p (L0) 6= 0. Indeed, H
1
p (L0) ≃ L0/(x
p − x, x ∈ L0) and
H1p (k) ≃ k/(x
p − x, x ∈ k), so H1p (L0)։ H
1
p (k) follows from the compatibility
between the corestriction map and the trace map. Since H1p (k) 6= 0, we also
have H1p (L0) 6= 0.
From [5, Proposition 6.5], we have that
SwχL = m ≥ 1
if and only if
{χL, U
m+1Kˆq(L)}L = 0
but
{χL, U
mKˆq(L)}L 6= 0.
To simplify notation, put e = e(L/K), n′ =
⌈
δtor(L/K)
e
⌉
and n = Swχ− n′.
Pick η ∈ OK such that vK(η) = n. From Lemma 4.2, the commutative diagram
m
en′−δtor(L/K)
L Ωˆ
q−1
OL
(log) Kˆq(L)
m
n′
K K
×
expη
ResL/K ResL/K
expη
given by Theorem 4.11, and the surjectivity of the left vertical arrow, we have
that
{χL, U
e Swχ−δtor(L/K)+1Kˆq(L)}k =
{χL, U
en′−δtor(L/K)+en+1Kˆq(L)}k = {χ,U
Swχ+1
K }k = 0
but
{χL, U
eSw χ−δtor(L/K)Kˆq(L)}k =
{χL, U
en′−δtor(L/K)+enKˆq(L)}k = {χ,U
Swχ
K }k 6= 0.
This clearly yields {χL, U
eSwχ−δtor(L/K)Kˆq(L)}L 6= 0, so SwχL ≥ e Swχ−
δtor(L/K). It remains to show that Sw χL ≤ e Swχ− δtor(L/K).
Assume that s = SwχL > e Swχ − δtor(L/K). The key point is to show
that
{χL, U
sKˆq(L)}l ⊃ H
q
p (l).
Indeed, if {χL, U
sKˆq(L)}l ⊃ H
q
p(l), then, from the isomorphisms
Hqp (l) ≃ · · · ≃ H
1
p (L0)
obtained in [3] and the surjectivity of H1p (L0)։ H
1
p (k), we get that
{χL, U
sKˆq(L)}k 6= 0.
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This is a contradiction because
{χL, U
sKˆq(L)}k ⊂ {χL, U
e Swχ−δtor(L/K)+1Kˆq(L)}k = {χ,U
Swχ+1
K }k = 0.
We will now show that {χL, U
sKˆq(L)}l ⊃ H
q
p (l). Since l is of characteristic
p > 0, there is an isomorphism
Hqp (l) ≃ Coker
(
F − 1 : Ωq−1l −→ Ω
q−1
l /dΩ
q−2
l
)
.
Denote by δ1(ω) the class of ω ∈ Ω
q−1
l in H
q
p(l). Let [π
s
L]
−1
(
α+ β d[piL][piL]
)
be
Kato’s refined Swan conductor ([5, Definition 5.3]) of χL, where α ∈ Ω
1
l and
β ∈ l, and (α, β) 6= (0, 0).
If β 6= 0, take u1, . . . , uq−1 ∈ l
× and a ∈ l such that
δ1
(
aβ
du1
u1
∧ · · · ∧
duq−1
uq−1
)
6= 0.
Let a˜ ∈ OL, u˜i be lifts of a, ui to OL. Then
{χL, 1 + a˜π
s
L, u˜1, . . . , u˜q−1}l = δ1
(
aβ
du1
u1
∧ · · · ∧
duq−1
uq−1
)
6= 0.
Since Ωq−1l is a one-dimensional vector space over l, we know that the element
β du1u1 ∧ · · · ∧
duq−1
uq−1
is a generator for Ωq−1l over l. Then
Hqp (l) =
{
δ1
(
bβ
du1
u1
∧ · · · ∧
duq−1
uq−1
)
: b ∈ l
}
=
{
{χL, 1 + b˜π
s
L, u˜1, . . . , u˜q−1}l : b˜ ∈ OL
}
⊂ {χL, U
sKˆq(L)}l.
Similarly, if β = 0 and α 6= 0, take u1, . . . , uq−2 ∈ l
× and a ∈ l such that
δ1
(
aα ∧
du1
u1
∧ · · · ∧
duq−2
uq−2
)
6= 0.
We have that
{χL, 1 + a˜π
s
L, u˜1, . . . , u˜q−2, πL}l = δ1
(
aα ∧
du1
u1
∧ · · · ∧
duq−1
uq−2
)
6= 0,
and α ∧ du1u1 ∧ · · · ∧
duq−1
uq−2
is a generator for Ωq−1l over l. Then, using the same
reasoning as before, we get Hqp (l) ⊂ {χL, U
sKˆq(L)}l.
Theorem 4.13. Let L/K be an extension of complete discrete valuation fields
of mixed characteristic. Assume that K has perfect residue field of characteristic
p > 0.
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Denote by e(L/K) the ramification index of L/K. Assume that χ ∈ H1(K)
is such that
Swχ ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
.
Denote by χL its image in H
1(L). Then
SwχL = e(L/K) Swχ− δtor(L/K).
Proof. Following the same argument as [5, §10], we can assume that the residue
field l of L is finitely generated over the residue field k ofK. Since we have proven
Proposition 4.12, it is enough to show that this case can be reduced to that of
a q-dimensional local field that is a finite extension of K{{T1}} · · · {{Tq−1}}.
Since l is finitely generated over k, there are T1, . . . , Tq−1 ∈ l such that l
is a finite, separable extension of k(T1, . . . , Tq−1). Since there is an embedding
k(T1, . . . , Tq−1) →֒ k((T1)) · · · ((Tq−1)), there is also an embedding l →֒ E of l
into a finite, separable extension E of k((T1)) · · · ((Tq−1)). Since {T1, . . . , Tq−1}
is a p-basis for both l and E, there is a complete, discrete valuation field L(E)
that is an extension of L satisfying OL ⊂ OL(E), mL ⊂ mL(E), πL is still prime
in L(E), and the residue field of L(E) is isomorphic to E over l.
L(E) is a finite extension of K{{T1}} · · · {{Tq−1}}. Since e(L(E)/L) = 1,
we get e(L(E)/K) = e(L/K). Further, since E and l have the same p-basis
and πL is a prime for both L and L(E), the map OL(E) ⊗OL Ωˆ
1
OL
(log) →
Ωˆ1OL(E)(log) sends generators to generators satisfying the same relations, so it
is an isomorphism. In particular, OL(E) ⊗OL Ωˆ
1
OL
(log)tor ≃ Ωˆ
1
OL(E)
(log)tor.
Therefore, by definition, δtor(L(E)/K) = δtor(L/K). From [5, Lemma 6.2],
since OL ⊂ OL(E), mL(E) = OL(E)mL, and the extension of residue fields is
separable, we have SwχL(E) = SwχL. Thus it is sufficient to prove that
SwχL(E) = e(L/K) Swχ− δtor(L(E)/K),
which follows from Proposition 4.12.
5 A generalized ψ-function
Through this section, let L/K be an extension of complete discrete valuation
fields such that the residue field of K is perfect and of characteristic p > 0. We
define generalizations of the classical ψ-function for this case. More precisely,
we will define functions ψASL/K : R≥0 → R≥0 and ψ
ab
L/K : R≥0 → R≥0 and show
that, in the classical case of L/K finite, they both coincide with the classical
ψL/K : R≥0 → R≥0 (see Theorem 5.5). The superscripts AS and ab refer,
respectively, to Abbes-Saito and abelian. In the definition of ψASL/K we use the
Abbes-Saito upper ramification filtrations of absolute Galois groups, while in
the definition of ψabL/K we use Kato’s ramification filtration of H
1(L).
We also define functions ϕASL/K : R≥0 → R≥0 and ϕ
ab
L/K : R≥0 → R≥0
and show that, when ϕASL/K and ϕ
ab
L/K are injective, ψ
AS
L/K and ψ
ab
L/K are their
respective left inverses (and vice-versa).
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Assume first that the residue field k ofK is algebraically closed. For t ∈ Z(p),
t ≥ 0, define ψabL/K(t) ∈ R≥0 as
ψabL/K(t) =
inf
s ∈ Z(p)
∣∣∣∣∣∣
Im(Fe(K′/K)tH
1(K ′)→ H1(LK ′)) ⊂ Fe(LK′/L)sH
1(LK ′)
for all finite, tame extensions K ′/K of complete discrete
valuation fields such that e(LK ′/L)s, e(K ′/K)t ∈ Z
 ,
and then extend ψabL/K to R≥0 by putting
ψabL/K(t) = sup{ψ
ab
L/K(s) : s ≤ t, s ∈ Z(p)}.
Similarly, for t ∈ Z(p), t ≥ 0, define ϕ
ab
L/K(t) ∈ R≥0 as
ϕabL/K(t) =
sup
s ∈ Z(p)
∣∣∣∣∣∣
Im(Fe(K′/K)sH
1(K ′)→ H1(LK ′)) ⊂ Fe(LK′/L)tH
1(LK ′)
for all finite, tame extensions K ′/K of complete discrete
valuation fields such that e(LK ′/L)t, e(K ′/K)s ∈ Z
 ,
and then extend ϕabL/K to R≥0 by putting
ϕabL/K(t) = sup{ϕ
ab
L/K(s) : s ≤ t, s ∈ Z(p)}.
Let Gt+K, log denote the Abbes-Saito logarithmic upper ramification filtration
defined in [1]. We now define ψASL/K and ϕ
AS
L/K by putting, for t ∈ R≥0,
ψASL/K(t) = inf
{
s ∈ R : Im(Gs+L, log → GK) ⊂ G
t+
K, log
}
and
ϕASL/K(t) = sup
{
s ∈ R : Im(Gt+L, log → GK) ⊂ G
s+
K, log
}
.
When k is not necessarily algebraically closed, we define ψabL/K , ϕ
ab
L/K , ψ
AS
L/K
and ϕabL/K as follows. Let K˜ = K̂ur and L˜ = L̂Kur. Then define ψ
ab
L/K = ψ
ab
L˜/K˜
,
ϕabL/K = ϕ
ab
L˜/K˜
, ψASL/K = ψ
AS
L˜/K˜
and ϕASL/K = ϕ
AS
L˜/K˜
.
The above defined functions have properties similar to those of their classical
counterparts. We will now prove some of these properties.
Proposition 5.1. If ϕabL/K(t) is injective, then ψ
ab
L/K(t) is its left inverse. Sim-
ilarly, if ψabL/K(t) is injective, then ϕ
ab
L/K(t) is its left inverse.
Proof. From the definitions of ϕabL/K(t) and ψ
ab
L/K(t), we can assume that k is
algebraically closed. We shall prove that if ϕabL/K(t) is injective, then ψ
ab
L/K(t)
is its left inverse. The other statement is proved in an analogous way.
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It is enough to show that, for t ∈ Z(p), t ≥ 0, we have t = ψ
ab
L/K(ϕ
ab
L/K(t)).
If s ∈ Z(p) is smaller or equal to ϕ
ab
L/K(t), then
Im(Fe(K′/K)sH
1(K ′)→ H1(LK ′)) ⊂ Fe(LK′/L)tH
1(LK ′)
for all finite Galois extensions K ′/K of complete discrete valuation fields such
that K ′/K is tame and e(LK ′/L)t, e(K ′/K)s ∈ Z. Then t ≥ ψabL/K(s), so
t ≥ ψabL/K(ϕ
ab
L/K(t)).
Assume that we have t > ψabL/K(ϕ
ab
L/K(t)). Take t˜ ∈ Z(p) that satisfies
ψabL/K(ϕ
ab
L/K(t)) < t˜ < t. Let K
′/K be any finite Galois extension of complete
discrete valuation fields that is tame and such that e(LK ′/L)t˜ ∈ Z. Since
t˜ > ψabL/K(ϕ
ab
L/K(t)),
Im(Fe(K′/K)sH
1(K ′)→ H1(LK ′)) ⊂ Fe(LK′/L)t˜H
1(LK ′)
for every s ≤ ϕabL/K(t) in Z(p) such that e(K
′/K)s ∈ Z. Then
ϕabL/K(t˜) ≥ ϕ
ab
L/K(t).
Since ϕabL/K is clearly increasing and t > t˜, we get
ϕabL/K(t˜) = ϕ
ab
L/K(t),
which contradicts the injectivity assumption. Therefore
t = ψabL/K(ϕ
ab
L/K(t))
for every t ≥ 0 and we conclude that ψabL/K(t) is the left inverse of ϕ
ab
L/K(t).
The analogous result for ψASL/K and ϕ
AS
L/K is also true:
Proposition 5.2. If ϕASL/K(t) is injective, then ψ
AS
L/K(t) is its left inverse. Sim-
ilarly, if ψASL/K(t) is injective, then ϕ
AS
L/K(t) is its left inverse.
Proof. From the definitions of ϕASL/K(t) and ψ
AS
L/K(t), we can assume that k is
algebraically closed. We shall prove that if ϕASL/K(t) is injective, then ψ
AS
L/K(t)
is its left inverse. The other statement is proved in an analogous way.
If s ∈ R is less than or equal to ϕASL/K(t), then
Im(Gt+L, log → GK) ⊂ G
s+
K, log.
Hence t ≥ ψASL/K(s) ≥ ψ
AS
L/K(ϕ
AS
L/K(t)).
Assume that we have t > ψASL/K(ϕ
AS
L/K(t)). Take t˜ ∈ R such that
ψASL/K(ϕ
AS
L/K(t)) < t˜ < t.
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Then
Im(Gt˜+L, log → GK) ⊂ G
s+
K, log
for every s ≤ ϕASL/K(t). Thus
ϕASL/K(t˜) ≥ ϕ
AS
L/K(t).
Since ϕASL/K is clearly increasing and t > t˜, we get
ϕASL/K(t˜) = ϕ
AS
L/K(t),
which contradicts the injectivity assumption. Therefore
t = ψASL/K(ϕ
AS
L/K(t))
for every t ≥ 0 and we conclude that ψASL/K(t) is the left inverse of ϕ
AS
L/K(t).
These functions satisfy formulas similar to those satisfied by the classical ϕ
and ψ-functions, as we can see from the following lemma.
Lemma 5.3. Let K ′ be a finite Galois extension of K that is tamely ramified
and L′ = LK ′. Then
ϕabL′/K′(e(L
′/L)t) = e(K ′/K)ϕabL/K(t),
ψabL′/K′(e(K
′/K)t) = e(L′/L)ψabL/K(t),
ϕASL′/K′(e(L
′/L)t) = e(K ′/K)ϕASL/K(t),
ψASL′/K′(e(K
′/K)t) = e(L′/L)ψASL/K(t).
Proof. Follows from the definitions. For example,
ϕASL′/K′(e(L
′/L)t) = sup
{
s ∈ R : Im(G
e(L′/L)t+
L, log → G
′
K) ⊂ G
s+
K′, log
}
= sup
{
s ∈ R : Im(Gt+L, log → GK) ⊂ G
s
e(K′/K)
+
K, log
}
= e(K ′/K) sup
{
s ∈ R : Im(Gt+L, log → GK) ⊂ G
s+
K, log
}
= e(K ′/K)ϕASL/K(t).
We relate this section with the rest of our paper. The main results that
we proved in the previous sections are, in reality, results about ψabL/K . More
precisely, we have the following theorem:
Theorem 5.4. Let L/K be an extension of complete discrete valuation fields.
Assume that K has perfect residue field of characteristic p > 0. Let t ∈ R≥0 be
such that
t ≥
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
if K is of characteristic 0,
t >
p
p− 1
δtor(L/K)
e(L/K)
if K is of characteristic p.
29
Then
ψabL/K(t) = e(L/K)t− δtor(L/K).
Proof. Write
T (L/K) =
2eK
p− 1
+
1
e(L/K)
+
⌈
δtor(L/K)
e(L/K)
⌉
when K is of characteristic 0, and
T (L/K) =
p
p− 1
δtor(L/K)
e(L/K)
when K is of characteristic p. Let t ∈ R≥0 be such that t ≥ T (L/K) if K is of
characteristic 0 and t > T (L/K) if K is of characteristic p.
If t ∈ Z, it follows from Theorems 2.12 and 4.13 that
ψabL/K(t) = e(L/K)t− δtor(L/K).
If t ∈ Z(p), take a finite Galois extension K
′/K that is tamely ramified and such
that e(K ′/K)t ∈ Z. Observe that, if K is of characteristic 0,
e(K ′/K)T (L/K) =
2eK′
p− 1
+
e(L′/L)
e(L′/K ′)
+ e(K ′/K)
⌈
δtor(L/K)
e(L/K)
⌉
≥
2eK′
p− 1
+
e(L′/L)
e(L′/K ′)
+
⌈
e(L′/L)δtor(L/K)
e(L′/K ′)
⌉
≥
2eK′
p− 1
+
1
e(L′/K ′)
+
⌈
δtor(L
′/K ′)
e(L′/K ′)
⌉
= T (L′/K ′).
Similarly, if K is of characteristic p,
e(K ′/K)T (L/K) =
p
p− 1
e(K ′/K)δtor(L/K)
e(L/K)
=
p
p− 1
e(L′/L)δtor(L/K)
e(L′/K ′)
=
p
p− 1
δtor(L
′/K ′)
e(L′/K ′)
= T (L′/K ′).
Then we have e(K ′/K)t ≥ T (L′/K ′) if K is of characteristic 0 and e(K ′/K)t >
T (L′/K ′) if K is of characteristic p. It follows that
ψabL′/K′(e(K
′/K)t) = e(L′/K ′)e(K ′/K)t− δtor(L
′/K ′)
= e(L′/L)e(L/K)t− e(L′/L)δtor(L/K).
From Lemma 5.3, we conclude that
ψabL/K(t) =
ψabL′/K′(e(K
′/K)t)
e(L′/L)
= e(L/K)t− δtor(L/K).
The result then follows from the definition of ψabL/K .
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In the classical case, the functions we defined in fact coincide with the clas-
sical ϕ and ψ-functions, as is shown in the following theorem.
Theorem 5.5. If L/K is a finite Galois extension and k is perfect, we have
ψL/K = ψ
ab
L/K = ψ
AS
L/K .
Proof. From the definitions of the functions, we can assume that k is alge-
braically closed. We shall first show that ψASL/K = ψL/K . To show ϕL/K(t) ≤
ϕASL/K(t), just observe that, if L
′/L is a finite Galois extension over K, then
G(L′/L)t=G(L′/L)ψL′/K◦ϕL/K(t)⊂G(L
′/K)ψL′/K◦ϕL/K(t)=G(L
′/K)ϕL/K(t).
Since the Abbes-Saito filtration is left continuous with rational jumps, it re-
mains to show that ϕL/K(t) ≥ ϕ
AS
L/K(t) for t ∈ Q≥0. Let K
′ be a finite Galois
extension of K that is tame and write L′ = LK ′. Since L′/L and K ′/K are
tame extensions, we have
ϕL′/K′(e(L
′/L)t) = e(K ′/K)ϕK′/K ◦ ϕL′/K′ ◦ ψL′/L(t)
= e(K ′/K)ϕL′/K ◦ ψL′/L(t)
= e(K ′/K)ϕL/K(t).
From Serre’s local class field theory for fields with algebraically closed residue
field ([12]), for every s ∈ Z≥0, the maps(
GabL′
)ψL′/K′(s)(
GabL′
)ψL′/K′(s)+1 →
(
GabK′
)s(
GabK′
)s+1
have images that are of finite index and nontrivial. Taking K ′ such that
e(K ′/K)ϕL/K(t) is an integer and setting s = ϕL′/K′(e(L
′/L)t), we see that
the image of (GabL′ )
e(L′/L)t = (GabL )
t is not contained in (GabK′)
ϕL′/K′(e(L
′/L)t)+1.
Since (GabK′)
e(K′/K)ϕL/K(t)+1 = (GabK )
ϕL/K(t)+
1
e(K′/K) , we have that the im-
age of (GabL )
t is not contained in (GabK )
ϕL/K(t)+
1
e(K′/K) . We can choose tame
extensions with e(K ′/K) arbitrarily large, so we have that ϕL/K(t) ≥ ϕ
AS
L/K(t).
Hence ψASL/K = ψL/K .
Now we shall prove that ψabL/K = ψL/K . Let K
′/K be a finite, separable
extension of complete discrete valuation fields that is tamely ramified and such
that e(LK ′/L)t and e(K ′/K)ϕL/K(t) are integers. Write L
′ = LK ′. Observe
that, taking into account that K ′/K and L′/L are tamely ramified, we have
ψL′/K′(e(K
′/K)ϕL/K(t)) = ψL′/K′ ◦ ψK′/K ◦ ϕL/K(t) = ψL′/K ◦ ϕL/K(t)
= ψL′/L ◦ ψL/K ◦ ϕL/K(t) = ψL′/L(t) = e(L
′/L)t.
Let
χ ∈ Fe(K′/K)ϕL/K(t)H
1(K ′).
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Denote by χL′ its image in H
1(L′). Using the same argument as before we see
that χL′ ∈ Fe(L′/L)tH
1(L′), so ϕL/K(t) ≤ ϕ
ab
L/K(t). Now, if s = ϕL/K(t) +
1
e(K′/K) , then
Fe(K′/K)sH
1(K ′) = Fe(K′/K)ϕL/K(t)+1H
1(K ′).
Since Fe(L′/L)tH
1(L′) does not contain the image of Fe(K′/K)ϕL/K(t)+1H
1(K ′),
we have that s > ϕabL/K(t). Since we can take extensions K
′/K with arbitrarily
large e(K ′/K), we get that ϕL/K = ϕ
ab
L/K . Thus ψ
ab
L/K = ψL/K .
The properties we proved and Theorem 5.5 give evidence that the above
defined functions ψabL/K and ψ
AS
L/K are good generalizations of the classical ψ-
function. We can conjecture:
Conjecture 1. Let L/K be an extension of complete discrete valuation fields.
Assume that k is perfect of characteristic p > 0. Then
ψabL/K = ψ
AS
L/K .
Conjecture 2. Let L/K be an extension of complete discrete valuation fields.
Assume that k is perfect of characteristic p > 0. Then ψabL/K and ψ
AS
L/K are
continuous, piecewise linear, increasing, and convex.
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