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Land-use regression (LUR) models are increasingly used to estimate air pollution exposure in epidemiologic
studies. These models use air pollution measurements taken at a small set of locations and modeling based on
geographical covariates for which data are available at all study participant locations. The process of LUR model
development commonly includes a variable selection procedure. When LURmodel predictions are used as explan-
atory variables in a model for a health outcome, measurement error can lead to bias of the regression coefficients
and to inflation of their variance. In previous studies dealing with spatial predictions of air pollution, bias was shown to
be small while most of the effect of measurement error was on the variance. In this study, we show that in realistic
cases where LUR models are applied to health data, bias in health-effect estimates can be substantial. This bias
depends on the number of air pollution measurement sites, the number of available predictors for model selection,
and the amount of explainable variability in the true exposure. These results should be taken into account when
interpreting health effects from studies that used LUR models.
air pollution; bias (epidemiology); measurement error; regression analysis
Abbreviations: IMT, intima media thickness; LUR, land-use regression; MSE, mean squared error.
Epidemiologic studies on the health effects of long-term
exposure to air pollution often rely on a reduced sample of air
pollution measurements in the study area and use modeling
techniques to assign air pollution exposure to all study par-
ticipants, usually at their residential addresses. One of such tech-
niques is land-use regression (LUR) modeling, which involves
fitting a linear regression model to the pollutant using as poten-
tial predictors a set of variables (e.g., traffic-related and topo-
graphical variables) on which data are available for any location
in the study area through geographical information systems.
The process of LURmodel development commonly includes
a variable selection procedure. LUR models are considered a
simple and cost-efficient technique for assessment of air pol-
lution exposure and are increasingly being used in epidemio-
logic studies (1–3).
Predictions of outdoor residential exposure from statistical
models are inevitablyaffectedbymeasurement error.Thus,when
exposure predictions are included as explanatory variables in
a regression model for a health outcome, results will suffer from
the consequences of exposure measurement error, namely an
increase in the variance of the estimated regression coeffi-
cients and, in certain cases, bias. Szpiro et al. (4) developed
a general framework for measurement error in spatial predic-
tion that applies to LUR models. They showed that measure-
ment error in such contexts has a Berkson-like component and
aclassical-type component. Thefirst component has the impor-
tant property that it increases the variance of the estimated
coefficients in the health model but does not bias them. On
the contrary, the second component, besides increasing the
variance, can also introduce bias. In Szpiro et al.’s applica-
tions of the measurement error framework, bias in the health-
effect estimates was very small, suggesting that the main effect
of exposure measurement error in spatial prediction is an
increase in variance estimates (4, 5).
Recently, it has been shown that bias in health-effect esti-
mates is of concern when exposure estimates are derived from
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LURmodels that were built using a relatively small number of
air pollution measurement sites and a large number of potential
predictors (6). In this report, we explore the relativemagnitude
of bias and variance inflation in health-effect estimates in
typical LUR model settings, and we investigate the contribu-
tions of parameter estimation, variable selection, sample size,
and LUR model R2 to the results.
MATERIALS AND METHODS
Consider the case where we are interested in the effect βX
of the true exposure X on a health outcome Y,
Y ¼ β0 þ βXX þ ε; ð1Þ
where ε are the residuals of the model. Since X is not mea-
sured in all residential locations of the N study participants,
but at n < N (possibly nonoverlapping) locations, we fit a LUR
model to the n measurement locations. This model is based
on a selected subset of r potential predictors and is used to
predict Z^, the predicted exposure at the N residential loca-
tions. Finally, a model for the regression of Y on Z^ is fitted,
from which β^Z is obtained.
We used simulations to study the effects of exposure mea-
surement error on the estimation of βZ. Simulation parameters
were based on data from the Girona Heart Registry (REGICOR)
Study (7). Thus, the exposure X represented nitrogen dioxide,
a marker of traffic-related air pollution, and the response Y
represented log-transformed carotid intima-media thickness
(IMT), a marker of subclinical atherosclerosis.
Data were simulated as follows. The original residential
locations of the N = 2,622 study participants and their pre-
dictor variables, computed using geographical information
systems, were kept fixed across simulations. Then, we gener-
ated true nitrogen dioxide values for all participants based
on a model with 5 of the potential predictor variables plus
random error. The 5 chosen variables were the ones obtained
in the final LURmodel in the original paper and are described
in Web Table 1 (available at http://aje.oxfordjournals.org/)
(7). The random error variance was set to 2 different values
that resulted in proportions of explainable variability in the
true exposure of 50% and 75%. These proportions reflect the
usual range in real studies. In addition, we simulated IMT
data for all participants using model 1 (equation 1), with X
scaled so that βX = 0.05 represents a 5% increase in IMT asso-
ciated with an increase in nitrogen dioxide exposure from the
fifth percentile to the 95th percentile. The residual variance
of model 1 was set to the value of the residual variance in the
final IMT model in the original publication (7). The values
of all parameters are given in Web Appendix 1.
From these data, independent samples of n = 20, n = 40,
or n = 80measurement locationswere randomly drawn. These
numbers reflect commonvalues in real studies usingLURmodels
(1). Sampling was stratified with equal probability according
to categories based on quartiles of true nitrogen dioxide con-
centrations, to ensure that all samples contained the full range
of nitrogen dioxide concentrations. Using data from the n loca-
tions only, a new LURmodel (the estimated LURmodel) was
derived using a supervised forward variable selection algo-
rithm described elsewhere (6). The process was performed
separately using a set of r = 20 or r = 100 potential predictors
(seeWebAppendix 1 formore details). Both sets included the
5 predictor variables that generated the true nitrogen dioxide
data. Since many geographical information systems variables
can be computed for different buffer sizes, it is common in
practice to have a large number of predictors. The estimated
LURmodel was used to predict Z^ for all locations, which was
then entered into amodel for Y to obtain β^Z . In a separate anal-
ysis, variable selection was not performed when deriving the
estimated LUR model. Instead, a model with the 5 variables
that generated the true nitrogen dioxide values was fitted to
the n locations.
Theentire simulationprocesswas repeated1,000 times.The
in-sample (based on the n locations used to build the model)
and out-of-sample (based on N− n remaining measures) R2
values for the estimated LUR model were computed as R2 ¼
maxð0;1PiðXi  Z^iÞ2=
P
iðXi  XÞ2Þ, where X indicates
the mean of X. Bias was computed as the mean of β^Z over all
simulations minus the true value of βX, 0.05. The attenuation
factor, a measure of bias in the multiplicative scale, was com-
puted as the mean of β^Z over all simulations divided by the true
value of βX. The standard errors for β^Z obtained when fitting a
regressionmodel forYon Z^ are hereafter referred to as naive stan-
dard errors. The standard deviation of the 1,000 values of β^Z was
divided by the average of the naive standard errors to compute
the standard error inflation factor. This quantity indicates the
amount by which the naive standard errors need to be inflated
to properly account for the real variation in β^Z . The coverage
of 95% confidence intervals based on naive standard errors
was computed as the proportion of confidence intervals that
included the true value of βX. The mean squared error (MSE)
was computed as the squared bias of β^Z plus its variance across
simulations. The percentage of the MSE accounted for by
the bias term was calculated as bias2/MSE.
A similar simulation for the case of logistic regression is
described in Web Appendix 2.
RESULTS
The first 2 columns of Table 1 illustrate how the estimated
R2 in the subsample of n measurement sites overestimates
the prediction ability of the model in a new data set, which is
better estimated by the out-of-sample R2. This was espe-
cially the case for models developed with small n’s. The
out-of-sample R2 increased with n but reached the true value
used in the simulation (75%) only when no variable selec-
tion was performed—that is, the right variables were always
used to fit the estimated LUR model. In that scenario, the
estimated health model coefficient had approximately 10%
attenuation when the estimated LUR model was based on 20
measurement sites. When 80 measurement sites were used,
attenuationwas only 1%.Variable selection in the development
of the estimated LUR model introduced more attenuation of
the health model coefficients. The strongest attenuation was
found when the estimated LUR model could select among
100 predictor variables. In that case, the estimated health
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model coefficient was less than half of the true value when
the model was developed with 20 measurement sites. Atten-
uation was still strong-to-moderate in the remaining cases.
The naive standard errors of the health model coefficient
severely underestimated the true variation in all scenarios, as
reflectedbythestandarderror inflationfactor.Withoutvariable
selection, standard errors were too low by 3- to 7-fold, and
values above 20-fold were reached when variable selection
was performed. This led to very small coverage in all scenarios.
For example, the 95% confidence interval based on naive stan-
dard errors of a study with r = 20 and n = 80 would include the
true value only 34% of the time. The MSE, which combines
biasandvariance,wasapproximatelyhalvedwhennwasdoubled.
The percentage ofMSE that was accounted for by bias ranged
from 77% with 20 measurement sites and 100 predictor vari-
ables to 7%when no variable selection was performed and 80
measurement sites were available.
The same trends, but with worse overall performance, were
observed when the model used to simulate true nitrogen dioxide
values had a proportion of explainable variability of 50%
(Table 2). In that case, the attenuation was still strong with
80 measurement sites and the percentage of MSE due to bias
was larger in all scenarios. The results for logistic regression
were very similar to those for linear regression in terms of
attenuation, but naive standard errors showed less underesti-
mation, leading to higher coverage values (Web Tables 2 and 3).
DISCUSSION
We used simulations based on real data and current prac-
tices to study the consequences of using LURmodel predictions
as an exposure variable in a model for a health outcome.
Measurement error associated with LURmodeling had impor-
tant impacts not only on the variance of the health-effect
estimate but also on bias. The bias was in the form of attenu-
ation towards the null hypothesis, and it was stronger in cases
where variable selection was performed with a large number
of predictor variables and a small number of measurement
sites, which is the most common case in practice (1). In such
settings, bias accounts for a large part of the MSE of the
health-effect estimate.
The results presented in this paper fit into the measurement
error framework proposed by Szpiro et al. (4). The measure-
ment error induced by LUR models can be divided into a
classical-type part and a Berkson-like part. The classical-type
component is the one that can introduce bias in the health-
Table 1. Results for the Properties of β^Z , Obtained From 1,000 Simulations,
a When the Proportion of Explained Variability in Nitrogen Dioxide
Levels Was 75%
Scenariob
Exposure Model Properties of β^Z MSE of β^Z
In-Sample
R2c
Out-of-
Sample R2c Coefficient
c Naive
SE × 104c Attenuation
c,d SE
Inflation Coverage
e, % MSE × 105
% of MSE
Due to
Bias
Without variable
selectionf
n = 20 0.83 0.67 0.045 8.0 0.91 7.4 17 5.5 37
n = 40 0.80 0.74 0.048 7.9 0.96 5.1 28 2.0 17
n = 80 0.79 0.76 0.049 7.9 0.99 3.4 40 0.8 7
With variable
selection
r = 20
variables
n = 20 0.79 0.39 0.033 7.5 0.66 25.3 9 63.9 44
n = 40 0.75 0.55 0.040 7.8 0.81 20.9 18 35.5 26
n = 80 0.73 0.63 0.045 8.2 0.90 15.8 34 19.1 12
r = 100
variables
n = 20 0.90 0.16 0.021 6.5 0.43 24.2 2 106.9 77
n = 40 0.80 0.42 0.034 7.5 0.68 22.5 9 54.4 48
n = 80 0.75 0.59 0.043 8.2 0.86 16.1 28 22.5 22
Abbreviations: LUR, land-use regression; MSE, mean squared error; SE, standard error.
a The simulation process is described in detail in Web Appendix 1.
b
“n” refers to the number of measurement sites used to build the LUR model and r to the number of available predictors that could potentially
be selected in the LURmodel.
c Average over the 1,000 simulations.
d
“Attenuation” refers to the mean of β^Z divided by the true value of βX , 0.05.
e Coverage of the 95% confidence intervals based on naive standard errors.
f A model with the 5 variables that generated the “true nitrogen dioxide” values was fitted to the n locations.
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effect estimate. This bias has been small in several reported
examples, but all of them were based on exposure models
derived with 100 measurements or more (4, 5). Our exam-
ples show that this bias can be substantial when the number
of measurement sites is small, as is usually the case in stud-
ies using LUR modeling (1, 3). The classical-type measure-
ment error arises because of the uncertainty in estimating the
exposuremodel parameters. This iswhy biaswas present even
if the variables that generated the true nitrogen dioxide values
were used in the estimated LUR model, but it was aggravated
when model selection was performed. When the LUR model
isfittedwith a small numberofmeasurement sites, itwill typically
overfit that set of points (8, 9). One can estimate the attenua-
tion factor by comparing the true and predicted nitrogen
dioxide values in a validation data set (6).
Apart from the effect on bias, using LUR model predic-
tions as the exposure variable has important consequences
for standard errors. Naive standard errors do not account for
measurement error, and their use can lead to large underesti-
mations of the true variation of the estimates, producing con-
fidence intervals with low coverage. Several methods have
been suggested for correcting formeasurement error in similar
contexts, but they are not adapted to settings with variable
selection, one of the key factors leading to bias and variance
inflation (4, 10–12). Such adaptation is not straightforward
(13, 14). Besides, the choice of method for model selection
will have an impact on the results. In fact, stepwise methods
are known to lead to overfitting and other problems (6, 8, 15).
Other strategies, such as those based on shrinkage (9, 15),
should be evaluated as potential alternatives.
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d
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e Coverage of the 95% confidence intervals based on naive standard errors.
f A model with the 5 variables that generated the “true nitrogen dioxide” values was fitted to the n locations.
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