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Представлен обзор проектов, различных компонентов и аспектов динамической GRID 
среды. Исследование сосредоточено в области реализации концепции GRID вычислений в 
среде с динамической структурой, которая часто упоминается как персональная GRID, 
настольная GRID, «peer-to-peer» GRID, динамическая GRID. Рассмотрены вопросы 
адаптации существующих методов реализации GRID  для использования в  мобильных 
компьютерных сетях 
Введение 
Технология GRID используется для 
реализации географически распределен-
ной вычислительной и информационной 
среды, которая объединяет в единую ин-
фраструктуру ресурсы различных типов и 
обеспечивает коллективный доступ к 
этим ресурсам. Технология призвана соз-
дать принципиально новый вычислитель-
ный инструмент для развития высоких 
технологий в различный сферах челове-
ческой деятельности [2, 8]. 
Постановка проблемы 
В классической реализации GRID 
фокусируется на обеспечении распределен-
ных вычислений в фиксированной среде с 
заданной конфигурацией. Основное реше-
ние – объединение ресурсов в межпро-
граммном слое. Организации или другие 
сообщества пользователей, желающие со-
вместно использовать вычислительные ре-
сурсы, обычно создают управляющую ин-
фраструктуру – центральную GRID-сеть, в 
которых узлами и предлагаемыми GRID-
услугами управляются специальные GRID-
администраторы. Пользователям предлага-
ют свои услуги отдельные программные 
системы промежуточного слоя и прило-
жения, опирающиеся на идеи GRID – 
порталы, механизмы поиска, сети распре-
деленных данных, службы авторизации и 
т. п. Однако все эти службы автономны и 
не являются интероперабельными, 
имеющими способность совместного ис-
пользования или совместной деятельно-
сти. Кроме того качественное внедрение 
масштабной GRID далеко не простое зада-
ние, таким образом, необходимость сущест-
вования специальной инфраструктуры GRID 
обусловлена сложностью установки, под-
держки, управления, масштабирования 
GRID-сети, функциональные ограничения 
программного обеспечения. 
Одна из современных задач разви-
тия GRID это общедоступность и расши-
рение области ее использования, что тре-
бует значительного уменьшения сложно-
сти ее установки и поддержки. В работах 
[7, 15] развитие GRID рассмотрено с точ-
ки зрения «следующего поколения Ин-
тернет». Действительно, безграничное 
распространение Интернет стало возмож-
ным благодаря тому, что доступ в Интер-
нет был сделан интуитивно понятным и 
прозрачным для любого пользователя, что 
привело к экспоненциальному возраста-
нию их количества. Таким же образом 
общедоступная GRID может выглядеть не 
только, как предоставление вычислитель-
ных и информационных ресурсов для со-
вместных научных исследований, а как 
предоставление по требованию инфра-
структуры и приложений, ориентирован-
ных на использование высоких техноло-
гий во всех сферах деятельности челове-
ческого сообщества – медицина, элек-
тронные медиа, инженерная сфера, обес-
печение коммуникаций для электронного 
бизнеса и тому подобное для широкого 
слоя пользователей в хорошо защищенной, 
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общедоступной, расширяемой и стандарти-
зированной компьютерной среде через Ин-
тернет. 
Промежуточное программное обес-
печение GRID, поддерживающее массо-
вое распространение GRID, должно обла-
дать многими свойствами инфраструкту-
ры «по требованию», как сформулирова-
но в [4]. Оно должно быть разделяемым 
между разными пользователями, предос-
тавлять стандартизированные службы и 
протоколы связи, а также быть гибким и 
расширяемым. Вычислительная парадигма 
современной GRID [2, 8] строится вокруг 
основной цели: предоставлять ресурсы (та-
кие, как вычислительная мощность, источ-
ники данных, специальные устройства и 
даже люди) столь же легко, как электриче-
ство предоставляется через электрическую 
сеть. 
Предъявляемые требования к инте-
грации и интероперабельности большого 
количества приложений, обусловили раз-
витие технологии GRID в направлении 
открытой архитектуры OGSA (Open Grid 
Services Architecture) [9, 10]. Открытая ар-
хитектура призвана интегрировать служ-
бы и ресурсы распределенных, гетероген-
ных, динамических сред и сообществ. Та-
ким образом, в модель OGSA введена 
концепция GRID-службы, опирающаяся 
на принципы и технологии, предложен-
ные как сообществом GRID, так и сооб-
ществом WEB-служб.[3, 5]. Объединение 
GRID и соответствующих стандартов 
WEB-служб – большой шаг в направлении 
уменьшения сложности использования, 
управления и поддержки GRID. Использо-
вание стандарта WSRF, который является 
низкоуровневым описанием инфраструкту-
ры, реализации модели OGSA, предлагает 
возможность предоставлять низкоуровне-
вую виртуализацию доступных ресурсов, 
что значительно повышает универсаль-
ность GRID.  
Сегодня GRID претендует на значи-
тельное увеличение базы пользователей, 
что влечет за собой расширение возмож-
ностей и изначальных идей GRID – объе-
динения мировых центров вычислений на 
суперкомпьютерах с широким сообщест-
вом настольных компьютеров. Приток 
пользователей GRID дает возможность 
использования неиспользуемых процес-
сорных ресурсов, неактивных рабочих 
станций, присутствующих практически в 
любой организации, комбинируя их по 
требованию. В результате основной идеей 
сегодняшней GRID становиться формиро-
вание динамической среды, состоящей из 
взаимодействующих неоднородных вы-
числительных узлов, без определенной 
фиксированной инфраструктуры и с ми-
нимальными административными требо-
ваниями [11, 19]. 
Мобильные GRID 
В свою очередь высокий уровень 
развития и распространения мобильных 
технологий во всем мире и широкий диа-
пазон их приложения не смогли не ока-
зать влияние на последующее развитие 
GRID. Поэтому наиболее актуальные со-
временные исследования в области GRID 
посвящены необходимости решения про-
блемы совместимости GRID и мобильных 
сетей. В данном контексте следует ска-
зать, что использование беспроводных 
устройств, которые имеют достаточно ог-
раниченные ресурсы вычислительной 
мощности, энергии, адресного простран-
ства, накладывают существенные ограни-
чения при решении вычислительных за-
даний повышенной ресурсоемкости и 
хранения больших объемов данных, од-
нако за счет привлечения дополнитель-
ных ресурсов, доступных при сочетании с 
GRID, такое использование вполне воз-
можно. Более того использование мо-
бильных GRID позволило бы обеспечить 
применение приложений GRID в тех мес-
тах где это можно лишь представить, а в 
будущем технология GRID могла бы вой-
ти в набор обычных услуг для мобильных 
пользователей. 
Мобильные GRID в первую очередь 
характеризуется динамической структу-
рой и допускают как перемещение поль-
зователей GRID так и перемещение за-
прашиваемых ресурсов. Узлы мобильных 
GRID не является кластерами или супер-
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компьютерами, это произвольный диапа-
зон мобильных устройств, которые в пер-
вую очередь характеризуются гетероген-
ными свойствами: вычислительный ре-
сурс процессора, объем памяти, пропуск-
ная способность каналов связи, задержка. 
Кроме того, мобильная сеть подвержена 
проблемам разрыва связей и выхода узлов 
из строя или перемещения за пределы до-
сягаемости. Динамическая природа мо-
бильных GRID приводит к тому, что мо-
бильные узлы имеют гетерогенное время 
выполнения подзадачи, и могут останав-
ливать вычисление произвольно в случае 
непредвиденного перемещения. В связи с 
этим совместное выполнение задания 
временно откладывается и возникают 
проблемы реконфигурации, репликации, 
резервирования данных, и тому подобное. 
Такие нестабильные ситуации называют-
ся автономными отказами, они приводят к 
задержке и блокировке выполнения под-
задач и как следствие к частичной или 
полной потере результатов выполнения 
задания. Отмеченные проблемы ослож-
няют планирование и управление выпол-
няемыми подзадачами. 
Таким образом, характеристики и 
особенности мобильных GRID обуслав-
ливают необходимость разработки стра-
тегий управления и механизмов планиро-
вания которые бы адаптировались к ди-
намической вычислительной среде. 
В этой работе мы проводим анализ 
различных компонентов и аспектов дина-
мической GRID среды. Так же мы рас-
смотрим примеры проектов, целью кото-
рых является создание динамичного вы-
числительного окружения Grid-сети. 
Особенности и проблемы реа-
лизации динамической GRID 
Чтобы достигнуть поставленной цели 
формирования динамической GRID-среды 
во внимание должен быть принят ряд про-
блем, которые обусловлены самой природой 
динамического окружения [1, 11]. 
− Расширение GRID за счет неспе-
циализированных ресурсов, способствует 
возрастанию сложности.  
− За счет большого количества узлов, 
которые добавляется  в GRID на динамиче-
ской основе, центральное администрирова-
ние становится неосуществимым.  
− Стремительно возрастает неодно-
родность системы, а из-за перезагрузок и не-
исправностей, причиняемых пользователями 
узлов уменьшается их надежность. 
− Природа динамической GRID 
приводит к частым автономным отказам – 
остановкам вычислений в случае непред-
виденного отключения узла. В связи с 
этим совместное выполнение задания 
временно откладывается и возникают 
проблемы реконфигурации, репликации, 
резервирования данных [1]. 
− Традиционные инфраструктуры 
безопасности GRID фокусируют внима-
ние на сообщении уровня безопасности и 
контроля доступа со статичной ориента-
цией исключительно на используемые 
ресурсы [6]. Масштабность и спонтан-
ность динамической GRID повышает тре-
бования к безопасности. Необходимы но-
вые защитные механизмы, чтобы гаранти-
ровать, что вредоносный код не сможет 
повредить законным службам, выполняю-
щимся на GRID. 
− Сложность динамических GRID-
приложений и их специфичность еще 
больше затрудняет непрофессионалам раз-
работку распределенных приложений, когда 
они пытаются применить GRID-вычисления 
в своей экспертной области.  
− Традиционное рассмотрение ини-
циализации прикладных служб по требо-
ванию как утилиты, предусматривает раз-
ные модели хостинга – размещенный, вы-
деленный, коллективный [3, 5], которые 
зависят от утомительного ручного админи-
стрирования предопределенной инфраструк-
туры. 
− Традиционные разработки про-
межуточного программного обеспечения, 
которые используют служебные протоко-
лы WEB для взаимодействия с традицион-
ным представлением о GRID, как о предо-
пределенном и статическом соединении 
высокопроизводительных вычислитель-
ных ресурсов, доступ к которым осущест-
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вляется через их рабочие очереди [5], не 
учитывают особенностей динамической 
среды. 
− Методы и средства разрабатывае-
мые для осуществления динамических 
GRID-вычислений сосредоточены на ре-
шении описанных проблем, таким образом 
перед ними ставятся следующие требова-
ния.  
− Сама система должна быть спо-
собной справиться с динамическими изме-
нениями топологии базовой сети и неодно-
родностью узлов, чтобы автономно фор-
мировать динамическую GRID.  
− Промежуточное программное 
обеспечение должно поддерживать GRID-
приложения в динамически сформирован-
ной среде, которая хорошо справляется с 
частыми изменениями в инфраструктуре.  
− Однако, идея GRID-вычислений не 
ограничивается понижением сложности 
создания и обслуживания рабочей среды, 
поддерживающей GRID-приложения. Спе-
циализированная среда GRID также должна 
стимулировать простую и быструю разра-
ботку новых GRID-приложений с целью 
сделать возможным применение Grid-
вычислений в большем количестве пред-
метных областей.  
− Система GRID-приложений долж-
на быть гибкой и автономной, легкой для 
понимания, которая скорее помогает разра-
ботчикам, чем ошеломляет их функцио-
нальностью, и даже может частично по-
мочь в достижении быстрой разработки 
приложений в различных предметных об-
ластях.  
− Среда разработки, должна базиро-
ваться на классических концепциях разра-
ботки программного обеспечения GRID, 
интегрироваться в существующую GRID и 
отвечать основной цели – предоставлению 
поддержки в разработке как специалистам 
промежуточного программного обеспече-
ния, так и экспертам в разных предметных 
областях, не имеющим глубоких знаний о 
разработке распределенных систем или 
промежуточного программного обеспече-
ния. 
− Способствовать направлению к ис-
тинным GRID-вычислениям, уменьшаю-
щий препятствия на пути к признанию па-
радигмы GRID более широким сообщест-
вом пользователей. 
− Идея динамической GRID должна 
поддерживать динамическую ограничен-
ную инсталляцию с минимальным адми-
нистрированием. Число неспециализиро-
ванных узлов в такой GRID намного боль-
ше, чем в традиционных Grid-системах, 
требующих неагрессивной работы проме-
жуточного программного обеспечения 
GRID. Логическая структура, сформиро-
ванная промежуточным программным 
обеспечением динамической GRID, долж-
на предоставить большинство основных 
инфраструктурных служб, которые нужны 
для предоставления сервисов большому и 
изменяющемуся множеству пользовате-
лей.  
Таким образом, представление ди-
намической среды GRID, обусловленное 
включением в себя неоднородных, спон-
танно добавляемых вычислительных ре-
сурсов, выходит за рамки существующих 
сегодня предопределенных инфраструк-
тур GRID. В динамическую среду входят, 
как рабочие станции в организациях, так 
и разрозненные персональные компьюте-
ры. Например, таким образом реализова-
на идея распределенного вычислительно-
го проекта SETI@Home [14]. 
Динамическое формирование GRID 
также подчиняется парадигмам «по требо-
ванию» и «utility computing», выдвинутым 
компанией IBM [17]. По этому сценарию, 
наиболее требовательные вычисления пе-
ренаправляются организациям, предла-
гающим вычислительную мощность или 
требуемые ресурсы. В этих проектах так 
же развивается идея динамической арен-
ды ресурсов с минимальными админист-
ративными издержками. Таким образом, 
реализуется возможность приобретать и 
конфигурировать нужные ресурсы без 
участия администратора, который вруч-
ную контролирует каждую транзакцию.  
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Особенности известных про-
ектов реализации динамической 
Grid 
Представим примеры известных за-
вершенных проектов, целью которых яв-
ляется создание динамичного вычисли-
тельного окружения GRID. 
Эти проекты исследуют более дина-
мичные формы вычисления GRID, чем 
существующий в настоящий момент 
стандартные решения. В литературе мож-
но встретить множество различных на-
званий таких Grid-сетей: персональные 
GRID, настольные GRID, «peer-to-peer» 
GRID, динамические GRID.  
Авторы проекта [20] предложили 
облегченную среду GRID для разрешения 
биоинформационных проблем на не-
больших, «конфиденциально управляе-
мых» GRID. При разработке проекта было 
принято решение не использовать стан-
дартное промежуточное программное 
обеспечение GRID-решений подобно 
GLOBUS, обусловленное тем, что они 
слишком громоздки и трудны, чтобы ис-
пользовать в динамичной среде, и недос-
таточно гибкие, чтобы обеспечить нужды 
исследователей. Основные критерии про-
ектирования системы – децентрализация, 
обеспеченная концепцией интервала за-
писи, и платформенная независимость, 
обеспеченная реализацией в JAVA. Исхо-
дя из этого, предложенная инфраструкту-
ра разрабатывалась с целью обеспечения 
решения следующих задач: универсаль-
ность, распределение ресурсов и плани-
рование, автоматическое распространение 
прикладного кода к рабочим вычисли-
тельным узлам, взаимодействие процес-
сов и управление ресурсами. В работе 
были представлены так же проблемы про-
екта – отсутствие безопасного совместно-
го использования ресурсов, пользователь-
ской системы уведомлений и низкое каче-
ство сервисных механизмов. Все взаимо-
действие процессов производится через 
сокеты и упорядоченные объекты JAVA. 
Это приводит к усложнению конфигура-
ции инфраструктуры во время расшире-
ния границ сети и ограничивает примене-
ние предложенной инфраструктуры в 
других исследовательских проектах. В 
итоге, отбрасывание стандартных инст-
рументариев и протоколов, для достиже-
ния специализированных преимуществ, 
усложнило использование разработанных 
компонентов в других проектах, и вне-
дрение в этот проект новых разработок из 
других проектов. 
Настольная вычислительная GRID 
для коммерческих решений представлена 
в работе [16]. В каждом узле GRID вы-
полняется программа рабочей станции 
VMware с операционной системой LINUX 
в качестве гостевой операционной систе-
мы. На каждой гостевой гостевой опера-
ционной системе выполняется WebSphere 
Application Server Aes от IBM, чтобы при-
нимать услуги WEB-сервисов, встроенные 
в GRID-приложениях. Система ориенти-
рована на предприятия и реализует ма-
лую, но безопасную среду GRID эффек-
тивную для решения внутренних заданий. 
Легкость использования и автономность 
управления не рассматриваются вообще, 
так как это не является критической про-
блемой в данной реализации. Предложен-
ная система имеет проблемы интеропера-
бельности и интеграции в существующую 
GRID. 
В работе [18] предложены алгорит-
мы распределения ресурсов, которые мо-
гут справиться с отказами узла в дина-
мичной GRID-среде. GRID в данном слу-
чае состоит из динамических узлов, и 
приложение моделируется как направ-
ленный ациклический граф. Авторы обра-
тились только к алгоритмическим про-
блемам, программное обеспечение к их 
прикладному сценарию в работе не обсу-
ждается. 
Проекты в сфере медицинских Grid-
вычислений обсуждены в работах [12, 
13]. Работа [13] отображает механизм 
технологического процесса для медицин-
ских приложений с высокой производи-
тельностью обработки данных, в работе 
[12] в свою очередь предложена GRID, 
основанная на методе анализа изображе-
ния. Авторы работ заявляют, что расту-
92   
щим интересом в медицинском сообще-
стве является интеграция рабочих стан-
ций персональных компьютеров в на-
стольные GRID-системы. В отличие от 
проектов, упомянутых выше, решения, 
представленные в этих исследованиях, 
основаны не на легковесных заказных 
развиваемых GRID-системах, а на стан-
дартном сервис-ориентированном проме-
жуточном программном обеспечении для 
GRID. В работе [13] отмечено, что осуще-
ствление медицинских приложений на 
стандартном промежуточном программ-
ном обеспечении GRID далеко от триви-
ального благодаря сложной природе как 
приложения, так и промежуточного про-
граммного обеспечения непосредственно. 
Тут отмечена важная особенность реали-
зации медицинской специфики GRID – 
интеграция с приложениями существую-
щей GRID для эффективного участия в 
мировых программах и проектах. 
В работах [11, 19] исследована идея 
использования одноранговых (P2P, peer-
to-peer) сетевых механизмов для GRID-
вычислений путем применения первой 
интеграции инфраструктуры P2P-
вычислений общего назначения в проме-
жуточном программном обеспечении 
стандартизированной сервис-ориенти-
рованной GRID. В этом проекте использу-
ются коммуникационные возможности се-
тей P2P, чтобы сделать возможным взаи-
модействие через сегменты сети в среде 
Интернет. В то время, как традиционные 
инфраструктуры безопасности GRID фоку-
сируются на безопасности уровня сообще-
ний и контроле доступа к межузловому 
взаимодействию в среде GRID, в этом про-
екте рассмотрены межузловые угрозы безо-
пасности, свойственные для динамического 
и изменяющегося сообщества GRID [11]. 
Чтобы противостоять угрозам, являющимся 
результатом динамических возможностей 
GRID в области промежуточного про-
граммного обеспечения, представлен ряд 
новых изоляционных технологий служеб-
ного уровня. В проекте представляет но-
вый модельно-ориентированный подход к 
разработке служб GRID и поддержке раз-
работчика и администратора в интегриро-
ванной среде в области сервис-
ориентированных Grid-вычислений. Вне-
дрение системы имело положительный 
эффект от внедрения, способствовало по-
нижению расходов на GRID-вычисления и 
дало возможность удобной для пользова-
теля разработки сложных GRID-
приложений. 
Выводы 
В результате определения совре-
менной концепции развития GRID основ-
ным направлением является формирова-
ние динамической среды GRID, состоя-
щей из взаимодействующих неоднород-
ных вычислительных узлов, без опреде-
ленной фиксированной инфраструктуры и 
с минимальными административными тре-
бованиями. 
Анализ существующих проектов, 
целью которых является создание дина-
мичного вычислительного окружения 
GRID, показал, что интеграция рабочих 
станций в организациях и разрозненных 
персональных компьютеров в динамиче-
ские GRID является актуальной задачей. 
Одной из проблем представленных про-
ектов является реализация динамичного 
вычислительного окружения за счет спе-
циализированных изолированных GRID с 
отсутствием интеграции с существующей 
GRID-средой. 
В статье приведен обзор проблем, 
которые возникают при реализации дина-
мической среды GRID. Представлен ряд 
требований для реализации динамической 
GRID, которая рассматривается в контексте 
настольных GRID, «peer-to-peer» GRID, ди-
намических GRID. В статье так же рас-
смотрены особенности реализации мо-
бильных GRID. Проведенное исследова-
ние показало, что характеристики и осо-
бенности динамических GRID и мобиль-
ных GRID по своей природе сходны, 
имеют ряд особенностей и проблем, кото-
рые обуславливают необходимость разра-
ботки новых стратегий управления и ме-
ханизмов планирования которые бы адап-
тировались к динамической вычисли-
тельной среде и обладали свойствами ин-
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теграции в существующее GRID-
пространство, интероперабельности, ми-
нимизации сложности и управления, про-
стоты разработки программного обеспече-
ния для специалистов и доступности для 
экспертов в различных предметных облас-
тях. 
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