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Abstract
Underwater images typically exhibit color distortion and low contrast as a result of the exponential decay that light
suffers as it travels. Moreover, colors associated to different wavelengths have different attenuation rates, being the
red wavelength the one that attenuates the fastest. To restore underwater images, we propose a Red Channel method,
where colors associated to short wavelengths are recovered, as expected for underwater images, leading to a recovery
of the lost contrast. The Red Channel method can be interpreted as a variant of the Dark Channel method used for
images degraded by the atmosphere when exposed to haze. Experimental results show that our technique handles
gracefully artificially illuminated areas, and achieves a natural color correction and superior or equivalent visibility
improvement when compared to other state-of-the-art methods.
Keywords: Underwater image degradation, color correction, image dehazing, contrast enhancement, visibility
recovery.
1. Introduction
The field of underwater imaging has drawn much attention over the last years. The possibility of improving un-
derwater images by just using image processing techniques is very appealing due to the low cost of implementation
when compared with more sophisticated techniques. These methodologies enjoy a wide range of applications, from
marine biology and archaeology (1) to ecological research (2). The improvement of unmanned vehicles (ROV) navi-
gation capabilities (3) is also a very important field of application. For example, underwater vehicle navigation can be
guided through video mosaics (4). Mosaicing requires a previous registration of different input images (5), and image
processing techniques are usually implemented as a preprocessing step to improve the results.
The problem of restoring images degraded by an underwater environment is challenging, in part because light
traveling underwater suffers from two combined degradations, known as scattering and absorption. The former con-
sists on a change of direction of light after collision with particles, and the latter explains how particles absorb light.
The main consequences of these degradation processes are a decrease in the visibility distance and a color distortion
that depends on the wavelength of each light beam. The shorter wavelengths (green and blue colors), reach further
depths in the scene than the rapidly vanishing longest ones (red), transferring to the final image a characteristic bluish-
greenish tone. Together with turbidity of the water, and the organic particles suspended on the medium, this yields a
hard restoration problem, since overall performance of algorithms becomes highly dependent on environmental con-
ditions. Often, an artificial light source is added to the imaging device to try to increment the visibility range in the
scene, but this entails some disadvantages: the amount of power needed to illuminate underwater scenarios can be
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prohibitively expensive; moreover, illumination is not obtained in a global uniform way and a bright area in the center
of the image tends to appear, as backscattering occurs from nearby particles causing visual disturbance.
The restoration of images degraded by an underwater environment with image processing techniques has been
studied in various ways. For instance, in (6; 7) authors suggest an algorithm that takes as input two images obtained
through a polarizer that is rotated to work at different orientations, obtaining in this way extra information about the
scene that facilitates the inversion of the image formation process. Also, a supervised algorithm is presented in (8),
where parameters of color correction are learnt over training data. The above methods require additional information,
and do not work on single images without extra input. Single-image approaches can be found in (9), where they
employ an image fusion strategy, or (10) and (11), where authors are more focused on color treatment. A more
exhaustive review of these and other works can be found in the recent survey (12).
Underwater image restoration can also be considered as a distance-dependent degradation problem. In the last
years, this field has experienced a remarkable progress, mainly in context of correction of atmospheric degradation,
also known as dehazing. A key contribution was made by Koschmieder (13), where the following degradation model
was introduced:
−→
I (x) =
−→
J (x)t(x) +
−→
A(1 − t(x)) (1)
was proposed. In (1),
−→
I is the observed intensity, the input degraded color image, t is the transmission, which
describes the amount of light that is not scattered nor absorbed, and reaches the observer (inversely related to the
depth in the scene),
−→
A is the airlight, physically related to the color of the haze, and
−→
J is the scene radiance, which is
associated to the non-degraded image.
Eq. (1) makes clear that information of the depth in the scene is encoded in the way color degrades with respect
to distance. Different image processing and computer vision techniques have been developed in the last years, based
on this fact. For example in (14), and more recently in (15), the authors infer depth information for retrieving the
3D structure of a scene, using two images captured in different conditions of visibility. However, one of the potential
applications of this model is the possibility of restoring and enhancing images that suffer a degradation that is heavier
as the depth in the scene increases. Many authors have built on Eq. (1) to develop new algorithms, e.g. (16), where the
problem was approached through a variational formulation. However, one of the most popular methods up to date has
been the Dark Channel Method, proposed in (17). The main idea is that one can directly solve for the scene radiance
−→
J in Eq. (1) provided that we are able to estimate airlight and transmission. To estimate these quantities, authors
assume that a haze-free outdoor image is colorful, with shadows and textures everywhere, so locally at least one color
channel has some pixel with low intensity (this assumption is called the Dark Channel Prior). This is not the case of
the hazy input image, where every color channel has an added amount of haze, and the deeper in the scene, the more
haze is added - this can be identified with the additive part of Eq. (1). This physical observation allows to estimate
the depth in the scene and the airlight, which is extracted from a pixel in the horizon of the scene, see (17) for further
details.
Unfortunately, the nature of the degradation induced by a marine environment prevents from directly applying the
Dark Channel method. Absorption, which is not present in the atmosphere, since it is considered to be transparent,
influences the way in which colors are lost in an underwater scene. Red channel rapidly loses intensity, while the
green and blue ones keep their intensity longer. In this situation, the Dark Channel Prior has no sense anymore: being
the image degraded or not, there is almost always one color channel with low intensity (the red one).
Several authors have proposed various modifications of the Dark Channel Method method to solve model (1)
adapted to the underwater environment. In (18), authors modify the algorithm prior to reflect the difference in atten-
uation between colors, while in (19) they keep the algorithm essentially untouched and prefer to modify the model
by adding some parameters reflecting the disparity of degradation in different wavelengths and depths. Unfortunately,
while in (18) the different rates of color degradations are not taken into account, the method in (19) strongly depends
on the choice of the parameters that govern the algorithm, limiting the capability of both approaches.
In this work, we propose a Red Channel method suitable for underwater images, which can be interpreted as
a variant of the Dark Channel method employed in dehazing of atmospheric images. Our method is simple and
robust, and it recovers part of the lost visibility range while correcting the color distortion produced by absorption.
Additionally, it has fewer free parameters than previously existing methods, and can cope efficiently with artificial
light sources possibly present in the scene.
2
2. Red Channel Underwater Image Restoration
Examining in detail Eq. (1), we observe that the scene radiance
−→
J (x) first goes through a multiplicative distortion
and then through an additive distortion. According to the Beer-Lambert law, transmission t is exponentially decreasing
with respect to the distance.
For the case of haze in the atmosphere, the transmission of an object in the scene depends both on the composition
of the portion of air that the light beam has traversed to reach it, and the distance from the observer. A useful
simplification, first introduced in (13), is to assume that the atmosphere is homogeneous, which allows us to write:
t(x) = e−βd(x), (2)
where d(x) is the scene depth and β is the (constant) attenuation coefficient. From (2), we see that at zero depth, the
transmission becomes t(x) = 1, and airlight attenuation has no influence in Eq. (1), which reduces to
−→
I (x) =
−→
J (x).
Conversely, as the depth in the scene increases, transmission decreases to zero, making the airlight contribution in (1)
exponentially more significative, until it dominates the whole scene, effectively modeling what happens in the horizon
of natural hazy scenes,
−→
I (x) ≈
−→
A. All the above intuition can be translated to the underwater environment with some
adaptations. To that end, we rearrange the original model (1) and write:
1 − IR = t(1 − JR) + (1 − t)(1 − AR)
IG = tJG + (1 − t)AG (3)
IB = tJB + (1 − t)AB,
being
−→
I = (IR, IG, IB) and
−→
J = (JR, JG, JB) the degraded and the original image respectively. Notice that Eqs. (3) are
completely equivalent to Eq. (1). Therefore, it still reflects the fact that the light attenuates with distance, as it actually
happens underwater. The main difference we must have into account is that red intensity decays faster as distance
increases. To reflect this fact, we suggest the following modification of the Dark Channel prior, which we denote as
Red Channel Prior. It states that:
JRED(x) := min
(
min
y∈Ω(x)
(1 − JR(y)), min
y∈Ω(x)
(JG(y)), min
y∈Ω(x)
(JB(y))
)
≈ 0, (4)
for a non-degraded underwater image. Here, Ω(x) is a neighborhood of pixels around the x location. Notice that for
a degraded image near the observer, the red channel still keeps some intensity, so its reciprocal 1 − JR is low, and
the prior is still true. However, as distance increases, red intensity rapidly decays, and its weight in the Red Channel
image decreases, so the prior begins to be false. This fact will allow us to estimate the depth in the scene, as well as
the color of the water veil.
Remark 2.1. Notice that we denote the Red Channel of an image
−→
J = (JR, JG, JB), given by Eq. (4), as JRED, while its
red component is denoted by JR.
2.1. WaterLight estimation from Red Channel
The first thing we need to estimate is the color of the water. We ideally want to pick a pixel that lies at the
maximum depth with respect to the camera. Since we are assuming that the degradation is distance dependent, this
location naturally corresponds to the maximum values in the Red Channel of the original image.
Let us denote
−→
A =
−→
I (x0) = (1 −AR,AG,AB). We choose as the waterlight x0 the pixel in the degraded image that
corresponds to the brightest pixel in its Red Channel:
−→
A = (IR(x0), IG(x0), IB(x0)) such that IRED(x0) ≥ IRED(x) ∀x.
The analogous method to the one suggested in (17) would be to take the top 10% brightest pixels in the Red
Channel image, and among this set of pixels, choose the one that is brightest in the degraded image. This pixel
does not need to be the brightest pixel in the Red Channel. However, the brightest pixel in the degraded image is an
ambiguous definition. In the underwater case, we have observed that picking among that 10% of pixels the one that
has lower red component obtains the best results in our experiments, see Fig. 1.
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(a) (b) (c) (d)
Figure 1: Waterlight detection from Red channel. (a) Original image, the red rectangle marks the region from where waterlight was extracted (b)
In red, exact pixel location of waterlight within the rectangle marked in (a) (c) Red Channel of the original image (d) Final restoration result
2.2. Transmission Estimate from Red Channel
After estimating the waterlight, we are now able to produce an estimate for the transmission of the scene. This is
achieved with the following result:
Theorem 2.2. Given an estimate
−→
A = (AR,AG,AB) for the waterlight, assuming that transmission is locally constant,
and under the Red Channel hypothesis (4), t(x) can be estimated as:
t̃(x) = 1 −min

min
y∈Ω(x)
(1 − IR(y))
1 − AR
,
min
y∈Ω(x)
IG(y)
AG
,
min
y∈Ω(x)
IB(y)
AB
 . (5)
Proof: It is a simple adaptation of the steps of the derivation in (17). For details, see the Appendix.
Let us stress that model (3) is in fact a convex combination with coefficients t and 1 − t, so the estimate t̃ of t must
also lie in [0, 1]. This is a non-trivial fact that relies on how we performed the estimation of the waterlight. We have:
Theorem 2.3. Transmission estimate (5) verifies t̃(x) ∈ [0, 1] for all pixel x in the image.
Proof: See the Appendix.
Nevertheless, this straightforward extension of the Dark Channel Method to include the Red Channel Prior fails
to take into account the velocity of different wavelengths in the light. To incorporate this behavior in our model, we
suggest two possibilities. The first one is performed in the transmission estimate step, and consists of extending the
model (3) to involve three transmission maps, one for each color component. The second one occurs during the final
inversion step, and consists of weighting the additive contribution of each component of the waterlight.
Incorporating Color Correction I: Vectorial Transmission
In our work, we select the former approach. Departing from (3) and distinguishing three different transmission
maps, we have:
1 − IR = tR(1 − JR) + (1 − tR)(1 − AR)
IG = tGJG + (1 − tG)AG (6)
IB = tBJB + (1 − tB)AB
In (6), we need to estimate the three components of the waterlight, and the three transmission maps, one for each
color. However, these three matrixes are not independent: using (2), we conclude that we only need to estimate one
matrix and two scalar numbers. We have:
tR(x) = e−β
Rd(x)
tG(x) = e−β
Gd(x) =
(
e−β
Rd(x)
) βG
βR = (tR(x))λG (7)
tB(x) = e−β
Bd(x) =
(
e−β
Rd(x)
) βB
βR = (tR(x))λB ,
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where λG = βG/βR and λB = βB/βR. This leads to a slightly more difficult (but still possible) estimation of the
transmission, by modification of the Red Channel prior. We can check the following property:
Theorem 2.4. Assuming that we have already estimated the waterlight, and the attenuation coefficients for the green
and blue transmission maps, λG and λB, and that:
min
(
min
y∈Ω(x)
(1 − JR(y))/(1 − AR), tλG−1R (x)( miny∈Ω(x) J
G(y))/AG+
1 − tλG−1R (x), t
λB−1
R (x)( miny∈Ω(x)
JB(y))/AB + 1 − tλB−1R (x)
)
≡ 0, (8)
the red, green, and blue components of the transmission map can be estimated as:
t̃R(x) =1 −min

min
y∈Ω(x)
1 − IR(y)
1 − AR
,
min
y∈Ω(x)
IG(y)
AG
,
min
y∈Ω(x)
IB(y)
AB

t̃G(x) =(̃tR(x))λG (9)
t̃B(x) =(̃tR(x))λB
Proof: Details are given in the Appendix.
Remark 2.5. Notice that in formula (8) there are two convex combinations,
tλG−1R
(
min
Ω
JG/AG
)
+ (1 − tλG−1R )1 (10)
tλB−1R
(
min
Ω
JB/AB
)
+ (1 − tλB−1R )1,
where these quantities vary from min
Ω
JG/AG and min
Ω
JB/AB respectively, to 1. Let us analyze the extreme cases of this
generalized prior.
• When these two quantities are equal to 1, then tλG−1R = t
λG
R /tR = 0, and t
λB−1
R = t
λB
R /tR = 0, implying that the
transmission is null, so the depth is maximum. In this case, assumption (8) reduces to the red channel prior (4),
so we are enforcing our main hypothesis in regions of high depth in the scene.
• When they are min
Ω
JG/AG and min
Ω
JB/AB respectively, then tλG−1R = t
λG
R /tR = 1 and t
λB−1
R = t
λB
R /tR = 1, so
tR = tG = tB. This situation can only happen when we are near the observer, where the degradation is minimum,
and more intense red can be found, so
(
min
y∈Ω(x)
1 − JR(y)
)
/
(
1 − AR
)
is near zero, making hypothesis (8) valid.
The fact that the three derived transmission maps still lie in the interval [0, 1] follows directly from Theorem 2.3.
Remark 2.6 (Transmission Map Refinement). In all these calculations, we assume that the transmission map can
be considered patch-wise constant, but this is not realistic. If the patch contains a depth jump, this hypothesis fails
and leads to artifacts in the recovered scene. A solution is to refine the calculated rough transmission map using the
guided filter (20), a version of the bilateral filter that efficiently captures the fine details of the degraded image, and
incorporates them in the estimated transmission map, see Fig. 2. This method is faster and has no noticeable loss of
detail with respect to the method based on the image matting technique (21), originally used in (17).
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Figure 2: Transmission map refinement
2.3. Final Inversion
To solve (1), we need to invert channelwise Eqs. (3). We prevent dividing by small numbers by putting a lower
bound on the denominator:
JR(x) =
IR(x) − AR
max(tR(x), t0)
+ AR
JG(x) =
IG(x) − AG
max(tG(x), t0)
+ AG
JB(x) =
IB(x) − AB
max(tB(x), t0)
+ AB
where a typical value for t0 can be 0.1.
Incorporating Color Correction II: Weighted WaterLight
Attenuation coefficients λG and λB in (9) are not easy to determine, as they depend on the type of water. They
are usually specified heuristically or left as free parameters. In our case, a simplified version of our technique can be
obtained by directly building t as in (5) and letting the additive waterlight weight the contributions of each wavelength.
This yields a slightly different inversion formula:
JR(x) =
IR(x) − AR
max(t(x), t0)
+ ρRAR,
JG(x) =
IG(x) − AG
max(t(x), t0)
+ ρGAG,
JB(x) =
IB(x) − AB
max(t(x), t0)
+ ρGAB,
where parameters ρR, ρG, ρB weight the contribution of each component. The multiplicative part involving
−→
I takes care
of the restoration of the deep parts of the scene, while the additive part removes the color cast. Our experience shows
that there is no need to estimate these coefficients, since the reciprocal of the waterlight coefficients can automatically
fulfil this task. Thus, a final version of our algorithm would include the following inversion formula:
Jα(x) =
Iα(x) − Aα
max(t(x), t0)
+ (1 − Aα)Aα,
for α ∈ {R,G, B}. This implementation no longer guarantees that the resultant image lies in [0, 1]. However, a simple
min-max normalization of the intensity values to carry them to the unit interval easily fixes this issue.
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Figure 3: Saturation-based segmentation of artificially illuminated areas. Pixels with S (x) < 0.4 are painted red.
2.4. Handling Artificial Illumination
Artificially illuminated underwater images are quite common. Unfortunately, high intensity of the pixels does not
necessarily indicate the presence of artificial light. A much more adequate cue to characterize it is the saturation. The
saturation component represents the purity of the chromaticity of a pixel: when a color is in the pure spectrum, it is
completely saturated, containing no white light. A color loses saturation when we add white light, which contains
power at all wavelengths (22). The lack of saturation can thus be interpreted as the amount of white light appearing
within its color. Saturation is defined as:
Sat(
−→
I ) =
max(IR, IG, IB) −min(IR, IG, IB)
max(IR, IG, IB)
(11)
In Fig. 3, a saturation-based segmentation effectively separates areas with artificial light from the rest of the image.
Additionally, when no light is present in the scene, the saturation is notably different from zero. This reflects the fact
that artificial illumination forces a pixel to have similar intensity values rather than more green/blue than red. Then, a
low saturation indicates that max(IR, IG, IB) ' min(IR, IG, IB), i.e., IR ' IG ' IB.
It is easy to incorporate saturation into our prior. We just extend (4) to the following Red-Saturation Prior:
JRED−SAT(x) = min
(
min
y∈Ω(x)
(1 − JR(y)), min
y∈Ω(x)
(JG(y)),
min
y∈Ω(x)
(JB(y)), min
y∈Ω(x)
Sat(y)
)
≡ 0 (12)
This extension handles illumination gracefully. If a pixel exhibits disparity in the three channels, it is because the
red channel has already lost intensity, so the object is far away from the observer and needs to be restored. However, if
a pixel has a value for the three channels that is far from zero, it lies in a location near the observer, or in an artificially
illuminated area. Without adding saturation to (4), an artificially illuminated area that is not close to the observer can
have intermediate values in the three channels, e.g. (0.5, 0.5, 0.5). The Red Channel Prior considers this pixel to be
far away, while (12) classifies it as artificially illuminated, and will not attempt to restore it, as desired.
To implement this idea within the Red Channel methodology, we simply reformulate Theorem 2.2 as:
Theorem 2.7. Under artificial illumination, we can compute an improved estimate of t(x) as:
t̃(x) = 1 −min

min
y∈Ω(x)
(1 − IR(y))
1 − AR
,
min
y∈Ω(x)
IG(y)
AG
,
min
y∈Ω(x)
IB(y)
AB
, λ min
y∈Ω(x)
Sat(y)
 ,
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(a) (b) (c)
(d) (e) (f)
Figure 4: Result of considering or not the Saturation cue. (a) Image with artificial light source on it. (b) Red Channel obtained with Eq. (5). (c)
Image after processing without saturation prior. (d) Saturation-based segmentation of artificially illuminated areas. (e) Improved Red-Saturation
Channel obtained with Eq. (A6). (f) Image after processing with saturation prior.
where λ ∈ [0, 1] is a scalar multiplier that can be manually adjusted to suit the amount of artificial light we want to
take into account.
Proof: It is a simple extension of Theorem 2.2.
The effect of including saturation can be clearly appreciated in Fig. 4. Therein, Fig. (4a) displays an artificially
illuminated scene. Fig. (4b) shows the Red Channel calculated as in Eq. (5), where artificially illuminated pixels are
classified as if they were in the background of the scene. In Fig. (4d) we see the segmentation of illuminated areas,
while Fig. (4e) shows the Red-Saturation Channel, computed using Eq. (12). In this figure, misclassified pixels are
now darker, implying that they are closer to the observer, and do not need to be restored. Figs. (4c) and (4f) show the
results of restoration with and without the Red-Saturation Prior respectively. We can appreciate a chromatic artifact
that renders the restored image in a reddish tone at illuminated areas, due to a wrong depth estimation. The integration
of Saturation in the transmission estimation considerably reduces this effect, as seen in Fig. (4f).
3. Results
It is very hard to assess the performance of an underwater image restoration algorithm, since there is not groundtruth
available. Hence, no standard non-referenced image quality metric, such as PSNR or SSIM, can be used in our sit-
uation. In this work, we evaluate the restoration output in a twofold manner. First, we will assess the amount of
visibility that a our algorithm, together with other five state-of-the-art methods, is able to recover. Second, we propose
to evaluate color correction based on the examination of three indicators of the quality of the restoration, that will
be described in the next section. Each of these indicators reveals the weaknesses and strengths of the methods we
compare in a different aspect of color quality.
For comparison purposes, we have selected the four test images in Fig. 5, since they have been captured under
different conditions, with a varied type of waters, representing different scene configurations and with a varying degree
of artificial illumination.
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(a) (b)
(c) (d)
Figure 5: The set of images chosen for evaluation. a) Diver image b) Open scene image c) Shipwreck image e) Fishes image
3.1. Contrast and Visibility Recovery
In this work, to evaluate the amount of contrast recovered we rely on a non-referenced metric proposed in (23) and
used in (24) for purposes of visibility recovery assessment, on images corrupted by fog. It is meaningful to use this
metric, since it aims at finding whether the algorithm has retrieved some of the edges that were lost by the scattering
effect. It works by computing three coefficients that measure the amount of new visible edges that a given contrast
restoration method produces, as well as the quality of the restoration, since retrieving many edges alone is not an
indicator of the quality of the algorithm.
We have compared extensively the performance of our algorithm with other five state-of-the-art techniques for
underwater image restoration and enhancement by computing the coefficients e and r, see (23). The first of these
coefficients, e, is calculated by first building a map of visible edges on the restored images, and then, counting the
amount of edges on the original image, nr, and on the restored image, no, and setting:
e =
nr − no
no
.
This evaluates the quantity of edges that were not present at Io but are in Ir. Complementarily, for each pixel i
belonging to a visible edge, it computes the ratio of the gradient in the restored image and in the original image ri,
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Table 1: Visibility recovery coefficient e compared on four images
e coefficient Diver Open Scene Shipwreck Fishes
Ancuti et al. (9) 23.7132 0.06377 1.4890 7.5038
Malkasse et al. (25) 2.4075 0.07222 0.5599 3.0220
Carlevaris et al. (18) 0.1617 -0.2039 1.3534 0.5345
Chiang et al. (19) 0.1046 0.1705 0.3123 0.1842
Serikawa et al. (26) 0.4414 0.14903 0.0381 0.9163
Ours 16.4695 0.4011 1.8982 4.5547
Table 2: Restoration quality coefficient r compared on four images
r coefficient Diver Open Scene Shipwreck Fishes
Ancuti et al. (9) 4.7713 1.7827 1.4890 5.3905
Malkasse et al. (25) 5.9437 3.6533 4.2686 6.3280
Carlevaris et al. (18) 1.2083 1.3625 2.6018 0.9813
Chiang et al. (19) 1.2976 1.7812 1.7677 1.4304
Serikawa et al. (26) 1.5719 2.1414 2.0557 1.8693
Ours 2.1197 1.1235 1.9810 2.3799
and geometrically averages it to obtain the coefficient r as:
r =
1
nr
∑
i
log(ri).
Finally, it also computes the number ns of pixels that the algorithm saturates to black or white, normalized by the size
of the image, obtaining the third coefficient σ:
σ =
ns
dimx × dimy
.
The visual results of restoring these images with the algorithms of (9; 25; 18; 19; 26) and ours are shown in Figs.
(6), (8), (10), (12), and the edge maps computed by the evaluation metric we are using are given in (7), (9), (11), (13).
Tables 1 and 2 show the e and r coefficients that the different methods scored in these set of images. The σ coefficient
is not displayed, since all methods exhibit values very close to zero.
We see that only on the Diver and Fishes images, there is one method, Ancuti’s algorithm, that outperforms our
results. However, in Table 2 we can see that Ancuti’s method is producing a higher r value. That means that this
method is recovering spurious edges, as confirmed by visual inspection of Figs. (7a) and (7f), as well as of (9a) and
(9f). We see there how Ancuti’s algorithm is recovering much more noise that our method on areas of the image that
contain no object, only water.
In every other case, our proposed algorithm performs better than the other state-of-the-art methodologies in terms
of visibility recovery, analyzed through the e coefficient. The values of the r coefficient in our method tend to be
higher than Carlevaris, Chiang’s and Serikawa’s, but this is due to the fact that these three methods are not recovering
as much visibility as ours, as reflected by their scores at the e coefficient table. Since they retrieve substantially less
edges, they also recover less spurious edges.
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(a) (b) (c)
(d) (e) (f)
Figure 6: Results on the Diver image. (a) With (9) (b) With (25) (c) With (18) (d) With (19) (e) With (26) (f) With the Red Channel algorithm.
3.2. Color Correction Evaluation
In terms of color correction, as there is no groundtruth of how should the color on the scene really be, we can only
evaluate the ability of each method to remove the color cast and recover a natural color distribution. Since naturalness
of colors is a rather subjective concept, it is very hard to measure the quality of the recovered colors.
Other works, see for instance (18; 19; 27), try to assess the ability of a method to recover realistic colors by taking
an image of a color board before and after immersion in a water body, then processing the water-degraded image
and comparing the result to the colors of the image acquired in the atmosphere. This can be a meaningful evaluation
approach for a single method performance analysis. Unfortunately, this approach is little suitable for comparison
tasks, as it is very particular, and hardly reproducible, since each immersion takes place in different waters and under
very different conditions that could favor one or another method. Moreover, it is arguable whether an underwater
image processing algorithm should have the goal to convert colors to their equivalent in the surface. Our goal here
is to obtain an improved image, in terms of contrast and visibility increase. Regarding color correction, it must be
performed in a way that the resultant image looks natural to the human eye, and this is inevitably a subjective task that
does not necessarily match the idea of converting an underwater image to its surface counterpart.
For these reasons, we rather analyze the behavior of the different methods with respect to three visual components
that are affected by color corruption, namely, color dominance, color cast and color fading which leads to low- color
saturation. We propose one metric for each of these aspects, allowing to quantitatively evaluate the performance of
each method in a way that proves to be consistent with subjective perceptual criteria when applied to the test images
we handle here.
As advocated in (28), we can associate an image with color cast to the fact that one chromatic channel exhibits a
particularly different standard deviation with respect to others. Moreover, color cast should not be confused with color
dominance. In the latter case, it is the average value of a channel that predominates. This interpretation in fact further
motivates the idea that contrast enhancement in color corrupted images can help to decrease color cast, as it spreads
the intensity values of all color channels, decreasing thus the dispersion of the correspondent standard deviations.
We can thus set as a meaningful goal to reduce color cast, while not increasing color dominance on the three
chromatic components of an underwater image. To measure the achievement of these goals, we look at the relative
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(a) (b) (c)
(d) (e) (f)
Figure 7: Corresponding visible edge maps of the recovered Diver image. (a) (9) (b) (25) (c) (18) (d) (19) (e) (26) (f) Red Channel algorithm.
(a) (b) (c)
(d) (e) (f)
Figure 8: Results on the Fishes image. (a) With (9) (b) With (25) (c) With (18) (d) With (19) (e) With (26) (f) With the Red Channel algorithm.
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(a) (b) (c)
(d) (e) (f)
Figure 9: Corresponding visible edge maps of the recovered Fishes image. (a) (9) (b) (25) (c) (18) (d) (19) (e) (26) (f) Red Channel algorithm.
(a) (b) (c)
(d) (e) (f)
Figure 10: Results on the Open scene image. (a) With (9) (b) With (25) (c) With (18) (d) With (19) (e) With (26) (f) With the Red Channel
algorithm.
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(a) (b) (c)
(d) (e) (f)
Figure 11: Corresponding visible edge maps of the Open scene image. (a) (9) (b) (25) (c) (18) (d) (19) (e) (26) (f) Red Channel algorithm.
(a) (b) (c)
(d) (e) (f)
Figure 12: Results on the Ship image. (a) With (9) (b) With (25) (c) With (18) (d) With (19) (e) With (26) (f) With the Red Channel algorithm.
14
(a) (b) (c)
(d) (e) (f)
Figure 13: Corresponding visible edge maps of the Ship image. (a) (9) (b) (25) (c) (18) (d) (19) (e) (26) (f) Red Channel algorithm.
dispersion of the three RGB channels, µR, µG, µB, and of its standard deviations, σR, σG, σB. To quantify this
dispersion, we simply pick the maximum of their mutual distances, i.e.:
µdiff = max(|µR − µG |, |µR − µB|, |µB − µG |) (13)
and
σdiff = max(|σR − σG |, |σR − σB|, |σB − σG |) (14)
By enforcing that these coefficients remain relatively low, we are requiring that color cast and dominance are
reduced. On the other hand, notice that a completely gray image would achieve the lowest score in both µdiff and σdiff .
To incorporate the requirement of recovering a variety of colors, we can simply consider a measure of saturation. To
keep the consistency of requiring low value to reflect optimal behavior, we introduce a third coefficient, given by:
λ = 1 −mean(Sat(
−→
I )), (15)
where Sat(
−→
I ) is defined as in Eq. (11). Each of these metrics measures the ability to reduce color dominance, remove
color cast and retrieve rich colors, respectively.
Regarding color dominance, Fig. (14) reproduces the scores that each method achieved in the metric given by
Eq. (13), for each image in our test set. We see that the method in (25) is able to carry the chromatic means to a
common value, obtaining the best score in color dominance reduction. Ancuti’s algorithm (9) and ours are ranked in
second/third position here, while the rest of the methods fail to remove color dominance.
Regarding color cast reduction, again the method in (25) scores in the best positions, only beaten by our method
on Image 1 and obtaining similar results as (26) on Image 3.
However, these results should be judged cautiously. The algorithm in (25) removes color dominance and cast by
sacrificing the recovery of intense colors, i.e., it is obtaining rather grayish images, see for example Fig. 8b. This is
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Figure 14: Scores for coefficient µdiff in each of the four test images.
confirmed by inspection of Fig. 16. Therein, we realize that (25) is the method that recovers the least vivid colors.
On the other hand, the methods in (18), (19) and (26) are obtaining very saturated colors, but clearly sacrificing the
reduction of color dominance, and to some extent, also color cast. We thus see that, among the three methods that
are able to reduce color dominance and color cast, Ancuti’s method (9) and ours are again ranked as the first/second
with respect to the ability to retrieve intense colors. This quantitative evaluation seems to soundly match perceptual
criteria, as informal inspection of the experimental results in the previous section shows.
4. Discussion and Conclusion
In this work, we have proposed a new method for the restoration of underwater images that tackles both visibility
loss and color corruption. Our work extends the Dark Channel Method, adapting to the way these images are degraded.
We provide also a general methodology to locate artificially illuminated areas within an underwater scene, and suggest
a method to handle these regions properly, avoiding color artifacts that can appear due to the wrong estimate of depth
in them.
Regarding the experimental results, we have proposed to perform a twofold evaluation. First, to measure the
improvement of image contrast, we resort to a metric proposed in (23) to quantify visibility enhancement on images
degraded by fog. Second, to evaluate the quality of the recovered colors, we propose to use three basic indicators that
adapt nicely to the problematic of assessing the quality of underwater colors after image restoration.
Images restored with our method have been compared with five different state-of-the-art algorithms. Results show
that our approach obtains good-quality images, with a visibility enhancement comparable or better than other recent
methods. As for color recovery, we retrieve natural colors, consistently ranking among the best positions among
different images, regardless of the different water conditions.
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Figure 15: Scores for coefficient σdiff in each of the four test images.
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Figure 16: Scores for coefficient λ in each of the four test images.
We have carried out our experiments on four different test images that attempt to capture the wide variability of
underwater images. Although our test set encompasses rather different images, we are aware that it is impossible to
reflect the whole range of possibilities regarding the different water qualities, depth from the atmosphere, illuminations
and a large number of parameters that affect underwater image acquisition. To improve potential comparison and
evaluation, we have set up an online repository1 where the reader can find all the images that appear in this paper at
full resolution, as well as our restoration results in a wider set of test images, and code to generate Figures (14), (15)
and (16), for comparison purposes.
Appendix
Proof of Theorem 2.2
Departing from Eqs. (3), we divide by the waterlight:(
1 − IR
1 − AR
,
IG
AG
,
IB
AB
)
=
(
t
1 − JR
1 − AR
+ 1 − t, t
JG
AG
+ 1 − t, t
JB
AB
+ 1 − t
)
,
and we take minima over local neighborhoods on every image. Recall waterlight are scalar images build out of con-
stant values, so they can be extracted from the minima operators. This is also true for the estimate of the transmission
1https://github.com/agaldran/UnderWater
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map, that we consider to be a locally constant image, min
Ω(x)
t̃(x) = t̃(x), so we obtain:
minΩ (1 − I
R)
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 =
̃tminΩ ((1 − J
R))
1 − AR
+ 1 − t̃, t̃
min
Ω
JG
AG
+ 1 − t̃, t̃
min
Ω
JB
AB
+ 1 − t̃

After taking minima at both sides of the above equation, we deduce:
min
minΩ (1 − I
R)
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 =
t̃ min
minΩ ((1 − J
R))
1 − AR
,
min
Ω
(JG)
AG
,
min
Ω
(JB)
AB
 + 1 − t̃
Direct application now of the Red Channel prior (4) cancels out the first term of the right hand side of the above
equation. Simple rearrangement leads to the desired conclusion.
Proof of Theorem 2.3
According to Eq. (5), it is enough to prove that:
0 ≤ min

min
Ω(x)
1 − IR(x)
1 − AR
,
min
Ω(x)
IG(x)
AG
,
min
Ω(x)
IB(x)
AB
 ≤ 1, (A1)
for every pixel x. Being every quantity in Ineq. (A1) positive, the first inequality is automatically verified. To see that
the inner expression is bounded by 1, let us recall that Airlight
−→
A was defined to be located at the pixel x0 verifying
that:
−→
A = (AR,AG,AB) = (IR(x0), IG(x0), IB(x0)) s.t. IRED(x0) ≥ IRED(x) ∀x.
Then, we take an arbitrary pixel location x∗, and we apply the definition of the Red Channel given in Eq.(4) to the
degraded image
−→
I :
min
(
min
y∈Ω(x∗)
(1 − IR(y)), min
y∈Ω(x∗)
(IG(y)), min
y∈Ω(x∗)
(IB(y))
)
≤
min
(
min
y∈Ω(x0)
(1 − IR(y)), min
y∈Ω(x0)
(IG(y)), min
y∈Ω(x0)
(IB(y))
)
(A2)
Let us now notice the fact that, since we always have x0 ∈ Ω(x0), we can write:
min
y∈Ω(x0)
(1 − IR(y)) ≤ 1 − IR(x0),
min
y∈Ω(x0)
IG(y) ≤ IG(x0),
min
y∈Ω(x0)
IB(y) ≤ IB(x0).
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With this, we can rewrite Ineq. (A2) as:
min
(
min
y∈Ω(x∗)
(1 − IR(y)), min
y∈Ω(x∗)
IG(y), min
y∈Ω(x∗)
(IB(y))
)
≤
min(1 − IR(x0), IG(x0), IB(x0)) = min(1 − AR,AG,AB). (A3)
Now, for the pixel x∗, there are three possibilities regarding the left-hand-side of Ineq. (A3), depending on which of
the three inner quantities attains the minimum.
First Possibility:. Suppose it is the first quantity, i.e.:
min
(
min
y∈Ω(x∗)
(1 − IR(y)), min
y∈Ω(x∗)
(IG(y)), min
y∈Ω(x∗)
(IB(y))
)
= min
y∈Ω(x∗)
(1 − IR(y))
In this case, Eq. (A3) can be used to write:
min
y∈Ω(x∗)
(1 − IR(y)) ≤ min(1 − AR,AG,AB) ≤ 1 − AR
and we deduce that:
min
y∈Ω(x∗)
(1 − IR(y))
1 − AR
≤ 1 (A4)
Finally, using Ineq. (A4), we arrive to the desired conclusion:
min

min
y∈Ω(x∗)
1 − IR(y)
1 − AR
,
min
y∈Ω(x∗)
IG(y)
AG
,
min
y∈Ω(x∗)
IB(y)
AB
 ≤
min
y∈Ω(x∗)
(1 − IR(y))
1 − AR
≤ 1.
Second Possibility:. Suppose now the minimum on the left hand side of Ineq. (A3) is attained by min
y∈Ω(x)
IG(y). Just as
in the first case, we can write:
min
y∈Ω(x∗)
IG(y) ≤ min(1 − AR,AG,AB) ≤ AG,
and we deduce now that:
min
y∈Ω(x∗)
IG(y)
AG
≤ 1,
which leads us to:
min

min
y∈Ω(x∗)
1 − IR(y)
1 − AR
,
min
y∈Ω(x∗)
IG(y)
AG
,
min
y∈Ω(x∗)
IB(y)
AB
 ≤
min
y∈Ω(x∗)
IG(y)
AG
≤ 1.
Third Possibility:. If the minimum in the left hand side of Ineq. (A3) is attained by min
y∈Ω(x∗)
IB(y), similar derivations as
in the previous cases lead us to:
min

min
y∈Ω(x∗)
1 − IR(y)
1 − AR
,
min
y∈Ω(x∗)
IG(y)
AG
,
min
y∈Ω(x∗)
IB(y)
AB
 ≤
min
y∈Ω(x∗)
IB(y)
AB
≤ 1.
With any of the three possibilities, the hypothesis of the theorem is verified. As the choice of pixel x∗ was arbitrary,
this concludes the proof.
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Proof of Theorem 2.4
Departing from Eqs. (6), we divide by the waterlight:(
1 − IR
1 − AR
,
IG
AG
,
IB
AB
)
=
(
tR
1 − JR
1 − AR
+ 1 − tR, tG
JG
AG
+ 1 − tG, tB
JB
AB
+ 1 − tB
)
,
and we take minima over local neighborhoods on every image. As in the proof of Theorem (2.2), waterlight and
transmission map estimates can be extracted from the minima operators, since they are locally constant images,
yielding: minΩ (1 − I
R)
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 = (A5)tR minΩ ((1 − J
R))
1 − AR
+ 1 − tR, tG
min
Ω
(JG)
AG
+ 1 − tG, tB
min
Ω
(JB)
AB
+ 1 − tB

We want to compute the minimum of the three components of both sides of (A5). Notice that in our case, the
transmission maps can only be extracted from this second minimum operator after the following manipulations:
tG
min
Ω
JG
AG
+ 1 − tG = tR tαG−1R
min
Ω
JG
AG
+ 1 − tR + (tR − tαGR )
= tR t
αG−1
R
min
Ω
JG
AG
+ 1 − tR + tR(1 − tαG−1R )
= tR
 tαG−1R minΩ J
G
AG
+ (1 − tαG−1R )
 + 1 − tR
and analogously,
tB
min
Ω
JB
AB
+ 1 − tB = tR
tαB−1R minΩ J
B
AB
(1 − tαB−1R )
 + 1 − tR
where (7) has been used.
Inserting that in the above equation, Eq. (A5) becomes:minΩ (1 − I
R)
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 = (A6)
tR
minΩ ((1 − J
R))
1 − AR
, tλR−1G
min
Ω
(JG)
AG
+ 1 − tλR−1R ,
tλB−1
min
Ω
(JB)
AB
+ 1 − tλR−1
 + (1, 1, 1) − (tR, tR, tR).
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Now we can take the minimum on both sides of Eq. (A6):
min
minΩ (1 − I
R)
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 =
tR min
minΩ ((1 − J
R))
1 − AR
, tλR−1G
min
Ω
(JG)
AG
+
1 − tλR−1R , t
λB−1
min
Ω
(JB)
AB
+ 1 − tλR−1
 + 1 − tR.
Here the vector multiplying tR cancels out due to the hypothesis of the generalized red channel prior (8), and we
obtain:
tR(x) = 1 −min
minΩ 1 − I
R
1 − AR
,
min
Ω
IG
AG
,
min
Ω
IB
AB
 .
And the other two transmission maps are immediately deduced from Eqs. (7).
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