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Cap´ıtulo 1
Introduccio´n
1.1 Relevancia
El presente proyecto nace de la colaboracio´n entre el Posgrado de Ingenier´ıa de
Sistemas (PISIS) y el a´rea de mecatro´nica del Centro de Innovacio´n, Investigacio´n
y Desarrollo en Ingenier´ıa y Tecnolog´ıa (CIIDIT) de la Universidad Auto´noma de
Nuevo Leo´n (UANL). El trabajo que se lleva a cabo en el a´rea de mecatro´nica esta´
relacionado con el desarrollo de proyectos de robo´tica, autotro´nica y domo´tica entre
otros, siendo el primero de ellos, la robo´tica, el punto de encuentro entre dicha a´rea
y el trabajo realizado en el PISIS.
El trabajo que se realiza dentro del PISIS se puede definir en general como el
uso de te´cnicas cuantitativas para la solucio´n de problemas de decisio´n. As´ı dentro
de la robo´tica y, ma´s espec´ıficamente, dentro del a´rea de control y la inteligencia
artificial se vislumbra el potencial del trabajo en conjunto entre ambas disciplinas.
Dentro del a´rea relativamente nueva de la inteligencia artificial existen un
sinnu´mero de campos con problemas por resolver y a su vez problemas resueltos
pero con un potencial de mejora considerable. Uno de estos campos es el del lla-
mado planning o covering, el cual busca definir la trayectoria de un robot sobre una
superficie dada. Dicha trayectoria esta´ sujeta a restricciones de paso (obsta´culos).
Sin embargo, aunque existen algoritmos disen˜ados para cubrir un a´rea cono-
cida, el intere´s de este proyecto es abordar el problema de covering cuando e´ste tiene
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asociado criterios de funcionalidad medibles y, que adema´s, resulte de intere´s llevar
un control de ellos.
Un punto importante de remarcar es que el presente proyecto busca desa-
rrollar y/o utilizar te´cnicas que resulten econo´micas tanto desde el punto de vista
computacional como desde el monetario.
1.2 Descripcio´n del problema
El problema que se plantea es un problema de construccio´n, en este caso, de la
trayectoria que ha de seguir un robot para cubrir completamente o la mayor parte
posible de una superficie dada. Sin embargo, no so´lo es de intere´s que el robot cubra
con su trayectoria total o parcialmente el a´rea, sino tambie´n que sea susceptible a
una especie de control sobre la trayectoria generada, respondiendo e´sta a necesidades
espec´ıficas del usuario, tales como tiempo de operacio´n, acceso preferencial a a´reas
de intere´s, o por el contrario, el control sobre el acceso a a´reas restringidas. Por otra
parte el control sobre la trayectoria puede obedecer tambie´n a necesidades del robot,
tal como la economı´a de movimientos para el ahorro de energ´ıa.
As´ı, es necesaria la construccio´n de un modelo que refleje las restricciones de
paso y nos permita actuar sobre las restricciones de funcionalidad. Adema´s debe
contar con un modelado que permita controlar ciertas caracter´ısticas, tales como su
costo total, pasos dentro de la trayectoria, o cualquier otra medida de desempen˜o
que se quiera optimizar. Lo anterior deriva en la necesidad de plantearlo por medio
de un modelo matema´tico, para que sea susceptible a la optimizacio´n.
El uso de las te´cnicas adecuadas de optimizacio´n tiene como fin tanto incre-
mentar los alcances de los procedimientos utilizados en el campo de la inteligencia
artificial, como ofrecer te´cnicas alternativas para la toma de decisiones al enfrentar
en el futuro otros problemas, como por ejemplo, trayectorias dentro de ambientes
desconocidos y dina´micos.
Cap´ıtulo 2
Antecedentes
En este cap´ıtulo se abordan los temas que servira´n de base para el desarrollo del
presente trabajo. En la primera seccio´n se presenta un resumen de las principales
metodolog´ıas utilizadas al abordar el problema de cobertura en robo´tica. A lo largo
de la seccio´n 2.2 se presentan las definiciones y conceptos referentes a la teor´ıa de
grafos, tales que sera´n fundamentales al momento de modelar el problema. En las dos
secciones siguientes se presentan las herramientas que sera´n utilizadas en la solucio´n
del problema. Por u´ltimo se presenta una introduccio´n a la teor´ıa de la complejidad
computacional, que servira´ para definir la dificultad del problema abordado.
2.1 Problema de cobertura en la robo´tica
El problema de cobertura en robo´tica [3] surge en diversas aplicaciones, tales como
deteccio´n de minas, remocio´n de nieve, procesos de pintura automatizados y bu´squedas
de imperfecciones sobre una superficie, entre otros. El determinar este tipo de trayec-
toria no puede ser definido por el enfoque tradicional de ’punto a punto’, ya que este
tipo de problemas requieren no solo llegar a un punto final, sino que adema´s es
necesario que hayan pasado por todos los puntos antes de llegar a su meta. Este
problema esta´ relacionado con el problema de cobertura del vendedor (covering sales-
man problem), que es una variante del problema del agente viajero en la que en lugar
de tener que visitar cada ciudad, el agente debe visitar a un vecindario de cada una
de las ciudades tal que la distancia recorrida por el agente sea mı´nima. En este caso,
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se desea que todos los vecindarios sean visitados tal que la distancia recorrida por
el agente sea mı´nima.
En un principio se abordo´ el problema por medio de heur´ısticas que involucra-
ban una serie de reglas simples. Desafortunadamente estas metodolog´ıas no ofrecen
alguna garant´ıa respecto a que la operacio´n de cobertura sea realizada en su to-
talidad. De hecho, uno de los mayores logros de algunos de los trabajos recientes
relacionados con el problema de cobertura es el garantizar que la trayectoria gene-
rada cubrira´ completamente el espacio libre.
Con el fin de garantizar de algu´n modo la total cobertura, varios enfoques para
la planeacio´n de trayectorias utilizan, ya sea impl´ıcita o expl´ıcitamente, una des-
composicio´n celular del espacio disponible. La descomposicio´n celular divide la
regio´n o a´rea de intere´s en celdas, las cuales son facilmente visitadas en lo individual.
As´ı, la total cobertura del a´rea es alcanzada al asegurarse que el robot ha visitado
todas las celdas generadas en la descomposicio´n.
Los esquemas de cobertura completa tienen la ventaja de que no dejan duda
alguna de que ha sido cubierta totalmente el a´rea de intere´s. Sin embargo, estos
enfoques requieren ma´s poder computacional y mejores sensores que los que regu-
larmente un robot simple puede tener. Es por esto que desde el punto de vista
costo/beneficio los me´todos aleatorizados siguen teniendo aceptacio´n.
Los algoritmos de cobertura para robots mo´viles pueden clasificarse en heur´ısticos
y completos. A su vez, los algoritmos completos pueden dividirse respecto a la des-
composicio´n que hacen del espacio libre. De esta manera se tienen los algoritmos de
descomposicio´n celular aproximada, los algoritmos de descomposicio´n celu-
lar semi-aproximada, y los algoritmos de descomposicio´n celular exacta.
Los algoritmos heur´ısticos son aquellos en los que el robot es equipado con una
serie de reglas simples. La combinacio´n y jerarquizacio´n de dichas reglas resultan
en acciones ma´s complejas, como la exploracio´n por ejemplo. Como ya se ha men-
cionado, este enfoque no garantiza la cobertura total, aunque tienen la ventaja de
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ser muy econo´micos al implementarlos, sobre todo porque no requieren sensores de
posicionamiento.
La descomposicio´n celular aproximada se basa en la representacio´n del
espacio libre por medio de una cuadr´ıcula. En este esquema todas las celdas tienen
el mismo taman˜o y forma. De esta forma la unio´n de todas las celdas aproxima el
a´rea libre de intere´s. Esta idea fue desarrollada inicialmente por Elfes [8] y Moravac
[23]. Aqu´ı se asume normalmente que una celda es cubierta cuando el robot visita
dicha celda; t´ıpicamente la celda es del taman˜o del robot o de la herramienta que
ejecuta la accio´n. Cuando el robot ha visitado cada una de las celdas entonces ha
sido cubierta toda el a´rea.
Zelinsky et al. [27] usaron un algoritmo de frente de onda (wavefront algorithm)
para determinar la trayectoria de cobertura. El algoritmo de frente de onda
asigna inicialmente un 0 a la celda objetivo y un 1 a todas las celdas que la rodean.
En seguida se marcan con 2 todas las celdas sin marcar que rodean a las celdas con
etiqueta 1. Este proceso se repite hasta que se alcanza la celda de inicio (previamente
identificada). Una vez hecho esto, el robot usa un descenso de gradiente a lo largo de
esta funcio´n de potencial nume´rico [14] para encontrar el camino. Una ventaja con la
que no cuentan otros esquemas es que, adema´s de obtener la trayectoria, es posible
indicar un punto inicial y uno final para la trayectoria. El algoritmo puede tambie´n
generar trayectorias seguras a trave´s de sus funciones de costo y as´ı optimizar el
proceso de cobertura.
En cuanto a la generacio´n de trayectorias o´ptimas Gabriely y Rimon [10] tienen
en desarrollo el algoritmo STC (Spanning tree covering), adema´s del h´ıbrido en el
que se utiliza el concepto de colonia de hormigas [6]. En esta u´ltima versio´n el
robot no tiene conocimiento previo del medio y necesita dejar marcas (al estilo de
feromonas) durante el proceso de cobertura. Una suposicio´n que hace este me´todo
es que el espacio libre nunca sera´ ma´s angosto que el doble del dia´metro del robot o
de la herramienta que e´ste utiliza.
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La descomposicio´n celular semi-aproximada se basa en una discretizacio´n
parcial del espacio libre, donde las celdas esta´n fijas en lo ancho, pero la parte
superior e inferior pueden tener cualquier forma. Una ventaja de este me´todo es que
puede funcionar en medios conectados de manera simple y de forma no trivial.
La descomposicio´n celular exacta utiliza el conjunto de regiones que no se
intersectan entre s´ı, cada una de ellas llamadas celdas, tal que la unio´n de todas las
celdas generan el a´rea de intere´s. T´ıpicamente el robot puede cubrir cada celda con
movimientos de adelanto y retroceso simples, as´ı la cobertura completa se realiza al
visitar y cubrir cada una de las celdas. Una te´cnica de descomposicio´n comu´nmente
utilizada es la descomposicio´n trapezoidal, en la que, como su nombre lo dice, el a´rea
es dividida en celdas trapezoidales. Este me´todo supone el conocimiento del a´rea de
intere´s.
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2.2 Teor´ıa de grafos
Como se menciona en Lawler [17], se dice que la teor´ıa de grafos fue fundada en 1736
cuando Euler modelo´ el famoso problema, hasta ese momento no resuelto, conocido
como el Problema de los puentes de Ko¨nigsberg, dos islas que estaban unidas
entre s´ı y hacia las orillas del Rio Pregel por medio de siete puentes. La pregunta
fue, si era posible empezar en cualquiera de las cuatro a´reas de tierra, caminar a
trave´s de cada uno de los siete puentes exactamente una vez y regresar al punto de
inicio.
La pregunta general, para un grafo dado G, es si existe un camino cerrado
que contenga cada arco exactamente una vez. A ese camino, si existe, se le llama un
camino euleriano, y se dice que el grafo es un grafo de euler o euleriano. Euler
fue capaz de contestar a esta pregunta, siendo una respuesta negativa para el grafo
de Ko¨nigsberg, que se muestra en la figura 2.1 y resolvio´ el problema para todos los
grafos de la siguiente manera.
a
b c
d
Figura 2.1: Grafo de Ko¨nigsberg.
Teorema 2.1 Un grafo (o multigrafo) G es Euleriano si y solo si G es conexo y
cada nodo de G tiene un grado par.
Por otra parte Hamilton quien invento´ el juego icosiano (figura 2.2), ahora
conocido como juego de Hamilton, que involucraba encontrar un ciclo hamiltoniano
en las aristas de un grafo de un dodecaedro, planteo´ este nuevo problema en la
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teor´ıa de grafos. As´ı, en su honor, se le llama a un ciclo que pasa por cada nodo
del grafo exactamente una vez, ciclo hamiltoniano, y al grafo que lo contiene
grafo de hamilton o hamiltoniano. Hamilton resolvio´ el problema para el juego
icosiano (figura 2.3); sin embargo, esta solucio´n no se generaliza para todos los grafos.
En contraste con las sencillas condiciones suficientes y necesarias para un grafo de
euler, para un grafo de hamilton, es au´n un desaf´ıo encontrar una caracterizacio´n
efectiva.
Figura 2.2: Juego icosiano.
Figura 2.3: Solucio´n del juego icosiano.
En este punto es necesario mostrar parte de la terminolog´ıa que se usara´.
Tomando como referencia Lesniak[18] y Diestel[5] dado un grafo G = (N,A), donde
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N es el conjunto de nodos y A es el conjunto de arcos, se tiene que:
• Caminata (walk). Es la sucesio´n de nodos y arcos que unen el nodo u con el
nodo v.
• Caminata abierta (open walk). Es una caminata en la cual el nodo inicial u
es diferente del nodo final v.
• Caminata cerrada (close walk). Es una caminata en la cual el nodo inicial
u es igual que el nodo final v.
• Camino (path). Es una caminata en la que no se repiten los nodos.
• Ciclo. Es un camino en el que el nodo inicial u es igual que el nodo final v.
• Caminata de expansio´n (Spanning walk). Es una caminata en la que se
visitan todos los nodos del conjunto N por lo menos una vez.
• Camino de expansio´n (Spanning path). Es una caminata en la que se visitan
todos los nodos del conjunto N exactamente una vez.
La teor´ıa de grafos se refiere al estudio de las propiedades de las redes o grafos;
en Orlin[1] se define un grafo o red dirigida de la siguiente forma:
Definicio´n 2.2 Un grafo dirigido G = (N,A) consiste en el conjunto N de nodos y
el conjunto A de arcos cuyos elementos son los pares ordenados de nodos distintos.
Los arcos pueden tener valores asociados los cuales denotan algu´n tipo de
atributo, como costo, capacidad o distancia, por citar algunos ejemplos.
Un grafo suele ser la representacio´n abstracta de una serie de objetos en la que
algunos de esos objetos esta´n enlazados entre s´ı. As´ı, la forma gra´fica de e´ste suele
verse como se presenta en la figura 2.4 .
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1
2
3
4
5
Figura 2.4: Ejemplo: grafo dirigido.
En el ejemplo que se muestra se tienen 5 nodos y 6 arcos, por lo que N = 5
y A = 6. Cada uno de estos arcos se puede identificar por medio del par de nodos
asociados al mismo, es decir, su nodo de inicio y su nodo final. De esta forma
podemos denominar a cada uno de los elementos del conjunto A con el para´metro
aij donde i es el nodo de inicio y j el nodo final. Agregando la nomenclatura anterior
el grafo se puede observar en la figura 2.5.
1
2
3
4
5
a12
a13
a24
a34
a45
a35
Figura 2.5: Ejemplo: grafo dirigido con aristas ponderadas.
Una vez que han sido identificadas las aristas es sencillo asignarles un valor a
cado uno; asociando estos valores a un atributo en particular.
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2.3 Optimizacio´n combinatoria
Optimizacio´n [24] significa maximizar (o minimizar) una funcio´n compuesta por
un conjunto de variables sujetas a una serie de restricciones. En cuanto a la de-
nominacio´n discreta, combinatoria o entera se refiere a que una o todas las variables
pertenecen a un conjunto discreto, t´ıpicamente a un subconjunto de enteros. Este
tipo de restricciones permiten modelar feno´menos en los que las alternativas no for-
man un continuo.
Un problema en el que las variables en la funcio´n tienen permitido tomar valores
continuos es llamado problema de programacio´n lineal (LP) [2]. Por otra parte,
si una o varias de las variables esta´n forzadas a tomar valores enteros entonces es
denominado problema entero mixto (MIP). Cuando todas las variables dentro
de la funcio´n esta´n forzadas a tomar valores enteros entonces es un problema lineal
entero puro (IP).
En varios modelos las variables enteras son utilizadas para representar rela-
ciones lo´gicas, de manera que e´stas quedan sujetas a los valores 0 y 1. As´ı, resulta
que se tiene un problema 0-1 MIP o´ 0-1 IP segu´n sea el caso llamado problema
de optimizacio´n combinatoria CP. La forma general en la que se define un
problema de optimizacio´n combinatoria es como sigue [24]. Sea N = {1, . . . , n} un
conjunto finito y sea c = (c1, . . . , cn) con un n-vector. Para F ⊆ N se define que
c(F ) =
∑
j∈F cj. Supo´ngase que se es dada la coleccio´n de subconjuntos K de N. El
problema de optimizacio´n combinatoria es:
max{c(F ) : F ∈ K}.
Los problemas de optimizacio´n discreta abundan en la vida diaria. Una importante
y amplia gama de aplicaciones esta´n relacionadas con el manejo y uso eficiente de los
recursos con la finalidad de incrementar la productividad. Como es el caso de la dis-
tribucio´n de mercanc´ıas, planeacio´n de la produccio´n, secuenciamiento de ma´quinas,
localizacio´n de inmuebles, reparto de carteras, disen˜o de redes de comunicac´ıon y
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transporte entre otras.
Un importante y muy comu´n uso de las variables 0-1 es el de representar
una opcio´n binaria. Conside´rese un evento o accio´n que puede o no ocurrir, y
supo´ngase que es parte del problema decidir entre estas dos opciones. Para modelar
tal dicotomı´a es usada la variable binaria x y se tiene que
x =
 1, si el evento ocurre y0, si el evento no ocurre.
El evento puede representar varias cosas, dependiendo de la situacio´n espec´ıfica.
Algunos ejemplos bien conocidos son el problema de la mochila (knapsack prob-
lem), el problema de asignacio´n (assignment and matching problems), el problema
de cobertura (set-covering) y el problema del agente viajero (salesman problem).
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2.4 Me´todo de ramificacio´n
El me´todo de ramificacio´n y corte es un me´todo utilizado en el a´rea de la opti-
mizacio´n combinatoria para resolver problemas lineales enteros, esto es, problemas
de programacio´n lineal en los que algunas o todas las variables de decisio´n esta´n
restringidas a tomar valores enteros. Este me´todo es un h´ıbrido entre el me´todo
de ramificacio´n y acotamiento y los me´todos de planos cortantes [15].
2.4.1 Me´todo de ramificacio´n y acotamiento
El me´todo de ramificacio´n y acotamiento es una te´cnica para la completa
enumeracio´n de todas las posibles soluciones de un problema sin tener que conside-
rarlas una por una. El me´todo de ramificacio´n y acotamiento es uno de los mejores
esquemas conocidos para obtener una solucio´n o´ptima en problemas de optimizacio´n
combinatoria pertenecientes a la clase NP–duro. Fue propuesto por Land y Doig [16]
en 1960 y aplicado a un problema TSP por primera vez por Little et al. [19] en 1963.
Para aplicar el me´todo de ramificacio´n y acotamiento a un problema de
optimizacio´n combinatoria, son necesarios dos pasos:
• Ramificacio´n : dado un subconjunto de las soluciones posibles, e´ste debe poder
ser dividido en al menos dos subconjuntos no vac´ıos.
• Acotamiento : para un subconjunto obtenido del paso anterior, para cualquier
solucio´n dentro del subconjunto debe ser posible calcular una cota inferior (en
el caso de minimizar) del costo asociado a dicha solucio´n.
Teniendo como entrada una instancia del problema, se obtiene como salida la
solucio´n o´ptima S∗. El procedimiento general del algoritmo se muestra en la tabla
2.1.
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1. Se define el a´rbol inicial T := ({S},Ø), donde S es el conjunto de todas las
soluciones.
Se marca S como activo.
Se define la cota superior U :=∞.
2. Se elige un nodo X de el a´rbol T (si no existe, detener).
Se marca X como no activo.
(ramificacio´n) Se encuentra la particio´n X = X1 ∪ · · · ∪Xt .
3. Para i = 1, . . . , t hacer: (acotamiento) Encuentra la cota inferior L en el
costo de cualquiera de las soluciones en Xi.
Si |Xi| = 1 y el costo(S) < U entonces:
Define U := costo(S) y S∗ := S .
Si |Xi| > 1 y L < U entonces:
Define T := (V (T ) ∪ {Xi}, E(T ) ∪ {{X,Xi}}) y se marca Xi como activo.
4. Ir a 2.
Tabla 2.1: Algoritmo de ramificacio´n y acotamiento.
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2.4.2 Me´todo de planos cortantes
Un poliedro es la regio´n limitada por pol´ıgonos. Los pol´ıgonos son generados
por las restricciones en el espacio de solucio´n. Para un poliedro cualquiera P
se tiene que P ⊃ P1. Si se desea resolver el problema de programacio´n entera
min[cx : x ∈ P1], es natural pensar en cortar ciertas partes de P tal que el conjunto
resultante sea nuevamente un poliedro P ′ tal que P ⊃ P ′ ⊃ P1. Con suerte, min[cx :
x ∈ P ′] es logrado por medio de un vector entero, de otra forma, se puede repetir el
procedimiento de corte para P ′ tal que se obtenga P ′′ y as´ı sucesivamente. E´sta es la
idea ba´sica detra´s del me´todo de planos cortantes, que fue propuesto inicialmente
para el TSP por Dantzig et al. [4] en 1954.
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2.5 Complejidad
La teor´ıa de la complejidad computacional [1] es la rama de la teor´ıa de la com-
putacio´n que estudia, de manera teo´rica, los recursos requeridos durante el co´mputo
de un algoritmo para resolver un problema. De esta forma permite describir, analizar
y clasificar los problemas de optimizacio´n.
Por lo regular se desea obtener una solucio´n a los problemas de optimizacio´n
de manera inmediata o lo mas ra´pida posible, razo´n por la cual se hace uso de un
computador. Que´ tan ra´pido puede ser obtenida esta solucio´n depende de varias
circunstancias, por ejemplo, la velocidad de la computadora, la calidad del compi-
lador y lo sofisticado del co´digo. Estas circunstancias son hasta cierto punto contro-
lables, por ejemplo, la velocidad de los procesadores va en incremento a la par de
los avances tecnolo´gicos, por lo menos hasta el an˜o 2020 aproximadamente segu´n la
ley de Moore[22]. Por otra parte, hay ciertos l´ımites que no pueden ser superados
(o por lo menos au´n no se conoce la forma). Es de hecho el propo´sito de la teor´ıa
de la computacio´n el identificar estos l´ımites y agrupar en clases los problemas de
optimizacio´n combinatoria en base a sus limitaciones estructurales.
2.5.1 Ana´lisis asinto´tico
Un algoritmo es un procedimiento paso a paso para resolver un problema. Por
problema se entiende un modelo general como el problema del camino mas corto o
un problema de minimizacio´n del uso de recursos. Los problemas pueden ser parte
de otros problemas. Una instancia es un caso particular de un problema, en el
cual todos los para´metros del problema esta´n definidos. Se dice que un algoritmo
puede resolver un problema P , si para cualquier instancia de P el algoritmo puede
garantizar una solucio´n al mismo [1]. Generalmente se esta´ interesado en encontrar
el algoritmo ma´s ’eficiente’ para resolver un problema; sin embargo la ’eficiencia’ de
un algoritmo puede resultar un te´rmino subjetivo. Aunque es muy comu´n que el
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tiempo sea el recurso de co´mputo dominante, por lo que es utilizado como pauta
para medir la eficiencia de un algoritmo.
En la literatura se han adoptado regularmente tres enfoques ba´sicos para medir
el desempen˜o de un algoritmo:
• Ana´lisis emp´ırico.
• Ana´lisis del caso medio.
• Ana´lisis del peor caso.
Es bien conocido que el enfoque de mayor difusio´n es el ana´lisis del peor caso.
Para expresar el tiempo requerido por cierto algoritmo es conveniente contar con
una medida de ’complejidad’ de las instancias del problema que se aborda. Por lo
regular un problema se vuelve ma´s dif´ıcil mientras mas grande es. Por esta razo´n se
toma como medida el taman˜o de la instancia a tratar. De esta manera se relacionan
los para´metros del problema con una serie de operaciones ba´sicas que ha de realizar
el algoritmo. Esta forma de evaluar un algoritmo es llamada notacio´n O( ). Segu´n
Orlin[1] esta notacio´n se puede definir de la siguiente manera:
Definicio´n 2.3 Se dice que un algoritmo corre en un tiempo de O(f(n)) si para
algu´n nu´mero c y n0, el mayor tiempo utilizado por el algoritmo a largo plazo es
cf(n) para todo n ≥ n0.
En otras palabras, es una funcio´n que denota la menor cota superior del nu´mero
de operaciones a realizarse sobre los para´metros de la instancia que tienen mayor
peso computacional en el largo plazo. De acuerdo a la funcio´n que los acota los
algoritmos pueden ser clasificados en algoritmo polinomial, algoritmo de´bilmente
polinomial, algoritmo pseudo-polinomial y algoritmo exponencial.
Bajo esta clasificacio´n los algoritmos polinomiales tienen preferencia ya que la
dificultad para resolver el problema no incrementara´ de forma dra´stica al crecer la
instancia.
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2.5.2 Clase P
Ahora es posible definir la clase a la que pertenece un problema en el que el tiempo
usado por un algoritmo esta´ acotado polinomialmente en funcio´n del taman˜o de la
entrada n. Para analizar un algoritmo independientemente de su implementacio´n o
la arquitectura computacional sobre la que corre se utiliza una descripcio´n abstracta
de un proceso de co´mputo el cual permite probar los fundamentos y las propiedades
universales del algoritmo. Esta representacio´n abstracta fue presentada por Turing
[25] en 1936 y es denominada ma´quina de Turing (TM).
En Hartmann[11] se explica que una TM consiste en una funcio´n de tran-
sicio´n δ, que representa el co´digo del programa. Q es el conjunto de estados.
Matema´ticamente, el programa es una ma´quina con estados finitos. La TM tiene
una pequen˜a memoria en la cual guarda su estado actual. Finalmente la TM tiene
una cinta que se extiende infinitamente hacia la derecha y hacia la izquierda. La
cinta consiste en una secuencia de celdas, las cuales pueden contener exactamente
un s´ımbolo del alfabeto Γ, y que conserva el s´ımbolo B en las celdas en blanco. La
TM puede accesar a la cinta por medio de un terminal de lectura/escritura, que
le permite acceder a una celda a la vez. La TM puede mover la terminal hacia la
izquierda o hacia la derecha. Una definicio´n formal de una TM es como sigue:
Definicio´n 2.4 Una ma´quina de Turing M se define como M = (Q,Σ, q0, δ) donde:
Q es el conjunto finito de estados,
Σ es el conjunto finito de s´ımbolos de entrada,
q0 ∈ Q es el estado inicial,
δ : Q× Γ→ Q× Γ× {R,L,N} es la funcio´n de transicio´n o movimento y
Una vez que se ha definido a grandes rasgos una TM, es posible definir la clase
P de problemas como sigue:
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Definicio´n 2.5 Clase P
P es la clase de problemas (de decisio´n) resueltos por una TM determinista donde
el peor caso de tiempo de co´mputo para una entrada n esta´ acotado asinto´ticamente
por una funcio´n polinomial en n.
Para muchos de los problemas de optimizacio´n ma´s interesantes no se sabe si
pertenecen a P o no. Por lo que fue creada una clase especial para ellos, la clase NP.
2.5.3 Clase NP
Para problemas pesados de optimizacio´n encontrar el o´ptimo o responder si existe
una solucio´n con H(σ) ≤ K toma mucho tiempo con los algoritmos actuales. Por
otra parte, para ese mismo tipo de problemas es fa´cil verificar si una solucio´n dada
cumple con la restriccio´n propuesta. En esta clase de problemas permanece la pre-
gunta abierta: ¿co´mo encontrar una buena solucio´n de entre un gran nu´mero de
posibilidades? En el TSP por ejemplo existen (n−1)! posibles ciclos, de tal manera
que evaluarlos uno a uno es imposible realizarlo en un tiempo polinomial.
En lugar de responder a esta pregunta, ha sido replanteada. De tal forma que
se asume una solucio´n tentativa disponible por un co´mputo no convencional. Para
formalizar este co´mputo no trivial se planteo´ de forma teo´rica un ma´quina de Turing
no determin´ıstica (NTM). E´sta permite desarrollar pruebas formales tal que prueben
que dos problemas son equivalentes en cuanto a su complejidad computacional.
Definicio´n 2.6 Ma´quina de Turing no determin´ıstica (NTM)
Una NTM esta´ definida como una TM (determin´ıstica) con la u´nica excepcio´n de
que δ es una relacio´n en (Q× Γ)× (Q× Γ× {L,R,N}) en lugar de una funcio´n.
Utilizando una TM, es posible definir un lenguaje L como un conjunto de pa-
labras, que son aceptadas por la TM. Del mismo modo pueden ser definidos para
la NTM un conjunto de lenguajes. Con la diferencia de que ahora la palabra w
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pertenece a L si existe al menos una secuencia en las configuraciones tal que con-
lleve a ser aceptada. En este caso, pueden existir otras posibles configuraciones de
secuencias con la entrada w que tienen como te´rmino una configuracio´n no aceptada.
Definicio´n 2.7 Clase NP
La clase NP de problemas polinomiales no determin´ısticos contiene a todos los pro-
blemas de decisio´n L en los que existe una NTM M que acepta L y su tiempo tM(n)
esta´ acotado por una funcio´n p(n) polinomial.
Como no es posible construir una NTM, la idea ba´sica es que una TM trate
iterativamente todas las posibles secuencias de ca´lculos realizados por una NTM. Si
una de estas es aceptada, la palabra entrante es aceptada por la TM, de otra manera
es rechazada. El tiempo de co´mputo al emular la NTM por medio de la TM crece
considerablemente, como lo expone el siguiente teorema.
Teorema 2.8 Para todo L ∈ NP existe una funcio´n polinomial p y una TM M tal
que M acepte a L en un tiempo de co´mputo de 2p(n).
Dado que el tiempo de co´mputo es exponencial y por ende finito para cada
lenguaje L ∈ NP , la correspondiente TM tendra´ un te´rmino para todas las entradas.
Entonces cada L ∈ NP es decidible. Au´n ma´s, desde que TM es tambie´n una
NTM, se tiene que P ⊂ NP . Adema´s existen dentro de esta clase los llamados
NP-completos, te´rmino que describe una clase equivalente de problemas de decisio´n
en la que se muestra que los ma´s comunes y dif´ıciles problemas de optimizacio´n
combinatoria son computacionalmente equivalentes.
Cap´ıtulo 3
Formulacio´n del problema
En este cap´ıtulo se presenta el problema de cobertura desde un enfoque de teor´ıa
de grafos, describiendo la metodolog´ıa utilizada para obtener una representacio´n
abstracta del problema. Una vez obtenida la representacio´n abstracta, se formula el
modelo matema´tico asociado a ella.
3.1 Problema de cobertura desde un enfoque de
teor´ıa de grafos
El primer punto que es necesario abordar es el de representar el problema de cober-
tura de una forma abstracta, es decir, modelarlo. Al respecto se debe cuidar que
dicho modelo conserve una representacio´n tanto del entorno f´ısico, como de los cri-
terios de funcionalidad. El uso de un grafo para modelar el problema nos permite
conservar las propiedades del entorno (a´rea libre y obsta´culos) y asociar a las aristas
los criterios de funcionalidad. Adema´s, la posibilidad de modelar el problema como
una red (o grafo) nos brinda una serie de ventajas, tales como que nos permite tener
una representacio´n abstracta, clara y manejable computacionalmente del problema
y encontrar analog´ıas y/o aproximaciones del problema, como por ejemplo, el prob-
lema del agente viajero, que de hecho es tomado como una primera aproximacio´n
al problema y que puede derivar en el uso de otros modelos similares. Adema´s es
posible utilizar las herramientas de ana´lisis y/o solucio´n existentes en la teor´ıa de
grafos.
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3.1.1 Construccio´n del modelo
El primer supuesto que se tiene es el conocimiento del a´rea, es decir, que se conoce
la posicio´n y el taman˜o de los obsta´culos. Otro supuesto es que el a´rea accesible
resultante sea conexa, lo que se refiere a que no deben existir a´reas sin obsta´culos
que resulten aisladas del resto del a´rea sin obsta´culos.
Dado que se conoce el a´rea a ser cubierta, el primer paso para la construccio´n
del modelo es identificar la posicio´n de los obsta´culos y el a´rea libre con los que
tendra´ interaccio´n el robot, el siguiente esquema muestra un posible caso:
Robot
A´rea libre
Obsta´culo
Obsta´culo
Figura 3.1: A´rea con obsta´culos.
Una vez que se identifico´ el a´rea se procede a cuadricular e´sta para crear celdas
(figura 3.2). Las dimensiones de las celdas estara´n directamente relacionadas con las
dimensiones del robot; esto con el fin de que sea cubierta la mayor superficie posible.
Cualquier celda que contenga total o parcialmente un obsta´culo sera´ tomado
como un a´rea no accesible; en la figura 3.3 se muestra una representacio´n ma´s abs-
tracta del a´rea, en la que ya se han numerado las celdas y definido las zonas inacce-
sibles (celdas en color azul).
Por u´ltimo se representa cada celda etiquetada como un nodo y se generan
arcos dirigidos entre cada nodo y sus nodos contiguos. La representacio´n como red
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Robot
A´rea libre
Obsta´culo
Obsta´culo
Figura 3.2: Construccio´n de celdas.
1 2 3 4 5 6
7 8 9 10
11 12 13 14
15 16 17 18 19 20
21 22
23 24 25 26 27 28
Figura 3.3: Numeracio´n de celdas accesibles.
del a´rea mostrada tendr´ıa la forma mostrada en la figura 3.4.
De esta forma se ha generado una representacio´n del problema por medio de
un grafo, en donde las trayectorias posibles esta´n representadas por la existencia de
un nodo y donde los criterios de funcionalidad pueden ser asociados a los costos por
utilizar un arco. Por lo tanto, la solucio´n al problema resultar´ıa de encontrar una
caminata a lo largo del grafo tal que se visiten todos los nodos y se incurra en el
menor costo total.
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1 2 3 4 5 6
7 8 9 10
11 12 13 14
15 16 17 18 19 20
21 22
23 24 25 26 27 28
Figura 3.4: Representacio´n como red.
3.2 Modelo matema´tico
Una forma de encontrar una solucio´n, dado que ya se tiene el problema represen-
tado por medio de un grafo, es asociarle una funcio´n objetivo. La funcio´n objetivo
asociada al problema busca minimizar el costo total en que se incurre debido al uso
de los arcos que unen los nodos y que en conjunto definen la trayectoria del robot
sobre el a´rea. Para definir una funcio´n objetivo es necesario contar con el modelo
matema´tico. El modelo matema´tico se formulara´ en base a el grafo inducido por el
a´rea de intere´s, sin embargo es conveniente utilizar una base para la contruccio´n del
mismo, por lo que se aprovechara´ la similitud del problema con el TSP (Traveling
salesman problem). El problema del agente viajero es un problema de optimizacio´n
combinatoria estudiado en el a´rea de la investigacio´n de operaciones y en el de las
ciencias computacionales teo´ricas. Dada una lista de ciudades y sus distancias entre
ellas, el objetivo es encontrar el recorrido ma´s corto posible tal que se visiten todas
las ciudades exactamente una vez.
El problema se puede modelar de diversas maneras, en este caso se opto´ por
utilizar un modelo basado en el utilizado en Orlin[1] en el que se conserva una
estructura de flujo en redes. Adema´s se utilizo´ como gu´ıa la formulacio´n presentada
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en Makhorin[21], utilizando el programa tsp.mod. Como primer paso es necesario
definir las variables y los para´metros que han de usarse en la formulacio´n; e´stos se
presentan a continuacio´n:
• Variables:
xij: camino del nodo i al nodo j.
xij =
 1 si el camino es utilizado0 si el camino no es utilizado
yij: flujo del nodo i al nodo j
• Para´metros: cij = costo por usar el arco de i a j.
bi = Para´metro de balance de masa.
El modelo asociado al grafo es el siguiente:
min
n∑
i,j=1
cijxij (3.1)
La funcio´n objetivo mostrada por la ecuacio´n ( 3.1 ) esta´ sujeta a las siguientes
restricciones:
yij ≤ (n− 1)xij (3.2)
yij ≥ xij (3.3)
n∑
i,j
yij −
n∑
i,j
yji = bi (3.4)
n∑
ij
xij +
n∑
ij
xji ≥ 2 (3.5)
n∑
ij
xij −
n∑
ij
xji = 0 (3.6)
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Donde la restriccio´n (3.2) tiene como funcio´n evitar que haya flujo a trave´s de
un arco que no este´ activado, adema´s en el caso de que este arco este´ activado no
permite que se exceda la capacidad ma´xima de flujo. Por otra parte, la restriccio´n
(3.3) evita que haya arcos activos con flujo nulo.
La restriccio´n (3.4) es llamada restriccio´n de balance de masa en los problemas
de flujo en redes. En dichos problemas suelen existir nodos que proporcionan flujo
(llamados nodos fuente) y nodos que absorben flujo. El para´metro bi indica dicha
propiedad, siendo un nu´mero positivo en el primer caso, donde sale ma´s flujo del que
entra, y negativo en el segundo, donde entra ma´s flujo del que sale. En particular
para este problema esta restriccio´n tiene como funcio´n evitar los subtours, dejando
un ’paquete en cada ciudad’, esto siguiendo el planteamiento del TSP. Dado que
el para´metro bi es igual a −1 (nodos que absorben flujo o ’paquetes’) para todos
los nodos excepto el primero, que es el nodo fuente y que tiene un valor igual a
n − 1 donde n es la cantidad total de nodos, se tiene que solo puede y debe dejar
un paquete por nodo, lo que resulta en que tiene que visitar todos los nodos en una
sola caminata. Lo que hace la restriccio´n 3.5 es asegurar que todos los nodos dentro
del conjunto K es decir, todos excepto el primero y el u´ltimo, tengan activos por lo
menos 2 arcos, que se suponen uno de entrada y otro salida. Por u´ltimo la restriccio´n
(3.6) revisa que se haya entrado y salido el mismo nu´mero de veces a el nodo. Cabe
mencionar que esta restriccio´n corre sobre todos los nodos, excepto por el primero,
en el que se sale sin haber entrado, y el u´ltimo en el que se entra y no se sale ma´s.
En base a lo anterior se ha logrado construir un modelo tal que represente
el problema expuesto de forma abstracta, obteniendo tambie´n una forma de con-
trolar la trayectoria por medio de la manipulacio´n de los costos y su subsecuente
minimizacio´n.
Cap´ıtulo 3. Formulacio´n del problema 27
3.3 Caracter´ısticas del problema
El problema que se aborda es el de encontrar la caminata de expansio´n que presente
el menor costo. Esto nos lleva al problema de decisio´n que implica el escoger de entre
el conjunto de soluciones, aquella que tenga el costo mı´nimo. Donde el conjunto de
soluciones es aquel que contiene las caminatas de expansio´n posibles en el grafo. Sin
embargo, en un inicio no se conocen dichas caminatas y surge la tarea de generarlas.
Cabe mencionar que en un escenario en el que no se restrinja el nu´mero de visitas
a un nodo, el nu´mero de caminatas posibles es, obviamente, infinito. Por otra
parte si restringimos a una sola visita por nodo, como en el problema del agente
viajero, es bien sabido que buscar todas las permutaciones lleva a una complejidad
computacional de O(n!), lo que significa que si se cuenta con n = 16 nodos, es posible
generar 20, 922, 789, 888, 000 caminos diferentes, lo que es un nu´mero muy grande,
au´n para un numero pequen˜o de nodos.
El deteminar si existe un camino Hamiltoniano en un grafo dado es NP-
completo y encontar un camino es FNP, es decir, la extencio´n de un problema NP
en el que se abordan las relaciones binarias asociadas al problema de desicio´n como
parte del problema conjunto.
Cap´ıtulo 4
Metodolog´ıa para la solucio´n
Una vez que se ha formulado el modelo el siguiente paso es encontrar una solucio´n
para e´ste. Una forma de hacerlo es utilizar las herramientas computacionales exis-
tentes, en este caso un solver. Cabe mencionar que uno de los objetivos del proyecto
original, el cual inspiro´ el trabajo actual, es el de incurrir en la menor cantidad de
costos, esto para que su implementacio´n sea viable. Por esta razo´n se hace uso de
una herramienta de distribucio´n libre, en este caso, el solver glpk [20] de GNU.
4.1 Herramientas de solucio´n
GLPK (GNU Linear Programming Kit)[20] es una serie de rutinas escritas en el
lenguaje de programacio´n ANSI C, organizadas en forma de librer´ıa. Estas fueron
desarrolladas para resolver problemas de programacio´n lineal (LP), programacio´n
entera mixta (MIP), y otros problemas relacionados. Los problemas pueden ser
modelados en el lenguaje MathProg de GNU[21], el cual es similar a la sintaxis
de AMPL [9] (A Mathematical Programming Language), que es un lenguaje de
programacio´n de alto nivel, desarrollado por los laboratorios Bell, para describir
y resolver problemas complejos y de co´mputo pesado. El problema modelado en
MathProg es resuelto por el solver GLPSOL.
Una vez que se tiene el modelo matema´tico asociado al problema, es necesario
traducirlo al lenguaje del solver. En la tabla 4.1 se muestra dicha traduccio´n para
las ecuaciones descritas en el cap´ıtulo anterior.
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El problema que se resolvera´ por medio del solver consta de dos partes: una
asociada al modelo y otra asociada a los datos o instancia. La parte asociada al
modelo es la que se muestra en la tabla 4.1. La parte relacionada con la instancia
se muestra en la seccio´n siguiente.
4.2 Entradas
4.2.1 Nodos, aristas y costos
Ya que se cuenta con el modelo que representa la funcio´n objetivo y las restricciones,
el siguiente paso es ingresar el problema o la instancia que se quiere resolver en
particular. El solver en cuestio´n requiere que se ingresen los datos siguientes:
• El nu´mero n de nodos.
• El para´metro bi para cada uno de los nodos.
• Cada uno de los arcos existentes.
• Los costos asociados a cada uno de los arcos.
En cuanto a los dos primeros puntos no resulta dificil ingresar los datos salvo
para n grandes, sin embargo los datos referentes a los arcos son una tarea bastante
grande, excepto para n pequen˜as. Por ejemplo, si se tiene un problema con una
estructura ba´sica (a´rea cuadrada) con n = 16 el nu´mero de arcos que se tiene que
ingresar es de 74. Esto para un a´rea de 4×4 celdas, que en realidad es muy pequen˜a,
y no se compara con las a´reas que se planean cubrir. Por esta razo´n se busca realizar
esta operacio´n de forma automatizada, como se muestra ma´s adelante.
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Linea en MathProg
param n, integer, >= 3;
set V := 1..n;
set K := 2..(n-1);
set E, within V cross V;
param c{(i,j) in E};
param b{i in V};
var x{(i,j) in E}, binary;
var y{(i,j) in E};
minimize total: sum{(i,j) in E} c[i,j] * x[i,j];
s.t. flujo{(i,j) in E}: y[i,j] <= (n-1)* x[i,j];
s.t. flujomin{(i,j) in E}: y[i,j] >= x[i,j];
s.t. balance{i in V}:
sum{(i,j) in E}y[i,j] - sum{(j,i) in E}y[j,i] = b[i];
s.t. visita{i in K}:
sum{(i,j)inE}x[i,j] + sum{(j,i) in E } x[j,i] >= 2;
s.t. flujo_acumulado{i in V}:
sum{(i,j) in E}y[i,j] <= n-1;
s.t. regresos{i in K}:
sum{(i,j) in E}x[i,j] - sum{(j,i) in E}x[j,i] = 0;
solve;
Tabla 4.1: Formulacio´n del modelo en lenguaje MathProg.
Cap´ıtulo 4. Metodolog´ıa para la solucio´n 31
4.2.2 Obsta´culos
Otro dato que es importante agregar es la posicio´n de los obsta´culos dentro del a´rea.
Para visualizar los obsta´culos dentro del a´rea se genero´ una matriz de obsta´culos,
la cual representa en sus elementos las celdas que componen el a´rea y les asigna un
valor de cero si es un espacio libre y un valor de 1 si dicha celda esta´ ocupada total
o parcialmente por un obsta´culo. La matriz de obsta´culos para el a´rea de la figura
3.2 se muestra en la figura . 
0 0 0 0 0 0
1 1 1 1 0 0
0 0 0 0 0 0
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 0 0

Figura 4.1: Matriz de obsta´culos.
4.3 Traductores
Como se acaba de mostrar, se cuenta con dos entradas, una para definir la estructura
del grafo y otra para asignar los para´metros asociados al mismo. Por otro lado se
desea tener como salida una trayectoria, o ma´s bien, una serie de instrucciones que,
al ser ejecutadas por el robot, generen una trayectoria. El proceso necesario se
presenta en el diagrama 4.2.
Siguiendo el diagrama de proceso mostrado en la figura 4.2, el primer paso
necesario es la construccio´n de las entradas. En el caso de la matriz de obsta´culos
la construccio´n tendra´ que ser por medio de la observacio´n del entorno y la con-
siguiente abstraccio´n de e´ste para generar las celdas y el numerado de las mismas
con {0, 1}. Una alternativa posible es generar la matriz por medio de una caminata
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Para´metros
Matriz de O. Solver
Secuencia
Robot
Trayectoria
Figura 4.2: Diagrama de proceso de la metodolog´ıa de solucio´n.
de reconocimiento realizada por el mismo robot, aunque dicho algoritmo e imple-
mentacio´n no se abarcan el el trabajo actual.
Como en cualquier aplicacio´n, el programa que se utiliza como solver requiere
que se ingresen los datos con un determinado formato y a su vez, el formato de
salida del solver no es directamente asimilable por el agente que ha de ejecutar la
trayectoria, por lo que nace la necesidad de construir un traductor que genere los
formatos adecuados.
4.3.1 Traductor: Matriz de obsta´culos-solver
Tomando como punto de partida que se cuenta con la matriz de obsta´culos, el
objetivo es utilizar e´sta para generar la entrada asociada a los nodos, arcos y costos
con el formato indicado. El hecho de capturar los datos de forma manual para una
instancia en particular es una tarea que se puede volver sumamente larga y tediosa,
razo´n por la cual se creo´ un programa traductor que tiene como funcio´n generar de
forma automa´tica esta entrada. El programa en cuestio´n etiqueta los nodos de forma
ascendente iniciando en la esquina inferior izquierda y sigue hacia la derecha hasta
acabar el renglo´n, para despue´s iniciar nuevamente en el extremo izquierdo hasta
numerar cada uno de los elementos de los renglones de la matriz, cabe sen˜alar que
la numeracio´n so´lo corre sobre las celdas libres, es decir las que esta´n identificadas
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con un cero. De esta forma identifica los n nodos existentes. Una vez que se cuenta
con los nodos se generan los arcos que los unen. Para generar los arcos se toma
como referencia el nodo i y se genera un arco de salida a cada uno de los elementos
existentes dentro de la vecindad de Moore de dicho nodo. Esto se realiza para
i = 1 : n. El programa reconoce aquellos nodos que se encuentran en la frontera, as´ı
como aquellos que cuentan con un nodo inaccesible como vecino; en estos casos no
se generan los arcos hacia los nodos con estas caracter´ısticas. Por u´ltimo asigna los
costos a cada arco, si es que se pueden asignar de forma recursiva. En el caso que
se desea encontrar el camino de menor longitud, esto es posible, y dado que se toma
este enfoque como base, el programa lo hace de forma predeterminada.
Al haber generado todos los datos necesarios el programa les da un formato
af´ın al solver y los imprime en un archivo de texto llamado modelo.txt.
4.3.2 Traductor: Solver-robot
Una vez que se ha resuelto el problema por medio del solver, e´ste genera como
salida un archivo de texto llamado solucion.txt, el cual consta de dos columnas
de nu´meros. Dichos nu´meros representan en cada renglo´n los ı´ndices de los arcos
utilizados, mostra´ndose el nodo fuente en primer lugar y el nodo destino en segundo.
El conjunto de los arcos mostrados forman la trayectoria que se desea obtener,
sin embargo, en el archivo de salida del solver so´lo se mencionan cua´les arcos han de
estar activos, pero no presentan una secuencia coherente con la trayectoria que se
desea obtener. Por lo tanto es necesario darles un orden, tal que se presenten como
una secuencia de instrucciones que guien al robot a lo largo del a´rea, de tal forma
que sea cubierta en su totalidad. Para darle dicho orden a los datos, es necesario
crear un programa, el cual lea los datos directamente del archivo de texto generado
por el solver, ordene los datos y los imprima.
El ordenamiento de los arcos representados por sus ı´ndices es trivial en el caso
en que no existen ciclos, ya que el simplemente seguir una cadena ’nodo fuente -
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nodo destino - nodo fuente’ llevar´ıa a un buen resultado. Sin embargo para el caso
que contiene ciclos esto no es as´ı. Un ejemplo sencillo de esto se puede observar en
la figura 4.3, en la que se muestra el ciclo formado por los nodos {12, 15, 14}.
1 2 3 4 5
6 7 8 9 10
11 12
13 14 15
16
17 18 19 20 21
Figura 4.3: Ciclo dentro de la trayectoria.
El problema al momento de generar la secuencia se encuentra al llegar al nodo
12, ya que este tiene 2 arcos salientes activados y no solo uno como el resto. As´ı, se
encuentra en una situacio´n en la que tiene que ’decidir’ cual arco tomar en primer
lugar, en donde uno implica generar una trayectoria que visita todos los nodos y la
otra genera una trayectoria factible (en la que alcanza el nodo final) pero incompleta.
Debido a esto el programa debe ser capaz de identificar los ciclos y asignarlos de tal
manera que la trayectoria resultante visite todos los nodos.
Cap´ıtulo 5
Implementacio´n
Una parte importante del trabajo realizado en este estudio fue la implementacio´n de
la metodolog´ıa propuesta en un robot real. En trabajos como Yang [26] importantes
conclusiones son obtenidas en base a la simulacio´n del algoritmo propuesto, sin
embargo, la sencillez de los ambientes y el total control sobre el movimiento del
robot son suposiciones que rara vez se encuentran en la pra´ctica.
El hecho de llevar a cabo un proceso de experimentacio´n conlleva un conocimiento
profundo de las fortalezas y debilidades de la metodolog´ıa que se propone. As´ı abre
tambie´n nuevas interrogantes y trabajos a ser desarrollados.
La implementacio´n en el robot corrio´ a cargo del Dr. Luis Torres Trevin˜o
del CIIDIT de la UANL. Parte del trabajo realizado por el Dr. Torres relacionado
con el presente trabajo, adema´s de ser parte de sus propias l´ıneas de investigacio´n,
consistio´ en adaptar un dispositivo de comunicacio´n remota a un robot prototipo.
De tal forma que contara con un centro de procesamiento remoto, en este caso una
PC (computadora personal por sus siglas en ingle´s). El hecho de poder hacer uso
de una herramienta comu´n, como una PC, utilizando recursos con los que ya cuenta
y realizando modificaciones menores y de bajo costo son ventajas significativas a la
hora de pensar en una incursio´n comercial del producto. Por esta razo´n, los bajos
costos de implementacio´n son un punto focal en el proyecto del que forma parte la
investigacio´n desarrollada en este trabajo.
Los detalles sobre la implentacio´n de la interface en MatLab no se abordara´n,
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puesto que forman parte de los trabajos realizados por el Dr. Torres. Por otra
parte s´ı resultan relevantes las particularidades relacionadas con el posicionamiento
espacial y la secuencia de instrucciones generadas por el algoritmo de solucio´n. El
hecho de que el robot tenga conocimiento de su posicio´n resulta en un problema no
trivial y que conlleva comunmente a la inversio´n en sensores que lleven a cabo esta
tarea, no hace falta mencionar que dicha inversio´n incrementa significativamente los
costos de manufactura del robot.
La salida generada por el algoritmo de solucio´n entrega una secuencia que
consta de la sucesio´n de nodos que han de ser visitados. Dado que a los nodos se les
puede asociar una posicio´n cartesiana en el plano, se tradujo la secuencia de nodos en
una secuencia de coordenadas. El robot puede recibir dicha secuencia como entrada,
pero para llevar a cabo las instrucciones ser´ıa necesario que el robot supiera en que
coordenada se encuentra actualmente para saber hacia donde debe dirigirse. Dicho
conocimiento cae en el problema antes descrito y en la necesidad de ma´s sensores.
Para enfrentar este problema fue necesario modificar nuevamente la salida generada
por el algoritmo de solucio´n. De tal manera que la secuencia de coordenadas fue
traducida en una secuencia de instrucciones ba´sicas de direccio´n. Estas instrucciones
ba´sicas son:
• un paso al frente N.
• un paso atra´s S.
• un paso a la izquierda O.
• un paso a la derecha E.
• un paso NE.
• un paso SE.
• un paso SE.
• un paso SO.
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Estas instrucciones tienen la peculiaridad de que esta´n orientadas con respecto
al u´ltimo movimiento realizado y no al entorno en general. De esta forma se toma
en cuenta la orientacio´n actual del frente del robot como punto de referencia. Para
que dichas instrucciones tengan sentido se tiene que cumplir que el robot inicie el
recorrido posicionado en el nodo uno, que es el de la esquina inferior izquierda de la
matriz de obsta´culos, orientado hacia el norte.
Por otra parte las instrucciones N, S, SE, etc. fueron traducidas a movimientos
ba´sicos del robot, tales como avanzar 10 cm (un paso), girar 90o, girar 45o etc.
De esta manera fue posible que el robot siguiera la trayectoria definida por el
algoritmo de solucio´n sin hacer uso de sensores adicionales.
Cabe mencionar que durante la implementacio´n resulto´ evidente la posibilidad
de formular el problema como uno de optimizacio´n dina´mica, con el fin de reducir
los giros en la medida de lo posible. Adema´s surgieron pequen˜as variaciones en
el recorrido del robot, atribuidas a la superficie de desplazamiento, de aqu´ı queda
la interrogante de si es posible detectar y compensar estas variaciones con el fin
de reducir las variaciones en la trayectoria. Si bien no se abordan las cuestiones
mencionadas anteriormente en este trabajo, s´ı quedan como temas abiertos para
trabajos sucesivos.
Cap´ıtulo 6
Resultados computacionales
Una vez que se cuenta con la implementacio´n del algoritmo de solucio´n es de intere´s
conocer su comportamiento. Dicho ana´lisis se desarrolla en el presente cap´ıtulo.
En te´rminos pra´cticos la complejidad computacional esta´ directamente rela-
cionada con el tiempo de co´mputo. Razo´n por la cual es de intere´s identificar los
elementos que tienen influencia sobre dicho tiempo. Dichos elementos pueden ser
de diversa naturaleza y dependen en gran medida del problema particular, es decir
de la instancia. El tipo de elementos que se tratara´n en el presente ana´lisis esta´n
relacionados con posibles escenarios en la configuracio´n de los costos, en la confor-
macio´n del a´rea de intere´s y co´mo se comparan estos con una formulacio´n conocida,
el problema del camino hamiltoniano de menor costo.
6.1 Experimentos
Se busca que los experimentos brinden informacio´n respecto a la naturaleza del
problema, teniendo como objetivos:
• Definir si la forma de los obsta´culos afecta el tiempo de co´mputo.
• Definir si la correlacio´n entre los costos estructurados tiene un impacto en la
complejidad del problema.
• Definir si, en el caso de tener costos aleatorios, diferentes costos llevan a difer-
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entes tiempos de co´mputo.
• Definir el impacto en el tiempo de co´mputo de la transformacio´n a un problema
de camino Hamiltoniano puro.
6.1.1 Formas
Dado que el algoritmo de cobertura tiene aplicacio´n en distintos ambientes, es de
intere´s identificar si la forma en que se presentan los obsta´culos tiene una impacto en
el tiempo de co´mputo. Resulta relevante dicho ana´lisis puesto que permite conocer
si el algoritmo se desarrollara´ mejor en ambientes con pequen˜os obsta´culos bien
distribuidos, como en el caso de la deteccio´n de minas dado que el terreno pudiera
tener vegetacio´n como obsta´cuos. O se desarrollara´ mejor en ambientes en los que los
obsta´culos se encuentran concentrados en ciertas a´reas, como en el caso de limpieza
automatizada.
Para determinar si la forma en que se presentan los obsta´culos impacta en el
tiempo de co´mputo se generaron diversos escenarios de forma aleatoria, variando
el taman˜o de los obsta´culos pero conservando el nu´mero de casillas libres. Los
resultados para dichos experimentos se muestran en la tabla 6.1.
El ana´lisis de los datos se realizo´ siguiendo la metodolog´ıa propuesta en Hines
[12] y utilizando como herramienta de ca´lculo el software Octave [7] y el paquete
Statistics. La salida generada se muestra en la figura 6.1.
Con los datos arrojados por Octave podemos concluir que no existe evidencia
suficiente para suponer que existe una diferencia estad´ısticamente significativa entre
las medias de los 6 grupos. Ya que el estad´ıstico F0.01,5,54 ≈ 3.34 es mayor que
F0 = 3.1601.
En la figura 6.2 se muestran los tiempos de co´mputo para las diversas configu-
raciones de obsta´culos generadas.
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Taman˜o de obsta´culo
Prueba 1 2 4 5 10 20
1 36.4 11.5 48.2 139.8 3.8 10.7
2 174.0 17.2 4.6 4.8 110.6 1.5
3 33.1 26.2 10.8 6.3 11.7 4.1
4 366.5 1.7 4.0 20.0 4.6 7.6
5 38.1 4.9 4.9 13.4 6.1 8.9
6 28.0 31.4 14.2 5.8 3.5 63.8
7 35.5 76.9 4.2 4.6 2.6 14.0
8 416.5 5.6 2.6 12.1 2.8 4.0
9 77.2 13.4 25.2 47.0 186.8 9.3
10 12 16.6 108.6 68.6 3.2 44.0
Media 121.73 20.54 22.73 32.24 33.57 16.79
Tabla 6.1: Tiempos de co´mputo para diversas formas de obsta´culos.
One-way ANOVA Table:
Source of Variation Sum of Squares df Empirical Var
*********************************************************
Between Groups 79873.7733 5 15974.7547
Within Groups 272975.6400 54 5055.1044
---------------------------------------------------------
Total 352849.4133 59
Test Statistic f 3.1601
p-value 0.0142
ans = 0.014199
Figura 6.1: Ana´lisis de varianza: impacto en el tiempo debido a la forma.
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6.1.2 Costos estructurados
Uno de los usos inmediatos que puede tener el programa es la de encontrar el camino
que cubra un a´rea con la distancia como u´nica medida de desempen˜o, lo cual lleva a
una determinada asignacio´n de costos que puede ser considerada como una formu-
lacio´n “base”. Esta formulacio´n da al grafo una estructura de costos tal que se estos
esta´n fuertemente correlacionados. La correlacio´n de los costos pudiera no parecer
un tema relevante en lo que respecta al estudio de los tiempos de co´mputo, sin em-
bargo parece relevante debido al algoritmo de bu´squeda que se utiliza, branch and
cut, en el que se crea un a´rbol de soluciones y se discrimina entre las ’ramas’ a fin
de conservar solo aquellas que tengan un valor atractivo en cuanto su evaluacio´n. El
problema surge en la posibilidad de no estar eliminando ramas, esto es, debido a que
los costos asignados son iguales, se estar´ıan generando soluciones que no dominan a
las otras, llevando al algoritmo a una situacio´n en la que no puede decidir entre dos
(o ma´s) ramas y por ende las conserva a ambas. Este comportamiento lleva a que
el a´rbol de soluciones crezca bastante lo cual genera un tiempo de co´mputo elevado.
Figura 6.2: Tiempos de co´mputo para diversas configuraciones de obsta´culos.
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Modelo Modelo
Prueba Estructurado Aleatorio
1 314.6 16.0
2 1608.0 26.9
3 1116.6 144.9
4 3.5 73.8
5 1397.2 27.4
6 43.8 56.2
7 501.3 90.5
8 38.9 44.1
9 414.6 61.4
10 3.6 340.1
11 1190.4 103.3
12 444.7 99.2
13 79.8 87.7
14 934.1 164.2
15 3074.8 160.3
Media 744.39 99.733
Tabla 6.2: Tiempos de co´mputo para la formulacio´n estructurada y para la aleatoria.
Con el fin de determinar si el uso de costos estructurados tiene un efecto en
el tiempo medio de co´mputo, se desarrollo´ una prueba. Dicha prueba consiste en
crear 15 a´reas de 8× 8 nodos en las que se asignan 12 obta´culos de forma aleatoria;
posteriormente se le asigna a cada a´rea los costos asociados a los arcos de la forma
tradicional, es decir, asignando un costo a los arcos horizontales y verticales y otro
mayor a los arcos diagonales. Despue´s a esa misma a´rea se asignan los costos de
manera aleatoria; de esta forma se obtienen dos modelos, uno estructurado y uno
aleatorio. Enseguida se resuelven por medio del solver y se captura el tiempo que
llevo´ llegar a una solucio´n. Los datos obtenidos son mostrados en la tabla 6.2.
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Como se puede observar el tiempo medio de co´mputo de ambos modelos difiere,
sin embargo no esta´ de ma´s comprobarlo con bases estad´ısticas, por lo que se realizo´
la prueba ANOVA (ana´lisis de varianzas) por medio del software Octave y el paquete
Statistics. La impresio´n de pantalla de la salida del mismo se muestra en la figura
6.3.
One-way ANOVA Table:
Source of Variation Sum of Squares df Empirical Var
*********************************************************
Between Groups 3156066.2679 1 3156066.2679
Within Groups 10035197.7841 28 358399.9209
---------------------------------------------------------
Total 13191264.0521 29
Test Statistic f 8.8060
p-value 0.0061
ans = 0.0060869
Figura 6.3: Ana´lisis de varianza: impacto en el tiempo debido a la estructura de los
datos.
Dado que el valor del estad´ıstico F0.01,1,28 = 7.64 es menor a F0 = 8.6933 se
rechaza con una confianza del 99% la hipo´tesis nula de que las medias son iguales.
Resultado que apoya el bajo valor del estad´ıstico p (0.0064).
En base a las pruebas realizadas estamos en posicio´n de afirmar que los tiem-
pos de co´mputo para ambas formulaciones difieren significativamente, resultando
evidente que el tiempo de co´mputo necesario para el modelo aleatorio es, en general,
menor que el necesario para el modelo estructurado. Este hecho lo podemos obser-
var claramente en la gra´fica 6.4, en la que se grafican del lado izquierdo los datos
correspondientes al modelo estructurado y al derecho los del modelo aleatorio.
Es evidente que la distribucio´n de los datos para el modelo estructurado es
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Figura 6.4: Diagrama de caja para el tiempo de co´mputo: modelo estructurado vs.
aleatorio.
mucho ma´s amplia que para el modelo aleatorio, de hecho, en la gra´fica podemos
observar que el punto at´ıpico (con s´ımbolo ’+’) del modelo aleatorio queda au´n por
debajo del segundo cuartil del modelo estructurado, lo que nos habla de co´mo afectan
los costos correlacionados al tiempo de co´mputo en el problema que se aborda en el
presente trabajo.
6.1.3 Costos aleatorios
Ya se ha visto que la asignacio´n de costos aleatorios produce cambios en el tiempo
de co´mputo, ahora resulta importante conocer la naturaleza de esos cambios y como
se presentan en relacio´n al tiempo de co´mputo del modelo estructurado. Con el fin
de identificar la variabilidad de los cambios producidos por la asignacio´n de costos
aleatorios se desarrollo´ la siguiente experimento. Se genero´ una matriz de obsta´culos
de 10× 10 nodos, conteniendo 19 nodos marcados como obsta´culos. Posteriormente
se le asignaron los costos asociados a los arcos de forma aleatoria en 15 ocasiones.
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La matriz generada de forma aleatoria se muestra en la figura 6.5.
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 1 0 0 1 0 0
0 0 0 1 1 0 1 1 0 0
0 0 1 0 0 1 0 1 0 0
0 0 0 0 0 1 1 0 0 0
0 0 0 0 1 1 0 0 0 0
Figura 6.5: Matriz de obsta´culos para prueba con costos aleatorios.
Los tiempos de co´mputo generados por el solver glpk con el algoritmo de ra-
mificacio´n y acotamiento se muestran en la tabla 6.3.
Cabe mencionar que el tiempo generado en la novena prueba es una estimacio´n
a trave´s de un modelo de regresio´n ya que dicha prueba se demoro´ bastante. En
la gra´fica 6.6 es posible observar como se distribuyen los tiempos de co´mputo, con
excepcio´n del noveno que se tomo´ en cuenta para los ca´lculos pero que se elimino´ de
la gra´fica con fines de legibilidad. Adema´s, una vez que se obtuvieron los tiempos
para los modelos aleatorios se genero´ el modelo estructurado y se resolvio´, dando un
tiempo de 10, 887.8 segundos, mismo que se incluye tambie´n en la gra´fica.
Como se puede observar el valor para el tiempo estructurado cae por abajo
de la media, pero por arriba de la mediana, y aunque es cierto que esta´ lejos del
peor caso encontrado, el tiempo necesario es mayor que el de la mayor´ıa de los casos
aleatorios. En la figura 6.7 es posible observar que aproximadamente el 73% de los
valores generados por el modelo aleatorio caen por debajo del tiempo del modelo
estructurado.1
1No se muestra cuando la l´ınea toca el valor 1 ya que se recorto´ por motivos de legibilidad.
Cap´ıtulo 6. Resultados computacionales 46
Prueba Tiempo
1 56.4
2 768.2
3 587.8
4 1,910.0
5 973.8
6 10,262.1
7 121.2
8 1,569.6
9 252,575,860.7*
10 6,745.7
11 28,698.9
12 6,490.9
13 8,411.1
14 31,719.5
15 35,638.7
Tabla 6.3: Tiempo de co´mputo para distintos modelos aleatorios.
De esta forma podemos concluir que la complejidad del problema con costos
estructurados es generalmente mayor que con costos aleatorios.
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Figura 6.6: Diagrama de caja para los tiempos de co´mputo de modelos aleatorios.
6.1.4 Como problema del camino hamiltoniano
Como ya se ha mencionado antes, el problema del camino hamiltoniano (HPP por
sus siglas en ingle´s) esta´ dentro de la clase NP-Completo, es decir, no existe un
algoritmo determinista que resuelva el problema en un tiempo polinomial [13], dicho
de otra manera, el problema es dif´ıcil. El intere´s ahora, es conocer como se comporta
el tiempo de co´mputo derivado de la formulacio´n del problema como un HPP con
respecto a la formulacio´n propuesta. Y que sirva de punto de referencia para conocer
la complejidad del problema que se esta´ abordando.
Para responder dicha cuestio´n se generaron quince matrices aleatorias y se le
asignaron costos aleatorios a las aristas asociadas a cada una, despue´s se utilizo´
el solver glpk con el algoritmo branch and cut para resolver el modelo original, es
decir, aquel que permite ma´s de una visita a cada nodo, y se capturo´ el tiempo
de co´mputo utilizado, enseguida se resuelve la misma instancia con el modelo HPP
(Hamiltonian Path Problem) , en el cual no se permite ma´s de una visita a cada nodo.
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Figura 6.7: Diagrama acumulado de los tiempos de co´mputo.
Cabe mencionar que se aseguro´ factibilidad para el HPP al momento de generar las
instancias. Los resultados se muestran en la tabla 6.4.
Una vez que se obtuvieron los datos el siguiente paso es analizar si existe
una diferencia significativa entre las medias de los tiempos de co´mputo para ambos
modelos. El ana´lisis se realizo´ mediante la prueba ANOVA, utilizando el programa
Octave con el paquete Statistics. El resultado que arroja se muestra en la figura 6.8.
Dado que el valor del estad´ıstico F0.01,1,28 = 7.64 es menor que F0 = 7.6491 la
hipo´tesis nula de que las medias son iguales se rechaza. Sin embargo la diferencia es
muy pequen˜a, como lo muestra tambie´n el estad´ıstico p, en el que un valor de p = 0.01
aceptar´ıa la hipo´tesis nula, siendo un valor de 0.0099 el que se presento´. En esta
situacio´n resulta conveniente analizar los datos de forma gra´fica, para entender como
se comportan y tener un mejor entendimiento del resultado de la prueba ANOVA.
En la figura 6.9 se muestra el diagrama de caja para los datos generados por el
modelo original del lado izquierdo y los del modelo HPP del lado derecho.
Como se puede observar en la gra´fica los datos se distribuyen de forma diferente
Cap´ıtulo 6. Resultados computacionales 49
Prueba Modelo original Modelo HPP
1 889.5 16.0
2 64.4 26.9
3 440.3 144.9
4 157.9 73.8
5 33.9 27.4
6 181.3 56.2
7 215.0 90.5
8 82.3 44.1
9 402.2 61.4
10 86.5 340.1
11 332.8 103.3
12 1.4 99.2
13 1386.2 87.7
14 994.8 164.2
15 869.5 160.3
Tabla 6.4: Tiempo de co´mputo para el modelo original vs. HPP.
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para ambos modelos. Lo que sugiere en este caso la gra´fica es que en general los
tiempos de co´mputo para el modelo original son ma´s grandes que los generados por
el modelo del camino hamiltoniano. Si bien la prueba ANOVA no daba cuenta de
a quie´n pertenec´ıan los tiempos ma´s grandes, si por lo menos daba por sentado que
exist´ıa una diferencia entre ambas. Con el fin de analizar la relacio´n existente entre
el tiempo de co´mputo con ambos modelos y determinar si existe evidencia suficiente
para suponer que el tiempo de co´mputo de el modelo original es mayor que el del
modelo del camino hamiltoniano se realizo´ la prueba no parame´trica de signos para
la igualdad de medianas. Los datos son los siguientes:
• µmo : la mediana del conjunto de los tiempos generados por el modelo original.
• µhpp : la mediana del conjunto de los tiempos generados por el modelo HPP.
• H0 : µmo = µhpp
• H1 : µmo > µhpp
• α = 0.01
One-way ANOVA Table:
Source of Variation Sum of Squares df Empirical Var
*********************************************************
Between Groups 718272.1333 1 718272.1333
Within Groups 2629278.0933 28 93902.7890
---------------------------------------------------------
Total 3347550.2267 29
Test Statistic f 7.6491
p-value 0.0099
ans = 0.0099417
Figura 6.8: Ana´lisis de varianza: impacto debido al modelo.
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Figura 6.9: Diagrama de caja para los tiempos de co´mputo del modelo original y el
modelo HPP.
La tabla 6.5 muestra los signos generados por la diferencia entre los dos expe-
rimentos.
De la tabla 6.5 tenemos queR+ = 13 yR− = 2. Por lo tantoR = min(R+, R−) =
min(13, 2) = 2. Dado que cuando µmo = µhpp, R se comporta como una variable
aleatoria binomial n = 15 y p = 0.5, podemos calcular la probabilidad de que R ≤ 2
de la siguiente manera:
P (R ≤ 2) =
2∑
r=0
15
r
 (0.5)r(0.5)15−r = 0.004 .
Dado que P < α se rechaza la hipo´tesis nula de igualdad de medianas.
Dado que se desea conocer como se comporta el problema que se aborda en el
peor de los casos, es interesante observar la aproximacio´n que se muestra en el noveno
dato de la tabla 6.3. Dicha estimacio´n se realizo´ por medio de una regresio´n, aquella
que mejor se ajustaba. En las gra´ficas 6.10 a 6.12 se muestran dichas regresiones.
Como se puede observar el modelo que mejor se ajusta es el de ley de potencias,
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Prueba MO HPP tMO − tHPP Signo
1 889.5 16.0 873.5 +
2 64.4 26.9 37.5 +
3 440.3 144.9 295.4 +
4 157.9 73.8 84.1 +
5 33.9 27.4 6.5 +
6 181.3 56.2 125.1 +
7 215.0 90.5 124.5 +
8 82.3 44.1 38.2 +
9 402.2 61.4 340.8 +
10 86.5 340.1 -253.6 -
11 332.8 103.3 229.5 +
12 1.4 99.2 -97.8 -
13 1386.2 87.7 1298.5 +
14 994.8 164.2 830.6 +
15 869.5 160.3 709.2 +
Tabla 6.5: Tabla de signos para modelo original vs HPP.
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Figura 6.10: Regresio´n lineal, estad´ıstico R = 0.82 .
Figura 6.11: Regresio´n exponencial, estad´ıstico R = 0.90 .
lo que supone una disminucio´n en el gap (diferencia entre la solucio´n relajada y la
mejor solucio´n entera conocida) para luego no registrar cambios significativos por
Cap´ıtulo 6. Resultados computacionales 54
Figura 6.12: Regresio´n ley de potencias, estad´ıstico R = 0.95 .
largos periodos o definitivamente no cambiar. Esto habla de lo dif´ıcil que puede
llegar a ser el problema, y la necesidad de desarrollar herramientas que ayuden a
abordarlo de forma eficaz.
6.2 Modelo pseudo-aleatorio
Motivado en los resultados de la seccio´n 6.1.2 en la que se observo´ que el hecho de
que los problemas sin estructura se resuelven ma´s fa´cilmente, se propone pertur-
bar ligeramente los problemas estructurados, de tal suerte que la perturbacio´n sea
significativamente menor que la escala de valores de la funcio´n objetivo.
La forma de determinar el valor de las perturbaciones tiene que ser tal que no
afecte a la funcio´n objetivo mas alla´ del desempen˜o en el algoritmo de ramificacio´n
y acotamiento. Esto es, que la solucio´n del problema perturbado sea igual a la del
problema no perturbado una vez que se eliminan las perturbaciones.
Tomando en cuenta que la funcio´n objetivo tiene un costo proporcional al
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nu´mero de arcos utilizados, el ruido asociado a cada arco debe ser escogido tal que
si ocurriese la perturbacio´n ma´xima en cada arco, la perturbacio´n total sea cuando
menos un orden de magnitud menor que el mı´nimo de los costos asociados a los
arcos. De tal forma que:
nδmax ≤ min(c)
10
donde n es el nu´mero de arcos utilizados, δmax es el valor ma´ximo que puede tomar
la variable aleatoria δ y c es el vector de costos asociado al problema. De esta forma
se garantiza que la acumulacio´n de las perturbaciones pertenecientes a una solucio´n
no generen el efecto de uno o varios arcos adicionales, o que se tenga preferencia por
un arco que en te´rminos reales sea mayor que otro (en el caso de minimizar).
Sin embargo el te´rmino n no es conocido antes de iniciar la optimizacio´n por
lo que no es posible utilizarlo para calcular la componente aleatoria. Por lo tanto se
opto´ por utilizar el nu´mero total de arcos (N) en su lugar, que de hecho es conocido.
De esta forma se tiene que cumplir que:
Nδmax ≤ min(c)
10
lo que nos da el mismo resultado deseado. De esta manera se le agregar´ıa a cada
uno de los costos una variable aleatoria con distribucio´n U(0, δmax) con δmax =
min(c)/10N .
Para saber si dicha modificacio´n en los costos tienen una repercusio´n en el
tiempo de co´mputo se desarrollo´ el siguiente experimento. Se generaron 15 escenarios
de forma aleatoria de 8 nodos por lado, con 12 nodos marcados como obsta´culos. En
seguida se genero´ un modelo tradicional y uno con una componente pseudo-aleatoria
para cada uno de los escenarios. Los resultados se muestran el la tabla 6.6.
Como se puede observar en la tabla 6.6 la media de los tiempos generados por
el modelo semi-aleatorio es mayor que el de los tiempos generados por el modelo
estructurado. Sin embargo un ana´lisis mas profundo muestra un comportamiento
interesante, que se hace evidente al observar gra´ficamente los cambios en la funcio´n
objetivo contra el nu´mero de iteraciones realizadas por el algoritmo. Las diferencias
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Prueba Estructurado Semi-aleatorio
1 2930.4 9391.3
2 145.0 480.1
3 5380.7 1173.5
4 317.8 2197.2
5 78.8 719.8
6 484.2 322.7
7 491.6 205.4
8 124.2 126.1
9 23.2 1227.6
10 473.5 53.6
11 4968.4 1006.3
12 605.1 1297.5
13 1023.8 247.4
14 876.0 286.7
15 972.2 6343.0
Media 1259.7 1671.9
Tabla 6.6: Tabla de tiempos para modelo estructurado y modelo semi-aleatorio.
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o cambios mostrados en las gra´ficas se definen como u∗ − ui, donde u∗ es el valor
de la funcio´n objetivo o´ptimo y ui es el valor de la funcio´n objetivo en la i -e´sima
iteracio´n.
Figura 6.13: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
01.
En las gra´ficas es posible observar como los cambios en el algoritmo decrecen y
entran posteriormente en un estado estable, el cual puede llegar a ser muy prolongado
y que sugiere tiempo de co´mputo desperdiciado. Al observar este comportamiento se
propone un criterio de parada en el cual se identifique el momento en el que los cam-
bios en la funcio´n son del orden de la componente aleatoria. Siguiendo este esquema
aplicado a las pruebas realizadas anteriormente, el tiempo de co´mputo resultante en
los experimentos se reduce considerablemente. Dichos cambios se muestran en la
tabla 6.7.
En la figura 6.28 se puede ver como se comparan los tiempos en la versio´n
original del modelo contra el modelo semi-aleatorio, y al mismo tiempo e´stos con y
sin el criterio de parada.
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Prueba Original Semi-aleatorio
1 300.1 180.0
2 145.0 480.1
3 4687.0 840.9
4 317.8 300.0
5 78.8 360.0
6 491.6 120
7 484.2 205.4
8 124.2 126.1
9 23.2 1227.6
10 473.5 53.6
11 4968.4 120.0
12 605.1 1260.9
13 1023.8 240.0
14 480.0 120.0
15 420.1 1802.7
Tabla 6.7: Tabla de tiempos para modelo estructurado y modelo semi-aleatorio con
criterio de parada.
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Figura 6.14: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
02.
Si bien es evidente que cualquiera de las versiones con criterio de paro es mejor
que su contraparte sin el, ahora resulta la cuestio´n de cua´l de las dos versiones con
criterio de paro utilizar, si la versio´n original o semi-aleatoria. Cabe aclarar que es
poco probable encontrar un alternativa que funcione de forma ido´nea en todos los
casos, por lo que se puede escoger aquella que en general se comporta mejor. Para
tomar esta decisio´n se puede hacer uso nuevamente de un diagrama de caja, el cual
es una herramienta cualitativa muy u´til. En la figura 6.29 se muestra de izquierda a
derecha el modelo original sin criterio de parada, el modelo original con criterio de
parada, el modelo semi-aleatorio sin criterio de parada y el modelo semi-aleatorio
con criterio de parada.
En la figura 6.29 se puede observar que el modelo semi-aleatorio con criterio
de parada tiene un mejor comportamiento, ya que adema´s de presentar la menor
mediana, tambie´n presenta los outlayers ma´s bajos. Este resultado es congruente
con el hecho de que este enfoque tuvo un mejor desempen˜o en el 60% de los casos.
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Figura 6.15: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
03.
Figura 6.16: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
04.
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Figura 6.17: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
05.
Figura 6.18: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
06
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Figura 6.19: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
07.
Figura 6.20: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
08.
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Figura 6.21: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
09.
Figura 6.22: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
10.
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Figura 6.23: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
11.
Figura 6.24: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
12.
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Figura 6.25: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
13.
Figura 6.26: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
14.
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Figura 6.27: Cambios en la funcio´n objetivo vs. nu´mero de iteraciones, experimento
15.
Figura 6.28: Gra´fica de barras para los modelos original y semi-aleatorio con y sin
criterio de parada.
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Figura 6.29: Gra´fica de caja para los modelos original y semi-aleatorio con y sin
criterio de parada.
Cap´ıtulo 7
Conclusiones
En el desarrollo de este trabajo se formulo´ una herramienta para enfrentar el pro-
blema de construcio´n relacionado con la trayectoria que ha de seguir un robot para
cubrir completa o mayormente una superficie dada.
Dicha herramienta modela el problema de tal manera que no so´lo cubre con su
trayectoria total o parcialmente el a´rea, sino adema´s es susceptible a un control sobre
la trayectoria generada, respondiendo e´sta a necesidades espec´ıficas del usuario, tales
como tiempo de operacio´n, acceso preferencial a a´reas de intere´s, o por el contrario,
el control sobre el acceso a a´reas restringidas.
Por otra parte el modelo representa satisfactoriamente las restricciones de paso
y adema´s, debido a su formulacio´n, facilita una futura implementacio´n sobre am-
bientes desconocidos y dina´micos.
Un punto que es importante recalcar es la implementacio´n de la herramienta
en un robot real, emulando en pruebas de laboratorio aplicaciones que pueden ser
observadas en el a´mbito industrial.
7.1 Aportaciones
En cuanto a la implementacio´n se tiene que:
• Se desarrollo´ una herramienta para traducir de forma automa´tica el conocimiento
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del entorno en el modelo que sera´ optimizado.
• Se formulo´ y resolvio´ el problema por medio de una herramienta de distribucio´n
libre.
• Se desarrollo´ un traductor tal que la solucio´n es dada como una serie de ins-
trucciones.
• El modelo puede encontrar la trayectoria o´ptima sobre terrenos con obsta´culos
irregulares y de dificil acceso.
En cuanto al problema abordado:
• Se mostro´ que no existe suficiente evidencia para suponer cambios en la efi-
ciencia del modelo atribuidos a la configuracio´n de los obsta´culos.
• Se mostro´ co´mo un problema con costos estructurados resulta ma´s dif´ıcil
(tomando el tiempo de co´mputo como referencia) que uno con costos aleatorios.
• Se mostro´ que la variacio´n del problema del camino hamiltoniano de menor
costo que se aborda en este trabajo supone una mayor dificultad que el original.
• Se detecto´ un comportamiento en el desarrollo del algoritmo el cual puede ser
utilizado para disminuir dra´sticamente el tiempo de co´mputo necesario para
encontrar una solucio´n.
• Se propuso una te´cnica para disminuir el tiempo de co´mputo a trave´s de la
adicio´n de una componente aleatoria.
7.2 Trabajo a futuro
Se propone realizar la formulacio´n para el caso dina´mico y desconocido utilizando
como base la representacio´n por medio de grafos y la abstraccio´n del entorno por
medio de la matriz de obsta´culos.
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Desarrollar completamente una interfaz amigable tal que no resulte compli-
cado el implementar la metodolog´ıa por parte de un usuario final. Una posible
implementacio´n en agentes que hagan uso de un mando central para operaciones
complejas y que deleguen al agente solo tareas ba´sicas como evitar obsta´culos o re-
gresar a su estacio´n de recarga tienen una fuerte relacio´n con el trabajo presentado.
Analizar la posibilidad de abordar el problema con el enfoque de la optimizacio´n
dina´mica y analizar si existen patrones en las variaciones que presenta el robot al
desplazarse en diversas superficies.
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