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Смещение второго порядка в статистике,
оценивающей качество прогнозов?
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В статье выводится асимптотическое смещение второго порядка для статисти-
ки, оценивающей качество вневыборочных прогнозов параметрических моделей.
В предыдущих исследованиях признавалось, что качество асимптотической ап-
проксимации первого порядка может оказаться неудовлетворительным. Найден-
ное в данной статье асимптотическое смещение второго порядка позволяет во
многом объяснить причину недостаточной точности асимптотической аппрокси-
мации. Симуляции подтверждают полученные аналитические результаты.
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1 Введение
В данной работе рассматривается задача оценивания качества вневыборочных прогнозов.
Пусть имеется выборка из наблюдений z1;z2;:::;zT; где zt = (xt;yt) 2 R1x(n+1); xt 2 R1xn; yt 2
R; t = 1;2;:::;T; которая подчиняется модели yt = g (xt;) + "t; где  – вектор неизвестных
параметров, оцениваемый по располагаемой выборке. Качество прогнозов модели определя-
ется математическим ожиданием E[ft] некоторой функции ft = f(xt;yt;): Типичными при-
мерами функции ft являются "t;"2
t и "2
t=y2
t, когда оценивается среднее ошибок прогнозов,
среднее квадратов ошибок прогнозов и относительное среднее квадратов ошибок прогнозов.
Другими примерами критерия качества прогнозов могут быть серийная ковариация ошибок
прогнозов или ковариация ошибок прогнозов с прогнозом, полученным при помощи другой
модели. Точечные оценки качества прогнозов обычно строятся с использованием выбороч-















где параметр R выбирается исследователем, P = T   R; а ^ t обозначает оценку неизвестно-
го параметра . Для тестирования гипотез требуется знать асимптотическое распределение
оценки качества прогнозов, которое будет зависеть от методики оценки вектора неизвест-
ных параметров. В работах West (1996) и West & McCracken (1998) выводится (см. также








^ ft+1   E[ft]

;
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которое является нормальным с нулевым средним.
Однако статистические испытания, приводимые авторами, свидетельствуют о неточности
полученного асимптотического распределения, что выражается в отклонении фактической
значимости тестов от теоретической. Величина данного отклонения зависит от метода оце-
нивания вектора неизвестных параметров. В случае, когда все предыдущие наблюдения
участвуют в оценивании неизвестных параметров (метод расширяющегося окна), отклоне-
ния в значимости тестов небольшие. Однако когда для оценивания параметров используется
фиксированное число предшествующих моменту прогноза наблюдений (метод скользящего
окна), отклонения в значимости тестов являются существенными, и они тем больше, чем
больше отношение P=R:
В качестве решения проблемы неточной аппроксимации асимптотического распределения
первого порядка в данной работе выводится асимптотическое разложение второго порядка
для статистики качества прогнозов. В качестве метода оценивания параметров модели ис-
пользуется экстремальное оценивание общего вида, которое включает нелинейный метод наи-
меньший квадратов и метод максимального правдоподобия как частные случаи. Учет асим-
птотического смещения второго порядка позволяет существенно повысить точность асим-
птотической аппроксимации распределения статистики, оценивающей качество прогнозов,
особенно в случае оценивания  методом скользящего окна. В работе приводятся статисти-
ческие испытания, иллюстрирующие полученные аналитические результаты на численных
примерах.
2 Постановка задачи
Рассматривается выборка наблюдений z1;z2;:::;zT, где zt 2 R1x(n+1); t = 1;2;:::;T, полу-
ченная с помощью некоторого строго стационарного и эргодического случайного процесса,
и порождаемое данным случайным процессом вероятностное пространство с борелевской
сигма-алгеброй. Каждое наблюдение делится на вектор регрессоров xt 2 R1xn и зависимую
скалярную переменную yt, так что zt = (xt;yt): Зависимость в данных описывается моделью
yt = g (xt;) + "t;
где  =
 
1;2;:::;m0 – вектор неизвестных параметров, оцениваемый по располагаемой
выборке.
Целью исследования является построение статистических выводов о математическом ожи-
дании E[ft] 2 R; где ft = f(xt;yt;) – это некоторая функция, определяющая качество
прогнозов. Для этого выбирается параметр R. Затем последовательно строятся прогнозы
зависимой переменной yt для моментов времени t = R + 1;R + 2;:::;T с использованием
модели yt+1 = g(xt+1;^ t); где ^ t оценивается двумя возможными способами: методом расши-
ряющегося окна, в котором учитываются все предшествующие наблюдения z1;z2;:::;zt; либо
методом скользящего окна, где используются R последних наблюдений zt R+1;zt R+2;:::;zt.





с некоторой функцией  . Оценка находится из равенства
^ t = argmax
q2
^ Et [  (z;q)];
где ^ Et – оператор выборочного среднего. Экстремальное оценивание включает в себя нели-
нейный метод наименьших квадратов при   (z;q) =  (y   g (x;q))
2 и метод максимальногоВиктор Китов: Смещение в статистике качества прогнозов 79



















и B =  J 1. В лемме 1, приведенной в приложении, выводится разложение второго порядка
для оценки, полученной с помощью метода экстремального оценивания. В случае расширя-
ющегося окна разложение имеет вид



































В случае скользящего окна












































ft+1(xt+1;yt+1;^ t)   E[ft]

:
Рассматривается асимптотический переход, в котором при T ! 1 значения R ! 1 и
P ! 1, причем P=R =  + o(1=
p
R); 0 <  < 1.
Для краткости будут использоваться следующие обозначения:
 supt обозначает supRtT 1: ft+1 = f(xt+1;yt+1;), ^ ft+1 = f(xt+1;yt+1;^ t).
 Модуль матрицы jUj обозначает матрицу A; такую что fAgi;j = jfUgi;j j:
 Для матрицы K 2 Rmxmxm; имеющей три измерения, и вектора b 2 Rmx1 матричная










 Оператор vec[] обозначает операцию векторизации. Для матрицы A 2 Rmxn, где aij =
Ai;j; vec[A] = [a11;a21;:::am1;a12;a22;:::am2; ;a1n;a2n;:::amn].
 Операция 












































@2 (zt;)   F2

:
Предполагается, что для всех u 2  ( – компакт, содержащий значение ) выполнены
условия:
(1) Функция ft (u) измерима и трижды непрерывно дифференцируема по u.








(3) Процесс Gt является строго перемешивающим, т.е. для сигма-алгебр Sb






jP(AB)   P(A)P(B)j = () ! 0 при  ! 1;
Дополнительно предполагается, что 9 ~ C : ()  ~ C !, !
2+ > 2:









  < vt;
где vt – некоторая измеримая функция, для которой выполнено условие E[vt] < C0:
В работе предполагаются выполненными также технические предположения, обеспечива-
ющие состоятельность оценок вектора , приведенные в приложении.
































; 	j = E[htBF2Bht j]:
Указанные математические ожидания существуют согласно предположению 2 и неравенству
Гельдера.
Теорема 1: При указанных выше предположениях смещение второго порядка для стати-


































где параметр B равен ln(1 + ) в случае расширяющегося окна и  в случае скользящего
окна.Виктор Китов: Смещение в статистике качества прогнозов 81
Доказательство: Рассмотрим случай расширяющегося окна. Применяя разложение Тэй-
лора второго порядка к каждой функции ^ ft+1 = f(xt+1;yt+1;^ t) и суммируя для моментов




























(^ t   )0@2ft+1




































































































































(^ t   )02
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Исключая слагаемые порядка op(1=
p


















































































































































































































































































































; 	j = E[htBF2Bht j]:
Доказательство утверждения для случая скользящего окна полностью повторяет приве-






















































^ ft+1   E[ft+1]

;
где дисперсия () приближается величиной (^ T): В следующей теореме приводится вы-
ражение для смещения второго порядка для t-статистики.
Теорема 2: При предположениях, указанных в постановке задачи, смещение второго поряд-



























где bst – асимптотическое смещение второго порядка для знаменателя t-статистики, найден-






























































Параметры fh и hh зависят от типа использованного окна при оценивании параметров:
для расширяющегося окна fh = 1   1
 ln(1 + ) и hh = 2

1   1
 ln(1 + )

; для скользяще-
го окна при   1, fh = 
2 и hh =    2
3 ; при  > 1, fh = 1   1
2 и hh = 1   1
3:
Замечание: Поскольку bst = O(1=
p
R); формулу (4) можно применить, когда истинные зна-
чения параметров в ней аппроксимируются их оценками, поскольку ошибка аппроксимации
будет иметь порядок o(1=
p
R):84 Квантиль, №6, март 2009 г.
Доказательство: Доказательство приведено лишь для случая расширяющегося окна, по-
скольку для случая скользящего окна доказательство аналогично. Формула для ковариаци-





























































































































R) из формулы (3), а =
p
R = o(1), поскольку данное слага-
емое не участвует в асимптотическом разложении порядка O(1), полученном в работе West
























































































































































где j = E[(ft   E[ft])h0
t j]B(@=@)0 и 'j = F1BE[hth0
t j]B(@=@)0, @=@ 2 R1xm:
Из полученной формулы следует, что смещение второго порядка для разных типов окон,
использующихся при оценивании параметров, различается только коэффициентами B;fh
и hh: Поскольку fh и hh принадлежат интервалу (0;2); существенная разница в точно-
сти асимпотической аппроксимации первого порядка различными методами может произой-
ти лишь вследствие разницы в параметре B: Данный параметр больше, и с ростом  он
растет быстрее, в случае скользящего окна, что свидетельствует о том, что при больших
значениях отношения P=R асимптотическая аппроксимация первого порядка статистики,
использующей скользящее окно, будет неточной. Данный вывод согласуется с результата-
ми статистических испытаний, приведенных в работе West & McCracken (1998), а также с
нижеприведенными статистическими испытаниями.Виктор Китов: Смещение в статистике качества прогнозов 85
4 Статистические испытания
Рассмотрим простейшую модель авторегрессии первого порядка
yt = yt 1 + "t;
в которой ошибки предполагаются независимыми и одинаково распределенными нормальны-






" = 1 считается известным, а  = 1=2 оценивается
методом наименьших квадратов. Данная модель повторяет модель численного эксперимен-
та, приведенного в работе West & McCracken (1998). Рассмотрим три теста, в которых будет
проверяться гипотеза о том, что математическое ожидание некоторой функции качества
прогнозов E[ft] равно своему теоретическому значению D:
H0 : E[ft] = D:
При этом будут различаться три разновидности каждого теста в зависимости от альтерна-
тивной гипотезы:
Тест 1 HA : E[ft] 6= D:
Тест 2 HA : E[ft] < D:
Тест 3 HA : E[ft] > D:
Качество асимптотической аппроксимации будет определяться путем сравнения фактиче-
ской значимости тестов, полученной при помощи 50000 испытаний Монте–Карло, с теорети-







0; поэтому лишь первое слагаемое в формуле (4) влияет на смещение второго порядка. Ниже
приведены тестируемые гипотезы и отвечающие им функции качества прогнозов, теоретиче-
ские значения их математических ожиданий, а также аналитические значения для смещения
и дисперсии соответственно.





"^ ,  = 4
" +  24
"(1   ^ 
2
)fh + 4
"(1   ^ 
2
)hh:
Тест B: ожидаемый квадрат ошибки прогноза: H0 : E["2
t] = 2
e, ft = "2
t; D = 2
e,




",  = 24
":
Тест C: связь ошибок прогноза с другими величинами: H0 : E["tyt 2] = 0, ft =




",  = 4
"(1 + ^ 
2
(hh   2fh))=(1   ^ 
2
):
На Рис. 1–6 показаны фактические значимости рассматриваемых тестов при использова-
нии скользящего и расширяющегося окна. Оси абсцисс соответствуют значения парамет-
ра R при P = 200   R, а оси ординат соответствует вероятность ошибки первого рода в
процентах. Каждая гипотеза при каждой альтернативе тестируется с использованием ста-
тистик ^ V =^ S
1=2
ff , ^ V =^ 1=2; ^ V =^ 1=2   ^ bt:st и их асимптотического (нормального) распределения.
Переменные пунктиры соответствуют статистике ^ V =^ S
1=2
ff , длинные пунктиры – статистике
^ V =^ 1=2, сплошные линии – статистике ^ V =^ 1=2  ^ bt:st. В первой t-статистике не учитывается
влияние оценивания неизвестных параметров  на асимптотическое распределение, вторая t-
статистика строится в соответствии с асимптотическими результатами из статей West (1996)
и West & McCracken (1998), а третья статистика представляет собой вторую t-статистику,
скорректированную на оценку ее асимптотического смещения второго порядка.
В тестах B1, B2 и B3 при скользящем окне и во всех тестах при расширяющемся окне
значимости для статистик ^ V =^ S
1=2
ff и ^ V =^ 1=2 совпадают, поскольку в этих случаях Sff  ,86 Квантиль, №6, март 2009 г.
Рис. 1: Уровень значимости при скользящем окне наблюдений для тестов A1, B1 и C1.
Рис. 2: Уровень значимости при скользящем окне наблюдений для тестов A2, B2 и C2.
Рис. 3: Уровень значимости при скользящем окне наблюдений для тестов A3, B3 и C3.
и t-статистики оказываются эквивалентными. Из рисунков 1–6 видно, что за исключени-
ем ситуаций, в которых Sff  , значимость двустороннего теста, полученного с помощью
обычной t-статистики ^ V =^ S
1=2
ff , ниже теоретической значимости, что отражает несостоятель-
ность данного вида тестирования. Фактическая значимость приближается к теоретической
лишь когда R достаточно велико, поскольку в этом случае разница между  и ^ t стано-
вится несущественной. Значимость тестов, полученных с помощью t-статистики ^ V =^ 1=2, в
большей степени соответствует теоретической значимости, равной 5%. Отклонение от 5%
тем больше, чем выше отношение P=R, что объясняется большим асимптотическим смеще-Виктор Китов: Смещение в статистике качества прогнозов 87
Рис. 4: Уровень значимости при расширяющемся окне наблюдений для тестов A1, B1 и C1.
Рис. 5: Уровень значимости при расширяющемся окне наблюдений для тестов A2, B2 и C2.
Рис. 6: Уровень значимости при расширяющемся окне наблюдений для тестов A3, B3 и C3.
нием статистики ввиду формулы (4), которое не учитывается в данном виде тестирования.
В случае использования расширяющегося окна учет смещения второго порядка не оказы-
вает существенного влияния на соответствие фактической и теоретической значимости для
двухстороннего теста 1. Однако учет смещения позволяет существенно улучшить соответ-
ствие теоретической и фактической значимости для односторонних тестов 2 и 3, что объ-
ясняется большей чувствительностью односторонних тестов к смещенности распределения
статистики. В случае использования скользящего окна корректировкой смещения удается
существенно улучшить соответствие между теоретической и фактической значимостью как88 Квантиль, №6, март 2009 г.
для односторонних, так и для двухсторонних тестов, особенно для случаев, когда отношение
P=R велико, что подтверждает аналитические результаты, полученные в статье.
5 Заключение
В работе исследовалась проблема неточной аппроксимации распределения статистики, оце-
нивающей качество прогнозов, посредством его асимптотического распределения первого
порядка, полученного в работах West (1996) и West & McCracken (1998). Было получено
асимптотическое разложение второго порядка указанной статистики, из которого следует,
что статистика обладает ненулевым смещением второго порядка. От использования расши-
ряющегося или же скользящего окна при оценивании неизвестных параметров в формуле
смещения второго порядка зависят лишь три коэффициента. Из вида данных коэффициентов
следует, что смещение в случае расширяющегося окна принимает существенно меньшие зна-
чения, чем в случае скользящего окна, особенно когда отношение P=R велико. Полученные
аналитические результаты подтверждаются статистическими испытаниями в работе West
& McCracken (1998) и численными примерами данной работы. Учет полученного смещения
позволяет значительно повысить точность асимптотической аппроксимации распределения
статистики, оценивающей качество прогнозов, в случае использования скользящего окна.
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Приложение
В работе используется метод экстремального оценивания, согласно которому истинное зна-




Поскольку вероятностная мера, по которой производится усреднение, неизвестна, для при-
ближенного нахождения параметра  используется метод аналогий, при котором операция
математического ожидания заменяется усреднением по наблюдениям выборки. Существу-
ют различные варианты дополнительных предположений, гарантирующих состоятельность
оценки ^ t, полученной методом аналогий. Возможными дополнительными ограничениями,
согласно теореме 2’, приведенной в главе 7.2.2 книги Manski (1988), являются:Виктор Китов: Смещение в статистике качества прогнозов 89
1. Множество  является компактом.
2. Решение задачи maxq2 E[  (z;q)] единственно.
3. Существует такая функция D(z), что E[D(z)] < 1 и j (z;q)j < D(z) 8(z;q) 2 (Z;),
где Z – область значений переменной z.
Лемма 1: Предположим, функция   (z;q) измерима и три раза непрерывно дифференциру-
ема в области : а также предположим, что выполнено условие равномерной интегрируемо-
сти: E[j (z;q)jjj (z;q)j > K] ! 0 равномерно по q 2 . Тогда при условии состоятельности
оценки ^ t (ограничения 1–3) имеют место следующие результаты:
(a): При использовании расширяющегося окна наблюдений











































(b): При использовании скользящего окна наблюдений











































Доказательство: Утверждения (a) и (b) похожи, поэтому будет доказано лишь утвержде-
ние (a). Так как  доставляет максимум функционалу E[  (z;q)], то, в силу предположений















Выборочный аналог состоятельно оценивает  согласно предположению.
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, имеем









































































































Остальные леммы приводятся без доказательств. Доказательства используют монографию
Ибрагимов & Линник (1965).













































j= 1 j + o(1); E[H0
tBF2BHt] =
P+1
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Лемма 6: Пусть случайные величины t;t;t и at;bt;ct являются элементами вектора Gt
















































^ ft+1   Eft+1
#
обозначает асимптотическую дисперсию статистики, оценивающей качество прогнозов. То-
гда
















j= 1 E[(ft   E[ft])(ft j   E[ft j])
0]; Sfh =
P+1




t j]; а параметры fh, hh принимают следующие значения для различных ти-
пов окон: для расширяющегося окна fh = 1   1
 ln(1 + ); hh = 2
 
1   1
 ln(1 + )

; для
скользящего окна при   1, fh = 
2 и hh =    2
3 ; при  > 1, fh = 1  1
2 и hh = 1  1
3:
Лемма 8: Пусть  = W1 + W2 (используя обозначения теоремы 2), @=@ 2 R1xm – вектор































где j = E[(ft   E[ft])h0
t j]B(@=@)0 и 'j = F1BE[hth0
t j]B(@=@)0:
Second order bias in a forecast evaluation statistic
Victor Kitov
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We derive the second order asymptotic bias for a statistic evaluating the quality of
out-of-sample forecasts by parametric models. The existing literature admits that the
quality of the ﬁrst order asymptotic approximation may be unsatisfactory. We ﬁnd
that the second order asymptotic bias allows one to explain insuﬃcient precision of
the asymptotic approximation. Simulations conﬁrm the obtained analytical results.
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