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“If I have seen further it is by standing on the shoulders of Giants.” 
Sir Isaac Newton 
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Summary 
Three Dimensional Television (3DTV) and Free Viewpoint Television (FTV) are emerging 
multimedia applications, which promise to offer a new Quality of Experience (QoE) dimension. 
In order for such applications to offer an immersive experience for users a large number of 
viewpoints need to be transmitted, to a point where the high bandwidth utilisation becomes a 
major concern. One approach to this problem is the utilisation of the so called “depth maps” in 
Depth Image Based Rendering (DIBR) techniques, where different views, can be reconstructed 
(rendered) at the receiver side when required, with a fraction of the bandwidth. Therefore the 
quality and accuracy of the information present in depth maps and its ability to reconstruct the 
required views has become the subject of much greater scrutiny in multimedia research. Several 
challenges arise when assessing the quality of depth maps, such as the lack of a proper reference 
for comparing the available depth maps, especially when it comes to live High Definition (HD) 
content.  
The first contribution of this thesis focuses on developing a novel subjective assessment approach, 
which addresses the presence of disocclusions in rendered views. The goal of this assessment 
approach is to enable the subjective evaluation of rendered views, to provide results that are more 
representative of the quality of the depth map utilised in the rendering process. The adopted 
approach performance has been evaluated through correlating the obtained subjective results with 
well-established objective metric measurements, such as PSNR, PSPNR, SSIM and VQM. 
The second contribution of this thesis is concerned with establishing a test data set, which 
includes different colour sequences together with various depth estimation algorithms and 
different depth post processing techniques. State of the art depth estimation algorithms were 
examined such as RSGM, DERS and HRM, in order to obtain a wide range of depth map 
qualities. The depth map data set is utilised in the DIBR process to generate rendered views, 
which are in turn subjectively assessed utilising the approach developed in contribution one of 
this thesis. The assessment is carried out in both a 2D and 3D setup and statistical analysis is 
utilised to establish observations and conclusions over the depth map performance. 
The third and final contribution of this thesis is related to a non-reference evaluation approach in 
assessing the quality of the depth maps utilised. This approach exploits the edges present in the 
available depth maps and compares that to the edges in the corresponding colour views. Edge 
pixels in depth maps are then classified into correct and error edge pixels. The obtained results are 
then correlated with the subjective results obtained in the second contribution. The result analysis 
of this non-reference model provides clear indications of depth map performance and its 
 iv 
dependency on the associated colour sequence selection. The high correlation values with the 
subjective results were in the range of 75-81%. These correlation values are of more significance 
when compared to best performing quality metrics (e.g. VQM obtained correlation values of 59%) 
under the researched scenarios. 
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view quality assessment, Depth map quality, Non-reference quality metric. 
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Chapter 1 
1 Introduction 
1.1 Preamble 
In recent years, there has been a steady increase in the research and development of immersive 
video applications such as, 3 Dimensional Television (3DTV) and Free-viewpoint Television 
(FTV) systems. The high bandwidth demands required by the video formats, needed to provide a 
high quality of experience within these applications, have led to the need for a technique that 
enables the recreation of multiple views at the receiving end. Rendering such views can be 
achieved by exploiting the geometry of the captured scene [1]. The utilisation of scene depth 
information requires the utilisation of a technique, which involves the 2D-warping of colour 
information from the texture of an existing view into another view at a different location. This 
technique is commonly known as Depth Image Based Rendering. 
As detailed in [2], a few approaches to DIBR exist. In its simplest form DIBR would include the 
utilisation of a single source image and its associated depth map. A more comprehensive approach 
utilises a video format, known as Multi-View plus Depth (MVD), which involves utilising a 
multi-camera setup (colour views) with the associated depth maps. The main advantage of 
utilising MVD within DIBR is that variable virtual (non-existing) views can be synthesised from 
the available reference viewpoints [3]. This ability to generate virtual views enables the users to 
reconstruct 2D/3D images, while also allowing them to change the viewpoint within the scene 
freely. This enables the enhancement of the immersive video applications quality of experience, 
while addressing the bandwidth problem posed by the required number of views. 
The quality of the depth map is a crucial factor in DIBR, as accurate depth information of the 
captured scene would result in an accurate projection of colour information from the reference 
view into the desired virtual location [4]. Depth estimation techniques and the quality of the 
resultant depth maps have attracted considerable attention in recent years. Several methods have 
been investigated in depth with various accuracy and implementation complexity [5]. Despite the 
variation in depth estimation techniques, there exists a common important target for all of these 
methods, which is the quality of the resultant synthesised views generated within DIBR by 
utilising the various depth maps. 
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Quality assessment protocols of the aforementioned synthesised views for the 3DTV and FTV 
immersive video applications are not standardised, and are still under development. These 
applications require view synthesis, achieved through the utilisation of DIBR, which introduces 
new types of artefacts previously unexamined by the available conventional video assessment 
methods [6]. A further limitation of the existing assessment techniques, particularly the traditional 
full-reference 2D objective metrics, in the case of the FTV application is the lack of proper 
reference images. Reference images are required in order to utilise the aforementioned 2D 
objective metrics. In other words, since the synthesised views are virtual views, references are 
unavailable for comparison. 
This research investigates the effect of depth map accuracy on the quality of synthesised views 
through a novel subjective assessment approach. The analysis of the assessment results will focus 
on the performance of various depth maps with respect to a number of scenes with different 
characteristics. The non-reference assessment method will approach the quality assessment 
question form a totally new angle. 
1.2 Research Problem 
The assessment of depth map quality is a highly researched topic, especially with the growing 
influence of DIBR in the immersive video applications field. A major issue in DIBR is that certain 
regions of the required rendered views may not be visible within the original colour view that is 
utilised to generate them. This issue is commonly referred to as “disocclusions”. Such disoccluded 
regions (or areas) are visually prominent and have a major impact on the perceived quality of the 
rendered view. 
The first issue to address, with respect to the view synthesis side of DIBR is the rendering 
scenario employed for virtual view generation purposes. Rendering scenarios can be classified 
into two types of view generation: view interpolation and view extrapolation. The view 
interpolation scenario offers a more attractive prospect, with respect to the quality of the rendered 
view, as the size of the disoccluded regions is relatively small when compared to the extrapolation 
scenario. This is due to the utilisation of two colour views to generate the virtual view at the 
desired location. 
However, in the interpolation scenario the factors affecting the quality of the depth map are 
extended beyond the quality of the depth map utilised in the rendering process. Such factors 
include the camera calibration parameters, which need to be highly accurate in order to insure the 
correct mapping of the colour information form the reference view into the location of the target 
view. Since the interpolation scenario involves mapping information form two reference views the 
accuracy of the camera calibration parameters acquires extra importance, since the errors resulting 
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from inaccuracies in camera calibration parameters are visible. Meanwhile in the extrapolation 
scenario the utilisation of a single reference colour view, for the rendering process, results in 
depth map quality as the key factor towards the quality of the rendered views. 
The other factor affecting the interpolation scenario is the blending algorithm employed by the 
rendering software, in order to handle pixel mapping conflicts. With the presence of two reference 
views the blending algorithm may mask the errors occurring in the resulting rendered view, due to 
the depth map inaccuracies. Meanwhile the blending algorithm does not operate in the 
extrapolation scenario, due to the lack of candidate pixel from a second reference view. 
For the aforementioned reasons the research methodology, within this thesis has adopted the 
extrapolation rendering scenario for the purposes of depth map quality evaluation. The reasoning 
behind this approach is to eliminate all the factors, other than the quality of the utilised depth map, 
contributing to the perceived quality of the rendered view. In addition, the number of available 
depth estimation techniques (or algorithms) providing depth maps for wide baseline (i.e. distances 
between cameras are larger than 10 cm) multi-view camera setups, is very limited. 
On the other hand, relating the quality of the rendered views resulting from the extrapolation 
scenario, to the quality of the depth map utilised in the rendering process is a different challenge. 
The larger disocclusion areas, within views generated with the extrapolation scenario, poses 
another challenge to relating the quality of the rendered view to the quality of the depth map. 
However this issue is effectively addressed within the first novel contribution of this research, in 
order to provide a better relation between depth map quality and the subjectively assessed quality 
of the rendered view. Accordingly the extrapolation scenario is utilised for the non-reference 
depth map quality metric development stages, throughout the entirety of this research. 
1.3 Aims and Objectives 
The main aim of this research is to provide a reliable measure for assessing the quality of the 
depth map. The assumption is that the quality of the depth map; can be thought of in terms of the 
quality of the views rendered utilising the depth maps in question. This assumption holds true, if 
that quality, of the rendered views, can be made to be more representative of the quality of the 
depth map utilised in the rendering of the views in question. 
The main objectives of this research can be summarised in the following: 
 The design of a video processing technique, which handles the presence of disocclusions 
within rendered views. 
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 Assessing the performance of the aforementioned technique, through subjective 
assessment, while ensuring that the subjective results, of the rendered views, offer a better 
representation of the quality of the depth map utilised in the rendering process. 
 Assembling a comprehensive depth map data set, in order to utilise this data set for depth 
map quality assessment purposes. 
 Employ Statistical analysis techniques in assessing the subjective results of the assembled 
depth data set. 
 Construct a depth map quality measure, through utilising the novel approach of depth 
edge confidence. 
 Develop a non-reference metric designed to assess the quality of the views resulting from 
the DIBR process. Therefore providing an assessment of the depth map quality. 
1.4 Research Contributions 
A number of original contributions were made to the field of assessing the depth map quality. 
Depth map quality evaluation was achieved through assessing the quality of the views rendered 
utilising the depth maps in question. These contributions can be summarised as follows: 
 A novel disocclusion replacement approach to subjective assessment for depth maps 
quality evaluation. 
 The construction of a comprehensive depth map data set, evaluated through a novel 
statistical analysis methodology. 
 The development of a novel non-reference quality metric, designed to blindly assess the 
quality of rendered views, based on a depth map edge confidence measure. 
1.4.1 List of Publications 
• N. Haddad, S. Dogan, J. Calic, A.M. Kondoz, “A Non-Reference Depth Map Quality 
Metric Based on Depth Map Edge Confidence Measurement” under preparation for submission to 
IEEE Transactions on Circuits and Systems for Video Technology. To be submitted by end-
January 2016. 
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• N. Haddad, S. Dogan, A.M. Kondoz “Depth Map Performance Evaluation through a 
Statistical Analysis Framework” planned for submission to Elsevier Signal Processing: Image 
Communication. To be submitted by end-February 2016. 
• N. Haddad, S. Dogan, H.K. Arachchi, V. De Silva, A.M. Kondoz, "A disocclusion 
replacement approach to subjective assessment for depth map quality evaluation," in 3DTV-
Conference: The True Vision - Capture, Transmission and Display of 3D Video (3DTV-CON 
2014), Budapest, Hungary , 2-4 July 2014. 
• V. De Silva, C. Kim, N. Haddad, E. Ekmekcioglu, S. Dogan, A. Kondoz, I. Politis, A. 
Kordelas, T. Dagiuklas, M. Weitnauer, and C. Hartmann, "An End-to-End QoE Measurement 
Framework for Immersive 3D Media Delivery Systems", Proceedings of the 1st ROMEO 
Workshop, Athens, Greece, 9 July 2012 
1.5 Outline of Thesis 
This thesis consists of six chapters. The first (current) chapter provides an introduction into the 
research question addressed by this research. A preamble is followed by the research aims and 
objectives together with the research contributions achieved. The rest of this thesis is structured in 
the following order. 
 Chapter 2 
This chapter presents a review of the literature aspects related to the work presented within this 
research. The leading immersive video applications are presented with an outline of the video 
formats that support those applications. The concept of a depth map is explained and the role it 
plays within Depth Image Based Rendering (DIBR) techniques is also detailed. A brief outline of 
the depth map production process is introduced within this chapter. Finally Video quality 
assessment methods are presented, including a description of both objective and subjective 
methodology. 
 Chapter 3 
This chapter of the research presents a novel approach to eliminate the presence of disocclusion 
regions within synthesised views, for subjective assessment purposes. The adopted approach is 
not designed as a hole filling technique. This approach is aimed at addressing the disocclusion 
artefacts problem, when the quality of the synthesised views is to be utilised as an indicator to the 
quality of the depth map utilised in the rendering process. First of all a discussion of the visually 
prominent effect disocclusion regions, have on subjective assessment results will be presented. 
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This will be followed by the methodology employed, within this research, to handle (replace) the 
disocclusion areas. Thereafter, the subjective assessment utilised to validate the replacement 
approach, will be outlined, the results presented, together with the traditional 2D objective 
measurements, utilised for the validation process. The main goal of the assessment approach, 
presented within this chapter, is to enable the subjective evaluation of rendered views, to provide 
results that are more representative of the quality of the depth map utilised in the rendering 
process. 
 Chapter 4 
The second chapter of this thesis is concerned with establishing a comprehensive test data set, 
which includes different colour sequences, which cover a range of scene texture complexities and 
have a diverse nature of motion content, together with various depth estimation algorithms and 
different depth post processing techniques. The depth map data set is utilised in the DIBR process 
to generate rendered views, which are in turn subjectively assessed utilising the approach 
developed in contribution one of this thesis. The assessment is carried out in both a 2D and 3D 
setup and statistical analysis is utilised to establish observations and conclusions over the depth 
map performance. 
 Chapter 5 
This chapter of this thesis is related to a non-reference evaluation approach in assessing the 
quality of the depth maps utilised. This approach exploits the edges present in the available depth 
maps and compares that to the edges in the corresponding colour views. Edge pixels in depth 
maps are then classified into correct and error edge pixels. The obtained results are then correlated 
with the subjective results obtained in the second contribution. The result analysis of this non-
reference model provides clear indications of depth map performance and its dependency on the 
associated colour sequence selection. 
 Chapter 6 
In this final chapter of the thesis, a summarization of the overall conclusions of the thesis is 
presented; this is followed by suggestions for the future development of the work carried out 
within this research. 
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Chapter 2 
2 Literature Review 
This chapter presents a review of the literature aspects related to the work presented within this 
thesis. The leading immersive video applications are presented with an outline of the video 
formats that support those applications. The concept of a depth map is explained and the role it 
plays within Depth Image Based Rendering (DIBR) techniques is detailed. Video quality 
assessment methods are presented, including a description of both objective and subjective 
methodology being introduced. 
2.1 Introduction 
In recent years numerous technical advances have been made in the video communication field. 
Such advances have been driven by the never ending increase in user demand for interactive, 
immersive video experiences; therefore various video applications have been developed to offer 
observers such high levels of Quality of Experience (QoE). Three-Dimensional Television 
(3DTV) and Free Viewpoint Television (FTV) are important examples of the immersive video 
applications being developed, aimed at providing more interactive experiences for the end users, 
while maintaining compatibility with various display technologies.  
The implementation of such video applications relies on the capture and delivery of a higher 
number of viewing angles, in order to offer the immersive and interactive experience promised. 
The delivery of the higher number of views to the user end, will introduce further strain on the 
limited bandwidth resources available for transmission. In order to save valuable bandwidth, the 
need arise for a certain approach that reduces the number of transmitted viewing angles, while 
providing the capability of reconstructing (rendering) more views, when required at the receiver 
end. One of these approaches that will be of interest within this literature review is the Multi view 
Plus Depth (MVD) video format. MVD can be summarised as a video format, which consists of 
an N number of video streams together with corresponding depth maps to each colour view. The 
MVD format enables, with aid of DIBR, the rendering of virtual views at the receiver end.  
A key element to the MVD video format is the presence of the depth (or disparity) map concept 
together with High Definition (HD) colour texture video. The depth map can be briefly defined as 
a map expressing how far or close the colour information is to the capturing camera. In other 
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words the depth map contains the depth information of the scene being captured [7]. The presence 
of such depth information facilitates the projection of the colour information from the depth 
map’s associated colour view, into any desired location. This process of virtual view synthesis is 
known as Depth Image Based Rendering (DIBR), which stands out as an efficient and fairly low 
complexity process for generating views at desired locations at the receiver end. 
Taking into consideration the above point, the question of the accuracy of the depth maps comes 
into consideration. This accuracy or “quality” of the depth map can be defined as the ability, of 
the depth map in question, to project the colour information from the original view into the correct 
location in the target view. In other words, there is a certain relation between the quality of the 
rendered views and the quality of the depth map utilised in the rendering process. This research is 
targeted at exploiting this relation, so this literature review will explore the different factors that 
might contribute to the quality of the rendered views. 
One of the major factors affecting the quality of the rendered views; is the distortions problem, 
which are introduced as a result of the synthesis process. Although DIBR method offers great 
advantages in virtual view synthesis, it ventures into new challenges as it introduces geometrical 
distortions into the synthesised view, these distortions are commonly referred to as 
“disocclusions”. Disocclusions can be basically defined as the areas, in the target rendered view, 
that do not correspond to any information in the colour view associated with the depth map, due 
to the different geometrical location. Such disoccluded areas are more visually prominent when 
the rendered view is being extrapolated, i.e. the target rendered view’s location is outside the 
existing camera baseline [8]. Therefore the work carried out towards handling the disocclusion 
areas in rendered views is extensive, with varying effects on the visual quality of the output 
rendered views [9]. 
An important consideration of video quality evaluation is the assessment methodology utilised to 
carry out such an evaluation. The utilisation of objective and subjective assessment methodologies 
is discussed, along with an investigation of both the positives and negatives aspects for each 
approach. The assessment methodology is even a more important factor to take into consideration, 
when evaluating the quality of rendered views. 
This literature review tackles most of the aforementioned topics, and will provide a necessary 
background to understand the concepts utilised throughout this research. A comprehensive 
presentation of immersive video applications is followed by a discussion on depth maps 
production, rendering process, disocclusion areas handling and finally objective and subjective 
video quality evaluation is discussed. 
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2.2 Immersive Video Applications 
This section of the literature review, will briefly introduce two novel immersive video 
applications, namely 3DTV and FTV. The development of these video applications came in order 
to “expand the user’s sensation far beyond what is offered by traditional media”[10], this is 
achieved through the availability of more diverse content. Together with new features, which 
these applications offer, users can move from passive consumption of media, into actively 
interacting with the media content. 
2.2.1 Three Dimensional TV (3DTV) 
The first research into 3D and stereoscopic vision date back to the 19
th
 century, since then several 
advances have been introduced into this field. Humans are equipped with two eyes, which are 
positioned side by side, which offer the human brain two slightly different views (angles) of the 
same scene. The brain processes the images from both eyes and merges them into one, as well as 
translating the slight differences between both images into depth perception. This process of 
stereoscopic vision coupled with other cues such as size, movement and illumination levels, 
assists us as humans in defining our vision of the world surrounding us in terms of depth[11]. The 
 
Figure 2-1: Illustration of the stereo vision principle [11]. 
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principle of stereo vison is illustrated in Figure 2-1. 
This principle of stereo vision can be extended into video display technology, where the delivery 
of the correct view to the corresponding eye, by the display can mimic a natural vision situation. 
So the differences in prospective of the stereo images can be utilised by the human brain to create 
a sensation of depth in both natural and computer generated scenes [12]. The delivery of 
stereoscopic images to the corresponding eye can be achieved through various means, such as 
wearing special eye wear, which can filter the correct images to the correct eye, as in passive and 
active stereoscopic displays, as depicted in Figure 2-2. Other technologies incorporate optical 
components, which are integrated in the display itself rather than being visual aids worn by the 
users themselves. Autostereoscopic displays are an example of such displays, were the screen is 
covered with lenses that help deliver different views into different viewing angles. 
 
Figure 2-2: Principle of a stereoscopic display [13]. 
The interest in 3D vision, has been occupying an increasing space in the multimedia and 
entertainment research. This great interest stems from the fact that, when compared to the 
standard two dimensional (2D) viewing, 3DTV offers an enhanced entertainment value of the 
video content. The clear advantage 3DTV poses is that of the introduction of depth perception to 
the multimedia content [14]. Furthermore, certain research arguments, indicate that the 
introduction of depth perception into video content adds a certain level of naturalness to the 
perception of that content [15, 16]. 
Following on from this background, it was evident that there was a need for a representation of an 
end to end processing chain for 3DTV. The European Information Society Technologies (IST) 
group’s project Advanced Three Dimensional Television System technologies (ATTEST), 
proposed and demonstrated an advanced full 3DTV processing chain [10, 17]. This novel concept 
had crucial advantages, when compared to other research proposals, “such as backwards 
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compatibility to existing DVB services, efficient compression capabilities and the possibility to 
adapt the 3D reproduction to different display properties, viewing conditions and user 
preferences” [7]. 
This novel system can be summarised into four distinct stages, or functional building blocks. The 
first stage can be identified as the content generation or capture stage, which includes either the 
direct capture of 3D content, or the conversion of already existing 2D material into 3D. This is 
followed by the 3D video coding that processes the content for stage three, which is transmission 
through a Digital Video Broadcast (DVB) network. Final stage involves displaying the content at 
the user end, while maintaining backwards compatibility with various display technologies, such 
as traditional 2D displays. 
This novel concept for 3DTV has been further developed throughout the years and Figure 2-3 
outlines the structure of resulting advanced 3DTV system. This advanced model has been 
developed to include further inputs, which can be utilised for 3D acquisition. In addition to the 
standard stereoscopic cameras and the 2D-to-3D conversion methods, the model accommodates 
the utilisation of depth-range cameras providing video plus depth streams. It also accounts for the 
utilisation of multi-camera systems with variable baseline and geometry[7].  
As future 3DTV systems will require the utilisation of multi view content, the need for efficient 
multi view schemes capable of compressing this 3D multi view content is essential in order to 
have the ability of transmitting such a large number of HD views. Newer frameworks have been 
 
Figure 2-3: Outline of advanced system concept for 3DTV[7]. 
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proposed to tackle this task and the MPEG standardisation body has introduced such a framework 
in [18, 19]  
The addition of the multi view acquisition into the model has introduced a new challenge to 
transmission aspect of this advanced concept. The bandwidth requirements, for the transmission 
of such a large number of views, are huge. Therefore this advanced system also accommodates 
the utilisation of DIBR at the receiver end, which together with the depth information of the 
colour views, allows for the reduction of the total required number of the transmitted views. The 
ability of DIBR to reconstruct view on demand, also offers the advantage of this system being 
compatible with the various display configurations available at the user end, as well as 
accommodating for any future developments in the display technology area. 
The content creation stage concepts of the multi camera setup, MVD, depth maps and DIBR, 
which are some of the core issues investigated within this research, will be explained more 
thoroughly in later sections of this literature review. 
2.2.2 Free Viewpoint TV (FTV) 
FTV is another immersive video application, which promises to satisfy the user demand for more 
immersive and greater levels of video QoE. FTV is an application that allows the users to navigate 
between viewpoints, i.e. it offers the users the freedom to choose the viewing position and 
viewing direction, in order to provide a more real-life viewing experience [20]. FTV is very 
similar to 3D computer graphics, in a lot of the functionalities they both offer to users. The main 
difference, is that FTV is concerned with real world scenes captured by real cameras, while 3D 
computer graphics only offer the functionalities only for computer generated images [10]. This 
application can offer interesting experiences for users in connection with various types of 
entertainment content, such as sport events and movies. 
As in 3DTV, a complete FTV system involves several stages. The complete chain can be divided 
in to the following parts: acquisition/capturing, correction/processing, encoding, 
transmission/storage, view generation/ rendering and display[10]. Various technologies can be 
utilised for the capture, correction, processing and rendering, but all make use of multiple views 
of the same visual scene [21]. This full configuration of a generic FTV system is demonstrated by 
Figure 2-4. 
 
Figure 2-4: Configuration of generic FTV system [22]. 
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FTV relies on the presence of a relatively sparse set of cameras that surround the scene, it usually 
utilises the 3D geometry information of the scene to synthesis the desired viewpoints [23]. This 
setup allows the viewers to navigate the scene freely, allowing total control over the selection of 
the individual viewpoint and viewing angle. The density of the sparse cameras utilised to capture 
the scene, impose certain limitations on the navigation and the quality of the rendered (virtual) 
scene. Another factor that will also have an impact on the quality and position of the required 
view is the accuracy of the 3D geometry information, which depends on an accurate camera setup 
and calibration. The accuracy of the 3D geometry information will be the focus of a later section 
within this literature review, as it is one of the main objectives this research is aimed at 
quantifying. 
Another requirement for the successful implantation of FTV is the compression component of the 
system, specifically the compression of the multi views captured within the FTV configuration. 
The coding scheme should be able to provide high compression performance, due to the presence 
of multiple viewpoints. The coding scheme should provide scalability with respect to the scene 
dimensions along with the temporal and spatial domains scalability, which already exist in the 
current coding standards. Viewpoint dimension scalability is important within FTV, as it refers to 
the dynamic change in the displayed viewpoint according to user preference. Finally a robust, low 
delay and complexity, encoding and decoding is crucial for the real time implementation of FTV 
application [24]. 
In principle FTV and 3DTV are very close and overlap in several areas, hence there is no evident 
distinction between both applications. The different classification is due to historical reasons and 
is more related to the various focus areas of the researchers involved, i.e. the focus is more on the 
free navigation as opposed to 3D depth perception. Both applications tend to converge when it 
comes to the several rendering algorithms and the various display technologies [20]. 
This section has presented a brief overview of two of the state of the art immersive video 
applications. The focus should now turn to the more important requirement for the successful 
implementation of these two novel applications, which is the fact that the presence of a larger 
number of views is a requirement for the enrichment of the user experience in these two 
applications. Therefore the following section will discuss a relevant video representation format, 
which is currently under research and development for the purpose of supporting the 
implementation of the aforementioned applications. 
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2.3 3D Video Representation Formats 
The immersive video applications described in the previous section depend on the availability of 
high quality video content, for their successful application. In this section the discussion will 
focus on the video formats available to satisfy this requirement. Following a brief discussion of 
the more traditional 3D video format, the first subsection will introduce the concept of Multi 
View Video (MVV). The combination of HD video with the corresponding depth information, 
into what is known as the Multi View plus Depth (MVD) format will follow. The second 
subsection will follow with an in depth analysis of the depth concept, together with an analysis of 
the depth estimation algorithms utilised within this research. 
The most recognised 3D video representation is the format known as stereoscopic video. The 
definition of stereoscopic in English is presented by the Oxford Dictionaries as: “Relating to or 
denoting a process by which two photographs of the same object taken at slightly different angles 
are viewed together, creating an impression of depth and solidity”[25]. Therefore a stereoscopic 
video can be defined as a video containing two videos, captured at slightly different angles 
(usually a distance of 5-7 cm separate both views) to mimic the human eyes positions. The video 
is usually presented in a side by side format “Left and Right images” (L-R format), which is then 
fed to the 3D display, where the human brain will interpret the slight differences between both 
images and translate that into depth perception. 
One of the drawbacks of L-R stereoscopic video is the fact that the amount of user interaction is 
quite limited. This is a result of only one viewing angle being available and the simple matter that 
the user is forced to view the content a predefined horizontal disparity (depth perception). Another 
type of 3D content representation which overcomes the aforementioned problem is based on 
DIBR and is called video-plus-depth [17]. This representation can be summed as the combination 
of colour texture video with the corresponding per pixel depth information, otherwise known as 
the depth map; this is depicted in Figure 2-5. 
 
Figure 2-5: 3D video representation utilising video-plus-depth[12]. 
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This video-plus colour format, together with DIBR, provides the ability for the synthesis of the 
stereoscopic pair of videos at the receiver end. The process of synthesising virtual views from 
colour and depth information is known as 3D image warping [17], which, together with the depth 
map concept, will be discussed at a later stage within this literature review. According to [24] the 
video-plus depth representation, offers significant advantages over the more conventional L-R 
stereoscopic video. These advantages include the flexibility in setting the inter-axial and 
convergence distances, which enables the adaptability of the 3D content to specific types of 
display. Another advantage of this format is the higher compression efficiency it offers over the 
L-R stereoscopic format.  
Although stereoscopic video addresses the issue of introducing depth perception into users’ 
multimedia experiences, it is very limited with respect to the angle and view location, as it only 
offers a single 3D view of the captured scene. In order for the previously mentioned applications 
to achieve their full potential, more views, captured at various angles should be added to the video 
formats. The answer to this requirement is addressed in the following section, where MVV and 
MVD video formats are presented. 
2.3.1 MVV and MVD  
Multi view video is a video format which is highly suitable for the immersive video applications 
discussed earlier. It is composed of several viewpoints of the same scene, captured with an array 
of purposely calibrated cameras. The presence of several viewpoints allows the user higher levels 
of interaction with the multimedia content. For example the user, according to their preference, is 
able to navigate between different viewpoints throughout the video scene, as offered by the FTV 
functionality. Figure 2-6 shows an example of a scene recorded with the MVV format. 
The capture methods of MVV vary according to the nature of the scene and the application that is 
being targeted, such variations in capture methods may include different camera array 
arrangements. These arrangements can vary from the number of cameras being utilised, to the  
 
Figure 2-6: Example of multi view video representation of a scene [26]. 
Chapter 2. Literature Review 
 
16 
different alignments of these cameras (camera convergence), to the distance between the baselines 
of these cameras. 
MVV was widely recognised as a powerful video format, and although multi view coding offered 
some promising results on compression efficiency, the high density of cameras in the capture 
setup required to provide significant end user satisfaction, is accounting for very high 
transmission bit rates. This compromise of required transmission bit rate vs. the levels of QoE at 
the user end led to the deployment of the Multi View plus Depth (MVD) format. 
MVD is the natural extension of both the MVV and the video plus depth formats. It can be 
defined as an N number of colour views together with an N number of associated per-pixel depth 
maps. Such a video format allows for the reduction of the number of colour views required for 
transmission while maintain the scene navigation range [27, 28]. The addition of the depth maps 
to the colour information of a fairly sparse MVV video enables the rendering, through DIBR, of 
intermediate views at any position. The successful application of MVD requires that the “the 
spatial position vectors (rotational and translational matrices) and camera parameters of the target 
virtual viewpoint are present” [24]. Hence MVD is a very powerful video format enabling the 
successful implementation of the immersive video applications mentioned in Section 2.2. Figure 
2-8 presents the MVD format together an example of view synthesis. 
 
 
Figure 2-7: examples of multi view camera array arrangements [24]. 
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2.3.2 Depth Maps 
So far in this literature review, various immersive video applications together with video 
representations and formats have been introduced. The presence of the depth maps is the key 
factor, which has been identified as one of the factors in MVD and video plus depth having an 
advantage over MVV and L-R stereoscopic videos, respectively. As the depth map is one of the 
primary concerns within this research, this section of the literature review will discuss the depth 
map, its production and processing techniques in some detail.  
Depth maps (or depth images) can be summarised as images with the per-pixel depth values of 
their corresponding colour view. In other words they represent how close or how far the colour 
information in a scene is, with respect to the capture camera (Z-axis with respect to that camera). 
Typically depth information is stored as 8-bit grey values with value 0 representing the furthest 
level and value 255 representing the closest level. As a requirement for virtual view synthesis 
utilising DIBR, the so called grey values “are specified in reference to two main depth clipping 
planes. The near clipping plane (grey level 255 or Znear) defines the smallest metric depth value 
that can be represented in the particular depth image and accordingly, the far clipping plane (grey 
level 0 or Zfar) defines the largest representable metric depth value”[12]. 
With respect to depth map generation, typically two different approaches are utilised for this 
purpose. The first approach can be described as utilising “an active range camera such as the so 
called Zcam
TM
 developed by 3DV system. Such devices usually integrate a high-speed pulsed infra-
red light source into a conventional broadcast TV camera and they relate the time of flight of the  
 
Figure 2-8: MVD format and view synthesis from two camera viewpoints [24, 29]. 
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emitted and reflected light rays to direct measurements of the depth of the scene” [12, 30, 31]. 
This method of depth map generation is depicted in Figure 2-9. 
This technique of depth map generation offers very useful results, but only when considered for 
indoor, controlled studio environments, or small scale scenes of up to a few meters of depth. For 
larger scale, dynamic outdoor scenes a different approach must be considered. Such an approach 
should utilise the availability of multi view cameras of the same scene. The availability of 
different views of the same scene (same scene captured from different angles), enables the 
extraction and derivation of the 3D structure of the scene in question, by utilising certain 
techniques from computer vision [31]. The steps of this procedure of extracting depth information 
from multiple cameras have been summarised by [12] into the following five points: 
1- Geometric and photometric calibration of the individual cameras. 
2- Estimation of geometrical relations between the different views. 
3- An optical flow or correlation-based search for corresponding points in two or more 
image planes. 
4- Localization of the corresponding 3D space points. 
5- Integration of the entire depth information into one or more camera reference frames. 
This summarization of depth map creation, leads to another vital concept, which is disparity and 
the relation it bears to scene depth. Disparity can be defined as the shift in an object’s position 
within two adjacent views (cameras) of that object. In other words disparity map estimation 
consists in finding, for a given point in the first image of a stereo calibrated image couple, the 
corresponding point in the second image in order to deduce the distance between them. The 
concept of disparity is clearly demonstrated in Figure 2-10. 
Disparity and depth are inversely proportional, and the disparity of an object within the camera 
coordinates can be deduced easily from the following simple relationship: 
 
Figure 2-9:  ‘Functionality of the Zcam active range camera. (a) An infrared light wall is emitted by 
the camera. (b) The reflected light wall carries an imprint of the captured 3D scene. (c) The 3-D 
information is extracted by blocking the remaining incoming light with a very fast shutter [30]. 
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Figure 2-10: Disparity principle. 
 Disparity = 𝑥𝑙 − 𝑥𝑟 =
𝑓 ∗ 𝑇
𝑍 ∗ 𝑡𝑝𝑖𝑥𝑒𝑙
 (2-1) 
 
where: 
xl and xr are the location of the object in the left and right cameras respectively. 
f is focal distance (length). 
T is space between cameras (baseline). 
Z is distance between object and the capturing camera’s image plane. 
tpixel is width of one pixel on the camera sensor. 
This simple concept of disparity matching in stereo images (or multi view cameras) and its 
relation to the depth information of the scene, proves to be an interesting and valuable concept. 
The research on the topic of disparity estimation through stereo matching algorithms warrants 
further investigation, which is going to be discussed in the following subsection of this literature 
review. 
2.3.2.1 Disparity Estimation and Stereo Algorithms 
The importance of the role that stereo algorithms (correspondence) play in: computer vision, 3d 
scene representation and reconstruction; can be deduced from the amount and intensity of the 
research carried out on this topic. Keeping in mind, the ever increasing range of applications that 
require the utilisation of stereo algorithms in more recent years, the research activity into reaching 
more accurate, robust and real time stereo algorithms has become a priority. A taxonomy and 
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categorisation scheme for stereo algorithms has been developed by Scharstein and Szeliski [32]. 
Scharstein and Szeliski observed that stereo algorithms, in general perform the following (or 
subsets of) four steps [32, 33]: 
1- Matching cost computation. 
2- Cost (support) aggregation. 
3- Disparity computation/optimisation. 
4- Disparity refinement. 
The number of steps carried out and the actual sequence of them being carried out depend on the 
specific algorithm. Most of the research carried out on stereo algorithms, classes these algorithms 
into two main categories: local and global classes [32-34]. Local algorithms, computing disparity 
at a given image pixel, relies on image intensity/colour values within a specified window. Such an 
approach can be implemented very efficiently and produces results suitable for real time 
applications. On the other hand, such an approach, could lead to blurred object boundaries in the 
resulting disparity/depth maps [35]. Global algorithms on the other hand make smoothness 
assumptions and then provide a solution for the optimisation problem, by utilising the disparity 
estimates at all other pixels. These algorithms provide a solution to the blurred boundary issue, 
but they tend to be very memory intensive and sometimes very slow to implement. Examples of 
global methods include, graph cuts [36] and belief propagation [37].  
Several implementations of stereo matching algorithms fall in between both of these two broad 
classifications, in order to offer optimised solutions for the problems presented by both 
approaches. Such implementations are of specific interest within this research. For example a 
semi-global approach is suggested by [34], which is then developed further by [38] for large scale 
applications. Such an implementation is set to offer the computation of disparity maps suitable for 
intelligent vehicles and autonomous driving, in a real time implementation not requiring the 
utilisation of special additional hardware. 
The cost aggregation step is usually carried out within local algorithms, by summing/averaging 
the computed matching costs over a local window. Un-normalised box filtering is one of the most 
efficient local cost aggregation methods [39]. But since it results in blurriness across the depth 
edges it was therefore another aspect that various state of the art contributions focused on 
tackling. The main contribution of [33] is claimed to be a novel cost aggregation method, which 
offers a non-local solution to the problem, that outperforms the local methods for low textured 
regions. This work has been explored further by [40], by introducing a novel tree structure for 
matching cost aggregation, which has performed superiorly through a quantitative evaluation of 
other aggregation methods, on a number of stereo data sets. Following the approach of tackling 
the cost aggregation step, fast-cost volume filtering work has been performed by [41], and has 
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produced excellent results when applied within stereo matching. According to [41] their suggested 
approach has given excellent results when evaluated on the Middlebury stereo benchmark [42] at 
the time of submission for their work. 
As seen so far a lot of research has been carried out into disparity estimation, through stereo 
algorithms. And despite the improved capability of the developed algorithms, the performance of 
such algorithms is seriously tested when it comes to estimating disparity for HD resolution, in a 
real-time environment. When such algorithms are required to perform in HD resolutions together 
with increased disparity ranges, it was noticed that there was significant increase in the runtime of 
these algorithms. In other words the biggest challenge to stereo algorithms is that they do not 
scale well with respect to large image sizes and the corresponding increase in disparity search 
ranges [43]. 
Riechert et al. [43] have proposed a two-step disparity estimation approach, which enables the 
real time estimation of HD disparity maps on common PC hardware. The first step is an initial 
disparity estimation utilising the Hybrid Recursive Matching (HRM) algorithm [44]. As HRM 
cannot take advantage of parallel computing due to it recursive nature, it is only capable of real-
time performance for small images. Riechert et al. devolved this algorithm further into Line-wise 
HRM (L-HRM) by allowing line-wise breakup of the recession process in HRM, thus allowing 
for parallel computing. In the second step of the algorithm, the disparity maps produced are 
refined utilising a cross-bilateral filter based up-sampling scheme. This second step allows for the 
reduction of artefacts and disocclusion filling within the resulting depth maps [43]. 
So far, all disparity estimation techniques discussed rely on the presence of a dense multi view 
camera setup, in order to produce accurate disparity maps. However the presence of a large 
number of colour views and their corresponding depth maps, presents a huge issue with respect to 
the transmission of such content when considering the bandwidth constraints. As a solution to this 
issue [45] present a variable baseline camera setup, where they utilise the existence of four 
cameras arranged in a linear setup. The inner two cameras are in a narrow baseline stereo 
 
Figure 2-11: Schematic drawing of variable baseline camera setup [45]. 
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arrangement, while the outer two cameras are in a wide baseline arrangement. This setup allows 
for the generation of a high number of intermediate views utilising DIBR at the receiver end, 
while keeping down the number of transmitted views. This multi view camera setup is presented 
in Figure 2-11. 
In order for this variable baseline camera setup to provide adequate DIBR results at the receiver, 
the production of good quality depth (or disparity) maps for the outer pair cameras is as essential 
as it is for the centre pair. Zilly et al. [45] utilise the HRM algorithm discussed earlier and couple 
it with a work flow to transfer the dense disparities, generated from the centre pair of cameras, 
into the sparse disparities estimated for the outer pair of cameras. This approach is achieved by 
applying a DIBR approach to the centre disparity maps and transferring the values into the outer 
camera locations. The projected disparity values are merged with the available sparse disparities 
at the outer camera locations. A cross-bilateral median filter [46] is applied to the merged 
disparity maps, which provides the ability to fill the holes in the disparity maps, which have 
resulted due to the occluded regions in the colour images. 
This part of the literature review has presented the state of the art stereo matching disparity 
algorithms; the next section will explore the concept of DIBR and its role of synthesising virtual 
views at the receiver end. 
2.4 Depth Image Based Rendering 
Depth Image Based Rendering (DIBR) has been identified earlier within this literature review as a 
key concept in the emerging immersive video applications. Therefore it is appropriate to further 
investigate the concept of DIBR and outline the major principles involved within this technique of 
virtual view synthesis and the advantages it offers. On the other hand, it is essential to touch on 
the drawbacks associated with this novel approach, together with the methods being researched to 
combat such drawbacks. 
To start with, we can split the concept of this virtual view synthesis method into a two-step 
procedure: “At first, the original image points are re-projected into the 3D world, utilising the 
respective depth values. Thereafter, these intermediate space points are projected into the image 
plane of a virtual camera located at the required viewing position. The concatenation of re-
projection (2D to 3D) and subsequent projection (3D to 2D) is usually referred to as 3D image 
warping in the Computer Graphics (CG) literature” [12]. The next step in this review of DIBR 
will be the introduction and discussion of this integral concept of 3D warping. 
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2.4.1 3D Warping 
This section offers an overview of the procedures associated with the view synthesis technique 
utilising the 3D warping method. An insight on how 3D warping exploits the depth information 
available within the depth maps for view point synthesis is also presented. Given the fact that the 
depth value describes the distance between the camera and the objects within the scene, this set of 
information can be utilised in order to map the corresponding pixels between the reference and 
intermediate viewpoints [47]. The whole outline of the view synthesis procedure is shown in 
Figure 2-12. 
As mentioned earlier, the 3D warping technique exploits the depth information and maps a pixel 
of an original (reference) view to a destination pixel in the synthesised (virtual) view. In a general 
case three different coordinate systems are involved: “The world coordinate system, the camera 
 
Figure 2-12: Whole procedure of view synthesis: (a) original reference images, (b) depth maps 
corresponding two reference images, (c) generated depth maps utilising 3D warping and small hole 
filling, (d) synthesized images on the virtual viewpoint, (e) hole filled images by referring to the other 
synthesized image, (f) noise removed images utilising the proposed method [47]. 
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coordinate system and the image coordinate system” [48]. 
Depth map warping is one of the key stages in 3D warping, which involves mapping the pixel 
coordinates between the utilised views. In other words, this involves obtaining the depth map for 
the target (virtual) view by utilising the available reference depth maps, then  “setting pixel 
coordinates between the target and reference views in conjunction with the warped depth map” 
[47]. This is followed by utilising the two obtained warped depth maps – form the reference views 
– and apply texture mapping for the target viewpoint image. This results in mapping the colour 
information from the reference views into the required pixel location in the target view. In the 
case of the calculated target pixel locations having missing information, the intensity values are 
interpolated utilising neighbouring pixel values. 
Despite the difference in details, most of the virtual 3D warping, techniques employ the 3D 
warping principle based on an explicit geometry (i.e. depth information form depth images). Two 
of the different approaches employed are: the first being a non-Euclidean formulation of the 3D 
warping, which is more effective under the condition that either the camera parameters are 
missing or that the calibration of the cameras utilised to shoot the scene is poor. The other 
approach adopts a Euclidean formulation of the 3D warping on the assumption that, the camera 
parameters for the acquisition and the intermediate view interpolation are present [48-50]. Of 
course such data as the acquisition camera parameters and the calibration data, which are part of 
the outcome of the post production processes of MVD setups, will have to be transmitted from the 
transmitting side as Meta data with the originally transmitted MVD bit streams so it can be 
utilised during the rendering process at the receiving end. 
Utilising DIBR for virtual view synthesis can be classified into two view generation methods. The 
first method is view interpolation, which means that the required view falls in between two 
existing reference colour views. In other words the required virtual view lies within the existing 
camera baseline, where colour and depth information from both views can be utilised to generate 
the intermediate view. The second view generation method is view extrapolation, which means 
that the required (targeted) viewpoint lies outside the existing camera baseline. In view 
extrapolation only colour and depth information from a single view can be utilised for the 
rendering process. Both the view generation methodologies are based on the 3D image warping 
technique described earlier [51]. 
This was an overview of DIBR and its utilisation in the virtual view generation within the 
immersive video applications. The utilisation of DIBR in combination with the MVD format, 
offers a very handsome solution to the bandwidth challenges posed by transmitting the large 
number of viewpoints required. The capability of DIBR to generate intermediate views at the 
receiver end allows for fewer views and wider camera baselines to be transmitted. Inevitably there 
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are some drawbacks to the utilisation of DIBR, namely the presence of the so called disocclusion 
(or hole) regions within the generated virtual views. This issue of disocclusions and the research 
into handling those regions will be the concern of the next section. 
2.4.2 Disocclusions (Holes)  
Following this discussion about the Depth Image Based Rendering (DIBR), we now turn our 
focus towards some of the drawbacks experienced with this approach of DIBR. “Disocclusions, 
pinholes and reconstruction errors are the most artefacts introduced in the 3D warping process” 
[48, 49]. Such artefacts frequently occur around the edges of an object in the scene, since pixels 
have different depth levels may end up being mapped to the same location in the target generated 
view. So when these pixels are averaged to generate the final pixel value for that location in the 
target generated view, the appearance of an artefact in the final generated view is likely possible, 
given the fact that the pixels with different depth values usually belong to different objects within 
the scene [48]. 
Furthermore, and as described  by  Jung et al. [52]: disocclusions are one of the inherent problems 
in DIBR, which means that certain areas, which are occluded in the original camera views become 
visible in the target generated views, “this is commonly referred to as a hole” [52]. Furthermore 
such an event in the Computer Graphics (CG) literature is referred to as an exposure or 
disocclusion [12, 49]. The presence of the so called disoccluded regions is more visually 
prominent in the extrapolation rendering method. This is due to the fact that areas only visible 
within the target rendered view cannot be filled with information from a second view, as the target 
view lies outside the existing camera baseline. This results in significant areas in the rendered 
view, as demonstrated clearly in Figure 2-13. 
Subsequently, the important question that arises from this drawback and that should be provided 
with an answer is: how to conceal these artefacts in the virtual view synthesis? In order to answer 
 
Figure 2-13: Disoccluded regions [53]. 
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this question and to avoid the problems related to the DIBR approach, disocclusions within the 
rendered view have to be filled in adequately. Work carried out in research, towards solving the 
issue of the disocclusion areas is extensive, with varying methods in addressing this problem. One 
approach to this issue is the pre-processing of the available depth maps by applying filtering 
techniques, so that no disocclusions occur in the rendered views. Although this method eliminates 
the presence of disocclusions in the resulting rendered views, it also introduces geometrical 
distortions within those views [54]. 
Another approach to address the disocclusion issue is covering those regions with suitable, known 
image information. This approach is known as hole filling. Several hole filling techniques are 
available, with variable degrees of computational complexity and different degrees of impact on 
the visual quality of the rendered views. Hole filling techniques vary from filling the holes with 
suitable constant colour information, to the horizontal and variational inpainting mechanisms [55, 
56]. The hole filling methods suggested within various research, have variable impact in 
addressing the existence of disocclusions, i.e. these methods conceal the holes present in the 
rendered views with different success levels. Examples of various hole filling methods are 
  
Constant colour Horizontal inpainting 
  
Depth-aided horizontal extrapolation hole-filling Variational inpainting 
Figure 2-14: Conventional hole filling methods [55]. 
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presented in Figure 2-14. 
This section of the literature review presented the concept of DIBR, together with some of the 
related issues that are of relevance to this research. The following section will address the issue of 
video quality assessment. 
2.5 Video Quality Assessment 
The quality assessment of video has been one of the most research topics in recent years. It is 
essential, from the users’ perspective, to determine the impact of all the immersive video 
applications, discussed earlier, on the perceived quality of experience regarding the videos 
received by the users within these applications. The signal processing of digital video, the 
conversion of these videos from one type to the other, the compression these videos undergo for 
transmission purposes and the errors introduced in the transmission process itself, are some of the 
factors that have an impact on the quality of video signals. Traditionally, the evaluation of 
processed video quality has been carried out through subjective assessments, where the processed 
(degraded) pictures are displayed to a group of subjects (observers) and there opinion on the 
perceived quality or distortions are recorded [57].  
Although this subjective approach to video quality evaluation offers very representative observer 
opinion scores, it is a very tedious and time consuming process. This can have some negative 
effects on the development and enhancement of emerging video applications and services. Video 
quality metrics define a link between certain physical parameters of the video and the perceived 
video quality [58]. Objective quality metrics, for conventional 2D video signals, have been in 
development within research for quite a long period. On the other hand these objective metrics do 
not take into account the artefacts introduced by the new video processing techniques, such as the 
disocclusion artefacts (or regions) introduced by the DIBR process. 
This section of the literature review will introduce a brief overview of both objective and 
subjective video quality assessment approaches. A brief introduction into the well-established 
objective metrics will come first, followed by an insight into video subjective assessment 
methodologies. 
2.5.1 2D Objective Quality Metrics 
Years of research into developing techniques to accurately model the Human Visual System 
(HVS) and how it reacts to the artefacts and distortions within digital images/videos, have resulted 
in a large number of 2D image/video quality measurement metrics. Here we present four of the 
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most well-established and excessively utilised 2D video objective quality measurement 
techniques, which are of particular interest within this research: 
1. Peak-Signal-to-Noise-Ratio (PSNR): PSNR is based on the calculation of the Mean 
Squared Error (MSE) in relation to the maximum luminance value of a pixel. It is defined for an 
n-bit value, by Equation (2-2). 
 𝑃𝑆𝑁𝑅 = 20. log (
2𝑛 − 1
√𝑀𝑆𝐸
) (2-2) 
where the MSE is calculated based on the corresponding pixel luminance values of both the 
processed and reference images. The result of applying the PSNR metric is a single value per 
image (or video frame) in decibels (dB). PSNR has been utilised for a long time in the 
measurement of image quality. On the other hand it does not offer sufficient correlation with the 
perceptual image quality [59]. 
2. Peak Signal to Perceptual Noise Ratio (PSPNR): PSPNR was proposed, by the 3D video 
(3DV) Ad Hoc group of MPEG, as an extension of PSNR, in order to evaluate view synthesis 
[60]. The extension is based on adding more weight to the visually noticeable noise in the 
processed images/videos, as opposed to the visually unnoticeable noise. This offers an 
enhancement in the correlation with subjective evaluation in view synthesis scenarios, due to the 
visual prominent artefacts (disocclusions) present in images/video resulting from this scenario. 
Furthermore, unlike PSNR, the PSPNR extension also takes into consideration the temporal 
consistency of the synthesised views. 
3. Structural Similarity Index (SSIM): SSIM adopts a different approach from the error 
based methods mentioned previously, through utilising structural distortion measurement. The 
argument for this different approach is that the HVS is highly adapted and more sensitive to the 
structural details and errors within a visual scene, rather than pixel errors [61]. The SSIM 
calculation is presented in Equation (2-3). 
 𝑆𝑆𝐼𝑀 =
(2𝑥𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)
(𝑥
2
+ 𝑦
2
+ 𝐶1)(𝜎𝑥2 + 𝜎𝑦2 + 𝐶2)
 (2-3) 
Where, x is the original signal and y is the processed (distorted) signal. SSIM provide a 
measurement that falls between 0 and 1, where the best quality is represented with the value 1, i.e. 
when x=y.  
4. Video Quality Metric (VQM): VQM was jointly developed by the Institute of 
Telecommunication Sciences (ITS) and the American National Standard Institute (ANSI) in order 
to provide a general purpose quality evaluation method that covers a wide range of video quality 
impairments and bit rates and combines them into a single measurement [62]. VQM is a video 
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quality metric that assesses video impairments such as blurring, jerky motion, global noise, block 
distortion and colour distortion [58]. The wide range of artefacts assessed by VQM qualifies it as 
a good objective metric candidate, with respect to evaluating the quality of view synthesis videos. 
That was a brief overview of the objective quality metrics, which are of special interest within this 
research. While objective measurement attempts to offer a very fast effortless alternative to 
subjective evaluation of videos, it is unclear if they can cope with representing the artefacts 
resulting from the latest video processing techniques. Therefore it is necessary to examine the 
literature behind subjective assessment. 
2.5.2 Video Quality Subjective Assessment 
The question of video quality assessment is an important issue when it comes to evaluating the 
impact of introducing new video processing technologies and applications. The traditional method 
of subjectively evaluating video quality has been one of the main research areas for a significant 
time. Developing the subjective assessment methodology throughout the years has been  vital, 
since the introduction of new video technologies such as HDTV and 3DTV, in order for the 
subjective assessment results to reflect the impact; these new technologies have on user 
perception.  
Subjective assessment consists of presenting the processed (distorted) videos, together with the 
reference videos, in a defined methodology, to a set of users (observers) while recording their 
opinions of the displayed videos. The main subjective assessment methodologies are introduced in 
the ITU-R BT.500 quality assessment recommendation for television pictures [63]. Such 
 
Figure 2-15: Portion of quality rating form utilising continuous scales [63].  
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recommendations include different specifications on how to conduct various types of subjective 
tests. The various types of subjective assessment methodologies can vary in terms of presentation 
pattern (single stimulus, double stimulus, etc.…), type of rating required from the observers 
(retrospective or continuous rating), the type of rating scale (discrete or continuous rating scale, 
labelled or unlabelled scales, etc.…). Each subjective assessment methodology has its own 
advantages and its own limitations [64]. Careful consideration should be given to the type of 
assessment utilised, based on the video processing technologies examined and the immersive 
application assessed. It is important to remember that subjective assessments are designed to be 
carried out for various test environments, and should ensure repeatability (stability/reliability), 
accuracy, precision and efficiency. 
The subjective assessment of 3D video is a more challenging issue, due to the multi-dimensional 
aspects that affect the quality in 3D vision, such as image quality, depth perception and visual 
comfort [58]. The subjective assessment recommendation in the ITU-R BT.500 have been 
extended for stereoscopic television pictures in ITU-R BT.1438 [65]. One of the widely utilised 
methods is the Double Stimulus Continuous Quality Scale (DSCQS) method, where the observers 
are asked to measure the quality of the processed (distorted) video sequences in comparison with 
the related reference (undistorted) video sequence. The observers record their opinion scores for 
both of the test sequences. Figure 2-15 shows a sample of a grading sheet for a DSCQS subjective 
assessment, utilising a continuous grading scale for observer opinion capture. Figure 2-16 shows a 
sample of a presentation structure for the same assessment methodology. Another type of 
subjective assessment methodology utilised for 3D video evaluation is the Single Stimulus 
Continuous Quality Scale (SSCQS) method, where a single video is presented without its 
reference (or with a hidden reference) and the observer is required to assign an opinion score to 
each test sequence individually. 
 
Figure 2-16: Presentation structure of test material [63]. 
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Although subjective assessments are time consuming, and require a lot of effort, during the 
careful design and implementation stages, it is essential to remember that they are the most 
reliable and representative method of assessing the user perception of video quality. This fact is 
more evident when the assessment is carried out with respect to the introduction of new video 
processing technologies and applications. 
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Chapter 3 
3 A Disocclusion Replacement Approach to 
Subjective Assessment Methodology 
This chapter of the research presents a novel approach to handle the presence of disocclusion 
regions within synthesised views. The aim of the adopted approach is to enable the quality of 
rendered views to be more representative of the depth map quality. While traditional disocclusion 
handling approaches are hole filling techniques, the approach adopted within this research is 
targeted at replacing the disocclusion regions with suitable colour information. This colour 
information is extracted from an original colour view, which is available at the same location of 
the rendered view. Firstly the visual impact disocclusion regions have on the quality of the 
rendered view is discussed. This will be followed by the methodology employed, within this 
research, to handle (replace) the disocclusion areas. Thereafter, the subjective assessment utilised 
to validate the replacement approach will be outlined and the results presented, together with the 
utilised objective measurements for the validation process. The final part of this chapter 
summarizes the conclusions and observations made. 
3.1 Introduction 
The role of depth information within the emerging immersive video applications (such as 3DTV) 
has increased during recent years. For example, the effect of the accuracy of a depth map on the 
quality of virtually synthesised views is an integral part in providing good Quality of Experience 
(QoE) levels, within these emerging applications. Therefore, the concept of the quality of depth 
maps has been subjected to ever increasing scrutiny. 
Synthesised virtual (rendered) views are generated through a Depth Image Based Rendering 
(DIBR) process. A major issue in DIBR is that certain regions of a rendered view may not be 
visible within the view utilised to generate them. This issue is commonly referred to as 
“disocclusions”. Such disoccluded areas are visually prominent when the rendered view is being 
extrapolated. In other words, the target rendered view’s location lies outside the existing camera 
baseline [8]. 
Disocclusions (also known as “holes”) have a significant impact on the subjective assessment of 
the rendered views. This impact is of extra importance when the subjective assessment results are 
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utilised to evaluate the quality of the depth maps utilised in the rendering process. The prominent 
visual presence of the disocclusions within the rendered view outweighs the presence of other 
artefacts resulting from lower quality depth maps. This causes misrepresentative subjective 
results; therefore, subjective assessment of rendered views becomes an ineffective tool for 
evaluating the quality of the depth maps utilised in the rendering process. 
Disocclusions within the rendered view have to be filled adequately; otherwise, annoying artefacts 
appear in the disoccluded regions within the rendered views [55]. Work carried out towards 
solving the issue of the disocclusion areas is extensive, with varying methods in addressing this 
problem. One approach to solve the disocclusion issue is the pre-processing of depth information 
by applying filtering techniques, so that no disocclusions occur in the rendered views. Although 
this method eliminates the presence of disocclusions in the rendered view, it also introduces 
geometrical distortions within those views [54]. 
Another approach to address the disocclusion issue is covering those regions with suitable, known 
image information. This approach is known as hole filling. Several hole filling techniques are 
available, with varying degrees of computational complexity and different degrees of impact on 
the quality of the rendered views [54, 56]. These approaches have been discussed in the literature 
review chapter of this thesis and can be demonstrated in Figure 2-14. 
The approaches suggested in the literature to handle the disocclusion issue also have an impact on 
the subjective evaluation of the rendered images. Despite the fact that they are aimed at 
addressing the disocclusion problem, they also result in concealing other artefacts or distortions 
caused by inaccuracies in the depth information. In turn, this will result in misrepresentative 
subjective results, thus rendering subjective assessment ineffective with respect to evaluating the 
quality of depth maps utilised in the rendering process.  
This research presents a proposed approach targeted at concealing the disocclusion regions, 
without impacting the presence of other distortions and artefacts within the rendered view. The 
aim of this approach is to enable the subjective assessments of rendered views to provide results, 
which are more representative of the quality of the depth map utilised in the rendering process. 
The impact of this approach on the subjective assessment results is examined, utilising statistical 
analysis together with well-established objective measurements. The proposed approach is also 
applied within the objective measurement procedure for further examination. 
3.2 Mask Replacement Approach 
The main motivation behind adopting a disocclusion replacement approach revolves around the 
need for replacing those regions with suitable information, without eliminating or concealing any 
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other distortions or artefacts within the rendered view. The visually prominent disocclusion 
artefacts are a result of certain regions within the target camera not being visible within the 
reference view point, in other words they can be described as missing information. Hence the 
presence of the disocclusion areas cannot be attributed to the quality of the depth map utilised in 
the rendering process. Before discussing the mask replacement methodology utilised within this 
research to eliminate the disocclusion areas, it is necessary to discuss the occurrence of 
disocclusions and the large visual impact they have on the quality of the rendered view, 
specifically the extrapolation rendering scenario. 
3.2.1 Visual Effect of Disocclusions 
 Disocclusions (also commonly referred to as ‘holes’) were discussed in Section 2.4.2 of this 
thesis. Figure 2-13 presented the principle explanation behind the disocclusion regions. Figure 3-1 
presents the explanation from a different point of view, in order to further clarify the principle that 
 
Figure 3-1: Illustration of disoccluded regions. 
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lies behind the occurrence of disocclusions in DIBR application. In DIBR the depth information is 
utilised to transfer the colour pixel values form the reference (original) view to the correct 
location in the target (virtual) view. This process is possible provided the information required in 
the target view is present in the reference view. With different viewing angles and positons new 
regions of the scene are revealed within the new camera’s field of view. When such new 
viewpoints are generated utilising DIBR, the information of the new regions is not present in the 
cameras available at the rendering stage. These disoccluded regions are demonstrated in Figure 
3-1 by the different shaded regions at the background object. 
The rendering scenario adopted has an effect on the size of the disoccluded regions. In the 
interpolation scenario, where the target view falls with the baseline of two existing reference 
views, the disocclusion regions are relatively small. The size of the disocclusion regions depends 
on a number of factors: first the number of foreground objects, the distance between those objects 
and the capturing camera planes. Second, the size of the disoccluded regions depends on the inter 
camera baseline distance (i.e. the distance between the capturing cameras). This is represented by 
the red shaded region on the background object in Figure 3-1, where this information required by 
the target view is disoccluded (missing) from both the left and right reference views available in 
the rendering process. 
On the other hand, in the extrapolation scenario, where the target camera lies outside the existing 
camera baseline, the size of the disocclusion regions is much larger. This is due to the fact that the 
virtual camera extends the baseline beyond the existing cameras. In other words the target camera 
reveals new regions of the scene beyond the information available within the reference cameras. 
The size of the disocclusions largely depends on how far the target camera lies outside the 
existing camera baseline. For example the disoccluded regions in a scenario, where the target 
view lies to the left of a reference camera, can be represented by the combination of the red and 
green regions at the foreground object in Figure 3-1. The red and blue regions represent the 
disoccluded regions for the opposite scenario. 
The presence of these disocclusion areas, within the rendered views, is visually prominent in the 
rendered views, due to the large areas they cover within a rendered image. This issue poses a 
significant challenge when the quality of the rendered views is utilised as an indication of the 
quality of the depth maps utilised in the rendering process. Disocclusions are not the only 
artefacts present in rendered views, depth map inaccuracies result in shifting colour information, 
from the reference view, to the incorrect location in the target view. Such artefacts appear as 
unsmooth edges, blending or merging of different depth plans and ghosting artefacts. The 
artefacts and errors caused due to the inaccuracies in the depth information are quite small in 
comparison with the disocclusion areas.  
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Therefore when subjective assessment is utilised to quantify the quality of views rendered, 
utilising various quality depth maps, misrepresentative results are obtained. The observers in a 
subjective assessment are more likely to be influenced by the effect the disocclusions have on the 
overall quality of the rendered view, rather than the smaller errors and artefacts resulting from 
depth map inaccuracies. A visual example of the effect of the disocclusion regions on the quality 
of the rendered views can be seen in Figure 3-2, where examples of the disocclusion areas are 
highlighted with the yellow boxes. And examples of artefacts resulting from depth maps 
 
Figure 3-2: Example of the visual effect of disocclusion on the quality of the rendered views. 
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inaccuracies are pointed out utilising red arrows. The top view in Figure 3-2 was rendered 
utilising an uncompressed depth map, while the bottom view was rendered utilising a highly  
compressed version of the same depth map. Although, if special attention is paid, differences can 
be noticed between both images, with respect to the regions pointed to by the red arrows. The 
large and prominent presence of the disocclusion areas in both images, negate the differences 
between these two images, when they are subjectively evaluated. 
As discussed in Section 2.4.2 of the literature review of this thesis, there are several approaches 
within research to handle the disocclusion problem. Such approaches have variable effects on the 
quality of the rendered views, in either having a global effect on all artefacts present within a 
rendered image, or addressing the disocclusion regions unnaturally. The disocclusion replacement 
approach adopted within this research, addresses the problem without having an effect on other 
artefacts within the rendered views. 
3.2.2 Mask Replacement Methodology 
As previously mentioned the idea behind the mask replacement approach revolves around the 
replacement of the disocclusion regions with suitable information, without eliminating or 
concealing any other distortions within the rendered view. In other words, the utilisation of such 
an approach is aimed at eliminating the effect of disocclusion regions on the subjective quality 
assessment of rendered views. 
The first step with the mask replacement approach utilised within this research, is the 
 
Figure 3-3: Example of disocclusion (hole) mask. 
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identification of the disocclusion regions within the rendered views, which are generated during 
the DIBR process. The basic principle is to identify the missing information within the rendered 
view before the application of any disocclusion handling methodologies. This results in a 
disocclusion (or hole) mask, which contains the pixel locations of missing colour information as 
seen in Figure 3-3. This so called hole mask has been obtained utilising the disocclusion layer 
‘hole mask’ feature present within the MPEG software View Synthesis Based on Disparity/Depth 
(ViSBD) version 2.1 [66]. This software has been utilised for both the view rendering and hole 
mask generation purposes throughout this research. It is important to point out that the hole mask 
generated is unique to each rendering process, depending on, the rendering scenario, the depth 
map utilised and the location of the rendered view. The hole mask in Figure 3-3 is the hole mask 
generated in the extrapolation rendering scenario and it corresponds to the top rendered view in 
Figure 3-2. As the extrapolation scenario results in larger disocclusion region and is of particular 
interest within this research, it will be utilised as an example to demonstrate the mask replacement 
process throughout this section. 
An essential step in the application of the mask replacement approach is the requirement for the 
rendered views to be generated at the same location of an existing original colour view.  In other 
words that within the capturing setup of the scene, there is a colour view which corresponds to the 
position of the rendered view within the camera baseline of that capture setup. This is a 
requirement of the mask replacement approach, as the hole mask generated by the ViSBD 
software, will be utilised to identify and extract the colour information from the original view, 
which corresponds to the disoccluded regions. The colour information, extracted from the original 
view, is utilised to fill in the disoccluded regions in the target rendered view. This process results 
in the generation of a masked rendered view. The mask replacement process methodology is 
 
Figure 3-4: Disocclusions mask replacement process. 
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illustrated in Figure 3-4. 
In Figure 3-4, the original view together with the associated depth map at location 1, are utilised 
in an extrapolation rendering process. The rendered view is generated at location 2, where another 
original view already exists. In this particular naming notation view 2 is to the right of view 1 on 
the camera baseline and there is a stereoscopic distance (5-10 cm) between both of these views. 
The hole mask generated, within this particular example, is utilised to extract the colour 
information from the original view 2 and fill in the disoccluded regions within the rendered view 
 
Figure 3-5: Examples of masked rendered views  
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2. This results in a masked rendered view at location 2. 
The effect of this mask replacement approach, on the visual quality of the rendered views is 
illustrated within Figure 3-5, where the disocclusion regions have been replaced by the 
corresponding colour information from the original view at the same location. To fully understand 
the effect of the mask replacement process, the masked rendered views in Figure 3-5 should be 
compared to the rendered views in Figure 3-2. The yellow highlighted boxes in both figures 
represent the disocclusion regions, where it’s evident that the mask replacement process has 
successfully replaced those regions. On the other hand other artefacts resulting from the utilisation 
of a highly compressed version of the same depth map, pointed out by the red arrows, have not 
been affected by the mask replacement process. Therefore the different quality of the rendered 
views can be translated more representatively into an indication of the different quality depth 
maps in the rendering process. 
In order to validate this mask replacement approach, a subjective assessment was designed to 
demonstrate the effect of such an approach on the quality of the rendered views. The subjective 
assessment methodology, together with the dataset utilised, are discussed within the following 
section of this chapter. 
3.3 Experimental Setup 
The evaluation of this proposed disocclusion mask replacement approach includes the quality 
assessment of both the hole filled (non-masked) rendered views and the views generated utilising 
the proposed approach (masked views). The rendered views are generated utilising, readily 
available, non-pre-processed depth maps and variably compressed versions of these depth maps. 
The assessment process involves both subjective and objective evaluations of image and video 
stimuli obtained from both masked and non-masked rendered views. The following subsections 
detail the assessment procedure and the dataset utilised. 
3.3.1 Dataset 
Six original MVD sequences have been utilised throughout this research, for content preparation 
and quality assessment purposes. These sequences are namely: Band, BMX, Musicians, poker  
 
Figure 3-6: MVD sequences camera setup. 
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[67], Act and Parisband [68]. All the sequences were captured utilising a linear (single 
dimension) parallel camera array arrangement as illustrated in Figure 3-6. The total baseline 
distance for the entire setup varied, due to the fact that the satellite (outer) cameras (i.e. C0 and 
C3) were at variable distance to the centre of the baseline. On the other hand the inter camera 
distance between the centre pair (i.e. C1 and C2), was roughly 7-10 cm, i.e. stereoscopic distance, 
for all the utilised sequences. Cameras 1 and 2 are going to be the colour cameras of interest 
within this research. All the selected test sequences were of full HD (i.e. 1920x1080 pixels) 
resolution and where captured at 25 fps (frames per second). Camera geometric calibration, colour 
correction and various post processing stages, carried out on the aforementioned test sequences, 
are detailed in [67, 68]. 10 second segments of the test sequences were selected for the content  
  
Band BMX 
  
Musicians Poker 
  
Act Parisband 
Figure 3-7: Test sequences. 
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preparation and quality evaluation within this research. The selected test sequences cover a 
variable range of scene texture complexities and have a diverse nature of motion content. An 
illustration of the colour views of the utilised sequences within this research can be seen in Figure 
3-7. 
The selected test sequences were available together with the associated depth maps for all four 
camera locations. The available depth map production algorithms and post processing stages are 
detailed in [67, 68]. For the testing purposes of the mask replacement approach the available 
depth maps were compressed at various levels, in order to introduce compression errors into the 
depth information. Compression errors were controlled by selecting different levels of 
Quantization Parameters (QPs), where the QP levels selected were: 22, 32, and 42, to include a 
wide range of compression levels. The depth maps were compressed with the H.264/AVC 
standard, utilising the reference software JM (version 15.1) [69].  
To maintain a consistent level of quantization error throughout the depth map sequences, the 
compression rate control was disabled with the JM encoding software, i.e. a constant QP was 
maintained. An IPPP… encoding structure was utilised with the IntraPeriod (period between I-
frames) set to the value of 8. The bit rates resulting from the compression process are presented in 
Table 3-1, where the values are in kilobits per second (kbps) for each depth map compressed at 
the selected QP values. These compression results are for the depth map associated with camera 
location 1, as this part of the research is interested in an extrapolation rendering scenario, where 
only one colour view and its associated depth map is required.  
Table 3-2, presents the PSNR values (in dBs) for the compressed depth maps, when compared to 
the original depth map. The PSNR values offer a more representative evaluation, of the effect the  
Table 3-1: Depth map compression bit rates (kbps). 
 Band BMX Musicians Poker Act Parisband 
QP22 3530.23 985.17 1823.08 2539.73 923.99 749.21 
QP32 1359.97 297.29 462.21 729.86 270.46 168.65 
QP42 329.48 114.16 160.39 228.08 92.40 49.44 
Table 3-2: Depth map compression PSNR values (dB). 
 Band BMX Musicians Poker Act Parisband 
QP22 55.07 55.58 53.85 51.77 54.26 54.91 
QP32 46.34 49.36 47.86 46.42 47.78 48.90 
QP42 38.25 42.62 41.18 40.03 41.71 42.00 
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compression process has had on the utilised depth maps, than the bitrate values. The values are 
consistent with the wide range of compression aimed for, through the selected QP values, in the 
encoding stage. In order to further understand the effect of compression on the depth map utilised 
in the rendering process, Figure 3-8 presents the differences between the depth maps compressed 
 
Figure 3-8: Effect of compression on depth maps. 
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at the different QP values and the original depth map. The images in Figure 3-8 were obtained 
utilising the “imabsdiff” MATLAB function, where each element (pixel value) in the compressed 
depth map was subtracted from the corresponding element in the original depth map, and then the 
absolute difference value was returned. It can clearly be noticed that the higher compression has 
introduced significant errors to the depth map in question, as seen in the depth map compressed 
with a QP value of 42. The highest values of errors were at the object’s border regions within the 
depth, which are indicated by the brightest luminance values within the depth maps compressed at 
all the different QP values, as shown in Figure 3-8. 
In the following stage of the content preparation the readily available (original) depth maps 
together with the decoded compressed versions of those depth maps, were utilised in the rendering 
process. The ViSBD software [66] was utilised for both the rendering and mask generation 
processes as detailed in Section 3.2.2. The rendered views were generated at the location where 
original colour views existed, within the available MVD setup. All generated views were 
synthesised in an extrapolation rendering scenario, i.e. the rendered views were synthesised 
utilising one original colour view and its corresponding depth maps (original and compressed 
versions of the depth map). The mask replacement approach adopted within this research was then 
applied to the resulting rendered views as detailed in Section 3.2.2, in order to produce the mask 
replaced versions of those rendered views. In this specific scenario, within this chapter, the colour 
views and associated depth maps at camera location 1, were utilised to generate a virtual view at 
camera location 2, as illustrated within the camera array arrangement detailed in Figure 3-6 (i.e. at 
a stereoscopic distance). 
The views generated (non-masked views), together with their equivalent masked versions, were 
utilised for the video subjective assessment purposes. Single frames, were extracted from both the 
non-masked views and masked versions of the rendered views, for the purpose of the image 
subjective assessment. 
3.3.2 Subjective Assessment Procedure 
Following on from the implementation of the dataset preparation steps, subjective assessment 
sessions of both the video and image datasets, for both the masked and unmasked content, were 
carried out. In total, four subjective assessment sessions were carried out, for the purpose of 
validating the disocclusion mask replacement approach. Two video subjective assessment 
sessions were carried out, one with the original (unmasked) rendered views and the other with the 
processed (masked) versions of the same videos. A similar approach was adopted for the image 
subjective assessment sessions, where the images assessed were still frames extracted from the 
videos assessed in both the video subjective assessment sessions. The test environment and setup 
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complied with the general laboratory viewing environment conditions, which are detailed in [63, 
70]. 
Eighteen female/male non-expert subjects (or observers) were selected from various backgrounds 
to take part in each of the four subjective assessment sessions. The selected observers’ ages 
ranged between 21 and 41 years old. A 46” JVC Full HD LCD display was utilised for the 
purpose of displaying the test stimuli for  all the subjective assessment sessions. Observers were 
asked to record their opinion scores of the test stimuli on a secondary screen (voting interface), 
which is illustrated in Figure 3-9. 
The Single Stimulus (SS) subjective assessment method[63] was utilised for all the test sessions, 
with the original colour sequences at the selected rendered locations being utilised as hidden 
references. A continuous grading scale, (with guidance labels, as seen in Figure 3-9), was utilised 
in the recording of the observers’ opinion scores. The observers were introduced to the test 
environment, voting interface, grading scale and were presented with a sample of test sequences 
(training sequences). The purpose of the training sequences was to familiarise the observers with 
the various levels of stimuli quality within each assessment session. The training sequences were 
presented to the observers without actually identifying the quality levels, in order not to influence 
their votes during the test sessions.  
Each of the test sessions consisted of 35 test stimuli (video or image). The 35 stimuli included 5 
stabilising sequences, which were presented at the beginning of each session, in order to stabilise 
the observers’ voting patterns. The rest of the stimuli were presented in a random order to each 
 
Figure 3-9: Screen shot of voting interface. 
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observer in all the subjective assessment sessions. The subjective assessments duration was an 
average of 11 minutes for the image test sessions and an average of 14 minutes for the video test 
sessions. 
3.3.3 Objective Measurement 
As with subjective evaluation both the masked and non-masked rendered views were objectively 
evaluated against the original views present at the targeted rendering location. In other words the 
test sequences (both video and image stimuli), evaluated in all the conducted subjective 
assessment sessions, were objectively evaluated against the original colour sequence present at the 
same location of those sequences. The obtained measurement results are analysed together with 
the subjective results in order to obtain an indication of the performance of the proposed mask 
replacement approach. 
For the purpose of objective evaluation, four of the most extensively utilised, within research, 
image/video quality measurement techniques are utilised within this chapter and throughout this 
research. These techniques are namely: Peak Signal to Noise Ratio (PSNR), Peak Signal to 
Perceptible Noise Ratio (PSPNR) [71], Structural Similarity Index (SSIM) [72] and Video Quality 
Metric (VQM) [73]. 
3.4 Experimental Results and Discussion 
In this section, the results of the subjective assessments, carried out for the mask replacement 
approach’s validation, are presented. The analysis and processing of raw observer opinion scores, 
followed by the observer screening procedure, is presented first. This is followed by the 
presentation of the processed results, together with the observations recorded from these results. 
The objective measurement results, for the different test stimuli, are then provided together with 
the correlation with the subjective scores. Finally statistical analysis is carried out on the results, 
obtained from the different subjective assessments, in order to provide an indication of the 
significance of these results. 
3.4.1 Raw Result Processing and Observer Screening 
All the subjective assessments performed within this chapter of the thesis, were carried out 
according to the principles outlined in ITU-R BT.500-13 [63]. The result analysis was performed 
following the guidelines set out in Annex 2 of the same document. The first stage is to normalise 
the recorded opinion scores for each observers. This is calculated by Equation (3-1). The 
importance of opinion score normalisation is to compensate for the different utilisation of the 
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voting scale, by each individual observer. In other words it normalises the voting range utilised by 
each observer, according to their own preferences.  
 𝑢𝑛𝑜𝑟𝑚 =
(𝑢 − 𝑢𝑚𝑖𝑛)
(𝑢𝑚𝑎𝑥 − 𝑢𝑚𝑖𝑛)
 (3-1) 
where: 
 𝑢𝑚𝑖𝑛: minimum score recorded by the observer for the worst quality 
 𝑢𝑚𝑎𝑥: maximum score recorded by the observer for the best quality  
 The next stage of the result analysis is the calculation of the Mean Opinion Score (MOS) of the 
normalised scores, for each of the test stimuli (sequence) presented within all the subjective 
assessments; this calculation is given by Equation (3-2). 
 ?̅?𝑗𝑘 =
1
𝑁
∑ 𝑢𝑖𝑗𝑘
𝑁
𝑖=1
 (3-2) 
Where uijk is the score of the individual observer i for the depth map j of the sequence k, and N is 
the total number of observers. The next stage of the raw results processing is the calculation of the 
confidence interval related to the MOS values for each test stimuli. The ITU-R BT.500-13 
recommendation proposes the calculation of a 95% confidence interval (𝛿𝑗𝑘) which is given by 
Equation (3-3). 
 𝛿𝑗𝑘 = 1.96
𝑆𝑗𝑘
√𝑁
 (3-3) 
Where 𝑆𝑗𝑘 denotes the standard deviation of the recorded opinion scores for each test stimuli, and 
can be calculated utilising Equation (3-4). 
 𝑆𝑗𝑘 = √∑
(?̅?𝑗𝑘 − 𝑢𝑖𝑗𝑘)
2
(𝑁 − 1)
𝑁
𝑖=1
 (3-4) 
The significance of the calculation of the confidence interval in result analysis is summarised by 
[63] in the following statement : “With a probability of 95%, the absolute value of the difference 
between the experimental mean score and the ‘true’ mean score (for a very high number of 
observers) is smaller than the 95% confidence interval, on condition that the distribution of the 
individual scores meets certain requirements”. 
The following step of the subjective results processing is the so called “observer screening” stage, 
which is a process that is designed to eliminate any outliers within the participating observers. 
The screening of the observers is achieved through implementing a mathematical procedure, 
designed to detect any irregular voting patterns within observers’ recorded votes. The first stage 
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of this screening process is to establish whether the distribution of the scores, for each test 
sequence, is normal or not, which is done by calculating the kurtosis coefficient (i.e. the ratio of 
the fourth order moment to the square of the second order moment). If the kurtosis coefficient (or 
2) is between 2 and 4 the distribution of the opinion scores, for a particular sequence, may be 
taken as normal. The rest of the mathematical process, carried out for the purpose of screening the 
observers, is summarised in Table 3-3 
Table 3-3 : Mathematical summarisation of observer screening [63]. 
For each test presentation, calculate the mean, ,jku  standard deviation, Sjk, and kurtosis 
coefficient, 2jk, where 2jk is given by: 
2
2
4
2
)(m
m
jk        with      
N
uu
m
N
i
x
jkijk
x

 1
)–(
 
For each observer, i, find Pi and Qi (where Pi and Qi initial values are set to 0), i.e.: 
for j, k,   1, 1 to J, K 
if 2  2jk  4, then: 
 if jkjkijk Suu 2  then Pi  Pi  1 
 if jkjkijk Suu 2–  then Qi  Qi  1 
else: 
 if jkjkijk Suu 20  then Pi  Pi  1 
if jkjkrijk Suu 20–  then Qi  Qi  1 
If 
KJ
QP ii


  0.05    and     
ii
ii
QP
QP


  0.3      then reject observer i 
where: 
 N : number of observers 
 J : number of test conditions including the reference 
 K : number of test pictures or sequences 
It is important to note that this observer screening process should only be applied once to the 
results of a given subjective assessment. Moreover, the utilisation of this procedure should be 
limited to subjective assessments which have relatively “a few observers (e.g. fewer than 20), all 
of whom are non-experts [63]. The aforementioned observer screening methodology was applied 
to the results of all four subjective assessments, carried out within this chapter for the purpose of 
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validating the mask replacement approach, in order to detect the outliers and no observers were 
rejected as a result. 
3.4.2 Subjective Assessment Results 
Following on from the result processing and observer screening stages, Table 3-4 presents the 
MOS values obtained by applying Equations (3-1) and (3-2) on the results of the image subjective 
assessments. The two (image) subjective assessments were, as mentioned earlier in Section 3.3.2 
of this chapter,  conducted utilising single frames form the video sequences rendered for the 
purpose of validating the mask replacement approach. The two image subjective assessments are 
namely the rendered (Non-Mask) assessment, and the disocclusion (Mask) replaced assessment. 
The sequences utilised for the purpose of the image subjective assessment were presented in 
Figure 3-7 within Section 3.3.1 of this thesis. The depth maps utilised in the rendering process are 
utilised to identify the MOS values for the test stimuli (images), i.e. Orig. represents the sequence 
rendered utilising the originally available depth map, QP22 represents the stimuli rendered 
utilising the compressed version of the originally available depth map with the QP value set to 22, 
and so on. 
Table 3-4 : Image subjective assessment results. 
 Non-Mask Mask Non-Mask Mask Non-Mask Mask 
Band Sequence BMX Sequence Musicians Sequence 
Orig. 0.316604 0.533238 0.390287 0.693032 0.495889 0.71163 
QP22 0.34393 0.459694 0.334536 0.4641 0.436021 0.524921 
QP32 0.31772 0.382197 0.330055 0.329568 0.395771 0.391803 
QP42 0.27252 0.307855 0.36629 0.120261 0.413664 0.207151 
 Poker sequence Act Sequence Parisband Sequence 
Orig. 0.310649 0.824776 0.492329 0.46901 0.725927 0.606255 
QP22 0.235145 0.550751 0.520472 0.441918 0.76248 0.586262 
QP32 0.118805 0.498551 0.542359 0.481546 0.766062 0.58991 
QP42 0.058408 0.232447 0.583872 0.466502 0.68376 0.650757 
The MOS values for the non-masked subjective assessment, for all the utilised sequences, 
demonstrate no clear distinction between the images rendered utilising the various depth maps. 
Although the introduction of compression to the depth maps utilised in the rendering process,  
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produces certain artefacts in the rendered images (as demonstrated visually in Figure 3-2), this is 
not reflected in the subjective results. This proves the argument, made within this research, that 
the disocclusion areas (especially in the extrapolation rendering scenario) are visually prominent 
and mask the overall quality of the rendered images.  
 
(a) Non-Mask assessment. 
 
(b) Mask assessment. 
Figure 3-10: Image assessment MOS value comparison.  
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Meanwhile, observing the MOS values for the mask subjective assessment in Table 3-4, a clearer 
pattern starts to emerge in those values. The recorded MOS values for images rendered utilising 
the higher compressed depth maps (namely QP32 and QP42), are lower than those MOS values 
recorded for the images rendered utilising the original and slightly compressed (QP22) depth 
maps. The fact that the disocclusion regions have been properly replaced without having an effect 
on other artefacts within the rendered image is resulting in this pattern, in MOS values 
developing; this has been visually demonstrated in Figure 3-5. 
 This pattern becomes very clear when taking into consideration the MOS recorded values for the 
Band, BMX, Musicians and Poker sequences. Figure 3-10, presents the recorded MOS values in a 
graphic form for a better visualisation of the aforementioned observations into the results. The 
MOS values in Table 3-4 graphs are plotted together with the 95% confidence interval for each of 
the test stimuli, where the confidence interval was calculated based on Equations (3-3) and (3-4), 
and plotted as an error bar. 
As with image subjective assessments the results for the video subjective assessments are 
presented in Table 3-5. However, with the video assessment results, it is worth noting that the 
trend of lower MOS values for videos rendered with the highly compressed depth maps is present 
in the non-mask assessment results. This pattern of decreasing MOS values for the stimuli 
rendering utilising compressed maps is more evident in the mask video subjective assessment 
results. 
Table 3-5 : Video subjective assessment results. 
 Non-Mask Mask Non-Mask Mask Non-Mask Mask 
Band Sequence BMX Sequence Musicians Sequence 
Orig. 0.34069 0.425444 0.310498 0.369657 0.365381 0.553618 
QP22 0.379938 0.411626 0.228703 0.379737 0.35793 0.496916 
QP32 0.339 0.32721 0.185823 0.187751 0.295569 0.381228 
QP42 0.224416 0.308567 0.037541 0.077733 0.19804 0.097035 
 Poker sequence Act Sequence Parisband Sequence 
Orig. 0.198383 0.622113 0.300911 0.332445 0.291301 0.274135 
QP22 0.141875 0.607948 0.289652 0.275825 0.298843 0.308171 
QP32 0.173698 0.511155 0.31784 0.244095 0.406829 0.308546 
QP42 0.070401 0.201622 0.198243 0.324363 0.375432 0.352448 
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(a) Non-Mask assessment. 
 
(b) Mask assessment. 
Figure 3-11: Video assessment MOS value comparison 
As with the presentation of the image subjective assessment results, Figure 3-11 presents the 
video subjective results graphically, together with the 95% confidence interval. Furthermore, the 
Band, BMX, Musicians and Poker sequences’ MOS results demonstrate the highest noticeable 
differences in the perceived subjective quality of the views rendered utilising the different 
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compressed versions of the depth map. This effect of different variation in MOS values, 
depending on the utilised colour sequence in the rendering process, will be of further interest later 
on within this research. 
The observations made from both the video and image subjective assessments (both the masked 
and unmasked versions); support the fact that the proposed mask (disocclusion) replacement 
approach eliminates the prominent effect of the disocclusion regions within the rendered views. 
Meanwhile the implementation of the mask replacement approach does not affect the presence of 
distortions and artefacts, within the rendered views, that are a result of the depth map 
inaccuracies. 
3.4.3  Statistical Analysis of Subjective Results 
Although the MOS results presented in Section 3.4.2 presented a strong validation of the mask 
replacement approach, it is suggested to rely on statistical measurements in order to establish the 
“main and interaction effects of various factors on the means of subjective data” [74]. 
Furthermore statistical methods have been utilised in subjective assessment results literature, in 
order to determine the significance of the obtained MOS values, i.e. this analysis is carried out to 
determine the statistical independence of MOS values for certain groups within the conducted 
subjective assessments [75, 76]. 
For the purposes of statistical validation of the subjective assessment results within this research, 
Analysis of Variance (ANOVA) is utilised. ANOVA can be defined as a collection of statistical 
models utilised to perform analysis into the differences among data group means and their related 
procedures (such as the variation within and between the groups). If variations within groups are 
small relatively to variations between groups, a ‘statistically’ significant difference in group 
means may be inferred. The ANOVA functions in MATLAB’s Statistics and Machine Learning 
Toolbox are utilised within this research for the purpose of performing the statistical analysis 
stage on the obtained MOS results. 
In this chapter, the interest will focus on a One-Way ANOVA, which is a technique utilised to 
compare the means of three or more samples. As ANOVA requires the assumption of normality 
within a tested variable, a “goodness-of-fit” test was performed on all the subjective assessment 
results The Jarque-Bera Test (JB Test) was utilised for this specific purpose. It was shown that all 
of the subjective test results, when grouped per stimuli, match a normal distribution.  
The subjective assessment results carried out within this chapter will be grouped with respect to 
the utilised colour sequences (i.e. group names will be: Band, BMX, etc…). The grouping is 
performed in this manner, in order to assess the statistical significance of the MOS values, while 
eliminating any dependencies that might have occurred due to sequence preference. The statistical 
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analysis was performed on both image and video subjective assessments for each of the mask and 
non-mask scenarios. The results of the statistical analysis are presented in Table 3-6. 
ANOVA results presented in Table 3-6, represent two of the values that are returned by the 
anova1 MATLAB function, which are the “F” and “p” values. The “F” value (or F-statistic) is the 
ratio of the mean squares, specifically the ratio of between-group variability to within-group 
variability. A larger “F” value represents that there is more variance across the groups than within 
the group itself hence indicating that the different means of the various groups within the same 
ANOVA test are statistically significant. The “p” value is probability that the F-statistic can take a 
larger value than the computed test-statistic value. A “p” value that is smaller than the 
significance level (typically 0.05), indicates that the group means are significantly different from 
each other. 
Form Table 3-6, we can notice that the utilisation of the mask replacement approach has mostly 
introduced statistically significant MOS values. As well it can be noticed that when compared to 
the Non-mask ANOVA results the Mask results yield higher “F” values and smaller “p” values, 
this observation is most obvious when comparing the image assessment ANOVA analysis. 
Furthermore the observation made in Section 3.4.2, stating that the mask replacement approach 
yields the best results when the Band, BMX, Musicians and Poker sequences’ MOS results are 
considered, is confirmed through the ANOVA results. 
3.4.4 Objective Measurements and Correlation Results 
For objective measurement purposes four metrics were employed, namely PSNR, PSPNR, SSIM 
and VQM are as detailed in Section 3.3.3. The objective measurements were applied in two 
stages, the first was measuring the non-masked rendered view against the original view that 
already exists, at the same location, in the camera setup. The second stage consisted of applying 
Table 3-6 : One-way ANOVA Results 
 Non-masked Image Masked Image Non-masked Video Masked Video 
F p F p F p F p 
Band 0.41355 0.74382 3.92398 0.01234 2.77090 0.04865 2.94158 0.03965 
BMX 0.34584 0.79225 26.3288 3.27E-11 14.4836 2.64E-07 16.7327 3.91E-08 
Musicians 0.56992 0.636845 16.61731 4.30E-08 3.691997 0.016227 24.16282 1.42E-10 
Poker 5.37497 0.00230 27.9959 1.10E-11 2.67291 0.05472 25.7975 4.66E-11 
Act 0.02188 0.99556 0.29001 0.8324 0.68186 0.56637 1.70678 0.1744 
Parisband 0.22472 0.87887 0.52546 0.6663 0.73525 0.53483 1.87436 0.1428 
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the objective measurements to the masked rendered views against the corresponding original 
views.  
In order to understand the relationship between the obtained objective measurements and the 
subjective assessment results, an approximation through a symmetrical logistic function was 
performed. The aim of this step is to provide a Correlation Coefficient (CC) in order to estimate 
the relation between the objective measurement and the recorded subjective assessment results. 
The symmetric logistic equation utilised for the correlation process within this research is 
Table 3-7: Image correlation results. 
 Non-Mask image 
non-mask metric 
Mask image 
non-mask metric 
Mask image  
mask metric 
Correlation Coefficient (CC) 
PSNR 0.7227 0.7536 0.776 
SSIM 0.5021 0.5776 0.5353 
Root Mean Square Error (RMSE) 
PSNR 0.1204 0.1134 0.1025 
SSIM 0.1491 0.1405 0.1373 
Table 3-8: Video correlation results. 
 Non-Mask video 
non-mask metric 
Mask video 
non-mask metric 
Mask video  
mask metric 
Correlation Coefficient (CC) 
PSNR 0.4821 0.5654 0.5564 
PSPNR 0.3071 0.4599 0.7872 
SSIM 0.2476 0.381 0.381 
VQM 0.3646 0.4943 0.6835 
Root Mean Square Error (RMSE) 
PSNR 0.084 0.1149 0.1147 
PSPNR 0.0913 0.1225 0.0851 
SSIM 0.0929 0.12757 0.1276 
VQM 0.0893 0.12 0.1008 
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provided by the ITU-R BT.500-13 recommendation [63]. 
Table 3-7 and Table 3-8 present the correlation results between the objective measurements and 
the image and video subjective assessment results respectively. Both tables confirm the 
observations made from the subjective assessment results in Section 3.4.2. This is evident from 
the higher correlation coefficients between the masked image/video subjective results and all the 
non-masked objective measurements (obtained with no application of the proposed mask 
 
(a) Image Correlation Results 
 
(b) Video Correlation Results. 
Figure 3-12: Graphic represenatation of correlation results. 
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replacement approach). PSPNR and VQM measurements are not available for the image 
assessment scenario, as these objective metrics are video quality metrics only. 
Furthermore, application of the proposed mask replacement approach to the utilised objective 
measurements provides interesting results. The correlation analysis between the masked objective 
measurements and the masked subjective results show a significant increase in the correlation 
coefficient between the masked video results and both the PSPNR and VQM masked metrics. 
This can be seen in Table 3-8 (cells in last column). It is worth noting that PSPNR and VQM are 
objective measurements that account for the temporal quality of a processed video sequence 
within their resulting quality score. 
This final observation indicates that the impact of the disocclusion regions on the temporal quality 
of the rendered views is greater than its effect on the spatial quality. This is evident in terms of 
both the subjective assessment scores and the objective evaluation. For better visualisation of the 
correlation results, Figure 3-12 presents a graphic representation of the obtained correlation 
values. 
3.5 Summary 
In this chapter a novel method to handle the presence of disocclusions within rendered views, 
which is an inherent problem of DIBR, has been presented. The justification for the need for such 
an approach was detailed (especially in an extrapolation rendering scenario), through a discussion 
of the visual impact, disocclusion areas have on the overall quality of the rendered views. The 
need for such a disocclusion replacement approach is emphasised when the quality of the 
rendered views is utilised as an indication of the quality of the depth maps utilised in the 
rendering process.  
This chapter outlined the methodology behind the disocclusion (mask) replacement approach, by 
outlining how this novel approach is based on the idea of replacing the disoccluded regions within 
an extrapolated view, with colour information from an original colour view, which is present at 
the location of the extrapolated view. This approach has enabled the subjective assessment scores 
of extrapolated rendered views, to provide an improved representation of the quality of depth 
maps utilised in the rendering process. The proposed approach has been utilised in both subjective 
assessment and objective evaluation of the rendered colour views.  
The results of the subjective assessments, carried out utilising the mask replacement approach, 
provided a better indication of the quality of the depth maps utilised in the rendering process. This 
was evident through the lower MOS values obtained for the stimuli (images/videos), rendered 
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utilising highly compressed versions of the readily available depth maps. The significance of the 
subjective results was validated through statistical analysis. 
The experimental results have provided a clear indication that the proposed mask replacement 
approach can deliver improved correlation results. Thus, this proposed approach should be taken 
into consideration as a valid tool with respect to subjectively evaluating the quality of a depth 
map. This approach will facilitate a more accurate examination of the concept of depth map 
quality. 
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Chapter 4 
4 Statistical Analysis of Depth Map Quality  
This chapter of the research is concerned with establishing a comprehensive data set, which is 
representative of various depth map qualities, in order for these depth maps to be utilised in a 
DIBR process. The data set will comprise of colour sequences that cover a range of scene texture 
complexities and have a diverse nature of motion content. The construction of this data set utilises 
several state of the art depth estimation algorithms, together with different post processing 
techniques. The resulting rendered sequences will be subjectively assessed in order to evaluate the 
range of performance of the generated depth maps. The novel approach within this chapter is the 
utilisation of statistical methods in analysing the performance of depth maps utilised in the 
rendering process, while determining the key factors that affect the performance of the depth 
maps in question. 
4.1 Introduction 
In Chapter 3 of this thesis, a novel approach aimed at utilising subjective assessment as an 
indication to the quality of the depth map, utilised in the rendering process, was presented. The 
data set utilised for the purpose of validating this approach was based on readily available depth 
maps. The different levels of quality in the utilised depth maps, was introduced through the 
compression of the depth maps in question. This introduced a certain level of compression errors 
to the depth maps, which resulted in a variation in the quality of the rendered views. The resulting 
variation in the quality of the rendered views was sufficient to validate the performance of the 
mask replacement approach. 
In order to establish a more comprehensive overview of depth map performance in the rendering 
process, the evaluation of depth map performance should include the utilisation of different depth 
estimation algorithms, together with various post processing techniques as discussed within 
Section 2.3.2 of this thesis. The utilisation of various depth estimation techniques will ensure the 
presence of different types of errors (artefacts) within the generated depth maps, which the data 
set is comprised of. The application of different post processing techniques to the resulting depth 
maps provides further variation to the quality levels of the depth maps within the constructed data 
set. The resulting data set has a wide variety of depth map artefacts, rather than just the 
compression errors approach that was utilised in Chapter 3 of this research. 
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For the purposes of evaluating the performance of the assembled data set, the subjective 
assessment methodology approach, presented in Chapter 3, is utilised. Within this chapter the 
extrapolation rendering scenario is adopted again, while the mask replacement approach is utilised 
to handle the presence of the disocclusion regions. Only video subjective assessments are 
considered within this chapter, to evaluate the performance of the depth map data set. Meanwhile, 
instead of only utilising 2D video sequences for the subjective assessment purposes, a 3D video 
(in the stereoscopic format) subjective assessment is also included for further evaluation of the 
aforementioned data set. This 3D video evaluation provides an indication to the effect of depth 
map quality on the quality of rendered views, when these views are utilised in a stereoscopic pair 
video format. 
The subjective assessment results will be presented, while observations drawn from these results 
will be outlined. Statistical analysis (Analysis of variance) of these results will confirm the 
observations obtained as well as provide an assessment of the key factors that affect the 
performance of the depth maps utilised in the rendering process. Various angles of analysis are 
considered within the results discussion, together with the interaction levels between the factors 
identified. 
4.2 Constructing the Data Set 
This section of the chapter provides a description of the colour sequences utilised for the purposes 
of depth estimation, rendering process and the subjective assessment. The depth estimation 
algorithms, utilised within this chapter, are presented together with visual examples of the 
resulting depth maps. Several post processing techniques are also detailed, with examples of the 
effect these techniques have on the visual appearance of the processed depth map. 
4.2.1 Colour Sequences 
The six MVD sequences utilised within this chapter are the same sequences described and 
presented in Figure 3-7 within Section 3.3.1 of this thesis. They are namely Band, BMX, 
Musicians, poker [67], Act and Parisband [68]. For all purposes within the remainder of this 
research, the centre pair of cameras (stereoscopic pair), will be utilised, i.e. cameras C1 and C2 as 
detailed in Figure 3-6. 
The sequences utilised have been described earlier as covering a range of scene texture 
complexities and having a diverse nature of motion content. In order to understand the difference 
between those scenes, it necessary to classify them through a mathematical measure, that 
describes the spatial and temporal perceptual information of the scenes in question. Spatial 
perceptual Information (SI) and Temporal perceptual Information (TI) measurements are utilised 
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for the specific purpose of quantifying the spatial and temporal information of the utilised test 
scenes within this chapter. The utilisation of SI and TI is carried out in accordance with the details 
within the ITU-T P.910 recommendation [77]. 
The SI measurement is based on the Sobel filter. The Sobel filter is applied for the luminance 
values of each frame (𝐹𝑛) within a video. This is followed by computing the standard deviation 
over pixels (𝑠𝑡𝑑𝑠𝑝𝑎𝑐𝑒), within the filtered frame. The maximum value of the frames within the 
video, i.e. in the time series (𝑚𝑎𝑥𝑛) is selected to represent the spatial information content of the 
scene. This is mathematically represented in Equation (4-1). 
 𝑆𝐼 = 𝑚𝑎𝑥𝑛(𝑠𝑡𝑑𝑠𝑝𝑎𝑐𝑒[𝑆𝑜𝑏𝑒𝑙(𝐹𝑛)]) (4-1) 
Meanwhile, the TI measurement is based on the motion difference feature, 𝑀𝑛(𝑖, 𝑗), which 
represents the difference between the luminance values of pixels, at the same location within a 
frame, but at consecutive time instances or frames. This is defined in Equation (4-2), where n 
represents the time value (or frame number), i and j represent the pixel coordinates within the 
specific frame. 
 𝑀𝑛(𝑖, 𝑗) = 𝐹𝑛(𝑖, 𝑗) − 𝐹𝑛−1(𝑖, 𝑗) (4-2) 
The TI measure is computed as the maximum over time of the standard deviation of 𝑀𝑛(𝑖, 𝑗) as 
summed in Equation (4-3). Higher values of TI will occur as a result of more motion in adjacent 
frames. 
 𝑇𝐼 = 𝑚𝑎𝑥𝑛(𝑠𝑡𝑑𝑠𝑝𝑎𝑐𝑒[𝑀𝑛(𝑖, 𝑗)]) (4-3) 
The utilisation of SI and TI measurements can be extended over to single frame measurements 
and inter-frame difference measurements, which can provide interesting information about the 
characteristics of a certain scene. For the purposes of the research carried out within this chapter, 
the interest will focus on the maximum values. Table 4-1 presents the SI and TI values for colour 
scenes utilised within this research, these values represent the values obtained for the left colour 
view of the stereoscopic pair of the MVD sequences (in other words camera C1). The SI and TI 
values demonstrate the variation between the utilised colour sequences of the spatial and temporal 
perceptual information. 
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Table 4-1 : SI and TI values for utilised colour sequences 
 SI TI 
Band 35.05826 17.02421 
BMX 48.30872 23.2635 
Musicians 53.90444 22.86617 
Poker 46.0882 12.80601 
Act 25.10596 6.89972 
Parisband 19.58029 3.002998 
4.2.2 Depth/Disparity Estimation 
The depth/disparity estimation (through stereo algorithms) process, was presented in Section 
2.3.2.1 of the literature review of this thesis. The readily available depth maps that have been 
utilised in Chapter 3 of this thesis were produced utilising the HRM stereo algorithm as detailed 
in [43, 44, 67]. In this section the addition of further depth maps to the data set, through utilising 
different depth/disparity estimation algorithms is presented. It is important to note that for the 
purposes of adding further depth maps, stereo matching was performed on the centre pair of the 
cameras available (i.e. Cameras C1 and C2), where the depth/disparity map was generated for the 
camera at the left of the setup (i.e. camera C1). 
Semi Global Matching (SGM) is widely utilised for real-time stereo matching in the multimedia 
context. Different adaptations and implementations of SGM are ranked in the top performing 
stereo matching algorithms in The KITTI Vision Benchmark Suite [78]. The ease and speed of 
SGM implementation is further enhanced with the Rapid SGM (RSGM) adaptation of the 
algorithm proposed and implemented in real time on the CPU by [38]. In 2014 [39], RSGM was 
evaluated and tested on the KITTI data set and was ranked in the top 10 of the stereo estimation 
methods available in that data set.  
Based on the aforementioned, the RSGM method was utilised to produce disparity maps, 
corresponding to the colour view at location C1, for all the available sequences. In order to attain 
a fair comparison between the newly produced depth maps and the readily available depth maps, 
the disparity search range for the RSGM method was set to 100 pixels. This disparity search range 
will be utilised for all the depth/disparity estimation techniques with this chapter, in order to 
eliminate the effect of varying the disparity search on the quality of the resultant depth/disparity 
maps. The resulting depth/disparity maps from this process will be referred to as the RSGM maps, 
for the remainder of this thesis. 
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(a) Colour (b) HRM 
  
(c) RSGM (d) GF 
  
(e) NL (f) ST 
  
(g) DERS_OFF (h) DERS_ON 
Figure 4-1: Examples of the depth/disparity maps for the Band sequence. 
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Dense correspondence between two images is a key issue in computer vision, when these two 
images are a stereo pair, this transforms into a stereo matching issue. As explained in Section 
2.3.2.1 of this thesis cost aggregation is a part of the stereo matching process. In [79] a generic 
cross-scale cost aggregation framework is implemented in order to allow for multi-scale 
interaction in cost aggregation. The proposed framework involves various cost aggregation 
methods which are: Non-Local method (NL) [33], the Segment Tree method (ST) [40] and the 
Guided Filter method (GF) [41]. The disparity search range is again set to 100 pixels and the 
disparity map is computed for the corresponding colour view at location C1. The resulting 
depth/disparity maps will be referred to as the NL, ST and GF maps, respectively. 
The MPEG Depth Estimation Reference (DERS) software tool version 5.1 [80], is one of the 
well-established tools, within research, for the production of depth maps for MVD sequences. 
This software was utilised to generate two distinct new sets of depth maps per available sequence. 
To produce the two different depth maps utilising the DERS software tool, the inherently 
available “Temporal Enhancement” feature of this tool was utilised, through specifying the 
application of temporal consistency enhancement [80, 81]. In turn, this resulted in producing two 
distinct sets of depth maps: one with the temporal enhancement feature switched on (which will 
be named the DERS_ON depth map), and the other without the temporal enhancement (named the 
DERS_OFF depth map). 
Figure 4-1 provides visual example of the depth/disparity maps produced for the corresponding 
colour view at location C1 for the band sequence. It can be noticed that there are significant 
differences in the visual appearance of the produced depth/disparity maps. This a crucial 
observation as the aim of constructing this data set is to provide a wide range of depth qualities, in 
order to assess the resulting effect on the quality of the rendered views, through subjective 
assessment. 
In order to further increase the number of depth maps available for the rendering process, the 
application of certain depth/disparity map post processing techniques, are considered. This post 
processing will only be applied to the RSGM maps, as they are the only maps that could be 
generated, within this research, without any application of post processing techniques. 
Depth/disparity map post-processing is performed considering three methods; the first is filtering 
based on a joint bilateral filter as proposed by [82]. This filtering process includes the utilisation 
of the corresponding colour information, in order to introduce weights to the filter coefficients. 
The utilisation of the corresponding colour information as a guide image for the bilateral filter 
helps with preserving the edge sharpness within the depth maps, together with aligning the 
depth/disparity maps with its corresponding colour views. An improved joint bilateral filtering 
was performed, utilising a MATALB code, which produces depth/disparity maps that are suitable  
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for rendering purposes. This code is based on the work presented by [83, 84]. The depth/disparity 
maps resulting from this process are referred to as RSGM_FIL. 
The second post processing method utilised is the application of a blanket Gaussian blurring filter. 
This step is considered to examine the effect, of non-sharp edges within a depth/disparity map on 
the resulting rendered sequences. The Gaussian blur filter was applied to the RSGM_FIL maps 
and will be referred to as RSGM_GAUS. The final post processing method was aimed at 
introducing high edge errors in the depth maps this is utilised using a scan-line error code (a 
sample of the code can be found in Appendix A.1); again this was applied to the RSGM_FIL 
maps and is referred to as RSGM_SCAN. Figure 4-2 presents visual examples of the resulting 
depth/disparity maps, together with the non–processed RSGM map, for the Parisband sequence. 
In this section details of producing variable depth/disparity maps, for the purposes of establishing 
a test data set, were presented. This included the utilisation of several depth/disparity estimation 
algorithms and methods. Some post processing methods were also utilised to expand the data set 
and include more variation into the quality range of the depth/disparity maps available within the 
data set. In order to have a better understanding of the range of depth maps available, Table 4-2 
presents the SI values recorded for the maps within the data set, while Table 4-3 presents the TI 
  
(a) RSGM (b) RSGM_FIL 
  
(c) RSGM_GAUS (d) RSGM_SCAN 
Figure 4-2: Examples of the post processed maps for the Parisband sequence. 
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values recorded for those maps. From both the aforementioned tables, the wide range of produced 
depth/disparity maps can be observed. 
 
 
Table 4-2 : SI values for all available maps. 
 Band BMX Musicians Poker Act Parisband 
DERS_OFF 12.23724 11.56045 13.87062 10.22169 10.36166 3.068971 
DERS_ON 12.48658 13.37388 15.634 10.99329 11.33857 3.437505 
HRM 6.289656 8.949058 7.543774 9.914593 NA NA 
ST 9.941949 3.423774 3.216738 4.865771 7.793167 7.143334 
NL 24.69136 18.13464 23.3615 31.93782 38.61506 44.26916 
GF 11.41797 10.89917 11.01799 24.56848 28.8638 35.81074 
RSGM_IN 16.37412 14.58986 15.69258 19.91386 40.95546 48.07767 
RSGM_FIL 8.413813 7.814477 8.854685 7.653657 16.07798 15.4017 
RSGM_SCAN 41.03151 27.98676 36.29999 24.28405 40.36094 25.34468 
RSGM_GAUS 4.062155 3.24237 3.142993 2.565111 4.562784 2.272036 
Table 4-3 : TI values for all available maps. 
 Band BMX Musicians Poker Act Parisband 
DERS_OFF 20.54302 19.9882 10.84811 15.01362 9.981832 3.075722 
DERS_ON 11.85783 20.77301 11.75113 6.659999 11.69112 3.7836 
HRM 12.32211 15.37059 11.19888 8.563109 NA NA 
ST 14.51834 7.510895 3.793555 11.03881 12.20095 12.82666 
NL 19.09981 22.11075 13.96826 36.15452 26.26884 26.42838 
GF 5.890274 7.755192 5.161182 10.71049 18.2602 13.7134 
RSGM_IN 9.544792 14.15718 9.531792 9.314947 20.67653 23.78135 
RSGM_FIL 8.03615 12.53151 8.108967 3.218488 10.21088 3.273392 
RSGM_SCAN 15.92119 14.38255 11.30388 6.916538 16.7551 5.436043 
RSGM_GAUS 9.005171 12.17341 5.038765 2.226679 5.135573 2.223778 
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4.3 Content Creation  
As Section 4.2.2, introduced the steps carried out to build the depth/disparity data set required to 
carry out the rendering phase, this section will discuss the content creation steps needed to carry 
out the subjective quality assessments. Since the subjective assessments are targeted at measuring 
the quality of depth maps, through assessing the quality of the views rendered utilising the 
aforementioned depth maps, they will be referred to as the “Depth Map Quality” (DMQ) 
assessments, throughout this research. 
4.3.1 Disparity to depth 
As the MPEG standardised ViSBD (version 2.1) software [66] is being utilised for the view 
rendering process, it is necessary to convert the generated disparity maps into suitable depth 
maps. The conversion of the disparity maps, available for the sequences in our data set, was 
performed through a MATALB code. This code processed the disparity maps and extracted the 
necessary information for the production of an 8-bit 4:2:0 YUV depth map file [67], which is 
required by the rendering software. Equation (4-4) presents the mathematical operation, 
performed to convert the disparity values into depth values. 
 𝑑 = 𝑓 ∗
𝑏
𝑑𝑖𝑠𝑝𝑎𝑟𝑖𝑡𝑖𝑒𝑠
 (4-4) 
where d is the depth value (Z), f is the focal length of the capturing camera (in pixels) and b is the 
normalised baseline for the disparity values (which in this case is camera 1, as all disparities are 
estimated for stereoscopic pairs). Furthermore in order to extract the near and far depth planes, the 
maximum and minimum values for Z, were computed. Those maximum and minimum values 
were then set as the Zfar and Znear values respectively (far and near clipping planes). The Zfar and 
Znear values were then utilised to convert the depth values into the corresponding real 3D world 
depth values V(x,y), which are the values required by the rendering software. This is detailed in 
Equation (4-5), where (x,y) refers to the pixel coordinates within a single depth frame. 
 𝑉(𝑥, 𝑦) = 255 ∗
1
𝑍(𝑥, 𝑦)
−
1
𝑍𝑓𝑎𝑟
1
𝑍𝑛𝑒𝑎𝑟
−
1
𝑍𝑓𝑎𝑟
 (4-5) 
Finally, the values obtained, from Equation (4-5), were written into the new 8-bit (pixel depth) 
4:2:0 YUV file, which in turn was utilised in the ViSBD software for the purpose of rendering the 
virtual views. a sample of the MATLAB code utilised to carry out the disparity to depth 
conversion is presented in Appendix A.2. 
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Figure 4-3: Example of Side-by-Side video format. 
4.3.2 Rendering and 3D Content 
The next step after converting the disparity maps into depth maps is the utilisation of the resulting 
depth maps in rendering process. An extrapolation rendering scenario, similar to the one adopted 
in Chapter 3 of this thesis, is adopted. The depth maps available together with the associated 
colour view (at location C1), are utilised to render a virtual view at location C2, where an original 
colour view already exists. There are 10 depth maps available for each of the Band, BMX, 
Musicians and poker sequences and 9 depth maps for each of the Act and Parisband sequences. 
An important point worth noting is that cameras C1 and C2 are separated by a stereoscopic 
distance. Following the rendering stage, the disocclusion regions within the resulting rendered 
views are handled utilising the mask replacement method outlined in Section 3.2. The resulting 
masked rendered views are then utilised for the purpose of carrying out the 2D subjective 
assessment within this chapter. 
The next phase of content preparation is targeted at producing the 3D content required for the 3D 
subjective assessment. The video format required by the screen utilised for displaying the 
sequences in the assessment process, is the Left+Right stereoscopic format. This format is also 
known as the Side-by-Side (SBS) format, were the left and right view of the stereoscopic scene 
are presented as part of one frame next to each other. In the context of this research the rendered 
masked view (at location C2) is the right view, while the original colour view (at location C1) is 
the left view. For the specific 3D display utilised within this research, both the left and right 
scenes are down-sampled to half the horizontal resolution, before they are placed in the SBS 
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format. This down sampling is done in order that the combined SBS video’s horizontal resolution 
does not exceed the maximum resolution of the display screen (i.e. 1920 pixels). The down 
sampling of the left and right video sequences is performed utilising the FFmpeg codec and 
libraries [85]. This down-sampling process is carried out only to comply with the display screen 
video format requirements and will have no effect on the overall quality of the sequences, since 
the sequences will be up-sampled by the screen when displayed. The resulting SBS pairs, 
combining all the rendered views with the associated colour views, are utilised for the purpose of 
conducting the 3D subjective assessment. Figure 4-3 presents a still image example of the SBS 
video format, for the BMX sequence. 
4.4 Subjective Assessment Methodology 
Two DMQ subjective assessments were carried out. The first targeted testing the quality of the 
sequences rendered utilising the depth maps available within the data set, in a 2D video 
environment. The second assessment was the 3D version of the sequences presented in the 2D 
assessment as detailed in Section 4.3.2. The procedures and test environment for both variations 
of the subjective assessment are described within this sub-section of this chapter. Both subjective 
assessments were performed in accordance with the ITU-R guidelines and recommendations 
detailed in [63, 70]. 
4.4.1 Design and Stimuli 
All test sessions of both DMQ subjective assessments followed a similar design: the test 
sequences were shown to observers utilising the Single Stimulus (SS) hidden reference 
methodology, where the hidden reference (original colour view at the rendering location) was part 
the set of tested sequences, without informing the observers of its presence (i.e. the observers 
were not told that the original sequences were included as part of the test stimuli). A continuous 
quality grading scale, which employs a sliding voting mechanism, was utilised to record the 
opinions of the observers. Labels were placed at intermediate points of the scale for guidance 
during the voting interval (i.e., bad, poor, fair, good, and excellent). The voting software tool was 
executed on a secondary computer screen located next to the observer, so as to provide the subject 
with full control of the presentation of the test sequences. An illustration of the voting interface 
was presented in Figure 3-9. 
The 2D video DMQ subjective assessment sessions, included 69 sequences (or stimuli), shown in 
a random order for each individual observer. These stimuli in the test session were composed of 
58 rendered sequences (10 stimuli for each of the Band, BMX, Musicians and poker sequences 
and 9 stimuli each for the Act and Parisband sequences). The six original colour sequences (at 
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camera location C2) were also included, in addition to 5 stabilising sequences, which were chosen 
randomly and inserted at the beginning of the test session (the stabilising sequences were shown 
at the beginning of the test session for all observers, despite the stimuli randomisation process). 
The role of the stabilising sequences was to stabilise any variation in the voting pattern of the 
observers. The scores recorded for the stabilising sequences were discarded in the result 
processing step later. 
As for the 3D session, the stimuli were the same rendered views as in the 2D session coupled with 
the original view at camera position C1, arranged as side-by-side stereoscopic pairs as detailed in 
Section  4.3.2. The stabilising sequences were the stereoscopic version of the same set selected for 
the 2D session. For both subjective assessments, the video sequences were shown for duration of 
ten seconds each with a separation of a grey scale background displayed in between displayed 
sequences. The observers were given the option of repeating the viewed test stimuli, which they 
could control through the voting interface. 
4.4.2 Observers 
Eighteen (18) non-expert observers volunteered to participate in both the 2D and 3D subjective 
quality assessments. The set of observers was a gender balanced sample (9 males and 9 females), 
while the observers’ ages ranged from 18 to 42 years. The set of observers included non-academic 
professionals, research fellows, postgraduate and undergraduate students from various 
backgrounds. All observers had prior experience with full HD video content in a home 
environment. All observers were also familiar with viewing 3D content utilising polarised glasses, 
either within the home or cinema environment. 
4.4.3 Equipment and Environment 
A 47'' LG Full HD LED display was utilised for the purpose of conducting the subjective sessions 
for both the 2D and 3D test environments. Passive polarised glasses were utilised for the purpose 
of carrying out the 3D assessment session. The digital processing feature, for the displayed video 
sequences, was disabled on the viewing screen. The viewing distance was set to 2.5m, which is in 
compliance with the Preferred Viewing Distance (PVD) as stated in both [63, 70]. The 
recommended general viewing conditions for subjective assessments in a lab environment were 
also followed, such that the measured environment illuminance on the screen, i.e. incident light 
from the environment falling on the screen, was ~180 lux (this value was measured 
perpendicularly to the screen). The ratio of luminance of the background behind the screen and 
the peak luminance of the screen was measured at 0.15. These test conditions were kept constant 
throughout all the sessions of both subjective experiments and for all participating observers. The 
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observers recorded their opinions per viewed sequence utilising the aforementioned sliding scale 
with the guidance labels. 
4.4.4  Test Session 
The observers were initially introduced to the testing environment, and were familiarised with the 
setup of the voting software tool. This involved explaining the different functionalities of the 
voting software’s interface, including the description of the labels placed for guidance purposes 
on the continuous voting scale. The observers were then shown a set of training sequences in 
order to get them familiarised with the different video quality levels that might be expected within 
the subjective assessments. During the presentation of the training sequences, the observers were 
not given any indication of the quality levels (i.e. good, bad, etc.), those sequences represent. The 
non-categorization of the training set sequences was important to ensure that the observers’ voting 
preferences were not influenced by any external factors. The assessors were instructed not to give 
their vote for the test stimulus until the whole 10-second sequence was completely displayed at 
least for a single instance. Furthermore, they were informed that they could repeat each test 
stimuli if needed before casting their vote. As well they were instructed that they cannot return to 
a test stimulus once the vote for that specific stimulus has been cast. The participants were also 
given the freedom of making any queries, related to the subjective assessment, during the 
introduction phase. 
For both sessions of the subjective assessment, the sets of presented sequences (stimuli) were 
randomised, and were thus presented in a different order for each observer. The set of stabilising 
sequences was always presented in the beginning of each session in order to stabilise the 
observers’ impression of the video material presented in the assessment sessions. 
Each observer undertook the 2D subjective assessment first, then that was followed by the 3D 
subjective assessment on a separate day. The average time recorded, for conducting the 2D video 
subjective assessment for all 18 observers, was 21 minutes, the maximum time taken was 27 
minutes and the minimum was 17 minutes. As for the 3D video subjective assessment an average 
of 19 minutes was recorded, with maximum and minimum times of 23 and 16 minutes, 
respectively. 
4.5 Subjective Results and Analysis 
In this section, the results of the DMQ subjective results are presented. The observations made 
from these results are discussed, together with the statistical analysis performed for verification 
purposes. 
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(a) 2D assessment 
 
(b) 3D assessment 
Figure 4-4: DMQ subjective assessment Results. 
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The first stage of the subjective results analysis includes the calculation of the Mean Opinion 
Scores (MOS), for each of the test sequences presented in both the 2D and 3D subjective 
assessment sessions. The Standard deviation and a 95% confidence interval were also calculated  
for each of the presented sequences. Observer screening was applied to the results, in order to 
detect the outliers and no observers were rejected. All the results analysis processes were carried 
out in accordance with the calculations outlined in the ITU-R BT.500-13 [63], as detailed in 
Section 3.4.1 of this thesis. It is worth noting that the results for the training sequences, together 
with the hidden reference sequences, were discarded during this result processing step. 
Figure 4-4, presents the MOS results for both the 2D and 3D video subjective assessments, 
together with the 95% confidence interval for each MOS value. The chart presents the MOS 
results on the y-axis, while the x-axis represents the original colour sequence name. The series (as 
seen in the legend) in both charts represents the depth map utilised for rendering the virtual view 
at camera location C2 for each sequence. It is worth noting that the MOS values for HRM depth 
map are not present for the Act and Parisband sequences, as that depth map is not available for 
these sequences. The following subsection will detail the various levels of analysis, performed on 
the subjective assessment results. 
4.5.1 2D vs 3D MOS Results 
The first step of analysis is a comparison between the 2D and 3D assessment results. The main 
reason behind conducting a 3D video assessment was to establish the effect of utilising different 
depth maps, in rendering virtual views, on the 3D perception when these virtual views are 
assessed in a 3D viewing environment. In other words it is to establish the performance of the 
depth maps in terms of transferring the correct colour information, from the original colour view, 
into the correct location in the target view, while maintaining a comfortable viewing parallax. 
Visually the comparison between both graphs shows no significant changes, in the voting 
patterns, between the 2D and 3D MOS values. This observation indicates that the depth maps 
utilised in the rendering process have not resulted in rendered views that contain parallax 
problems, when utilised in a 3D viewing environment. 
As visual comparisons might not be very clear and in order to obtain a more in depth 
understanding of the comparison between the 2D and 3D subjective results, statistical analysis has 
been carried out on the obtained MOS values. As a pre-requirement to the application of the 
Analysis of Variance (ANOVA), a “goodness-of-fit” test was performed on both the 2D and 3D 
subjective assessment results, the Jarque-Bera Test (JB Test) was utilised for this specific 
purpose, as detailed in Section 3.4.3. The results of the applied JB Test confirmed that the results 
of both subjective tests, match to a normal distribution, when these results are grouped per test 
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stimuli. Therefore, this was followed with the utilisation of the One-Way ANOVA (ANOVA1), in 
order to validate the 2D vs. 3D Score observation. 
Table 4-4: ANOVA1 p-values for 2D vs. 3D comparison. 
 Band BMX Musicians Poker Act Parisband 
HRM 0.644259 0.977867 0.844582 0.186558 NA NA 
DERS_OFF 0.482499 0.872768 0.377021 0.684964 0.271874 0.268232 
DERS_ON 0.24916 0.881444 0.481332 0.430813 0.057645 0.716991 
NL 0.415569 0.317701 0.243252 0.762518 0.856464 0.166582 
ST 0.042903 0.582707 0.140287 0.248271 0.14572 0.612248 
GF 0.519797 0.88409 0.714646 0.883667 0.200986 0.421424 
RSGM 0.155288 0.582446 5.05E-07 0.00118 0.661155 0.000113 
RSGM_FIL 0.091724 0.882016 0.000252 0.24731 0.499052 0.034135 
RSGM_SCAN 0.733871 0.665627 0.366266 0.690962 0.196155 0.550306 
RSGM_GAUS 0.070499 0.201222 0.554174 0.028062 0.342818 0.015306 
Table 4-4 presents the p-values, obtained from applying the ANOVA1 MATLAB function, for the 
comparison between the 2D and 3D MOS values, per each presented stimuli (note: that there are 
no stimuli present for the HRM depth map for the Act and Parisband sequences). A p-value that is 
smaller than a certain significance level (typically 0.05), indicates that the group mean differences 
are statistically significant. The p-values in Table 4-4, indicate that there are no significant 
differences (if any exist), between most of the MOS values recorded for the same stimuli, in both 
the 2D and 3D subjective assessments.  
The few cases where the difference between the 2D and 3D score is significant (the values 
highlighted in bold font within Table 4-4) are due to the fact that the 3D version of the stimuli 
outperformed its 2D equivalent. This better performance of the 3D stimuli can be attributed to the 
presence of an original colour view within the tested stereoscopic pair, as detailed in Section 4.3.2 
of this chapter. The presence of an original colour view together with the rendered view, within 
the stereoscopic pair, may lead to the masking of the artefacts present within the rendered view, 
hence resulting in the observed improvement in the 3D opinion score. 
The analysis of variance, implemented on the 2D and 3D video subjective assessments MOS 
values confirms the observation obtained from Figure 4-4, which stated that none of the depth 
maps utilised, in the rendering process, has caused any parallax errors within the resulting 
rendered views. 
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4.5.2 Sequence and Depth Map effect on MOS values 
The next stage of the subjective assessment result analysis is concerned with identifying the key 
factors that have an impact on the quality of the rendered view. As observed within Chapter 3, the 
difference in the depth map utilised in the rendering process of a virtual view, results in a 
difference in the MOS value obtained for that view. This observation can be noticed as well form 
the results presented in Figure 4-4, as we can notice that the different depth maps, utilised in the 
rendering process, have a significant effect on the opinion score obtained for the rendered views.  
Table 4-5: ANOVA1 p-values for depth map MOS values per sequence 
 2D Video 3D Video 
Band 5.45E-18 2.80E-11 
BMX 3.63E-21 5.65E-20 
Musicians 1.81E-13 1.47E-17 
Poker 2.99E-36 4.75E-19 
Act 1.24E-25 7.01E-17 
Parisband 5.49E-21 5.48E-20 
Table 4-5 represents the p-values, obtained when applying the MATALB anova1 function, in 
order to assess the statistical significance of the aforementioned observation. The One-Way 
ANOVA analysis is applied for the MOS values of each depth map per the colour sequence. All 
the p-values indicate statistically significant MOS values. 
Another angle to examine is the effect of utilising different sequences across the same instance of 
the depth map. Form Figure 4-4, it can be observed that the same depth map (i.e. same 
depth/disparity estimation algorithm or processing technique), has a variable level of performance 
when utilised for rendering virtual views of different sequences. In other words the content (i.e. 
spatial and temporal information) of the sequence can have an effect on the performance of that 
specific depth map. 
The statistical validation step involves applying the One-Way ANOVA methodology for the MOS 
values of each sequence per the depth map utilised for the rendering of virtual views for that 
specific sequence. Table 4-6 contains the p-values returned from implementing the 
aforementioned angle of analysis. All the p-values state that the stimuli MOS values, across the 
sequences for the same depth map, are significant. Therefore this confirms the observation that 
depth map rendering performance is dependent on the sequence utilised. 
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Table 4-6: ANOVA1 p-values for sequnce MOS values per depth map. 
 2D Video 3D Video 
HRM 1.80E-05 5.93E-05 
DERS_OFF 5.05E-06 2.76E-04 
DERS_ON 8.33E-04 3.70E-04 
NL 2.48E-13 4.03E-13 
ST 9.79E-04 2.72E-03 
GF 9.12E-06 6.45E-03 
RSGM 4.26E-14 2.31E-14 
RSGM_FIL 1.49E-03 7.60E-05 
RSGM_GAUS 9.44E-10 2.32E-08 
RSGM_SCAN 5.70E-03 2.87E-02 
In order to provide further evidence of the dependency of the performance of a depth map on the 
sequence utilised in the rendering process, a subset of the subjective assessment results has been 
extracted for further examination. The subset in question consists of the RSGM depth map and the 
post processing techniques applied to that depth map (i.e. RSGM_FIL, RSGM_GAUS and 
RSGM_SCAN). The extraction of this subset (to be referred to as the RSGM subset), will also 
allow for a closer examination of the effect of the post processing techniques, applied within this 
chapter, on the quality of the views rendered utilising those processed depth maps. The MOS 
values, recorded for the RSGM subset, within both the 2D and 3D subjective assessments, are 
presented in Figure 4-5. 
The results presented in Figure 4-5 confirm the observations made previously, regarding the effect 
of utilising different depth maps on the quality of the rendered views. Furthermore, the effect of 
the utilised original sequence, on the performance of a certain depth map, is evident. For example 
the application of the joint bilateral filter on the RSGM depth map, has improved the rendering 
performance of that depth map with respect to the Band, BMX, Musicians and Poker sequences. 
Meanwhile the application of this filter has caused a significant degradation in the rendering 
performance with respect to the Act and Parisband sequences. This pattern of variable 
performance of a depth map, with respect to characteristics of the utilised colour scene was first 
noticed in Section 3.4.2. 
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(a) 2D video subset 
 
(b) 3D video subset 
Figure 4-5: RSGM subset subjective assessment results. 
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4.5.3 Interaction between Factors Affecting Rendering Performance 
Section 4.5.2 established of the effect of utilising different depth maps in the rendering process, 
on the quality of the rendered virtual view. The other factor impacting the perceived subjective 
quality of the rendered view is the characteristics of the colour sequence, being utilised for the 
rendering process. The final stage of the result analysis is to establish the level of interaction 
between the two factors that have been observed to have an impact on the MOS values. 
Interaction in statistical terms “refers to effects that do not act independently on some response 
variable” [86].The interaction effect represents the combined effect of both independent factors 
(i.e. depth map and colour sequence), on the dependent measure (i.e. MOS value). If an 
interaction effect is present, then the impact of factor, on the dependent measure, depends on the 
level of the other factor. For the purpose of measuring the interaction between the two 
independent factors at question, the Two-Way ANOVA (anova2) MATLAB function is utilised. 
Table 4-7 represent the results obtained by applying the anova2 function on the total data set 
MOS results of the 2D subjective assessment.  
Table 4-7: ANOVA2 results for the full depth map data set 
Source SS df MS F P 
Depth map 16.02857 8 2.003572 72.84437 1.01E-92 
Sequence 3.798234 5 0.759647 27.61867 4.17E-26 
Interaction 7.776014 40 0.1944 7.067863 1.89E-32 
Error 25.24943 918 0.027505 
  
Total 52.85225 971 
   
The significant p-value (less than 0.05 or 0.01) for the interaction effect, confirms the presence of 
a significant interaction between the different levels of the two factors (depth map and sequence), 
and their joint impact on the dependent variable (MOS value). 
Table 4-8 contains the anova2 results for the total depth map data set minus the post processed 
depth maps, while Table 4-9 contains the anova2 results for the RSGM subset. Both the 
aforementioned tables confirm the significant interaction between the colour sequence factor and 
the depth map factor and their effect on the subjective assessment quality (MOS value) of the 
rendered view 
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Table 4-8: ANOVA2 results for the Depth map data set/ no RSGM processing 
Source SS df MS F P 
Depth map 2.460258 5 0.492052 16.08342 6.52E-15 
Sequence 3.027245 5 0.605449 19.78997 2.63E-18 
Interaction 6.092435 25 0.243697 7.965601 1.42E-24 
Error 18.72336 612 0.030594 
  Total 30.3033 647 
    
Table 4-9: ANOVA2 results for the RSGM depth map set 
Source SS Df MS F P 
Depth map 9.774941 3 3.258314 145.876 3.13E-64 
Sequence 2.421982 5 0.484396 21.68662 2.88E-19 
Interaction 2.627506 15 0.175167 7.842296 1.48E-15 
Error 9.113167 408 0.022336 
  Total 23.9376 431 
   
4.6 Summary 
In this chapter a comprehensive depth map data set was compiled, which included the utilisation 
of a number of state of the art depth/disparity estimation algorithms. The range of texture 
complexities and variable motion content, for a number of colour sequences, was quantified 
through the utilisation of the spatial and temporal perceptual information measurements. The 
established depth data set was then utilised, together with the colour sequences, in a rendering 
operation. This was evaluated through subjective assessment, in order to establish the effect on 
the perceptual quality of the rendered views. 
A novel approach to the analysis of the subjective assessment results was implemented, through 
the analysis of variance statistical method. The results of the statistical analysis, performed on the 
obtained MOS values for the rendered views, concluded that the compiled depth data set 
contained a wide range of different depth map qualities. On the other hand the conducted 3D 
video subjective assessment, confirmed that the compiled depth map data set, had no effects on 
the viewing parallax and 3D viewing comfort. This was validated through an analysis of variance 
comparison, between the corresponding 2D and 3D stimuli. 
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This chapter finally concluded with the observation that the quality of depth information is not the 
only factor affecting the quality of the rendered views. The observation was made that the 
utilisation, in the rendering process, of the same depth map gave variable results, depending on 
the colour sequence being utilised. This observation was validated through performing a two-way 
analysis of variance test, through the significant levels of interaction between the two independent 
factors (depth map and sequence). Therefore the spatial and temporal information (characteristics) 
of the colour scene have a significant impact on the performance of the depth map in the 
rendering process. 
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Chapter 5 
5 Non-Reference Depth Quality Metric 
This chapter of the research addresses the development of a non-reference quality metric, which is 
aimed at accurately estimating the quality of rendered (virtual) views. On the one hand, subjective 
video assessment offers the best representation of video quality, as the quality ratings and results 
are provided by the observers, which represent the target end users. On the other hand the 
importance of developing such a metric is underlined by the fact that subjective video assessment 
is a time and effort consuming process. It is imperative that an objective quality metric is 
developed, which is then able to predict the rendered video quality without resorting to the use of 
subjective assessment every single time, there are any developments or additions to a particular 
area of DIBR. The speed advantage offered by the development of an objective quality metric, 
that is able to estimate the quality of the rendered views based on the depth maps being utilised in 
the rendering process, will allow for faster research and development in the particular field of 
DIBR and the associated immersive video applications. 
5.1 Introduction 
So far in this research, in Chapter 3, a novel method was developed, which allowed for the 
utilisation of the quality of rendered views to be more representative of the quality of the depth 
map utilised in the rendering process. Meanwhile Chapter 4 was concerned with establishing a 
depth map data set containing a wide range of depth map qualities. This was assessed through a 
novel approach of statistically analysing the subjective assessment results of the resulting 
rendered views. Utilising the work and results, performed in the aforementioned chapters of this 
thesis, a novel non-reference metric, is developed and validated within this chapter. 
The need for a non-reference metric is the first discussion presented within the second subsection 
of this chapter. This need is addressed from two angles; the first is the lack of a reference that 
enables the utilisation of full-reference metrics, within the real life scenarios of FTV and 3DTV 
immersive video applications. The lack of a reference, for assessment purposes applies to both the 
depth and colour information available within video format (MVD format as discussed in Section 
2.3.1) utilised within these immersive applications. The second angle representing the need for a 
non-reference metric; is the unreliable performance of the traditional full-reference objective 
metrics, (discussed in Section 2.5.1 of this thesis), with respect to assessing the quality of virtually 
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rendered views. The variable performance of those traditional full-reference objective metrics is 
discussed within the terms of quantifying the impact of artefacts, specifically present in rendered 
views, on the perceived overall quality of those rendered views. Visual examples are presented, in 
order to provide a better understanding of the inconsistent performance of the traditional full-
reference objective metrics. 
The following section of this chapter presents the conventional approaches, towards constructing 
non-reference quality metrics, which are utilised for the purpose of video/image quality 
assessment. This section will detail several state of the art methods that aim to provide an answer 
to the non-reference assessment issue. A discussion of whether these conventional non-reference 
quality metric approaches, offer a better performance with respect to accounting for DIBR 
specific artefacts, is again supported with visual aids. 
The principle idea behind the novel non-reference approach, utilised within this research, is then 
presented. The novelty within this research’s approach lies in the consideration of the depth map 
(utilised in the rendering process) as an input to the quality metric, rather than the rendered view 
itself (as is the case with conventional non-reference quality metrics).The consideration of the 
depth map as the measured input into the novel metric is explained, together with a description of 
the algorithm utilised to establish the depth map’s “edge confidence” measure. The construction 
of the novel non-reference quality metric through the correlation of the aforementioned edge 
confidence measure and the 2D video subjective assessment results obtained for the data set in 
Chapter 4 is presented. The correlation between the results of this research’s novel non-reference 
metric and the 3D video subjective assessment results obtained, in Chapter 4, will provide further 
evidence to the validity of the implemented approach. 
A comparison between the depth map edge confidence metric and the conventional non-reference 
metric is provided, in order to establish the advantage of the approach utilised within this 
research. This comparison will detail the results obtained through the various non-reference 
approaches and compare that to the subjective assessment results obtained, in order to understand 
the advantages of the approach adopted within this research. Finally the chapter is concluded with 
further analysis into the interaction between the factors affecting the perceived quality of the 
rendered views, i.e. the depth maps and the colour sequences utilised for the rendering purposes 
(this was an observation, which was identified in both Chapters 3 and 4 of this thesis). This 
analysis is performed by assessing the performance of the novel non-reference (depth map edge 
confidence) quality metric, with respect to the correlation with the subjective results, when the 
various colour sequences are considered individually. 
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5.2 The Need for a Non-Reference Metric 
This section of the chapter will present the justification for following a non-reference approach to 
developing a rendered (virtual) view quality metric. It will present the reasons behind following 
the non-reference approach, with respect to the scenarios present with the FTV and 3DTV 
immersive video applications. 
5.2.1 The Lack of a Reference  
A reference in terms of quality metric evaluation can be defined as the original or unprocessed 
video/image, of which the processed video/image can be referenced (compared) to. For example 
in the case of video compression for transmission purposes, the decompressed versions of the 
processed video can be compared to (or measured against), the original uncompressed video. This 
comparison is done for the purposes of quantifying the artefacts (compression noise) introduced to 
the original video, due to the losses resulting from the compression process and subsequent 
decompression process at the receiver end. The existence of a reference video (or signal), is ideal 
to measure the effects of the application of video (signal) processing techniques, on the signal 
itself. 
Within the real world scenarios of the FTV and 3DTV immersive video applications, this 
approach encounters the fundamental issue of the lack of a proper reference. The lack of a proper 
reference in these immersive video applications can be considered within two dimensions: no 
reference for the resulting rendered colour view and no reference for the depth map utilised in the 
rendering process. 
The lack of a proper reference within the first dimension (i.e. the lack of a colour reference) is 
better explained within the terms of the targeted locations for the rendered views in an FTV or 
3DTV scenario. The DIBR process aims to generate new virtual views, at locations where no 
original view exists, i.e. provide new camera viewing angles, in order to enhance the user 
experience within these immersive video applications. This means that the generated view is at a 
different angle (or location) to that of any of the existing colour view. Therefore utilising any of 
the existing original views within the camera setup as a reference is not a fair comparison, as 
 
Figure 5-1: Rendering locations within a real life FTV or 3DTV scenarios. 
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these two views contain different information of the same scene. An example of the existing 
original colour views and desired generated view locations is presented in Figure 5-1. The red 
arrows represent examples of the desired view locations, which may be required by the user at the 
receiver end. 
The second dimension of the lack of a reference, is the lack of a proper reference for the depth 
map (or depth information) associated with the colour view. Traditionally in computer vision 
applications, the evaluation of the accuracy of depth/disparity maps has been performed utilising 
high accuracy “ground truth” depth maps as a reference, as presented in [42, 87].Ground truth 
depth maps are very accurate representations of the 3D geometry information of the associated 
colour scene. Figure 5-2 presents an example of a colour view and its associated ground truth 
depth map.  
The presence of a ground truth depth map provides a reliable measure of measuring the accuracy 
of the depth maps produced through depth/disparity (stereo-matching) algorithms. However, 
ground truth depth maps are very complex and time consuming to produce and are only a viable 
option when the scene in question is controlled in terms of size and depth. In other words, ground 
truth depth maps are not available for the high definition, natural scene sequences that are of 
consideration within this research. Furthermore ground truth depth maps, cannot be produced for 
the live broadcast, high dynamic content scenes that are a required for the FTV and 3DTV 
immersive video applications. 
Therefore, as advocated by this research the consideration of developing a quality metric for the 
purposes of evaluating the quality rendered views (or the quality of the depth maps utilised in the 
rendering process), should follow a non-reference approach. 
  
Figure 5-2: Example of colour view and its associated ground truth [42]. 
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5.2.2 Traditional Objective Metric Performance 
Section 5.2.1 established the need for adopting a non-reference approach to the development of a 
rendered view quality metric. However the examination of the performance of the traditional 2D 
objective metrics, in assessing the quality of the rendered views should provide further insight 
into the need of developing a non-reference metric. Although, Section 5.2.1 clearly outlines the 
lack of a reference for quality measurement purposes, the rendering scenario followed (for the 
purposes of the subjective assessment evaluation of depth map performance) within Chapter 4, 
provides an opportunity to examine the performance of the traditional 2D objective metrics.  
So far within this research the rendered views were selected to be at a location of an existing 
colour view in order to allow for the implementation of the mask replacement approach. 
Therefore this rendered view location means the availability of a reference colour view, which in 
turn allows for the possibility of examining the performance of the traditional 2D objective 
quality metrics discussed in Section 2.5.1. In other words, it is possible to objectively assess the 
quality of the rendered view against the available original colour view at the same location within 
the camera setup as performed in Section 3.4.4 of this thesis. 
The 2D objective metrics utilised for the analysis in this section are namely PSNR, PSPNR, SSIM 
and VQM. In order to understand the performance of the aforementioned 2D quality metrics, in 
assessing the quality of the rendered, a regression approximation through a symmetrical logistic 
function was performed. The regression analysis utilises the 2D video subjective assessment 
results obtained in Chapter 4 and 2D objective measurements for the stimuli presented within that 
subjective assessment. 
The symmetric logistic equation utilised for the correlation process within this research is as per 
the recommendation detailed in the ITU-R BT.500 document [63]. The aim of this step is to 
provide a Correlation Coefficient (CC) in order to estimate the relation between the objective 
measurements and the recorded subjective assessment results. The regression analysis was 
implemented into a MATLAB code in order to obtain the CC values together with the Sum of 
Square Error (SSE) and Root Mean Square Error (RMSE) statistics for the regression operation. 
The Plots presented in Figure 5-3 were also extracted utilising the MATLAB code. 
Figure 5-3 presents the regression results for the PSPNR and VQM objective metrics only. The 
regression analysis for both the PSNR and SSIM objective metrics, offered insignificant CC 
values and therefore are not worthy of mention. The PSPNR and VQM objective metrics offer a 
slight correlation with the subjective results as they are video quality metrics rather than image 
quality measurements. This observation into the performance of the VQM and PSPNR metrics is 
consistent with the one made regarding those two metrics within Chapter 3. 
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(a)  VQM regression results 
 
(b) PSPNR regression results 
Figure 5-3: 2D objective metrics and subjective results correlation. 
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Although VQM and PSPNR results offer some sort of indication towards the quality of the 
assessed rendered views, the correlation levels obtained are definitely not satisfactory. This can be 
explained through the fact that the traditional objective metrics are designed to be effective in 
measuring certain distortions and artefacts, such as compression noise, random noise and 
blurriness. The artefacts present within the synthesised rendered view are different and can vary 
depending on the quality of the depth map utilised in the rendering process. In other words the 
traditional 2D objective metrics are ineffective at quantifying the “unconventional” artefacts that 
may appear in the synthesised views resulting from the DIBR process. 
In order to understand the aforementioned point, Table 5-1 presents the subjective and objective 
measurements recorded for two rendered stimuli. The two rendered stimuli in question are views 
rendered for the musicians colour sequence, utilising the RSGM_SCAN and RSGM_GAUS depth 
maps. The recorded 2D MOS values indicate a clear difference between the subjective qualities of 
the stimuli in question. The stimuli rendered utilising the RSGM_GAUS depth map has a much 
higher MOS values than that recorded for the stimuli rendered utilising the RSGM_SCAN depth 
map. 
On the other hand the 2D objective measurements recorded for both of the stimuli indicate the 
total opposite, i.e. the objective measurements (for all utilised objective metrics) state that the 
RSGM_SCAN stimuli is objectively better than the RSGM_GAUS stimuli. It is worth noting that 
for the VQM metric the lower the value recorded the better the quality of the measured video. The 
opposite is true for the remainder of the utilised objective metrics. Figure 5-4 presents a visual 
comparison between the aforementioned stimuli. 
Table 5-1 : Selected rendered stimuli measurements for the Musicians sequence.  
 RSGM_SCAN RSGM_GAUS 
2D MOS 0.227993043 0.45777596 
VQM 0.464051515 0.510562003 
PSPNR (dB) 38.652665 35.974264 
PSNR (dB) 28.168068 25.081953 
SSIM 0.870488 0.822088 
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5.3 Conventional Approaches to Non-Reference Metric Development 
As it has been established that the full reference approach to assessing the quality of the rendered 
views produces poor results, it is worth having a brief insight into the state of the art methods 
available to address the non-reference approach to video/image quality assessment. The 
 
(a) View rendered utilising RSGM_GAUS depth map. 
 
(b) View rendered utilising RSGM_SCAN depth map 
Figure 5-4: Visual comparison between rendered views. 
Chapter 5. Non-Reference Depth Quality Metric 
 
89 
measurement of video/image quality is essential for many video/image signal processing 
algorithms, such as capturing, compression, reconstruction and enhancement. Traditionally this 
quality measurement is performed as an interpretation of similarity between the processed signal 
and a reference (or original) signal. Whenever the availability of a proper reference, for the 
purposes of measurement is an issue, the need for a quality measurement prediction without the 
reference video/image is evident. Numerous approaches have been investigated in the research 
community, in order to address this issue. 
One of the proposed approaches is the utilisation of the so called Natural Scene Statistics (NSS); 
to blindly measure the quality of images compressed by wavelet based image encoders, as 
presented by [88]. Natural scenes are broadly defined as: videos/images of the visual environment 
captured utilising high-quality devices operating in the visual spectrum. This definition of natural 
scenes differentiates them from text, computer generated graphics, painting, drawings. Several 
researchers have attempted to develop an understanding of natural scenes, through studying their 
statistics and developing statistical models for natural images. 
It is claimed that various distortions, resulting from signal processing techniques, disturb the 
natural statistics of the processed scene in a defined manner. This deviation of the processed 
signal statistics, from the statistics of the original signal, can be quantified and related to the 
processed signal quality. The work carried out by [88] consisted of utilising a non-linear statistical 
model that incorporates quantization distortion modelling (JPEG2000 compression distortions are 
considered for this specific metric), in order to develop an algorithm that quantifies the departure 
of compressed signals from the expected natural behaviour. This quantification was calibrated 
against human judgement of video/image quality. This non-reference metric will be referred to as 
the “JP2KNR” quality metric for the remainder of this research. 
In recent years the development of non-reference quality metrics, has seen a significant rise in 
activity, since the utilisation of such metrics offers considerable advantages for video/image 
signal processing development. The original approach to developing such metrics is the fact that 
previous metrics assumed that the types of video/image distortions are known, such as 
compression or blurred distortions. The approach proposed by [89, 90]; suggests a “new two-step 
general purpose framework for designing non-reference image quality metrics based on the NSS 
model of images”. The proposed framework’s two stages can be identified as: an image distortion 
classification that is based on the modification of the NSS, this is followed by the selection of a 
distortion specific algorithm. The proposed framework is claimed to be unique as it measures the 
image quality completely blind, i.e. without any prior information on the type of source 
distortions. This is achieved by extending the NSS for distorted videos/images into Distorted 
Image Statistics (DIS). The metric proposed by [89, 90] will be referred to as the “BIQI” quality 
metric for the remainder of this research. 
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Another non-reference quality metric, which does not consider any specific types of distortions, is 
proposed by [91], where the image quality is assessed through scene statistics of locally 
normalised luminance coefficients in order to quantify the loss of naturalness in the processed 
image. The metric (which will be referred to as “BRISQUE”), operates in the spatial domain to 
identify the amount of the loss in image naturalness, through features derived from the empirical 
distribution of locally normalised luminance values. Figure 5-5, presents examples of natural and 
artificial images and the Gaussian distribution of the locally normalised luminance coefficients 
[91]. 
So far the discussed approaches to developing a non-reference quality metric have varied in their 
anticipation of the expected distortion within the assessed video/image. However the 
aforementioned metrics share their reliance on the presence of anticipated human opinion scores, 
with respect to the assessed videos/images. Meanwhile the Natural Image Quality Evaluator 
(NIQE), proposed in [92], is described as a “completely blind” image quality analyser. The NIQE 
  
(a) Natural image (b) Artifitial images from TID database 
  
(c) Natural image Gaussian distribution  (d) Artificial image Gaussian distribution  
Figure 5-5: Underlying Gaussian distribution of natural images [91]. 
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quality metric utilises measurable deviations from statistical regularities observed in natural 
images, “without training on human-rated distorted images”. This approach is advantageous when 
distorted images and human assessment of these distortions, are not available during the quality 
metric training and development. It is claimed that this model “outperforms full-reference quality 
models and competes with the top non-reference metrics” at the time of its publication [92]. 
A totally different approach to the non-reference quality metric question is presented in [93], 
where the authors propose an image sharpness assessment based non-reference quality metric. 
Image sharpness is identified as” strong Local Phase Coherence (LPC) near distinctive image 
features evaluated in the complex wavelet transform domain. Furthermore the authors propose a 
simplification of the LPC computation through an efficient algorithm, rendering the computation 
as attractive and applicable in practical applications [93]. An example of the LPC sharpness 
measure’s performance is presented in Figure 5-6, which shows an original image with two 
blurred versions of that same image, this presented with the associated LPC sharpness maps. 
   
(a) Original image (b) 1st blurred image  (c) 2nd blurred image 
   
(d) Original LPC map (e) 1st LPC map (f) 2nd LPC map 
Figure 5-6: Example of an image and its two blurred versions together with the corresponding LPC 
maps [94]. 
Finally a non-reference quality metric based on spatial and spectral entropies has been   proposed 
by [94]. The development of this approach is based on the fact that information entropy offers an 
effective measure of the amount of information present in an image. The metric development 
(referred to as SSEQ), “utilises down-sampled responses as inputs , then extracts local entropy 
feature vectors from the inputs and learns to predict the image quality scores from these features”. 
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The complexity of SSEQ was claimed to be superior to similar approaches, while providing 
improved quality assessment results [94]. 
5.4 Non-Reference Depth Map Quality 
This section will present the novel approach adopted, within this research, for the purposes of 
evaluating the quality of virtual views, rendered utilising different depth maps. The novelty of the 
adopted approach, to the development of a non-reference metric, can be simply summed in the 
fact that the developed metric assesses the depth map utilised in the rendering process, rather than 
the resulting rendered view. This section will present a depth map assessment measure, together 
with the reasoning behind following such an approach. This is followed by the development of a 
metric that relates the depth map measure to the subjective results of the rendered views. Finally 
results are presented that validate the utilisation of the adopted approach. 
5.4.1 Depth Map Edge Confidence Measure 
Unlike conventional non-reference metrics, which assess the quality of the rendered colour view 
in DIBR scenarios, the approach adopted within this research focuses on evaluating the quality of 
the utilised depth maps utilised in the rendering process. The fact that there is no proper reference 
to evaluate the quality of a depth map in immersive video application has been discussed in 
Section 5.2.1. Therefore the most important question to address is the approach utilised to assess 
the quality of the depth map. 
This research embraces the concept of a measure that quantifies the edge confidence in the 
utilised depth maps. This simple idea has been inspired by the results obtained in Chapter 3 of this 
research, where the stimuli utilised for the purpose of validating the mask replacement approach 
were obtained from utilising depth maps compressed at different QP levels, in the rendering 
process. A simple difference map comparing the different compressed depth maps to the original, 
provided an indication to the errors introduced, into the depth maps, through the compression 
process. The highest level of error in the compressed depth maps, were noticed to occur near the 
edges within a depth map.  
Figure 5-7 presents the difference maps obtained from comparing the depth maps, compressed at 
QP levels of 22, 32 and 42, to the original depth map for the band colour sequence. The errors in 
the difference maps appear in different luminance values, within those maps. The brighter the 
luminance values represent a larger difference, for each pixel, between the compared depth maps, 
i.e. the bigger the error occurring due to compression and the corresponding location. It can be 
noticed that the errors increase with the higher level of compression. More important the brighter 
luminance values, for all the different compression levels of the depth maps, occur at the edge  
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areas within those depth maps. It is worth noting that edges within a depth map represent changes 
in depth values (i.e. different depth planes) rather than edges of objects within a colour view. This 
leads to the conclusion that the errors at these areas will lead to a significant impact on the quality 
of the view rendered utilising that particular depth map. 
 
Figure 5-7: Effect of compression on depth maps. 
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This simple observation is the main influence behind adopting the depth map edge confidence 
approach, as an indication to the quality of that depth map. However the results in Figure 5-7 are 
obtained by a comparison between a certain depth map and the compressed versions of that 
particular depth map. This scenario is useful for computing the depth map edge confidence for the 
compressed versions, but that will not be the case if the edge confidence is required for the 
original depth map. 
For the purpose of computing the edge confidence for a stand-alone depth map, this research 
adopts an approach in which an edge detection process is applied for both the depth map in 
question and its associated colour view, which results in an edge confidence map. The per-pixel 
edge confidence map outlines the significant edge information contained in both the depth map 
and the corresponding colour view. Subsequent to the edge detection process (based on the Sobel 
operator) run on both the depth map and the colour texture video, the edge confidence map is 
constructed. The edge detection process is performed utilising the edge MATLAB function, 
which is designed to find the edges in an intensity image. A sample implementation of the edge 
function together with the selected parameters is presented in Appendix A.3.   
The extracted edge information is classified under three different groups, which are depicted with 
different intensity values in the resulting confidence map. The first group comprises the pixels 
that are classified as edges in both the colour and depth map. The second group consists of the 
  
(a) HRM depth map (b) ST depth map 
  
(c) RSGM depth map (d) RSGM_FIL depth map 
Figure 5-8: Examples of various edge confidence maps for the BMX sequence. 
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pixels that are classified as edges only in the colour view and the third group consists of the pixels 
that are classified as edge pixels only in the depth map. The rest of the pixels are not classified as 
an edge in either the depth map or the associated colour view. Figure 5-8 presents a few examples 
of the resulting edge confidence maps for some of the depth maps utilised for rendering with the 
BMX colour sequence. The MATALB code utilised for the edge classification process is 
available in Appendix A.4.  
Following on from the creation of the edge confidence maps for the depth maps available within 
the data set utilised in Chapter 4, the next step is the calculation of the edge confidence measure 
for the depth maps in question. The edge confidence measure is based on the principle that is a 
pixel is classified as an edge within the depth map, but not as an edge in the corresponding colour 
view, this pixel is most likely to be an error. Therefore the total number of depth only edge pixels 
is divided by the total number of edge pixels in the corresponding colour view to give a 
confidence reading, which points to the level of edge errors available within the depth map in 
question. This edge confidence calculation is done for each single frame of the available depth 
map data set. This measurement will be referred to as the Depth Edge Confidence (DEC) 
measurement and will be utilised in the next stage in the development of the, rendered view, non-
reference quality metric. 
5.4.2 Depth Edge Quality Non-Reference Quality Metric 
So far the DEC measurement procedure has been presented. This section will outline the steps 
undertaken in order to develop the DEC non-reference quality metric. The approach to developing 
the DEC metric is simple; it consists of a basic curve fitting operation. The target of this operation 
is to find a simple mathematical equation that can relate the MOS values of the rendered views to 
the obtained DEC measurement of the depth maps, utilised in rendering those views. 
For the purpose of developing this mathematical relation, the 2D video subjective assessment 
results obtained in Section 4.5 of this research thesis are utilised. The 2D MOS values are divided 
equally into two sets: a training set and a testing set. The purpose of dividing the 2D MOS results 
is to utilise the training set for the purpose of developing (or training) the quality metric and to 
employ the testing set for the purpose of evaluating the performance of the established model. The 
mean value (over the total number of frames per video) was calculated with respect to the DEC 
measure, for each of the corresponding depth maps. The MATLAB “Curve Fitting” tool was 
utilised for identifying the mathematical equation relating the 2D MOS test set score to the 
equivalent mean DEC measurement value.  
Several equations were selected to perform the curve fitting process. The results were classified in 
terms of correlation coefficients and RMSE values. The curve fitting operation was performed 
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with the prediction bounds set to a 95% confidence interval. From the several curve fitting 
equations implemented the top performing equation was selected for the purposes of constructing 
the DEC metric and the constant parameters of the equation where tuned to produce the maximum 
correlation for the training set. The resulting graph for the selected equation obtained from the 
curve fitting process can be seen in Figure 5-9. 
The resulting equation from the curve fitting process, between the 2D MOS test set and the 
corresponding mean DEC values, is represented by Equation (5-1). 
 𝑌 =
𝑎
(𝑋2 +  𝑏𝑋 + 𝑐)
 (5-1) 
where:  
 Y is the metric MOS value for the rendered view. 
 X is mean DEC value for the depth map utilised in rendering the view. 
 a, b and c are constant coefficients equal to 0.85, 1.544 and 1, respectively. 
In order to understand the accuracy of the aforementioned fit the symmetrical logistic function 
described in Sections 3.4.4 and 5.2.2, is utilised for obtaining the regression statistics. Figure 5-10 
presents the logistic regression results for both the training and testing sets of the 2D video 
subjective assessment. The correlation coefficients obtained for both the sets is high and the low 
RMSE values point to the accuracy of the trained metric in predicting the quality of the views 
rendered, utilising the available depth maps. 
 
Figure 5-9: 2D MOS vs. Mean DEC curve fitting graph. 
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(a) Training set results 
 
(b) Testing set results 
Figure 5-10: 2D MOS logistic regression results. 
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The correlation results obtained for both the training and testing sets demonstrate a superior 
performance when compared to the correlation results obtained for the 2D full-reference objective 
metrics, which have been presented in Section 5.2.2 of this research. Meanwhile for further 
validation of the developed DEC non-reference quality metric, Figure 5-11 presents the logistic 
regression results between the metric MOS values and the 3D video subjective assessment results. 
The 3D MOS regression results are consistent with the results obtained in the training and testing 
phases of developing the adopted metric. 
The next phase of validating the DEC metric’s results is carrying out a comparison with the 
results obtained for the conventional non-reference metrics discussed in Section 5.3. It is worth 
noting that these metrics are designed to assess the quality of the rendered images directly, rather 
than obtaining that assessment from the quality of the depth map used in the rendering process as 
advocated by the approach adopted in this research. The MATLAB codes utilised for running the 
metrics discussed in Section 5.3, was downloaded from [95]. The correlation between the 
aforementioned metrics and the 2D MOS results is very low. To demonstrate this lack of 
correlation Table 5-2, presents the results for those metrics, with respect to the views rendered 
utilising the various depth maps for the Poker colour sequence, together with the DEC metric 
results and recorded MOS results. To simplify the understanding of the results, the table is 
 
Figure 5-11: 3D MOS logistic regression results. 
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presented in a ranking order. In other words, each score has been converted to a rank for all the 
metrics in question. The results within the table are sorted according to the 2D MOS values. 
Table 5-2: Ranking table for MOS and non-ref. metics 
 
2D MOS DEC BRISQUE NIQE JP2KNR BIQI LPC SSEQ 
HRM 1 1 8 9 1 8 4 8 
DERS_OFF 2 2 10 10 1 9 2 9 
DERS_ON 3 3 9 6 1 10 1 10 
RSGM_FIL 4 5 4 4 7 4 3 5 
ST 5 4 5 3 1 2 6 6 
NL 6 6 7 5 1 6 8 7 
GF 7 7 3 8 6 5 10 3 
RSGM 8 9 1 7 7 7 7 1 
RSGM_GAUS 9 8 6 1 10 1 9 4 
RSGM_SCAN 10 10 2 2 7 3 5 2 
It is very clear from the results presented in Table 5-2 that the conventional approach to non-
reference quality metrics does not offer good results, when the views assessed are views resulting 
from the DIBR process. This can be simply explained through the fact that these metrics are 
designed to assess conventional artefacts and distortions within a natural scene. The artefacts 
specific to the synthesised, DIBR rendered views are of a different nature. Therefore the 
utilisation of the quality of the depth map, utilised in the rendering process, as advocated by this 
research is more representative of the quality of the rendered view. 
5.4.2.1 DEC Metric Performance with Respect to Specific Sequences 
The final angle of analysis is to examine the performance of the DEC non-reference quality 
metric, with respect to providing an accurate assessment of the rendered view quality when the 
MOS results are grouped by sequence. Table 5-3, presents the logistic regression statistics for the 
2D MOS results and the DEC metric results, grouped by the utilised colour sequence. The DEC 
metric good performance can be noticed from most of the results within the table. However a 
variation in the performance level of the DEC metric can be noticed, between the different 
sequences. This can be explained through the fact that depth map performance is dependent on the 
colour sequence utilised. 
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This observation was made in both Chapters 3 and 4, and is explained by the different spatial and 
temporal information levels present within the utilised sequences. For example, the BMX and 
Musicians sequences are characterised as high texture and motion sequences, therefore the 
different quality in the depth maps utilised in the rendering has a major impact on the rendered 
view perceived quality. On the other end the Parisband sequence, has low spatial and temporal 
information values, therefore variation in the quality of the rendered depth maps, has less of a 
noticeable effect on the perceived quality of the rendered view. In other words rendered views, 
from sequences with low texture complexities and little motion content, are more immune to 
errors in the depth map utilised in the rendering process. 
Table 5-3: Logistic regression statistics for DEC metric per sequence. 
 CC SSE RMSE 
Band 0.94015 0.019771 0.04464 
BMX 0.9763 0.004586 0.022573 
Musicians 0.95858 0.013428 0.036644 
Poker 0.89905 0.079153 0.088968 
Act 0.84098 0.056247 0.089639 
Parisband 0.3295 0.13354 0.13812 
Table 5-4: Logistic regression statistics for VQM metric per sequence. 
 CC SSE RMSE 
Band 0.78979 0.16616 0.1289 
BMX 0.93044 0.022614 0.050127 
Musicians 0.80634 0.078822 0.10611 
Poker 0.73161 0.0766 0.087522 
Act 0.36877 0.11269 0.13704 
Parisband 0.16154 0.16969 0.13026 
Despite the regression results for the Parisband sequence offering low correlation values, the 
adopted DEC metric still outperforms traditional objective quality metrics. Table 5-4 shows the 
regression results between the 2D MOS values and the VQM metric, when considered per 
sequence. The VQM metric is presented here since it is the top performing objective quality 
metric out of all the metrics assessed within this research. It is clearly evident form Table 5-4 that 
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the adopted DEC metric outperforms the VQM metric with respect to all the considered 
sequences and not only when considering the Parisband sequence.  
5.5 Summary 
This chapter has detailed the development stages of a non-reference quality metric aimed at 
providing an assessment of the quality of DIBR rendered views. The novelty within this chapter 
of the research can be summarised in the adoption of a depth map quality measure, as an 
indication of the quality of the view rendered utilising that specific depth map. The development 
of the edge confidence measure has proved to be a very powerful tool in quantifying the quality of 
a certain depth map. The non-reference concept provided within this chapter has deviated from 
the conventional concepts of non-reference quality metrics. Where conventional metrics blindly 
assess the quality of any colour view directly, the metric adopted in this chapter provided that 
measure through the indirect assessment of the quality of the depth map utilised in the rendering 
process. 
The developed metric produced good results in evaluating the quality of the rendered views, 
especially when compared to the results of the traditional 2D full-reference metrics or even the 
conventional non-reference metrics. The developed metric can be considered from a different 
angle, it can be considered as an effective measurement of the quality of the depth map utilised in 
the rendering process, especially with the lack of a proper depth reference, in immersive video 
applications, for the purposes of depth comparison.  
A very useful observation was made towards the end of the chapter regarding the effect of 
utilising different colour sequences, in the rendering process, on the resulting quality of the 
rendered view. In order to more accurately assess the performance of a certain set of depth maps, 
in the rendering process, it is far more beneficial to utilise colour sequences, which have high 
spatial and temporal information. This observation is more important when the depth data set in 
question is close in quality levels. 
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Chapter 6 
6 Conclusion and Future Work  
This thesis has examined the issue of depth map quality and its effect on the perceived quality of 
DIBR generated views. The main aim was the development of a reliable method, to assess the 
quality of the rendered views, thus providing an effective measure indicating the quality of the 
depth map utilised in the rendering process. This chapter concludes the achievements 
accomplished within this research, together with presenting the key suggested future research 
areas.  
6.1 Conclusion of Research Achievements 
The state of the art background, related to this research, was detailed in Chapter 2 of this thesis 
and the main research achievements can be concluded as follows: 
6.1.1 Disocclusion Replacement Approach to Subjective Assessment for 
Depth Map Quality Evaluation 
A novel method to handle the presence of disocclusions within rendered views, which is an 
inherent problem of DIBR, was presented in Chapter 3. The justification behind the need for this 
approach was detailed, through a discussion of the visual impact, disocclusion areas have on the 
overall quality of the rendered views. The reasoning for the development of this approach is 
justified by it offering a better representation of the depth map quality through the subjective 
assessment results of the views rendered utilising that specific depth map. 
The methodology behind the disocclusion (mask) replacement approach is based on the idea of 
replacing the disoccluded regions within a rendered view, with colour information from an 
original colour view, which is present at the location of the extrapolated view. This approach has 
enabled the subjective assessment scores of rendered views, to provide an improved 
representation of the quality of depth maps utilised in the rendering process. The proposed 
approach has been utilised in both subjective assessment and objective evaluation of the rendered 
colour views. 
The experimental results indicated that the mask replacement approach delivered improved 
correlation results between subjective and objective results, obtained through following the 
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adopted approach. The obtained correlation results, between subjective and objective 
measurements, showed an average improvement of 7% when considering the rendered image 
assessment, when utilising the adopted approach. Meanwhile the video assessment results showed 
an average improvement of 34% in the correlation values, when the adopted approach is utilised. 
Therefore it was concluded that the adopted approach should be taken into consideration as a 
valid tool with respect to subjectively evaluating the quality of a depth map. 
6.1.2 Statistical Analysis Evaluation of a Comprehensive Depth Map Dataset  
In Chapter 4 of this thesis, a comprehensive depth map data set was compiled, through utilising of 
a number of, state of the art, depth estimation algorithms. The established depth data set was then 
utilised, together with the colour sequences, in a rendering operation. This was performed through 
the subjective assessment methodology adopted in Chapter 3, in order to establish the effect of 
utilising the assembled depth maps in the rendering process, on the perceptual quality of the 
rendered views. 
A novel approach to the analysis of the subjective assessment results was conducted, through 
utilising the analysis of variance statistical method. The results of the statistical analysis, 
performed on the obtained MOS values for the rendered views, concluded that the compiled depth 
data set contained a wide range of different depth map qualities. Further analysis on the results of 
a 3D video subjective assessment, confirmed that the compiled depth map data set, had no effects 
on the viewing parallax and 3D viewing comfort. The observation was made that the utilisation of 
the same depth map, in the rendering process, achieved variable results, depending on the colour 
sequence being utilised. 
6.1.3 A Novel Non-Reference Metric Based on Depth Map Edge Confidence 
Chapter 5 of this thesis detailed the development stages of a non-reference quality metric aimed at 
providing an assessment of the quality of DIBR rendered views. The novelty of this non-reference 
quality metric lies in the utilisation of a depth map quality measure, as an indication to the quality 
of the view rendered utilising that specific depth map. The development of the edge confidence 
measure proved to be a very powerful tool in quantifying the quality of a certain depth map. The 
non-reference philosophy of the developed metric has deviated from the conventional concepts of 
non-reference quality metrics. Conventional non-reference metrics perform the quality assessment 
directly on the colour view in question, whereas the metric adopted within this research provided 
that measure through an assessment of the quality of the depth map utilised in the rendering 
process. 
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The developed non-reference quality metric can be thought of an indicator towards the quality of 
the depth map, utilised in the rendering process, as it has provided strong correlation with the 
subjective assessment results of the views rendered utilising the depth maps in question. The 
developed metric produced good results in evaluating the quality of the rendered views, especially 
when compared to the results of the traditional 2D full-reference metrics or even the conventional 
non-reference metrics. To be specific the DEC metric offered 27% improvement in correlation to 
subjective results when compared to the VQM metric correlation results. This improvement was 
also verified when considering the correlation for specific sequences. VQM was the best 
performing metric out of the state of the art metrics considered within this research. 
Therefore in final conclusion, the developed metric can be of great benefit to the depth map 
production process assessment, as it can provide a reliable measurement of depth map quality, 
especially with the lack of a proper depth reference, in immersive video applications, for the 
purposes of depth comparison. The utilisation of the developed DEC metric will be of great 
benefit to research in the depth map field, as it eliminates the need for the tedious and time 
consuming subjective methods, which are traditionally employed for the assessment of rendered 
views. Therefore this can lead to faster improvements in depth map production and can also be 
utilised in a live broadcast environment for the immersive video applications. 
6.2 Future Research Areas 
Depth map quality is a key area in the development of immersive video applications, as it 
provides the potential for generating more views at the receiver end, without the excessive 
utilisation of precious bandwidth resources. This section presents some of the areas that should be 
taken into consideration, as potential future research from the author’s point of view. These 
research areas can be summarised in the following points: 
 Although this research has established a good measure of depth map performance in the 
extrapolation rendering scenario, it is beneficial to examine the depth map performance in the 
interpolation rendering scenario in the future. This future exploration will be made more viable 
through the availably of well calibrated high definition multi-view plus depth sequences. The 
future availability of such sequences will provide further opportunity for the validation of the 
depth edge confidence measure adopted, within this research for the purpose of developing the 
non-reference depth map quality metric. Furthermore the development and utilisation of a 
measure of interview depth confidence, as an addition to the depth map quality metric, offers a 
promising prospect once more multi-view plus depth sequences are available. 
The interview depth confidence can be summarised as a per-view and per-pixel spatial (also 
referred to as “interview”) confidence map outlines the pixel positions, for which the depth value 
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is consistent across different views. A spatial confidence map is generated in forward projection 
of the depth values of all available views into the coordinate system of a common viewpoint (in 
this case the synthesised view position). This is followed by the calculation of depth differences at 
every pixel location. This will provide another depth confidence measure when two reference 
colour views and their associated depth maps are utilised in the rendering process. The overall 
metric will then combine the DEC measurement together with interview confidence measurement 
in order to predict the quality of the resulting rendered view in the interpolation scenario. 
 The current limitation of proper depth data for wide baseline camera setups also provides 
a worthy future research area, once such depth data becomes more available. Currently depth map 
production for wide baseline camera setups is a very challenging issue that is widely researched. 
Depth map quality is certain to have an impact on the quality of the rendered views in such 
camera setups.  
As well, the issue of depth quality will certainly have a larger impact when the target rendered 
view’s location is at a further distance, from the reference colour view, than the stereoscopic 
distance examined within this research. In other words errors in mapping the colour information, 
from the reference to the target view, to the correct locations will significantly increase with the 
distance between the views in question. The DEC metric together with the aforementioned 
interview depth confidence measurement, should be considered in order to provide considerable 
depth map quality prediction. 
 Finally, a key future research area would involve the effect of utilising the developed 
depth map quality metric as a direct feedback into the depth production process. In other words, 
the utilisation of the developed depth map quality metric; as an automated feedback input for the 
depth estimation and post processing techniques. Careful consideration of implementing this 
proposal should be made especially when the depth production process is a real-time (live) 
process. The advantage of such an implementation lies in exploiting the performance of the DEC 
metric in instantly assessing depth map quality. This is essential in enabling faster and more 
convenient depth map production development without resorting to the time consuming subjective 
assessment methodology each time new developments into depth map production are introduced.  
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Appendix A 
 A.1 Scan Line Error code: 
 Randomisation function: 
function [Shift_vector] = Rand_Gen_test (hieght, max_shift) 
  
random = randi (150,hieght,1); 
  
for i= 1:hieght; 
  
    if (random (i)<=135) && (random (i)>15) 
        random (i)=0; 
    elseif random (i)<=15 
        random (i)=-1; 
    else 
        random (i)= 1; 
    end 
end 
  
random1 = randi(max_shift,hieght,1); 
Shift_vector = random.*random1; 
 
 Scan-Line application function 
function [disp_CS] = Circ_Shift (disp_in) 
  
c = disp_in; 
[Shift_vector] = Rand_Gen_test (1080, 80); 
for i=1:1080, 
    yy = c(i,:); 
    sh = Shift_vector(i); 
    y = circshift(yy,[0 sh]); 
     
    CC(i,:)= y; 
     
     
end 
  
disp_CS = CC; 
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 A.2 Disparity to depth conversion: 
 
function [] =  Convert_Disp_to_Depth2(focal_length, normalised_baseline, 
number_of_frames, Z_near, Z_far, input_base_filename, file_format, 
output_base_filename) 
  
f= focal_length; 
b= normalised_baseline; 
nof= number_of_frames; 
dirin= input_base_filename; 
file_ext= file_format; %should include "dot" before file format e.g: 
.png 
dirout= output_base_filename; 
znear= Z_near; 
zfar= Z_far; 
  
d = ones(2073600,1); %for 1920x1080 resolution 
e = 128*ones(1036800,1); %for 1920x1080 resolution 
E = uint8 (e); 
Zfar=zfar .*d; 
Znear=znear .*d; 
  
for i=1:nof; 
    IN = [dirin,num2str(i,'%.4d'),file_ext]%input reading not supressed 
to indicate progress 
    OUT = [dirout,num2str(i,'%.4d'),'.yuv'];%output file format is YUV 
420 
     
    a = imread(IN); 
     
    A = double (a); 
    for j= 1:2073600; 
        if A (j)==0 
        A (j)= A (j)+1; 
        end 
    end 
    depth = f*b ./ A; 
     
    m = transpose (depth); 
    M = reshape(m,2073600,1); 
  
    V = 255 .*(((1 ./M)- (1 ./Zfar)) ./((1 ./Znear)- (1 ./Zfar))); 
    v = round (V); 
    x = uint8 (v); 
    y = vertcat(x,E); 
  
    img = fopen(OUT,'w+'); 
    fwrite(img,y); 
    fclose ('all'); 
end 
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 A.3 Edge confidence classification code: 
function []= temp_conf_edge (base, colour, depth, nof) 
In_C = [base,colour]; 
In_D = [base,depth]; 
temp_out = [base,'Results\','Temp_Confid_',depth]; 
edge_out = [base,'Results\','Edge_Cand_',depth]; 
for frame_no = 1:nof; 
    frame_no 
    tic 
    [Y_L23, U_L23, V_L23] = yuv_import(In_D,[1920 1080],1,(frame_no-
1)); GL_L23_Y = Y_L23{1}; 
    [Y_C2, ~, ~] = yuv_import(In_C,[1920 1080],1,(frame_no-1)); C2_Y 
= Y_C2{1}; 
    
    % temporal confidence 
    temp_confidence_2 = zeros(1080,1920); 
    if(frame_no > 1) 
        colour_frame_difference_2 = abs(C2_Y - prev_colour_c2); 
        disp_frame_difference_2 = abs(GL_L23_Y - prev_disp_c2); 
        for i = 1:1080 
            for j = 1:1920 
                if((disp_frame_difference_2(i,j)>10) && 
colour_frame_difference_2(i,j)<5) 
                    temp_confidence_2(i,j) = 255; 
                end 
            end 
        end 
    end 
    Y_L23{1} = temp_confidence_2; 
    yuv_export(Y_L23, U_L23, V_L23,temp_out,1); 
    % temporal confidence 
     
    % edges 
    Edge_C2 = edge(C2_Y,'sobel'); 
    Edge_D2 = edge(GL_L23_Y,'sobel'); 
    se = strel('square',3); 
    Edge_C2 = imdilate(Edge_C2,se); 
    Edge_D2 = imdilate(Edge_D2,se); 
     
    Edge_CD2 = zeros(1080,1920); 
    Edge_CD2(find((Edge_C2 == 1) & (Edge_D2 == 1))) = 255; 
    Edge_CD2(find((Edge_C2 == 1) & (Edge_CD2 ~= 255))) = 50; 
    Edge_CD2(find((Edge_D2 == 1) & (Edge_CD2 ~= 255))) = 100; 
    Y_L23{1} = Edge_CD2; 
    yuv_export(Y_L23, U_L23, V_L23,edge_out,1);     
    %edges 
     
     
    prev_disp_c2 = GL_L23_Y; 
    prev_colour_c2 = C2_Y; 
    toc 
     
end 
fclose ('all') 
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 A.4 Depth edge confidence measurement code: 
function []= temp_edge_calculation (base, colour, depth, nof) 
In_C = [base,colour]; 
In_D = [base,depth]; 
temp_in = [base,'Results\','Temp_Confid_'   ,depth] 
edge_in = [base,'Results\','Edge_Cand_'     ,depth]; 
  
temp_out = [base,'Results\Results_Calc_CSV\','Temp_Confid_'   
,depth,'.csv']; 
edge_out = [base,'Results\Results_Calc_CSV\','Edge_Cand_'     
,depth,'.csv']; 
  
f_temp_out = fopen(temp_out, 'wt'); 
fprintf(f_temp_out, '%s,%s\n', 'Frm_Num', 'Temp_Conf_Calc'); 
  
f_edge_out = fopen(edge_out, 'wt'); 
fprintf(f_edge_out, '%s,%s,%s,%s\n', 'Frm_Num', 
'Depth_Edges_To_Colour_Total','Accurate_Depth_Edges','Error_Depth_Edg
es'); 
  
for frame_no = 1:nof; 
    frame_no 
    tic 
     
    [Y_temp, ~, ~] = yuv_import(temp_in,[1920 1080],1,(frame_no-1)); 
Y_TEMP = Y_temp{1}; 
    [Y_edge, ~, ~] = yuv_import(edge_in,[1920 1080],1,(frame_no-1)); 
Y_EDGE = Y_edge{1}; 
    
    Temp_Calc = 
sum(sum(Y_TEMP==255))/(size(Y_TEMP,1)*size(Y_TEMP,2)); 
    fprintf(f_temp_out, '%d,%d\n', frame_no, Temp_Calc);     
     
    Both_Edge       = sum(sum(Y_EDGE==255)); 
    Colour_Edge     = sum(sum(Y_EDGE==50)); 
    Depth_Edge      = sum(sum(Y_EDGE==100)); 
    D_to_C          = (Depth_Edge+Both_Edge)/(Colour_Edge+Both_Edge); 
    Acc_Depth_Edge  = (Both_Edge)/(Depth_Edge+Both_Edge); 
    Err_Depth_Edge  = (Depth_Edge)/(Depth_Edge+Both_Edge); 
     
    fprintf(f_edge_out, '%d,%d,%d,%d\n', frame_no, D_to_C, 
Acc_Depth_Edge ,Err_Depth_Edge); 
     
    toc 
     
end 
fclose ('all')
Bibliography 
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