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ABSTRACT
After giving a summary of the basic-theoretical con-
cept of quantization of the electromagnetic field in
the presence of dispersing and absorbing (macro-
scopic) bodies, their effect on spontaneous decay
of an excited atom is studied. Various configura-
tions such as bulk material, planar half space me-
dia, spherical cavities, and microspheres are consid-
ered. In particular, the influence of material absorp-
tion on the local-field correction, the decay rate, the
line shift, and the emission pattern are examined.
Further, the interplay between radiative losses and
losses due to material absorption is analyzed. Fi-
nally, the possibility of generating entangled states
of two atoms coupled by a microsphere-assisted field
is discussed.
1 INTRODUCTION
Spontaneous emission of an excited atom is not an
immutable property of the atom, but it sensitively
depends on the photonic spectral density of states
that are involved in the atomic transition at the cho-
sen location of the atom. Already Purcell (1946)
pointed out that spontaneous emission can be en-
hanced when the atom is inside a cavity and its
transition is in resonance with a cavity mode. The
opposite case of inhibition of spontaneous emission
is also possible [Kleppner (1981)]. It is further well
known that the decay process can even be reversed
by strongly coupling the atom to a sufficiently sharp
cavity-field mode, so that the emitted photon can be
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reabsorbed and reemitted. Obviously, the pho-
tonic density of states can be modified by the pres-
ence of macroscopic bodies, which, in the simplest
case, change the boundary conditions for the elec-
tromagnetic field. For the last years, engineering
periodic dielectric structures (photonic crystals) has
been of increasing interest [John(1987); Yablonovich
(1987); John et al. (1994); Kofman et al. (1994);
Joannopoulous et al. (1995); Soukoulis (Ed., 1996);
Woldeyohannes et al. (1999); Nikolopoulos et al.
(2000); Zhu et al. (2000); Schriemer et al. (2001)].
It is worth noting that spontaneous emission may
be regarded as being a basic process in the rapidly
growing field of cavity quantum electrodynamics
(QED), where strong (resonant) interactions of a sin-
gle or a few atoms with a single or a few radiation-
field modes formed by material bodies are stud-
ied. Cavity QED itself has offered novel possibilities
of testing fundamental aspects of quantum physics,
such as quantum nondemolition measurement, com-
plementarity, and entanglement [for reviews, see,
e.g., Hinds (1991); Haroche (1992); Meschede (1992);
Meystre(1992); Berman(Ed., 1994); Haroche(1998);
Kimble (1998); Walther (1998)].
Spontaneous emission in the presence of material
bodies is not only interesting from the point of view
of fundamental research, but it has also offered a
number of interesting applications. It can provide a
reliable and efficient single-photon source to be used
in quantum information processing [De Martini et
al. (1996), Kitson et al. (1998)]. The sensitivity to
the ambient medium of resonance fluorescence is cru-
cial in scanning near-field optical microscopy [Betzig
et al. (1993); Kopelman et al. (1993); Bian et al.
(1995); Henkel et al. (1998); Gersen et al. (2000)].
Another important potential application is the so-
called thresholdless laser [De Martini et al. (1988);
Yamamoto et al. (1993); Protsenko et al. (1999)].
In a conventional laser, only a small portion of the
spontaneous emission is channeled into the lasing
mode formed by the cavity mirrors, the rest being
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lost to the free space modes. In a microcavity, due
to strongly modified emission pattern and enhanced
emission rate, a large portion of spontaneously emit-
ted photons is stored in the cavity resonance mode.
Losses due to excitation of free-space modes are thus
drastically reduced and ultralow threshold lasing can
be achieved.
Controlling of the spontaneous decay also plays
an important role in solid-state systems, where in-
stead of atoms, quantum well or quantum dot exci-
tons play the role of the emitters [Yokoyama et al.
(Eds., 1995); Khitrova et al. (1999); Yamamoto et
al. (2000)]. So, the improved directionality of the
spontaneously emitted light could have dramatic im-
pact on manufacture of high-efficient light-emitting
diodes and displays [Yamamoto et al. (1993)], and
the spectral narrowing could help to increase the
transmission capacity of optical fiber systems where
chromatic dispersion is the limiting factor [Hunt et
al. (1993)].
Although certain properties of spontaneous emis-
sion such as the decay rate can be described clas-
sically, using the model of a classically oscillat-
ing dipole interacting with its own radiation field
[Chance et al. (1978); Wylie et al. (1985); Har-
oche(1992)], spontaneous emission is an intrinsically
quantum mechanical process. Its proper description
requires quantization of both the atom and the ra-
diation field. Obviously, in the presence of mate-
rial bodies the medium-assisted electromagnetic field
must be quantized. As long as the medium can be
regarded as being nondispersing and nonabsorbing,
whose (real) permittivity changes with space in gen-
eral, electromagnetic-field quantization can be per-
formed, using, e.g., generalized orthogonal-mode ex-
pansion [Kno¨ll et al. (1992)]. However, the concept
fails when material absorption is included and the
(spatially varying) permittivity becomes a complex
function of frequency. The systematic study of the
problem during the last years has generalized earlier
results and offered powerful methods to deal with
the special requirements of quantizing the electro-
magnetic field in absorbing media [for a review, see
Kno¨ll et al. (2001)].
There are many reasons why inclusion of material
absorption in the study of spontaneous emission is
desired. One might ask what would happen when
the atomic transition frequency becomes close to a
medium resonance, where absorption is strong. In
particular the question of the effect of absorption on
spontaneous emission in the presence of band-gap
material arises. Obviously, spontaneous decay must
not necessarily be accompanied by a really observ-
able photon, if the atom is near an absorbing body,
and the question is of what is the (average) fraction
of emitted light. Another question is of how can
absorption modify the local field felt by the atom.
A rigorous approach to the problem has acquired
even more significance with the recent progress in
designing certain types of microcavities (e.g., mi-
crospheres), where the ultimate quality level deter-
mined by intrinsic material losses has been achieved
[Gorodetsky et al. (1996)].
Although there has been a large body of theo-
retical work on medium-assisted spontaneous emis-
sion, material absorption has been ignored usually.
Roughly speaking, there have been two concepts to
treat absorption, namely the microscopic and the
macroscopic approach. The microscopic approach
starts from a microscopic model of the medium [Lee
et al. (1995); Yeung et al. (1996); Juzeliu¯nas (1997);
Fleischhauer (1999); Crenshaw et al. (2000a,b);
Wubs et al. (2001)]. Accordingly, the underlying
total Hamiltonian typically consists of the Hamil-
tonians of the free atom, the free radiation field,
the atomic systems of the medium, and all the mu-
tual interactions. The resulting equations of motion
for the coupled system are then tried to rewrite in
order to eliminate, on applying various approxima-
tion schemes, the medium variables and to obtain
closed equations of motion for the atom-field sys-
tem only. In this way, the life time of an excited
atom in absorbing bulk material [Lee et al. (1995);
Juzeliu¯nas (1997); Fleischhauer (1999); Crenshaw et
al. (2000a,b); Wubs et al. (2001)], the initial tran-
sient regime [Wubs et al. (2001)], and the problem
of local field corrections [Juzeliu¯nas (1997); Fleisch-
hauer (1999); Crenshaw et al. (2000a,b); Wubs et
al. (2001)] have been studied, and the problem
of spontaneous emission of an excited atom near
an absorbing interface has been considered [Yeung
et al. (1996)]. The concepts typically borrow, at
some stage of calculation, from macroscopic electro-
dynamics, e.g., when a (model-specific) permittivity
is introduced, boundary conditions at surfaces of dis-
continuity are set or local-field corrections within the
framework of cavity models are considered. Apart
from the fact that the (simplified) microscopic mod-
els do not yield, in general, the exact permittivities,
the calculations can become rather involved, partic-
ularly when surfaces of discontinuity are taken into
account [Yeung et al. (1996)]. Further, the elimi-
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nation of the medium variables must be done very
carefully in order to ensure that the equal-time com-
mutation relations are preserved. If this is not the
case [Crenshaw et al. (2000a,b)], the results are ques-
tionable.
In the macroscopic approach, the medium is de-
scribed, from the very beginning, in terms of a spa-
tially varying permittivity, which is a complex func-
tion of frequency, ε(r, ω), that satisfies the Kramers–
Kronig relations. This approach has – similar to
classical optics – the benefit of being universally
valid, because it uses only general physical proper-
ties, without the need of involved ab initio calcu-
lations. Clearly, this concept is valid only to some
approximately fixed length scale which exceeds the
average distance of two atoms. With regard to the
calculation of the lifetimes and line shifts, the macro-
scopic approach is simple. It is well known that,
according to Fermi’s golden rule, the rate of spon-
taneous decay Γ of an excited atom [position rA,
(real) transition dipole moment d, transition fre-
quency ωA] can be expressed in terms of an electric-
field correlation function as follows [see, e.g., Loudon
(1983)]:
Γ =
2π
h¯2
∫ ∞
0
dω 〈0|dEˆ(rA, ω)⊗Eˆ†(rA, ωA)d|0〉 (1.1)
[cf. Eqs. (2.1) – (2.3)]. It is also well known [see, e.g.,
Abrikosov et al. (1975)] that, in agreement with the
dissipation-fluctuation theorem, the relation
〈0|Eˆ(r, ω) ⊗ Eˆ†(r′, ω′)|0〉
=
h¯ω2
πǫ0c2
ImG(r, r′, ω) δ(ω − ω′) (1.2)
(c, vacuum velocity of light) is valid, where
G(r, r′, ω) is the Green tensor of the classical, macro-
scopic Maxwell equations. Combining Eqs. (1.1) and
(1.2) yields
Γ =
2ω2A
h¯ε0c2
d ImG(rA, rA, ωA)d (1.3)
[see also Agarwal (1975); Wylie et al. (1984, 1985)].
The line shift can be calculated in a similar way to
obtain
δωA =
P
πh¯ε0
∫ ∞
0
dω
ω2
c2
d ImG(rA, rA, ω)d
ω − ωA (1.4)
[P, principal value; for a more rigorous derivation of
Eqs. (1.3) and (1.4), see Section 3.2.1].
Hence, knowing the Green tensor of the classical
problem for given complex permittivity, the decay
rate and the line shift are known as well. Equations
(1.3) and (1.4) were used in order to calculate decay
rates and line shifts for an excited atom near a real-
istic (i.e., absorbing) metallic sphere [Ruppin(1982);
Agarwal et al. (1983)], near an absorbing interface
[Agarwal (1975); Agarwal et al. (1977); Wylie et al.
(1984, 1985)], and in a planar cavity filled with an
absorbing medium [Tomasˇ et al. (1999)]. Based on
Eq. (1.3), spontaneous emission of an excited atom
in absorbing bulk material was studied [Barnett et
al. (1992)], including local field corrections [Barnett
et al. (1996)]. The associated line shift (without
local-field correction) was considered in Welton’s in-
terpretation [Matloob (2000)]. Spontaneous decay
of an atom at the center of an absorbing sphere has
been calculated in Tomasˇ (2001) (with local field
correction).
In what follows we restrict our attention to the
macroscopic approach that is based on QED in dis-
persing and absorbing media, within the framework
of a source-quantity representation of the electro-
magnetic field in terms of the (classical) Green ten-
sor of the macroscopic Maxwell equations and ap-
propriately chosen fundamental bosonic fields [Hut-
tner et al. (1992); Ho et al. (1993); Matloob et al.
(1995); Gruner et al. (1996); Ho et al. (1998); Scheel
et al. (1998); Kno¨ll et al. (2001)]. The quantiza-
tion scheme is outlined in Section 2. In Section 3,
the basic formulas for studying the spontaneous de-
cay of an excited atom are given, which cover both
the strong- and the weak-coupling regime. Section
4 is devoted to the spontaneous decay in bulk mate-
rial, with special emphasis on local-field effects. The
problem of spontaneous decay near a planar inter-
face is considered in Section 5, and Sections 6 and 7,
respectively, present results for an atom in a spher-
ical cavity and near a microsphere. In Section 8
a system of two atoms coupled to a microsphere is
analyzed, with special emphasis on entangled-state
preparation. Finally, a summary is given in Section
9.
2 QUANTIZATION SCHEME
Following Ho et al. (1998); Scheel et al. (1998);
Kno¨ll et al. (2001), we first consider the electromag-
netic field in the presence of dispersing and absorb-
ing macroscopic bodies in the case where no addi-
tional atomic sources are present. The electric-field
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operator Eˆ can be represented in the form of
Eˆ(r) = Eˆ(+)(r) + Eˆ(−)(r), (2.1)
Eˆ(−)(r) =
[
Eˆ(+)(r)
]†
, (2.2)
Eˆ(+)(r) =
∫ ∞
0
dω Eˆ(r, ω), (2.3)
and the induction-field operator Bˆ accordingly. The
fields Eˆ and Bˆ then satisfy the macroscopic Maxwell
equations
∇Bˆ(r, ω) = 0, (2.4)
∇
[
ε0ε(r, ω)Eˆ(r, ω)
]
= ρˆ
N
(r, ω), (2.5)
∇× Eˆ(r, ω) = iωBˆ(r, ω), (2.6)
∇×Bˆ(r, ω)=µ0jˆN(r, ω)−
iω
c2
ε(r, ω)Eˆ(r, ω). (2.7)
As already mentioned, the real part εR and the imag-
inary part εI of the complex (relative) permittivity
ε(r, ω) satisfy (for any r) the Kramers–Kronig rela-
tions. The operator noise charge and current den-
sities ρˆ
N
(r, ω) and jˆ
N
(r, ω) respectively, which are
associated with absorption, are related to the oper-
ator noise polarization PˆN(r, ω) as
ρˆ
N
(r, ω) = −∇PˆN(r, ω), (2.8)
jˆ
N
(r, ω) = −iωPˆN(r, ω), (2.9)
where
PˆN(r, ω) = i
√
h¯ε0
π
εI(r, ω) fˆ(r, ω). (2.10)
Here, fˆ(r, ω) and fˆ †(r, ω) are bosonic fields which
play the role of the fundamental variables of the
composed system (electromagnetic field and medium
including a dissipative system),[
fˆi(r, ω), fˆ
†
j (r
′, ω′)
]
= δijδ(r−r′)δ(ω−ω′), (2.11)[
fˆi(r, ω), fˆj(r
′, ω′)
]
= 0. (2.12)
From Eqs. (2.4) – (2.10) it follows that Eˆ can be
written in the form
Eˆ(r, ω) = i
√
h¯
πε0
ω2
c2
×
∫
d3r′
√
εI(r′, ω)G(r, r
′, ω)fˆ(r′, ω), (2.13)
and Bˆ=(iω)−1∇× Eˆ accordingly, where G(r, r′, ω)
is the classical Green tensor satisfying the equation[
ω2
c2
ε(r, ω)−∇×∇×
]
G(r, r′, ω)=−δ(r−r′) (2.14)
together with the boundary condition at infinity
[δ(r), dyadic δ-function]. In this way, the electric
field and the induction field are expressed in terms
of a continuum set of the bosonic fields fˆ(r, ω) [and
fˆ †(r, ω)], and the Hamiltonian of the composed sys-
tem reads (without the infinite ground-state energy)
Hˆ =
∫
d3r
∫ ∞
0
dω h¯ω fˆ †(r, ω)fˆ (r, ω). (2.15)
Using Eq. (2.13) [together with Eqs. (2.1) and
(2.3)], one can introduce scalar and vector potentials
ϕˆ and Aˆ, respectively, and express them in terms of
the fundamental bosonic fields. In particular, in the
Coulomb gauge one obtains
−∇ϕˆ(r) = Eˆ‖(r), (2.16)
Aˆ(r)=
∫ ∞
0
dω (iω)−1Eˆ
⊥
(r, ω) + H.c., (2.17)
where
Eˆ⊥(‖)(r) =
∫
d3r′ δ⊥(‖)(r−r′) Eˆ(r′), (2.18)
with δ⊥(r) and δ‖(r) being the dyadic transverse
and longitudinal δ-functions, respectively.
We now consider the interaction of the medium-
assisted electromagnetic field with additional point
charges qα. Applying the minimal-coupling scheme,
we may write the complete Hamiltonian in the form
of
Hˆ =
∫
d3r
∫ ∞
0
dω h¯ω fˆ †(r, ω)fˆ (r, ω)
+
∑
α
1
2mα
[
pˆα − qαAˆ(rˆα)
]2
+ 12
∫
d3r ρˆA(r)ϕˆA(r) +
∫
d3r ρˆA(r)ϕˆ(r), (2.19)
where rˆα is the position operator and pˆα is the
canonical momentum operator of the αth charged
particle of mass mα. The Hamiltonian (2.19) con-
sists of four terms. The first term is the energy ob-
served when the particles are absent [cf. Eq. (2.15)].
The second term is the kinetic energy of the par-
ticles, and the third and fourth terms are their
Coulomb energies, where the potential ϕˆA can be
given by
ϕˆA(r) =
∫
d3r′
ρˆA(r
′)
4πε0|r− r′| , (2.20)
with
ρˆA(r) =
∑
α
qαδ(r− rˆα) (2.21)
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being the charge density. Obviously, the last term in
Eq. (2.19) is the Coulomb energy of interaction of the
particles with the medium. Note that all terms are
expressed in terms of the dynamical variables fˆ(r, ω),
fˆ †(r, ω), rˆα, and pˆα. It is worth noting the quan-
tization scheme is fully equivalent to the so-called
auxiliary-field scheme introduced by Tip (1998)
[for details, see Tip et al. (2001)].
3 SPONTANEOUS DECAY:
GENERAL FORMALISM
3.1 Basic equations
Let us consider N two-level atoms [positions rA,
transition frequencies ωA (A= 1, 2, ..., N)] that res-
onantly interact with radiation via electric-dipole
transition (dipole moments dA). Let us further as-
sume that the atoms are sufficiently far from each
other, so that the interatom Coulomb interaction
can be ignored. In this case, the electric-dipole ap-
proximation and the rotating wave approximation
apply, and the minimal-coupling Hamiltonian takes
the form of [Ho et al. (2000); Kno¨ll et al. (2001)]
Hˆ =
∫
d3r
∫ ∞
0
dω h¯ω fˆ †(r, ω)fˆ (r, ω)
+
∑
A
1
2 h¯ωAσˆAz −
∑
A
[
σˆ†AEˆ
(+)(rA)dA +H.c.
]
. (3.1)
Here and in the following, the two-level atoms are
described in terms of the Pauli operators σˆA, σˆ
†
A,
and σˆAz.
For a single-quantum excitation of the system, the
system wave function at time t can be written as
|ψ(t)〉 =
∑
A
CUA(t)e
−i(ωA−ω¯)t|UA〉|{0}〉
+
∫
d3r
∫ ∞
0
dω
[
CLi(r, ω, t)
× e−i(ω−ω¯)t|L〉|{1i(r, ω)}〉
]
(3.2)
(ω¯ = 12
∑
A ωA). Here, |UA〉 is the excited atomic
state, where the Ath atom is in the upper state and
all the other atoms are in the lower state, and |L〉
is the atomic state, where all atoms are in the lower
state. Accordingly, |{0}〉 is the vacuum state of the
rest of the system, and |{1i(r, ω)}〉 is the state, where
it is excited in a single-quantum Fock state. The
Schro¨dinger equation yields
C˙UA(t) =
−1√
πε0h¯
∫ ∞
0
dω
∫
d3r
{
ω2
c2
e−i(ω−ωA)t
×
[√
εI(r, ω)dAG(rA, r, ω)CL(r, ω, t)
]}
, (3.3)
C˙L(r, ω, t) =
∑
A
1√
πε0h¯
ω2
c2
ei(ω−ωA)t
×
√
εI(r, ω)dAG
∗(rA, r, ω)CUA(t). (3.4)
We now substitute the result of formal integration
of Eq. (3.4) into Eq. (3.3). Making use of the rela-
tionship
ImGij(r, r
′, ω) =
∫
d3s
[
ω2
c2
εI(s, ω)
×Gik(r, s, ω)G∗jk(r′, s, ω)
]
, (3.5)
we obtain the following (closed) system of integro-
differential equations:
C˙UA(t) =
∑
A′
∫ t
0
dt′KAA′(t, t
′)CU
A′
(t′)
− 1√
πε0h¯
∫ ∞
0
dω
∫
d3r
{
ω2
c2
e−i(ω−ωA)t
×
[√
εI(r, ω)dAG(rA, r, ω)CL(r, ω, 0)
]}
, (3.6)
KAA′(t, t
′) =
−1
h¯πε0
∫ ∞
0
dω
[
ω2
c2
e−i(ω−ωA)t
× ei(ω−ωA′ )t′dAImG(rA, rA′ , ω)dA′
]
. (3.7)
Note that
KAA′(t, t
′) = K∗A′A(t
′, t), (3.8)
because of the reciprocity theorem.
The excitation can initially reside in either an
atom or the medium-assisted electromagnetic field.
The latter case, i.e., CL(r, ω, 0) 6=0 in Eq. (3.6),
could be realized, for example, by coupling the field
first to an excited atom D in a time interval ∆t such
that, according to Eq. (3.4), CL(r, ω, 0) reads
CL(r, ω, 0) =
∫ 0
−∆t
dt′
1√
πε0h¯
ω2
c2
ei(ω−ωD)t
′
×
√
εI(r, ω)dDG
∗(rD, r, ω)CUD (t
′), (3.9)
where CUD(t) describes the single-atom decay ac-
cording to Eq. (3.13) given below. Substitution of
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the expression (3.9) into Eq. (3.6) then yields
C˙UA(t) =
∑
A′
∫ t
0
dt′KAA′(t, t
′)CU
A′
(t′)
+
∫ 0
−∆t
dt′KAD(t, t
′)CUD(t
′). (3.10)
3.2 Single-Atom Decay
3.2.1 Atomic Dynamics
Let us restrict our attention to the spontaneous
decay of a single atom. For the initial condi-
tion CL(r, ω, 0) = 0, Eq. (3.6) becomes (CU ≡CUA ,
d≡dA)
C˙U (t) =
∫ t
0
dt′K(t− t′)CU (t′), (3.11)
where
K(t− t′) = KAA(t, t′). (3.12)
Integrating both sides of Eq. (3.11) with respect to
time, we easily derive, on changing the order of inte-
grations on the right-hand side, a Volterra integral
equation of the second kind,
CU (t) =
∫ t
0
dt′ K¯(t− t′)CU (t′) + 1 (3.13)
[CU (0) = 1], where, according to Eqs. (3.12) and
(3.7),
K¯(t−t′) = −1
h¯πε0
∫ ∞
0
dω
{[
1−e−i(ω−ωA)(t−t′)
]
× ω
2
c2
dImG(rA, rA, ω)d
i(ω − ωA)
}
. (3.14)
It is worth noting that Eqs. (3.11) and (3.13) ap-
ply to the spontaneous decay of an atom in the
presence of an arbitrary configuration of dispersing
and absorbing macroscopic bodies. All the matter
parameters that are relevant for the atomic evo-
lution are contained, via the Green tensor, in the
kernel functions (3.12) and (3.14). In particular
when absorption is disregarded and the permittivity
is regarded as being a real, frequency-independent
quantity (which of course can change with space),
then the formalism yields the results of standard
mode decomposition, obtained by Laplace transform
techniques [Lewenstein et al. (1988a,b); John et
al. (1994)] and delay-differential-equation techniques
[Cook et al. (1987); Feng et al. (1989); Ho et al.
(1999)]. It should be pointed out that the Green ten-
sor has been available for a large variety of configura-
tions such as planarly, spherically, and cylindrically
multilayered media [Tai (1994); Chew (1995)].
In order to study the case where the atom is sur-
rounded by matter, the atom should be assumed to
be localized in some small free-space region, so that
the Green tensor at the position of the atom reads
G(rA, rA, ω)=G
V (rA, rA, ω)+G
R(rA, rA, ω),
(3.15)
where GV is the vacuum Green tensor with
ImGV (rA, rA, ω) =
ω
6πc
I (3.16)
(Appendix A.1), and GR describes the effects of re-
flections at the (surface of discontinuity of the) sur-
rounding medium. The contribution of GV to K¯ in
Eq. (3.14) can be treated in the Markov approxima-
tion (see below), thus
K¯(t− t′) = −12Γ0 +
1
h¯πε0
∫ ∞
0
dω
ω2
c2
× dImG
R(rA, rA, ω)d
i(ω − ωA)
[
e−i(ω−ωA)(t−t
′)−1
]
,
(3.17)
where Γ0 is the well-known decay rate in free space,
Γ0 =
ω3Ad
2
3h¯πε0c3
. (3.18)
The integro-differential equation (3.11) [or the inte-
gral equation (3.13)] together with the kernel func-
tion (3.12) [or (3.17)] can be regarded as the basic
equation for studying the influence of an arbitrary
configuration of dispersing and absorbing matter on
the spontaneous decay of an excited atom.
Weak Coupling When the Markov approxima-
tion applies, i.e., when in a coarse-grained descrip-
tion of the atomic motion memory effects are disre-
garded, then we may let
ei(ωA−ω)(t−t
′) − 1
i(ωA − ω) → ζ(ωA − ω) (3.19)
in Eq. (3.14) [ζ(x)=πδ(x)+ iP/x], and thus
K¯(t− t′) = −12Γ + iδωA, (3.20)
where Γ and δωA are respectively given by Eqs. (1.3)
and (1.4). Substitution of the expression (3.20) into
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Eq. (3.13) for the kernel function yields the familiar
(weak-coupling) result that
CU (t) = exp
[(−12Γ + iδωA) t] . (3.21)
Application of Eqs. (1.3), (1.4), (3.15), and (3.16)
yields
Γ=Γ0+
2ω2A
h¯ε0c2
dImGR(rA, rA, ωA)d, (3.22)
δωA =
ω2A
h¯ε0c2
[
dReGR(rA, rA, ωA)d
− 1
π
∫ ∞
0
dω
ω2
ω2A
dImGR(rA, rA, ω)d
ω + ωA
]
. (3.23)
In Eq. (3.23), the Kramers–Kronig relations have
been used and the divergent contribution of the vac-
uum to the line shift is thought of as being included
in the atomic transition frequency ωA. It is not diffi-
cult to see that in Eq. (3.23) the second term, which
is only weakly sensitive to the atomic transition fre-
quency, is small compared to the first one and can
therefore be neglected in general.
Strong Coupling When the atomic transition
frequency approaches a resonance frequency of a
resonator-like equipment of macroscopic bodies,
then the strength of the coupling between the atom
and the electromagnetic field can increase to such an
extent that the weak-coupling approximation fails
and the integral equation (3.11) must be consid-
ered. Let us assume, for simplicity, that only a single
(field-)resonance line of Lorentzian shape is involved
in the atom–field interaction. In this case, the kernel
function (3.12) may be approximated by
K(t− t′) ≃ −ΓC(∆ωC)
2
2π
e−i(ωC−ωA)(t−t
′)
×
∫ ∞
−∞
dω
e−i(ω−ωC )(t−t
′)
(ω − ωC)2 + (∆ωC)2
= 12ΓC∆ωCe
−i(ωC−ωA)(t−t′)e−∆ωC |t−t
′|, (3.24)
and thus the integral equation (3.11) corresponds to
the differential equation [Ho et al. (2000)]
C¨U(t) + [i(ωC − ωA) + ∆ωC ] C˙U (t)
+ 12ΓC∆ωCCU(t) = 0. (3.25)
Here, ωC and ∆ωC are respectively the mid-
frequency and the line width of the field resonance
associated with the bodies, and ΓC is the (weak-
coupling) decay rate at ωC .
Equation (3.25) typically applies to the strong-
coupling regime for an arbitrary resonator configura-
tion, provided that the field that effectively interacts
with the atom can be regarded as being a single-
resonance field of Lorentzian shape.1 In particu-
lar, when material absorption is disregarded, then
the line broadening solely results from the radiative
losses due to the input-output coupling [Cook et al.
(1987); Lai et al. (1988); Feng et al. (1989)].
Equation (3.25) reveals that the upper-state prob-
ability amplitude of the atom obeys the equation
of motion for a damped harmonic oscillator. In
the strong-coupling regime, where ωA=ωC and
Ω≫∆ωC , damped Rabi oscillations are observed:
CU (t) = e
−∆ωC t/2 cos(Ωt/2), (3.26)
where the Rabi frequency Ω reads
Ω =
√
2ΓC∆ωC . (3.27)
3.2.2 Emitted-Light Intensity
It is well known that the intensity of light registered
by a point-like photodetector at position r and time
t is given by
I(r, t) ≡ 〈ψ(t)|Eˆ(−)(r)Eˆ(+)(r)|ψ(t)〉. (3.28)
The emitted-light intensity associated with the spon-
taneous decay of an excited atom in the presence of
dispersing and absorbing matter can be obtained by
combining Eqs. (2.1) – (2.3), (2.13), (3.2), and (3.5).
The result is
I(r, t) =
∣∣∣∣ ω2Aπε0c2
∫ t
0
dt′
∫ ∞
0
dω
[
CU (t
′)
× e−i(ω−ωA)(t−t′)ImG(r, rA, ω)d
]∣∣∣∣
2
, (3.29)
where, in the spirit of the rotating wave approxima-
tion used, ω2=ω2A has been set in the frequency inte-
gral. Again, all relevant matter parameters are con-
tained in the Green tensor. In contrast to Eq. (3.13)
[together with the kernel function (3.17)], Eq. (3.29)
requires information about the Green tensor at dif-
ferent space points. In particular, its dependence
1Equations of the type (3.25) can also be obtained within
the framework of standard (Markovian) quantum noise theory,
where an appropriately chosen undamped mode is coupled to
a two-level atom and some reservoir [Sachdev (1984)].
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on space and frequency essentially determines the
retardation effects.
In the simplest case of free space we have
ImGV (r, rA, ω) =
1
8iπρ
(
I − ρ⊗ ρ
ρ2
)
×
(
eiωρ/c − e−iωρ/c
)
+O(ρ−2) (3.30)
(ρ = r − rA; Appendix A.1). We substitute
Eqs. (3.21) (Γ=Γ0) and (3.30) into Eq. (3.29), cal-
culate the time integral, and extend the lower limit
in the frequency integral to −∞,
∫ ∞
−∞
dω
(
eiωρ/c−e−iωρ/c
) e−(Γ0/2+iω′A)t−e−iωt
i[ω−(ω′A−iΓ0/2)]
=−2π exp
[(−12Γ0−iω′A)(t− ρc
)]
Θ
(
t− ρ
c
)
(3.31)
[Θ(x), unit step function], where
ω′A = ωA − δωA . (3.32)
Thus, the well-known (far-field) result
I(r, t) =
(
ω2Ad sin θ
4πε0c2ρ
)2
e−Γ0(t−ρ/c)Θ(t−ρ/c) (3.33)
is recognized (θ, angle between ρ and d).
It should be noted that the general expression
(3.29) is valid for an arbitrary coupling regime. In
particular, in the weak-coupling regime the Markov
approximation applies, and CU(t
′) can be taken
at t′= t and put in front of the time integral in
Eq. (3.29), with CU (t) being simply the exponential
(3.21). Equation (3.29) thus simplifies to
I(r, t) ≃ |F(r, rA, ωA)|2e−Γt, (3.34)
where
F(r, rA, ωA) = − iω
2
A
ε0c2
[
G(r, rA, ωA)d
− 1
π
∫ ∞
0
dω
ImG(r, rA, ω)d
ω + ωA
]
. (3.35)
Since the second term on the right-hand side of
Eq. (3.35) is small compared to the first one, it
can be omitted, and the spatial distribution of the
emitted-light intensity (emission pattern) can be
given by, on disregarding transit time delay,
|F(r, rA, ωA)|2 ≃
∣∣∣∣ ω2Aε0c2 G(r, rA, ωA)d
∣∣∣∣
2
. (3.36)
Material absorption gives rise to nonradiative de-
cay. The fraction of really emitted radiation energy
can be obtained by integration of the Pointing-vector
expectation value with respect to time and over the
surface of a sphere whose radius r is much larger
than the extension of the system consisting of the
macroscopic bodies and the atom,
W = 2cε0
∫ ∞
0
dt
∫ 2pi
0
dφ
∫ pi
0
dθ r2 sin θ I(r, t). (3.37)
The ratio W/W0 (W0= h¯ωA) then gives us a mea-
sure of the emitted radiation energy, and accord-
ingly, 1−W/W0 measures the energy absorbed by
the bodies.
3.2.3 Emitted-Light Spectrum
Next, let us consider the time-dependent power spec-
trum of the emitted light, which for sufficiently small
passband width of the spectral apparatus can be
given by [see, e.g., Vogel et al. (1994)]
S(r, ωS , T ) =
∫ T
0
dt2
∫ T
0
dt1
[
e−iωS(t2−t1)
× 〈Eˆ(−)(r, t2)Eˆ(+)(r, t1)〉], (3.38)
where ωS is the setting frequency of the spectral
apparatus and T is the operating-time interval of
the detector. In close analogy to the derivation of
Eq. (3.29), combination of Eqs. (2.1) – (2.3), (2.13),
(3.2), and (3.5) leads to
S(r, ωS , T ) =
∣∣∣∣ ω2Aπε0c2
∫ T
0
dt1
[
ei(ωS−ωA)t1
×
∫ t1
0
dt′CU (t
′)
∫ ∞
0
dω e−i(ω−ωA)(t1−t
′)
× ImG(r, rA, ω)d
]∣∣∣∣
2
. (3.39)
Further calculation again requires knowledge of the
Green tensor of the problem.
Let us use Eq. (3.39) to recover the free-space re-
sult. Following the line that has led from Eq. (3.29)
to Eq. (3.33), we find that
S(r, ωS , T ) =
(
ω2Ad sin θ
4πε0c2ρ
)2
Θ(T−ρ/c)
×
∣∣∣∣∣e
[−Γ0/2+i(ωS−ω
′
A
)](T−ρ/c) − 1
ωS − ω′A + iΓ0/2
∣∣∣∣∣
2
. (3.40)
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In particular for T→∞, we recognize the well-known
Lorentzian:
lim
T→∞
S(r, ωS , T ) =
(
ω2Ad sin θ
4πε0c2ρ
)2
× 1
(ωS − ω′A)2 + Γ20/4
. (3.41)
If retardation is ignored and the Markov approx-
imation applies, Eq. (3.39) can be simplified in a
similar way as Eq. (3.29). In close analogy to the
derivation of Eq. (3.34) we may write
S(r, ωS , T ) = |F(r, rA, ωA)|2
×
∣∣∣∣∣e
[−Γ/2+i(ωS−ω′A)]T − 1
ωS − ω′A + iΓ/2
∣∣∣∣∣
2
, (3.42)
with F(r, rA, ωA) from Eq. (3.35).
3.3 Two-Atom Coupling
We now turn to the problem of two atoms (denoted
by A and B) coupled through a medium-assisted
electromagnetic field in the case of single-quantum
excitation. For simplicity, let us consider atoms with
equal transition frequencies, so that
KAA′(t, t
′) ≡ KAA′(t− t′) (3.43)
(A′=B,D) and
KAB(t− t′) = KBA(t− t′), (3.44)
and assume that the isolated atoms undergo the
same decay law,
KAA(t, t
′) = KBB(t, t
′) ≡ K(t− t′). (3.45)
Introducing the new variables
C±(t) = 2
−1/2
[
CUA(t)± CUB(t)
]
, (3.46)
it is not difficult to prove that the integro-differential
equations (3.10) decouple as follows:
C˙±(t) =
∫ t
0
dt′K±(t− t′)C±(t′)
+ 2−1/2
∫ 0
−∆t
dt′
[
KAD(t− t′)
±KBD(t− t′)
]
CUD(t
′), (3.47)
where
K±(t− t′) = K(t− t′)±KAB(t− t′). (3.48)
Obviously, the C± are the expansion coefficients of
the wave function with respect to the (atomic) basis
|±〉 = 2−1/2 (|UA〉 ± |UB〉) , (3.49)
and |L〉 (instead of the basis |UA〉, |UB〉, and |L〉).
Thus, they are the probability amplitudes of finding
the total system in the states |+〉|{0}〉 and |−〉|{0}〉,
respectively. In the further treatment of Eq. (3.47)
one can again distinguish between the weak- and the
strong-coupling regime.
Weak Coupling In the weak-coupling regime, the
Markov approximation applies, and in Eq. (3.47)
C±(t
′) can be replaced with C±(t), with the time
integrals being ζ-functions. In particular, when the
field is initially not excited, then the second term on
the right-hand side of Eq. (3.47) vanishes and we are
left with a homogeneous first-order differential equa-
tion, whose solution is, in analogy to Eq. (3.21),
C±(t) = e
(−Γ±/2+iδ±)tC±(0), (3.50)
where (Γ≡ ΓAA, δ≡ δAA)
Γ± = Γ± ΓAB , (3.51)
δ± = δ ± δAB , (3.52)
ΓAB =
2ω2A
h¯ε0c2
dAImG(rA, rB , ωA)dB , (3.53)
δAB=
P
πh¯ε0
∫ ∞
0
dω
ω2
c2
dAImG(rA, rB , ω)dB
ω − ωA .
(3.54)
Clearly, Γ± are the decay rates of the states |±〉,
and the assumption (3.45) means that the two atoms
are positioned in such a way that they have equal
single-atom decay rates and line shifts. Note that
the values of Γ+ and Γ− can substantially differ from
each other, because of the interference term ΓAB (of
positive or negative sign).
Strong Coupling In the strong-coupling regime,
the atoms are predominantly coupled (in a
resonator-like equipment) to a sharp field reso-
nance, whose mid-frequency approximately equals
the atomic transition frequency. As a result, the
atomic probability amplitudes in Eq. (3.47) must
not necessarily be slowly varying compared with the
kernel functions and the Markov approximation thus
fails in general. Regarding the line shape of the field
resonance as being a Lorentzian, one can of course
approximate the kernels K(t− t′), KAB(t− t′) [and
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KAD(t−t′) and KBD(t−t′)] in a similar way as done
in Eq. (3.24) for a single atom.
Equation (3.47) reveals that the motion of the
states |±〉 defined by Eq. (3.49) is governed by the
kernel functions K±(t− t′), and it may happen that
one of them becomes very small, because of destruc-
tive interference [cf. Eq. (3.48)]. In that case, either
|+〉 or |−〉 is weakly coupled to the field, and thus the
strong-coupling regime cannot be realized for both
of these states simultaneously.
4 BULK MEDIUM
The formalism outlined in Section 3 requires knowl-
edge of the permittivity as a function of space and
frequency. The spatial variation is typically deter-
mined by some arrangement of macroscopic bodies,
each of which being characterized by a permittivity
that is a function of frequency only. The frequency
response of a dielectric body depends on its atomic
structure and can be measured with high precision.
For theoretical studies it may be useful to have some
analytical expression at hand.
4.1 Drude–Lorentz Model
In the Drude–Lorentz model, which is widely used
in practice, the permittivity is given by
ε(ω) = 1 +
∑
α
ω2Pα
ω2Tα − ω2 − iωγα
, (4.1)
where ωTα and γα are the medium oscillation fre-
quencies and linewidths, respectively, and ωPα cor-
respond to the coupling constants. It is worth noting
that the Drude–Lorentz model covers both dielectric
(ωTα 6=0) and metallic (ωTα=0) matter. An exam-
ple of the permittivity for a (single-resonance) di-
electric as a function of frequency is shown in Fig. 1.
From the permittivity, the refractive index can be
obtained according to the relations
n(ω) =
√
ε(ω) = nR(ω) + inI(ω), (4.2)
nR(I)(ω) =√
1
2
[√
ε2R(ω) + ε
2
I(ω) + (−) εR(ω)
]
. (4.3)
The Drude–Lorentz model features band gaps be-
tween the transverse frequencies ωTα and the longi-
tudinal frequencies ωLα=
√
ω2Tα+ω
2
Pα. Far from a
-2
0
2
4
0.9 1 1.1
ω/ωT
εI
εR
Figure 1: Real and imaginary parts of the permit-
tivity of a single-resonance Drude–Lorentz-type di-
electric for ωP =0.5ωT and γ=10
−4 ωT . The band
gap covers the interval from ωT to ωL≃ 1.12ωT .
medium resonance, we typically observe that
εI(ω)≪ |εR(ω)|. (4.4)
For ω<ωTα (outside a band gap) we have
εR(ω) > 1, (4.5)
nR(ω) ≃
√
εR(ω)≫ nI(ω) ≃ εI(ω)
2
√
εR(ω)
,
(4.6)
and for ωTα<ω< ωLα (inside a band gap)
εR(ω) < 0, (4.7)
nR(ω) ≃ εI(ω)
2
√|εR(ω)| ≪ nI(ω) ≃
√
|εR(ω)| .
(4.8)
When (inside a band gap)
εR(ω) < −1 (4.9)
is valid, which, in view of Eq. (4.1), leads to
ω <
√
ω2Tα +
1
2 ω
2
Pα , (4.10)
then the Drude–Lorentz model also incorporates
surface-guided waves [see, e.g., Raether (1988); Ho
et al. (2001)], which are observed in the presence
of an interface. These waves are bound to the in-
terface, with the amplitudes being damped into ei-
ther of the neighboring media. Typical examples are
surface phonon polaritons for dielectrics and surface
plasmon polaritons for metals. Note that in any case
εI(ω)> 0 is valid.
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4.2 Local-Field Correction
From simple arguments based on the change of the
mode density, it was suggested that the sponta-
neous emission rate of an atom inside a nonabsorbing
medium should be modified according to Γ=nΓ0,
where n is the (real) refractive index of the medium
and Γ0 is given by Eq. (3.18) [Dexter (1956); di Bar-
tolo (1968); Yariv (1975); Nienhuis et al. (1976)].
In this formula, it is assumed that the local field
the atom interacts with is the medium-assisted elec-
tromagnetic field obtained by averaging over a re-
gion which contains a great number of medium con-
stituents. In reality, the atom is located in a small
region of free space, and the field therein differs from
the averaged field. This effect is usually taken into
consideration by introduction of a local-field correc-
tion factor ξ, thus
Γ = nξΓ0 . (4.11)
In the (Clausius–Mosotti) virtual-cavity model it is
given by [Knoester et al. (1989); Milonni (1995)]
ξ =
(
n2 + 2
3
)2
, (4.12)
and in the (Onsager) real-cavity model by [Glauber
et al. (1991)]
ξ =
(
3n2
2n2 + 1
)2
. (4.13)
For absorbing media it was suggested that the in-
dex of refraction should be replaced by its real part
and the square of the correction factor in Eqs. (4.12)
and (4.13) by the absolute square [Barnett et al.
(1992, 1996); Juzeliu¯nas (1997)]. Later it was found,
on the basis of the quantization scheme outlined in
Section 2, that a proper inclusion of the (quantum)
noise polarization leads to a more complicated form
of the local-field correction [Scheel et al. (1999a,b)],
which (for the virtual-cavity model) was confirmed
by an alternative, microscopic approach [Fleisch-
hauer (1999)].
In contrast to the virtual cavity model where the
modification of the field outside the cavity is disre-
garded, in the real-cavity model the mutual mod-
ification of the field outside and inside the cavity
are taken into account in a consistent way. Exper-
iments suggested that the real-cavity model is suit-
able for describing the decay of substitutional guest
atoms different from the constituents of the medium
[Rikken et al. (1995); de Vries et al. (1998); Schuur-
mans et al. (1998)].
Let us consider an excited atom placed at the
center of an empty, spherical cavity (embedded in
an otherwise homogeneous medium). According to
Eq. (3.22) and the Green tensor given in Appendix
A.2, the decay rate can be given in the form of
[Scheel et al. (1999b)]
Γ = Γ0
[
1 + ReCN1 (ωA)
]
, (4.14)
where the generalized reflection coefficient CN1 (ω)
reads [k˜= k˜(ω)= Rω/c]
CN1 (ω) = e
ik˜
{
i+ k˜[n(ω)+1]− ik˜2n(ω)
− k˜3n2(ω)/[n(ω)+1]}{sin k˜−k˜[cos k˜
+ in(ω) sin k˜]+ik˜2n(ω) cos k˜−k˜3[cos k˜
− in(ω) sin k˜]n2(ω)/[n2(ω)−1]}−1. (4.15)
As long as the surrounding medium can be treated
as a continuum, Eq. (4.14) [together with Eq. (4.15)]
is exact. It is valid for arbitrary cavity radius and
arbitrary complex refractive index, without restric-
tion to transition frequencies far from medium reso-
nances.
When the cavity radius is much smaller than the
wavelength of the atomic transition, i.e., RωA/c =
k˜(ωA)≪ 1, then the real-cavity model of local-field
correction is realized. In this case, CN1 (ωA) can be
expanded in powers of k˜(ωA) to obtain [Scheel et al.
(1999b); Tomasˇ (2001)]
Γ = Γ0
∣∣∣∣ 3ε2ε+1
∣∣∣∣
2
{
nR
+
εI
|ε|2
[(
c
ωAR
)3
+
28|ε|2+16εR+1
5|2ε+ 1|2
(
c
ωAR
)
− 2|2ε+1|2
(
2nI |ε|2 + nIεR+nRεI
)]}
+O(ωAR/c), (4.16)
where the dependence of the permittivity ε and the
refractive index n on ωA has been suppressed. For
εI(ωA)=0, i.e, when material absorption is fully dis-
regarded, Eq. (4.16) reproduces exactly local-field
correction factor (4.13). The second term in the
curly brackets essentially results from absorption. It
is seen that material absorption gives rise to a strong
dependence of the decay rate on the cavity radius. In
particular, the leading term proportional to R−3 can
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Figure 2: Spontaneous decay rate [Eq. (4.14)]
of an atom embedded in a dielectric medium as
a function of the atomic transition frequency near
a medium resonance for a single-resonance Drude–
Lorentz-type dielectric [ωP=0.5ωT ; γ/ωT = 10
−2
(solid line), 10−3 (dashed line), and 10−4 (dotted
line)]. The (real-) cavity radius is R=0.02λT .
be regarded as corresponding to nonradiative energy
transfer from the atom to the medium. Examples
of the dependence of rate of spontaneous decay on
the atomic transition frequency are plotted in Fig. 2
for a Drude–Lorentz-type dielectric medium. It is
seen that in the band-gap region (where for a non-
absorbing medium spontaneous emission would be
inhibited) the decay rate can drastically increase,
because of the non-radiative decay channel associ-
ated with absorption. Note that the strongest en-
hancement of spontaneous decay is observed at ωA
≃
√
ω2T+
3
2ω
2
P , which [for small values of εI(ωA)] cor-
responds to 2ε(ωA)+ 1≃ 0.
5 PLANAR SURFACE
Let us turn to the problem of spontaneous decay of
an excited atom located near the surface of a half-
space medium. For real permittivity, configurations
of that type have been studied extensively in con-
nection with Casimir and van der Waals forces [see,
e.g., Meschede et al. (1990); Fichet et al. (1995)
and references therein] and with regard to scanning
near-field optical microscopy [see, e.g., Henkel et al.
(1998)].
To be more specific, let us consider two infinite
half-spaces such that
ε(r, ω) =
{
ε(ω) if z ≤ 0
1 if z > 0
. (5.1)
For z > 0, the reflection part of the Green tensor
reads [Maradudin et al. (1975); Mills et al. (1975);
Tomasˇ (1995); Ho et al. (1998)]
GRxx(z, z, ω) = −
i
8πk2
∫ ∞
0
dk‖ k‖β e
2iβzrp(k‖)
+
i
8π
∫ ∞
0
dk‖
k‖e
2iβz
β
rs(k‖), (5.2)
GRyy(z, z, ω) = G
R
xx(z, z, ω), (5.3)
GRzz(z, z, ω) =
i
4πk2
∫ ∞
0
dk‖ k
3
‖
e2iβz
β
rp(k‖) (5.4)
[k= ω/c, β = (k2 − k2‖)1/2], where rp(k‖) and rs(k‖)
are respectively the familiar Fresnel reflection coef-
ficients for p- (TM) and s- (TE) polarized waves.
Substitution of these expressions (ω = ωA) into
Eqs. (3.22) and (3.23) yields the decay rate and the
line shift of an atom at a distance z from the sur-
face [Agarwal (1975); Agarwal et al. (1977); Scheel
et al. (1999c)], which are in agreement with classical
results [see, e.g., Chance et al. (1978) and references
therein].
When the distance of the atom from the surface
is small compared to the wavelength, kz≪ 1, then
the integrals in Eqs. (5.2) – (5.4) can be evaluated
asymptotically to give [Scheel et al. (1999c)]
GRzz(z, z, ω) =
1
16πk2z3
n2(ω)− 1
n2(ω) + 1
+
1
8πz
[n(ω)− 1]2
n(ω)[n(ω) + 1]
+
ik
12π
[n(ω)− 1][2n(ω) − 1]
n(ω)[n(ω) + 1]
+O(kz), (5.5)
GRxx(z, z, ω)=
1
2G
R
zz(z, z, ω)−
1
16πz
n2(ω)−1
n2(ω)+1
− ik
3π
n(ω)− 1
n(ω) + 1
+O(kz), (5.6)
GRyy(z, z, ω) = G
R
xx(z, z, ω). (5.7)
Inserting Eqs. (5.5) – (5.7) into Eq. (3.22) yields
Γ =
3Γ0
8
(
1 +
d2z
d2
)(
c
ωAz
)3
× εI(ωA)|ε(ωA) + 1|2 +O
(
c
ωAz
)
. (5.8)
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The leading (∼ z−3) term is the same as in the micro-
scopic approach by Yeung et al. (1996). This term,
which is proportional to εI(ωA), is closely related
to nonradiative decay, i.e., energy transfer from the
atom to the medium. Obviously, a change of εI(ωA)
mostly affects the near-surface behavior of the decay
rate. Note that the distance of the atom from the
surface must not be smaller than interatomic dis-
tances in the medium (otherwise an interface can-
not be defined). Examples of the spontaneous de-
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Figure 3: The rate of spontaneous decay of
an excited atom near a planar dielectric half-
space is shown as a function of the transition fre-
quency for an x-oriented transition dipole moment
and a single-resonance Drude–Lorentz-type dielec-
tric [ωP=0.5ωT ; γ/ωT =10
−2 (solid line), 10−3
(dashed line), and 10−4 (dotted line); z=0.05λT ].
The inset illustrates the dependence on the distance
of the decay rate [γ/ωT = 10
−3; ωA/ωT = 0.9 (solid
line), 1.06 (dashed line)].
cay rate are shown in Fig. 3 for dielectric matter of
Drude–Lorentz type. Note the strong absorption-
assisted enhancement of spontaneous decay that is
observed inside the band gap at ωA≃
√
ω2T+
1
2ω
2
P .
It corresponds [for small values of εI(ωA)] to the
condition ε(ωA)+1≃ 0, which marks the position of
the highest density of the surface-guided waves [cf.
Eq. (4.10)].
Similarly, from Eq. (3.23) together with Eqs. (5.5)
– (5.7), the line shift due to the presence of the
macroscopic body reads
δωA =
3Γ0
32
(
1 +
d2z
d2
)(
c
ωAz
)3
× |ε(ωA)|
2 − 1
|ε(ωA) + 1|2 +O
(
c
ωAz
)
. (5.9)
In contrast to the decay rate, here the leading
(∼ z−3) term even appears when absorption is disre-
garded [εI(ωA)= 0].
6 SPHERICAL MICRO-
RESONATOR
In Section 4.2, an atom in a microsphere whose ra-
dius is much smaller than the wavelength of the
atomic transition was considered. If the radius is
not small compared with the wavelength, the cav-
ity can act as a resonator. It is well known that
the spontaneous decay of an excited atom can be
strongly modified when it is placed in a microres-
onator [Hinds (1991); Haroche (1992); Meschede
(1992); Meystre (1992); Berman (Ed., 1994); Kim-
ble (1998)]. There are typically two qualitatively
different regimes: the weak-coupling regime and
the strong-coupling regime. In the weak-coupling
regime the Markov approximation applies and a
monotonous exponential decay is observed, the de-
cay rate being enhanced or reduced compared to the
free-space value depending on whether the atomic
transition frequency fits a cavity resonance or not.
The strong-coupling regime, in contrast, is charac-
terized by reversible Rabi oscillations where the en-
ergy of the initially excited atom is periodically ex-
changed between the atom and the radiation field.
This usually requires that the emission is in reso-
nance with a high-quality cavity mode.
ε(ω)
R1atom
R2
Figure 4: Scheme of the spherical microresonator.
Let us consider an excited atom placed at the cen-
ter of a spherical three-layer structure (Fig. 4). The
outer layer (r >R1) and the inner layer (0≤ r <R2)
are vacuum, whereas the middle layer (R2 ≤ r ≤
R1), which plays the role of the resonator wall, is
matter. In particular for a Drude–Lorentz-type di-
electric, the wall would be perfectly reflecting in the
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band-gap zone, provided that absorption could be
disregarded. Restricting our attention to a true res-
onator, we may assume that the condition R2ωA/c≫
1 is satisfied.
6.1 Weak Coupling
From Eq. (1.3) together with the Green tensor for a
spherical three-layer structure as given in Appendix
A.2, the decay rate becomes [Ho et al. (2000)]
Γ ≃ Γ0Re
[
n(ωA)− i tan(ωAR2/c)
1− in(ωA) tan(ωAR2/c)
]
= Γ0 nR(ωA)[1 + tan
2(ωAR2/c)]
×
{
[1 + nI(ωA) tan(ωAR2/c)]
2
+n2R(ωA) tan
2(ωAR2/c)
}−1
. (6.1)
Note that in Eq. (6.1) it is assumed that
exp[−inI(ωA)(R1 −R2)ωA/c]≪ 1 (thick cavity
wall).
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Figure 5: The rate of spontaneous decay of an
excited atom at the center of a spherical microres-
onator is shown as a function of the transition
frequency for a single-resonance Drude–Lorentz-
type dielectric wall (R2=30λT ; R1−R2=λT ;
ωP=0.5ωT ; γ=10
−2ωT ). The curves in the in-
set correspond to γ/ωT =10
−2 (solid line), 2× 10−2
(dashed line), and 5× 10−2 (dotted line). [After Ho
et al. (2000).]
The dependence on the transition frequency of the
decay rate is illustrated in Fig. 5. It is seen that the
decay rate very sensitively depends on the transi-
tion frequency. Narrow-band enhancement of spon-
taneous decay (Γ/Γ0>1) alternates with broadband
inhibition (Γ/Γ0< 1). The frequencies at which the
maxima of enhancement are observed correspond to
the resonance frequencies of the cavity. Within the
band gap the heights and widths of the frequency
intervals in which spontaneous decay is feasible are
essentially determined by material absorption. Out-
side the band-gap zone the change of the decay rate
is less pronounced, because of the relatively large
input-output coupling, the (small) material absorp-
tion being of secondary importance.
1
0.9 1 1.1
ω  /ω
-20
-10
10
10
W
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Figure 6: The amount of the (outside the resonator)
available radiation energy after spontaneous decay
of an excited atom at the center of a spherical mi-
croresonator is shown as a function of the transition
frequency for a single-resonance Drude–Lorentz-type
dielectric wall [γ/ωT =10
−2 (solid line), 2 × 10−2
(dashed line), 5 × 10−2 (dotted line); the other pa-
rameters are the same as in Fig. 5]. [After Ho et al.
(2000).]
The widths of the resonance lines are responsi-
ble for the damping of the corresponding intracavity
field (mode). There are two damping mechanisms:
photon leakage to the outside of the cavity and pho-
ton absorption by the cavity-wall material. The
first mechanism is the dominant one outside bands
in regions where normal dispersion (dnR/dω> 0) is
observed, while the latter dominates inside band
gaps where anomalous dispersion (dnR/dω< 0) is
observed. To illustrate this in more detail, let us
consider the total amount of radiation energy ob-
served outside the cavity and compare it with the
energy W0= h¯ωA emitted by an atom in free space.
Application of Eq. (3.37) [together with Eqs. (3.34)
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and (3.36)] yields [Ho et al. (2000)]
W
W0
≃ |A
N
l (ωA)|2
1 + Re CNl (ωA)
, (6.2)
with ANl (ωA) and CNl (ωA) being given according to
Eqs. (A.34) and (A.35) respectively. Examples of
the dependence of W/W0 on the atomic transition
frequency are plotted in Fig. 6. It is seen that inside
the band gap most of the energy emitted by the atom
is absorbed by the cavity wall in the course of time,
while outside the band gap the absorption is (for the
chosen values of γ) much less significant. Note that
with increasing value of γ the band gap is smoothed
a little bit, and thus the fraction of light that escapes
from the cavity can increase.
6.2 Strong Coupling
When the coupling between the atom and a cavity
resonance (mid-frequency ωC , line width ∆ωC) is so
strong that the (weak-coupling) decay rate becomes
comparable to the cavity line width, ΓC ∼>∆ωC , the
Markov approximation is no longer adequate. In this
case, the integral equation (3.13) or approximate
equations of the type (3.25) and (3.26) should be
used in order to describe the temporal evolution of
the (upper) atomic state. For the configuration un-
der investigation, the cavity line width can be given
by
∆ωC =
cΓ0
R2ΓC
. (6.3)
Inside a band gap, ΓC is essentially determined
by material absorption. In particular, the single-
resonance Drude–Lorentz model reveals that
ΓC ≃ Γ0 n
2
I(ωC) + 1
nR(ωC)
≃ Γ0
2
√
(ω2L − ω2C)(ω2C − ω2T )
γωC
(6.4)
(γ≪ωT ,ωP ,ω2P /ωT ). Below the band gap radiative
losses dominate and ΓC reads
ΓC ≃ Γ0 nR(ωC) ≃ Γ0
√
ω2L − ω2C
ω2T − ω2C
(6.5)
(nR≫nI).
Typical examples of the time evolution of the
upper-state occupation probability are shown in
Fig. 7. The curves are the exact (numerical) so-
lutions of the integral equation (3.13) [together with
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Figure 7: The temporal evolution of the occupation
probability of the upper state of an initially excited
atom at the center of a spherical microresonator is
shown for a single-resonance Drude–Lorentz-type di-
electric wall [R2=30λT ; R1−R2=λT ; ωP=0.5ωT ;
ωA=1.046448ωT ; Γ0λT /(2c) = 10
−6; γ/ωT =10
−4
(solid line), 5 × 10−4 (dashed line), 10−3 (dotted
line)]. For comparison, the exponential decay in free
space is shown (dashed-dotted line). [After Ho et al.
(2000).]
the kernel function (3.17)] for a (single-resonance)
dielectric wall of Drude–Lorentz type. The figure
shows that with increasing value of the intrinsic ab-
sorption constant γ of the wall material the Rabi
oscillations become less pronounced. Clearly, larger
values of γ mean enlarged absorption probability of
the emitted photon by the cavity wall and thus re-
duced probability of atom-field energy interchange.
7 MICROSPHERE
Light propagating in a dielectric sphere can be
trapped by repeated total internal reflections. When
the round-trip optical path fits integer numbers of
the wavelength, whispering gallery (WG) waves are
formed, which combine extreme photonic confine-
ment with very high quality factors [Collot et al.
(1993); Chang et al. (1996); Gorodetsky et al. (1996);
Vernooy et al. (1998); Uetake et al. (1999)] – prop-
erties that are crucial for cavity QED experiments
[Lin et al. (1992); Barnes et al. (1996); Lermer et al.
(1998); Vernooy et al. (1998); Fujiwara et al. (1999);
Yukawa et al. (1999)] and certain optoelectronical
applications [Chang et al. (1996)]. WG waves are
commonly classified by means of three numbers [Col-
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lot et al. (1993); Chang et al. (1996)]: the angular-
momentum number l, the azimuthal number m, and
the number i of radial maxima of the field inside the
sphere. In the case of a uniform sphere, the WG
waves are (2l+1)-fold degenerate, i.e., the 2l+1
azimuthal resonances belong to the same frequency
ωl,i.
A dielectric microsphere whose permittivity is of
Drude–Lorentz type does not only give rise to WG
waves, but can also feature surface-guided (SG)
waves inside band-gap regions.2 In contrast to WG
waves, each angular-momentum number l is associ-
ated with only one SG wave.
If an excited atom is situated near a dielectric mi-
crosphere, spontaneous decay sensitively depends on
whether or not the transition is tuned to a WG or an
SG resonance. Moreover, whereas WG waves typi-
cally suffer from material absorption, the effect of
material absorption on SG waves is weak in general.
7.1 Decay Rate
Applying Eq. (3.22) together with the Green tensor
of a microsphere (Appendix A.2), the spontaneous
decay rate for a (with respect to the sphere) radially
oriented dipole moment can be given by
Γ⊥ = Γ0
{
1 + 32
∞∑
l=1
[
l(l + 1)(2l + 1)
×Re
(
BNl (ωA)
[
h
(1)
l (kArA)
kArA
]2)]}
, (7.1)
and for a tangential dipole it reads
Γ‖ = Γ0
{
1 + 34
∞∑
l=1
[
(2l + 1)
×Re
(
BMl (ωA)
[
h
(1)
l (kArA)
]2
+BNl (ωA)
[[
kArAh
(1)
l (kArA)
]′
kArA
]2)]}
(7.2)
(kA= ωA/c), where BNl (ωA) is defined according to
Eq. (A.30), and the prime indicates the derivative
with respect to kArA [Ho et al. (2001)].
3 Note that a
2For the dependence on frequency of the quality factors of
WG and SG waves, see Ho et al. (2001).
3Equations (7.1) and (7.2) can be regarded as being the
natural extension of the (classical) theory for nonabsorbing
matter as given by Chew(1987) and Klimov et al. (1996). Note
that when the formulas for nonabsorbing matter are given in
terms of the Green tensor, without an explicit decomposition
in real and imaginary parts, then for the real permittivity the
complex one can be substituted.
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Figure 8: The rate of spontaneous decay of an
excited atom near a microsphere is shown as a
function of the transition frequency for a radially
oriented transition dipole moment and a single-
resonance Drude–Lorentz-type dielectric [R=2λT ;
ωP =0.5ωT ; γ/ωT =10
−4; (a) ∆r=0.02λT ; inset:
γ/ωT =10
−4 (solid line), 10−5 (dashed line), 10−6
(dotted line); (b) ∆r=0.1λT ]. [After Ho et al.
(2001).]
radially oriented transition dipole moment only cou-
ples to TM waves, whereas a tangentially oriented
dipole moment couples to both TM and TE waves.
It is worth noting that when the atom is very close
to the microsphere, then the decay rates Eqs. (7.1)
and (7.2) reduce to exactly the same form as in
Eq. (5.8) for a planar interface, with z being now
the distance between the atom and the surface of the
microsphere. Obviously, nonradiative decay, which
dominates in this case, does not respond sensitively
to the actual radiation-field structure.
The dependence on the transition frequency of
the decay rate, as it is typically observed for not
too small (large) values of the atom-surface distance
(material absorption), is illustrated in Fig. 8 for a
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radially oriented transition dipole moment. Since
it mimics the single-quantum excitation spectrum
of the sphere-assisted (TM) radiation field, the fig-
ure reveals that both the WG and SG field reso-
nances can strongly enhance the spontaneous decay.
Material absorption broadens the resonance lines at
the expense of the heights, and the enhancement
is accordingly reduced [see the inset in Fig. 8(a)].
Clearly, the sphere-assisted enhancement of sponta-
neous decay decreases with increasing distance be-
tween the atom and the sphere [compare Figs. 8(a)
and (b)].
Figure 8 also reveals that SG waves can give rise
to a much stronger enhancement of the spontaneous
decay than WG waves. In particular, with increasing
angular-momentum number the SG field resonance
lines strongly overlap and huge enhancement [e.g.,
of the order of magnitude of 104 for the parameters
chosen in Fig. 8(a)] can be observed for transition
frequencies inside a band gap. When the distance
between the atom and the sphere increases, then the
atom rapidly decouples from that part of the field.
Thus, the huge enhancement of spontaneous decay
rapidly reduces and the interval in which inhibition
of spontaneous decay is typically observed, extends
accordingly [see Fig. 8(b)].
7.2 Frequency Shift
The sphere-assisted frequency shift calculated from
Eq. (3.23) together with the Green tensor given in
Appendix A.2 reads
δω⊥A = −
3Γ0
4
∞∑
l=1
[
l(l + 1)(2l + 1)
× Im
(
BNl (ωA)
[
h
(1)
l (kArA)
kArA
]2)]
(7.3)
for a radially oriented transition dipole moment, and
δω
‖
A = −
3Γ0
8
∞∑
l=1
[
(2l + 1)
× Im
(
BMl (ωA)
[
h
(1)
l (kArA)
]2
+BNl (ωA)
[[
kArAh
(1)
l (kArA)
]′
kArA
]2)]
(7.4)
for a tangentially oscillating dipole.4 Note that the
small quantum corrections that arise from the sec-
4Again, Eqs. (7.3) and (7.4) could be obtained from the
classical theory for nonabsorbing matter [Klimov et al. (1996)];
see footnote 3 on page 16.
-5000
0
5000
10000
0.9 1 1.1
-15
15
0.9403 0.9405
-100
-50
0.9 1
-30
0
30
0.9 1 1.1
(b)
(a)
ω  /ωA T
−
δω
  /
Γ
A
0
Figure 9: The frequency shift in spontaneous
decay of an excited atom near a microsphere
is shown as a function of the transition fre-
quency for a radially oriented transition dipole mo-
ment and a single-resonance Drude–Lorentz-type di-
electric [R=2λT ; ωP =0.5ωT ; γ/ωT =10
−4; (a)
∆r=0.02λT ; (b)∆r=0.1λT ; inset: γ/ωT =10
−4
(solid line), 10−5 (dashed line), 10−6 (dotted line)].
[After Ho et al. (2001).]
ond term in Eq. (3.23) have been omitted. For very
small distance between the atom and the sphere,
Eqs. (7.3) and (7.4) acquire the same form as for
a planar interface, Eq. (5.9).
In Fig. 9, an example of the dependence on the
transition frequency of the frequency shift for a ra-
dially oriented dipole is shown. It is seen that the
field resonances can give rise to noticeable frequency
shifts in the very vicinities of the corresponding
resonance frequencies. Transition frequencies that
are lower (higher) than a resonance frequency are
shifted to lower (higher) frequencies. In close anal-
ogy to the behavior of the decay rate, the frequency
shift is more pronounced for SG resonances than for
WG resonances and can be huge for large angular-
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momentum numbers when the lines of the SG field
resonances strongly overlap.
The behavior of the frequency shift as shown in
Fig. 9(b) can already be seen in the single-resonance
approximation [Ching et al. (1987)]. Let the atomic
transition frequency ωA be close to a resonance fre-
quency ωC of the microsphere and assume that, in a
first approximation, the effect from the other reso-
nances may be ignored. For a Lorentzian resonance
line of width ∆ωC , from Eq. (1.4) it then follows
that
δωA ≃ − P
4π
∫ ∞
−∞
dω
1
ω−ωA
ΓC∆ω
2
C
(ω−ωC)2+∆ω2C
= −ΓC∆ωC
2
ωA − ωC
(ωA − ωC)2 +∆ω2C
, (7.5)
where ΓC (which corresponds to the height of the
line) is the decay rate for ωA= ωC . In particular,
Eq. (7.5) indicates that the frequency shift peaks at
half maximum on both sides of the resonance line.
With increasing material absorption, the linewidth
∆ωC increases while ΓC decreases, and thus the ab-
solute value of the frequency shift is reduced, the
distance between the maximum and the minimum
being somewhat increased. With decreasing distance
between the atom and the microsphere near-field ef-
fects become important and Eq. (7.5) fails, as it can
be seen from a comparison of Figs. 9(a) and (b).
7.3 Emitted-Light Intensity
7.3.1 Spatial distribution
Substitution into Eq. (3.35) of the expression for the
Green tensor (Appendix A.2) yields (θA=φA=0,
rA≤ r)
F⊥(r, rA, ωA) =
k3Ad
4πε0
∞∑
l=1
{
(2l + 1)
× 1
kArA
[
jl(kArA) + BNl (ωA)h(1)l (kArA)
]
×
[
er l(l+1)
h
(1)
l (kAr)
kAr
Pl(cos θ)
− eθ
[kAr h
(1)
l (kAr)]
′
kAr
sin θP ′l (cos θ)
]}
(7.6)
for a radially oriented transition dipole moment, and
F‖(r, rA, ωA) =
k3Ad
4πε0
∞∑
l=1
{
(2l + 1)
l(l + 1)
[
er cosφ
× B˜Nl l(l+1)
h
(1)
l (kAr)
kAr
sin θP ′l (cos θ)
+ eθ cosφ
(
B˜Ml h(1)l (kAr)P ′l (cos θ)
+ B˜Nl
[kAr h
(1)
l (kAr)]
′
kAr
P˜l(cos θ)
)
− eφ sinφ
(
B˜Ml h(1)l (kAr)P˜l(cos θ)
+ B˜Nl
[kAr h
(1)
l (kAr)]
′
kAr
P ′l (cos θ)
)]}
(7.7)
for a tangentially oriented dipole in the xz-plane.
Here the abbreviating notations
B˜Nl =
1
kArA
{
[kArAjl(kArA)]
′
+BNl (ωA)[kArAh(1)l (kArA)]′
}
, (7.8)
B˜Ml = jl(kArA) + BMl (ωA)h(1)l (kArA), (7.9)
P˜l(cos θ) = l(l + 1)Pl(cos θ)− cos θP ′l (cos θ) (7.10)
have been introduced. |F⊥(‖)(r, rA, ωA)|2 deter-
mines, according to Eq. (3.34), the spatial distribu-
tion of the light emitted by a radially (tangentially)
oriented dipole.
Let us restrict our attention to a radially ori-
ented transition dipole moment. Examples of
|F⊥(r, rA, ωA)|2 are plotted in Fig. 10. In this case,
the far field is essentially determined by F⊥θ , as an
inspection of Eq. (7.6) reveals. When the atomic
transition frequency coincides with the frequency of
a WG wave of angular-momentum number l far from
the band gap [Fig. 10(a)], then the corresponding
l-term in the series (7.6) obviously yields the lead-
ing contribution to the emitted radiation, whose an-
gular distribution is significantly determined by the
term ∼ sin θ P ′l (cos θ). Thus, the emission pattern
has l lobes in, say, the yz-plane, i.e., l cone-shaped
peaks around the z-axis, because of symmetry rea-
sons. The lobes near θ=0 and θ=π are the most
dominant ones in general, because of
− sin θP ′l (cos θ) ∼ (sin θ)−1/2 +O
(
l−1
)
(7.11)
(0<θ≤π). Note that the superposition of the lead-
ing term with the remaining terms in series (7.6)
gives rise to some asymmetry with respect to the
plane θ=π/2.
When the atomic transition frequency approaches
(from below) a band gap (but is still outside it), a
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Figure 10: Polar diagrams of the far-field emission pattern |F⊥(r, rA, ωA)|2/(k3Ad/4πε0)2 of a radially
oscillating dipole near a single-resonance Drude–Lorentz-type dielectric microsphere [R=2λT ; ωP =0.5ωT ;
γ/ωT =10
−4; ∆r=0.02λT ; r=20λT ; ωA/ωT =0.94042 (a), 0.999 (b), 1.02811 (c), 1.06 (d). [After Ho et
al. (2001).]
strikingly different behavior is observed [Fig. 10(b)].
The emission pattern changes to a two-lobe structure
similar to that observed in free space, but bent away
from the microsphere surface, the emission intensity
being very small. Since near a band gap absorption
losses dominate, a photon that is resonantly emitted
is almost certainly absorbed and does not contribute
to the far field in general. If the photon is emitted in
a lower-order WG wave where radiative losses domi-
nate, it has a bigger chance to escape. The superpo-
sition of all these weak (off-resonant) contributions
just form the two-lobe emission pattern observed,
as it can also be seen from careful inspection of the
series (7.6).
When the atomic transition frequency is inside
a band gap and coincides with the frequency of a
SG wave of low order such that the radiative losses
dominate, then the emission pattern resembles that
observed for resonant interaction with a low-order
WG wave [compare Figs. 10(a) and (c)]. With in-
creasing transition frequency the absorption losses
become substantial and eventually change the
emission pattern in a quite similar way as do below
the band gap [compare Figs. 10(b) and (d)]. Obvi-
ously, the respective explanations are similar in the
two cases.
7.3.2 Radiative versus nonradiative decay
Since the imaginary part of both the vacuum Green
tensor GV and the scattering term GR is transverse,
the decay rate (1.3) results from the coupling of the
atom to the transverse part of the electromagnetic
field. Nevertheless, the decay of the excited atomic
state must not necessarily be accompanied by the
emission of a real photon, but instead a matter quan-
tum can be created, because of material absorption.
To compare the two decay channels, let us consider,
according to Eq. (3.37), the fraction W/W0 of the
atomic (transition) energy that is irradiated by an
atom with a radially oriented transition dipole mo-
ment. Using Eqs. (3.34) and (7.6), one derives [Ho
et al. (2001)]
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Figure 11: The fraction of emitted radiation energy
in spontaneous decay of an excited atom placed near
a microsphere is shown as a function of the transition
frequency for a radially oriented transition dipole
moment and a single-resonance Drude–Lorentz-
type dielectric [R=2λT ; ωP =0.5ωT ; γ/ωT =10
−4;
∆r=0.02λT ; γ/ωT =10
−4 (a), 10−6 (b). [After Ho
et al. (2001).]
W
W0
=
3Γ0
2Γ⊥
∞∑
l=1
l(l + 1)(2l + 1)
(kArA)2
×
∣∣∣jl(kArA)+BNl (ωA)h(1)l (kArA)∣∣∣2. (7.12)
Recall that W/W0=1 implies fully radiative decay,
while W/W0=0 implies fully nonradiative one.
The dependence of the ratio W/W0 on the atomic
transition frequency is illustrated in Fig. 11. The
minima at the WG field resonance frequencies indi-
cate that the nonradiative decay is enhanced relative
to the radiative one. Obviously, photons at these
frequencies are captured inside the microsphere for
some time, and hence the probability of photon ab-
sorption is increased. For transition frequencies in-
side a band gap, two regions can be distinguished.
In the low-frequency region, where low-order SG
waves are typically excited, radiative decay domi-
nates. Here, the light penetration depth into the
sphere is small and the probability of a photon be-
ing absorbed is small as well. With increasing atomic
transition frequency the penetration depth increases
and the chance of a photon to escape drastically di-
minishes. As a result, nonradiative decay dominates.
Clearly, the strength of the effect decreases with
decreasing material absorption [compare Fig. 11(a)
with (b)].
From the figure two well pronounced minima of
the totally emitted light energy, i.e., noticeable max-
ima of the energy transfer to the matter, are seen for
transition frequencies inside the band gap. The first
minimum results from the overlapping high-order
SG waves that mainly underly absorption losses.
The second one is observed at the longitudinal reso-
nance frequency of the medium. It can be attributed
to the atomic near-field interaction with the longitu-
dinal component of the medium-assisted electromag-
netic field, the strength of the longitudinal field res-
onance being proportional to εI . Hence, the dip at
the longitudinal frequency of the emitted radiation
energy reduces with decreasing material absorption
and may disappear when the atom is moved suffi-
ciently away from the surface.
7.3.3 Temporal evolution
Throughout this section we have restricted our at-
tention to the weak-coupling regime where the ex-
cited atomic state decays exponentially, Eq. (3.21).
When retardation is disregarded, then the intensity
of the emitted light (at some chosen space point)
simply decreases exponentially, Eq. (3.34). To study
the effect of retardation, the frequency integral in
the exact equation (3.29) must be performed numer-
ically in general.
Typical examples of the temporal evolution of the
far-field intensity are shown in Fig. 12 for a radi-
ally oriented transition dipole moment in the case
when the atomic transition frequency coincides with
the frequency of a WG wave. Whereas the long-
time behavior of the intensity of the emitted light
is, with little error, exponential, the short-time be-
havior (on a time scale given by the atomic decay
time) sensitively depends on the quality factor [Q
∼ 103 in Fig. 12(a), Q ∼ 104 in Fig. 12(b)]. The
observed delay between the upper-state atomic pop-
ulation and the intensity of the emitted light can be
quite large for a high-Q microsphere, because the
20
00.005
0.01
0 0.05 0.1
fie
ld
 in
te
ns
ity
0
(b)
(a)
Γ t
Figure 12: Exact (solid lines) and approximate
(dashed lines) temporal evolution of the far-field
intensity I(r, t)/(k3Ad/4πε0)
2 at a fixed point of
observation of a radially oscillating dipole near
a single-resonance Drude–Lorentz-type dielectric
microsphere [R=2λT ; ωP =0.5ωT ; γ/ωT =10
−4;
∆r=0.02λT ; r=20λT ; θ=3; Γ0/ωT =10
−7;
ωA=0.91779ωT (a), 0.94042ωT (b). [After Ho et
al. (2001).]
time that a photon spends in the sphere increases
with the Q value. Further, in the short-time domain
some kink-like fine structure is observed, which ob-
viously reflects the different arrival times associated
with multiple reflections.
7.4 Metallic Microsphere
The permittivity of a metal (on the basis of the
Drude model) can be obtained by setting in Eq. (4.1)
the lowest resonance frequency ωTα equal to zero.
Thus, the results derived for the band gap of a dielec-
tric microsphere also apply, for appropriately chosen
values of the corresponding ωPα≡ωP and γα≡ γ, to
a metallic sphere. In particular, the results obtained
in the nonretardation limit (c→∞) and for small
sphere sizes (R≪λP ) [Ruppin (1982); Agarwal et
al. (1983)] are recovered.
The dependence of the decay rate on the transi-
tion frequency of an excited atom near a metallic
microsphere is illustrated in Fig. 13 for R>λP . The
inset shows the emission pattern for the case when
the atomic transition frequency coincides with the
frequency of a SG wave. Note that the SG field
resonances seen in Fig. 13 obey, according to condi-
tion (4.10), the relation ω/ωP < 1/
√
2≃ 0.71. When
the radius of the microsphere becomes substantially
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Figure 13: The decay rate of an atom near a
metallic microsphere is shown as a function of the
transition frequency for a radially oriented transi-
tion dipole moment and a single-resonance metal
of Drude type [R=5λP ; γ/ωP =0.005; ∆r=0.1λP .
Inset: polar diagram of the far-field emission pat-
tern |F⊥(r, rA, ωA)|2/(k3Aµ/4πǫ0)2 for r=50λP and
ωA/ωP =0.5026. [After Ho et al. (2001).]
smaller than the wavelength λP , then distinct peaks
are only seen for a few lowest-order resonances [Rup-
pin (1982); Agarwal et al. (1983)]. It is worth not-
ing that, in contrast to dielectric matter, a large
absorption in metals can substantially enhance the
near-surface divergence of the decay rate, Eq. (5.8),
which is in agreement with experimental observa-
tions of the fluorescence from dye molecules near a
planar metal surface [Drexhage (1974)].
8 QUANTUM CORRELATIONS
Let us finally address the problem of spontaneous
decay of an atom in the case when there is a second
atom that is resonantly dipole-dipole coupled to the
first one. Similarly to single-atom spontaneous de-
cay, the dipole-dipole interaction can be controlled
by the presence of macroscopic bodies. Various as-
pects of the problem have been discussed for bulk
material [Knoester et al. (1989)], photonic crystals
[Kurizki et al. (1988); Kurizki (1990); John et al.
(1995); Bay et al. (1997); Rupasov et al. (1997)],
optical lattices [Goldstein et al. (1997b); Guzman et
al. (1998)], planar cavities [Kobayashi et al. (1995a);
Agarwal et al. (1998)] (and unspecified cavities [Kur-
izki et al. (1996); Goldstein et al. (1997a)]), and mi-
crospheres [Agarwal et al. (2000)]. In particular, res-
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onant energy transfer realized through dipole-dipole
interaction has been studied theoretically for bulk
material [Juzeliu¯nas et al. (1994a,b)], microspheres
[Gersten et al. (1984); Druger et al. (1987); Leung et
al. (1988)], and planar microcavities [Kobayashi et
al. (1995a,b)], and experimentally for droplets [Folan
et al. (1985)] and planar microstructures [Hopmeier
et al. (1999); Andrew et al. (2000)], with potential
for enhanced photon-harvesting systems and optical
networks.
Interatomic interaction can give rise to nonclassi-
cal correlation and may be used for entangled-state
preparation, which has been of increasing interest in
the study of fundamental issues of quantum mechan-
ics and with regard to application in quantum infor-
mation processing. The entanglement, which is very
weak in free space, may be expected to be enhanced
significantly in resonator-like equipments. Propos-
als have been made for entangling spatially sepa-
rated atoms in Jaynes-Cummings systems through
sequential or simultaneous strong atom-field cou-
pling [Kudryavtsev et al. (1993); Phoenix et al.
(1993); Cirac et al. (1994); Freyberger et al. (1996);
Gerry (1996); Plenio et al. (1999); Beige et al.
(2000)].
Unfortunately, the Jaynes-Cummings model does
not give any indication of the influence on entan-
glement of the actual properties (such as form and
intrinsic dispersion and absorption) of the bodies in
a really used scheme. From Section 3.3 we know that
not only the evolution of a single atom but also the
mutual evolution of two atoms is fully determined
by the Green tensor according to the chosen config-
uration of macroscopic bodies. The formalism thus
renders it possible to examine interatom quantum
correlations established in the presence of arbitrary
macroscopic body.
8.1 Entangled-state preparation
Weak Coupling Let us consider, e.g., two atoms
near a microsphere of the type studied in Sec-
tion 7. To be more specific, let as assume that
the (two-level) atoms are of the same kind, that
they are located at diametrically opposite positions
(rA=−rB), and that their transition dipole mo-
ments are radially oriented.
Obviously, the conditions (3.44) and (3.45) are ful-
filled for such a system, so that from Eqs. (3.51) and
(3.53) together with the Green tensor for a micro-
sphere (Appendix A.2) one then finds that
Γ⊥± =
3
2Γ0
∞∑
l=1
Re
{
l(l + 1)(2l + 1)
(kArA)2
×
[
jl(kArA) + BNl (ωA)h(1)l (kArA)
]
×h(1)l (kArA)
[
1∓ (−1)l
]}
. (8.1)
When atom A is initially in the upper state and atom
B is accordingly in the lower state, then the two su-
perposition states |+〉 and |−〉, Eq. (3.49), are ini-
tially equally excited [C+(0)=C−(0) =2
− 1
2 ]. If the
atomic transition frequency coincides with a micro-
sphere resonance, the most significant contribution
to the single-atom decay rate Γ⊥, Eq. (7.1), comes
(for sufficiently small atom-surface distance) from
the corresponding term in the l-sum, i.e.,
Γ⊥ ≃ 32Γ0 l(l + 1)(2l + 1)
×Re
{[
h
(1)
l (kArA)
kArA
]2
BNl (ωA)
}
, (8.2)
and Eq. (8.1) can be approximated as follows:
Γ⊥± ≃ Γ⊥
[
1∓ (−1)l
]
. (8.3)
Hence Γ−≫Γ+ (Γ+≫Γ−) if l is even (odd), i.e., the
state |−〉 (|+〉) decays much faster than the state |+〉
(|−〉).
Consequently, there exists a time window, dur-
ing which the overall system is prepared in an en-
tangled state that is a superposition of the state
with the atoms being in the state |+〉 (|−〉) and the
medium-assisted field being in the ground state, and
all the states with the atoms being in the lower state
|L〉 and the medium-assisted field being in a single-
quantum Fock state. The window is opened when
the state |−〉 (|+〉) has already decayed while the
state |L〉 emerges, and it is closed roughly after the
lifetime of the state |+〉 (|−〉). As a result, the two
atoms are also entangled to each other. The state is
a statistical mixture, the density operator of which
is obtained from the density operator of the over-
all system by taking the trace with respect to the
medium-assisted field. Within approximation (8.3)
it takes the form of
ρˆA ≃ |C±(t)|2|±〉〈±|+
[
1− |C±(t)|2
] |L〉〈L|, (8.4)
where
C±(t) ≃ 2−1/2e−Γ±t. (8.5)
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Figure 14: The dependence of the decay rates
Γ+ (solid line) and Γ− (dashed line) on (a) the
transition frequency and (b) the distance of the
atoms from a microsphere is shown for two atoms
at (with respect to a sphere) diametrically oppo-
site positions, radially oriented transition dipole
moments, and a single-resonance Drude–Lorentz-
type dielectric [R=10λT ; ωP =0.5ωT ; γ=10
−6ωT ;
∆rB =∆rA≥ 10−2 λT ; (a) ∆rA=0.02λT ; (b)
ωA≃ 1.0501ωT ].
Applying the criterion suggested by Peres (1996),
it is not difficult to prove that the state (8.4) is in-
deed inseparable. It is worth noting that the atoms
become entangled within the weak-coupling regime,
starting from the state |UA〉 (or |UB〉) and the vac-
uum field. In the language of (Markovian) damping
theory one would probably say that the two atoms
are coupled to the same dissipative system, which
gives rise to the quantum coherence.
The frequency dependence of Γ± as given by
Eq. (8.1) is illustrated in Fig. 14(a) for a frequency
interval inside a band gap, and the dependence on
the atom-surface distance is illustrated in Fig. 14(b).
We see that the values of Γ+ and Γ− can be substan-
tially different from each other before they tend to
the free-space rate Γ0 as the distance from the sphere
becomes sufficiently large. In particular, the decay
of one of the states |+〉 or |−〉 can strongly be sup-
pressed [see the minimum value of Γ+ in Fig. 14(b)]
at the expense of the other one, which rapidly de-
cays. Note that Γ+ also differs from Γ− for two
atoms in free space [DeVoe et al. (1996)]. However,
the difference that occurs by mediation of the micro-
sphere is much larger. For example, at the distance
for which in Fig. 14(b) Γ+ attains the minimum
the ratio Γ−/Γ+≃ 67000 is observed, which is to be
compared with the free-space ratio Γ−/Γ+≃ 1.0005.
The effect may become even more pronounced for
larger microsphere sizes and lower material absorp-
tion, i.e., sharper microsphere resonances. Needless
to say that it is not only observed for SG waves con-
sidered in Fig. 14, but also for WG waves.
Strong Coupling Entangled-state preparation in
the weak-coupling regime has the advantage that it
could routinely be achieved experimentally. How-
ever, the value of |C+(t)|2 in Eq. (8.4) (or the value of
|C−(t)|2 in the corresponding equation for the state
|−〉) is always less than 1/2. In order to achieve a
higher degree of entanglement, the strong-coupling
regime is required.
Let us assume that the two atoms are initially in
the ground state and the medium-assisted field is
excited. The field excitation can be achieved, for ex-
ample, by coupling an excited atom D to the micro-
sphere and then making sure that the atomic excita-
tion is transferred to the field (cf. Section 3.1). If the
atom D strongly interacts with the field, the excita-
tion transfer can be controlled by adjusting the inter-
action time. Another possibility would be measur-
ing the state populations and discarding the events
where the atom is found in the upper state. Here
we restrict our attention to the first method and as-
sume that all three atoms D, A, and B strongly
interact with the same microsphere resonance (of
mid-frequency ωC and line width ∆ωC). According
to Eq. (3.26), the upper-state probability amplitude
CUD(t) of atom D reads
CUD(t) = e
−∆ωC(t+∆t)/2 cos[ΩD(t+∆t)/2], (8.6)
with ΩD being given according to Eq. (3.27). For
∆t = π/ΩD, (8.7)
the initially (i.e., at time t=−∆t) excited atom D
is at time t=0 in the lower state [CUD(0)= 0].
From the preceding subsection we know that
when the resonance angular-momentum number l
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is odd (even), then the state |+〉 (|−〉) “feels” a
sharply peaked high density of medium-assisted field
states, so that a strong-coupling approximation of
the type (3.24) applies. The state |−〉 (|+〉), in
contrast, “feels” a flat one and the (weak-coupling)
Markov approximation applies. Assuming atom A
(or B) is at the same position as was atom D, from
Eqs. (3.47), (8.6), and (8.7) we then find that
C±(t) ≃ −e−∆ωC(t+pi/ΩD)/2 sin(Ω±t/2) (8.8)
[with Ω± according to Eq. (3.27)] and
C∓(t) ≃ 0 (8.9)
(the sign of C−(t) in Eq. (8.8) is reversed if atom B is
at the same position as was atom D). Note that Ω±
= 2
1
2Ω, because of Eq. (8.3). The two-atom entan-
gled state is again of the form given in Eq. (8.4), but
now the weight of the state |+〉 (|−〉) can reach val-
ues larger 1/2, provided that the resonance linewidth
∆ωC is small enough.
8.2 Violation of Bell’s inequality
Violations of Bell’s inequalities provide support to
quantum mechanics versus local (hidden-variables)
theories [Bell (1965); Clauser et al. (1969)]. De-
spite outstanding progress5 in the test of Bell’s in-
equalities, a decisive experiment to rule out any lo-
cal realistic theory is yet to be performed [Vaidman
(2001)], and the problem continues to attract much
attention. Though entangled states of spatially sep-
arated atoms in a cavity have been observed [Hagley
et al. (1997)], a test of Bell’s inequalities for such a
system has yet to be realized.
The Bell’s inequality for spin systems can be writ-
ten in the form of [Bell (1965); Clauser et al. (1969)]
BS = |E(θ1, θ2)− E(θ1, θ′2)
+E(θ′1, θ2) + E(θ
′
1, θ
′
2)| ≤ 2, (8.10)
where
E(θ1, θ2) =
〈
σˆθ1A σˆ
θ2
B
〉
, (8.11)
σˆθA = cos θ σˆ
x
A + sin θ σˆ
y
A. (8.12)
When the atomic state |uA, uB〉 is not populated, as
it is the case for a state of the type (8.4), it is not
difficult to prove that
E(θ1, θ2) = E(θ1 − θ2, 0). (8.13)
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Figure 15: The dependence on time of BS is
shown for two atoms at (with respect to a mi-
crosphere) diametrically opposite positions, radially
oriented transition dipole moments, and a single-
resonance Drude–Lorentz-type dielectric [R=10λT ;
ωP =0.5ωT ; ∆rB =∆rA=0.02λT ; ωA=1.0501ωT ;
Γ0=10
−6 ωT ; ΩD = Ω; γ/ωT =10
−6 (solid line),
10−5 (dashed line)]. (b) Ω/∆ωC versus ∆rA for
γ/ωT =10
−6 (∆rA≥ 10−3 λT ). The inset shows the
variation of the first maximum value of BS in (a).
Let us choose
θ = θ1 − θ2 = θ2 − θ′1 = θ′1 − θ′2 . (8.14)
The inequality (8.10) thus simplifies to
BS = |3E(θ, 0) − E(3θ, 0)| ≤ 2. (8.15)
An entangled state of the type (8.4) can only
give rise to a violation of the Bell’s inequality if
|C+(t)|2≥ 2− 12 ≃ 0.71 [Beige et al. (2000)], which
cannot be achieved in the weak-coupling regime,
Eq. (8.5). It can be achieved, in contrast, in the
5For recent experiments using photons, see Weihs et al.
(1998); Kuzmich et al. (2000), and using trapped ions, see
Rowe et al. (2001).
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strong-coupling regime, Eq. (8.8), where
E(θ, 0) = cos θ |C±(t)|2
= cos θ e−∆ωC(t+pi/ΩD) sin2
(
Ωt/
√
2
)
. (8.16)
Substitution of this expression into in Eq. (8.15)
yields, on choosing θ=π/4,
BS = 2
√
2 e−∆ωC(t+pi/ΩD) sin2
(
Ωt/
√
2
)
, (8.17)
which clearly shows that BS>2 becomes possible as
long as ∆ωC(t+π/ΩD)≪ 1. Examples of the tem-
poral evolution of BS for two atoms near a dielectric
microsphere are shown in Fig. 15(a). In Figure 15(b)
the dependence of the ratio Ω/∆ωC on the distance
of the atoms from the sphere is plotted. The strong-
coupling regime can be observed for distances for
which Ω/∆ωC≫ 1 is valid. The inset reveals that
the maximum value of BS decreases with increasing
atom-surface distance and reduces below the thresh-
old value of 2 still in the strong-coupling regime.
9 SUMMARY
We have studied spontaneous decay in the pres-
ence of dispersing and absorbing macroscopic bod-
ies, basing on quantization of the (macroscopic) elec-
tromagnetic field in arbitrary linear, causal media.
The formalism covers both weak and strong cou-
plings and enables one to include the material ab-
sorption and dispersion in a consistent way, without
restriction to a particular frequency domain. It re-
places the standard concept of orthogonal-mode de-
composition, which requires real permittivities and
thus does not allow for material absorption, with a
source-quantity representation in terms of the classi-
cal Green tensor and appropriately chosen bosonic-
field variables. All relevant information about the
bodies such as form and intrinsic dispersion and ab-
sorption properties are contained in the Green ten-
sor.
The formalism has been applied to study spon-
taneous decay of a single atom in the presence of
various absorbing and dispersing macroscopic bod-
ies, including open configurations such as bulk and
planar half space media, and closed configurations
such as a spherical cavity or a microsphere. Ab-
sorption can noticeably influence spontaneous decay.
So, the decay rate in absorbing bulk material takes
a much more complicated form than one would ex-
pect from the simple product form that is commonly
used for nonabsorbing matter. The decay rate of an
atom located very near a planar surface shows that
due to material absorption the decay rate drastically
rises as the atom approaches the surface of the body,
because of near-field assisted (nonradiative) energy
transfer from the atom to the medium. In fact, this
is valid for an atom that is sufficiently near an arbi-
trary body, because for short enough atom–surface
distances, any curved surface can be approximated
by a planar one.
Spontaneous decay can strongly be influenced by
field resonances that can appear due to the presence
of macroscopic bodies, depending on whether the
atomic transition frequency is tuned to a field reso-
nance or not. In particular, the decay process can
be mainly radiative or nonradiative, which depends
on whether the radiative losses due to input-output
coupling or the losses due to material absorption
dominate. In particular, to understand what hap-
pens when the atomic transition frequency is inside
a band-gap zone of a body, inclusion in the study of
material absorption is necessary.
Finally, spontaneous decay of (two) dipole-dipole
coupled atoms in the presence of macroscopic bodies
offers the possibility of entangled state preparation
and verification of the violation of Bell’s inequalities.
Whereas entangled states can already be prepared
in the weak-coupling regime, violation of Bell’s in-
equalities requires the strong-coupling regime, the
ultimate limits being given by material absorption.
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A THE GREEN TENSOR
A.1 Bulk Medium
For bulk material the Green tensor reads as
(ρ= r− r′)
G(r, r′, ω) =
[
∇
r ⊗∇r+Iq2(ω)] eiq(ω)ρ
4πq2(ω)ρ
, (A.1)
where
q(ω) =
√
ε(ω)ω/c. (A.2)
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It can be decomposed into a longitudinal and a
transverse part,
G(r, r′, ω) = G‖(r, r′, ω) +G⊥(r, r′, ω), (A.3)
where
G‖(r, r′, ω) = − 1
4πq2
[
4π
3
δ(ρ)I
+
(
I − 3ρ⊗ ρ
ρ2
)
1
ρ3
]
(A.4)
and
G⊥(r, r′, ω) =
1
4πq2
{(
I − 3ρ ⊗ ρ
ρ2
)
1
ρ3
+ q3
[(
1
qρ
+
i
(qρ)2
− 1
(qρ)3
)
I
−
(
1
qρ
+
3i
(qρ)2
− 3
(qρ)3
)
ρ⊗ ρ
ρ2
]
eiqρ
}
. (A.5)
In particular, from Eq. (A.5) it follows that
ImG⊥(r, r, ω) = lim
r
′→r
ImG⊥(r, r′, ω)
=
ω
6πc
nR(ω)I. (A.6)
A.2 Spherical Multilayers
The Green tensor of a spherical structure, consisting
of N concentric layers, enumerated from outward in
(the outmost layer labeled as layer 1, the innermost
layer as layer N ), can be decomposed into two parts
G(r, r′, ω) = G(s)(r, r′, ω)δfs +G
(fs)(r, r′, ω),
(A.7)
where G(s)(r, r′, ω) represents the contribution of
the direct waves from the source in an unbounded
space, and G(fs)(r, r′, ω) is the scattering part that
describes the contribution of the multiple reflection
(f = s) and transmission (f 6= s) due to the presence
of the surfaces of discontinuity (f and s, respectively,
refer to the regions where are the field and source
points r and r′). In Eq. (A.7), G(s) is nothing but
the bulk-material Green tensor (A.1). In the (local)
spherical coordinate systems it reads as [see, e.g., Li
et al. (1994)]
G(s)(r, r′, ω) =
er ⊗ er
k2s
δ(r − r′)
+
iks
4π
∑
e
o
∞∑
l=1
l∑
m=0
{
2l+1
l(l+1)
(l−m)!
(l+m)!
(2−δ0m)
×
[
M
(1)
e
o
lm
(r, ks)⊗M e
o
lm(r
′, ks)
+N
(1)
e
o
lm
(r, ks)⊗N e
o
lm(r
′, ks)
]}
(A.8)
if r≥ r′, and G(s)(r, r′, ω)=G(s)(r′, r, ω) if r < r′.
The scattering partG(fs)(r, r′, ω) in Eq. (A.7) reads
[Li et al. (1994)]
G(fs)(r, r′, ω)
=
iks
4π
∑
e
o
∞∑
l=1
l∑
m=0
(
2l+1
l(l+1)
(l−m)!
(l+m)!
(2−δ0m)
{
(1− δfN )M(1)e
o
lm
(r, kf )⊗
[
M e
o
lm(r
′, ks)
× (1− δs1)AMl (ω) + M(1)e
o
lm
(r′, ks)(1− δsN )BMl (ω)
]
+(1− δfN )N(1)e
o
lm
(r, kf )⊗
[
N e
o
lm(r
′, ks)
× (1− δs1)ANl (ω) + N(1)e
o
lm
(r′, ks)(1− δsN )BNl (ω)
]
+(1− δf1)M e
o
lm(r, kf )⊗
[
M e
o
lm(r
′, ks)
× (1− δs1)CMl (ω) + M(1)e
o
lm
(r′, ks)(1 − δsN )DMl (ω)
]
+(1− δf1)N e
o
lm(r, kf )⊗
[
N e
o
lm(r
′, ks)
× (1− δs1)CNl (ω)
+N
(1)
e
o
lm
(r′, ks)(1− δsN )DNl (ω)
]})
, (A.9)
where
kf(s) =
√
εf(s)(ω)
ω
c
, (A.10)
and M and N represent TM- and TE-waves, respec-
tively,
M e
o
nm(r, k)=∓
m
sin θ
jn(kr)P
m
n (cos θ)
(
sin
cos
)
(mφ)eθ
−jn(kr)dP
m
n (cos θ)
dθ
(
cos
sin
)
(mφ)eφ , (A.11)
N e
o
nm(r, k)=
n(n+1)
kr
jn(kr)P
m
n (cos θ)
(
cos
sin
)
(mφ)er
+
1
kr
d[rjn(kr)]
dr
[
dPmn (cos θ)
dθ
(
cos
sin
)
(mφ)eθ
∓ m
sin θ
Pmn (cos θ)
(
sin
cos
)
(mφ)eφ
]
, (A.12)
with jn(x) being the spherical Bessel function of the
first kind and Pmn (x) being the associated Legendre
function. The superscript (1) in Eq. (A.9) indicates
that in Eqs. (A.11) and (A.12) the spherical Bessel
function jn(x) has to be replaced by the first-type
spherical Hankel function h
(1)
n (x).
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The coefficients AM,Nl , BM,Nl , CM,Nl , and DM,Nl
are to be found from the coupled recurrence equa-
tions (
AM,N(f+1)s + δ(f+1)s BM,N(f+1)s
CM,N(f+1)s DM,N(f+1)s
)
=
(
1/TM,NFf R
M,N
Ff /T
M,N
Ff
RM,NPf /T
M,N
Pf 1/T
M,N
Pf
)
×
(
AM,Nfs BM,Nfs
CM,Nfs DM,Nfs + δfs
)
, (A.13)
AM,NN s = BM,NN s = CM,N1s = DM,N1s = 0 (A.14)
[with f and s being taken according to Eq. (A.9)].
Here, the coefficients are redefined as
AM,Nl ≡ AM,Nfs , BM,Nl ≡ BM,Nfs ,
CM,Nl ≡ CM,Nfs , DM,Nl ≡ DM,Nfs , (A.15)
and
RMPf =
kf+1H
′
(f+1)fHff−kfH ′ffH(f+1)f
kf+1JffH
′
(f+1)f−kfJ ′ffH(f+1)f
, (A.16)
RMFf =
kf+1J
′
(f+1)fJff−kfJ ′ffJ(f+1)f
kf+1J
′
(f+1)fHff−kfJ(f+1)fH ′ff
, (A.17)
RNPf =
kf+1H(f+1)fH
′
ff−kfHffH ′(f+1)f
kf+1J
′
ffH(f+1)f−kfJffH ′(f+1)f
, (A.18)
RNFf =
kf+1J(f+1)fJ
′
ff−kfJffJ ′(f+1)f
kf+1J(f+1)fH
′
ff−kfJ ′(f+1)fHff
, (A.19)
TMPf =
kf+1[J(f+1)fH
′
(f+1)f−J ′(f+1)fH(f+1)f ]
kf+1JffH
′
(f+1)f−kfJ ′ffH(f+1)f
,
(A.20)
TMFf =
kf+1[J
′
(f+1)fH(f+1)f−J(f+1)fH ′(f+1)f ]
kf+1J
′
(f+1)fHff−kfJ(f+1)fH ′ff
,
(A.21)
TNPf =
kf+1[J
′
(f+1)fH(f+1)f−J(f+1)fH ′(f+1)f ]
kf+1J
′
ffH(f+1)f−kfJffH ′(f+1)f
,
(A.22)
TNFf =
kf+1[J(f+1)fH
′
(f+1)f−J ′(f+1)fH(f+1)f ]
kf+1J(f+1)fH
′
ff−kfJ ′(f+1)fHff
,
(A.23)
with
Jil = jn(kiRl), (A.24)
Hil = h
(1)
n (kiRl), (A.25)
J ′il =
1
ρ
d[ρjn(ρ)]
dρ
∣∣∣∣
ρ=kiRl
, (A.26)
H ′il =
1
ρ
d[ρh
(1)
n (ρ)]
dρ
∣∣∣∣
ρ=kiRl
. (A.27)
The coefficients in the first and the last layers can
be found immediately from Eqs. (A.13) and (A.14).
The rest can be obtained by again using recurrence
equations (A.13).
A.2.1 Two-layered medium
For a sphere of radius R (including the special cases
of an empty sphere in an otherwise homogeneous
medium and a material sphere in vacuum) we have
[Li et al. (1994)]
G(11)(r, r′, ω)
=
ik1
4π
∑
e
o
∞∑
l=1
l∑
m=0
2l + 1
l(l + 1)
(l −m)!
(l +m)!
(2−δ0m)
×
[
BMl (ω)M(1)e
o
lm
(r, k1)⊗M(1)e
o
lm
(r′, k1)
+ BNl (ω)N(1)e
o
lm
(r, k1)⊗N(1)e
o
lm
(r′, k1)
]
(A.28)
(r, r′>R),
G(22)(r, r′, ω)
=
ik2
4π
∑
e
o
∞∑
l=1
l∑
m=0
2l + 1
l(l + 1)
(l −m)!
(l +m)!
(2−δ0m)
×
[
CMl (ω)M e
o
lm(r, k2)⊗M e
o
lm(r
′, k2)
+ CNl (ω)N e
o
lm(r, k2)⊗N e
o
lm(r
′, k2)
]
(A.29)
(r, r′<R), where
BM,Nl (ω) = −RM,NF1 , (A.30)
CM,Nl (ω) = −RM,NF1
TM,NF1 R
M,N
P1
TM,NP1
. (A.31)
A.2.2 Three-layered medium
For three-layered media of radii R1 and R2 (R1 >
R2), the spherical cavity presented in Fig. 4 in par-
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ticular, we have that [Li et al. (1994)]
G(13)(r, r′, ω) =
ik3
4π
∑
e
o
∞∑
n=1
n∑
l=0
×
{
2n+1
n(n+1)
(n−l)!
(n+l)!
(2−δ0l)
×
[
AMl (ω)M(1)e
o
nl
(r, k1)⊗M e
o
nl(r
′, k3)
+ANl (ω)N(1)e
o
nl
(r, k1)⊗N e
o
nl(r
′, k3)
]}
(A.32)
(r < R2, r
′ > R1),
G(33)(r, r′, ω) =
ik3
4π
∑
e
o
∞∑
n=1
n∑
l=0
×
{
2n+1
n(n+1)
(n−l)!
(n+l)!
(2−δ0l)
×
[
CMl (ω)M e
o
nl(r, k1)⊗M e
o
nl(r
′, k3)
+ CNl (ω)N e
o
nl(r, k1)⊗N e
o
nl(r
′, k3)
]}
(A.33)
(r, r′ > R1), where
AM,Nl (ω)=
TM,NF1 T
M,N
F2 T
M,N
P1
TM,NP1 +T
M,N
F1 R
M,N
P1 R
M,N
F2
, (A.34)
CM,Nl (ω)=
AM,Nl
TM,NP2
[
RM,NP2
TM,NF1
+
RM,NP1
TM,NP1
]
. (A.35)
References
Abrikosov, A.A., Gorkov, L.P., and Dzyaloshinski,
I.E. 1975, Methods of Quantum Field Theory in
Statistical Physics, Dover, New York.
Agarwal, G.S. 1975, Phys. Rev. A, 12, 1475.
Agarwal, G.S., and Gupta, S.D. 1998, Phys. Rev. A,
57, 667.
Agarwal, G.S., and Gupta, S.D. 2000, e-print quant-
ph/0011098.
Agarwal, G.S and ONeil, S.V. 1983, Phys. Rev. B,
28, 487.
Agarwal, G.S., and Vollmer, H.D. 1977, Phys. Stat.
Sol. B, 79, 249.
Andrew, P., and Barnes, W.L. 2000, Science, 290,
785.
Barnes, M.D., Kung, C-Y., Whitten, W.B., Ramsey,
J.M., Arnold, S., and Holler, S. 1996, Phys. Rev.
Lett., 76, 3931.
Barnett, S.M., Huttner, B., and Loudon, R. 1992,
Phys. Rev. Lett., 68, 3698.
Barnett, S.M., Huttner, B., Loudon, R., and Mat-
loob, R. 1996, J. Phys. B, 29, 3763.
Bay, S., Lambropoulous, P., and Mølmer, K. 1997,
Phys. Rev. A, 55, 1485.
Beige, A., Munro, W.I., and Knight, P.L. 2000,
Phys. Rev. A, 62, 052102.
Bell, J.S. 1965, Physics 1, 195.
Berman, P.R. (Ed.) 1994, Cavity Quantum Electro-
dynamics, Academic, New York.
Betzig, E., and Chichester, R.J. 1993, Science, 262,
1422.
Bian, R.X., Dunn, R.C., Xie, X.S., and Leung, P.T.
1995, Phys. Rev. Lett., 75, 4772.
Chance, R.R., Prock, A., and Silbey, R. 1978, Ad-
vances in Chemical Physics 37, I. Prigogine and
S.A. Rice (Eds.), Wiley, New York, 1.
Chang, R.K., and Campillo, A.J. (Eds.) 1996, Op-
tical Processes in Microcavities, World Scientific,
Singapore.
28
Chew, H. 1987, J. Chem. Phys., 87, 1355.
Chew, W.C. 1995, Waves and Fields in Inhomoge-
neous Media, IEEE Press, New York.
Ching, S.C., Lai, H.M., and Young, K. 1987, J. Opt.
Soc. Am. B, 4, 2004.
Cirac, J.I., and Zoller, P. 1994, Phys. Rev. A, 50,
R2799.
Clauser, J.F., Horne, M.A., Shimony, A., and Holt,
R.A. 1969, Phys. Rev. Lett., 23, 880.
Collot, L., Lefe`vre-Seguin, V., Brune, M., Raimond,
J.M., and Haroche, S. 1993, Euro. Phys. Lett., 23,
327.
Cook, R.J., and Milonni, P.W. 1987, Phys. Rev. A,
35, 5081.
Crenshaw, M.E., and Bowden, C.M. 2000a, Phys.
Rev. Lett., 85, 1851.
Crenshaw, M.E., and Bowden, C.M. 2000b, Phys.
Rev. A, 63, 013801.
De Martini, F., and Jacobovitz, G.R. 1988, Phys.
Rev. Lett., 60, 1711.
De Martini, F., Di Giuseppe, G., and Marrocco, M.
1996, Phys. Rev. Lett. 76, 900.
De Voe, R.G., and Brewer, R.G. 1996, Phys. Rev.
Lett., 76, 2049.
de Vries, P., and Lagendijk, A. 1998, Phys. Rev.
Lett., 81, 1381.
Dexter, D.L. 1956, Phys. Rev., 101, 48.
di Bartolo, B. 1968, Optical Interactions in Solids,
Wiley, New York.
Drexhage, K.H. 1974, Progess in Optics XII, E. Wolf
(Ed.), North-Holland, Amsterdam, 165.
Druger, S.D. , Arnold, S., and Folan, L.M. 1987, J.
Chem. Phys., 87, 2649.
Feng, X.P., and Ujihara, K. 1989, IEEE J. Quantum
Electron., QE-25, 2332.
Fichet, M., Schuller, F., Bloch, D., and Ducloy, M.
1995, Phys. Rev. A, 51, 1553.
Fleischhauer, M. 1999, Phys. Rev. A, 60, 2534.
Folan, L.M., Arnold, S., and Druger, S.D. 1985,
Chem. Phys. Lett., 118, 322.
Freyberger, M., Aravind, P.K., Horne, M.A., and
Shimony, A. 1996, Phys. Rev. A, 53, 1232.
Fujiwara, H., Sasaki, K., and Masuhara, H. 1999, J.
Appl. Phys., 85, 2052.
Gerry, C.C. 1996, Phys. Rev. A, 53, 2857.
Gersen, H., Garc´ia-Parajo´, M.F., Novotny, L., Veer-
man, J.A., Kuipers, L., and van Hulst, N.F. 2000,
Phys. Rev. Lett., 85, 5312; see also references
therein.
Gersten, J. I., and Nitzan, A. 1984, Chem. Phys.
Lett., 104, 31.
Glauber, R.J., and Lewenstein, M. 1991, Phys. Rev.
A, 43, 467.
Goldstein, E.V., and Meystre, P. 1997a, Phys. Rev.
A, 56, 5135.
Goldstein, E.V., Pax, P., and Meystre, P. 1997b,
Phys. Rev. A, 53, 2604.
Gorodetsky, M.L., Savchenkov, A.A, and Ilchenko,
V.S. 1996, Opt. Lett., 21, 453.
Gruner, T., and Welsch, D.-G. 1996, Phys. Rev. A,
53, 1818.
Guzma´n, A.M., and Meystre, P. 1998, Phys. Rev. A,
57, 1139.
Hagley, E., Maitre, X., Nogues, G., Wunderlich, C.,
Brune, M., Raimond, J.M., and Haroche, S. 1997,
Phys. Rev. Lett., 79, 1.
Haroche, S. 1992, Fundamental Systems in Quantum
Optics, J. Dalibard, J.-M. Raimond, and J. Zinn-
Justin (Eds.), North-Holland, Amsterdam, 767.
Haroche, S. 1998, Phys. Script., 76, 159.
Henkel, C., and Sandoghdar, V. 1998, Opt. Com-
mun., 158, 250.
Hinds, E.A. 1991, Advances in Atomic, Molecular,
and Optical Physics, D. Bates and B. Bederson
(Eds.), Academic, New York, 28, 237.
Ho, S.-T., and Kumar, P. 1993, J. Opt. Soc. Am. B,
10, 1620.
29
Ho Trung Dung, and Ujihara, K. 1999, Phys. Rev.
A, 60, 4067.
Ho Trung Dung, Kno¨ll, L., and Welsch, D.-G. 1998,
Phys. Rev. A, 57, 3931.
Ho Trung Dung, Kno¨ll, L., and Welsch, D.-G. 2000,
Phys. Rev. A, 62, 053804.
Ho Trung Dung, Kno¨ll, L., and Welsch, D.-G.
2001, Phys. Rev. A, in press, (e-print quant-
ph/0012103).
Hopmeier, M., Guss, W., Deussen, M., Go¨bel, E.O.,
and Mahrt, R.F. 1999, Phys. Rev. Lett., 82, 4118.
Hunt, N.E.J., Schubert, E.F., Kopf, R.F., Sivco,
D.L., Cho, A.Y., and Zydzik, G.J. 1993, Appl.
Phys. Lett., 63, 2600.
Huttner, B., and Barnett, S.M. 1992, Phys. Rev. A,
46, 4306.
Joannopoulous, J.D., Meade, R.D., and Winn, J.N.
1995, Photonic Crystals, Princeton, New York.
John, S. 1987, Phys. Rev. Lett., 58, 2486.
John, S., and Wang, J. 1991, Phys. Rev. B, 43,
12772.
John, S., and Quang, T. 1994, Phys. Rev. A, 50,
1764.
John, S., and Quang, T. 1995, Phys. Rev. A, 52,
4083.
Juzeliu¯nas, G. 1997, Phys. Rev. A, 55, R4015.
Juzeliu¯nas, G., and Andrews, D.L. 1994a, Phys. Rev.
B., 49, 8751.
Juzeliu¯nas, G., and Andrews, D.L. 1994b, Phys.
Rev. B., 50, 13371.
Khitrova, G., Gibbs, H.M., Jahnke, F., Kira, M.,
and Koch, S.W. 1999, Rev. Mod. Phys., 71, 1591.
Kimble, H.J. 1998, Phys. Script. 76, 127.
Kitson, S.C., Jonsson, P., Rarity, J.G., and Tapster,
P.R. 1998, Phys. Rev. A, 58, 620.
Kleppner, D. 1981, Phys. Rev. Lett., 47, 233.
Klimov, V.V., Ducloy, M., and Letokhov, V.S. 1996,
J. Mod. Opt., 43, 2251.
Knoester, J., and Mukamel, S. 1989, Phys. Rev. A,
40, 7065.
Kno¨ll, L., and Welsch, D.-G. 1992, Prog. Quant.
Electr., 16, 135.
Kno¨ll, L., Scheel, S., and Welsch, D.-G. 2001 (in
press), Coherence and Statistics of Photons and
Atoms, J. Perina (Ed.), John Wiley & Son, New
York (e-print quant-ph/0006121).
Kobayashi, T., Zheng, Q., and Sekiguchi, T. 1995a,
Phys. Rev. A, 52, 2835.
Kobayashi, T., Zheng, Q., and Sekiguchi, T. 1995b,
Phys. Lett. A, 199, 21.
Kofman, A.G., Kurizki, G., and Sherman, B. 1994,
J. Mod. Opt., 41, 353.
Kopelman, R., and Tan, W. 1993, Science, 262,
1382.
Kudryavtsev, I.K., and Knight, P.L. 1993, J. Mod.
Opt., 40, 1673.
Kurizki, G., and Genack, A.Z. 1988, Phys. Rev.
Lett., 61, 2269.
Kurizki, G. 1990, Phys. Rev. A, 42, 2915.
Kurizki, G., Kofman, A.G., and Yudson, V. 1996,
Phys. Rev. A, 53, R35.
Kuzmich, A., Walmsley, I.A., and Mandel, L. 2000,
Phys. Rev. Lett., 85, 1349; and references therein.
Lai, H.M., Leung, P.T., and Young, K. 1988, Phys.
Rev. A, 37, 1597.
Lee, Y., and Yamanishi, M. 1995, Phys. Rev. A, 52,
2312.
Lermer, N., Barnes, M.D., Kung, C-Y., Whitten,
W.B., Ramsey, J.M., and Hill, S.C. 1998, Opt.
Lett., 23, 951.
Leung, P.T., and Young, K. 1988, J. Chem. Phys.,
89, 2894.
Lewenstein, M., Zakrzewski, J., Mossberg, T.W.,
and Mostowski, J. 1988a, J. Phys. B, 21, L9.
Lewenstein, M., Zakrzewski, J., and Mossberg, T.W.
1988b, Phys. Rev. A, 38, 808.
30
Li, L.W., Kooi, P.S., Leong, M.S., and Yeo, T.S.
1994, IEEE Trans. Microwave Theory Tech., 42,
2302.
Lin, H-B., Eversole, J.D., Merritt, C.D., and
Campillo, A.J. 1992, Phys. Rev. A, 45, 6756.
Loudon, R. 1983, Quantum Theory of Light, Oxford
University Press, Oxford.
Maradudin, A.A., and Mills, D.L. 1975, Phys. Rev.
B, 11, 1392.
Matloob, R., Loudon, R., Barnett, S.M., and Jeffers,
J. 1995, Phys. Rev. A, 52, 4823.
Matloob, R., and Loudon, R. 1997, Phys. Rev. A,
53, 4567.
Matloob, R. 2000, Phys. Rev. A, 61, 062103.
Meschede, D. 1992, Phys. Rep., 211, 201.
Meschede, D., Jhe, W., and Hinds, E.A. 1990, Phys.
Rev. A, 41, 1587.
Meystre, P. 1992, Progress in Optics, E. Wolf (Ed.),
North-Holland, Amsterdam, 30.
Mills, D.L., and Maradudin, A.A. 1975, Phys. Rev.
B, 12, 2943.
Milonni, P.W. 1995, J. Mod. Opt., 42, 1991.
Nienhuis, G., and Alkemade, C.Th.J. 1976, Physica
C, 81, 181.
Nikolopoulos, G.M., and P. Lambropoulos, P. 2000,
Phys. Rev. A, 61, 053812.
Peres, A. 1996, Phys. Rev. Lett., 77, 1413.
Phoenix, S.J.D., and Barnett, S.M. 1993, J. Mod.
Opt., 40, 979.
Plenio, M.B.,Huelga, S.F., Beige, A., and Knight,
P.L. 1999, Phys. Rev. A, 59, 2468.
Protsenko, I., Domokos, P., Lefe`vre-Seguin, V.,
Hare, J., Raimond, J.M., and Davidovich, L. 1999,
Phys. Rev. A, 59, 1667; see also references therein.
Purcell, E.M. 1946, Phys. Rev., 69, 681.
Raether, H. 1988, Surface Plasmons on Smooth and
Rough Surfaces and on Gratings, Springer-Verlag,
Berlin.
Rikken, G.L.J.A., and Kessener, Y.A.R.R. 1995,
Phys. Rev. Lett., 74, 880.
Rowe, M.A., Kielpinski, D., Meyer, V., Sackett,
C.A., Itano, W.M., Monroe, C., and Wineland,
D.J. 2001, Nature, 409, 791.
Rupasov, V., and Singh, M. 1997, Phys. Rev. A, 56,
898.
Ruppin, R. 1982, J. Chem. Phys., 76, 1681.
Sachdev, S. 1984, Phys. Rev. A, 29, 2627.
Scheel, S., Kno¨ll, L., and Welsch, D.-G. 1998, Phys.
Rev. A, 58, 700.
Scheel, S., Kno¨ll, L., Welsch, D.-G., and Barnett,
S.M. 1999a, Phys. Rev. A, 60, 1590.
Scheel, S., Kno¨ll, L., and Welsch, D.-G. 1999b, Phys.
Rev. A, 60, 4094.
Scheel, S., Kno¨ll, L., and Welsch, D.-G. 1999c, Acta
Phys. Slov., 49, 585.
Schriemer, H.P., van Driel, H.M., Koenderink, A.F.,
and Vos, W.L. 2001, Phys. Rev. A, 63, 011801(R);
see also references therein.
Schuurmans, F.J.P., de Lang, D.T.N., Wegdam,
G.H., Sprik, R., and Lagendijk, A. 1998, Phys.
Rev. Lett., 80, 5077.
Soukoulis, C.M. (Ed.) 1996, Photonic Band Gap Ma-
terials, Kluwer, Dordrecht.
Tai, C.-T. 1994, Dyadic Green Functions in Electro-
magnetic Theory, IEEE Press, New York.
Tip, A. 1998, Phys. Rev. A, 57, 4818.
Tip, A., Kno¨ll, L., Scheel, S., and Welsch, D.-G.
2001, Phys. Rev. A., 63, 043806.
Tomasˇ, M.S. 1995, Phys. Rev. A, 51, 1347.
Tomasˇ, M.S. 2001, Phys. Rev. A, in press, (e-print
quant-ph/0009057).
Tomasˇ, M.S., and Lenac, Z. 1999, Phys. Rev. A, 60,
2431.
Uetake, S., Katsuragawa, M., Suzuki, M., and
Hakuta, K. 1999, Phys. Rev. A, 61, 011803.
Vaidman, L. 2001, e-print quant-ph/0102139.
31
Vernooy, D.W., Furusawa, A., Georgiades, N.Ph.,
Ilchenko, V.S., and Kimble, H.J. 1998a, Phys.
Rev. A, 57, R2293.
Vernooy, D.W., Ilchenko, V.S., Mabuchi, H., Streed,
E.W., and Kimble, H.J. 1998b, Opt. Lett., 23, 247.
Vogel, W., and Welsch, D.-G. 1994, Lectures on
Quantum Optics, Akademie Verlag, Berlin, Ger-
many, 212.
Walther, H. 1998, Phys. Script., 76, 138.
Weihs, G., Jennewein, T., Simon, C., Weinfurter,
H., and Zeilinger, A. 1998, Phys. Rev. Lett., 81,
5039.
Woldeyohannes, M., and John, S. 1999, Phys. Rev.
A, 60, 5046.
Wubs, M., and Suttorp, L.G. 2001, Phys. Rev. A,
63, 043809.
Wylie, J.M., and Sipe, J.E. 1984, Phys. Rev. A, 30,
1185.
Wylie, J.M., and Sipe, J.E. 1985, Phys. Rev. A, 32,
2030.
Yablonovich, E. 1987, Phys. Rev. Lett., 58, 1059.
Yamamoto, Y., and Slusher, R.E. 1993, Phys. Today,
June, 66.
Yamamoto, Y., Tassone, F., and Cao, H. 2000,
Semiconductor Cavity Quantum Electrodynam-
ics, Springer, Berlin.
Yariv, A. 1975, Quantum Electronics, Wiley, New
York.
Yeung M.S., and Gustafson, T.K. 1996, Phys. Rev.
A, 54, 5227.
Yokoyama, H., and Ujihara. K (Eds.) 1995, Spon-
taneous Emission and Laser Oscillation in Micro-
cavities, CRC Press, Boca Raton.
Yukawa, H., Arnold, S., and Miyano, K. 1999, Phys.
Rev. A, 60, 2491.
Zhu, S.Y., Yang, Y., Chen, H., Zheng, H., and
Zubairy, M.S. 2000, Phys. Rev. Lett., 84, 2136.
32
