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DEGREE COUNTING AND SHADOW SYSTEM FOR SU(3)
TODA SYSTEM: ONE BUBBLING
CHANG-SHOU LIN, JUNCHENG WEI, AND WEN YANG
Abstract. Here we initiate the program for computing the Leray-Schauder
topological degree for SU(3) Toda system. This program still contains a lot of
challenging problems for analysts. The first step of our approach is to answer
whether concentration phenomena holds or not. In this paper, we prove the
concentration phenomena holds while ρ1 crosses 4pi, and ρ2 /∈ 4piN. However,
for ρ1 ≥ 8pi, the question whether concentration holds or not still remains open
up to now. The second step is to study the corresponding shadow system and
its degree counting formula. The last step is to construct bubbling solution of
SU(3) Toda system via a non-degenerate solution of the shadow system. Using
this construction, we succeed to calculate the degree for ρ1 ∈ (0, 4pi)∪ (4pi, 8pi)
and ρ2 /∈ 4piN.
1. Introduction
Let (M, g) be a compact Riemann surface with volume 1, h∗1 and h
∗
2 be a C
1
positive function on M and ρ1, ρ2 ∈ R+. We consider the following SU(3) Toda
system on the compact surface M.

∆u∗1 + 2ρ1(
h∗1e
u∗1
∫
M
h∗1e
u∗
1
− 1)− ρ2(
h∗2e
u∗2
∫
M
h∗2e
u∗
2
− 1) = 4π
∑
q∈S1
αq(δq − 1),
∆u∗2 − ρ1(
h∗1e
u∗1
∫
M
h∗1e
u∗
1
− 1) + 2ρ2(
h∗2e
u∗2
∫
M
h∗2e
u∗
2
− 1) = 4π
∑
q∈S2
βq(δq − 1),
(1.1)
where ∆ is the Beltrami-Laplace operator, αq ≥ 0 for every q ∈ S1, βq ≥ 0 for
every q ∈ S2 and δq is the Dirac measure at q ∈M .
When the two equations in (1.1) are identical, i.e., S1 = S2, αq = βq, u
∗
1 = u
∗
2 =
u∗, h∗1 = h
∗
2 = h
∗ and ρ1 = ρ2 = ρ, system (1.1) is reduced to the following mean
field equation
∆u∗ + ρ(
h∗eu
∗∫
M h
∗eu∗
− 1) = 4π
∑
q∈S1
αq(δq − 1). (1.2)
Equation (1.1) and equation (1.2) arise in many physical and geometric problems.
In physics, (1.2) or (1.1) are one of the limiting equations of the abelian gauge field
theory or non-abelian Chern-Simons gauge field theory, one can see [16, 17, 34, 44,
45, 52] and references therein. In conformal geometry, a solution u∗ of
∆gu
∗ + eu
∗
− 2K = 4π
∑
q∈S1
αqδq in M, (1.3)
where K(x) is the Gaussian curvature of the given metric g at x ∈M, is equivalent
to saying that the new metric e2vg (where 2v = u∗ − log 2) has constant Gaussian
curvature K˜ = 1. By integrating (1.3), it is easy to see that (1.3) is a special
case of (1.2) with ρ = 4π
∑
q∈S1
αq. Since u
∗ has a logarithmic singularity at each
1
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q ∈ S1, the new metric e2vg has a conic singularity at each q. Equation (1.3) has
been extensively studied in the last three decades, see [9, 13, 29, 33, 37, 48] and
references therein. However, when the number of the singularities is greater than
three, there are very few existence results for equation (1.3). Studies on the case
of four singularities are referred to [13] and [29]. For the recent development of the
mean field equation (1.2), we refer the readers to [3, 4, 7, 10, 11, 12, 13, 15, 27, 39,
43, 44, 52].
For equation (1.2), we let the set Σ of the critical parameters be defined by
Σ : =
{
8Nπ +Σq∈A8π(1 + αq) | A ⊆ S1, N ∈ N ∪ {0}
}
\ {0}
= {8πak | k = 1, 2, 3, · · · .},
where ak will be defined in (1.4). It was proved that if ρ /∈ Σ, then the a-priori
estimate for any solution of (1.2) holds in C2loc(M \ S1). This a-priori bound was
obtained by Li and Shafrir [26] for the case without singular sources, and by Bar-
tolucci and Tarantello [3] for the general case with singular sources. After estab-
lishing the a-priori bound for a non-critical parameter ρ, it is natural to count the
Leray-Schauder topological degree for the equation (1.2). It was proved by Li [25]
that this degree counting should depend only on the topology of M for the case
without singularities. In a series of papers [10]-[13], Chen and Lin has derived the
topological degree counting formulas as described below.
We denote the topological degree of (1.2) for ρ /∈ Σ by dρ. By the homotopic
invariant of the topological degree, dρ is a constant for 8πak < ρ < 8πak+1, k =
0, 1, 2, · · · , where a0 = 0. Set dm = dρ for 8πam < ρ < 8πam+1. To state the result,
we introduce the following generating function Ξ0 :
Ξ0(x) =(1 + x+ x
2 + x3 + · · · )−χ(M)+|S1|Πq∈S1(1− x
1+αq )
=1 + c1x
a1 + c2x
a2 + · · ·+ ckx
ak + · · · .
The degree dm can be written in terms of cj , as shown in the following theorem.
Theorem A. ([13]) Let dρ be the Leray-Schauder degree for (1.2). Suppose 8akπ <
ρ < 8ak+1π. Then
dρ =
k∑
j=0
cj ,
where d0 = 1.
For the application, it often requires that αq ∈ N for all q ∈ S1. In this case,
Σ = {8mπ | m ∈ N} and let dm = dρ for ρ ∈ (8mπ, 8(m+1)π). Then the generating
function
Ξ1(x) =
∞∑
k=0
dkx
k = (1 + x+ x2 + · · · )−χ(M)+1+|S1|Πq∈S1(1− x
αq+1)
=(1 + x+ x2 + · · · )−χ(M)+1Πq∈S1(1 + x+ x
2 + · · ·+ xαq ) (1.4)
Clearly, we have dm ≥ 1, ∀m provided χ(M) ≤ 0. Hence we can obtain the
existence of the solution to (1.2) when the genus of M is nonzero. When M is a
torus and
∑
q∈S1
αq is an odd integer, by applying the Theorem A, we can get the
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degree formula for (1.3)
d =
Πq∈S1(1 + αq)
2
.
Similarly, we could consider the following Toda system{
∆u∗1 + 2e
u∗1 − eu
∗
2 − 2K = 4π
∑
q∈S1
αqδq,
∆u∗2 + 2e
u∗2 − eu
∗
1 − 2K = 4π
∑
q∈S2
βqδq,
(1.5)
on M , which is a natural generalization of (1.3), but is a special case of (1.1). In
geometry, it is closely related to the classical Plu¨cker formula for a holomorphic
curve from M to CP2, the vortex points and αq are exactly the branch points
and its ramification index of this holomorphic curve. See [33] for more precise
formulation and also [5, 6, 8, 14, 18, 23] for connection with different aspects of
geometry. For the past decades, there are many studies for the SU(3) Toda system,
or more generally, system of equations with exponential nonlinearity. We refer the
readers to [2, 19, 20, 24, 28, 30, 31, 32, 35, 36, 37, 38, 40, 41, 42, 45, 50, 51] and
references therein.
In this paper, we want to initiate the program for computing the Leray-Schauder
degree formula for the system (1.1). However, it seems still a very challenging prob-
lem even now. Hence in this article we shall consider the simplest (but nontrivial)
case, described below. We assume
(i) S1, S2 = ∅,
(ii) ρ1 ∈ (0, 4π) ∪ (4π, 8π) and ρ2 /∈ Σ1 = {4Nπ | N ∈ N}.
To eliminate the singularities on the right hand side of (1.1), we introduce the
Green function G(x, p):
−∆G(x, p) = δp − 1 in M, with
∫
M
G(x, p) = 0.
and let
u1(x) = u
∗
1(x)− 4π
∑
q∈S1
αqG(x, q), u2(x) = u
∗
2(x)− 4π
∑
q∈S2
βqG(x, q).
Then (1.1) is equivalent to the following system{
∆u1 + 2ρ1(
h1e
u1∫
M
h1eu1
− 1)− ρ2(
h2e
u2∫
M
h2eu2
− 1) = 0,
∆u2 − ρ1(
h1e
u1∫
M
h1eu1
− 1) + 2ρ2(
h2e
u2∫
M
h2eu2
− 1) = 0,
(1.6)
where h1, h2 ≥ 0 in M and h1(x) = 0 iff x ∈ S1, h2 = 0 iff x ∈ S2. Near each
q ∈ S1, h1 has the form in local coordinate:
h1(x) = h1,q(x)|x − q|
2αq , for |x− q| ≪ 1, ∀q ∈ S1,
where h1,q(x) > 0 for any q ∈ S1. Near each q ∈ S2, h2 has the form in local
coordinate:
h2(x) = h2,q(x)|x − q|
2βq , for |x− q| ≪ 1, ∀q ∈ S2,
where h2,q(x) > 0 for any q ∈ S2.
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We notice that equation (1.6) is invariant by adding constant to the solutions.
Hence we can always normalize u1, u2 to satisfy
∫
M u1 =
∫
M u2 = 0. Let H˚
1 be the
space:
H˚1 = {u ∈ H1(M) :
∫
M
u = 0}.
From now on, we will restrict our discussion in H˚1 × H˚1. In order to compute
the Leray-Schauder degree of the system, we need to get well understand of the
blow-up phenomena for (1.6). The first main issue for system is to determine the
set of critical parameters, i.e., those ρ = (ρ1, ρ2) such that the a-priori bounds for
solutions of (1.1) fail. In [20], the authors claimed that if ρi /∈ 4πN, i = 1, 2, then
the a-priori bound for all solution exists. See Theorem 1.2 in [20]. However they
did not give a proof of this fact, but just said that it follows immediately from
Proposition 2.4 in [20], where the local masses of solutions (u1, u2) at a blow up
point is calculated. In addition to Proposition 2.4 in [20], for their claim of Theorem
1.2, it requires that the concentration phenomena holds, i.e., hie
uik∫
M
hieuik
tends to a
sum of Dirac measures. However, as far as the authors know, the concentration
has not been proved yet. Under the assumption (i) and (ii), we can show that
concentration holds, i.e., if u1k blows up at some points, then
h1e
u1k∫
M
h1eu1k
tends to a
sum of Dirac measures.
Our first main theorem is the following a-priori estimate.
Theorem 1.1. Suppose hi are positive smooth functions and the assumption (i)−
(ii). Then there exists a positive constant c such that for any solution of equation
(1.6), there holds:
|u1(x)|, |u2(x)| ≤ c, ∀x ∈M, i = 1, 2.
For the general case, we shall study the concentration phenomena for ρ1 ≥ 8π
in a future work. By Theorem 1.1, the Leray-Schauder degree d
(2)
ρ1,ρ2 for (1.1), or
equivalently (1.6), is well-defined for ρ1 ∈ (0, 4π)∪ (4π, 8π) and ρ2 /∈ 4πN. Clearly,
d
(2)
ρ1,ρ2 = d
(1)
ρ2 if 0 < ρ1 < 4π, and ρ2 /∈ 4πN. Hence, the main contribution of
our paper is to compute the degree d
(2)
ρ1,ρ2 for 4π < ρ1 < 8π. By the homotopic
invariant, for any fixed ρ2 /∈ 4πN, d
(2)
ρ1,ρ2 is a constant for ρ1 ∈ (0, 4π), and the
same holds true for ρ1 ∈ (4π, 8π). For the simplicity, we might let d
(2)
− and d
(2)
+
denotes d
(2)
ρ1,ρ2 for ρ1 ∈ (0, 4π) and ρ1 ∈ (4π, 8π). Since d
(2)
− is known by Theorem
A, computing d
(2)
+ is equivalent to computing the difference of d
(2)
+ − d
(2)
− , which
might be not zero due to the bubbling phenomena of (1.1) at (4π, ρ2).
To calculate d
(2)
+ −d
(2)
− , we need to compute the topological degree of the bubbling
solution of (1.6) when ρ1 crosses 4π, ρ2 /∈ 4πN. For convenience, we rewrite (1.6)
as 

∆v1 + ρ1(
h1e
2v1−v2∫
M
h1e2v1−v2
− 1) = 0,
∆v2 + ρ2(
h2e
2v2−v1∫
M
h2e2v2−v1
− 1) = 0,
(1.7)
where v1 =
1
3 (2u1 + u2), v2 =
1
3 (u1 + 2u2). It is known that the Leray-Schauder
degree for (1.6) and (1.7) are the same. So, our aim is to compute the degree
contribution of the bubbling solution of (1.7) when ρ1 crosses 4π, ρ2 /∈ 4πN. We
consider (v1k, v2k) to be a sequence of solutions of (1.7) with (ρ1k, ρ2k)→ (4π, ρ2),
and assume maxM (v1k, v2k)→∞. Then we have the following theorem
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Theorem 1.2. Let (v1k, v2k) be described as above. Then, the followings hold:
(i)
ρ1k
h1e
2v1k−v2k∫
M
h1e2v1k−v2k
→ 4πδp for some p ∈M, (1.8)
(ii) v2k →
1
2w in C
2,α(M) where (p, w) satisfies
∇
(
log(h1e
− 12w)(x) + 4πR(x, x)
)
|x=p= 0, (1.9)
and
∆w + 2ρ2(
h2e
w−4πG(x,p)∫
M h2e
w−4πG(x,p)
− 1) = 0. (1.10)
Here R(x, p) refers to the regular part of the Green function G(x, p).
We write (1.9) and (1.10) as{
∆w + 2ρ2(
h2e
w−4πG(x,p)
∫
M
h2ew−4πG(x,p)
− 1) = 0,
∇
(
log(h1e
− 12w)(x) + 4πR(x, x)
)
|x=p= 0.
(1.11)
The system of equation (1.11) is called the shadow system of (1.7). This kind
of systems also appear while studying the self-dual system [22] for the Jackiw-
Weinberg electroweak theory. After Theorem 1.2, it is natural to ask the following
question: Given any pair of solution (p, w), can we find a bubbling solution (v1k, v2k)
of (1.7) with (ρ1k, ρ2k) → (4π, ρ2) such that (1.11) holds and v2k converges to
1
2w
in C2,α(M). One of main results in this article is to give an answer of this question.
For the application in other problems, we want to consider a more general class
of equation than (1.11). Let
Q = Pw ∪ S = {p
0
1, p
0
2, · · · , p
0
m} ∪ S, where Pw ∩ S1 = ∅, S ⊆ S1,
and (Pw, w) be a solution of
 ∆w + 2ρ2
(
h2e
w−4π
∑m
j=1 G(x,p
0
j )−4π
∑
q∈S(1+αq)G(x,q)
∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)−4π
∑
q∈S (1+αq)G(x,q)
− 1
)
= 0,
∇xifQ(p
0
1, p
0
2, · · · , p
0
m) = 0,
(1.12)
where
fQ(x1, x2, · · · , xm) =
m∑
j=1
[
log(h1e
− 12w)(xj) + 4πR(xj , xj)
]
+ 4π
m∑
i,j=1,i6=j
G(xi, xj)
+ 8π
∑
q∈S
m∑
j=1
(1 + αq)G(xj , q).
It is clear to see (1.12) is a shadow system of (1.11) corresponding some more
complicate bubbling phenomena. Note that in (1.12), there might allow (Pw ∪S)∩
S2 6= ∅.We say (Pw, w) is called a non-degenerate solution of (1.12) if the linearized
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equation. i.e., for (φ,−→ν ), −→ν = (ν1, ν2, · · · , νm), where νi ∈ R2

∆φ+ 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
φ
−2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )( ∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
)2 ∫M (h2ew−4π∑mj=1 G(x,p0j)φ)
−8πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∑m
j=1(∇G(x,p
0
j)νj)
∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
+8πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∑m
j=1(∇G(x,p
0
j)νj)
)( ∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
)2 = 0,
∇2xifQ(p
0
1, p
0
2, · · · , p
0
m)νi + Fi −
1
2∇φ(p
0
i ) = 0, i = 1, 2, · · · ,m,
∫
M
φ = 0,
(1.13)
admits only trivial solution, i.e., (φ,−→ν ) = (0, 0). Here
h2 = h2e
−4π
∑
q∈S(1+αq)G(x,q) (1.14)
and
Fi = 8π
m∑
j=1,j 6=i
∇2xG(p
0
i , x) |x=p0j ·νj . (1.15)
For the shadow system (1.12), the set of non-critical parameters Σ2 is defined as
Σ2 = {4Nπ + 4π
∑
q∈S2∪S
(1 + αq), N ∈ N}. (1.16)
Our third main result is the following.
Theorem 1.3. Suppose Pw = (p
0
1, p
0
2, · · · , p
0
m) and (Pw , w) is a non-degenerate
solution of (1.12) and the quantity l(Q) 6= 0 1. Suppose αq /∈ N for q ∈ S and
ρ2 /∈ Σ2. Then there exists a sequence of solutions (v1k, v2k) of (1.7) with (ρ1k, ρ2)
such that limk→+∞ ρ1k = 4mπ +
∑
q∈S 4π(1 + αq). Furthermore we have:
(i) ρ1k
h1e
2v1k−v2k∫
M
h1e2v1k−v2k
→ 4π
∑m
j=1 δp0j + 4π
∑
q∈S(1 + αq)δq,
(ii) v2k →
1
2w in C
1,α(M).
The proof of Theorem 1.3 will be given in section 4-5. The main difficulty for
constructing such solutions would be the one for v1k component. Here we follow
the arguments in [11], [13] which procedures simultaneously have the advantage
in computing the Morse index contributed by the bubbling solutions (v1k, v2k).
The calculation of the Morse index is the key step towards computing the Leray-
Schauder degree for system (1.7), once the degree for the shadow system is known.
For a given solution (Pw, w) of (1.12), we say µ is a eigenvalue of the linearized
system of equation (1.12) if there exists a nontrivial pair (φ,−→ν ) = (φ; ν1, ν2, · · · , νm)
1The definition of l(Q) is given in section 4.
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such that

∆φ+ 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
φ
−2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )( ∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
)2 ∫M (h2ew−4π∑mj=1 G(x,p0j)φ)
−8πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∑m
j=1(∇G(x,p
0
j)νj)
∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
+8πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j )
∑m
j=1(∇G(x,p
0
j)νj)
)( ∫
M
h2e
w−4π
∑m
j=1
G(x,p0
j
)
)2 + µφ = 0,
∇2xifQ(p
0
1, · · · , p
0
m)νi + Fi −
1
2∇φ(p
0
i ) + µνi = 0, i = 1, 2, · · · ,m,
∫
M
φ = 0.
The Morse index of the solution (Pw , w) to (1.12) is the total number (counting
multiplicity) of the negative eigenvalue of the linearized system, and the Leray-
Schauder topological degree contributed by (Pw , w) is given by (−1)N , where N is
the Morse index.
From Theorem 1.3, it is known when ρ1k → 4mπ+4π
∑
q∈S(1+αq), there exists
a sequence of solutions (v1k, v2k) to (1.7) such that v1k blow up at Q and v2k →
1
2w.
Our aim is to compute the topological degree of (1.7) contributed by those bubbling
solutions satisfying the conclusion of Theorem 1.3, that is, all the bubbling solutions
contained in Sρ1(Q,w)×Sρ2(Q,w). For the precise definition of Sρi(Q,w), i = 1, 2,
see section 4 in this paper. Let dT (Q,w) denotes the degree contributed by the
solutions (v1k, v2k) ∈ Sρ1(Q,w) × Sρ2(Q,w) and dS(Q,w) denotes the degree of
the shadow system (1.12) contributed by the Morse index of (Pw, w). We have the
following theorem
Theorem 1.4. Suppose αq /∈ N for q ∈ S, (pw, w) is a non-degenerate solution of
(1.12) and l(Q) 6= 0. Let dT (Q,w) and dS(Q,w) are defined above. Then
dT (Q,w) = (−1)
ndS(Q,w),
where n = |Q|.
We shall apply Theorem 3.3, a stronger version of Theorem 1.2, and Theorem 1.4
to calculate the degree of (1.6), or equivalently (1.7). Here we assume S1 = S2 = ∅,
i.e., h1, h2 are C
2,α positive functions on M . It is still very difficult for us to com-
pute the topological degree for SU(3) Toda system while S1, S2 6= ∅. In general,
the main difficulties are to prove the concentration and to get the topological de-
gree for system (1.12). Until now, we are only able to over those difficulties under
the assumption (i) and (ii). Our approach to obtain the degree of (1.11) is to use
a homotopic deformation to decouple the system. However, this method can not
work for (1.12) in general. The main difficulty is due to the collapse of the vortices.
In order to state our degree formulas for SU(3) Toda system and the correspond-
ing shadow system (1.11), we first introduce the following generating function
Ξ1(x) = (1 + x+ x
2 + x3 · · · )−χ(M)+1 = b0 + b1x
1 + b2x
2 + · · ·+ bkx
k + · · · ,
which is (1.4) provided αq = 0, ∀q ∈ S1. It is easy to see that
bk =
(
k − χ(M)
k
)
, (1.17)
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where (
k − χ(M)
k
)
=
{
(k−χ(M))···(1−χ(M))
k! , if k ≥ 1
1, if k = 0.
Theorem 1.5. Assume S1 = S2 = ∅ and ρ2 /∈ 4Nπ,N ∈ N. The set of solutions
(p, w) for (1.11) is pre-compact in the space M × H˚1(M). Let dS denotes the
topological degree for (1.11) when ρ2 ∈ (4kπ, 4(k + 1)π). Then
dS = χ(M) · (bk + bk−1), (1.18)
where b−1 = 0.
Under the assumption (i) − (ii) and the previous discussion, we can obtain
the partial results on computing the Leray-Schauder degree for system (1.6), or
equivalently (1.7).
Theorem 1.6. Suppose S1 = S2 = ∅ and d
(2)
ρ1,ρ2 denotes the topological degree for
(1.7) when ρ2 ∈ (4kπ, 4(k + 1)π), then
d(2)ρ1,ρ2 =
{
bk, ρ1 ∈ (0, 4π),
bk − χ(M)(bk + bk−1), ρ1 ∈ (4π, 8π).
Set d
(2)
k = d
(2)
ρ1,ρ2 for ρ1 ∈ (4π, 8π) and ρ2 ∈ (4kπ, 4(k+1)π). Then the generating
function for d
(2)
ρ1,k
, ρ1 ∈ (4π, 8π) is
Ξ2(x) =
∞∑
k=0
d
(2)
k x
k =
[
1− χ(M)(1 + x)
]
Ξ1(x).
As a consequence of Theorem 1.6, we have the following corollaries.
Corollary 1.7. Suppose S1 = S2 = ∅, M is the sphere S
2, ρ1 ∈ (4π, 8π) and
ρ2 ∈ (4kπ, 4(k + 1)π). Then
d(2)ρ1,ρ2 =


−1, if k = 0,
−1, if k = 1,
2, if k = 2,
0, if k ≥ 3.
Corollary 1.8. Suppose S1 = S2 = ∅, ρ1, ρ2 ∈ (4π, 8π), and d
(2)
2,2 denotes the
topological degree for (1.6). We have
d
(2)
2,2 = (χ(M))
2 − 3χ(M) + 1. (1.19)
A consequence of the degree counting formula is the existence of (1.6). Suppose
S2 = ∅ and χ(M) ≤ 0, then for any (ρ1, ρ2) ∈ (4π, 8π) × (4kπ, 4(k + 1)π), the
system (1.6) has a solution.
This paper is organized as follows. In section 2, we prove Theorem 1.1, Theorem
1.2 and use the transversality theorem to show that there exists smooth function
h∗1 and h
∗
2 such that any solution of shadow system (1.12) is non-degenerate. In
section 3, we get the a-priori estimate for solutions of (1.7) when ρ1 → 4π and
ρ2 /∈ 4πN. In section 4 and section 5, we use the solution of shadow system (1.12)
to get a good approximation of some bubbling solutions of (1.7) and thereby prove
Theorem 1.3 and Theorem 1.4 except some important estimates which are shown
in section 8. In section 6, we prove Theorem 1.5 and derive the degree counting
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formula for the Shadow system (1.11). In section 7, we give a brief account for the
Dirichlet problem on a bounded smooth domain of R2.
2. Shadow system
We shall prove Theorem 1.1 and Theorem 1.2. As mentioned in the Introduction,
this result is not an immediate consequence of Proposition 2.4 in Jost-Lin-Wang
[20], due to the fact of concentration has not yet been proved. Therefore, we want to
provide a correct proof of this a-priori estimate. For the concentration phenomena
in the general case, we shall discuss it in another paper.
For a sequence of bubbling solution (u1k, u2k) of (1.6). We set
u˜ik = uik −
∫
M
hie
uik , i = 1, 2.
Then u˜ik satisfy{
∆u˜1k + 2ρ1(h1e
u˜1k − 1)− ρ2(h2eu˜2k − 1) = 0,
∆u˜2k − ρ1(h1eu˜1k − 1) + 2ρ2(h2eu˜2k − 1) = 0.
(2.1)
We define the blow up set for u˜ik
Si = {p ∈M | ∃{xk}, xk → p, lim u˜ik(xk)→ +∞} (2.2)
and define S = S1 ∪S2. We note that
uik = u˜ik +
∫
M
hie
uik ≥ u˜ik + Ce
∫
M
uik ≥ u˜ik + C,
where we used the Jensen’s inequality and hi (here hi = h
∗
i ) is a positive function
in M. So, if p is a blow up point of u˜ik, then p is also a blow up point of uik. For
any p ∈ S, we define the local mass by
σip = lim
δ→0
lim
k→+∞
1
2π
∫
Bδ(p)
ρihie
u˜ik . (2.3)
Lemma 2.1. If σ1p, σ2p <
2π
3 , we have p /∈ S.
Proof. The proof is a standard by using the argument in [7]. We provide a detail
proof for the sake of completeness. Since σip ≤
2π
3 , then we can choose small r0,
such that in Br0(p), the following holds∫
Br0 (p)
ρihie
u˜ik < π, (2.4)
which implies
∫
Br0 (p)
u˜+ik ≤ C, where C is some constant independent of k. In
the following, C always denotes some generic constant independent of k, and may
depend on the domain Br0(p). For the first equation in (2.1), we decompose u˜1k =∑3
j=1 u˜1k,j , where u˜1k,j satisfy the following equation

−∆u˜1k,1 = 2ρ1h1eu˜1k − ρ2h2eu˜2k in Br0(p), u˜1k,1 = 0 on ∂Br0(p),
−∆u˜1k,2 = −2ρ1 + ρ2 in Br0(p), u˜1k,2 = 0 on ∂Br0(p),
−∆u˜1k,3 = 0 in Br0(p), u˜1k,3 = u˜1k on ∂Br0(p).
(2.5)
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For the first equation in (2.5), since∫
Br0(p)
∣∣∣2ρ1h1eu˜1k − ρ2h2eu˜2k ∣∣∣ < 3π,
By [7, Theorem 1], we have∫
Br0 (p)
exp((1 + δ)|u˜1k,1|)dx ≤ C, (2.6)
where δ ∈ (0, 13 ). Therefore, we have∫
Br0 (p)
|u˜1k,1| ≤ C. (2.7)
For the second equation in (2.5), we can easily get∫
Br0 (p)
|u˜1k,2| ≤ C, and |u˜1k,2| ≤ C. (2.8)
For the third equation in (2.5). By the mean value theorem for harmonic function
we have
‖u˜+1k,3‖L∞(Br0/2(p)) ≤ C‖u˜
+
1k,3‖L1(Br0(p))
≤ C
[
‖u˜+1k‖L1(Br0(p)) + ‖u˜1k,1‖L1(Br0 (p)) + ‖u˜1k,2‖L1(Br0(p))
]
≤ C. (2.9)
From (2.8)-(2.9), we have
2ρ1h1e
u˜1k,2+u˜1k,3 ≤ C in Br0/2(p). (2.10)
By (2.6), (2.10) and Ho¨lder inequality, we obtain
eu˜1k ∈ L1+δ1(Br0(p))
with δ1 > 0 independent of k. Similarly, we have
eu˜2k ∈ L1+δ2(Br0(p))
with δ2 > 0 independent of k. By using the standard elliptic estimate for the first
equation in (2.5), we get ‖u˜1k,1‖L∞(Br0/2(p)) is uniformly bounded. Combined
with (2.8) and (2.9), we have u˜1k is uniformly bounded above in B r0
2
(p). Following
a same process, we can also obtain u˜2k is uniformly bounded above in B r0
2
(p).
Hence, we finish the proof of the lemma. 
From Lemma 2.1, we get if p ∈ S, either σ1p ≥
2π
3 or σ2p ≥
2π
3 . Thus |S| <∞.
Therefore S is discrete in M. In fact, in next lemma, we shall prove that if p ∈ Si,
σip must be positive.
Lemma 2.2. If p ∈ Si, σip > 0.
Proof. We prove it by contradiction. Without loss of generality, we assume σ2p = 0.
First, we claim that there is a constant CK > 0 that depends on the compact set
K such that
|uik(x)| ≤ CK , ∀x ∈ K ⊂⊂M \S, i = 1, 2. (2.11)
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We only prove for i = 1, the other one can be obtained similarly
u1k(x) =
∫
M
G(x, z)
(
2ρ1(h1e
u˜1k − 1)− ρ2(h2e
u˜2k − 1)
)
=
∫
M1
G(x, z)
(
2ρ1(h1e
u˜1k − 1)− ρ2(h2e
u˜2k − 1)
)
+
∫
M\M1
G(x, z)
(
2ρ1(h1e
u˜1k − 1)− ρ2(h2e
u˜2k − 1)
)
,
where M1 = ∪p∈SBr0(p) and r0 is small enough to make K ⊂⊂M \M1. It is easy
to see that ∫
M1
G(x, z)
(
2ρ1(h1e
u˜1k − 1)− ρ2(h2e
u˜2k − 1)
)
= O(1),
because G(x, z) is bounded due to the distance d(x, z) ≥ δ0 > 0 for z ∈ M1, and
x ∈ K. InM \M1, we can see that u˜ik are bounded above by some constant depends
on r0, then it is not difficult to obtain that∫
M\M1
G(x, z)
(
2ρ1(h1e
u˜1k − 1)− ρ2(h2e
u˜2k − 1)
)
= O(1).
Therefore, we prove the claim. Since σ2p = 0, we can find some r0, such that∫
Br0 (p)
ρ2h2e
u˜2k ≤ π (2.12)
for all k (passing to a subsequence if necessary) and r0 ≤
1
2d(p,S \ {p}). On
∂Br0(p), by (2.11)
|u1k|, |u2k| ≤ C on ∂Br0(p). (2.13)
Let wk satisfy the following equation{
∆wk = ρ1(
h1e
u1k∫
M
h1eu1k
− 1) in Br0(p),
wk = u1k on ∂Br0(p).
(2.14)
We set wk = wk1 + wk2 where wk1, wk2 satisfy{
∆wk1 = ρ1
h1e
u1k∫
M
h1eu1k
in Br0(p), wk1 = u1k on ∂Br0(p),
∆wk2 = −ρ1 in Br0(p), wk1 = 0 on ∂Br0(p).
(2.15)
By maximum principle, we havewk1 ≤ max∂Br0(p) u1k ≤ C by (2.13) for x ∈ Br0(p).
By elliptic estimate, we can easily get |wk2| ≤ C. Therefore,
wk ≤ C, ∀x ∈ Br0(p). (2.16)
We set u2k = fk1 + fk2 + wk, where fk1 and fk2 satisfy{
∆fk1 = −2ρ2
h2e
u2k∫
M
h2eu2k
in Br0(p), fk1 = 0 on ∂Br0(p),
∆fk2 = 2ρ2 in Br0(p), fk2 = u2k − wk on ∂Br0(p).
(2.17)
For the second equation in (2.17), we have
|fk2| ≤ |u2k|+ |wk| = |u2k|+ |u1k| ≤ C on ∂Br0(p),
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Thus |fk2| ≤ C in Br0(p). We denote gk = e
fk2+wk , then the first equation in (2.16)
can be written as
∆fk1 + 2ρ2
h2e
gk∫
M h2e
u2k
efk1 = 0 in Br0(p), fk1 = 0 on ∂Br0(p). (2.18)
By using the Jensen’s inequality, we have
∫
M
h2e
u2k ≥ Ce
∫
M
u2k ≥ C > 0. We set
Vk = 2ρ2
h2e
gk∫
M
h2eu2k
, and have Vk ≤ C, this C depends on r0. Using (2.12), we get∫
Br0(p)
Vke
fk ≤ 2π. By [7, Corollary 3], we have |fk1| ≤ C and
u2k ≤ fk1 + fk2 + wk ≤ C.
This leads to u˜2k = u2k −
∫
M
h2e
u2k ≤ C, which contradicts to the assumption u˜2k
blows up at p. Thus we finish the proof of this lemma. 
By these two lemmas, we now begin to prove Theorem 1.1.
Proof of Theorem 1.1. We note that it is enough for us to prove u˜ik is uniformly
bounded above. We shall prove it by contradiction.
First, we claim S1 6= ∅. If not, u˜1k is uniformly bounded above and u˜2k blows
up. We decompose u2k = u2k,1+u2k,2, where u2k,1 and u2k,2 satisfies the following{
∆u2k,1 − ρ1(h1u˜1k − 1) = 0,
∫
M
u2k,1 = 0,
∆u2k,2 + 2ρ2(
h˜2ke
u2k,2
∫
M
h˜2ke
u2k,2
− 1) = 0,
∫
M
u2k,2 = 0,
where h˜2k = h2e
u2k,1 . By the Lp estimate, u2k,1 is bounded in W
2,p for any p > 1.
Thus u1k is bounded in C
1,α for any α ∈ (0, 1), after passing to a subsequence if
necessary, we gain u2k,1 converges to u0 in C
1,α. As a consequence, h˜2k → h2eu0 in
C1,α. Since u˜2k blows up, u2k and u2k,2 both blow up. Then applying the result
of Li and Shafrir in [26], we have ρ2 ∈ 4πN, which contradicts to our assumption.
Thus S1 6= ∅. Similarly, we can prove that S2 6= ∅.
We note that our argument above can be applied to the local case, which yields
S1∩S2 6= ∅. Suppose S1∩S2 = ∅. For any point p ∈ S2, we consider the behavior
of u1k and u2k in Br0(p), where r0 is small enough such that Br0(p)∩ (S\{p}) = ∅.
We decompose u˜2k = u2k,3 + u2k,4, where u2k,3 and u2k,4 satisfy{
∆u2k,3 − ρ1(h1eu˜1k − 1) = 0 in Br0(p), u2k,3 = 0 on ∂Br0(p),
∆u2k,4 + 2ρ2(h˜2,ke
u2k,4 − 1) = 0 in Br0(p), u2k,4 = u˜2k on ∂Br0(p),
(2.19)
where h˜2,k = h2e
u2k,3 . By using u˜1k uniformly bounded from above in Br0(p), we
have h˜2,k converges in C
1,α(Br0(p)). Since u2k,4 blows up simply at p, we have∣∣∣u2k,4 − log( eu2k,4(p(k))
(1 +
ρ2h˜2,k(p(k))e
u2k,4(p
(k))
4 |x− p
(k)|2)2
)∣∣∣ ≤ C, (2.20)
where u2k,4(p
(k)) = maxBr0 (p) u2k,4. (2.20) is proved in [4] and [25]. From (2.20),
we have
u2k,4 → −∞ in Br0(p) \ {p} and ρ2h2e
u˜2k → 4πδp in Br0(p), (2.21)
which implies
ρ2 = lim
k→∞
∫
M
ρ2h2e
u˜2k = 4π|S2|, (2.22)
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a contradiction to our assumption ρ2 /∈ 4πN, so S1 ∩S2 6= ∅.
Let p ∈ S1 ∩ S2, and σip, i = 1, 2 be the local masses of them at p. Applying
the result of Jost-Lin-Wang (Proposition 2.4 in [20]), we have (σ1p, σ2p) is one of
(2, 4), (4, 2) and (4, 4). By the assumption (ii), σ1p = 2. Thus σ2p = 4.
In the following, we claim u˜2k concentrate, i.e., u˜2k → −∞ uniformly in any
compact set of M \S2. Then,
ρ2h2e
u˜2k → 4π
∑
q∈S2\{p}
δq + 8πδp and ρ2 ∈ 4πN, (2.23)
which again yields a contradiction. This completes the proof of Theorem 1.1. The
proof of this claim is given in Lemma 2.3 below. 
Lemma 2.3. Suppose u˜ik, i = 1, 2 both blow up at p, and let 2 and 4 be the local
masses of u˜1k and u˜2k respectively. Then u˜2k → −∞ in Br0(p) \ {p}.
Proof. If the claim is not true, we have u˜2k is bounded by some constant C in
L∞(∂Br0(p)). Let f1k = −ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1) and zk be the solution
of {
−∆zk = f1k in Br0(p),
zk = −C on ∂Br0(P ).
(2.24)
Note that f1k → f1 uniformly in any compact set of Br0(p)\{p} and the integration
of the RHS over Br0(p) is 12π + o(1) as r0 → 0. By maximum principle, u˜2k ≥ zk
in Br0(p). In particular ∫
Br0(p)
ezk ≤
∫
Br0 (p)
eu˜2k <∞.
On the other hand, using Green representation formula for zk, we have
zk(x) = −
∫
Br0(p)
1
2π
ln |x− y|
(
− ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1)
)
+O(1),
(2.25)
where we used the regular part of the Green function is bounded. For any x ∈
Br0(p) \ {p}, we denote the distance between x and p by 2r. From (2.25), we have
zk(x) =−
∫
Br0 (p)
1
2π
ln |x− y|
(
− ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1)
)
+O(1)
=−
∫
Br0 (p)∩Br(x)
1
2π
ln |x− y|
(
− ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1)
)
−
∫
Br0 (p)\Br(x)
1
2π
ln |x− y|
(
− ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1)
)
+O(1).
It is easy to see∣∣∣ ∫
Br0 (p)∩Br(x)
ln |x− y|
(
− ρ1(h1e
u˜1k − 1) + 2ρ2(h2e
u˜2k − 1)
)∣∣∣ ≤ C,
due to u˜ik are uniformly bounded above in Br(x), i = 1, 2. Here C depends only
on x. For y ∈ Br0(p) \Br(x), we have |x− y| ≥ r and∫
Br0(p)\Br(x)
ln |x−y|
(
−ρ1(h1e
u˜1k−1)+2ρ2(h2e
u˜2k−1)
)
= (12π+o(1)) ln |x−p|+O(1).
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Therefore, we get zk(x) is uniformly bounded below by some constant that depends
on x only. Thus, we have zk → z in C2loc(Br0(p) \ {p}), where z satisfies{
−∆z = f1 in Br0(p) \ {p},
z = −C on ∂Br0(P ).
For ϕ ∈ C∞0 (Br0(p)),
lim
k→+∞
∫
Br0 (p)
ϕ∆zk =
∫
Br0 (p)
(ϕ(x) − ϕ(p))∆zk + ϕ(p)(
∫
Br0 (p)
f1 + 12π)
=
∫
Br0 (p)
ϕ(x)f1 + 12πϕ(p).
Thus −∆z = f1 + 12πδp. Therefore, we have z(x) ≥ 6 log
1
|x−p| + O(1) as x → p,
which implies
∫
Br0 (p)
ez =∞, a contradiction. Hence
u˜2k → −∞ in Br0(p) \ {p}. (2.26)

Next, we prove Theorem 1.2 and derive the shadow system (1.11).
Proof of Theorem 1.2. As ρ1k → 4π, ρ2k → ρ2 and ρ2 /∈ 4πN, we consider a
sequence of solutions (v1k, v2k) to (1.7) such that maxM (v1k, v2k)→ +∞.We claim
maxM (u˜1k, u˜2k) → +∞. Otherwise, u˜1k, u˜2k are uniformly bounded above. From
Green representation theorem and Lp estimate, we can get u1k, u2k are uniformly
bounded. This implies v1k, v2k are uniformly bounded, which contradicts to our
assumption. Let Si denotes the blow up point of u˜ik, i = 1, 2 as before.
We claim S2 = ∅ and S1 consists of one point only. Suppose first S2 6= ∅.
From the proof of Theorem 1.1, if S1 ∩ S2 = ∅, then u˜2k would concentrate,
i.e., u˜2k → −∞, ∀x ∈ M \ S2, which implies ρ2 = limk→+∞
∫
M
h2e
u˜2k ∈ 4πN, a
contradiction. Thus S1∩S2 6= ∅. Suppose q ∈ S1∩S2, from Proposition 2.4 in [20]
and the condition ρ1k < 8π, we conclude σ1q = 2, σ2q = 4. By Lemma 2.3, we have
u˜2k concentrate, which implies ρ2 ∈ 4πN, a contradiction again. Hence S2 = ∅. By
Lemma 2.2, u˜2k is uniformly bounded from above in M. Since maxM (u˜1k, u˜2k) →
+∞, we get S1 6= ∅. By the fact ρ1k → 4π, we have S1 contains only one point.
We write the equation for vik, i = 1, 2 as

∆v1k + ρ1k(
h1e
2v1k−v2k∫
M
h1e2v1k−v2k
− 1) = 0,
∆v2k + ρ2k(
h2e
2v2k−v1k∫
M
h2e2v2k−v1k
− 1) = 0.
(2.27)
Since u˜2k is uniformly bounded above, the second equation of (2.27) implies that
v2k is uniformly bounded in M and converges to some function
1
2w in C
1,α(M).
From the first equation of (2.27) and ρ1k → 4π, v1k blows up at only one point, say
p ∈M.
We write the first equation in (2.27) as
∆v1k + ρ1k(
h˜ke
2v1k∫
M h˜ke
2v1k
− 1) = 0, (2.28)
where h˜k = h1e
−v2k . We define v˜1k = v1k −
1
2 log
∫
M
h˜ke
2v1k . Due to the C1,α
convergence of h˜k, v˜1k simply blows up at p by a result of Li [25] (one can also see
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[4]), i.e., the following inequality holds:∣∣∣2v˜1k − log eλk(
1 + ρ1kh˜k(p
(k))eλk
4 |x− p
(k)|2
)2
∣∣∣ < c for |x− p(k)| < r0, (2.29)
where λk = 2v˜1k(p
(k)) = maxx∈Br0(p) 2v˜1k. By using this sharp estimate, we get
v˜1k → −∞ in M \ {p}, ρ1k
h1e
2v1k−v2k∫
M h1e
2v1k−v2k
→ 4πδp, (2.30)
and
∇
(
log(h1e
− 12w) + 4πR(x, x)) |x=p= 0, (2.31)
which proves (1.8) and (1.9).
In the following, we claim v2k →
1
2w in C
2,α(M). From this claim and (2.28), it
is easy to get
v1k → 8πG(x, p) in C
2,α(M \ {p}).
Combined with v2k →
1
2w in C
2,α(M), we have w satisfies the following equation
∆w + 2ρ2(
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
− 1) = 0. (2.32)
This proves (1.10). Therefore, we finish the proof of Theorem 1.2. The proof of the
claim is given in the following Lemma 2.4. 
Lemma 2.4. Let v1k, v2k be a sequence of blow up solutions of (2.27), which v1k
blows at p and v2k →
1
2w in C
1,α(M). Then v2k →
1
2w in C
2,α(M).
Proof. By (2.29), we have
|λk − log
∫
M
h˜ke
2v1k | < c. (2.33)
To prove v2k →
1
2w in C
2,α, we need the following estimate∣∣∣2∇v˜1k −∇( log eλk(
1 + ρ1kh(p)e
λk
4 |x− p|
2
)2)
∣∣∣ < c for |x− p| < r0, (2.34)
where (2.34) comes from the error estimate of [10, Lemma 4.1]. We write
h2e
2v2k−v1k = h2e
−v1ke2v2k .
By (2.29) and (2.34), it is not difficult to show
∇
(
h2e
−v1k
)
∈ L∞(M).
Therefore, by classical elliptic regularity and Sobolev inequality, we can show that
v2k →
1
2
w in C2,α for any α ∈ (0, 1). (2.35)
Then we finished the proof of this lemma. 
After deriving the shadow system (1.11), we show the non-degeneracy of (1.12)
by applying the well-known transversality theorem.
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For convenience, we write (1.12) as
 ∆w + 2ρ2
(
h∗2e
w−4π
∑m
j=1 G(x,p
0
j )−F0(x)
∫
M
h∗2e
w−4π
∑m
j=1
G(x,p0
j
)−F0(x)
− 1
)
= 0,
∇
(
log(h∗1e
− 12w) + 4πR(x, x) + Fi(x)
)
|x=p0i= 0, i = 1, 2, · · · ,m,
(2.36)
where
F0(x) = 4π
∑
q∈S2
βqG(x, q) + 4π
∑
q∈S
(1 + αq)G(x, q),
and
Fi(x) = 8π
m∑
j=1,j 6=i
G(x, p0j ) + 8π
∑
q∈S
(1 + αq)G(x, q) − 4π
∑
q∈S1
αqG(x, q).
In order to show (2.36) has a non-degenerate solution, we need the following theo-
rem, which can be found in [1], [46] and references therein. First, we recall that
Theorem 2.5. Let F : H × B → E be a Ck map. H, B and E Banach manifolds
with H and E separable. If 0 is a regular value of F and Fb = F (·, b) is a Fredholm
map of index < k, then the set {b ∈ B : 0 is a regular value of Fb} is residual in
B.
We say y ∈ E is a regular value if every point x ∈ F−1(y) is a regular point,
where x ∈ H×B is a regular point of F if DxF : Tx(H×B)→ TF (x)E is onto. We
say a set A is a residual set if A is a countable intersection of open dense sets, see
[1], which implies A is dense in B (B is a Banach space), see [21].
Following the notations in Theorem 2.5, we denote
H =
(
Mm∗ \ Γ
m
)
× W˚ 2,p(M), B = C2,α(M)× C2,α(M), E = (R2)m × W˚ 0,p(M),
where
M∗ =M \ S1, Γ
m := {(x1, x2, · · · , xm) | xi ∈M∗, xi = xj for some i = j},
W˚ 2,p(M) := {f ∈W 2,p |
∫
M
f = 0}, W˚ 0,p(M) := {f ∈ Lp |
∫
M
f = 0},
and
C2,α(M) = {f ∈ C2,α(M)}.
Remark 1. Clearly, Theorem 2.5 is local in nature. Even though Mm∗ \ Γm is not
a complete manifold, we can follow the proof of the Transversality Theorem in [46]
with minor modification to get Theorem 2.5, see [46, 47].
We consider the map
T (w,Pw, h
∗
1, h
∗
2) =


∆w + 2ρ2(
h∗2e
w−4π
∑m
i=1 G(x,p
0
i )−F0(x)
∫
M
h∗2e
w−4π
∑m
i=1
G(x,p0
i
)−F0(x)
− 1)
∇ log
(
h∗1e
− 12w + 4πR(x, x)
)
(p01) +∇F1(p
0
1)
...
∇ log
(
h∗1e
− 12w + 4πR(x, x)
)
(p0m) +∇Fm(p
0
m)

 . (2.37)
Clearly, T is C1. Next, we claim
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(i) T (·, ·, h∗1, h
∗
2) is a Fredholm map of index 0,
(ii) 0 is a regular value of T.
For the first claim, after computation, we get
T ′w,Pw(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] =


T0(w,Pw, h
∗
1, h
∗
2)[φ, ν1, · · · , νm]
T1(w,Pw, h
∗
1, h
∗
2)[φ, ν1, · · · , νm]
...
Tm(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm]

 ,
(2.38)
where
T0(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] =∆φ+ 2ρ2
hˆ2e
w∫
M hˆ2e
w
φ− 2ρ2
hˆ2e
w
(
∫
M hˆ2e
w)2
∫
M
hˆ2e
wφ
− 8πρ2
m∑
i=1
hˆ2e
w∫
M
hˆ2ew
∇G(x, p0i ) · νi
+ 8πρ2
m∑
i=1
hˆ2e
w
(
∫
M hˆ2e
w)2
∫
M
hˆ2e
w∇G(x, p0i ) · νi,
Ti(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] =∇
2
x(log h
∗
1e
− 12w + 4πR(x, x) + Fi) |x=p0i ·νi
+ Fi −
1
2
∇φ(p0i ) for i = 1, 2, · · · ,m,
where
hˆ2 = h
∗
2e
−4π
∑m
i=1G(x,p
0
i )−F0(x)
and
Fi = 8π
m∑
j=1,j 6=i
∇2xG(p
0
i , x) |x=p0j ·νj .
We decompose
T ′w,Pw [φ, ν1, · · · , νm] =


T01
T11
...
Tm1

 [φ, ν1, · · · , νm] +


T02
T12
...
Tm2

 [φ, ν1, · · · , νm], (2.39)
where
T01(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] = ∆φ+ 2ρ2
hˆ2e
w∫
M
hˆ2ew
φ− 2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
wφ,
T02(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] = −8πρ2
m∑
i=1
hˆ2e
w∫
M
hˆ2ew
∇G(x, p0i )νi
+ 8πρ2
m∑
i=1
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
w∇G(x, p0i )νi,
Ti1 = 0, Ti2 = Ti, for i = 1, 2, · · · ,m.
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We define T1 =


T01
T11
...
Tm1

 and T2 =


T02
T12
...
Tm2

 . We can easily see that T1 is sym-
metric, it follows from the basic theory of elliptic operators that T1 is a Fredholm
operator of index 0. Combining the Sobolev inequality and (R2)m is a finite Eu-
clidean space, we can show that T2 is a compact operator. Therefore, by the
standard linear operator theory [21], we get T1+T2 is also a Fredholm linear oper-
ator with index 0. Hence, we prove the first claim that T is a Fredholm map with
index 0.
It remains to show that 0 is a regular value. We derive the differentiation of the
operator T with respect to h∗1 and h
∗
2,
T ′h∗1 (w,Pw , h
∗
1, h
∗
2)[H1] =


0
∇H1
h∗1
(p01)−
∇h∗1
(h∗1)
2H1(p
0
1)
...
∇H1
h∗1
(p0m)−
∇h∗1
(h∗1)
2H1(p
0
m)

 ,
and
T ′h∗2 (w,Pw , h
∗
1, h
∗
2)[H2] =


2ρ2
hˆ2e
w
∫
M
hˆ2ew
H2
h∗2
− 2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
wH2
h∗2
0
...
0

 .
By choosing ν1 = ν2 = · · · = νm = 0, and H1 such that
∇H1
h∗1
− ∇h
∗
1
(h∗1)
2H1 =
1
2∇φ at
p0i , i = 1, 2, · · · ,m. We get
T ′w,Pw(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm] + T
′
h1(w,Pw , h
∗
1, h
∗
2)[H1]
=


∆φ + 2ρ2
hˆ2e
w
∫
M
hˆ2ew
φ− 2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
wφ
0
...
0

 .
Next, we claim that the vector space spanned by T ′w,Pw(w,Pw , h
∗
1, h
∗
2)[φ, ν1, · · · , νm],
T ′h∗1 (w,Pw , h
∗
1, h
∗
2)[H1] and T
′
h∗2
(w,Pw , h
∗
1, h
∗
2)[H2] contains


f
0
...
0

 for all f ∈ W˚ 0,p.
It is enough for us to prove that only φ = 0 can satisfy
φ ∈ Ker
{
∆ ·+2ρ2
hˆ2e
w∫
M
hˆ2ew
· −2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
w ·
}
and 〈
φ, 2ρ2
hˆ2e
w∫
M
hˆ2ew
H2
h∗2
− 2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
wH2
h∗2
〉
= 0,
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for all H2 ∈ C2,α(M). We set
L = ∆ ·+2ρ2
hˆ2e
w∫
M
hˆ2ew
· −2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
w · .
Using φ ∈ Ker(L), we obtain that for any H2 ∈W 0,p(M),∫
M
(
∆φ+ 2ρ2
hˆ2e
w∫
M hˆ2e
w
φ− 2ρ2
hˆ2e
w
(
∫
M hˆ2e
w)2
∫
M
hˆ2e
wφ
)
·H2 = 0, (2.40)
Since C2,α(M) is dense in W 0,p(M) and〈
φ, 2ρ2
hˆ2e
w∫
M
hˆ2ew
H2 − 2ρ2
hˆ2e
w
(
∫
M
hˆ2ew)2
∫
M
hˆ2e
wH2
〉
= 0,
we deduce ∫
M
∆φ ·H2 = 0, ∀ H2 ∈ W
0,p(M). (2.41)
Thus
∆φ = 0 in M,
∫
M
φ = 0. (2.42)
So φ ≡ 0. Therefore the claim is proved.
On the other hand, we choose two functions, H1,1 and H1,2 such that
H1,i(p
0
j) = 0,∇H1,i(p
0
j ) = 0, 2 ≤ j ≤ m, i = 1, 2.
Based on this choice, we can further make such H1,i, i = 1, 2 that
∇H1,1
h∗1
(p01)−
∇h∗1
(h∗1)
2
H1,1(p
0
1) = (1, 0),
and
∇H1,2
h∗1
(p01)−
∇h∗1
(h∗1)
2
H1,2(p
0
1) = (0, 1).
Then it is not difficult to see that (By setting φ = 0, ν1 = ν2 = · · · = νm = 0)

0
c
0
...
0

 ⊂ DT (w,Pw, h
∗
1, h
∗
2)[φ, ν1, · · · , νm, H1, H2]
for all c ∈ R2. Similarly, we can show

0
c1
c2
...
cm

 ⊂ DT (w,Pw, h
∗
1, h
∗
2)[φ, ν1, · · · , νm, H1, H2]
for all ci ∈ R2, i = 1, 2, · · · ,m. Therefore, we proved that the differential map is
onto. As a consequence, 0 is a regular point of T. By Theorem 2.5, we have{
(h∗1, h
∗
2) ∈ B : 0 is a regular value of T (·, ·, h
∗
1, h
∗
2)
}
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is residual in B. Since T (w,Pw, h∗1, h
∗
2) is a Fredholm map of index 0 for fixed h
∗
1, h
∗
2,
we have{
(h∗1, h
∗
2) ∈ B : the solution (w,Pw) of T (·, ·, h
∗
1, h
∗
2) = 0 is nondegenerate
}
is residual in B. Thus, we can choose h∗1, h
∗
2 > 0 such that the solution of (1.12) is
non-degenerate.
3. Apriori estimate
In this section, we shall prove that all the blow up solutions of (1.7) must be
contained in the set Sρ1(p, w) × Sρ2(p, w) when ρ1 → 4π, ρ2 /∈ 4πN, where the
definition of Sρi(p, w), i = 1, 2 is given in (3.14) and (3.15) of this section.
To simplify our description, we may assume M has a flat metric near a neigh-
borhood of each blow up point. Of course we can modify our arguments without
any difficulty for the general case, as in [11].
We start to define the set Sρi(p, w). For any given non-degenerate solution (p, w)
of (1.11), we set
h = h1e
− 12w. (3.1)
Note that
∇x(log h+ 4πR(x, x)) |x=p= ∇x
(
log h(x) + 8πR(x, p)
)
|x=p= 0, (3.2)
whenever (p, w) is a solution of shadow system (1.11). For q such that |q − p| ≪ 1
and large λ > 0, we set
U(x) = λ− 2 log
(
1 +
ρ1h(q)
4
eλ|x− q|2
)
, (3.3)
and U(x) satisfies the following equation
∆U(x) + 2ρ1h(q)e
U = 0 in R2, U(q) = max
R2
U(x) = λ. (3.4)
Let
H(x) = exp
{
log
h(x)
h(q)
+ 8πR(x, q)− 8πR(q, q)
}
− 1, (3.5)
and
s = λ+ 2 log
(ρ1h(q)
4
)
+ 8πR(q, q) +
∆H(q)
ρ1h(q)
λ2
eλ
. (3.6)
Let σ0(t) be a cut-off function:
σ0(t) =
{
1, if |t| < r0,
0, if |t| ≥ 2r0.
Set σ(x) = σ0(|x − q|) and
J(x) =
{ (
H(x)−∇H(p) · (x − p)
)
σ, x ∈ B2r0(q),
0, x /∈ B2r0(q).
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Let η(x) satisfy {
∆η + 2ρ1h(q)e
U (η + J(x)) = 0 on R2,
η(q) = 0,∇η(q) = 0.
(3.7)
The existence of η was proved in [11]. Furthermore, we have the following lemma
Lemma 3.1. Let R =
√
ρ1h(q)
4 e
λ. For h ∈ C2,α(M) and large λ. there exists a
solution η satisfying (3.7) and the following
(i) η(x) = − 4∆H(q)ρ1h(q) e
−λ[log(R|x− q|+ 2)]2 +O(λe−λ) on B2r0(q),
(ii) η,∇xη, ∂qη, ∂λη,∇x∂qη,∇x∂λη = O(λ2e−λ) on B2r0(q).
The proof of Lemma 3.1 was given in [11].
We set 

vq(x) =
(
U(x) + η(x) + 8π(R(x, q)−R(q, q)) + s
)
σ(x)
+8πG(x, q)(1 − σ(x)),
vq =
1
|M|
∫
M vq,
vq,λ,a = a(vq − vq).
(3.8)
Note that vq(x) depends on q and λ. Next, we define O
(1)
q,λ and O
(2)
q,λ:
O
(1)
q,λ =
{
φ ∈ H˚1(M)
∣∣∣ ∫
M
∇φ · ∇vq =
∫
M
∇φ · ∇∂qvq =
∫
M
∇φ · ∇∂λvq = 0
}
,
(3.9)
and
O
(2)
q,λ =
{
ψ ∈W 2,p(M)
∣∣∣ ∫ ψ = 0}, p > 2. (3.10)
For each (q, λ), we define
t = λ+ 8πR(q, q) + 2 log
ρ1h(q)
4
+
∆H(q)
ρ1h(q)
λ2e−λ − vq. (3.11)
For ρ1 6= 4π, we define λ(ρ1) such that
ρ1 − 4π =
∆ log h(p) + 8π − 2K(p)
h(p)
λ(ρ1)e
−λ(ρ1), (3.12)
where (p, w) is the non-degenerate solution of (1.11) andK(p) denotes the Gaussian
curvature of p. By using the equation (1.10), we have e−4πG(x,p) |x=p= 0 and
∆w(p) = 2ρ2. Thus
∆ log h(p) + 8π − 2K(p) =∆ log h1(p)− ρ2 + 8π − 2K(p). (3.13)
Obviously, λ(ρ1) can be well-defined only if
∆ log h1(p)− ρ2 + 8π − 2K(p) 6= 0.
Let c be a positive constant, which will be chosen later. By using ρ1, we set
Sρ1(p, w) =
{
v1 =
1
2
vq,λ,a + φ
∣∣∣ |q − p| ≤ cλ(ρ1)e−λ(ρ1), |λ− λ(ρ1)| ≤ cλ(ρ1)−1,
|a− 1| ≤ cλ(ρ1)
− 12 e−λ(ρ1), φ ∈ O
(1)
q,λ and ‖φ‖H1(M) ≤ cλ(ρ1)e
−λ(ρ1)
}
,
(3.14)
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and
Sρ2(p, w) =
{
v2 =
1
2
w + ψ
∣∣∣ ψ ∈ O(2)q,λ and ‖ψ‖∗ ≤ cλ(ρ1)e−λ(ρ1)}, (3.15)
where ‖ψ‖∗ = ‖ψ‖W 2,p(M).
Now suppose (v1k, v2k) is a sequence of bubbling solutions of (1.7) such that v1k
blows up at p and weakly converges to 4πG(x, p), while v2k →
1
2w in C
2,α(M).
Then we want to prove that
(v1k, v2k) ∈ Sρ1(p, w) × Sρ2(p, w).
First of all, we prove the following lemma.
Lemma 3.2. Let (v1k, v2k) be a sequence of blow up solutions of (1.7), which v1k
blows up at p, weakly converges to 4πG(x, p) and v2k →
1
2w in C
2,α(M). Suppose
(p, w) is a non-degenerate solution of (1.11) and
∆ log h1(p)− ρ2 + 8π − 2K(p) 6= 0. (3.16)
Then there exist c > 0, qk, λk, ak, φk, ψk such that
v1k =
1
2
vqk,λk,ak + φk, v2k =
1
2
w + ψk, (3.17)
and (v1k, v2k) ∈ Sρ1(p, w)× Sρ2(p, w).
Remark 2. Because the proof of this lemma is very long, we describe the process
briefly. First of all, we have to obtain a good approximation of v1k. Since v2k
converges to 12w in C
2,α(M), this fine estimate can be obtained by the same proof
in Lemma [10]. Next, we substitute v1k into the second equation of v2k. Then we
use the non-degeneracy of (1.11) to get the sharp estimates of ψk and |q˜k−p|, where
ψk = v2k−
1
2w and q˜k is the point where v1k obtains its maximal value. After that,
we get the lemma. In the following proof, we use the same notation as the proof of
Theorem 1.2.
Proof. Let v1k and v2k be a sequence of blow up solutions of (1.7).

∆v1k + ρ1k(
h1e
2v1k−v2k∫
M
h1e2v1k−v2k
− 1) = 0,
∆v2k + ρ2k(
h2e
2v2k−v1k∫
M
h2e2v2k−v1k
− 1) = 0.
(3.18)
For convenience, we write the first equation in (3.18) as,
∆v1k + ρ1k(
h˜ke
2v1k∫
Ω
h˜ke2v1k
− 1) = 0, (3.19)
where
h˜k = h1e
−v2k = he−ψk and ψk = v2k −
1
2
w. (3.20)
Since h˜k → h in C
2,α(M), all the estimates in [10] can be applied to our case
here, although in [10] the coefficient h˜k is independent of k. In the followings (up
to (3.28) below), we sketch the estimates in [10, 11] which will be used here. We
denote q˜k to be the maximal point of v˜1k near p, where v˜1k = v1k−
1
2 log
∫
M
h˜ke
2v1k .
Let
λk = 2v˜1k(q˜k)− log
∫
M
h˜ke
2v1k .
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In the local coordinate near q˜k, we set
U˜k(x) = log
eλk
(1 + ρ1kh˜k(qk)4 e
λk |x− qk|2)2
.
where qk is chosen such that
∇U˜k(q˜k) = ∇ log h(q˜k),
clearly |qk − q˜k| = O(e
−λk). Then the error term inside Br0(qk) is set by
η˜k(x) = 2v˜1k − U˜k(y)− (8πR(x, qk)− 8πR(qk, qk)), (3.21)
and the error term outside Br0(qk) is set by
ξk(x) = 2v1k(x)− 8πG(x, qk). (3.22)
By Green’s representation for v1k, it is not difficult to obtain
ξk(x) = O(λke
−λk) for x ∈M \Br0(qk). (3.23)
By a straightforward computation, the error term η˜k satisfies
∆η˜k + 2ρ1kh˜k(qk)e
U˜kH˜k(x, η˜k) = 0, (3.24)
where
H˜k(x, t) = exp{log
h˜k(x)
h˜k(qk)
+ 8π
(
R(x, qk)−R(qk, qk)
)
+ t} − 1
=Hk(x) + t+O(|t|
2),
and
Hk(x) = exp
{
log
h˜k(x)
h˜k(qk)
+ 8πR(x, qk)− 8πR(qk, qk)
}
− 1.
We see that except for the higher-order term O(|η˜k|2), equation (3.24) is exactly
like (3.7). By Lemma 3.1, we can prove
η˜k(x) = −
4
ρ1kh˜k(qk)
∆ logHk(qk)e
−λk [log(Rk|x− qk|+ 2)]
2 +O(λke
−λk) (3.25)
for x ∈ B2r0(qk), where Rk =
√
ρ1kh˜k(qk)
4 e
λk .
From [10, Theorem 1.1, Theorem 1.4 and Lemma 5.4], we have
ρ1k − 4π =
∆ log h˜k(qk) + 8π − 2K(qk)
h˜k(qk)
λke
−λk +O(e−λk ), (3.26)
2v˜1k + λk + 2 log
ρ1kh˜k(qk)
4
+ 8πR(qk, qk) +
∆Hk(qk)
ρ1kh˜k(qk)
λ2ke
−λk = O(λke
−λk),
(3.27)
and
|∇Hk(qk)| = O(λke
−λk). (3.28)
Now we let ηk be defined as in (3.7), vqk and vqk,λk,ak be defined as in (3.8) with
q = qk, λ = λk and a = ak = 1. By Lemma 3.1, (3.25) and (3.28), we have
ηk(x) = η˜k +O(λke
−λk) for x ∈ B2r0(qk). (3.29)
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Note that for x ∈ Br0(qk),
vqk,λk,ak =U˜k(x) + ηk(x) +
(
8πR(x, qk)− 8πR(qk, qk)
)
+ λk + 2 log
ρ1kh˜k(qk)
4
+ 8πR(qk, qk) +
∆Hk(qk)
ρ1kh˜k(qk)
λ2ke
−λk − vqk ,
where vqk denotes the average of vqk . From [11, Lemma 2.2 and Lemma 2.3], we
have
vqk − 4πG(x, qk) = O(λke
−λk) in M \B2r0(qk), and vqk = O(λke
−λk). (3.30)
By (3.21), (3.27), (3.29) and (3.30), we have
2v1k − vqk,λk,ak =2v˜1k +
∫
M
h˜ke
2v1k − vqk,λk,ak
=2v˜1k − U˜k −
(
8πR(x, x) − 8πR(x, qk)
)
− ηk(x) +O(λke
−λk)
=η˜k(x) − ηk(x) +O(λke
−λk) = O(λke
−λk) (3.31)
for x ∈ Br0(qk). For x ∈M \B2r0(qk), by (3.22) and (3.30), we get
2v1k − vqk,λk,ak = 2v1k − 8πG(x, qk)− (vqk − 8πG(x, qk)) + vqk = O(λke
−λk).
For the intermediate domain B2r0(qk) \ Br0(qk), following a similar way, we can
obtain that 2v1k − vqk,λk,ak = O(λke
−λk). Thus, we find a good approximation
1
2vqk,λk,ak for v1k. For convenience, we write
v1k =
1
2
vqk,λk,ak + φk, where ‖φk‖L∞(M) < c˜λke
−λk , (3.32)
where c˜ is independent of ψk.
Next, we substitute (3.32) and v2k =
1
2w+ψk into the second equation of (3.18),
after computation, we obtain
Lψk = I1 + I2 + I3,
∫
M
ψk = 0, (3.33)
where
Lψk =∆ψk + 2ρ2
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
ψk
− 2ρ2
h2e
w−4πG(x,p)
(
∫
M
h2ew−4πG(x,p))2
∫
M
(h2e
w−4πG(x,p)ψk)
− 4πρ2
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
(
∇G(x, p)(qk − p)
)
+ 4πρ2
h2e
w−4πG(x,p)
(
∫
M
h2ew−4πG(x,p))2
∫
M
(
h2e
w−4πG(x,p)(∇G(x, p)(qk − p))
)
,
I1 =− ρ2
h2e
w+2ψk−v1k∫
M
h2ew+2ψk−v1k
+ ρ2
h2e
w+2ψk−4πG(x,qk)∫
M
h2ew+2ψk−4πG(x,qk)
,
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I2 =ρ2
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
− ρ2
h2e
w+2ψk−4πG(x,p)∫
M
h2ew+2ψk−4πG(x,p)
+ 2ρ2
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
ψk
− 2ρ2
h2e
w−4πG(x,p)
(
∫
M
h2ew−4πG(x,p))2
∫
M
(h2e
w−4πG(x,p)ψk),
and
I3 =− ρ2
h2e
w+2ψk−4πG(x,qk)∫
M h2e
w+2ψk−4πG(x,qk)
+ ρ2
h2e
w+2ψk−4πG(x,p)∫
M h2e
w+2ψk−4πG(x,p)
− 4πρ2
h2e
w−4πG(x,p)∫
M h2e
w−4πG(x,p)
(∇G(x, p)(qk − p))
+ 4πρ2
h2e
w−4πG(x,p)
(
∫
M h2e
w−4πG(x,p))2
∫
M
(
h2e
w−4πG(x,p)(∇G(x, p)(qk − p))
)
.
We shall analyze the right hand side of (3.33) term by term in the following. For
I1, we set
E1 = exp
(
w + 2ψk − 4πG(x, qk)
)
− exp
(
w + 2ψk −
1
2
vqk,λk,ak − φk
)
.
For x ∈M \Br0(qk).We see that the difference between 4πG(x, qk) and vqk,λk,ak
is of order λke
−λk . As a consequence, E1 = O(λke
−λk).
For x ∈ Br0(qk),
4πG(x, qk)−
1
2
vqk,λk,ak =4πG(x, qk)− 4πR(x, qk)− log(
ρ1h˜k(qk)e
λk
4
)
+ log(1 +
ρ1h˜k(qk)e
λk
4
|x− qk|
2)− λk
−
1
2
(ηk +
∆Hk(qk)
ρ1h˜k(qk)
λ2k
eλk
) +O(λke
−λk)
= log(
4
ρ1h˜k(qk)eλˆk |x− qk|2
+ 1)
−
1
2
(ηk +
∆Hk(qk)
ρ1h˜k(qk)
λ2k
eλk
) +O(λke
−λk).
Since φk = O(λke
−λk),
exp
(
w + 2ψk −
1
2
vqk,λk,ak − φk
)
= exp
(
w + 2ψk −
1
2
vqk,λk,ak
)
+O(λke
−λk).
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Then, we have
exp
(
w + 2ψk − 4πG(x, qk)
)
− exp
(
w + 2ψk −
1
2
vqk,λk,ak − φk
)
= exp
(
w + 2ψk − 4πG(x, qk)
)
− exp
(
w + 2ψk −
1
2
vqk,λk,ak
)
+O(λke
−λk)
= exp
(
w + 2ψk − 4πG(x, qk)
)(
1− exp
(
4πG(x, qk)−
1
2
vqk,λk,ak
))
+O(λke
−λk)
= exp
(
w + 2ψk − 4πG(x, qk)
)(
1− exp
[
log(1 +
4
ρ1h˜keλk |x− qk|2
)
+O(ηk +
∆Hk(qk)
ρ1h˜k(qk)
λ2k
eλk
) +O(λke
−λk)
])
When |x− qk| = O(e−
λk
2 ), we have
exp
(
w + 2ψk − 4πG(x, qk)
)
= O(e−λk ),
and
log(1 +
4
ρ1h˜keλk |x− qk|2
) +O(ηk +
∆Hk(qk)
ρ1h˜k(qk)
λ2k
eλk
) = O
(
log(e−λk |x− qk|
−2)
)
,
hence
E1 = O(λke
−λk) for |x− qk| = O(e
−
λk
2 ).
When |x− qk| ≫ e−
λk
2 , then
1− exp
(
log(1 +
4
ρ1h˜keλk |x− qk|2
)+O(ηk +
∆Hk(qk)
ρ1h˜k(qk)
λ2k
eλk
)
)
+O(λke
−λk)
= O(
4
ρ1h˜keλk |x− qk|2
+ λke
−λk),
as a result, we have
E1 = O(λke
−λk) for r0 ≥ |x− qk| ≫ e
−
λk
2 .
Thus, ‖E1‖L∞(M) = O(λke
−λk). This implies I1 = O(λke
−λk).
For the second term, it is easy to see that I2 = O(‖ψk‖∗). It remains to estimate
I3. We divide it into three parts.
I3 = I31 + I32 + I33,
where
I31 =− ρ2
h2e
w+2ψk−4πG(x,qk)∫
M h2e
w+2ψk−4πG(x,qk)
+ ρ2
h2e
w+2ψk−4πG(x,p)∫
M h2e
w+2ψk−4πG(x,p)
− 4πρ2
h2e
w+2ψk−4πG(x,p)∫
M
h2ew+2ψk−4πG(x,p)
(
∇G(x, p)(qk − p)
)
,
+ 4πρ2
h2e
w+2ψk−4πG(x,p)
(
∫
M
h2ew+2ψk−4πG(x,p))2
∫
M
(
h2e
w+2ψk−4πG(x,p)(∇G(x, p)(qk − p))
)
,
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I32 =4πρ2
h2e
w−4πG(x,p)
(
∫
M
h2ew−4πG(x,p))2
∫
M
(
h2e
w−4πG(x,p)(∇G(x, p)(qk − p))
)
− 4πρ2
h2e
w+2ψk−4πG(x,p)
(
∫
M
h2ew+2ψk−4πG(x,p))2
∫
M
(
h2e
w+2ψk−4πG(x,p)(∇G(x, p)(qk − p))
)
,
and
I33 =4πρ2
h2e
w+2ψk−4πG(x,p)∫
M
h2ew+2ψk−4πG(x,p)
(
∇G(x, p)(qk − p)
)
− 4πρ2
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
(
∇G(x, p)(qk − p)
)
.
It is not difficult to see
I31 = O(|qk − p|
2), I32 = O(1)‖ψ‖∗|qk − p|, I33 = O(1)‖ψ‖∗|qk − p|.
Then (3.33) can be written as
L(ψk) = o(1)‖ψk‖∗ +O(‖ψk‖
2
∗ + λke
−λk) +O(|p− qk|
2). (3.34)
By the definition of Hk and (3.28), we have
∇Hk(qk) = ∇ log h(qk)−∇ψ(qk) + 8π∇R(qk, qk) = O(λke
−λk). (3.35)
By (3.2) and (3.35), we have
∇2
(
log h(p) + 8πR(p, p)
)
(qk − p)−∇ψk(p) =∇ log h(qk)−∇ψ(qk) + 8π∇R(qk, qk)
−
(
∇ log h(p) + 8π∇R(p, p)
)
+∇ψ(qk)−∇ψk(p)
+O(|p− q|2)
=∇Hk(qk)−∇H(p) +O(|p− q|
γ‖ψk‖∗)
+O(|p− q|2), (3.36)
where γ depends on p. We note that ∇H(p) = 0. From (3.34)-(3.36) and the
non-degeneracy of p, w, we obtain
‖ψk‖∗ + |p− qk| ≤ C(λke
−λk + o(1)‖ψk‖∗ + ‖ψk‖
2
∗ + |p− qk|
2), (3.37)
where C is a generic constant, independent of k and ψk. Therefore, we have
ψk = O(λke
−λk), |p− qk| = O(λke
−λk). (3.38)
As a conclusion of (3.12), (3.26) and (3.38), we have
λk − λ(ρ1) = O(λ(ρ1)
−1), h˜k = h+O(λ(ρ1)e
−λ(ρ1)), |qk − p| = O(λ(ρ1)e
−λ(ρ1))
(3.39)
and
v2k −
1
2
w = O(λ(ρ1)e
−λ(ρ1)). (3.40)
We replace h˜k by h in the definition of vq, we denote the new terms by vq. By
(3.38), we have
vqk − vq = O(λ(ρ1)e
−λ(ρ1)).
We set
vq,λ,a = vq − vq. (3.41)
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By (3.32) and (3.41), we gain
v1k −
1
2
vq,λ,a = O(λ(ρ1)e
−λ(ρ1)). (3.42)
By [11, Lemma 3.2], if we choose c in Sρ1(p, w) big enough, there exists triplet
(q∗, λ∗, a∗) and φ∗ ∈ O
(1)
q∗,λ∗ such that
v1k =
1
2
vq∗,λ∗,a∗ + φ
∗
k, (3.43)
where q∗, λ∗, a∗ satisfy the condition in Sρ1(p, w). Therefore, we proved
(v1k, v2k) ∈ Sρ1(p, w) × Sρ2(p, w).

In conclusion, we have the following Theorem,
Theorem 3.3. Suppose h1, h2 are two positive C
2,α function on M such that any
solution (p, w) of (1.11) is non-degenerate and ∆ log h1(p)−ρ2+8π 6= 0. Then there
exists ε0 > 0 and C > 0 such that for any solution of (1.7) with ρ1 ∈ (4π− ε0, 4π+
ε0), ρ2 /∈ 4πN, either |v1|, |v2| ≤ C, ∀x ∈ M or (v1, v2) ∈ Sρ1(p, w) × Sρ2(p, w) for
some solution (p, w) of (1.11).
4. Approximate blow up solution
In the following two sections. We shall construct the blow up solutions of (1.7)
in general case when
ρ1 → ρ∗ = 4mπ + 4π
∑
q∈S
αq and ρ2 /∈ Σ2. (4.1)
The construction of such bubbling solution is based on a non-degenerate solution of
(1.12). For a given non-degenerate solution (Pw, w) of (1.12). We define the space
Sρ1(Q,w), Sρ2(Q,w) for v1 and v2 respectively, where the definition of Sρi(Q,w)
is given in (4.23)-(4.24). These two sets are generalization of the one defined in
the previous section. Our aim is to compute the degree of the following nonlinear
operator (
v1
v2
)
= (−∆)−1

 2ρ1( h1e2v1−v2∫M h1e2v1−v2 − 1)
2ρ2
(
h2e
2v2−v1∫
M
h2e2v2−v1
− 1
)


in the space Sρ1(Q,w)× Sρ2(Q,w).
For a give non-degenerate solution (pw, w) of (1.12). We define
Q = Pw ∪ S = {p
0
1, p
0
2, · · · , p
0
m} ∪ S, Pw ∩ S1 = ∅, S ⊆ S1.
In order to simplify our notation, we relabel the index in Q and set
Q = {p01, p
0
2, · · · , p
0
n}, n = m+ |S|
and
αi = 0 for 1 ≤ i ≤ m, αm+i = αp0m+i , 1 ≤ i ≤ n−m.
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For each point p0j in Q, we set
G∗j (x) = 8π
(
(1 + αj)R(x, p
0
j ) +
∑
1≤i≤n,i6=j
(1 + αi)G(x, p
0
i )
)
, j = 1, 2, · · · , n. (4.2)
We only consider the case S 6= ∅, because the construction for the case S = ∅ is
similar. we may assume (relabeling the index if necessary)
αm+1 = · · · = αm+l > αm+l+1 ≥ · · · ≥ αm+n,
We use G∗j associate with Q to define l(Q) as follows.
l(Q) =
m+l∑
j=m+1
( hpj (p0j)ρ∗
4(1 + αj)2
) 1
1+αj e
G∗j (p
0
j )
1+αj
(
∆ log(h∗1e
− 12w)(p0j) + 2ρ∗ −N
∗ − 2K(p0j)
)
,
(4.3)
whereK(p) is the Gaussian curvature at p, ρ∗ = 4π
∑n
j=1(1+αj), N
∗ = 4π
∑
q∈S1
αq,
and
hpj (x) =
{
h(x), if 1 ≤ j ≤ m,
|x− p0j |
−2αjh(x), if m+ 1 ≤ j ≤ n.
Let P = (p1, p2, · · · , pn) with |pi − p0i | ≪ 1 for 1 ≤ i ≤ m and pi = p
0
i for
m < i ≤ n. For large λj > 0, j = 1, 2, · · · , n, we set
Uj(x) = λj − 2 log
(
1 +
ρ1hpj (pj)
4(1 + αj)2
eλj |x− pj |
2(1+αj)
)
. (4.4)
These Uj(x) satisfy the following equation
∆Uj(x) + 2ρ1hpj (pj)e
Uj = 0 in R2, Uj(pj) = max
R2
Uj(x) = λj , (4.5)
By using hpj (x), we define Hj(x, t),
Hj(x, t) = exp
{
log
hpj (x+ pj)
hpj (pj)
+ (G∗j (x + pj)−G
∗
j (pj)) + t
}
− 1, (4.6)
For convenience, we set
J = {1, 2, · · · , n}, J1 = {1, 2, · · · ,m}, J2 = {m+ 1,m+ 2, · · · ,m+ l}.
Next, we construct the error terms near each point pj for j ∈ J2. With out loss
of generality, we may assume ∇Hj(0, 0) = (ej , 0). Let Q(x) =
1
2
(
∇2 log[Hj(0, 0) +
1]x, x
)
. Then the Taylor expansion gives
log
hpj (x+ pj)
hpj (pj)
+G∗j (x+ pj)−G
∗
j (pj) = ejx1 +Q(x) + higher order, (4.7)
and
Hj(x, t) = ejx1 + t+Q(x) +
1
2
(ejx1 + t)
2 +O(|x|3 + t3). (4.8)
For j ∈ J2, we let ζ1,j(y) and ζ2,j(y) be the solutions of{
∆ζ1,j(y) + 2ρ1hpj (pj)|y|
2αjeU
′
j(y)(ζ1,j(y) + ejy1) = 0 in R
2,
ζ1,j(0) = 0, |ζ1,j(y)| = O(|y|−2α−1) at ∞,
(4.9)
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and{
∆ζ2,j(y) + 2ρ1hpj (pj)|y|
2αjeU
′
j(y)
(
ζ2,j(y) +Q(y) +
1
2 (ejy1 + ζ1,j(y))
2
)
= 0 in R2,
ζ2,j(0) = 0, |ζ2,j(y)| = O(log |y|) at ∞,
(4.10)
where
U ′j(y) = −2 log
(
1 +
ρ1hpj (pj)
4(1 + αj)2
|y|2(1+αj)
)
.
The existence of ζ1,j and ζ2,j has been proved in section 3 of [12]. Set ǫj = e
−
λj
2(1+αj ) .
For j ∈ J \ J1, we define
ηj(x) = ǫjζ1,j(ǫ
−1
j x) + ǫ
2
jζ2,j(ǫ
−1
j x) for |x| ≤ 2r0. (4.11)
By (4.8), (4.9) and (4.10), ηj satisfies,
∆ηj + 2ρ1hpj (pj)|x− pj |
2αj eUj(x)H˜j(x, ηj) = 0, (4.12)
where
H˜j(x, ηj) =ejx1 + ηj +Q(x) +
1
2
(ejx1 + ηj)
2 −
1
2
(ǫ2jζ2,j(ǫ
−1
j x))
2
− ǫ2jζ2,j(ǫ
−1
j x)
(
ejx1 + ǫjζ1,j(ǫ
−1
j x)
)
.
If j ∈ J1, we set ηj ≡ 0.
For j ∈ J , we let
sj = λj + 2 log
( ρ1hpj (pj)
4(1 + αj)2
)
+ 8π(1 + αj)R(pj , pj) +
dj
2(1 + αj)
λje
−
λj
1+αj , (4.13)
where
dj =
π
(1 + αj) sin(
π
1+αj
)
(4(1 + αj)2
ρ1hpj (pj)
) 1
1+αj ×
(
∆ log(h∗1e
− 12w)(pj)+2ρ∗−N
∗−2K(pj)
)
,
if j ∈ J \ J1, and dj = 0 for j ∈ J1.
Let σ(x) be a cut-off function:
σ(x) =
{
1, if |x| < r0,
0, if |x| ≥ 2r0,
and σj(x) = σ(x − pj). We set
vpj (x) =
(
Uj(x) + ηj(x) + 8π(1 + αj)(R(x, pj)−R(pj , pj)) + sj
)
σj(x)
+ 8π(1 + αj)G(x, pj)(1− σj). (4.14)
We note that ηj(x)+
dj
2(1+αj)
λje
−
λj
1+αj = O(e
−
λj
1+αj ) ifm+1 ≤ j ≤ n and |x| ≥ δ > 0
for some δ > 0.
Next, we state two lemmas that shall be used later. One can see [12] for a proof
Lemma 4.1. Let ξj(x) = vpj (x)−8π(1+αj)G(x, pj). Then for r0 ≤ |x−pj| ≤ 2r0,
the followings hold,
(1) For m+ 1 ≤ j ≤ n, ξj(x), ∂λj ξj(x),∇xξj(x),∆xξj(x) are O(e
−
λj
1+αj ).
(2) For 1 ≤ j ≤ m, ξj(x), ∂pj ξj(x), ∂λj ξj(x),∇xξj(x),∆xξj(x) are O(λje
−λj ).
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and
Lemma 4.2. For vpj , we have
(1) For m+ 1 ≤ j ≤ n,
∫
M
vpj ,
∫
M
∂λjvpj = O(e
−
λj
1+αj ),
(2) For 1 ≤ j ≤ m,
∫
M vpj ,
∫
M ∂λjvpj ,
∫
M ∂pjvpj (x) = O(λje
−λj ).
Now we are going to construct a good approximation of the blow up solution to
(1.7). For each
P = (p1, p2, · · · , pn),Λ = (λ1, λ2, · · · , λn) ∈ R
n, A = (a1, a2, · · · , an) ∈ R
n,
we set
vP,Λ,A =
n∑
j=1
aj
(
vpj − vpj
)
,
where vpj is constructed in (4.14) and vpj denotes the average of vpj . We define
tj = λj +G
∗
j (pj)+2 log
( ρ∗hpj (pj)
4(1 + αj)2
)
+
dj
2(1 + αj)
λje
−
λj
1+αj −
n∑
j=1
vpj for 1 ≤ j ≤ n.
(4.15)
We recall the term l(Q) :
l(Q) =
∑
j∈J2
( hpj (p0j)ρ∗
4(1 + αj)2
) 1
1+αj e
G∗j (p
0
j )
1+αj
(
∆ log(h∗1e
− 12w)(p0j ) + 2ρ∗ −N
∗ − 2K(p0j)
)
.
(4.16)
In the proof, we assume
l(Q) 6= 0, (4.17)
and then define λ(P ) by
ρ1 − ρ∗ =
π2
(1 + αm+1) sin
π
1+αm+1
( 4(1 + αm+1)2
ρ∗hpm+1(p
0
m+1)
) 2
1+αm+1 e
−
G∗m+1(p
0
m+1)
1+αm+1 l(Q)e
− λ(P )1+αm+1 .
(4.18)
Remark 3. We note that the main components in l(Q) are
∆ log(h∗1e
− 12w)(p0j )+2ρ∗−N
∗−2K(p0j) = ∆ log h
∗
1−ρ2+2ρ∗−N
∗−2K(p0j). (4.19)
For h∗1, h
∗
2, using Theorem 2.5, we can find a dense set in C
2,α(M) × C2,α(M) to
make all the solutions (Pw, w) of (1.12) non-degenerate. Based on this choice, we
can choose such h∗1 that
‖∆ log h∗1 − ρ2 − 2K‖L∞(M) < |2ρ∗ −N
∗|, if 2ρ∗ −N
∗ 6= 0,
‖∆ log h∗1 − 2K‖L∞(M) < ρ2, if 2ρ∗ −N
∗ = 0, (4.20)
where ρ∗ and N
∗ are given in (4.3). In conclusion, we can always choose h∗1, h
∗
2
such that the solutions of (1.12) are non-degenerate and the term l(Q) 6= 0.
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For each P,Λ, we define the following function space
O
(1)
P,Λ =
{
φ ∈ H˚1(M)
∣∣∣ ∫
M
∇φ · ∇vpj =
∫
M
∇φ · ∇∂pjvpj =
∫
M
∇φ · ∇∂λjvpj = 0
for 1 ≤ j ≤ m, and
∫
M
∇φ · ∇vpj =
∫
M
∇φ · ∇∂λjvpj = 0
for m+ 1 ≤ j ≤ n
}
(4.21)
and
O
(2)
P,Λ =
{
ψ ∈ W 2,p(M)
∣∣∣ ∫
M
ψ = 0
}
. (4.22)
Let c0 be a positive constant, which will be chosen later. By using (4.14), (4.15),
(4.18), (4.21) and (4.22), we define
Sρ1(Q,w) =
{
v1 =
1
2
vP,Λ,A + φ
∣∣∣ |pj − p0j | ≤ c0e− λ(P )1+αm+1 for 1 ≤ j ≤ m,
|λm+1 − λ(P )| ≤ c0λ(P )
−1, |tj − t1| ≤ c0e
− λ(P )1+αm+1 for 2 ≤ j ≤ n,
|aj − 1| ≤ c0λ(P )
− 12 e
−
λ(P )
1+αm+1 for 1 ≤ j ≤ n,
φ ∈ O
(1)
P,Λ and ‖φ‖H1(M) ≤ c0e
− λ(P )1+αm+1
}
(4.23)
and
Sρ2(Q,w) =
{
v2 =
1
2
w + ψ
∣∣∣ ψ ∈ O(2)P,Λ and ‖ψ‖∗ ≤ c0e− λ(P )1+αm+1 }, (4.24)
where ‖ψ‖∗ = ‖ψ‖W 2,p(M), p > 2.
Next, we want to reduce the computation of the topological degree contributed
from
(
Sρ1(Q,w)× Sρ2(Q,w)
)
to a easier problem.
Set
T (v1, v2) =
(
T1(v1, v2)
T2(v1, v2)
)
= ∆−1

 2ρ1( h1e2v1−v2∫M h1e2v1−v2 − 1)
2ρ2
(
h2e
2v2−v1∫
M
h2e2v2−v1
− 1
)

 .
Since each solution in v1 in Sρ1(Q,w) can be represented by (P,Λ, A, φ), each
solution in v2 in Sρ2(Q,w) can be represented by w and ψ. Therefore the nonlinear
operator 2v1 + T1(v1, v2) can be split according to this representation.
Let v1 =
1
2vP,Λ,A + φ ∈ Sρ1(Q,w). Recall
tj = sj + 8π
∑
i6=j
(1 + αi)G(pj , pi)−
n∑
i=1
vpi
and for x ∈ Br0(pj)
vP,Λ,A(x) + log
hpj (x)
hpj (pj)
=Uj + tj + log(Hj(x− pj , ηj) + 1) + (aj − 1)(Uj + sj)
+ 8π
∑
i6=j
(1 + αi)(ai − 1)G(pj , pi) +O(|aj − 1|(|y|+ |ηj |)),
where y = x− pj . The above together with (4.7) implies
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ρ1h1e
2v1−v2−2φ+ψ =ρ1he
vP,Λ,A = ρ1hpj (pj)|y|
2αj eUj+tj
[
1 + (aj − 1)(Uj + sj)
+
n∑
i6=j,i=1
8π(1 + αi)(ai − 1)G(pj , pi) + ηj +∇yHj(0, 0) · y
+Qj(y) + (aj − 1)(Uj + sj)(∇yHj(0, 0) · y + ηj)
+
1
2
(ηj +∇yHj · y)
2 +O(β˜j)
]
, (4.25)
where
β˜j = λ
2
m+1
n∑
i=1
(
|ai − 1|
2 + |ai − 1|(|ηj |+ |y|)
)
+ |ηj |
3 + |y|3.
Therefore we have on Br0(pj)
ρ1h1e
2v1−v2 =(1 + ϕ)ρ1he
vP,Λ,A + (eϕ − 1− ϕ)ρ1he
vP,Λ,A
=ρ1hpj (pj)|y|
2αj eUj+tj
[
1 + (aj − 1)(Uj + sj) + ηj +∇yHj · y +Qj(y)
+ (aj − 1)(Uj + sj)(∇yHj(0, 0) · y + ηj) +
1
2
(ηj +∇yHj · y)
2
+
n∑
i=1,i6=j
8π(ai − 1)(1 + αi)G(pj , pi) + ϕ
]
+ E˜j , (4.26)
where
E˜j = (e
ϕ − 1− ϕ)ρ1he
vP,Λ,A + ρ1hpj (pj)|y|
2αjeUj+tjO(ϕ2 + β˜j), (4.27)
and ϕ = 2φ− ψ.
Let ǫ2 > 0 be small. E˜j can be written into two parts
E˜j = E˜
+
j + E˜
−
j ,
where
E˜+j =
{
E˜j if |ϕ| ≥ ǫ2
0 if |ϕ| < ǫ2,
E˜−j =
{
0 if |ϕ| ≥ ǫ2
E˜j if |ϕ| < ǫ2.
Then
E˜+j = O(e
|ϕ|+2λj ) if |ϕ| ≥ ǫ2, (4.28)
and
E˜−j = ρ1he
Uj+λj |y|2αjO(ϕ2 + β˜j). (4.29)
Using the expression for ρ1h1e
2v1−v2 above, we obtain the following estimate for∫
M ρ1h1e
2v1−v2 .
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Lemma 4.3. Let ρ∗ =
∑n
j=1 4π(1 + αj), v1 =
1
2vP,Λ,A + φ ∈ Sρ1(Q,w) and v2 =
1
2w + ψ ∈ Sρ2(Q,w). Then as ρ1 → ρ∗, ρ2 /∈ Σ2, we have∫
M
ρ1h1e
2v1−v2 =
n∑
j=1
4π(1 + αj)e
tj (1− ψ(pj)) +
∑
j∈J2
πdje
tje
−
λj
1+αj
+
n∑
j=1
8π(1 + αj)λj(aj − 1)e
tj +O(
n∑
j=1
|aj − 1|e
λ1)
+O(e
λm+1−
λm+1
1+αm+1
−ελm+1) (4.30)
for some ε > 0.
Proof. We note that λm+1 = λj +O(1) and tj = λj +O(1). By (4.26)∫
M
ρ1h1e
2v1−v2 =
∑
j
∫
Br0 (pj)
{ρ1hpj (pj)|y|
2αj eUj+tj [1 + · · · ] + E˜j}dy
+
∫
M\
⋃
j Br0(pj)
ρ1h1e
2v1−v2 .
By the explicit expression of Uj , we have∫
M\
⋃
j Br0 (pj)
ρ1h1e
2v1−v2 = O(1), (4.31)
∫
Br0(pj)
ρ1hpj (pj)|y|
2αjeUj+tjdy = 4π(1 + αj)e
tj +O(1), (4.32)
∫
Br0 (pj)
ρ1hpj (pj)|y|
2αj eUj+tj (aj − 1)(Uj + sj)dy =8π(1 + αj)(aj − 1)λje
tj
+O(|aj − 1|e
λj ), (4.33)
where Uj + sj = 2λj − 2 log
(
1+
ρ1hpj (pj)
4(1+αj)2
eλj |y|2(1+αj)
)
+O(1) is used. By equation
(4.12) of ηj for j ∈ J \J1, and the fact ζ2,j(y)y1 and ζ2,j(y)ζ1,j(y) are odd functions,
we have∫
Br0 (pj)
ρ1hj(pj)|y|
2αj eUj+tj
(
ηj +∇yHj · y +Qj +
1
2
(ηj +∇yHj · y)
2
)
dy
= −
1
2
etj
∫
Br0(pj)
∆ηjdy +O(e
tj e
−
2λj
1+αj )
= −
1
2
etj
∫
∂Br0 (pj)
∂ηj
∂ν
+O(etj e
−
2λj
1+αj )
= πdje
tje
−
λj
1+αj +O(etj e
−
2λj
1+αj ). (4.34)
It is not difficult to see∫
Br0(pj)
|y|2αj eUj+tj (ai − 1)G(pj , pi)dy = O(
n∑
i=1
|ai − 1|e
λj ). (4.35)
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Br0(pj)
|y|2αj eUj+tj (aj − 1)[(Uj + sj) + 1 + ηj ]∇yHj(0, 0) · ydy
= O(|aj − 1|e
λm+1−
λm+1
1+αm+1 ), (4.36)
where the cancelation occurs due to the oddness of ∇yHj(0, 0) · y.
To estimate the terms involving φ and ψ, we use (4.14) to obtain
∆vpj = ∆Uj +∆ηj + 8π(1 + αj) for x ∈ Br0(pj),
and
∆vpj = ∆(vpj − 8π(1 + αj)G(x, pj)) + 8π(1 + αj) for x /∈ Br0(pj).
This together with Lemma 4.1 implies∫
Br0(pj)
2ρ1hpj (pj)|y|
2αj eUjφ =−
∫
M
φ∆vpj +
∫
Br0 (pj)
φ∆ηj + 8π(1 + αj)
∫
M
φ
+
∫
M\Br0 (pj)
φ∆(vpj − 8π(1 + αj)G(x, pj))
=
∫
M
∇φ∇vpj + 8π(1 + αj)
∫
M
φ+
∫
Br0 (pj)
φ∆ηj
+
∫
M\Br0 (pj)
φ∆(vpj − 8π(1 + αj)G(x, pj)).
(4.37)
To estimate
∫
Br0(pj)
φ∆ηj , we choose r
′
0 ∈ (
r0
2 , r0) such that∫
∂Br′
0
(pj)
|φ|dσ ≤
2
r0
∫
Br0 (pj)
|φ|dx.
Hence ∣∣ ∫
∂Br′0
(pj)
φ
∂ηj
∂ν
dσ
∣∣ ≤ C max
∂Br′0
(pj)
|
∂ηj
∂ν
|‖φ‖H1 = O(e
−
λm+1
1+αm+1 )‖φ‖H1 ,
where by (4.12),
−
∫
∂Br′0
(pj)
∂ηj
∂ν
=
∫
Br′0
(pj)
2ρ1hpj (pj)|y|
2αj eUj H˜(x, ηj)dx = O(e
−
λm+1
1+αm+1 ).
Thus∫
Br0(pj)
φ∆ηj =
∫
Br′
0
(pj)
φ∆ηj +O(e
−
λm+1
1+αm+1 )
∫
M
|φ|
=−
∫
Br′
0
(pj)
∇φ∇ηj +O(e
−
λm+1
1+αm+1 )‖φ‖H1
≤ (
∫
Br′0
(pj)
|∇φ|2)
1
2 (
∫
Br′0
(pj)
|∇ηj |
2)
1
2 +O(e−λm+1)
∫
M
|φ|
=O(e
−
λm+1
2(1+αm+1) )‖φ‖H1 .
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By (8.2), we have for some ǫ > 0
∣∣∣ ∫
Br0 (pj)
ρ1hpj (pj)|y|
2αj eUjφ
∣∣∣ = O(e−ǫλm+1)‖φ‖H1 . (4.38)
While, for the terms involving ψ, we have∫
Br0(pj)
ρ1hj(pj)|y|
2αj eUjψ =
∫
Br0(pj)
ρ1hpj (pj)|y|
2αjeUjψ(pj)
+
∫
Br0 (pj)
ρ1hpj (pj)|y|
2αj eUj (ψ − ψ(pj))
=4π(1 + αj)ψ(pj) +O(e
− 3
2(1+αm+1)
λj
). (4.39)
For E˜+j , we have∫
Br0(pj)
|E˜+j | =O(1)
∫
Br0 (pj)∩{|ϕ−ϕ|≥ǫ2}
e|ϕ|+2λj
=O(1)
∫
Br0 (pj)∩{|ϕ−ϕ|≥ǫ2}
e|ϕ−ϕ|+2λj ,
where ϕ =
∫
Br0 (pj)
ϕ
vol(Br0(pj))
= O(‖ϕ‖H1 ) = O(e
−
λm+1
1+αm+1 ) if λm+1 is large. Write
e|ϕ−ϕ| = e
|ϕ−ϕ|(1− 4π|ϕ−ϕ|
‖ϕ−ϕ‖2
)
e
4π|ϕ−ϕ|2
‖ϕ−ϕ‖2 .
Since ‖ϕ− ϕ‖−2 = ‖ϕ− ϕ‖−2H1 ≫ 2λj , we have
e
|ϕ−ϕ|(1−
4π|ϕ−ϕ|
‖ϕ−ϕ‖2
)
≤ e
ǫ2
2 (1−
2πǫ2
‖ϕ−ϕ‖2
)
≪ e−2λj for ‖ϕ− ϕ‖ ≥
ǫ2
2
.
Hence, by Moser-Trudinger inequality∫
Br0(pj)∩{|ϕ−ϕ|≥
ǫ2
2 }
e|ϕ−ϕ| ≤ e−2λj
∫
Br0(pj)
exp
(4π|ϕ− ϕ|2
‖ϕ− ϕ‖2
)
≤ O(1)e−2λj , (4.40)
which implies
∫
Br0 (pj)
|E˜+j | ≤ O(1).
For E˜−j , (4.29) gives∫
Br0 (pj)
|E˜−j | ≤ O(1)
∫
Br0(pj)
(|ϕ|2 + β˜j)ρ1hpj (pj)|y|
2αjeUj+tj . (4.41)
By (8.3) in section 8, we can estimate the first term on the right hand side of (4.41)
by∫
Br0(pj)
ρ1hj(pj)|y|
2αj eUj+tj |ϕ|2 ≤O(1)etj
(∫
M
|∇φ|2 + ‖ψ‖2∗
∫
Br0(pj)
|y|2αj eUj
)
=O(1)etj e
−2
λm+1
1+αm+1 = O(1)e
λm+1−
λm+1
1+αm+1
−ǫ1λm+1 .
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Since v1 ∈ Sρ1(Q,w), the term related to β˜j can be estimated as follows∫
Br0(pj)
ρ1hpj (pj)|y|
2αjeUj+tj β˜j
= O(1)etj
( n∑
i=1
λ2m+1(|ai − 1|)
2 +
∫
Br0(pj)
[|ηj |
3 + |y|3 + |ai − 1|(|ηi|+ |y|)]e
Ujdy
)
= O(etj e
−
λm+1
1+αm+1
−ǫλm+1)
for some ǫ > 0 and large λm+1. Therefore, we have∫
Br0 (pj)
|E˜−j | = O(1)e
λm+1−
λm+1
1+αm+1
−ǫλm+1 . (4.42)
By (4.26) and (4.31)-(4.42), we obtain (4.30). Hence we finish the proof of Lemma
4.3. 
Now we want to express 2v1+T1(v1, v2) in a formula similar to (4.26). By Lemma
4.3, we expect that e
tj∫
M
h1e2v1−v2
− 1 is small. Indeed, by definition of Sρ1(Q,w),
|tj − t1| = O(1)e
−
λm+1
1+αm+1 .
By Lemma 4.3 and the Taylor expansion of the exponential function,
e−tj
∫
M
ρ1h1e
2v1−v2 =ρ∗ +
n∑
i=1
4π(1 + αi)(ti − tj − ψ(pi))
+
n∑
i=1
πd1e
−
λi
1+αi +
n∑
i=1
8π(1 + αi)λi(ai − 1)
+O(|ai − 1|) +O(e
−
λm+1
1+αm+1
−ǫλm+1
). (4.43)
Hence
etj∫
M
h1e2v1−v2
− 1 =
1
e−tj
∫
M
ρ1h1e2v1−v2
(
ρ1 −
∫
M
ρ1h1e
2v1−v2
etj
)
=θj +O(|ai − 1|) +O(e
−
λm+1
1+αm+1
−ǫλm+1), (4.44)
where θj is defined by
θj =
1
ρ∗
[
(ρ1 − ρ∗)−
n∑
i=1
πdie
−
λi
1+αi −
n∑
i=1
4π(1 + αi)(ti − tj − ψ(pi))
−
n∑
i=1
8π(1 + αi)λi(ai − 1)
]
. (4.45)
Let
βj =
∣∣ etj∫
M h1e
2v1−v2
− 1
∣∣2 + β˜j , (4.46)
and
Ej = (e
ϕ − 1− ϕ)
2ρ1h1e
2v1−v2∫
M
h1e2v1−v2
+ 2ρ1hpj (pj)|y|
2αjeUj (O(ϕ2) +O(βj)). (4.47)
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Then in Br0(pj), we have by (4.26),
ρ1h1e
2v1−v2∫
M h1e
2v1−v2
=(1 + ϕ)
ρ1he
vP,Λ,A∫
M h1e
2v1−v2
+ (eϕ − 1− ϕ)
ρ1he
vP,Λ,A∫
M h1e
2v1−v2
=ρ1hpj (pj)|y|
2αj eUj
[
1 +
( etj∫
M
h1e2v1−v2
− 1
)
+ (aj − 1)(Uj + sj)
+
n∑
i=1,i6=j
8π(1 + αi)(ai − 1)G(pj , pi) + ηj +∇yHj · y
+ (aj − 1)(Uj + sj)(∇yHj · y + ηj) +
1
2
(ηj +∇yHj · y)
2
+Qj(y) + ϕ
]
+ Ej . (4.48)
Thus, we have in Br0(pj),
∆(2v1 + T1(v1, v2)) =2∆v1 +
2ρ1h1e
2v1−v2∫
M h1e
2v1−v2
− 2ρ1
=aj(∆Uj +∆ηj) + 2∆φ+
n∑
j=1
8π(1 + αi)ai +
2ρ1h1e
2v1−v2∫
M h1e
2v1−v2
− 2ρ1
=− 2ajρ1hpj (pj)|y|
2αjeUj
[
1 + ηj +∇yHj · y +Qj(y)
− ǫ20ζ2,j(ǫ
−1
0 y)(ǫ0ζ1,j(ǫ
−1
0 y) +∇yHj · y)−
ǫ40
2
ζ22,j(ǫ
−1
0 y)
+
1
2
(ηj +∇yHj · y)
2
]
+ 2∆φ+ [
n∑
j=1
8π(1 + αj)− 2ρ1]
+
n∑
j=1
8π(1 + αj)(aj − 1) +
2ρ1h1e
2v1−v2∫
M h1e
2v1−v2
=2∆φ+ (2ρ∗ − 2ρ1) +
n∑
j=1
8π(1 + αj)(aj − 1)
+ 2ρ1hpj (pj)|y|
2αj eUj
[
(Uj + sj)(aj − 1)(∇yHj · y + ηj)
+ (aj − 1)(Uj + sj − 1) +
∑
i6=j
8π(1 + αi)(ai − 1)G(pj , pi)
+ (
etj∫
M h1e
2v1−v2
− 1) + ϕ
]
+ Eˆj , (4.49)
where ǫ0 = e
−
λm+1
2(1+αm+1) and
Eˆj = Ej + 2ajρ1hpj (pj)|y|
2αj eUj
[
ǫ20ζ2,j(ǫ
−1
0 y)(ηj +∇yHj · y) +
ǫ40
2
ζ22,j(ǫ
−1
0 y)
]
.
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On B2r0(pj)\Br0(pj), since vpj−vpj−8π(1+αj)G(x, pj) is small, we write ∆(2v1+
T1(v1, v2)) as
∆(2v1 + T1(v1, v2))
=2∆φ+ aj∆(vpj − 8π(1 + αj)G(x, pj))
+ 2ρ∗ − 2ρ1 +
n∑
j=1
8π(1 + αj)(aj − 1)
+
2ρ1h∫
M h1e
2v1−v2
eaj(vpj−vpj−8π(1+αj)G(x,pj))+
∑n
i=1 8π(1+αi)aiG(x,pi)+ϕ. (4.50)
On M \
⋃
j B2r0(pj), we have
∆(2v1 + T1(v1, v2)) =2∆φ+ 2ρ∗ − 2ρ1 +
n∑
j=1
8π(1 + αj)(aj − 1)
+
2ρ1h∫
M h1e
2v1−v2
e
∑n
i=1 8π(1+αi)aiG(x,pi)+ϕ. (4.51)
From (4.49)-(4.51), we have the following
Lemma 4.4. Let v1 =
1
2vP,Λ,A + φ ∈ Sρ1(Q,w), v2 =
1
2w+ φ. Then as ρ1 → ρ∗ =∑n
j=1 4π(1 + αj),
(1)
〈∇(2v1 + T1(v1, v2)),∇φ1〉 = 2B(φ, φ1) +O(e
−
λm+1
1+αm+1 )‖φ1‖H10 (M), (4.52)
where
B(φ, φ1) :=
∫
M
∇φ · ∇φ1 −
∑
j
∫
Br0 (pj)
2ρ1hpj (pj)|y|
2αj eUjφφ1,
(2) for 1 ≤ j ≤ m,
〈∇(2v1 + T1(v1, v2)),∇∂pjvpj 〉
=− 8π∇yHj(0, 0) + 8π∇ψ(pj) +O
(
|
etj∫
M
h1e2v1−v2
− 1− ψ(pj)|
+ |aj − 1|λj + e
−
λm+1
1+αm+1
)
, (4.53)
(3) for 1 ≤ j ≤ n,
〈∇(2v1+T1(v1, v2)),∇∂λjvpj 〉
=− 16π(1 + αj)(aj − 1)λj − 8π(1 + αj)(θj − ψ(pj))
+O(max
i
|ai − 1|+ e
−
λm+1
1+αm+1
−ǫλm+1), (4.54)
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(4) for 1 ≤ j ≤ n,
〈∇(2v1+T1(v1, v2)),∇vpj 〉
=
(
2λj − 1 + 8π(1 + αj)R(pj , pj) + 2 log
ρ1hpj (pj)
4(1 + αj)2
)
× 〈∇(2v1 + T1(v1, v2)),∇∂λjvpj 〉+ 16π(1 + αj)(aj − 1)λj
+ 8π(1 + αj)
∑
i6=j
G(pi, pj)〈∇(2v1 + T1(v1, v2)),∇∂λivpi〉
+O(1)‖φ‖H1(M) +O(e
−
λm+1
1+αm+1 ), (4.55)
We will prove Lemma 4.4 in the section 8 because the proof contains a lot of
computations.
In order to know the Morse index for the solutions in Sρ1(Q,w), we have to
compute the Morse index of the bilinear form B(φ, φ1) in Lemma 4.4. For such
bilinear form B(φ, φ1), we have the following lemma, due to Chen-Lin [13, Lemma
3.3].
Lemma 4.5. Assume that all αj ≥ 0, are not inters for j ∈ J \ J1. Let P =
(p1, p2, · · · , pn) and Λ = (λ1, λ2, · · · , λn), where dist(pi, pj) > 2r0 for i 6= j. If
λ(P ) is large, then the symmetric bilinear form
B(φ, φ1) :=
∫
M
∇φ · ∇φ1 −
n∑
j=1
∫
Br0 (pj)
2ρ1hpj (pj)|y|
2αjeUjφφ1
is non-degenerate and has Morse index
∑n
j=m+1 2(1 + [αj ]) in O
(1)
P,Λ, where [αj ]
denotes the greatest integer less than or equal to αj .
5. Deformation and Degree counting formula
In this section, we want to deform 2vi + Ti(v1, v2) into a simple form which
can be solvable. Obviously, v1 =
1
2vP,Λ,A + φ, v2 =
1
2w + ψ is a solution of
2v1 + T1(v1, v2) = 0, iff the left hand sides of (4.52)-(4.55) vanish. To solve the
system (4.52)-(4.55) and 2v2 + T2(v1, v2) = 0, we recall
H˚1 = O
(1)
P,Λ
⊕
the linear subspace spanned by vpj , ∂λjvpj and ∂pjvpj
and deform 2vi + Ti(v1, v2) to a simpler operator 2vi + T
0
i (v1, v2) by defining the
operator 2I + T ti , 0 ≤ t ≤ 1, i = 1, 2 through the following relations.
〈∇(2v1 + T
t
1(v1, v2)),∇φ1〉 =t〈∇(2v1 + T1(v1, v2)),∇φ1〉
+ 2(1− t)B(φ, φ1) for φ1 ∈ O
(1)
P,Λ; (5.1)
〈∇(2v1 + T
t
1(v1, v2)),∇∂pjvpj 〉 = t〈∇(2v1 + T1(v1, v2)),∇∂pj vpj 〉
+ (1− t)
(
− 8π∇yHj(0, 0) + 8π∇ψ(pj)
)
for 1 ≤ j ≤ m; (5.2)
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〈∇(2v1 + T
t
1(v1, v2)),∇∂λjvpj 〉 = t〈∇(2v1 + T1(v1, v2)),∇∂λjvpj 〉
− (1− t)8π(1 + αj)
[
2(aj − 1)λj + (θj − ψ(pj))
]
, for 1 ≤ j ≤ n; (5.3)
〈∇(2v1 + T
t
1(v1, v2)),∇vpj 〉 = t
[(
2λj +O(1)
)
〈∇(2v1 + T
t
1(v1, v2)),∇∂λj vpj 〉
+
∑
i6=j
O(1)〈∇(2v1 + T
t
1(v1, v2)),∇∂λivpi〉+O(1)‖φ‖H1
+O(e
−
λm+1
1+αm+1 )
]
+ 16π(1 + αj)(aj − 1)λj , for 1 ≤ j ≤ n; (5.4)
2v2 + T
t
2(v1, v2) = t(2v2 + T2(v1, v2))
+ (1− t)
(
w + 2ψ − 2ρ2(−∆)
−1
( h2ew+2ψ−∑nj=1 4π(1+αj)G(x,pj)∫
M h2e
w+2ψ−
∑
n
j=1 4π(1+αj)G(x,pj)
− 1
))
,
(5.5)
where those coefficients O(1) are those terms appeared in (5.4) so that T 11 (v1, v2) =
T1(v1, v2). From the construction above, we have
2vi + Ti(v1, v2) = 2vi + T
1
i (v1, v2), i = 1, 2.
When t = 0, the operator T 0i is simpler than Ti, i = 1, 2. During the deformation
from T 1i to T
0
i , i = 1, 2 we have
Lemma 5.1. Let ρ∗ =
∑n
j=1 4(1 + αj)π. Assume (ρ1 − ρ∗) 6= 0, and ρ2 /∈ Σ2.
Then there is ε1 > 0 such that (2v1 + T
t
1(v1, v2), 2v2 + T
t
2(v1, v2)) 6= 0 for (v1, v2) ∈
∂
(
Sρ1(Q,w)× Sρ2(Q,w)
)
and 0 ≤ t ≤ 1 if |ρ1 − ρ∗| < ε1 and ρ2 is fixed.
Proof. Assume (v1, v2) ∈ Sρ1(Q,w) × Sρ2(Q,w), where Sρi(Q,w) denotes the clo-
sure of Sρi(Q,w), and 2vi + T
t
i (v1, v2) = 0, i = 1, 2 for some 0 ≤ t ≤ 1. We will
show that (v1, v2) /∈ ∂
(
Sρ1(Q,w)× Sρ2(Q,w)
)
.
From 〈∇(2v1 + T t1(v1, v2)),∇φ〉 = 0, we have by Lemma 4.4
‖φ‖2H1 ≤ O(e
−
λm+1
1+αm+1 )‖φ‖H1 .
This implies
‖φ‖H1 = O(e
−
λm+1
1+αm+1 ) ≤ c1e
−
λm+1
1+αm+1 , (5.6)
for some constant c1
2 independent of c0.
Using 〈∇(2v1 + T t1(v1, v2)),∇∂λjvpj 〉 = 0 and 〈∇(2v1 + T
t
1(v1, v2)),∇vpj 〉 = 0,
(5.4) and (5.6) implies
16πλj(1 + αj)(aj − 1) = O(e
−
λm+1
1+αm+1 ) for j = 1, · · · , n, (5.7)
that is, when ρ1 is close to ρ∗,
|aj − 1| = O(λ
−1
m+1e
−
λm+1
1+αm+1 ) < c0λ
− 12
m+1(P )e
− λ(P )1+αm+1 for 1 ≤ j ≤ n. (5.8)
By 〈∇(2v1 + T t1(v1, v2)),∇λjvpj 〉 = 0, we conclude from (4.54) and (5.8) that
θj−ψ(pj)+2λj(aj−1) = O(max |ai−1|+e
−
λm+1
1+αm+1
−ǫλm+1) = O(λ−1m+1e
−
λm+1
1+αm+1 ).
(5.9)
2Here c1 is independent of ψ, it can be shown in the proof of Lemma 4.4.
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etj
( ∫
M
h1e
2v1−v2
)−1
−1−θj = O(max |ai−1|+e
−
λm+1
1+αm+1
−ǫλm+1) = O(e
−
λm+1
1+αm+1 ).
(5.10)
Together with 〈∇(2v1 + T t1(v1, v2)),∇∂pjvpj 〉 = 0 for j ≤ m and (5.8), (5.10)
and part (2) of Lemma 4.4, we have
|∇yHj(0, 0)−∇ψ(pj)| = O
(
λj |aj − 1|+ |
etj∫
M h1e
2v1−v2
− 1− ψ(pj)|+ e
−
λj
1+αm+1
)
≤ O(1)e
−
λm+1
1+αm+1 ,
which implies
∣∣∣∇2yHj · (pj − p0j) + 8π
m∑
i=1,i6=j
∇2xG(x, p
0
j ) |x=p0i ·(pi − p
0
i )−∇ψ(p
0
j )
∣∣∣
≤ O(1)e
−
λm+1
1+αm+1 +O(1)‖ψ‖∗|pj − p
0
j |
γ +O(1)
m∑
i=1
|pi − p
0
i |
2, (5.11)
where we used ∇yHj(p0j − pj , 0) = 0 and p > 2.
For the second component, by (5.5), we have
0 =(1− t)
(
∆w + 2∆ψ + 2ρ2
( h2ew+2ψ−∑nj=1 4π(1+αj)G(x,pj)∫
M
h2e
w+2ψ−
∑
n
j=1 4π(1+αj)G(x,pj)
− 1
))
+ t
(
∆w + 2∆ψ + 2ρ2
( h2ew+2ψ− 12vP,Λ,A−φ∫
M
h2ew+2ψ−
1
2vP,Λ,A−φ
− 1
))
. (5.12)
We set
Θ = 2ρ2
h2e
w+2ψ− 12vP,Λ,A−φ∫
M h2e
w+2ψ− 12vP,Λ,A−φ
− 2ρ2
h2e
w+2ψ−
∑n
j=1 4π(1+αj)G(x,pj)∫
M h2e
w+2ψ−
∑n
j=1 4π(1+αj)G(x,pj)
,
and claim
‖Θ‖Lp(M) ≤ c2e
− λ(P )1+αm+1 , (5.13)
where c2 is a constant that independent of c0 and p is defined in O
(2)
P,Λ. By (5.6), it
is not difficult to get
exp
(
w + 2ψ −
1
2
vP,Λ,A − φ
)
= exp(w + 2ψ −
1
2
vP,Λ,A
)
+Θ1,
where ‖Θ1‖p ≤ c3e
− λ(P )1+αm+1 . By noting (5.8), it is enough for us to prove the
following one.
∥∥∥ exp(w+2ψ−1
2
vP,Λ,A)−exp
(
w+2ψ−
n∑
j=1
4π(1+αj)ajG(x, pj)
)∥∥∥
L∞(M)
≤ c4e
− λ(P )1+αm+1 .
(5.14)
Since the proof is long, we leave it in section 8. By (5.13), (5.12) can be written as
∆w + 2∆ψ + 2ρ2
( h2ew+2ψ−∑nj=1 4π(1+αj)G(x,pj)∫
M
h2e
w+2ψ−
∑n
j=1 4π(1+αj)G(x,pj)
− 1
)
+ tΘ = 0. (5.15)
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We expand the above equation,
R =∆ψ + 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
ψ
− 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)( ∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
)2
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j)ψ
)
− 4πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)∫
M
h2e
w−4π
∑
m
j=1 G(x,p
0
j)
( m∑
j=1
∇G(x, p0j )(pj − p
0
j)
)
+ 4πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)( ∫
M
h2e
w−4π
∑m
j=1 G(x,p
0
j)
)2
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j)
( m∑
j=1
∇G(x, p0j )(pj − p
0
j)
))
,
(5.16)
where R = tΘ+ o(1)‖ψ‖∗+ |pj − p0j |
2. By the non-degeneracy of (Pw , w) to (1.12),
(5.11) and (5.16), we can get
‖ψ‖∗ ≤ c5e
−
λm+1
1+αm+1 and |pj − p
0
j | ≤ c6e
−
λm+1
1+αm+1 . (5.17)
Recall that
θj =
1
ρ∗
(
(ρ1 − ρ∗)−
n∑
j=1
πdje
−
λj
1+αj −
n∑
i=1
4π(1 + αi)(ti − tj − ψ(pi))
−
n∑
i=1
8π(1 + αi)λi(ai − 1)
)
.
From (5.9), we obtain
O(1)λ−1m+1e
−
λm+1
1+αm+1 =
∑
j
8π(1 + αj)[θj − ψ(pj) + 2λj(aj − 1)]
=2
(
ρ1 − ρ∗ −
n∑
j=1
πdje
−
λj
1+αj
)
, (5.18)
where all tj cancel out with each other. Here ρ∗ = 4π
∑
j(1 + αj) is used. By the
definition of di in section 4, and the assumption
|tj − t1| ≤ c0e
− λ(P )1+αm+1 ,
we have
n∑
j=1
πdje
−
λj
1+αj =
π2
(1 + αm+1) sin
π
1+αm+1
( 4(1 + αm+1)2
ρ∗h∗pm+1(pm+1)
) 2
1+αm+1 e
−
G∗m+1(pm+1)
1+αm+1
× l(Q)e
−
λm+1
1+αm+1 +O(e
−
λm+1
1+αm+1
−ǫλm+1). (5.19)
Also, we have
ρ1−ρ∗ =
π2
(1 + αm+1) sin
π
1+αm+1
( 4(1 + αm+1)2
ρ∗h∗pm+1(p
0
m+1)
) 2
1+αm+1 e
−
G∗m+1(p
0
m+1)
1+αm+1 l(Q)e
− λ(P )1+αm+1 .
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Therefore, (5.18) and (5.19) imply
O(1)λ−1m+1e
−
λm+1
1+αm+1 = c(e
− λ(P )1+αm+1 − e
−
λm+1
1+αm+1 )
for some c 6= 0. This in turn gives
|λm+1 − λ(P )| ≤ c7λ(P )
−1. (5.20)
for some c7 independent of c0.
Using (5.17) and (5.20), we have
‖ψ‖∗ ≤ c8e
− λ(P )1+αm+1 and |pj − p
0
j | ≤ c9e
− λ(P )1+αm+1 . (5.21)
To obtain estimates for tj−t1, j ≥ 2, we note θj = O(e
−
λm+1
1+αm+1 ) by (5.9). Combined
with (4.45), we have∣∣∣tj − 1
ρ∗
∑
j
4π(1 + αj)tj
∣∣∣ = O(e− λm+11+αm+1 )
and
|tj − t1| ≤
∣∣∣tj − 1
ρ∗
∑
j
4π(1 + αj)tj
∣∣∣+ ∣∣∣ 1
ρ∗
∑
j
4π(1 + αj)tj − t1
∣∣∣
=O(e
−
λm+1
1+αm+1 ) ≤ c10e
−
λm+1
1+αm+1 (5.22)
for j ≥ 2, where c10 depends on c8, c9 and is independent of c0. By choosing
c0 > c1, c7, c8, c9, c10,
we can get v2 /∈ ∂Sρ2(Q,w). From (5.6), (5.8), (5.20), (5.21), and (5.22), we obtain
v1 6∈ ∂Sρ1(Q,w). Therefore,
(v1, v2) /∈ ∂
(
Sρ1(Q,w), Sρ2(Q,w)
)
.
The proof is completed. 
Then, we want to apply Lemma 4.5 and Lemma 5.1 to get the degree of the
linear operator in Sρ1(Q,w)× Sρ2(Q,w) when ρ1 crosses ρ∗.
To compute the term
deg
((
2v1 + T1(v1, v2), 2v2 + T2(v1, v2)
)
;Sρ1(Q,w)× Sρ2(Q,w), 0
)
.
We set
S∗1 (Q,w) =
{
(P,Λ, A) :
1
2
vP,Λ,A + φ ∈ Sρ1(Q,w), φ ∈ O
1
P,Λ
}
and define the map
ΦQ = (ΦQ,1,ΦQ,2,ΦQ,3,ΦQ,4) :
ΦjQ,1 = 〈∇(2v1 + T
0
1 (v1, v2)),∇∂pjvpj 〉+ 〈∇2v2 + T
0
2 (v1, v2), 0〉, for 1 ≤ j ≤ m,
ΦjQ,2 = 〈∇(2v1 + T
0
1 (v1, v2)),∇∂λjvpj 〉+ 〈∇(2v2 + T
0
2 (v1, v2)), 0〉, for 1 ≤ j ≤ n,
ΦjQ,3 = 〈∇(2v1 + T
0
1 (v1, v2)),∇vpj 〉+ 〈∇(2v2 + T
0
2 (v1, v2)), 0〉, for 1 ≤ j ≤ n,
ΦQ,4 = 〈∇(2v1 + T
0
1 (v1, v2)), 0〉+ (2v2 + T
0
2 (v1, v2)).
DEGREE COUNTING AND SHADOW SYSTEM 45
Clearly, by Lemma 4.5 and Lemma 5.1, we have
deg
((
2v1+T1(v1, v2), 2v2 + T2(v1, v2)
)
;Sρ1(Q,w) × Sρ2(Q,w), 0
)
= deg
(
ΦQ;S
∗
1 (Q,w)× Sρ2(Q,w), 0
)
. (5.23)
Next, we study the right hand side of (5.23) and prove Theorem 1.4.
Proof of Theorem 1.4. To compute the degree, we can simplify the problem by
replacing ΦQ by a new map ΦˆQ defined as follows: ΦˆQ,1 = ΦQ,1, ΦˆQ,3 = ΦQ,3,
ΦˆQ,4 = ΦQ,4,
ΦˆjQ,2 =Φ
j
Q,2 −
8π(1 + αj)
2ρ∗
n∑
i=1
ΦiQ,3 +Φ
j
Q,3
= −
8π(1 + αj)
ρ∗
[
ρ− ρ∗ − 4π
∑
i
[(1 + αi)(ti − tj)]− π
∑
i
die
−
λi
1+αi
]
.
(5.24)
Clearly, we have
∂ΦˆQ,1
∂Λ
=
∂ΦˆQ,1
∂A
=
∂ΦˆQ,2
∂A
=
∂ΦˆQ,2
∂ψ
=
∂ΦˆQ,3
∂ψ
=
∂ΦˆQ,4
∂A
=
∂ΦˆQ,4
∂Λ
= 0, (5.25)
ΦQ(P,Λ, A, ψ) = 0 if and only in ΦˆQ(P,Λ, A, ψ) = 0, (5.26)
and
deg
(
ΦQ;S
∗
1 (Q,w)× Sρ2(Q,w), 0
)
= deg
(
ΦˆQ;S
∗
1 (Q,w)× Sρ2(Q,w), 0
)
. (5.27)
Moreover if ΦˆQ,1 = 0, ΦˆQ,3 = 0 and ΦˆQ,4 = 0 if and only if
(p1, p2, · · · , pm) = (p
0
1, p
0
2, · · · , p
0
m), A = (1, 1, · · · , 1), ψ = 0, (5.28)
and ΦˆQ,2 = 0 if and only if{
t1 = t2 = · · · = tn,
ρ1 − ρ∗ = π
∑
j dje
−
λj
1+αj .
(5.29)
It is not difficult to see that if |ρ1−ρ∗| is sufficiently small, equation (5.29) possesses
a unique solution
Λ(P ) = (λ1, λ2, · · · , λn)
up to permutation. Hence (P,Λ(P ), A, 0) is the solution of ΦˆQ, whereA = (1, 1, · · · , 1).
By (5.25), the degree of ΦˆQ at (P,Λ(P ), A, 0) depends on the number of negative
eigenvalue for the following matrix
M =


∂ΦˆQ,1
∂P ,
∂ΦˆQ,1
∂Λ ,
∂ΦˆQ,1
∂A ,
∂ΦˆQ,1
∂ψ
∂ΦˆQ,2
∂P ,
∂ΦˆQ,2
∂Λ ,
∂ΦˆQ,2
∂A ,
∂ΦˆQ,2
∂ψ
∂ΦˆQ,3
∂P ,
∂ΦˆQ,3
∂Λ ,
∂ΦˆQ,3
∂A ,
∂ΦˆQ,3
∂ψ
∂ΦˆQ,4
∂P ,
∂ΦˆQ,4
∂Λ ,
∂ΦˆQ,4
∂A ,
∂ΦˆQ,4
∂ψ


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Here we say µM is an eigenvalue of M, if there exists (ν1, ν2, · · · , νm) ∈ (R2)m,
(λ1, λ2, · · · , λn) ∈ Rn, (a1, a2, · · · , an) ∈ Rn, and Ψ such that
M


ν1
...
νm
a1
...
an
λ1
...
λn
Ψ


= µM


ν1
...
νm
a1
...
an
λ1
...
λn
(−∆)−1Ψ


,
where
∂ΦˆjQ,1
∂ψ [Ψ] = 8π∇Ψ(p
0
j), and
∂ΦˆQ,4
∂ψ
[Ψ] =Ψ− (−∆)−1
(
2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
Ψ
− 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)( ∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
)2
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j)Ψ
))
.
We set N(T ) as the number of the negative eigenvalue of matrix T ,
M1 =
[
∂ΦˆQ,1
∂P ,
∂ΦˆQ,1
∂ψ
∂ΦˆQ,4
∂P ,
∂ΦˆQ,4
∂ψ
]
and M2 =
[
∂ΦˆQ,2
∂Λ ,
∂ΦˆQ,2
∂A
∂ΦˆQ,3
∂Λ ,
∂ΦˆQ,3
∂A
]
.
By using (5.25),
N(M) = N(M1) +N(M2) = N(M1) +N
[∂ΦˆQ,2
∂Λ
]
+N
[∂ΦˆQ,3
∂A
]
,
Therefore,
deg
(
ΦQ;S
∗
1 (Q,w)×Sρ2(Q,w), 0
)
= (−1)N(M) = (−1)N(M1) × (−1)N(M2)
= (−1)N(M) × sgn
(
det(
∂ΦˆQ,2
∂Λ
)
)
× sgn
(
det(
∂ΦˆQ,3
∂A
)
)
.
We first consider the last two terms on the right hand side of above equality. For
det(
∂ΦˆQ,3
∂A ), it is easy to see that the sign of this value is positive, since it is a
diagonal matrix with every term positive on diagonal. Therefore
sgn det(
∂ΦˆQ,3
∂A
) = 1.
To compute det(
∂ΦˆQ,2
∂Λ ), we recall that
tj = λj +
dj
2(1 + αj)2
λje
−
λj
1+αj −
n∑
j=1
vpj + constant.
Thus
∂tj
∂λi
=
[
1 + (
dj
2(1 + αj)
−
dj
2(1 + αj)
λj)e
−
λj
1+αj
]
δij −
∂vpi
∂λi
.
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By (5.24), we have
∂ΦˆjQ,2
∂λj
= −
∑
i6=j
(1 + αi)
∂tj
∂λj
+O(e
−
λj
1+αj ) =−
∑
i6=j
(1 + αi)[1−
dj
2(1 + αj)2
λje
−
λj
1+αj ]
+O(e
−
λj
1+αj )
and
∂ΦˆjQ,2
∂λi
= (1 + αi)
∂ti
∂λi
−
di
4(1 + αi)
e
−
λi
1+αi =(1 + αi)[1−
di
2(1 + αi)2
λie
−
λi
1+αi ]
+O(e
−
λi
1+αi )
for i 6= j, here we replace ΦˆQ,2 by
ρ∗
32π2(1+αj)
ΦˆQ,2 (still denoted by ΦˆQ,2). Denote
B =
∑
i
(1 + αi), Ei = 1−
di
2(1 + αi)2
λie
−
λi
1+αi , δj =
∑
i
∂ΦˆjQ,2
∂λi
. (5.30)
Thus, we have
det
[
(
∂ΦˆjQ,2
∂Λ
)
]
=det


(1 + α1 −B)E1 + (∗) (1 + α2)E2 + (∗) · · · (1 + αn)En + (∗)
(1 + α1)E1 + (∗) (1 + α2 −B)E2 + (∗) · · · (1 + αn)En + (∗)
...
...
...
...
(1 + α1)E1 + (∗) (1 + α2)E2 + (∗) · · · (1 + αn −B)En + (∗)


=det


δ1 (1 + α2)E2 + (∗) · · · (1 + αn)En + (∗)
δ2 (1 + α2 −B)E2 + (∗) · · · (1 + αn)En + (∗)
...
...
...
...
δn (1 + α2)E2 + (∗) · · · (1 + αn −B)En + (∗)


=det


δ1 (1 + α2)E2 + (∗) (1 + α3)E3 + (∗) · · · (1 + αn)En + (∗)
δ2 − δ1 −BE2 + (∗) (∗) · · · (∗)
δ3 − δ1 (∗) −BE3 + (∗) · · · (∗)
...
...
...
...
...
δn − δ1 (∗) (∗) · · · −BEn + (∗)


=det


∑
j
1+αj
B δj (∗) (∗) · · · (∗)
δ2 − δ1 −BE2 + (∗) (∗) · · · (∗)
δ3 − δ1 (∗) −BE3 + (∗) · · · (∗)
...
...
...
...
...
δn − δ1 (∗) (∗) · · · −BEn + (∗)

 ,
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where all the terms (∗) is bounded byO(e
−
λm+1
1+αm+1 ). Next, we consider
∑
j(1+αj)δj ,∑
j
(1 + αj)δj
=
∑
j
(1 + αj)
[
−
∑
i6=j
(1 + αi)
(
1−
( dj
2(1 + αj)2
λj −
dj
2(1 + αj)
)
e
−
λj
1+αj −
∂vpj
∂λj
)
−
dj
4(1 + αj)
e
−
λj
1+αj +
(∑
i6=j
(1 + αi)
(
1−
( di
2(1 + αi)2
λi −
di
2(1 + αi)
)
e
−
λi
1+αi −
∂vpi
∂λi
)
−
di
4(1 + αi)
e
−
λi
1+αi
)]
=−
∑
j
(1 + αj)
∑
j
dj
4(1 + αj)
e
−
λj
1+αj +O(e
−
λm+1
1+αm+1
−ǫλm+1)
=−
B
4(1 + αm+1)
∑
j
dje
−
λj
1+αj +O(e
−
λm+1
1+αm+1
−ǫλm+1)
=−
B
4π(1 + αm+1)
(ρ− ρ∗) +O(e
−
λm+1
1+αm+1
−ǫλm+1)
for some ǫ > 0. Thus
det
[
(
∂ΦˆjQ,2
∂Λ
)
]
= (−1)n
Bn−1
4π(1 + αm+1)
(ρ− ρ∗) +O(e
−
λm+1
1+αm+1
−ǫλm+1). (5.31)
It remains to compute N(M1). According to the definition, we have
[∂(ΦˆQ,1, ΦˆQ,4)
∂(P, ψ)
]


ν1
ν2
...
νm
Ψ

 =


−I1 +∇Ψ(p01)
−I2 +∇Ψ(p02)
...
−Im +∇Ψ(p
0
m)
−I0

 , (5.32)
where
Ii = ∇
2
xHi(0, 0) · νi + 8π
m∑
j=1,j 6=i
∇2xG(x, p
0
j ) |x=p0i ·νj , i = 1, 2, · · · ,m,
and
I0 =−Ψ+ (−∆)
−1
(
2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
Ψ
− 2ρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)( ∫
M
h2e
w−4π
∑m
j=1 G(x,p
0
j)
)2
∫
M
(
h2e
w−4π
∑m
j=1 G(x,p
0
j)Ψ
)
− 4πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)∫
M
h2e
w−4π
∑m
j=1 G(x,p
0
j)
( m∑
j=1
∇G(x, p0j ) · νj
)
+ 4πρ2
h2e
w−4π
∑m
j=1 G(x,p
0
j)( ∫
M h2e
w−4π
∑
m
j=1 G(x,p
0
j)
)2
∫
M
[
h2e
w−4π
∑m
j=1 G(x,p
0
j)
( m∑
j=1
∇G(x, p0j ) · νj
)])
.
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According to the definition of the topological degree for the solution to the shadow
system (1.12), we can get (−1)N(M1) is exactly the Leray-Schauder topological de-
gree contributed by (Pw, w). Therefore, we proved Theorem 1.4. 
Proof of Theorem 1.3. Theorem 1.3 is a consequence of Theorem 1.4. 
6. Proof of Theorem 1.5 and Theorem 1.6
This section is devoted to prove Theorem 1.5. We first introduce a deformation
to decouple the system (1.11).
(St)
{
∆w + 2ρ2(
h2e
w−4πG(x,p)
∫
M
h2ew−4πG(x,p)
− 1) = 0,
∇
(
log(h1e
− 12w·(1−t)) + 4πR(x, x)
)
|x=p= 0.
(6.1)
We can easily see that the system (6.1) is exactly (1.11) when t = 0, and will be
a decoupled system when t = 1. During the deformation from (S1) to (S0), we have
Lemma 6.1. Let ρ2 /∈ 4πN. Then there is uniform constant Cρ2 such that for all
solutions to (6.1), we have |w|L∞(M) < Cρ2 .
Proof. Since ρ2 /∈ 4πN, then we can see any solution for the following equation
∆w + 2ρ2(
h2e
w−4πG(x,p)∫
M
h2ew−4πG(x,p)
− 1) = 0 (6.2)
is uniformly bounded above. By using the classical elliptic estimate, we have
|w|C1(M) < C. This constant C depends on ρ2. 
Proof of Theorem 1.5. It is known that the topological degree is independent of h1
and h2 as long as they are positive C
1 functions. By Remark 3 in section 4, we
always can choose h1 and h2 such that the hypothesis of Theorem 3.3 holds.
Let dS denote the Leray-Schauder degree for (1.1). By Lemma 6.1, computing
the topological degree for (1.11) is reduced to compute the topological degree for
system (6.1) when t = 1,{
∆w + 2ρ2(
h2e
w−4πG(x,p)
∫
M
h2ew−4πG(x,p)
− 1) = 0,
∇[log h1 + 4πR(x, x)] |x=p= 0.
(6.3)
Since this is a decoupled system, the topological degree of (6.3) equals the product
of the degree of first equation and degree contributed by the second equation. By
Poincare-Hopf Theorem, the degree of the second equation is χ(M). On the other
hand, by Theorem A, the topological degree for the first equation is bk + bk−1,
where bk is given (1.17). Therefore,
dS = χ(M) · (bk + bk−1). (6.4)
Combined with Lemma 6.1, we get Theorem 1.5. 
Proof of Theorem 1.6. Theorem 1.6 is a consequence of Theorem 1.4, Theorem 1.5
and Theorem A. 
50 CHANG-SHOU LIN, JUNCHENG WEI, AND WEN YANG
7. The Dirichlet Problem
In this section we consider the Dirichlet problem of SU(3) Toda system. Let Ω
be a bounded smooth domain in R2 and h1, h2 are two positive C
2,α function in
Ω. We consider{
∆u1 + 2ρ1
h1e
u1∫
M
h1eu1
− ρ2
h2e
u2∫
M
h2eu2
= 0, u1 = 0 on ∂Ω,
∆u2 − ρ1
h1e
u1∫
M
h1eu1
+ 2ρ2
h2e
u2∫
M
h2eu2
= 0, u2 = 0 on ∂Ω.
(7.1)
By [31, Theorem 1.1 ], we know that the blow up never occurs on the boundary.
Therefore, we can use all the arguments for (1.6) with minor modification to get
the corresponding result for Dirichlet boundary problem (7.1).
Theorem 7.1. Suppose h1, h2 are two positive C
2,α function in Ω and the assump-
tion (i), (ii). Then there exists a positive constant c such that for any solution of
equation (7.1), there holds:
|u1(x)|, |u2(x)| ≤ c, ∀x ∈M, i = 1, 2.
In order to state our degree formula for (7.1), we introduce the following gener-
ating function
ΞΩ(x) = (1 + x+ x
2 + x3 · · · )−χ(Ω)+1 = b0 + b1x
1 + b2x
2 + · · ·+ bkx
k + · · · ,
where χ(Ω) denotes the Euler characteristic number for Ω, then we have the fol-
lowing theorem
Theorem 7.2. Suppose d
(2)
ρ1,ρ2 denotes the topological degree for (7.1) when ρ2 ∈
(4kπ, 4(k + 1)π), then
d(2)ρ1,ρ2 =
{
bk, ρ1 ∈ (0, 4π),
bk − χ(Ω)(bk + bk−1), ρ1 ∈ (4π, 8π),
where b−1 = 0.
Corollary 7.3. If Ω is not simply connected, then (7.1) has a solution for ρ1 ∈
(0, 4π) ∪ (4π, 8π) and ρ2 /∈ 4πN.
8. Proof of Lemma 4.4 and (5.14)
This section is devoted to prove Lemma 4.4 and (5.14). Let
vα :=
∫
Br0 (0)
|y|2αeλ
(1+eλ|y|2+2α)2
v(y)dy∫
R2
|y|2αeλ
(1+eλ|y|2+2α)2
dy
=
1 + α
π
∫
Br0 (0)
|y|2αeλ
(1 + eλ|y|2+2α)2
v(y)dy.
Then we have the following Poincare-type inequality:∫
Br0 (0)
|y|2αeλ
(1 + eλ|y|2+2α)2
φ2(y)dy ≤ c(‖φ‖2H1(Br0 (0)) + φ
2
α) (8.1)
for some constant c independent of λ (see [12, Lemma 6.2] for example). Using
(8.1) we can prove the following result.
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Lemma 8.1. Let P = (p1, p2, · · · , pn) and Λ = (λ1, · · · , λn). Assume φ ∈ O
(1)
P,Λ.
Then there is a constant c and ǫ > 0 such that for large λj
∫
Br0 (pj)
|y|2αjeUjφdy ≤ ce−ǫλj‖φ‖H1 , (8.2)
and ∫
Br0 (pj)
|y|2αjeUjφ2dy = O(1)‖φ‖2H1 . (8.3)
For a proof, see [12].
Proof of Lemma 4.4. We start with part (1). Let φ ∈ O
(1)
P,Λ and ψ ∈ O
(2)
P,Λ. Recall
2v1 = vP,Λ,A + 2φ, φ ∈ O
(1)
P,Λ and v2 =
1
2w + ψ, ψ ∈ O
(2)
P,Λ. We compute
〈∇(2v1 + T1(v1, v2)),∇φ1〉 = −〈∆(2v1 + T1(v1, v2)), φ1〉.
Here we will use the decomposition of ∆(2v1 + T1(v1, v2)) in (4.49)-(4.51).
〈∇(2v1 + T1(v1, v2)),∇φ1〉 =
∫
2∇φ · ∇φ1 −
∑
j
∫
Br0 (pj)
4ρ1hpj (pj)e
Ijφφ1
+ remainders
:=2B(φ, φ1) + remainder terms.
Clearly, B is a symmetric bilinear form in O
(1)
P,Λ. For the remainder terms, by (8.2)
and φ1 ∈ O
(1)
P,Λ, we have for large λm+1,
∣∣∣( etj∫
M
h1e2v1−v2
− 1
)∫
Br0 (0)
φ1ρ1hpj (pj)|y|
2αjeUjdy
∣∣∣ = O(e−( 11+αm+1+ǫ)λm+1)‖φ1‖H1 ,
(8.4)
λj(aj − 1)
∫
Br0 (pj)
∇Hj · yρ1hpj (pj)|y|
2αj eUjφ1dy
≤O(1)λj |aj − 1|e
−
λm+1
2(1+αm+1)
[ ∫
Br0(pj)
|y|2+2αj eUjdy
] 1
2
‖φ1‖H1
≤O(1)λj |aj − 1|e
−
λm+1
2(1+αm+1) ‖φ1‖H1 = o(1)e
−
λm+1
1+αm+1 ‖φ1‖H1 . (8.5)
Similarly, we have
λj(aj − 1)
∫
Br0(pj)
|y|2αjeUjηjφ1dy = O(1)e
−
λm+1
1+αm+1 ‖φ1‖H1 . (8.6)
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By Lemma 8.1, we have for large λm+1∫
Br0(pj)
ρ1hpj (pj)|y|
2αjeUj (aj − 1)(Uj + sj − 1)φ1dy
= 2λj
∫
Br0 (pj)
ρ1hpj (pj)|y|
2αj eUj (aj − 1)φ1dy
+
∫
Br0 (pj)
ρ1hpj (pj)|y|
2αj eUj (aj − 1)(Uj − λj +O(1))φ1dy
= 2λj(aj − 1)O(e
−ǫλj )‖φ1‖H1
+O(aj − 1)
( ∫
Br0(pj)
|y|2αj eUj (Uj − λj +O(1))
2dy
) 1
2
(∫
Br0(pj)
|y|2αjeUjφ21
) 1
2
= O(1)|aj − 1|‖φ1‖H1 = O(1)e
−
λm+1
1+αm+1 ‖φ1‖H1 . (8.7)
As for Eˆj , we define E
+ and E− as before:
E+ =
{
Eˆj if |ϕ| ≥ ε2
0 if |ϕ| < ε2,
E− =
{
Eˆj if |ϕ| < ε2
0 if |ϕ| ≥ ε2,
where ε2 is a small number. Then we use (4.40) and similar argument there to
obtain ∫
Br0(pj)
|E+φ1|dy ≤
(∫
Br0 (pj)
|E+|2dy
) 1
2
( ∫
Br0 (pj)
φ21
) 1
2
=O(e−bλj )‖φ1‖H1 (8.8)
for any fixed b > 0. For E−, we use (4.29) and Lemma 8.1 to obtain∫
Br0(pj)
|E−φ1|dy ≤O(1)
∫
Br0 (pj)
hpj (pj)|y|
2αj eUj (O(φ2) +O(βj))φ1dy
=O(ε2)
(∫
Br0(0)
|y|2αjeUjφ2
) 1
2
(∫
Br0(0)
|y|2αjeUjφ21dy
) 1
2
+O(e
−
2λm+1
1+αm+1 )
(∫
Br0(0)
|y|2αjeUjφ21dy
) 1
2
+
∫
Br0 (0)
|y|2αjeUj |y|3|φ1|
=O(ε2)‖φ‖H1‖φ1‖H1 +O(e
−
2λm+1
1+αm+1 )‖φ1‖H1
+
( ∫
Br0(0)
|y|2bαj ebUj |y|6
) 1
2
(∫
Br0(0)
e(2−b)Uj |y|2(2−b)αjφ21dy
) 1
2
=O(ε2e
−
λm+1
1+αm+1 )‖φ1‖H1 +O(e
−(2− b2 )
λm+1
1+αm+1 )‖φ1‖H1
for 2 > b > 42+αj . ∫
Br0 (pj)
|E−φ1|dy = O(e
−
λm+1
1+αm+1 )‖φ1‖H1 , (8.9)
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provided that ε2c1 < 1. By Lemma 4.1,∫
B2r0 (pj)\Br0(pj)
∆(vpj − 4π(1 + αj)G(x, pj))φ1 = O(e
−
λm+1
1+αm+1 )‖φ1‖H1 . (8.10)
For the nonlinear term in ∆T1(v1, v2) on M \
⋃n
j=1 Br0(pj), we first note that∫
M\∪nj=1Br0(pj)
|eϕφ1| =O(1)
( ∫
|ϕ|≥ε2
|eϕφ1|+
∫
|ϕ|<ε2
|eε2φ1|
)
=O(1)‖φ1‖H1
by (4.40). Using
∫
M h1e
2v1−v2 = O(eλm+1), we have∫
M\∪nj=1Br0 (pj)
ρ1h1e
2v1−v2∫
M
h1e2v1−v2
|φ1| = O(e
−λm+1)
∫
M\∪nj=1Br0 (pj)
eϕ|φ1|
= O(e−λm+1)‖φ1‖H1 . (8.11)
In the end, we need to consider the term
∫
Br0 (pj)
2ρ1hpj (pj)e
Ujψφ1. We have∫
Br0(pj )
2ρ1hpj (pj)e
Ujψφ1 =
∫
Br0(pj)
2ρ1hpj (pj)e
Ujψ(pj)φ1
+
∫
Br0(pj)
2ρ1hpj (pj)e
Uj (ψ − ψ(pj))φ1
=o(e
−
λm+1
1+αm+1 )‖φ1‖H1 , (8.12)
where we used (8.2). Combining (8.4)-(8.12), we obtain
〈∇(2v1 + T1(v1, v2)),∇φ1〉 = B(φ, φ1) +O(e
−
λm+1
1+αm+1 )‖φ1‖H1 .
This proves part (1).
Next, we prove part (3). On B2r0(pj), we have
∂λjvpj =
(
2−
ρ1hpj (pj)
2(1+αj)2
eλj |x− pj |2(1+αj)
1 +
ρ1hpj (pj)
4(1+αj)2
eλj |x− pj |2(1+αj)
+O(λje
−
λj
1+αj )
)
σj
=
[
(1 + ∂λjUj) +O(λje
−
λj
1+αj )
]
σj (8.13)
by the setting of vpj . On M \
⋃
j B2r0(pj), ∂λjvpj = 0. We compute 〈∇(2v1 +
T1(v1, v2)),∇∂λjvpj 〉 = −〈∆(2v1 + T1(v1, v2)), ∂λjvpj 〉 by using (4.49)-(4.51).
Since φ ∈ O
(1)
P,Λ, we have ∫
M
∇φ · ∇∂λjvpj = 0.
Direct computation yields,∫
Br0 (pj)
∂λjvpj =
∫
Br0(pj)
(1 + ∂λjUj) +O(λje
−
λj
1+αj ) = O(λje
−
λj
1+αj ). (8.14)
Hence,
(|ρ∗ − ρ1|+ |ai − 1|)
∫
Br0 (pj)
∂λjvpjdy = O(e
−
λm+1
1+αm+1
−ǫλm+1) (8.15)
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for some ǫ > 0. By (8.13),∫
Br0 (pj)
ρ1hpj (pj)|x − pj|
2αj eUj∂λjvpjdy
=
∫
Br0 (pj)
ρ1hpj (pj)|x − pj|
2αj eUj
(
1 + ∂λjUj +O(λje
−
λj
1+αj )
)
dy
=
∫
R2
ρ1hpj (pj)|x− pj |
2αjeUj (1 + ∂λjUj)dz +O(λje
−
λj
1+αj )
= 4π(1 + αj) +O(λje
−
λj
1+αj ), (8.16)
and∫
Br0(pj)
2ρ1hpj (pj)|x− pj |
2αj eUj
[
− 2 log
(
1 +
ρ1hpj (pj)e
λj
4(1 + αj)2
|x− pj |
2(1+αj)
)]
∂λjvpj
=
∫
R2
8(1 + αj)
2r2αj
(1 + r2(1+αj))2
[−2 log(1 + r2(1+αj))]
( 2
1 + r2(1+αj)
+O(λje
−
λj
1+αj )
)
dz
+O(e−λj )
= −8π(1 + αj) +O(e
−
λj
1+αj ). (8.17)
(8.16) and (8.17) together give∫
Br0 (pj)
(
2ρ1hpj (pj)|x− pj |
2αjeUj
[
(aj − 1)(Uj + sj − 1)
+
∑
8π(1 + αi)(ai − 1)G(pj , pi) + (
etj∫
M h1e
2v1−v2
− 1)
])
dy
= 8π(1 + αj)(2λj(aj − 1) +
etj∫
M
h1e2v1−v2
− 1) +O(1)
(
max
i
|a1 − 1|
)
. (8.18)
To estimate the term with φ∂λjvpj and ψ∂λjvpj , note that φ ∈ O
(1)
P,Λ implies
0 =
∫
M
∇φ∇∂λj vpj = −
∫
M
φ∆(∂λj vpj )
=−
∫
Br0(pj)
φ∆(∂λjUj)dy +O(λje
−
λj
1+αj ‖φ‖H1)
=
∫
Br0 (pj)
2ρ1hpj (pj)|x− pj |
2αjeUjφ∂λjUjdy +O(λje
−
λj
1+αj ‖φ‖H1)
Together with Lemma 8.1, we conclude from the above∫
Br0(pj)
2ρ1hpj (pj)|x − pj |
2αjeUjφ∂λjvpj
=
∫
B(r0)(pj)
2ρ1hpj (pj)|x− pj |
2αjeUjφ(1 + ∂λjUj +O(λje
−
λj
1+αj ))dy
= O(e
−
ǫλm+1
1+αm+1 )‖φ‖H1 = O(e
−ǫλm+1−
λm+1
1+αm+1 ). (8.19)
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While for ψ∂λjvpj , we have∫
Br0(pj)
ρ1hpj (pj)|x− pj |
2αj eUjψ∂λjvpj
=
∫
Br0(pj)
ρ1hpj (pj)|x− pj |
2αj eUjψ(pj)∂λjvpj
+
∫
Br0(pj)
ρ1hpj (pj)|x− pj |
2αjeUj (ψ − ψ(pj))∂λjvpj
=4π(1 + αj)ψ(pj) +O(e
−ǫλj−
λj
1+αj ), (8.20)
The other integrals of ∂λjvpj with other terms in (4.49) would be smaller than
O(max |ai− 1|+ e
−
λm+1
1+αm+1
−ǫλm+1). Since the computations are straightforward, we
omit the details here.
Now we go to the integral over M \ Br0(pj). Since ∂λjvpj = 0 on M \ B2r0(pj),
we only need to consider the integrals on B2r0(pj). On B2r0(pj)\Br0(pj), e
2v1−v2 =
O(eϕ), ρ1h1e
2v1−v2
∫
M
h1e2v1−v2
= O(e−λm+1)eϕ and ∂λjvpj = O(e
−
λm+1
(1+αm+1) ). By using Moser-
Trudinger’s inequality as in the proof in (4.40),∫
B2r0(pj)∩{ϕ≥ǫ2}
eϕ ≤ e−2λj
∫
Br0 (pj)
exp(
4π|ϕ− ϕ|2
‖ϕ− ϕ‖2
)dy ≤ c2e
−2λj , (8.21)
which implies ∫
B2r0 (pj)
e|ϕ| = O(1) (8.22)
and ∫
B2r0 (pj)\Br0 (pj)
ρ1h1e
2v1−v2∫
M
h1e2v1−v2
∂λjvpj = O(e
−ǫλm+1−
λm+1
1+αm+1 ). (8.23)
By Lemma 4.2, we have∫
B2r0 (pj)\Br0(pj)
∆(vpj − vpj − 8π(1 + αj)G(x, pj)) · ∂λjvpj = O(e
−
2λm+1
1+αm+1 ).
(8.24)
By (4.44), (8.15), (8.18)-(8.24), we obtain,
〈∇(2v1 + T1(v1, v2)),∇∂λjvpj 〉 =− 16π(1 + αj)(aj − 1)λj − 8π(1 + αj)(θj − ψ(pj))
+O(max |ai − 1|+ e
−ǫλm+1−
λm+1
1+αm+1 ).
This proves part (3).
For the proof of part (4), we write
〈∇(2v1 + T1(v1, v2)),∇vpj 〉 = 〈∇(2v1 + T1(v1, v2),∇(vpj − vpj )〉
= −〈∆(2v1 + T1(v1, v2)), vpj − vpj 〉.
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First, we have 〈1, vpj − vpj 〉 = 0 and 〈∆φ, vpj − vpj 〉 = 0 on M because φ ∈ O
(1)
P,Λ.
To estimate the other terms, we note that
vpj − vpj =2λj − 2 log
(
1 +
ρ1hpj (pj)
4(1 + αj)2
eλj |x− pj|
2(1+αj)
)
+ 8π(1 + αj)R(pj , pj) + 2 log
ρ1hpj (pj)
4(1 + αj)2
+O(|x − pj |) +O(λje
−
λj
1+αj ).
(8.25)
By scaling, we have
(aj − 1)λj
∫
R2
ρ1hpj (pj)|x− pj|
2αj eUj log
(
1 +
ρ1hpj (pj)
4(1 + αj)2
eλj |x− pj |
2(1+αj)
)
dy
= 2π(1 + αj)(aj − 1)λj . (8.26)
Let ϑ represent any constant term in
(aj − 1)(Uj + sj − 1),
∑
i6=j
(ai − 1)(1 + αi)G(pj , pi),
etj∫
M h1e
2v1−v2
− 1.
For simplicity of notations, we setWj(x) = 2ρ1hpj (pj)|x−pj |
2αj eUj . By comparing
(8.13) and (8.25), we have∫
Br0 (pj)
Wjϑ(vpj − vpj )dy =
(
2λj − 1 + 8π(1 + αj)R(pj , pj)
+ 2 log
ρ1hpj (pj)
4(1 + αj)2
)∫
Br0 (pj)
Wjϑ∂λjvpj +O(e
−
λj
1+αj ),
(8.27)
where (8.18) is used. It is also easy to see the integral of vpj−vpj with all remainder
terms except ψ in (4.49) are smaller than O(e
−
λj
1+αj + ‖φ‖H1). For example, by
Lemma 8.1,∫
Br0 (pj)
2ρ1hpj (pj)|x− pj |
2αj eUjφ(vpj − vpj )
=
∫
Br0 (pj)
2ρ1hpj (pj)|x− pj |
2αjeUjφ
×
[
λj + sj − 2 log(1 +
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
4(1 + αj)2
) +O(|x − pj |)
]
dy
= O(λje
−ǫλj)‖φ‖H1 +
(∫
Br0 (pj)
2ρ1hpj (pj)e
Uj |x− pj |
2αjφ2
) 1
2
×
(∫
Br0(pj)
2ρ1hpj (pj)e
Uj |x− pj |
2αj
[
log(1 +
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
4(1 + αj)2
)
+O(|x − pj |)
]2
dy
) 1
2
= O(1)‖φ‖H1 .
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For ψ, we have
∫
Br0(pj)
2ρ1hpj (pj)|x − pj|
2αj eUjψ(vpj − vpj )
=
∫
Br0(pj)
2ρ1hpj (pj)|x − pj|
2αj eUjψ(pj)(vpj − vpj )
+
∫
Br0 (pj)
2ρ1hpj (pj)|x− pj |
2αj eUj (ψ − ψ(pj))(vpj − vpj )
=
∫
Br0(pj)
2ρ1hpj (pj)|x − pj|
2αj eUjψ(pj)×
[
λj + sj
− 2 log(1 +
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
4(1 + αj)2
)
]
+O(e
−ǫλm+1−
λm+1
1+αm+1 )
= 8π
(
2λj − 1 + 8π(1 + αj)R(pj , pj) + 2 log
ρ1hpj (pj)
4(1 + αj)2
)
(1 + αj)ψ(pj)
+O(e
−ǫλm+1−
λm+1
1+αm+1 ). (8.28)
Since vpj − vpj = O(1) on M \Br0(pj), by Lemma 4.1,
∫
B2r0(pj)\Br0(pj)
∆(vpj − 8π(1 + αj)G(x, pj))(vpj − vpj ) = O(e
−
λm+1
1+αm+1 ). (8.29)
For the integration on Br0(pi), i 6= j, the dominant term can be estimated by
∫
Br0 (pi)
2ρ1hpi(pi)|x− pi|
2αieUi
×
[
(ai − 1)(Ui − si − 1) +
( eti∫
M
h1e2v1−v2
− 1− ψ
)]
(vpj − vpj )dy
= (1 + αj)(1 + αi)
[
128π2G(pi, pj)(ai − 1)λi
+ 64π2G(pi, pj)(
eti∫
M h1e
2v1−v2
− 1− ψ(pi))
]
+O(|ai − 1|) +O(e
−ǫλm+1−
λm+1
1+αm+1 )
= 64π2(1 + αi)(1 + αj)G(pi, pj)
[
(
eti∫
M
h1e2v1−v2
− 1− ψ(pi)) + 2(ai − 1)λi
]
+O(|ai − 1|+ e
−ǫλm+1−
λm+1
1+αm+1 )
= −8π(1 + αj)G(pi, pj)〈∇(2v1 + T1(v1, v2)),∇∂λivpi〉
+O(|ai − 1|+ e
−ǫλm+1−
λm+1
1+αm+1 ), (8.30)
where we use the proof part (3) of Lemma 4.4 in the above, it is easy to see that
the other terms on Br0(pi) are bounded by e
−ǫλm+1−
λm+1
1+αm+1 .
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For the integration outside
⋃
j Br0(pj), we have (
∫
M
h1e
2v1−v2)−1 = O(e−λj )
and∫
B2r0 (pj)\Br0 (pj)
ρ1h1e
2v1−v2∫
M h1e
2v1−v2
(vpj − vpj ) =
∫
B2r0(pj)\Br0(pj)
O(e−λj )eϕ = O(e−λj ).
(8.31)
Similarly ∫
M\
⋃
j Br0(pj)
ρ1h1e
2v1−v2∫
M h1e
2v1−v2
(vpj − vpj ) = O(e
−λj ). (8.32)
Therefore, by (8.26)-(8.32), we have
〈∇(2v1 + T1(v1, v2)),∇(vpj − vpj )〉
=
(
2λj − 1 + 8π(1 + αj)R(pj , pj) + 2 log
ρ1hpj (pj)
4(1 + αj)2
)
〈∇(2v1 + T1(v1, v2)),∇λjvpj 〉
+ 8π(1 + αj)
∑
i6=j
G(pj , pi)〈∇(2v1 + T1(v1, v2)),∇λivpi〉+ 16π(aj − 1)λj(1 + αj)
+O(1)‖φ‖H1 +O(e
−
λm+1
1+αm+1 ). (8.33)
The proof of part (4) is complete.
Finally, we prove part (2), we note that
〈∇(2v1 + T1(v1, v2)),∇∂pjvpj 〉 = 〈∇(2v1 + T1(v1, v2)),∇∂pj (vpj − vpj )〉.
From φ ∈ O
(1)
P,Λ, we have ∫
M
∇φ∇∂pj (vpj − vpj ) = 0. (8.34)
Since
∫
M
(vpj − vpj ) = 0, we have
∫
M
∂pj (vpj − vpj ) = 0 and∫
M
[
ρ∗ − ρ1 +
n∑
j=1
4π(1 + αj)(aj − 1)
]
∂pj (vpj − vpj ) = 0. (8.35)
On Br0(pj), by Lemma 4.1
∂pjvpj = −∇yUj+
∂pjh(pj)
h(pj)
(∂λjUj−1)+2∂pj log h(pj)+8π∂pjR(x, pj)+O(|x−pj|).
(8.36)
Since ∇yUj is an odd function, we have∫
Br0 (pj)
ρ1hpj (pj)|x − pj|
2αj eUj (Uj + sj − 1)∇yUjdy = O(1). (8.37)
Hence, by Lemma 4.2 and the fact that ∂λjUj is bounded,∫
Br0 (pj)
ρ1hpj (pj)e
Uj (Uj + sj − 1)∂pj (vpj − vpj ) = O(λj),
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where (4.33) was used. For the other terms in (4.49), we have the following esti-
mates. ∫
Br0(pj)
ρ1hpj (pj)e
Uj∂pj (vpj − vpj )dy = O(1), (8.38)
∫
Br0(pj)
ρ1hpj (pj)e
UjO(|x − pj |)∂pj (vpj − vpj )dy = O(1), (8.39)
∫
Br0 (pj)
2ρ1hpj (pj)e
Uj∇Hj(pj) · (x− pj)∇yUjdy = (8π +O(e
−λj ))∇Hj(pj),
(8.40)
and ∫
Br0 (pj)
2ρ1hpj (pj)e
Uj∇Hj(pj) · (x− pj)∂pj (vpj − vpj )
= 8π∇Hj(pj) +O(λje
− 32λj ), (8.41)
where we used ∇Hj(pj) = O(λje−λj ) for v1 ∈ Sρ1(Q,w).
By Lemma 4.2 and (8.36),∫
Br0 (pj)
ρ1hpj (pj)e
Ujφ∂pj (vpj − vpj )dy = O(e
−ǫλm+1)‖φ‖H1(M). (8.42)
While for the term e
tj∫
M
h1e2v1−v2
− 1 and ψ, we have
∫
Br0(pj)
2ρ1hpj (pj)e
Uj
( etj∫
M h1e
2v1−v2
− 1− ψ
)
∂pj (vpj − vpj )
=
∫
Br0(pj)
2ρ1hpj (pj)e
Uj
( etj∫
M
h1e2v1−v2
− 1− ψ(pj)
)
∂pj (vpj − vpj )
−
∫
Br0 (pj)
2ρ1hpj (pj)e
Uj (ψ − ψ(pj))∂pj (vpj − vpj )
= −8π∇ψ(pj) +O(|
etj∫
M
h1e2v1−v2
− 1− ψ(pj)|) (8.43)
where we used∫
Br0 (pj)
2ρ1hpj (pj)e
Uj∇ψ(pj) · (x− pj)∇yUjdy = (8π +O(e
−λj ))∇ψ(pj),
and (8.38). Since ∂pj (vpj − vpj ) = O(e
1
2λj ), as in the proof of part (3), we have∫
Br0 (pj)
E∂pj (vpj − vpj )dy = O(e
−ǫλm+1−λj ). (8.44)
On M \
⋃
j Br0(pj), ∂pj (vpj − vpj ) = O(1). Hence by Lemma 4.1,∫
B2r0 (pj)\Br0(pj)
∆(vpj − 8π(1 + αj)G(x, pj)) · ∂pj (vpj − vpj ) = O(λje
−λj ).
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Since (
∫
M
h1e
2v1−v2)−1 = O(e−λj ), the integral of the products of ∂pj (vpj − vpj )
and the nonlinear term in (4.49)-(4.50) are of order
O(e−λj )
∫
M
eϕ = O(e−λj ).
The estimates above imply
〈∇(2v1 + T1(v1, v2)),∇∂pj (vpj − vpj )〉 =− 8π∇Hj(pj) + 8π∇ψ(pj)
+O
(
|
etj∫
M h1e
2v1−v2
− 1− ψ(pj)|
+ |aj − 1|λj + e
−
λm+1
1+αm+1
)
. (8.45)
This proves part (2) and hence the proof of Lemma 4.4 is complete. 
Next, we give a proof of (5.14).
Proof of (5.14): For convenience, we denote
E2 = exp(w + 2ψ −
1
2
vP,Λ,A)− exp
(
w + 2ψ −
n∑
j=1
4π(1 + αj)ajG(x, pj)
)
.
For x ∈M \
⋃n
j=1 Br0(pj). By Lemma 4.1, we have
∣∣1
2
vP,Λ,A − 4π
n∑
j=1
(1 + αj)ajG(x, pj)
∣∣ ≤ c˜e− λ(p)1+αm+1
for some c˜ independent of c0. Thus |E2| ≤ c4e
− λ(p)1+αm+1 in M \
⋃n
j=1 Br0(pj).
For x ∈ Br0(pj), j ∈ J1, we note
4π
n∑
j=1
ajG(x, pj)−
1
2
vP,Λ,A =4πajG(x, pj)− 4πajR(x, pj)− aj log(
ρ1hpj (pj)e
λj
4
)
+ aj log
(
1 +
ρ1hpj (pj)e
λj
4
|x− pj |
2
)
+O(e
− λ(P)1+αm+1 )
=aj log
( 4
ρ1hpj (pj)e
λj |x− pj |2
+ 1
)
+O(e
− λ(P )1+αm+1 ),
where we have used vpj = O(e
− λ(P )1+αm+1 ). Then, we have
exp
(
w + 2ψ − 4π
n∑
j=1
aj(1 + αj)G(x, pj)
)
− exp
(
w + 2ψ −
1
2
vP,Λ,A
)
= |x− pj|
2aj
(
1− exp
(
4π
n∑
j=1
ajG(x, pj)−
1
2
vP,Λ,A
))
= |x− pj|
2aj
(
1− exp
(
aj log(1 +
4
ρ1hpj (pj)e
λj |x− pj |2
) +O(e
− λ(P )1+αm+1 )
))
,
(8.46)
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where we used
exp
(
w + 2ψk − 4π
n∑
j=1
(1 + αj)ajG(x, pj)
)
∼ |x− pj |
2aj for x ∈ Br0(pj), j ∈ J1.
When |x− pj| = O(e
−
λj
2aj ), we have
exp
(
w + 2ψ − 4π
n∑
j=1
ajG(x, pj)
)
= O(|x − pj |
2aj ),
and
1− exp
(
aj log(1 +
4
ρ1hpje
λj |x− pj |2
) +O(e
− λ(P )1+αm+1 )
)
= O(e−ajλj |x− pj|
−2aj ),
which implies
E2 = O(e
−
λ(P )
1+αm+1 ) for |x− pj| = O(e
−
λj
2aj ), j ∈ J1.
When |x− qj | ≫ e
−
λj
2aj , then
1− exp
(
aj log(1 +
4
ρ1hpj (pj)e
λj |x− pj|2
)
)
= O(
1
eajλj |x− pj |2aj
).
As a result, we have the right hand side of (8.46) are of order O(e
− λ(P )1+αm+1 ). There-
fore
E2 = O(e
− λ(P )1+αm+1 ) for x ∈ Br0(pj), j ∈ J1.
For x ∈ Br0(pj), j ∈ J \ J1, we have
4π
n∑
j=1
(1 + αj)ajG(x, pj)−
1
2
vP,Λ,A
=4π(1 + αj)ajG(x, pj)− 4π(1 + αj)ajR(x, pj)−
1
2
ajλj − aj log
( ρ1hpj (pj)
4(1 + αj)2
)
− aj
(1
2
vpj (x) +
1
2
ηj +
dj
4(1 + αj)
λje
−
λj
1+αj
)
=aj log
( 4(1 + αj)2
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
+ 1
)
−
1
2
aj
(
ηj +
dj
2(1 + αj)
λje
−
λj
1+αj
)
+O(e
− λ(P )1+αm+1 ).
Therefore
exp
(
w + 2ψ − 4π
n∑
j=1
(1 + αj)ajG(x, pj)
)
− exp
(
w + 2ψ −
1
2
vP,Λ,A
)
=O(1)|x − pj |
2aj(1+αj)
(
1− exp
(
4π
n∑
j=1
(1 + αj)ajG(x, pj)−
1
2
vP,Λ,A
))
=O(1)|x − pj |
2aj(1+αj)
(
1− exp
[
aj log
( 4(1 + αj)2
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
+ 1
)
+
1
2
aj
(
ηj +
dj
2(1 + αj)
λje
−
λj
1+αj
)
+O
(
e
−
λ(P )
1+αm+1
)])
,
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where we used
exp
(
w+2ψk−4π
n∑
j=1
(1+αj)ajG(x, pj)
)
∼ |x−pj |
2aj(1+αj) for x ∈ Br0(pj), j ∈ J\J1.
If |x− pj| = O(e
−
λj
2aj(1+αj) ), we have
1
2
(
ηj +
dj
2(1 + αj)
λje
−
λj
1+αj
)
= O(1),
and
|x− pj|
2aj(1+αj) exp
(
aj log
( 4(1 + αj)2
ρ1hpj (pj)e
λj |x− pj|2(1+αj)
+ 1
)
+O(1)
)
= O(e
− λ(P )1+αm+1 ).
If |x− pj| ≫ e
− λ(P )
2aj(1+αj ) , we have
1
2
(
ηj +
dj
2(1 + αj)
λje
−
λj
1+αj
)
= O(e
− λ(P )1+αm+1 |x− pj |
−2(1+αj)),
and
exp
(
aj log
( 4(1 + αj)2
ρ1hpj (pj)e
λj |x− pj |2(1+αj)
+ 1
)
+O(e
− λ(P )1+αm+1 |x− pj |
−2(1+αj))
)
= 1 +O
( 1
eajλj |x− pj |2aj(1+αj)
+ e
−aj
λ(P )
1+αm+1 |x− pj |
−2aj(1+αj)
)
.
Then
E2 =|x− pj|
2aj(1+αj)
( 1
eajλj |x− pj|2aj(1+αj)
+ e
−
ajλ(P )
1+αm+1 |x− pj|
−2aj(1+αj)
)
=O(e
− λ(P )1+αm+1 ),
where we used (5.8). As a conclusion, we have
E2 = O(e
− λ(P )1+αm+1 ) provided x ∈ Br0(pj), j ∈ J \ J1.
Therefore, we get (5.14).
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