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The cycle structure of a nonlinear shift register is the subject of interest in 
several recent papers. This paper investigates the cycle structure of the "con- 
nection" of two shift registers, thereby constructing two classes of nonlinear 
feedback logics which generate sequences of maximal length. The relationship 
between the present theory and results in other works is also indicated. 
1. INTRODUCTION 
Feedback shift registers, with their wide applications in communication 
science, electrical engineering, and control problems (see Golomb, 1964), have 
occupied the attention of various authors for many years. Thanks to their 
efforts, the linear case can be regarded now as more or less well understood. 
In particular, the cycle structure of a linear feedback shift register is completely 
determined (see Golomb, 1967, Part 2; Selmer, 1966, Chap. 4; Zierler, 1959, 
Sects. 2 and 3). The nonlinear case is not as well understood and forms the 
subject of investigation i  several recent papers by Green and Dimond (1970) 
Green and Kelsch (1970), Kjeldsen (1976), Lempel (1970), Mykkeltveit (1976, 
1977) and Soreng (1976, 1977, 1978). We address ourselves to the job of con- 
tinuing with this search. 
As various authors use differing notation, we find it convenient (and necessary) 
to explain the notation we use throughout this paper. We consider polynomials 
in finitely many variables with coefficients in GF(2), with addition and multiplica- 
tion defined as usual, except hat we agree to put X + X ~ 0 and X • X = X. 
Let S denote the set of all such polynomials. A given 
f (X  o .... , X~) = F (X  o .... , X,~_~) + X~ 
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in S will generate an infinite binary sequence a = (a(O) a(1) "") satisfying 
f(a(k), a(k 4- 1),..., a(k 4- n)) = 0 for k = O, 1, 2,... 
and initial condition on a(0),..., a(n -- 1). The set of all such sequences (with 
different initial conditions) generated by f is denoted by ~(f) ,  which is also 
known as the set of shift register sequences corresponding to the n-stage shift 
register with feedback logic f (see Golomb, 1967, Chap. 6). It is well known 
(see Golomb, 1967, Chap. 6, Theorem 1) that f generates a periodic sequence 
if and only if f is nonsingular, i.e., of the form X o + F(Xa,... ,  Xn_I) 4- Xn .  
In that case we denote the period of a by p(a). I f  a is in ~(f) ,  then its/-fold 
translate 
p~(a) = (a(i) a(i 4- 1) '") ,  
is also in D(f) for i = 0, 1 ..... p(a) --  1. All such translates are said to belong 
to the same cycle, which is also denoted by a. Thus D(f) is partitoned into 
cycles, each being of period p(a), and consisting of the p(a) states (a(k),..., 
a(k + n -- 1)), k ---~ 0, l,..., p(a) --  1. Whenf  ~--- cox o + qX~ 4- "'" 4- 
cn_~X~_ ~+ X , ,  we say f is linear. The set of all linear polynomials in S is 
denoted by L. 
The main results are collected in the next two sections. In Section 2 we 
investigate the "connection" g , f  of two feedback logics f, g. This notion, 
suggested by Green and Dimond (1970), and independently by Mykkeltveit 
(1976), reduces to the usual product of two feedback logics in the linear case. 
We relate the cycle structure ofg * f to that ofg andf. In Section 3 we generalize 
the notion of period of a feedback logic to the nonlinear case, thereby obtaining 
further esults on the cycle structure of nonlinear shift registers. In particular, we 
give a criterion for a feedback logic to generate M-sequences, i.e., n-stage shift 
register sequences with period equal to 2 n (see Golomb, 1967, Chap. 6). In 
Section 4 we apply the results in the preceding sections to construct some 
feedback logics which generate M-sequences. 
Certain results in the linear case, though part of the literature (see Golomb, 
1967; Selmer, 1966; Zierler, 1959) are needed in what follows, and where 
appropriate are restated in the form we need to invoke. The more technical 
proofs are given in an appendix so as not to obstruct the main flow of the paper. 
2. CYCLE STRUCTURE or ~2(g , f )  
Suppose g(X o ..... X~) and f (X  o ,..., X~) are polynomials in S; we define 
the "connection" g , f  as the polynomial given by 
g . f  = g( f (X  o ,..., X~), f (X  1 .... , X,~+~),..., f (X , ,  ,..., Xn+,,)). 
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This is, apart from notation, the same as what Green and Diamond (1970) call 
the product g "f, which corresponds to cascade connection of the shift register 
of g to that o f f .  Note that g , f  and f .g  are not the same in general. With 
respect o usual addition and the operation • as multiplication, the set L of all 
linear polynomials in S forms a ring, which is isomorphic to the usual polynomial 
ring GF(2)[X] via the mapping 
4,(coXo + "" + c ,X , )  = Co + qx  + ... + c ,X , .  
For this reason, in what follows we often identify L with GF(2)[X]. Our next 
result is to relate the cycle structure of g • f to that of g and f. Let P be the set 
of all periodic binary sequences. For fs  S, we define 0(f): P--+ P by O(f)(a) = b 
where b(k) -~ f(a(k),..., a(k -b- n)) for h = 0, 1, 2 ..... Direct computation shows 
that O(g . f )  = O(g) o O(f) for g, f s  S. Also note that O( f )  = O(f)-~(O) where 
0 is the zero sequence. 
THEOREM 2.1. Suppose f = X o + F (X  1 ,..., X,_ I )  @ Xn and g = X o + 
G(XI ,..., Xm_l) + Xm are in S, and suppose O(g) consists of E cycles. Let aj 
( j  = 1 .... , E) be sequences, one from each cycle in O(g), and let Cj be defined by 
then 
(a) 





O(g • f )  = va {c; i J = ~ .... , u}, 
I c ; [  = >p(a;), 
C a is closed under p, ie., p(C~) = Cj ,  
i f  b e G ,  then p(aj) 1 p(b). 
Since a sO(g  . f )  if and only if O(f)(a) s O(g), O(g , f )  = O(f) -1 
(O(g)) and (a) follows. Let O(f)(b) = aj.  Then we have 
b(k + n) = b(k) + F(b(k + 1),..., b(k + n --  1)) + aXk). (1) 
Therefore b(O) ..... b(n - -  1) may be chosen arbitrarily, but then b is determined. 
Thus there are 2~p(a;) sequences b such that O(f)(b) = pi(a~) (i = 0, 1,..., 
p(aj) - -  1). It  is not possible that some of these sequences are equal to each 
other, for if they were 
[ u {Cj ]j = 1,.., E)[ < I O(g . f ) f ,  
which is a contradiction. This proves (b). Finally, (c) is an immediate conse- 
quence of the definition of O(f)and (d) follows from the fact that if b(k + p(b)) = 
b(h), k = 0, 1 ..... then we must have a~(k + p(b)) = a3(h ) by (1). Q.E.D. 
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EXAMPLE. g = X o + X1X z + X a and f = X 0@X 1 .g* f=X 0+X 1-]- 
X 2 + X~ + XaX 2 + X~X~ + X2X 3 + X 4 . ~?(g) consists of the cycles a~ = (0), 
a2 = (0 0 1), a~ = (0 1 1 1), with p(a~) = 1, p(a2) = 3, p(a~) = 4. C~ consists 
of (0), (1) with 2 sequences. C2 consists of (0 0 0 1 1 1) with six sequences. 
C 3 consists of (0 0 1 0 1 1 0 1) with eight sequences. 
Remark. Part (d) of Theorem 2.1 explains the phenomenon observed at the 
end of Section 3 of Green and Dimond (1970). 
Since O(f) -1 (p(a)) = {p(b) ] b ~ O(f)-l(a)}, it suffices to find the periods of 
sequences in O(f)-l(a) for a E tP(g) if we want to determine the periods of 
sequences in £2(g . f ) .  We do so for the case f ~ L in the next section (see 
Theorems 3.14 and 3.15). The nice point about f~L  is that it makes O(f) a 
linear transformation on P (regarded as a linear space over GF(2)), and so 
O(f)-~(a) : b + O(f)-~(O) = b + £2(f) for some b e ~Q(g * f ) .  
3. PERIODS OF POLYNOMIALS IN S 
We first define the shift operator 3: S ~ S by 
~f(Xo ..... X . )  = f (&  ..... X.+~), 
and denote the/- fo ld composite of ~ by 3i. For f ~ S and ~i ~ S, the polynomial 
ai(8~f ) is denoted by P(3)f,  where formally we write P(~) = ~ ai ~i. By the 
order of f, denoted by ord(f) ,  we mean the highest subscript i for which X i 
occurs in f. For f = 0 or 1 we say ord( f )  = --1. 
LEMMA 3.1 (Division Algorithm). Let g (X  o ..... X, , )  ~ S and f (X  o ..... X~) = 
F(Xo ,... , Xn_I) + X n ~ S; then there exists unique P(~) = ~im__--O n O~i~i with a i C S, 
ord(~i) ~ n @ i and unique r ~ S with r : 0 or ord(r) < n such that g :P (~) f  @ r. 
(When m < n, we mean P(3) = 0.) 
Proof. Suppose P(3) f  + r = Q(~)f  + s where P(3), Q(~), r, and s satisfy 
the conditions et out in the hypothesis; then using the restrictions on the orders 
of ~i , we can check that P(3) = Q(~) and r = s. Hence we need only prove 
the existence part, which is by induction on m = ord(g). The assertion is 
obviously true for m = --1 or m = 0. Suppose the assertion is true for all 
k < m; we show that it is true for m as well. For this purpose we may assume 
m ~ n (or else put g = Of + g). We write 
g(X  o ..... X~,) = g~(X o ,..., Xm_l) -~- X, ,g2(X  o .... , X,,_~). 
Then we have 
g(Xo,..., X,~) = g~(X o .... , X,~_~) - /g2(Xo .... , X,~_l) F(X, ,_~ ,..., X,~_~) 
+ [g~(X0 .... ;xm_~)~-~]f .  
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By induction hypothsis, gl + g~F = (Z ~3i) f  -q- r, where ord(cq) < n + i and 
r = 0 or ord(r) < n. Thus we have g = P(3)f-]-  r, where P(~) = E ~ 3i + 
g~3~-~ and r satisfies the required conditions. Q.E.D. 
DEFINITION. For f, g ~ S, we write f[[ g i fg = P(~)ffor some P(8) = ~ ~i ,  
oLi E S ,  
Remarks. (1) It is not hard to show that for f, g, h ~ S, if f![ g andg II h, 
then f[] h. 
(2) I f f  =F(X0 .... , X._~) + X. andfllg, then n ~- ord(f) ~< ord(g) = m. 
Furthermore, there exists unique P(~) = Y~i=0 ~i 3~ with c~ i ~ S, ord(~i) < n @ i 
such that g = P(3)f. The proof is not hard, but a bit tedious. 
(3) It is obvious that i fg = h . f  for some h ~ S, thenf[ Ig.  The converse 
is not true in general. However, it is true for f, g ~ L (in which case h ~ L as well). 
More precisely, for f, g E L , f  l1 g if and only if ~b(f) [ q~(g). The precise relationship 
between H and • in general is not c/ear (to us). 
THEOREM 3.2. Let f = F (X  o ,..., X~_I) ~- X~ e S and g = G(X  o .... , X,,~_I) + 
X~ ~ S; then f [] g i f  and only i f  ~2(f) C ~2(g). 
Proof. I f  f l ]g. then clearly £2(f) Cf2(g). Suppose f~g,  then either (1) 
m < n or (2) m ~ n and g ~ P(3) f@ r for some P(3) ~ ~]ai~ with ,¢ e S, 
ord(~i) < n _L i and r @ 0, ord(r) ~ 1 < n. In the case of (1), [ ~2(f)l = 
2 ~ > 2 ~ = ] S2(g)[, which means it is not true that 12(f) C g2(g). In the case of (2), 
choose b 0,..., bz with r(b o ,..., bz) = 1 and pick a ~ ~2(f) with a(0) = b o ,..., 
a(l) = b~, a ( l+  1) = "-' = a(n -- 1) = 0; then aCS2(g). Q.E.D. 
Remarks. (1) Mykkeltveit (1976) obtained the same result by a different 
method of counting, the main point being that there are 22"-1-z~ polynomials 
g = X o @ G(X  a .... , X,~_~) + Xm with f2(f) C £2(g), where f = X o + F(X~,. . . ,  
X~_I) ~- X~. The same fact can be derived from Theorem 3.2 and Remark 2 
which precedes it. 
(2) SincefH(1 @ ~)f and 1 +fl](1 @ ~)f, t2(f)ut2(f4- 1)is contained 
in g2((1 -[- ~)f). By a counting argument we see that they are actually equal. 
(See also Green and Dimond, 1970, bottom of p. 685.) 
THEOREM 3.3. Let f = X o + F (X  1 ..... Xn_l) + X~ ~ S; then there exists a 
positive integer t such that fH X o + X t . 
Proof. Since each a in ~2(f) is periodic, g2(f)C ~2(X 0 + X,) for some t. 
By Theorem 3.2 this impliesf H X o + X t . Q.E.D. 
Remarks. (1) We give another proof of Theorem 3.3 which does not involve 
the periodicity of a in g2(f). Moreover, it provides one way of computing the 
smallest such positive integer, which is called the period of f, denoted by 
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p( f )  (when f6L ,  this coincides with the definition in Zierler, 1959, Sect. 3). 
Consider S/H where H = {g e S ]flJg}. It  is a finite group. Indeed, we can 
think of it as the group S(n) consisting of all polynomials in S of order smaller 
then n, thanks to Lemma 3.1. The shift operator 3 induces a mapping 3(f): 
S/H--~ S/H satisfying (3(f))(g + H) = 3g + H. Identifying S/H with S(n), 
we see that (~(f))(g)(a o ..... a,-1) -~ g(al ..... a,_~ , a o + F(al ..... a,_~)) for all 
(% .... , a ,_ l ) in  GF(2)". Hence (3(f))(g~) = (3(f))(g~)implies 
gl(ao ..... an_l) = (8(f))(ga)(a,_ x + F(ao ,..., a,_2), ao .... , an-~) 
= (~(f))(g~)(a._z + F(ao .... , a._~), ao ..... a._~) 
= g2(ao ,..., an_l) 
for all (% ,..., an-l) in GF(2)% That means 8(f) is a bijection on the finite set 
S/H. Clearly, p(f)  is equal to the order of 3(f) in the group of bijections on 
S/H. 
(2) It is not hard to show that f[] X 0 + Xt implies p ( f )  I t. In particular, 
if/[] g, then p(f)  I P(g). 
COROLLARY 3.4. Let f=  Xo+ F(X  1 .... ,X ,_ I )+ X ,  ~ S; thenp(f)= L.C.M. 
{ p(a) I a ~ ~( f )} .  
Proof. Since f l  I X o + X ,q ) ,  by Theorem 3.2 g?(f) CD(X  o + X~e)). This 
implies p(a) E P(f) for all a in f2(f). Suppose p(a) l l  for all a in g?(f); then 
g?(f) C g?(X o + X~). Again by Theorem 3.2 we have fl] Xo + Xr ,  and thus 
P(f) l l. Q.E.D. 
COROLLARY 3.5. Let f = X o + F (X  1 ,..., X._I) + X ,  ~ S; then f generates 
M-sequences if and only if p(f)  : 2". 
Proof. This is clear f rom Corollary 3.4. Q.E.D. 
Let f = X o + F (X  a ..... X,_I) + X~ E S and I = {g e L [ f  [Ig}. By Theorem 
3.3 we know I is nonempty. It  is not hard to check that I is an ideal in L; hence, 
I ~- {h ,L ( f )  1 h eL} for some (unique) L(f)  EL. In other words, L(f)  is the 
linear polynomial in S of smallest order such that f[]L(f), or equivalently 
X2(f) C X2(L(f)) by Theorem 3.2. Another way of looking at L(f)  is as follows. 
For a E P, let re(a) denote the minimal polynomial of a (as defined in Theorem 1 
of Zierler, 1959). We have L(f)  =- L.C.M. {re(a) [ a e £2(f)}. More generally, 
for a subset A C P, re(A) = L.C.M. {re(a) [ a e A} is the linear polynomial in S 
of smallest order such that A C f2(m(A)). Note p(f)  = p(L(f)). 
We are now ready to carry out the investigation we promised at the end of 
Section 2. Before doing that, let us recall the following facts about linear shift 
register sequences, of which we make frequent use in the rest of this paper. 
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Remember that in the linear case, f .g  is same asfg, and f l lg  is same as f t  g 
(after identification via ¢). 
PROPOSITION 3.6. Let f l ,  f2 be two nonsingular linear polynomials of order >~ 1, 
and with (fl , f2) = 1 ; then 
(i) p(f~ *f2) = L.C.M.{p(f~), p(f~)} 
(ii) f2(f 1 *f2) -- g?(fl) @ D(f2), the direct sum off2(fa) and D(f~) regarded 
as linear subspaces of P. 
Proof. For (i), see Golomb (1967, Chap. 3, Theorem 3.3). For (ii), see 
Zierler (1959, Theorem 2, corollary to Theorem 3). Q.E.D. 
PROPOSITION 3.7. Suppose h is a nonsingular irreducible linear polynomial 
of order >/1 and e is a positive integer. Let s be the smallest positive integer such 
that 2 ~ >~ e > 28-a; then p(h 0 = 2~p(h). (h a means f *  .." . f (e times)). 
Proof. See Golomb (1967), Chap. 3, Theorem 3.4). Q.E.D. 
PROPOSITION 3.8. I f  a, b e P and (m(a), re(b)) = 1, then m(a + b) = 
re(a) * m(b) andp(a + b) = L.C.M. {p(a), p(b)}. 
Proof. Since a, b ~ g?(m(a) * re(b)), a + b E ~Q(m(a) * re(b)), which implies 
m(a@b)  l lm(a)*m(b). Let m(a@b) -~g.h  where g]lm(a) and hi[re(b). 
Since a + b e Q(g * re(b)) and b ~ ~(g • m(b)), a ~ f2(g . re(b)), implying 
m(a) ]Ig * m(b). But (m(a), re(b)) = 1, so we actually have g ~ m(a). Similarly, 
we have h = re(b). The last assertion follows from Proposition 3.6 (i) and the 
fact that p(a) = p(m(a)), p(b) = p(m(b)) (see Zierler, 1959, Lemma 9). 
Q.E.D. 
We now give three technical lemmas, proofs of which will be given in the 
appendix. Remember that f is a nonsingular linear polynomial. 
LEMMA 3.9. I f  (re(a), f )  = 1, then O(f)-l(a) = b + £2(f) for some b ~ ~(m(a)) 
with m(b) = re(a). 
LEMMA 3.10. I f  f is irreducible and m(a) = f*, e ~ 1, then m(b) = fo+l fo r 
all b E O(f)-l(a). 
LEMMA 3.11. I f  f is irreducible and m(a) = h * f ' ,  e >/ 1 with (h, f )  = 1, 
then O(f)-l(a) = ~ + 0(f)-l(fl) for some a ~ £~(h) with m(~) = h, and some 
fl ~ f2(f e) with re(b) = f~+l for all b ~ 0(f)-l(fl). 
PROPOSITION 3.12. Let f be a nonsingular linear polynomial and a ~ P; then 
m(O(f)-l(a)) = m(a) *f .  
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Proof. We prove it in steps. 
(a) Suppose (m(a), f )  = 1; then O(f)-l(a) = b + g2(f) with m(b) = m(a) 
by Lemma 3.9. Hence, 
m(O(f)-a(a)) = L.C.M.{m(b + d) lde ~(f)} 
= L.C.M.{m(b), m(d) ]d~ Q(U)} = re(b) ,Z ( f )  ~- m(a) *f .  
(b) Supposefis irreducible and re(a) =f* ,  e >/1; then by Lemma 3.10, 
m(O(f)-l(a)) = f~+l = re(a) * f.  
, e (c) Supposef is irreducible and m(a) =h f ,  e~>l with (h,f)---- 1; 
then O(f)-~(a)= o~ + O(f)-a(fl) with m(~)= h and re (b)=f ,+ l  for all b 
~(f)- l(~) by Lemma 3.11. Hence, 
m(O(f)-~(a)) = L.C.M.{m(~ + b) [ b ~ O(f)-a(fl)} 
= L.C.M.{m(~) * re(b) [ b E O(f)-a(fi)} = m(~) , f ,+ l  
= h , fe+l  = m(a) *f .  
(d) For the general case, apply the argument of (c) repeatedly to the 
irreducible faetorization off. Q.E.D. 
THEOREM 3.13. Let f be a nonsingular linear polynomial, and g = 2( o + G 
(X~ ..... Xm_~) + Xm ~ S; then L(g , f )  = L(g) • L( f ) .  In particular, p(g • f )  = 
p( L(g) * L(f)) .  
Proof. L(g , f )  = L.C.M.{m(b) I O(g , f)(b) = O} = L.C.M.{m(b) [O(g)O(f) 
(b) = O} = L.e.M.{m(O(f)- l(a)) I O(g)(a) = O) -- L.C.M.{m(a) * f l O(g)(a) = O} 
(by Proposition 3.12) = [L.C.M.{m(a) l O(g)(a) ---- 0)] * f = L(g) , f = L(g) , 
L( f ) .  Q.E.D. 
Hence, the computation of p(g • f )  is reduced to that of the linear case. We 
further determine the cycle structure of £2(g, f )  when f is linear. 
THEOREM 3.14. Let f be a nonsingular linear polynomial, and g = X o + 
G(X1,... , X,~_I) + X m ~ S, a ~ g2(g) and x ~ O(f)-l(a). 
(a) I f  (m(a),f)  = 1, x=b+c with b~g2(m(a)) and c~D( f ) ,  then 
p(x) = L.C.NI.{p(a), p(c)}. 
(b) I f  f is irreducible and re(a) -~ h • f~, e >/ 1 with (h, f )  = 1, then 
(c) 
and (b). 
p(x) = 2p(a) i f  e = 2 i for some i, 
= p(a) otherwise. 
For the general case, p(x) is determined by repeated applications of (a) 
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Proof. (a) follows from Lemma 3.9 and Proposition 3.8. For (b), note 
that x = ~+ b where re (a )= h and re(b)_~f,+l by Lemma 3.11. Since 
p(x) = L.C.M.{p(c~), p(b)} = L.C.M.{p(h), p( f  ~+a)} = p(h • fe+~) = p(m(a) • f )  
from which the result follows, by Proposition 3.7. Q.E.D. 
We describe another version of the preceding result for the case of irreducible 
f. This version is sometimes easier to handle and to apply. The proof is a bit 
more technical and is given in the appendix. 
THEOREM 3.15. Let f be an irreducible linear polynomial and g -~ X o + 
G(xa ,..., X~-d + xm e s, a ~ ~(g). 
(1) I f  p ( f )  C p(a), then O(f)-l(a) contains one sequence of period p(a) and 
2" -- 1 sequences of period equal to L.C.M.{ p(a), p(f)}. 
(2) I f  p(f)  ]p(a), then for x e O(f)-l(a), we have 
p(x) = p(a) if  f [] a(X), 
= 2p(a) otherwise, 
where a(x) = a(p(a) -- 1)X 0 @ a(p(a) - -  2)X 1 -~ ... + a(O)X~(a)_ ~. 
Remarks. (1) Theorem 3.15 explains most parts of Table 1 in Section 5 of 
Green and Dimond (1970). 
(2) Whenf  ---- X 0 + X 1 , Theorem 3.15 reduces to a case closely related 
to the work of Lempel (1970). 
EXAMPLES. 
(1) g = Xo + X1X2 + X3 and f -~ Xo + Xa + X~ + Xa + Xa.  
~2(g) consists of the cycles aa ~ (0), a 2 ~ (001) ,  a 8 ~ (0111) .  
C a consists of (0), (00011) ,  (00101) ,  (01111) .  
C2 consists of (010) ,  (010100011110001)  ---- (010) + 
(00011) ,  (011000000110111)  =(010)+ (00101) , (001100 
101111101)=(010)+(01111) .  
(2) g = X o + x lX  2 @ X 3 and f ~ X 0@X a. 
#2(g) consists of the cycles a 1 ~ (0), a2 = (001) ,  a 3 = (0111) .  
C a consists of (0), (1). 
C2 consists of (0001 I 1). 
C 3cons is tso f (0010 l  101) .  
(3) g= 1 +Xo+X~X~+X2+X3andf=Xo+X ~. 
~2(g) consists of the cycle a 1 = (00010111) .  
C a consists o f (00001101) , (11110010) .  
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4. GENERATION OF M-SEQUENCES 
We now apply Theorem 3.15 to construct some polynomials which generate 
M-sequences. The first example (Theorem 4.1) is also found by Lempel (1970) 
via another approach. The second example (Theorem 4.2) is believed to be new. 
We use the notation X(n;  a 1 ,..., a,)  to represent he polynomial t~ ... t~ where 
t i = X i if a i = 1 and t i = X i -~- 1 if a i = 0 (i -= 1,..., n). 
THEOREM 4.1. Let g = X o -b G(X1 ,..., X , _ I )  + X ,  ~ S (n >~ 2), which 
generates M-sequences of period 2% and let f = X o -t- X1 • Then both h 1 = 
(g * f )  + X(n ;1 ,  O, l, O,...) and h e = (g . f )  + X(n; O, l, O, 1 .... ) generate 
M-sequences of period 2 n+l. 
Proof. Let a E D(g) with p(a) = 2"; then O(f)- l(a) = b q- $2(f) for some 
b ~ f2(g . f ) .  Note that /2( f )  = {(0), (1)}. By Theorem 3.15 f2(g . f )  consists 
of two cycles, b and c = b -[- (1), each of period 2 ~. (Note that f]] a(X)  since 
there is an even number of l 's in (a(0) ..... a(p(a) - -  1)).) Without loss of genera- 
lity, let s = (1, 0, 1, 0,...)~ GF(2) ~ be a state in b; then t = (0, 1, 0, 1,...) 
GF(2)" will be in c. It follows that their respective conjugates (as defined in 
Lempel, 1970, Sect. 2) s* = (0, 0, 1, 0, 1, 0,...) is in c and t* = (1, 1, 0, 1, 0, 1,...) 
is in b. By joining b and c through s and s*, or t and t* (see Lempel, 1970, 
Theorem 3), we see that both f2(hl) and £2(h~) consists of a single cycle of period 
2 n+l. Q.E.D. 
Since 1 -[- (X 0 @ X1) * (X 0 + X 0 generates M-sequences of period 2 e, 
repeated application of Theorem 4.1 yields the following polynomials which 
generate M-sequences of period 2 ~ (n >~ 2): 
f = 1 + (Xo + x0-  + k(2) • (Xo + Xl) --~ 
+ ... + k(n - 2) • (Xo + x l )  + k(n --  1), 
where k( j )=X( j ;1 ,  O, l ,O, . . . )  or X( j ;O , l ,O ,  1,...) ( j=2  .... n - -  1), and 
exponents refer to the operat ion . ,  e.g., (X o -1- X1) 2 means (X o + X1) . 
(X o ~- X 0. Altogether there are 2 ~-2 such M-sequences. For large n, this number 
is much larger than the number of M-sequences derived from maximal ength 
sequences, viz., ¢(2 n --  1)In where 4 is the Euler totient function (see Zierler, 
1959, Corollary to Theorem 7). 
EXAMPLE.  n = 4, k(2) = X(2; 1, 0), k(3) = X(3; 0, 1, 0). f = 1 + X o + 
X 1 @ X 2 @ X1X 3 @ X1X2X s @ X 4 which generates the M-sequence (0 0 0 0 
1 10101 1 1 1 00  1). 
The next result yields another batch of (2 ~-1 -  2) ¢(2 n - l -  1 ) / (n -  1) 
M-sequences. Again this number is much larger than ¢(2 n --  1)In for large n. 
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THEOREM 4.2. Let h = X o + e lX  1 + "" + en_lXn_x + X n be a primitive 
polynomial and g = h + X(n  --  1; 0, 0,...); then 
[g * (X o + X1) ] + X(n; a 1 ..... an), 
where (a 1 .... , an) e GF(2)n\{(0, 0,..., 0), (1, 1 ..... !)} generates M-sequences of 
period 2 n+l. 
Proof. : Since/2(g) consists of only one cycle a of period 2% viz., a is obtained 
by adding one zero to the maximal length sequence generated by h, £2(g.  f )  
consists of two cycles b and e = b + (1), each of period 2 n (by an argument 
similar to the proof of Theorem 4.1). Let a(0) --  --  a(n --  1) = 0 and 
suppose s~ = (a(i),..., a(i + n --  1)), s~ ~ (a(j),..., a ( j  + n - -  1)) (0 < i < j  < 
2 n --  1) are conjugates; then we have 
because 
a(i) + ... + a ( j - -  1) --  0 
(0, 1, 1,..., 1) = si(I + M(h)J-O(I + M(h)) -~ 
= si(I + M(h) + ... + M(h)J-~-l), 
where M(h) is the matrix (with respect o canonical basis) of the linear trans- 
formation T(h): GF(2) n --~ GF(2) n given by T(h)(a o ..... an-O = (a~ ,..., an- l ,  
ao + qa~ + "" + %-~an_~). Since b(k) + b(k + 1) = c(k) + c(k + 1) : a(k) 
for all k = 0, 1, 2 ..... we deduce that 
and 
b(j) = b(i) + a(i) + "" + a( j  --  1) = b(i) = c(i) + 1 
b(j + k) = b(j) + a(j) + a(j + 1) + ' + a ( j  + h - -  1) 
= c(i) + 1 + a(i) + l + a(j  + 1)+'"+a(j+k--1) 
= e(i) + a(i) + a(i + 1)+"'+a(i+k--1)=c( i+k) 
for all k = 1,..., n. This means that (b(j) ..... b( j  + n)), (c(i) ..... c(i + n)) are 
conjugates. Similarly, (c(j) ..... c( j  + n)), (b(i),..., b(i + n)) are conjugates. By 
joining b and c through either of these conjugates, we obtain an M-sequence of 
period 2 n+l. The above argument holds for any pair of conjugates t, s t with 
2 n --  1 > j  > i > 0, so the assertion follows. Q.E.D. 
EXAMPLE. Let h = X 0 + X1 + X3 (n = 3) and (al,  as, az) = (1, 1, 0). We 
get 1 + X o + X I + X~X~X 3 + X1X a + X2X 8 + X 4, which generates the 
M-sequence (0000 110010111101) .  
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APPENDIX 




I f  a c- P, a (X)  -- a(p(a) -- I )X  0 + a(p(a) -- 2)X 1 + ' "  + a (0)X~)_  t 
X o+Xpl~)  =g*h  with g, hc ,L ,  
then a c. .C2(g) if and only if a(X)  - k ,  h for some k c,L. 
Proof. Let  l :~ a(X)  ~ (X  o + X~)  + X2~(, ~ -t . . . .  ) ,  g. We first note that 
a ~ D(g) if and only if ord(/) < ord(g). (See Zierler 1959, Lemma 1.) Suppose 
a c- D(g) and a(X)  := k ,  h + r, r = 0 or ord(r) < ord(h); then 
l - k -'-- r • (X  o + X~(~) - -  X.,v~) --! ...... ) ,  g 
has order > ord(g) unless r = 0. Hence a(X)  = k * h. Conversely, suppose 
a(X)  = k • h; then l = k * h ,  (X  0 - -  X~(~) - .  X2~(~ ) -~ . . . .  ) ,g  = k has order 
~< ord(g). Q.E.D.  
(2) I f  ac ,P  and a(X)  is defined as in (I), then m(a) = (X  o + X~, ) ) [  
(x0 + x~o~, a(x)). 
Proof. This follows directly from (l).  Q.E.D.  
Proof of Lemma 3.9. We know O(f)-X(a) == c + X20 r) for some c c. [2(m(a) . f )  
But .Q(m(a) × f )  -- ~2(m(a)) @ g?(f) since (re(a), f )  =-: I. Hence O(f)- l(a) - -  
b + sg(f) for some b E f2(rn(a)). Clearly re(b)[] re(a) and p(b) I p(m(a)) = p(a). 
Since O(f)(b) = a and p(O(f)(b)) [ p(b), p(b) = p(a). Let f =: X,, . .  qX~ + ... ~- 
c,_lX,,_l  i -  X ,  ; then from O(f)(b) : -  a, we get 
a(X)  == b(X) + q(p(b))(X) -! . . . .  + cn_~(p"-'(b))(X)-[ (p'~(b))(X). 
Since (x0 + x~(b~, (pi(b))(x)) =__ (Xo " x~(b~ , b(X))  Vi  =-  0,. . . ,  n and p(b) -== 
p(a), (X  o i -X~b) ,  b(X))i! (No-i-X,,(o), a(X)),  from which it follows that 
re(a) il re(b) by result (2) above. 
Proof of Lemma 3.10. Since c, ~ .O(f*) implies O(f)-~(cO C .Q(fe.-~), 
u (0(f)-*(c~) : ~ e O(ff)} C (fe~ 1). 
But both sets contain 2 C~ ~l)n elements, so they are equal, from which we deduce 
that 
U {O(f)a(c 0 I ~ c, f2(ff)\Q(f~--1)} = Q(f* ~ ~)\~(ff'). 
Since re(a) = f*, a c, f2(fe)\ f2(f f  -1), implying O(f)- ' (a) C f2(f"+')\D(f*),  i.e., 
m(b) =- f f  ~-1 for all b c, O(f)-~(a). Q.E.D.  
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Proof of Lemma 3.tl .  Since [2(m(a)) = [2(h) @ (fe), 
o¢ E/2(h), m(~x 1) = h and f ie  t"2(fe), m(fl) = f~. Hence, 
O(f)-~(a) D 0(f)-l(o~ 1) "~- O(f)--l(fl). 
a=~l+f i  where 
By Lemma 3.9, 0(f) - l (a 1) = ~ + ~2(f) where a e/2(h), m( , )= h. Hence 
O(f)-~(a) D ~ ~- f2(f) + 8(f)-l(fi) = a -J- O(f)-~(fl). 
But O(f)-l(a) and ~ + O(f)-l(fi) both contain 2 n elements, so they are equal. 
The last assertion about O(f)q(fl) follows from Lemma 3.10 Q.E.D. 
Proof of Theorem 3.15. (i) I f  p(f )  Cp(a), then (re(a), f )  = 1 and Theorem 
3.15 (1) follows from Theorem 3.14 (a). 
(ii) Suppose p(f )  [p(a) and fll a(S); we show that p(x) = p(a) for all 
x E O(f)-l(a). When (re(a), f )  = 1, this follows from Theorem 3.14 (a). When 
re(a) = h . f~,  e ~ 1 with (h , f )  = 1, then a(X) = ks * kt with k l ,  k sEL  
and X 0 @ X~(~) = h , f '  • k 1 . We claim that f~ k~, or else a(X) = k a . f ,  k 1 
for some k a eL  and so (together with X 0 q-X~(~) = h , f~ ,  kl) implies a e 
O(h • f,-1), contradicting the minimality of re(a). Since f][ a(X), but f ~ ka, so 
fll kl and p(x) = p(h . f'+a) = p(h . f ' )  = p(a). 
(iii) Suppose p(f ) [p(a)  and f~a(X) .  We claim that f]] re(a), or else 
f ~ X 0 + X~(~), implying p(f )  ~ p(a). Write re(a) = h * f ' ,  e ~ 1 with (h, f )  = 1. 
Suppose X 0 + X~(~) = h * f f  * k, k eL;  then a(X) = k 1 • k with k 1 eL.  Since 
f ~ a(X), f ~ k, and so p(h • f ' )  ~ p(h * f'+~). We have p(x) = p(h • f'+~) = 
2p(h . f * )  = 2p(a) (see Proposition 3.7). Q.E.D. 
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