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Abstract
The aim of this research is to examine aspects of system identification for unmanned aerial ve-
hicles (UAVs). The process for aircraft in general can be broken down into a number of steps,
including manoeuvre design, instrumentation requirements, parameter estimation, model struc-
ture determination and data compatibility analysis. Each of these steps is reviewed and poten-
tial issues that could be encountered when analysing UAV data are identified. Problems which
may be of concern include lack of space within the airframe to mount sensors and a greater
susceptibility to the effects of turbulence in comparison to manned aircraft. These issues are
investigated using measurements from two experimental sources. Firstly, Cranfield Univer-
sity’s dynamic wind tunnel facility is utilised, in which scale models are flown in semi-free
flight. The control surfaces are actuated so that inputs, similar to those used when flight testing
full-sized aircraft, can be applied and the resultant response of the model is recorded. Measure-
ments from a 1/12 scale model of the BAe Hawk and a 1/3 scale model of the FLAVIIR project
demonstrator UAV are used. An added benefit of the facility to this work is that the wind tun-
nel models are comparable in size to the miniature class of UAVs. Therefore, practical issues,
similar to those faced for these aircraft, are encountered with the wind tunnel experiments. The
second source of experimental data is UAV flight test data supplied by BAE Systems.
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Chapter 1
Introduction
1.1 Background
A major trend within the aerospace industry in recent decades has been a growing interest in
unmanned aerial vehicles (UAVs). While their application for military purposes has long been
established, there are an increasing number of roles in the civil sector for which UAVs are
being used, including surveillance for law enforcement, pipeline inspection and crop spraying.
The size and performance metrics of UAVs can vary greatly depending on what the vehicle is
designed to do. Table 1.1 contains a list of suggested categories for different types of unmanned
aircraft [1].
Substantial research effort is currently being focused on developing UAVs that can operate au-
tonomously. This goal of autonomous flight relies heavily on the use of control system technol-
ogy. However, before these control systems can be designed, an accurate mathematical model
of the vehicle’s dynamics is required. Knowledge of the flight dynamics of an aircraft is also
implemented, for example, when developing ground-based simulators for training purposes and
when assessing aircraft handling qualities.
Mathematical models of aircraft dynamics can be obtained theoretically or from experiment.
Theoretical methods tend to be based on semi-empirical rules of thumb, such as those pub-
lished by the Engineering Science Data Unit (ESDU) [2] or DATCOM [3]. These methods
have evolved from decades of experience with manned aircraft. However, without the need
to accommodate a pilot, the designs of UAVs can be very different from those of manned air-
craft making these techniques unreliable. One class of aircraft for which this is a concern is
unmanned combat aerial vehicles (UCAVs). These aircraft are designed primarily to have a
low radar signature and consequently have a blended wing-body configuration without a fin
[4]. This makes certain dynamic properties of the aircraft difficult to predict theoretically. For
example, the aircraft’s directional stability would normally be predicted using knowledge of
the fin geometry and from the destabilising effect of the forebody, which is usually approxi-
mated as an axi-symmetric shape [4, 5]. Clearly, this cannot be done for UCAV configurations.
Another category, for which deriving models from first principles is problematic, is unmanned
rotorcraft (RUAVs). Difficulties are caused by factors including the basic airframes of these air-
craft being lightly damped or unstable, high cross-coupling existing between the dynamics in
each axes and coupling between the fuselage and rotor dynamics [6]. In recent years, attempts
have been made to determine stability and control characteristics of aircraft using techniques
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based on Computational Fluid Dynamics (CFD) [7, 8]. The main drawback of these methods
at present, though, is the computational power required to calculate the forces and moments
acting on an entire aircraft.
UAV Category Range(km) Altitude(m) Endurance(hrs) MTOW(kg)
Tactical
Micro <10 250 1 <5
Miniature <10 150-300 <2 <30
Close range 10-30 3000 2-4 150
Short range 30-70 3000 3-6 200
Medium range 70-200 5000 6-10 1250
Medium range endurance >500 800 10-18 1250
Low altitude deep penetration >250 50-9000 0.5-1 350
Low altitude long endurance >500 3000 >24 <30
Medium altitude long endurance >500 14000 24-48 1500
Strategic
High altitude long endurance >2000 20000 24-48 12000
Special Purpose
Combat ≈1500 10000 ≈2 10000
Lethal 300 4000 3-4 250
Decoy <500 5000 <4 250
Stratospheric >2000 20000-30000 >48 TBD
Exo-stratospheric TBD >30000 TBD TBD
Table 1.1: Suggested categories of UAVs
Of the experimental procedures, tests of scale models in the wind tunnel environment are usu-
ally carried out first in the aircraft’s development. These experiments can be performed either
statically or dynamically [5]. The main advantage of wind tunnel testing is that it allows a
representative model of the aircraft to be tested in characteristic aerodynamic conditions. How-
ever, the veracity of the results obtained can be limited by scaling effects and interference from
the test rig. Ultimately, a prototype of the aircraft will be flight tested and a model of the ve-
hicle flight dynamics obtained. Of the methods described, both analytical and experimental,
the flight test process will provide a mathematical model with the highest degree of fidelity,
as the aircraft is tested under conditions for which it was designed to operate. In light of the
drawbacks, highlighted above, in using theoretical techniques to establish UAV flight dynamics
properties, there is an increased importance in using experimental methods for this purpose.
System Identification, also sometimes referred to as parameter identification, is a method which
has been utilised extensively to investigate aircraft flight dynamics based on flight test and dy-
namic wind tunnel data. It is the process of finding an appropriate mathematical model to
describe the behaviour of a dynamic system, based on observations of the system inputs and
outputs. In theory, system identification can be used to analyse any dynamic system and its prin-
ciples find applications in a wide range of fields including biology [9], chemical engineering
[10] and economics [11]. When applied to aircraft, the process provides a means of determin-
ing an appropriate form for the equations of motion and estimating the numerical values for the
aerodynamic (or stability and control) derivatives within these equations of motion.
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1.2 Survey of Aircraft System Identification
After the classical description of aircraft stability was proposed by Bryan in 1911 [12], attempts
to determine stability and control derivatives from flight test were made as early as 1919, when
Glauert analysed the phugoid mode based on airspeed recordings [13]. This was followed by
the work of Norton, who studied roll damping [14] and longitudinal dynamic stability [15]
from flight measurements in the early 1920s. During the period from the 1940s to the early
1960s, a number of frequency response approaches were employed to estimate the dynamic
characteristics of aircraft [16, 17]. Milliken used sinusoidal inputs to the elevator in order to
excite small amplitude pitching oscillations and used the resulting data to determine frequency
response characteristics of the aircraft [18]. Later, a pulse method incorporating Fourier analy-
sis was put forward by Seamans et al [19], while Shinbrot introduced analysis methods based
on weighted least-squares curve fitting which resemble techniques used in system identification
today [20]. Two more commonly used approaches which were developed during the 1950s and
early 1960s were the time-vector method [21, 22, 23] and analogue matching [24, 25]. For the
time-vector method, a pulse input was applied to excite a controls-fixed, free oscillation and
then time-vector decomposition was used to analyse the amplitude and phase of the resultant
response. Analogue matching involved programming a mathematical model of the aircraft,
usually based on theoretical or wind tunnel analysis, onto an analogue computer. The control
inputs used during the flight tests would then be applied to this computer model and the ana-
lyst would manually tune the stability and control parameters to obtained, qualitatively, a good
match with the measured response from flight test.
The routine use of these early approaches for estimating stability and control derivatives from
flight test data were hampered by a number of factors. The methods were usually time-
consuming and could only provide estimates of a small subset of the derivatives [17]. Mainly,
these techniques were inhibited by a lack of computational power. However, this changed in
the 1960s with the advent of digital computers and it was at this time that the development of
modern day aircraft system identification began.
Over the last four decades, a number of aerospace research institutes have been actively in-
volved in the development of the subject. Major contributions have been made by the NASA
research centres at Dryden [26, 27, 28, 29] and Langley [30, 31], the U.S. Army Aeroflightdy-
namics Directorate at Ames [6, 32], DLR [33, 34] in Germany, NLR and the Technical Uni-
versity of Delft [35, 36] in the Netherlands, the Royal Aircraft Establishment/DERA [37, 38]
and Cranfield College of Aeronautics [39] in the UK and NRC [40] in Canada. Many different
methods for estimating the aerodynamic derivatives have been developed. To establish which
techniques are most commonly used, a survey of the methods reported in the literature over the
last two decades was conducted. The results are summarised in Table 1.2 which, for each class
of aircraft, details the methods applied to particular aircraft by various organisations. Refer-
ences to the source material are also provided. By far, the most commonly used techniques
for fixed-wing aircraft are the equation error formulation, solved using methods of regression,
and the output error approach, based on maximum likelihood estimation. These method have
been formulated in both the time and frequency domain. However, the main application of
frequency domain estimation has been rotorcraft identification. In particular, the frequency
response method has been widely used. Two related issues to the estimation of the stability
and control derivatives are the design of flight test manoeuvres and the selection of a suitable
instrumentation system to record the resultant data. The accuracy of the parameter estimates
are obviously heavily dependent on the quality of the measurements, therefore the subjects
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of optimal control surface inputs [35, 41, 42] and characteristics of flight test instrumentation
[25, 43, 44, 45] have also received much attention. Today, aircraft system identification has ma-
tured to a point where many aircraft manufacturers routinely use the process in the development
of new aircraft [46, 47].
While a significant amount of material has been published on system identification for aircraft
in general, there is a limited amount of information on what must be considered when applying
the technique to UAVs. Many papers have been published which report system identification
being carried out on unmanned aircraft. These are also summarised in Table 1.2. However,
the focus of the research tends to have been on the application of the results obtained through
system identification, rather than on the process itself. In these papers, the purpose of system
identification was, generally, to obtain either a mathematical model of the vehicle dynamics
to facilitate a control system design or to validate a simulation model. As may be expected,
for security or commercial reasons, this published research has been almost exclusively carried
out by universities rather than aircraft manufacturers. Therefore the vehicles being analysed
are generally commercial off-the-shelf platforms falling into the category of small or minia-
ture UAVs (see Table 1.1). Small UAV helicopters have been studied extensively, with many
institutes using the frequency response method. The likely reason for this is that the technique
is encapsulated in the commercially available software tool CIFER (Comprehensive Identifica-
tion from Frequency Responses) [6], which was originally developed specifically for rotorcraft
system identification problems.
Some aspects of applying system identification to unmanned aircraft are discussed by Theodore
et al [48], with the focus of the paper again on the frequency response method employed in
CIFER. The obvious physical difference between unmanned and piloted aircraft is that UAVs
tend to be much smaller in size, and it is this fact that chiefly affects the process for unmanned
aircraft. For example, for the class of miniature UAVs, there will be limited payload and
space available for flight control systems, sensors and control surface actuators. This results
in a compromise between the performance of these subsystems and their size and weight. In
comparison to those systems typically employed on manned aircraft, flight control computers
will have limited power and speed, sensors will be noisier and have a lower performance, while
actuators will be slower and less precise. Thus, the dynamics introduced by the subsystems will
have to be accounted for in order to obtain an accurate model of the vehicle’s basic airframe.
It is also worth noting that, again due to limited space, it may not be practical to measure
control surface deflections directly, which is usually achieved on manned aircraft using bulky
potentiometers or linear variable differential transducers [34]. In this case, the control surface
positions can be inferred through knowledge of the commands being sent to the actuators and
knowledge of the actuator and control linkage dynamics. As well as this, the way in which
UAVs are flight tested is very different from that used for manned aircraft. A choice has to be
made as to whether the inputs used for system identification are applied manually by a pilot
on the ground or generated automatically by a computer. The disadvantage of having a pilot
command inputs remotely is that the visual and motion cues that would typically be available to
the pilot when testing manned aircraft do not exist for UAVs. In some cases, where the UAV of
interest was a modification of an existing manned aircraft, the system identification tests were
performed manually by a pilot on board. However, it was necessary to ensure that the mass,
inertia and location of the centre of gravity during the flight tests were the same as those for the
proposed UAV configuration.
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Organisation Aircraft Method Reference
Fighter/high performance aircraft
NASA Langley F-18 High Alpha Research Vehicle Equation error, regression method [49]
X-29A Equation error, regression method [31, 50]
X-31A Equation error, regression method [50]
NASA Dryden F-18 High Alpha Research Vehicle Maximum likelihood, output error
method
[29]
X-29A Maximum likelihood, output error
method
[29]
SR-71 Maximum likelihood, output error
method
[29]
DLR X-31 Maximum likelihood, output error
method
[34, 51]
Defence Science and Technology
Organisation (Australia)
F-111C Maximum likelihood, output error
method
[52]
Science Applications International/Naval
Air Systems Command
F/A-18E Equation error, regression method [53]
Science Application International S-3B Viking Equation error, regression method [54]
Systems Control Technology Inc./Naval
Air Warfare Centre
F-14 Equation error, regression method [55]
Alenia, British Aerospace, CASA and
Daimler-Benz Aerospace
Eurofighter Typhoon Equation error and output error methods [47]
Boeing F-18 C/D/E, F-15E, AV-8B and X-36 Equation error, output error and filter
error methods
[46]
Civil Transport Aircraft
NASA Langley Tu-144LL Frequency domain equation error and
output error methods
[56, 31, 30]
Boeing B717, B737, B747, B757, B767 and
B777
Equation error, output error and filter
error methods
[46]
Table 1.2: Survey of aircraft parameter estimation methods - continued on next page
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Continued from previous page
Organisation Aircraft Method Reference
General Aviation Turboprops
NASA Dryden / West Virginia University Cessna U-206 Maximum likelihood, output error
method
[57]
NASA Langley Twin Otter Time and frequency domain equation
error and output error methods
[30, 31]
DLR Dornier 328 Maximum likelihood, output error [34, 33, 17]
Korean Aerospace Research Institute Firefly Maximum likelihood, filter error method [58]
General Aviation Turbojets
Delft University Cessna Citation II Maximum likelihood, output error
method and estimation-before-modelling
[59]
Delft University/ University of
Stellenbosch
Cessna Citation II Maximum likelihood, output error
method
[60]
Delft University Eclipse 500 Equation error, regression method [61]
DLR VFW-614 ATTAS research aircraft Maximum likelihood, output error
method
[34, 33, 17]
National Research Council, Canada Falcon 20 Maximum likelihood, output error
method
[40]
Raytheon Beech Jet 400A Maximum likelihood, output error
method
[62]
Rotorcraft
U.S. Army Aeroflightdynamics
Directorate
UH-60A Frequency response method [6]
OH-58B Frequency response method [6, 63]
S-92 Frequency response method [6, 64]
U.S. Army Aeroflightdynamics
Directorate / Kaman Aerospace
SH-2G Frequency response method [6, 65]
Glasgow University VPM M-16 and Montgomerie-Parsons
autogyros
Frequency domain, equation error
regression
[66]
Table 1.2: Survey of aircraft parameter estimation methods - continued on next page
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Continued from previous page
Organisation Aircraft Method Reference
Military Training Aircraft
Defence Science and Technology Organ-
isation (Australia)
P/C-9A Equation error and output Error methods [52]
Military Transport Aircraft
DLR C-160 Maximum likelihood, output error
method
[34, 33, 17]
Unmanned Aircraft
NASA Langley/Dryden X-43A (Hyper-X) Frequency domain, equation error
regression method
[67]
DLR ARTIS UAV demonstrator Extended Kalman filter [68, 69]
U.S. Army Aeroflightdynamics
Directorate
Pathfinder Solar-powered aircraft Frequency response method [70]
Northrop Grumman Fire Scout RUAV Frequency response method [48]
Kaman K-MAX RUAV Frequency response method [48]
Yamaha R50 RUAV Frequency response method [48]
Micro Craft ducted fan UAV Frequency response method [48]
Honeywell ducted fan UAV Frequency response method [48]
Dynetics Inc./U.S. Army Shadow 200 Frequency response method [71, 6]
Shadow 200 Frequency response method [71, 6]
Stanford University DragonFly Frequency domain, equation error
regression
[72]
Kansas University Raptor 50 V2 Frequency response method [73, 74, 75,
76]
National Cheng Kung University, Taiwan SWAN UAV Observer Kalman Identification Method [77]
Carnegie Mellon University/NASA Ames 1/4 Scale Cessna 182 Frequency domain, equation error
regression
[78]
University of California at Davis Ducted fan UAV Frequency response method [79]
Table 1.2: Survey of aircraft parameter estimation methods
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1.3 Objectives of the Research
Some aspects of the system identification process will vary slightly depending on the type of
aircraft being investigated, as well as the practitioner carrying out the analysis. However, the
critical stages of the procedure are shown in the simplified block diagram in Figure 1.1. The
first stage is the design of the experiments which will be used to excite the aircraft dynamics
of interest. In some cases, this requires prior estimates of the vehicle’s dynamic characteristics
and also includes the selection of appropriate instrumentation to measure the motion variables.
Once the data has been recorded, the first stage in the analysis is to verify the consistency of
the measurements before they are utilised in later stages of the system identification process.
This check on the data, usually termed data compatibility check or flight path reconstruction,
is performed by analytically generating the time history of a given variable using well-defined
kinematic relationships and measurements of other variables. For example, the attitude angles
can be reconstructed by integrating the angular rate data obtained from rate gyros. If the mea-
sured and reconstructed responses match then the data is said to be kinematically consistent.
On the other hand, if the measured and reconstructed responses do not match, error models for
each of the sensors can be postulated and the kinematic equations provide a means for esti-
mating these error parameters. Having accounted for errors in the data, the core stage of the
analysis is to determine the most appropriate form of the equations to describe the measured
response and to estimate the numerical values of the stability and control derivatives appearing
in the equations. This is known as model structure determination and parameter estimation re-
spectively. The final step in the analysis is to validate the identified dynamics and this is usually
done by comparing the response with a separate set of data not used in the preceding analysis.
If the validation process is successful then the analysis is halted and the final model of the
aircraft dynamics has been obtained. Otherwise, the analysis may have to be repeated using a
different equation structure or parameter estimation technique. In severe cases, the experiments
may have to be performed again.
Figure 1.1: Block diagram of system identification
process
Taking the above description of aircraft system identification into account, the objectives of the
research were as follows:
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• Review each of the steps defined in Figure 1.1.
• Identify potential issues that are likely to be encountered when applying system identifi-
cation for UAVs.
• Investigate whether there are any methods that are particularly well suited to UAVs.
• Analyse experimental data to examine whether the potential issues are encountered in
practice.
1.4 Sources of Experimental Data
The first source of data was Cranfield University’s dynamic wind tunnel facility, which was
originally developed in the early 1980s [80, 81] and has been used to investigate a number of
aircraft configurations [82, 83]. A major part of this project was to update the instrumenta-
tion, sensors and hardware used in this facility. A benefit of this, with the current research in
mind, was that the wind tunnel models were of comparable size to miniature UAVs and, as a
result, much of the technology utilised was typical of that employed in this class of aircraft.
Hence, similar issues concerning the gathering and analysis of data from miniature UAVs were
encountered with the wind tunnel facility.
Figure 1.2 shows the test rig with a 1/12 scale model of the BAe Hawk, which has been used
as a platform for testing the facility’s instrumentation and hardware. The design of the rig
is relatively simple, with the aircraft model suspended on a stiff vertical rod, which is itself
attached to a Dexion framework. The vertical rod passes through a gimbal mechanism within
the model, shown in Figure 1.3, that allows the aircraft to rotate in roll, pitch and yaw and to
translate vertically along the axis of the rod. The rig therefore allows investigation of 4 degrees
of freedom (DoF) of motion (see Figure 1.5). The range of motion that the rig permits is ±30
degrees rotation in roll and pitch, 360 degrees in yaw and a translation of approximately 0.75m
in the vertical axis. The gimbal and rod assembly was made as small and as light as possible to
minimise their influence on the aircraft model and the gimbal incorporates precision ballraces
and linear ball bearings to minimise frictional effects. The test rig is designed to be placed in
an open section wind tunnel. The facility currently being used has a working section of 1.5m
by 1.1m and a maximum speed of 40m/s inside the working section. The maximum wing span
of the model is limited to around 0.9m.
In practice, the wind tunnel models tend to be very responsive in heave and quickly hit the end
stops on the vertical rod. Therefore, the models cannot be tested in all 4 degrees of freedom
safely without some form of closed-loop height control system. Although such a system had
been successfully implemented in previous work [84], it has yet to be reproduced with the
updated sensors and instrumentation due to difficulties in obtaining an accurate value of height.
Therefore, the experiments carried out during the course of this research were performed with
the model restricted from moving in the z-axis i.e. 3 DoF. A description of the equations of
motion for a model on the rig is given in Appendix A.
Two wind tunnel models were tested as part of the research: the 1/12 scale BAe Hawk shown
in Figure 1.2 and a 1/3 scale model of the FLAVIIR programme demonstrator UAV, known as
DEMON and shown in Figure 1.4. The Hawk model had been analysed previously in a number
of research exercises with the wind tunnel [80, 83]. Therefore, it represented a conventional
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airframe design, the dynamic characteristics of which were well known. The DEMON model,
on the other hand, was constructed during the course of this project, hence it provided an
opportunity to test a model of a more unusual shape for which little prior knowledge existed.
Note that the goal of the wind tunnel experiments was simply to gather data on which system
identification algorithms could be tested, rather than to obtain information relevant to the full-
sized aircraft. Hence, the model masses and inertias were not scaled appropriately prior to the
tests.
Figure 1.2: 4 DoF rig with 1/12 scale BAe Hawk
An established method for determining stability and control derivatives from dynamic wind
tunnel experiments is to mount a scaled model of the aircraft onto a test rig and observe the
model’s free or forced oscillatory response [85]. By connecting the rig to a suitable force and
moment balance, the derivatives of the forces and moments with respect to the motion variables
can be obtained. The 4 DoF rig utilises a different approach, in which the aim is to emulate
flight test-like experiments in the wind tunnel environment [80, 82, 83, 86, 87, 88, 89, 90]. A
scaled model with representative control surfaces is mounted on the test rig and flown in semi-
free flight. Inputs can be applied to the control surfaces, which are deflected using miniature
servo-actuators, and the resultant response of the model is measured using motion sensors.
The stability and control derivatives can then be extracted from the input/output data using
system identification techniques similar to those used in the flight test environment. A number
of examples of the analysis carried out on the wind tunnel data are presented throughout the
thesis. It should be noted that each example is based on measurements recorded at the same
trim conditions, namely a tunnel speed of 30 m/s and an angle of attack of zero degrees.
The second source of experimental data was from UAV flight tests. This was provided by BAE
Systems, who supplied two separate sets of data from the same aircraft. During the course
of this research, system identification was performed on the data using algorithms which had
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Figure 1.3: Gimbal mechanism
Figure 1.4: 1/3 Scale model of the DEMON UAV
Figure 1.5: Degrees of freedom on 4 DoF rig
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not been previously used to analyse this particular aircraft. For security and commercial rea-
sons, the aerodynamic derivatives presented in this thesis have been normalised using empirical
estimates and numerical values have been removed from the associated plots.
1.5 Layout of Thesis
The next chapter focuses on the design and selection of manoeuvres to excite the aircraft dy-
namics and is followed by a chapter outlining sensor and instrumentation requirements. From
this point forward, rather than follow the order that each step is performed according to the
block diagram in Figure 1.1, it is felt that it is logical to deal with parameter estimation first.
This is because parameter estimation is often regarded as the key step in the procedure and, as a
result, the other stages of the analysis can be influenced by which estimation methods are used.
Also, the mathematical techniques used in the model structure determination and data compat-
ibility check are very similar to those employed in parameter estimation. The first methods to
be described are equation error methods (Chapter 4) and the output error methods (Chapter 5),
which were identified in aircraft system identification survey as being the two most widely used
approaches. The application of the two techniques in the frequency domain is then presented
in Chapter 6 and parameter estimation issues of importance to UAVs are detailed in Chapter
7. Attention is turned to model structure determination in Chapter 8, while Chapter 9 deals
with the data compatibility checks. Finally, the conclusions of the research, contributions to
knowledge and recommendations for future work are outlined in Chapter 10.
1.6 Software Tools
To facilitate the analysis of experimental data, appropriate software tools were required and
the MATLAB environment was utilised for this purpose. During the course of this work, two
sets of MATLAB programs designed for aircraft system identification became available. These
were published by Jategaonkar at DLR [34] and Morelli at NASA Langley [31] and both con-
tained a number of parameter estimation algorithms. Rather than just providing executable
code, the authors allow the user to study the implementations and thus provide a platform for
the user to write additional routines to solve problems of interest. Therefore, these programs
formed the basis of a collection of software tools designed to analyse the data being utilised
during this project. The software was given a graphical user interface (GUI) to help make the
programs easy to use. The philosophy behind the software tools was to provide a capability to
rapidly analyse the data in situ and provide a “quick first look” at system identification results
to determine whether the experiments were successful. A more detailed analysis could then be
performed at a later stage. For access to the software toolset, please contact Dr Alastair Cooke
at the Department of Aerospace Sciences, School of Engineering, Cranfield University.
Chapter 2
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2.1 Introduction
As highlighted in Section 1.3, the first task in the system identification process is to design and
conduct experiments from which data can be gathered and analysed to establish the stability
and control derivatives of interest. A considerable amount of planning is required if these
experiments are to be carried out efficiently and successfully. Ultimately, the quality of the
parameter estimates will be dependent on how the tests were performed and if there is little
information about a crucial derivative within the data then the identified value for that derivative
will be unreliable or inaccurate. On top of this, the act of carrying out flight tests or wind tunnel
experiments is a costly one, so having to repeat the process is highly undesirable.
To start with, the goal of the tests must be defined. This is usually related to the application of
the results obtained from the system identification process. Typical examples, some of which
were mentioned in Section 1.1, are to help in the design of flight control and stability augmen-
tation systems, developing flight simulators for crew training, assessing the aircraft handling
qualities, supporting flight envelope expansion, investigate the effects of configuration changes
and simply to verify analytical or wind tunnel estimates [31, 34]. Decisions must then be made
regarding which aircraft configurations to test and at which points within the flight envelope
the experiments will be performed.
Depending on the application of the flight test results, requirements defined by the appropri-
ate regulatory bodies may influence how the experiments are performed. For example, in the
assessment of training simulators, organisations such as the Federal Aviation Administration
(FAA) and the Joint Aviation Authorities (JAA) define over 100 test cases in which the simu-
lator response must match that of the aircraft to within specified tolerances - a process termed
proof-of-match [91, 92]. These test cases cover the entire operational envelope of the aircraft.
Therefore, in order to assemble a comprehensive aerodynamic database for the simulator, ma-
noeuvres must be performed at various Mach numbers, altitudes, flap settings and centre of
gravity locations. As well as this, a second set of data, separate from the manoeuvres used to
build the aerodynamic database, is required to cover the proof-of-match test points and provides
the comparison against which the simulator is assessed. Another example is the assessment of
an aircraft’s handling qualities [93]. For military aircraft, the flight test procedure is influenced
by the guidelines laid out in documents such as MIL-HDBK-1797A [94]. The equivalent for
civil aircraft are defined in FAA Regulations FAR parts 23 [95] and 25 [96].
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Having defined the purpose of the experiments, a set of manoeuvres or control inputs must be
chosen and carried out at each of the selected test points. This chapter describes the process of
designing these inputs. Another critical issue is the choice of a suitable instrumentation system
to record the motion variables from the aircraft or wind tunnel model. This is dealt with in
Chapter 3. The objective of the manoeuvre design is to select a control surface input which will
adequately excite the aircraft dynamics of interest. This, in turn, should result in there being
enough information content in the measured data from which the aerodynamic derivatives can
be reliably identified. A number of approaches have been proposed and used in practice. The
most commonly used are described in the following sections.
2.2 Frequency Sweeps
Frequency sweeps are continuous sinusoidal signals whose frequencies vary to cover the fre-
quency range of interest. This variation in frequency can be linear or logarithmic. An example
of a linear frequency sweep is shown in Figure 2.1, with the input beginning at a frequency of
0.1 rad/s and increasing to 10 rad/s. The signal is described mathematically by the expression
[6, 31],
u(i) = sin(ϕ(i)), i = 1, 2, . . . , N (2.2.1)
where,
ϕ(i) = ωst(i) +
1
2
(ωe − ωs)t(i)
2
T
(2.2.2)
and N is the number of data points. The variables ωs and ωe denote the start and end frequen-
cies respectively (0.1 and 10 rad/s for the example signal), t(i) is the discrete point in time
and T is the length of time of the manoeuvre (90s for the example signal). The drawback of
linear frequency sweeps is that the energy of the input tends to be concentrated at the higher
frequencies, leading to less information in the data for lower frequency components. This is
illustrated using the power spectral density plot in Figure 2.1.
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Figure 2.1: Linear frequency sweep and associated power
spectral density plot
A logarithmic frequency sweep, with the same frequency band as the linear frequency sweep,
is shown in Figure 2.2. Its phase function is given by the equation,
ϕ(i) = ωst(i) + C2(ωe − ωs)
[
T
C1
eC1t(i)/T − t(i)
]
(2.2.3)
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where C1 and C2 are scalars, with values typically of C1 = 4 and C2 = 0.0187 [6]. The power
spectral density of the logarithmic signal is also illustrated in Figure 2.2. It can be seen that,
in comparison to the linear sweep, the energy of the logarithmic input is much more evenly
spread over the frequency range. This is due to a larger portion of the logarithmic sweep being
concentrated at lower frequencies. For this reason, logarithmic frequency sweeps are preferred
in practice to linear ones [6, 31]. Figures 2.1 and 2.2 depict sweeps of constant amplitude.
However, it is usually necessary to reduce the amplitudes at low frequencies to avoid the aircraft
deviating too far from the trim condition.
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Figure 2.2: Logarithmic frequency sweep and associated
power spectral density plot
Despite the complexity of the signal, pilots can be trained to apply frequency sweeps manually.
In fact, the irregularities introduced by a human pilot enhance the information content of the
data [6, 31]. Alternatively, the sweep can be computer-generated, based on Equations (2.2.1) to
(2.2.3). To increase the variation in each input and, thus, the spectral richness of the data, band-
limited white noise can be added to the computer generated sweeps. The computer-generated
approach was reported by Lisoski and Tischler for flight tests on the AeroVironment Pathfinder
solar-powered UAV [70].
The main advantages of frequency sweeps is that they excite a wide band of frequencies and
their application requires little a priori knowledge of the aircraft dynamics. However, each
sweep takes a relatively long time to implement - up to 90 seconds [6, 31]. They could also
cause the inadvertent excitation of a structural resonance frequency, which would be a safety
concern. Frequency sweeps are chiefly used for rotorcraft identification and structural mode
identification, as the dynamics of interest in these applications cover a relatively wide frequency
range. They are used less often for fixed-wing, rigid-body dynamics. Further, for miniature
UAVs it has been found that, because the vehicle response is rapid (as a result of low mass
and inertias), it is often difficult to perform frequency sweeps satisfactorily as the aircraft will
quickly depart from trim [48].
2.3 Design by Statistical Analysis
A second approach to the input design problem is to find an input which maximises the infor-
mation content of the data. Consider a dynamic system characterised by the following state
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space model,
x˙(t) = Ax(t) + Bu(t), x(0) = x0 (2.3.1)
y(t) = Cx(t) + Du(t) (2.3.2)
In the above expressions, x is a vector containing the aircraft states, x0 are their initial values, y
is a vector of aircraft output variables and u is a vector of input variables. The system matrices
A, B, C and D contain the stability and control derivatives, which are grouped together in a
parameter vector denoted by θ. The elements of y are measured at N discrete points in time,
z(i) = y(i) + v(i) i = 1, 2, . . . , N (2.3.3)
where z is the measurement vector containing measured values of the elements of y and v is
a vector of noise corrupting the measurements of y. The elements of v are assumed to be
independent and have a Gaussian distribution with zero mean and covariance R.
A measure of data information content is the Fisher information matrix, which for maximum
likelihood estimation problems is defined as the second gradient of the cost function J with re-
spect to the unknown parameters in θ. The maximum likelihood cost function can be expressed
as,
J(θ) =
1
2
N∑
i=1
[z(i)− yˆ(i)]T Rˆ−1[z(i)− yˆ(i)] (2.3.4)
where yˆ is a prediction of y based on current estimates of the elements of θ and Rˆ is an estimate
of the noise covariance calculated from,
Rˆ = 1
N
N∑
i=1
[z(i)− yˆ(i)][z(i)− yˆ(i)]T (2.3.5)
By differentiating Equation (2.3.4) twice with respect to θ the Fisher information matrix can
therefore be found from,
M = ∂
2J
∂θ∂θT
=
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]
−
N∑
i=1
[
∂2yˆ(i)
∂θ∂θT
]T
Rˆ−1[z(i)− yˆ(i)] (2.3.6)
The determination of the second gradient of yˆ with respect to θ is a complex process. However,
it is observed that the term z(i) − yˆ(i), known as the residual, will become smaller the closer
the parameter estimates are to their true values. Therefore, the information matrix can be
approximated as,
M ≈
N∑
i=1
[
∂ ˆy(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]
(2.3.7)
The information matrix is an important factor in determining the statistical accuracy of maxi-
mum likelihood parameter estimates and is discussed in more detail in Chapter 5.
The partial derivatives of the output vector y with respect to the parameter vector θ are termed
the output sensitivities. For the system given by Equations (2.3.1) to (2.3.3), the sensitivities
with respect to the jth element of θ can be found from,
d
dt
(
∂x
∂θj
)
= A ∂x
∂θj
+
∂A
∂θj
x +
∂B
∂θj
u,
∂x(0)
∂θj
= 0 (2.3.8)
∂y
∂θj
= C ∂x
∂θj
+
∂C
∂θj
x +
∂D
∂θj
u, j = 1, 2, . . . , nθ (2.3.9)
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where nθ denotes the number of parameters in θ. The goal of the parameter estimation process
is to determine values for the elements in θ which minimise the cost function J . However,
if a priori estimates of the stability and control derivatives are available from, for example,
theoretical analysis, wind tunnel experiments or previous flight tests, then these values can be
inserted into Equations (2.3.8) and (2.3.9). The aim is then to find the input u which maximises
the information content of the data, based on the information matrix M.
A number of criteria can be used to optimise the input u, with some expressed in terms of the
parameter error covariance matrix, denoted P. The parameter covariance matrix is also used
as a statistical measure of the suitability of parameter estimates. For maximum likelihood
estimation, the parameter covariance matrix converges on the inverse of the information matrix
as the number of data points N increases i.e.,
P → M−1 as N →∞
As data tends to be recorded from flight tests at high rates, N is generally large for aircraft
estimation problems. Therefore, the inverse of the Fisher information matrix is often used as
an approximation of the parameter covariance,
P ≈ M−1 ≈
{
N∑
i=1
[
∂y(i)
∂θ
]T
R−1
[
∂y(i)
∂θ
]}−1
(2.3.10)
The criteria used to optimise u include minimisation of the determinant of P, equivalent to the
maximisation of the determinant of M,
min
u(t)
{det(P)} ⇒ uopt(t) (2.3.11)
or
max
u(t)
{det(M)} ⇒ uopt(t) (2.3.12)
Other approaches used are minimisation of the sum of the diagonal elements of P or, equiva-
lently, maximisation of the trace of M,
min
u(t)
{tr(P)} ⇒ uopt(t) (2.3.13)
or
max
u(t)
{tr(M)} ⇒ uopt(t) (2.3.14)
where “tr” denotes the trace of the matrix. Alternatively, the product of the diagonal elements
of P can be minimised,
min
u(t)
{∏
i
Pii
}
⇒ uopt(t) (2.3.15)
Whatever optimisation criterion is selected, the procedure leads to continuous, smoothly vary-
ing harmonic signals for the inputs. If the dynamics of interest are linear, constraints may
have to be incorporated into the optimisation process so that the resulting input does not cause
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the aircraft to diverge rapidly from the trim condition [97, 31]. This can be implemented by
constraining the energy of the input signal,∫ T
0
u(t)Tu(t)dt ≤ E (2.3.16)
where E is the selected input energy. To ensure that the characteristics of the signal meet the
design requirements, these inputs have to be implemented by a computer, rather than the pilot.
The advantage of designing control surface inputs using the statistical analysis outlined above is
that it is rigorous and produces signals with a sound theoretical basis. However, the procedure is
complex and involved. It is also dependent on good a priori knowledge of the aircraft dynamics.
While this information is likely to be available for aircraft with conventional airframes, as
mentioned in Section 1.1, a priori knowledge may be limited for UAVs and models of the
aircraft dynamics which have been generated through theoretical methods can be unreliable for
certain categories of unmanned aircraft.
2.4 Multistep Inputs
An engineering-based approach to input design is the use of multistep inputs. As the name
suggests, these signals comprise a series of step inputs. There are two stages to the procedure.
The first is to determine the frequency range in which the dynamics of interested are located.
The second is to tailor the signal so that the identified frequency range is excited.
For the first stage of the design, frequency domain analysis, in the form of Bode plots, is used
to provide an insight into which frequencies must be contained in the input signal to allow each
of the derivatives to be identified. Again, it is assumed that a priori values of the aerodynamic
derivatives are available. To illustrate the process, the Jetstream 31 aircraft shown in Figure
2.3, is utilised. At an airspeed of 160kts and an altitude of 8000ft, the aircraft’s longitudinal
dynamics predicted using semi-empirical analysis [98] are,

u˙
w˙
q˙
θ˙

 =


−0.045 0.059 0.041 −9.801
−0.209 −0.836 80.891 −0.425
0.006 −0.083 −1.344 0.038
0 0 1 0




u
w
q
θ

+


0.006
−0.156
−0.141
0

 η (2.4.1)
Focusing on the pitching moment equation,
q˙ = muu+mww +mqq +mθθ +mηη
= 0.006u− 0.083w − 1.344q + 0.038θ − 0.141η (2.4.2)
the frequency response magnitudes of each term in the equation are plotted as functions of the
input signal frequency. These are written as,
∣∣∣∣ ˜˙q(ω)η˜(ω)
∣∣∣∣ ,
∣∣∣∣muu˜(ω)η˜(ω)
∣∣∣∣ ,
∣∣∣∣mww˜(ω)η˜(ω)
∣∣∣∣ ,
∣∣∣∣mq q˜(ω)η˜(ω)
∣∣∣∣ ,
∣∣∣∣∣mθθ˜(ω)η˜(ω)
∣∣∣∣∣ ,
∣∣∣∣mηη˜(ω)η˜(ω)
∣∣∣∣
where ˜ denotes the Fourier transform of a variable. The q˙ component is called the inertial
term, while the η component is known as the control term.
Manoeuvre Design 19
Figure 2.3: Cranfield University’s Jetstream 31 aircraft
For a given frequency, if the magnitude of a term is high in comparison to the other components
then it is an influential term in the equations of motion and is easily identifiable at that particular
frequency. Conversely, if the magnitude of the component is small in comparison to the other
terms, it is of little significance in the equations of motion and will be hard to identify at
the chosen frequency. As a rule of thumb, a derivative is considered to be identifiable if its
magnitude is at least 10% of that of the most influential term [97]. If the inertial term is small
then only ratios of derivatives can be identified.
Figure 2.4 shows the Bode magnitude plot for the pitching moment terms in the frequency
range of 0.01 to 100 rad/s. At frequencies below around 0.75 rad/s, the inertial term is less than
10% of the most influential component - the control term. Therefore, below this frequency, the
derivatives can only be identified as ratios of each other. The least influential term is clearly
mθ, which has a peak magnitude at approximately 0.17 rad/s. The mu term, while significant
at low frequencies, is less influential at frequencies above 0.75 rad/s. Therefore, the values of
mθ and mu can not be directly estimated. However, from flight dynamics theory, it is known
that pitching moment is very nearly independent of velocity for subsonic flight and changes
of pitching moment with respect to pitch attitude will only be significant when the aircraft is
trimmed at high angles of attack [5], so for the Jetstream 31, accurate knowledge of mu and
mθ is not considered to be crucial. For the remaining terms, the magnitudes are all greater
than the 10% threshold in frequency regions above 0.75 rad/s so can be directly identified. The
derivatives mw, mq and mη are most identifiable in the frequency band around 3 rad/s. The
natural frequency of the aircraft’s short period mode is also located in this frequency region.
Again, from theory, it is known that mw, mq and mη are dominant in the short period mode
dynamics, hence it is not surprising that these derivatives are most identifiable in this frequency
band.
Having located the frequencies of interest, the shape and duration of the input is chosen. As the
important frequency regions were determined based on a priori information, which may not be
quite accurate, it is desirable to select an input which excites as wide a range of frequencies as
possible. The simplest of the multistep inputs is a single pulse, depicted in Figure 2.5(a). The
control surface is deflected and held at the desired position. After a given time ∆t, the control is
released and the aircraft is allowed to oscillate freely. There is a trade-off between the range of
frequencies that can be excited and the amount of input energy concentrated at any particular
frequency. This is illustrated in Figure 2.5(b) [34], which compares the energy spectra for
three pulses of the same amplitude but varying duration. When ∆t is selected as 0.4s, the
energy is spread relatively evenly across the frequencies. However, the magnitude of the energy
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Figure 2.4: Bode plot of pitching moment frequency
response magnitudes
is low and the input may not adequately excite the system dynamics to a level required for
identification. As ∆t is increased, the energy tends to be concentrated at lower frequencies
and, while the magnitude of the energy increases, it decays more abruptly as the frequency
rises. This inability to sufficiently excite high frequency dynamics, such as the short period or
dutch roll mode, limits the use of pulses for system identification, as the high frequency modes
are usually of primary interest. Instead, pulses are used to excite lower frequency dynamics,
such as the phugoid or spiral modes [34, 5].
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(b) Energy spectra of pulses of varying duration
Figure 2.5: Pulse input and energy spectra
A wider range of frequencies can be excited by following a pulse input with a second pulse of
the same amplitude and duration but in the opposite direction. This input is known as a doublet
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and is depicted in Figure 2.6(a). As with the single pulse input, an increase in ∆t will lead to
the energy of the doublet being concentrated at lower frequencies (Figure 2.6(b)). Note that,
as the doublet is symmetric about the starting position for the input, there is no energy at zero
frequency.
(a) Doublet input shape
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(b) Energy spectra of doublets of varying duration
Figure 2.6: doublet input and energy spectra
Figure 2.7 shows the normalised energy spectrum for doublet inputs [34], which is the same
regardless of the value of ∆t. The frequencies ω1 and ω2 are the lower and upper limits respec-
tively of the region in which the energy is at least half of the peak value. The values are ω1 ≈
1.1 and ω2 ≈ 3.6, so the doublet has a bandwidth of approximately 1:3. The energy is at its
maximum at a normalised frequency of around 2.3,
ω∆t ≈ 2.3 (2.4.3)
Therefore, (2.4.3) can be rearranged to provide a guideline for selecting the duration of a dou-
blet,
∆tDBLT ≈ 2.3
ωn
(2.4.4)
where ωn is the natural frequency of interest in rad/s. As the frequency band excited can be
altered by simply varying ∆t, the doublet is a commonly used input for system identification,
particularly for the excitation of the lightly damped dutch roll mode [34]. However, a band-
width of 1:3 may still not be sufficient, especially if there is low confidence in the accuracy of
the a priori information, as may be the case for UAVs.
To solve this problem, a multistep input with a larger bandwidth, known as the 3-2-1-1, was
developed by Koehler [97, 34]. The input shape is shown in Figure 2.8(a). As the name alludes
to, a pulse is applied in one direction for three time units, a second pulse is then applied in the
opposite direction for two time units, the control is reversed again for one time unit, and the
input finishes with a second one time unit pulse in the opposite direction. Because of its shape,
the 3-2-1-1 is also sometimes referred to as “the poor man’s frequency sweep” [31].
The normalised energy spectrum for the 3-2-1-1 is plotted in Figure 2.8(b) [34]. As for the
doublet, the frequency range [ω1, ω2], in which the energy is at least half that of the peak
value is shown. In comparison to the doublet, the bandwidth of the 3-2-1-1 is wider, being
approximately 1:10. An appropriate ∆t value for the 3-2-1-1 is chosen so that the natural
frequency of the mode of interest lies at the centre or in the upper third of the spectrum [34]. If
the centre point is chosen as the criterion then, from Figure 2.8(b), the time unit is calculated
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Figure 2.7: Doublet normalised energy spectra
(a) 3-2-1-1 input shape (b) 3-2-1-1 normalised energy spectrum
Figure 2.8: 3-2-1-1 input and energy spectra
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as,
∆t3211 ≈ 1.6
ωn
(2.4.5)
Similarly, if it is decided that the natural frequency should lie in the upper third of the spectrum,
then the input duration is found from,
∆t3211 ≈ 2.1
ωn
(2.4.6)
The 3-2-1-1 input is one of the most commonly used inputs for system identification due to the
fact that it excites a wide range of frequencies. For the same reason, its performance is also
less sensitive to inaccuracies in the a priori estimates of the natural frequencies used to select
∆t3211. A practical problem sometimes encountered with the 3-2-1-1, however, is that after the
long duration “3” pulse at the start of the input, the aircraft may be far away from the initial trim
condition. A solution is to use different amplitudes for each of the steps (smaller amplitude for
the “3” pulse, larger amplitude for the “2” pulse etc.). Alternatively, the input can be reversed
to become a 1-1-2-3. This leads to the higher frequency dynamics being excited first before
the longer duration pulses are applied. Another approach is to remove the “3” step altogether,
such as with a 1-1-2 input, although this leads to a reduction in the excited frequency range.
Although slightly different numerical values appear in the numerators of Equations (2.4.4),
(2.4.5) and (2.4.6), it has been found that, when designing multistep inputs of arbitrary shape,
numerator coefficients of between 1.6 and 2.3 work well [34, 31].
Despite being somewhat heuristic in nature, the multistep approach to input design is more
widely used than the design by statistical analysis, outlined in Section 2.3. This is mainly due
to the simplicity of multistep inputs, which can be easily implemented manually by a pilot, and
the short length of time required to apply them. As well as this, investigations have shown that
parameter estimates obtained using 3-2-1-1s and doublets are comparable to, and in some cases
better than, estimates achieved using statistically optimal inputs [97, 35].
2.5 Input Design for Dynamic Wind Tunnel Models
Based on the above discussion, it was decided that the multistep approach was the most appro-
priate for the dynamic wind tunnel experiments. Frequency sweeps were also attempted but
it was difficult to keep the models close to the trim condition during the long duration input.
When applying elevator sweeps for example, the models were prone to pitching up to high
angles of attack, leading to a cross-coupling into rolling motion.
For the first stage of the multistep input design, a priori estimates of the Hawk and DEMON
model derivatives were required. The 1/12 scale Hawk model has been analysed a number of
times in the past at Cranfield University [80, 83] and, therefore, its dynamic properties have
been well documented. In contrast, the 1/3 scale DEMON model was built specifically for the
current research so information on its dynamics were limited. Initial guesses at the DEMON
model derivatives were calculated based on a simulation model of the full-sized aircraft [99,
100].
The a priori state space representation of the 1/12 scale Hawk longitudinal dynamics at a wind
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tunnel speed of 30 m/s and a trim angle of attack of zero degrees is,[
w˙
q˙
]
=
[
0 30
−1.64 −4.01
] [
w
q
]
+
[
0
−2.61
]
η (2.5.1)
The lateral-directional dynamics of the Hawk model for the same conditions were predicted to
be, 
v˙p˙
r˙

 =

 0 0 −30−5.08 −5.32 2.75
1.28 −0.40 −1.53



vp
r

+

 0 0−3.43 0.63
0.14 −0.67

[ξ
ζ
]
(2.5.2)
The numerical values in Equations (2.5.1) and (2.5.2) were obtained from semi-empirical anal-
ysis by Malik [80].
For the same trim conditions, the a priori estimates of the DEMON dynamics were calculated
as, [
w˙
q˙
]
=
[
0 30
−9.022 −8.186
] [
w
q
]
+
[
0
−5.029
]
η (2.5.3)
v˙p˙
r˙

 =

 0 0 −30−27.436 −56.590 8.487
6.156 −0.669 −6.326



vp
r

+

 0 0−9.582 1.546
−0.303 −2.283

[ξ
ζ
]
(2.5.4)
Using Equations (2.5.1) and (2.5.2), Bode magnitude plots for the pitch, roll and yawing mo-
ment derivatives were constructed. These are shown in Figures 2.9, 2.10 and 2.11 respectively.
For the rolling and yawing moment plots, Figure (a) indicates the identifiability of the deriva-
tives from an aileron input, while Figure (b) shows a similar plot for rudder inputs. It is obvious
that, in general, the rolling moment derivatives will be more easily identified by applying an
aileron input and the yawing moment dynamics are best excited with a rudder input. However,
Figures 2.10 and 2.11 give an indication of which control surface input is better at exciting the
cross-coupling dynamics.
From Figure 2.9, it can be seen that the pitching moment derivatives are most identifiable in
the frequency region around 6-10 rad/s. For the rolling moment derivatives, the frequency
region of interest is approximately 5-9 rad/s. However, in Figure 2.10(a), the magnitude of lr
is lower than that of the other derivatives and close to the 10% threshold introduced in Section
2.4, therefore it may be difficult to identify lr from an aileron input. In Figure 2.10(b) the
magnitude of lr in comparison to the more significant terms is higher so a more reliable estimate
of this derivative is likely to be obtained by applying a rudder excitation. Figure 2.10(b) also
indicates that the control derivative lζ is likely to be unidentifiable in the 5-9 rad/s range, but
the term becomes more significant at higher frequencies. However, in Equation (2.5.2), the
estimate of lζ (0.63) is around an order of magnitude less than the values of the other rolling
moment derivatives. Hence, the a priori information indicates lζ to be a relatively insignificant
parameter. As with the rolling moment derivatives, the yawing moment terms peak in the
frequency band of 5-9 rad/s. Figure 2.11 also indicates that both a rudder and an aileron input
could be used to obtain a reliable estimate of the cross-coupling derivative np.
Similar analysis was carried out for the DEMON using Equations (2.5.3) and (2.5.4). The
Bode magnitude plots for the pitching, rolling and yawing moment derivatives are shown in
Figures 2.12, 2.13 and 2.14 respectively. The frequency band of interest in which the pitching
moment derivatives are most identifiable, as determined from Figure 2.12, is around 12-20
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Figure 2.9: Bode plots of Hawk pitching moment
frequency response magnitudes
(a) Aileron input (b) Rudder input
Figure 2.10: Bode plots of Hawk rolling moment
frequency response magnitudes
(a) Aileron input (b) Rudder input
Figure 2.11: Bode plots of Hawk yawing moment
frequency response magnitudes
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rad/s. For the rolling moment parameters, Figure 2.13(a) shows that lp and lξ are dominant
across the whole frequency spectrum and only at a frequencies greater than 5 rad/s does the
inertial term p˙ exceed the 10% guideline for identifiability. As mentioned in section 2.4, if the
inertial component is less than 10% of the most influential term, then only ratios of derivatives
can be determined. The derivative lr does not pass the 10% threshold at any frequency and
so cannot be estimated directly from an aileron input. The lateral stability parameter lv would
also appear to be unidentifiable across much of the frequency spectrum, although its magnitude
is greater than the 10% rule of thumb in the region around 8-16 rad/s. Figure 2.13(b) shows
that a rudder input is more suitable for identifying lv. The cross-coupling term lr is also likely
to be identifiable in the range of 10-18 rad/s using a rudder excitation. However, in this same
frequency band, it is unlikely that the control derivative lζ can be accurately estimated and a
rudder input of a higher frequency (≥ 20 rad/s) is required. Figure 2.14(b) also indicates that,
in general, the yawing moment derivatives are identifiable in the range 10-18 rad/s. However,
the cross-coupling term np is insignificant in this frequency band and Figure 2.14(a) suggests
that an aileron input is better suited than a rudder excitation for identifying this term.
Figure 2.12: Bode plots of DEMON pitching moment
frequency response magnitudes
(a) Aileron input (b) Rudder input
Figure 2.13: Bode plots of DEMON rolling moment
frequency response magnitudes
Using knowledge of the frequency regions identified from the Bode analysis, the pulse width
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(a) Aileron input (b) Rudder input
Figure 2.14: Bode plots of DEMON yawing moment
frequency response magnitudes
of the inputs were then selected. From Section 2.4, the rule of thumb used for the design of an
input of arbitrary shape was,
∆t ≈ 2.3
ω
(2.5.5)
where ω is the frequency of interest in rad/s. For the Hawk model, the pulse width for the
elevator and rudder inputs was chosen as 0.3s, which corresponds to ω ≈8 rad/s. For practical
reasons, the ∆t value for the ailerons was chosen as 0.15s. The Hawk model was observed as
having a rapid roll response in previous experiments due to its low roll inertia [80, 83], so the
aileron pulse width was reduced to ensure that the model did not reach the ±30 degree limits
permitted by the rig. For the DEMON model, the ∆t value for all three control surfaces was
selected as 0.2s, corresponding to ω ≈12 rad/s. The amplitude of the inputs were chosen so
that the model dynamics were sufficiently excited, while at the same time making certain that
the models motion could be described by small perturbations about the initial trim condition.
A number of input shapes were tested: doublet, 3-2-1-1, 1-1-2-3 and 1-1-2. An observation
from the experiments with the Hawk was that when applying 3-2-1-1 inputs to the elevator, the
“3” step was initially causing the model to pitch up to high angles of attack, leading to a cross-
coupling into rolling motion similar to that encountered when trying frequency sweep inputs.
To successfully apply the 3-2-1-1 so that only longitudinal motion was excited, the amplitude
of the pulses had to be reduced. A similar scenario was encountered when applying 1-1-2-3
inputs. Not surprisingly, when using the 1-1-2 input instead, it was found that relatively larger
amplitude inputs could be applied without the model undergoing undesirable lateral-directional
motion.
It is clear that the required values of ∆t were very small and it would have been difficult to
accurately apply the required inputs manually. The frequency range in which a human pilot
operates is generally around 0.1-10 rad/s [31]. Therefore, to excite higher frequency dynamics,
computer generated inputs are required. This approach was used when testing both the Hawk
and DEMON models. When computer generated inputs are employed, the upper limit on the
frequencies that can be excited is determined by the dynamics of the control surface actuator.
When performing the Bode analysis for the DEMON model, the frequency regions of interest
were converging on the model’s actuator natural frequency (see Chapter 3). In situations for
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which the vehicle and actuator dynamics are located at similar frequencies, it will be difficult
to properly excite the aircraft dynamics without the actuator reaching its rate limits. Hence, for
miniature UAVs, there is a potential for the system identification process to be hampered by
the performance of the actuators, leading to less reliable estimates of the stability and control
derivatives.
Chapter 3
Sensors and Instrumentation
3.1 Introduction
The decision of which sensors to equip the aircraft with is obviously dependent on the motion
variables that have to be measured. The minimum set of variables typically required for system
identification is as follows:
• Linear accelerations along x, y and z body axes, denoted ax, ay and az respectively.
• Roll, pitch and yaw angular rates, denoted p, q and r respectively.
• Roll, pitch and yaw attitude angles, denoted φ, θ and ψ respectively.
• Air data: angle of attack α, angle of sideslip β and airspeed V .
• Deflection of aerodynamic control surfaces.
Engine parameters, such as thrust and RPM, may be of interest as knowledge of these properties
allows the forces and moments due to propulsion to be separated from aerodynamic effects.
Usually engine parameters are determined from manufacturer specifications.
For some parameter estimation methods, the aerodynamic moment coefficients will have to be
derived from the measurements and, in this case, angular accelerations p˙, q˙ and r˙ are needed.
However, due to a lack of reliable angular acceleration sensors, p˙, q˙ and r˙ are usually obtained
through numerical differentiation. This process is discussed in detail in Chapter 4.
Other variables which could be required for the analysis include altitude, Mach number, dy-
namic pressure, ground speed, geodetic positions and pilot commands. The measurement of
the most crucial motion variables listed above is discussed in the following sections.
3.2 Inertial Sensors
Measurements of linear accelerations are provided by accelerometers, while angular rates are
sensed by rate gyroscopes. Strictly speaking, accelerometers measure specific force rather than
acceleration [101, 102]. For example, if an accelerometer is housed in an aircraft that is sitting
stationary on the ground and the sensor’s measurement axis is pointing vertically down, it will
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provide a reading of approximately -9.81 m/s2 or -1g (i.e. acting in the upwards direction). This
is a measure of specific force of the ground acting on the aircraft. Also, if the same aircraft
were in free fall, the vehicle would be accelerating at approximately 9.81 m/s2 but the sensor
would give a reading of zero. In other words, accelerometers provide a measure of the total
specific force acting on the aircraft minus that due to gravity [6]. As body axes acceleration
and angular rates are normally required along/about three axes, a cluster of accelerometers and
gyros are usually packaged together orthogonally, along with the associated electronics, in a
system known as an inertial measurement unit (IMU), illustrated in Figure 3.1.
Figure 3.1: Illustration of an orthogonal cluster of sensors
contained in an IMU
The evolution of inertial sensors for aircraft applications has mainly been driven by their use
for guidance, navigation and control purposes and various types of accelerometers and gyros
have been developed [101, 102, 103]. For accelerometers, the principle on which the sensor
operates is, in general, the same for each type of device. The accelerometer contains a proof
mass which is tethered to the case of the sensor using springs, for the example of a mechanical
accelerometer. When the accelerometer experiences an external force, the inertia of the proof
mass will resist any movement of the mass relative to inertial space. However, the mass will be
displaced relative to the sensor casing. This displacement will be proportional to the specific
force experienced by the accelerometer and therefore, by measuring the displacement, a means
of measuring the specific force exists. This is an example of an open-loop accelerometer. An
alternative way of sensing specific force is to replace the springs with electromagnetic coils,
which produce a force to return the proof mass to its null position whenever an acceleration
is sensed. The magnitude of the electric current required to return the proof mass to its zero
position is proportional to the applied specific force and thus provides the mechanism for mea-
suring the specific force. This type of sensors is termed a closed-loop accelerometer. For rate
gyros, a number of different approaches for sensing angular rate have been proposed. The most
common are mechanical, spinning wheel gyros which are based on the principle of precession,
and optical gyros, such as ring laser gyros (RLGs) or fibre optic gyros (FOGs), which measure
angular rates using the Sagnac effect [101, 102, 103].
In the field of inertial sensor technology, the main aim in the past has been to drive forward the
accuracy and performance of the devices. However, over the last two decades, there has been a
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shift in focus to meeting current levels of performance but at a reduced cost and size [104, 105],
and a major advancement has been the rapid growth of inertial sensors based on micro elec-
tromechanical systems (MEMS) technology. This has been motivated mainly by their use in
automotive applications [106, 101], where bulk production has driven down cost. Their use for
inertial navigation purposes has also been widely reported [101, 107, 108]. The main advan-
tages of MEMS sensors are their small size, light weight, low cost and low power consumption.
On the down side, they are, at present, not as accurate as more mature sensor technologies and
exhibit noisier outputs, as well as more significant bias and drift characteristics. However, it
has been reported that between 1991 and 1998 the performance of MEMS sensors (based on
angle random walk) improved by a factor of 10 every two years [106]. While this progress has
slowed in recent years, it is predicted that their performance will continue to improve in the
future [104].
With the current application of UAV system identification in mind, inertial sensors based on
MEMS technology are an attractive option and, in fact, for miniature UAVs or scale wind
tunnel models they are the only sensor technology small and light enough to be housed within
the airframe. However, their relatively noisy outputs means that obtaining reliable parameter
estimates is likely to be more mathematically involved and care must be taken during the data
compatibility check to ensure that bias and scale factor errors are removed from the data prior to
the parameter estimation process. These issues are investigated in Chapters 4 and 9 respectively.
3.3 Attitude Determination
While dedicated attitude sensors have been used in the past, it has become common practice
to determine the attitude angles through a process based on the integration of rate gyro data.
The attitude angles are related to the angular rates by the following set of differential equations,
known as the Euler equations,
φ˙ = p+ (q sinφ+ r cosφ) tan θ (3.3.1)
θ˙ = q cosφ− r sin φ (3.3.2)
ψ˙ = (q sin φ+ r cosφ) sec θ (3.3.3)
In theory, given initial values for the attitude angles, equations (3.3.1) to (3.3.3) could be in-
tegrated in time to generate time histories for φ, θ and ψ. However, if, for example, even one
of the gyros contains a small constant error, the integration of this error will lead to an attitude
error that will grow in time, an error known as drift. Also, because equations (3.3.1) to (3.3.3)
are coupled, an error within the gyro measurements for one axis will translated into drift errors
in all three attitude angles. The problem is further complicated in practice, as the errors tend to
be stochastic rather than constant.
A standard technique to overcome the drift problem is to generate a second estimate of the
aircraft attitude independently from the gyro data which does not drift with time. This second
evaluation of the attitudes can then be combined with that derived from the gyro measurements
to produce a more reliable estimate of φ, θ and ψ. This is often termed sensor fusion and
is usually performed using some form of Kalman filter, which produces a weighted mean of
attitudes based on knowledge of the noise corrupting the two sources. When the system of
equations under consideration are linear the Kalman filter is optimal in the least squares mean
sense, yielding a minimum variance estimator [34, 101]. However, for a nonlinear system of
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equations this is not the case and an optimal filter for nonlinear cases is often unrealisable.
Hence, it is customary to adapt the Kalman filter for the linear case for use with nonlinear
systems and accept that the performance of the filter will not be optimal. This is known as the
extended Kalman filter (EKF).
The method for generating attitude independently of the gyro data is usually termed the aid-
ing system and is most commonly realised using a combination of accelerometer and magne-
tometer measurements. The principle of this technique is that the accelerometers will provide
information on the aircraft’s roll and pitch angles from the expressions,
φ = tan−1
ay
az
(3.3.4)
θ = − sin−1 ax
g
(3.3.5)
Then magnetometer data can be used to determine the yaw angle, based on knowledge of the
earth’s magnetic field vector [109],
ψ = tan−1
(
Hy cos θ +Hz sin θ
Hx cosφ+Hy sin θ sinφ−Hz cos θ sinφ
)
(3.3.6)
where Hx, Hy and Hz are the components of the earth’s magnetic field measured along the x,
y and z aircraft body axes respectively.
It should be noted that during the manoeuvres in which the aircraft is accelerating, an error will
exist in the aiding system estimates of φ and θ, as the accelerometers are unable to distinguish
between tilt and vehicle acceleration [103, 107].
Another approach to the aiding system, which has seen recent application, is the use of multiple
GPS antennas placed at various locations on the airframe [108]. Differential GPS measure-
ments can supply information on the orientation of each of the antennas relative to each other,
hence allowing the attitude of the aircraft to be determined.
In order to resolve the attitudes, the Kalman filter requires a model of the bias error within the
gyros. Two laboratory calibration techniques which are commonly used to construct gyro bias
models are the Allan variance method and power spectral density (PSD) analysis [110, 111,
112]. These methods involve, respectively, plotting the square root of the variance and PSD of
the gyro output when the sensor is stationary. Under such conditions, it can be assumed that the
gyro output is purely due to noise. The various components of the noise are then distinguished
by analysing the slopes of the plot. For example, angle random walk error, which is caused by
the integration of white noise, is indicated to be present if the slope of the Allan variance plot
is −1/2, or if the PSD has a gradient of 0 [110, 111, 112].
For most gyro types angle random walk is the dominant error source, in which case the bias
can be accurately modelled as a band-limited white noise process with variance σ2b . However,
MEMS gyros often exhibit a long-term bias instability which typically becomes dominant after
a few hundred seconds [107]. This is best modelled as an exponentially correlated Gaussian
random process,
b˙(t) = −1
τ
b(t) + w(t) (3.3.7)
where b is the bias, τ is the correlation time which dictates the growth of b and w is the driving
process noise, with variance σ2w. In fact, the bias of high-precision gyros can be modelled using
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equation (3.3.7) as well. However, the correlation time for these sensors tends to be of the order
of 1-10 hours [35], rather than a few hundred seconds, which is the case for MEMS gyros.
Having defined the model for the gyro bias, the equations for the Kalman filter can then be
formulated. Many different forms of the Kalman filter have been proposed for attitude de-
termination [113, 114]. These have been used mainly in spacecraft applications where large
attitude changes can occur in very short spaces of time, requiring very accurate, computation-
ally efficient algorithms. However, for aircraft attitude determination, it is often reasonable to
assume that the vehicle motion can be modelled as small deviations from an equilibrium or trim
condition. This greatly simplifies the problem.
The simplest formulation that is used in practice is sometimes termed the minimal representa-
tion Kalman filter [108, 113]. The state vector for this method is defined as,
x =
[
φ θ ψ bp bq br
]T (3.3.8)
where bp, bq and br are the biases in the roll, pitch and yaw gyros respectively. A prediction of
how these states vary with time is given by equation,
˙˜x = Axˆ + Bu (3.3.9)
where ˜ denotes the prediction of x and ˆ indicates the state vector having been corrected using
information from the aiding system. An expression for xˆ is given below in equation (3.3.13).
The input vector u contains the gyro outputs i.e.
u =
[
p q r
]T (3.3.10)
The state matrix A is given by
A =


0 0 0 1 sin φ tan θ cosφ tan θ
0 0 0 0 cosφ − sin φ
0 0 0 0 sinφ sec θ cos φ sec θ
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


(3.3.11)
while the input matrix B is,
B =


1 sinφ tan θ cosφ tan θ
0 cos φ − sinφ
0 sinφ sec θ cosφ sec θ
0 0 0
0 0 0
0 0 0


(3.3.12)
When a measurement of the attitude from the aiding system becomes available, the corrected
state vector xˆ can be found from,
xˆ = x˜ + K[z− y˜] (3.3.13)
where z is the aiding system measurement vector, y˜ is the predicted observation and K is the
Kalman gain matrix. The aiding system measurement vector is given by,
z =
[
φas θas ψas
] (3.3.14)
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where φas, θas and ψas are the attitude estimates from the aiding system, while the vector y˜ is
obtained from
y˜ = Cx˜ (3.3.15)
where the matrix C is defined as
C =

1 0 0 0 0 00 1 0 0 0 0
0 0 1 0 0 0

 (3.3.16)
The values within the Kalman gain matrix are chosen based on knowledge of the noise present
within the gyro measurements and those from the aiding system. If it can be assumed that the
aircraft is not performing manoeuvres that involve large deviations from trim, then a steady-
state gain can be used for K. If, however, the aircraft attitude is varying rapidly and through
large angles, then the time-varying K, calculated at each time point, may be required. For
the minimal representation Kalman filter formulation, it is assumed that a steady-state gain is
sufficient. As well as for sensor fusion, the Kalman filter is used widely in aircraft parameter
estimation. Therefore, the process of calculating an appropriate Kalman gain matrix (both
steady-state and time varying) is presented in detail in Chapter 7.
The above formulation utilises the Euler representation of attitude defined by equations (3.3.1)
to (3.3.3). The use of the Euler equations, though, has two drawbacks. Firstly, the presence of
tan θ in (3.3.1) and sec θ in (3.3.3) leads to a singularity when the aircraft pitches to an angle
of 90 degrees. However, this is only a disadvantage when the aircraft in question is highly
manoeuvrable. The second drawback is that solving a set of differential equations is computa-
tionally intensive, especially if the attitude is required in real-time and at a high sampling rate.
The solution to this it to instead use the quaternion representation of the attitude, which avoids
the singularity at θ = 90 deg and is computationally faster than the Euler angle formulation
[101, 114, 102]. The quaternion is a 4-element parameter, which defines the attitude as a single
rotation about a single axis whose orientation in space is define by a unit vector. It can be
expressed as,
q =
[
q0
qv
]
(3.3.17)
The scalar part of the quaternion, q0, defines the magnitude of the rotation about the unit vector
and is given by,
q0 = cos
Φ
2
(3.3.18)
where Φ is the angle of rotation. The vector part of the quaternion, qv describes the orientation
of the unit vector in space and can be expressed as,
qv = e sinΦ =

q1q2
q3

 (3.3.19)
where e is the unit vector. The propagation of the quaternion in time is described by the equa-
tion,
q˙ = 1
2
Ωq (3.3.20)
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where Ω contains the gyro outputs and is given by
Ω =


0 −p −q −r
p 0 r −q
q −r 0 p
r q −p 0

 (3.3.21)
The attitude angles φ, θ and ψ are related to the quaternion elements by,
φ = tan−1
2(q2q3 + q0q1)
(q20 − q21 − q22 + q23)
(3.3.22)
θ = − sin−1[2(q1q3 − q0q2)] (3.3.23)
ψ = tan−1
2(q1q2 + q0q3)
(q20 + q
2
1 − q22 − q23)
(3.3.24)
3.4 Air Data Measurements
Air data measurement is primarily concerned with gathering accurate information on airspeed,
angle of attack and angle of sideslip but is also used to gather data on dynamic pressure and
altitude. A traditional method of obtaining air data is through the use of a noseboom, which
contains a pitot tube to measure total or stagnation pressure and static pressure tappings to mea-
sure static pressure. The pressures are recorded by transducers connected to the tappings. From
these pressures, the dynamic pressure and airspeed can be calculated, while the altitude can be
determined from knowledge of the static pressure. The flow angles can be measured using
mechanical vanes, attached to the noseboom, that pivot with changes in the flow direction. The
angles of attack and sideslip are then determined by measuring the rotation of the vanes with,
for example, a potentiometer [115]. An alternative approach to measuring α and β is the use
of five-hole probes, illustrated in Figure 3.2 [34]. From the differential pressure measurements,
the flow angles are obtained as follows,
α =
Pα1 − Pα2
KαPdyn
(3.4.1)
β =
Pβ1 − Pβ2
KβPdyn
(3.4.2)
where Kα and Kβ are sensitivity factors and Pdyn is the dynamic pressure (total pressure minus
static pressure).
The use of a noseboom may be impractical if, for example, the aircraft has a nose-mounted
propeller or if radar equipment is located in the nosecone [31, 34]. In this case, a non-intrusive
approach to measuring air data is to use a flush air data system . This is similar in principle
to the five-hole probe method but the pressure tapping are located on the aircraft’s nosecone.
There are also usually more than five pressure orifices - possibly up to 25 [116].
Gathering of air data is difficult in practice as the measurements are affected by local flow char-
acteristics of the aircraft. For this reason, nosebooms tend to have lengths of 2.5 to 3 times the
fuselage diameter in order to assume that the probe is in freestream flow [34]. Precise calibra-
tion of air data systems is also an involved process [115, 117], which can only be performed in
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Figure 3.2: Illustration of a five-hole probe
the wind tunnel or flight test environment and is specific to each aircraft. One problem com-
monly encountered is that the pressure transducer, being too large to fit in the boom or probe,
has to be located in the airframe away from the pressure tapping. Therefore, tubing is required
to connect the pressure tapping to the associated transducer and the distance between the two
introduces a time delay in the recording of the pressures [34].
The measurement of air data for UAVs is carried out in much the same manner as that for
manned aircraft. The primary difference is the possible need for the air data system to be re-
duced in size, particularly for miniature UAVs. For this purpose, air data probes with diameters
of the order of 1-2 mm have been developed [118]. Pressure transducers utilising MEMS tech-
nology have also been manufactured [119, 120] which are small enough to fit into the probes,
although the performance of these sensors is not yet as high as that obtained with conventional
pressure transducers. However, as the air data probes required for UAVs are generally much
shorter in length, any tubing connecting tapping to transducers in the airframe will in turn be
much shorter in length. Hence, the time delays in recording air data parameters, introduced by
the distance between tappings and transducers, is likely to be smaller for UAVs.
3.5 Analogue-to-Digital Conversion Requirements
Before the analysis of the recorded data is carried out, the continuous-time, analogue signals
from the sensors must be discretised using an analogue-to-digital (A/D) converter. Some guide-
lines for this process, when the final application of the measurements is aircraft system identi-
fication, are outlined here. Ideally, the raw analogue data should be available to the analyst per-
forming the system identification process, allowing the analyst to discretise the data according
to their own particular needs. However, in many practical cases, especially with off-the-shelf
instrumentation units, the raw data is not available and the A/D conversion is done automati-
cally by the sensor system. Whether the signals are digitised manually or automatically, some
important characteristics to consider are the data sampling rate, anti-aliasing, sensor range and
resolution.
Data is usually sampled at equally spaced time intervals ∆t. The minimum theoretical data
sampling rate is governed by the Nyquist-Shannon sampling theorem, which states that for
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a continuous signal sampled at a rate of fs, the maximum frequency that can be captured in
the discrete signal is fs/2 [121]. This is known as the Nyquist frequency fN . Therefore,
theoretically, the minimum sampling rate required is twice the maximum frequency of interest,
denoted fmax. In reality, data must be sampled at a much higher rate in order to capture the
significant aircraft dynamics and obtain reliable parameter estimates. A commonly used rule
of thumb [31, 6] is,
fs = 25fmax (3.5.1)
As UAVs tend to have smaller masses and inertias than manned aircraft, their natural frequen-
cies are higher. Therefore, it is clear from Equation (3.5.1) that UAVs will, in general, require
higher sampling rates. This statement holds true for scale wind tunnel models as well, whose
natural frequency is related to that of the full-sized aircraft by Froude scaling,
fm =
1√
λ
fa (3.5.2)
where λ is the geometric scale factor. Therefore, for the 1/12 scale model of the Hawk, the
required sampling frequency is approximately 3.5 times that needed for the full-sized aircraft.
If there is doubt over the value of fmax, it is best to use a higher sampling frequency. Ideally,
fs should be the same for all measurements. If this is not the case then interpolation or data
reduction can be performed once the digitised data becomes available.
Aliasing occurs when the analogue signal has frequency components higher than the Nyquist
frequency. During the sampling process, these high frequencies are incorrectly associated with
frequency components below fN . To solve the problem, the continuous signal is low-pass
filtered before it is discretised. The antialias filter removes the high frequency content, which
could cause aliasing, from the signal. The low frequency components of interest will be only
slightly modified by the filter. The resulting phase change is nearly linear with frequency, which
leads to a small, constant time delay for all frequencies [31]. Identical antialias filters should be
used on each signal so that the small time delay introduced on each measurement is the same.
The break or cut-off frequency for the filters must be chosen so that the frequencies of interest
are allowed to pass through unmodified while, at the same time, high frequency components
which could cause aliasing are removed. A guideline for the choice of break frequency is
[31, 6],
fb = 5fmax =
1
5
fs (3.5.3)
As with sampling frequency, the relatively high natural frequencies of UAVs means that the
break frequency of the antialias filters will need to be higher that those typically used for
manned aircraft.
It should be noted that situations may arise in practice where the sensors used to measure data
for system identification are designed for other purposes - installing a dedicated suite of instru-
mentation for system identification may be impractical for reasons of cost or because of limited
space within the airframe. An example is obtaining inertial sensor data from an inertial naviga-
tion system (INS). These systems are designed to provide accurate navigation information over
a long period of time and, therefore, the short term dynamics of the aircraft are not of primary
concern. As a result, the sampling rate and break frequencies of the accelerometers and gyros
may be set at levels lower than those described above and care must be taken to ensure that the
instrumentation is able to meet the system identification requirements.
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When the A/D conversion is performed, the resolution is the lower limit on the accuracy that
can be achieved and is calculated from,
resolution = range
2N
(3.5.4)
where N is the bit binary word number used in the A/D conversion. To ensure adequate reso-
lution in the digital signal, it is recommended that the A/D conversion use a 14-bit binary word
[43, 31]. From Equation (3.5.4), it can be seen that for a given value of N , there is a trade-off
between sensor range and resolution. The range should be chosen so that the dynamics of the
aircraft can be recorded without the sensor saturating.
3.6 Instrumentation for Dynamic Wind Tunnel Facility
In the past, a drawback of emulating flight test-like experiments in the wind tunnel had been
the lack of accurate inertial sensors that were small enough to fit within the aircraft model.
To overcome this, potentiometers were used in previous work to measure the model’s attitude
about its pivot point and data for other motion variables was generated analytically using the
attitude measurements and kinematic relationships. However, this lack of redundancy in the
sensors meant that any errors in the output of the potentiometers would directly affect the
values of other motion variables and, ultimately, the stability and control derivative estimates.
The use of accelerometers and gyros for wind tunnel experiments was reported by Rajamurthy
[90] but, because of their weight, they were only used to check the accuracy of potentiometer
data and were removed from the model when the actual experiments were conducted. However,
with the advances in MEMS accelerometers and gyros highlighted above, it was decided that
an off-the-shelf IMU, small enough to be housed within the airframes of both the 1/12 scale
Hawk and 1/3 scale DEMON models, would be used to record the motion of the models on the
test rig. This allowed the suitability of such units for the dynamic wind tunnel experiments to
be assessed.
The IMU is shown in Figure 3.3 and comprised a set of three MEMS accelerometers, three
MEMS rate gyros and three solid state magnetometers, which were used to provide information
on the linear accelerations, angular rates and attitude angles. The range of these sensors were
±2 g, ±150 deg/s and ±2 Gauss respectively. The unit was physically very compact, with
dimensions of 5.7×4.5×1.1cm and a weight of 33 grams. Due to restricted space within the
models, no other sensor systems, such as air data probes, were utilised. However, this was not
considered a great disadvantage because, as pointed out in Appendix A, for the conditions at
which the models were tested, it could be assumed that the angle of attack was equal to the
pitch attitude and the angle of sideslip was the negative of the yaw attitude.
The highest frequencies of interest for the two models were not known precisely before the
experiments but semi-empirical analysis predicted that the short period and dutch roll natural
frequencies of the Hawk model were in the region of 1 Hz, while the corresponding natural
frequencies of the DEMON model were closer to 2 Hz (note that some components of the
rigid-body dynamics will actually be located above the natural frequencies of the modes). The
IMU sampled data at a rate of 100 Hz, while the break frequency of the unit’s antialiasing
filters were set at 25 Hz. Considering the rules of thumb given in Equations (3.5.1) and (3.5.3),
this meant that the system was suitable for recording data for fmax values up to around 4 to 5
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Hz. As well as this, a 16 bit binary word was used in the A/D conversion. Hence, based on the
discussion in Section 3.5, the chosen IMU was considered appropriate for the given application.
Control surface deflections were achieved using miniature electric servo-actuators (also shown
in Figure 3.3), based on radio controlled aircraft technology. These were physically connected
to the relevant control surfaces using standard model control linkages. Commands to the servo-
actuators were transmitted from a computer “ground station” through a 2.4 GHz wireless net-
work. The resultant motion recorded by the sensors was then sent back via the wireless network
to the ground station. The use of the wireless network avoided the need to physically connect
wires and cabling to the model or test rig, which could have been a source of aerodynamic
interference.
Figure 3.3: MEMS inertial measurement unit and
miniature servo-actuator
3.7 Determination of Control Surface Positions
When testing either of the scale models, it was impractical to measure the control surface de-
flections directly - it was mentioned in Section 1.2 that a similar problem has been found when
performing system identification on miniature UAVs [48]. Therefore, the control surface de-
flections were inferred using knowledge of the commands transmitted from the ground station,
a model of the actuator dynamics and a model of the dynamics of the linkages between the
actuators and the control surfaces.
The control linkage between the actuators and each surface were represented by simple gains,
while a mathematical model of the actuators was developed by carrying out bench tests on
one of the actuators in isolation. A position command frequency sweep was applied to the
actuator and its actual position was recorded. This is shown in Figure 3.4. The frequency
sweep command begins at a frequency of 10 Hz and decreases to finish at 1 Hz. It can be seen
that at the high initial frequencies, the actuator struggles to follow the changes in commanded
position but, as the input frequency decreases, the match between commanded position and
actual position improves. Ideally, such bench tests on actuators should be carried out under
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representative loading conditions but, due to practical constraints, this was not possible during
this research.
Using the actuator input and output information, parameter estimation was used to derive a
second-order transfer to describe the actuator’s response. The parameter estimation was per-
formed in the frequency domain using the maximum likelihood, output error method. The
mathematical details of this algorithm are given in Chapter 6. The identified transfer function
for the actuator was,
y(s)
δ(s)
=
482.657
s2 + 29.432s+ 482.657
(3.7.1)
where δ and y are the actuator command and output respectively. The same command input was
then applied to this identified transfer function, and the resulting time history was compared to
the measured actuator response (Figure 3.5). To generate the identified response, the transfer
function in Equation (3.7.1) was incorporated into a SIMULINK model, which included po-
sition and rate limits specified by the manufacturer. Figure 3.5 shows that at the high starting
frequencies there is a slight discrepancy between the measured and identified responses. How-
ever, as the command frequency reduced, the agreement between the two improves. Another
method of comparing the response of the identified model to the measured data is through fre-
quency response plots. Figure 3.6 shows comparisons of the gain and phase for the actuator
data and the transfer function given in Equation (3.7.1) and, again, the identified response fits
closely to the measured response. It is noted that some oscillations appear in the measured gain
and phase plots at around 8 to 10 Hz. This indicates inadequate excitation of the system dy-
namics at these frequencies resulting in a reduced signal-to-noise ratio [6]. Frequency response
characteristics are discussed further in Chapter 6.
To validate the mathematical model of the actuator, a second command for which the response
had been measured was utilised. This was a step input, with the commanded position and
measured position shown in Figure 3.7. Comparisons between the measured responses and the
identified responses are displayed in Figure 3.8. Again, there is again good agreement between
the measured data and the response obtained from the identified actuator model.
The accuracy of the control surface deflections determined using the above approach are de-
pendent on the fidelity of the actuator and control linkage models. There can be significant
nonlinearities in the actuator behaviour, particularly for small low-cost devices, and their per-
formance will vary under different loading conditions. The control linkages can also introduce
nonlinear effects due to hysteresis and dead bands. While the above approach worked well for
this research, direct measurement of the control surface positions, if possible, is preferred.
The results of the bench tests on the actuator illustrates that, in general, the penalty for using
small, low cost subsystems is a degradation in performance. From the transfer function in
Equation (3.7.1), the electric actuator’s natural frequency is calculated to be approximately
22 rad/s, which is less than the bandwidth of hydraulic actuators commonly used on manned
aircraft which may be of the order of 60 rad/s [122]. It is also of the same order of magnitude as
the rigid-body frequencies of the aircraft models. Therefore, to obtain an accurate mathematical
description of the airframe, it is important to isolate the aircraft dynamics from the actuator
dynamics. Other subsystems which could potentially introduced dynamics, which would need
to be accounted for in the analysis, include the MEMS sensors and the associated filters. No
facilities were available during the research to determine the dynamic characteristics of the
sensors.
Sensors and Instrumentation 41
0 1 2 3 4 5 6 7 8 9 10
−40
−30
−20
−10
0
10
20
30
Time (s)
Se
rv
o 
Po
sit
io
n 
(de
g)
 
 
Measured Position
Commanded Position
Figure 3.4: Time histories of the commanded position
frequency sweep and measured actuator response
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Figure 3.5: Comparison of the measured and identified
actuator response to the frequency sweep input
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Figure 3.6: Comparison of the measured and identified
actuator frequency response characteristics
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Figure 3.7: Time histories of the commanded position and
measured actuator response for a step input
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Chapter 4
Equation Error Method
4.1 Introduction
The first parameter estimation method to be outlined is the equation error formulation. The
equations of motion for the aircraft are postulated and the aim is to find estimates of the sta-
bility and control derivatives which lead to the dependent variables in the equations of motion
matching data measured from the aircraft. In general, the equation error method utilises ordi-
nary least squares regression, which is perhaps the simplest technique used for practical aircraft
parameter estimation. The ordinary least squares algorithm is developed and discussed in the
following sections.
4.2 Ordinary Least Squares Regression Algorithm
For the formulation of the algorithm, it is assumed that the aircraft equations of motion can be
characterised by the form,
y(t) = θ0 + θ1X1(t) + θ2X2(t) + . . .+ θnXn(t) (4.2.1)
where y is the dependent variable, X1, X2, . . ., Xn are the n independent variables or regressors
and θ0, θ1, θ2, . . ., θn are the nθ = n+1 unknown parameters to be determined.
It is assumed that both the dependent variable and the regressors are available from measure-
ments from the aircraft. The measured value of y at the ith data point, denoted z(i) is related
to the true value by the expression,
z(i) = y(i) + ǫ(i)
= θ0 +
n∑
j=1
θjXj(i) + ǫ(i) i = 1, 2, . . . , N
(4.2.2)
where N is the number of discrete measurement points. The variable ǫ is the so-called equation
error and is assumed to account for random noise corrupting the measurement of the dependent
variable in Equation (4.2.1). The regressors are assumed to be known without error.
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Equation (4.2.2) can be written in matrix form as,
z = Xθ + ǫ (4.2.3)
where,
z =
[
z(1) z(2) . . . z(N)
]T
X =


1 X1(1) . . . Xn(1)
1 X1(2) . . . Xn(2)
.
.
.
.
.
.
.
.
.
1 X1(N) . . . Xn(N)


θ =
[
θ0 θ1 . . . θn
]T
ǫ =
[
ǫ(1) ǫ(2) . . . ǫ(N)
]T
The elements of ǫ are assumed to be uncorrelated with the regressors and have constant scatter
across the values of the regressors i.e. their standard deviation is constant. The equation errors
are treated as a white noise process with zero mean and variance σ2,
E [ǫ] = 0 and E
[
ǫǫ
T
]
= σ2I
where E denotes the mean, or expected value, of a random variable and I is the identity matrix.
The least squares estimates of the unknown parameters in θ are determined by minimising the
sum of the squares of the equation error, so from Equation (4.2.3) the least squares cost function
is defined as,
J(θ) =
1
2
N∑
i=1
ǫ2(i) =
1
2
ǫ
T
ǫ
=
1
2
(z− Xθ)T (z− Xθ)
(4.2.4)
Differentiating Equation (4.2.4) with respect to θ gives,
∂J(θ)
∂θ
= −zTX + θTXTX (4.2.5)
The minimum is found by setting Equation (4.2.5) equal to zero. Hence, taking the transpose
of the above equation and rearranging,
XTXθˆ = XT z (4.2.6)
This is known as the normal equation and the term XTX is known as the information matrix as
it provides a measure of the information content in the data. Provided the information matrix
can be inverted, the normal equation can be rearranged to give,
θˆ =
(
XTX
)−1 XT z (4.2.7)
where θˆ denotes the least squares estimate of the true unknown parameter vector θ.
Under the assumption that the equation errors are uncorrelated with the regressors, are char-
acterised by white noise with zero mean and variance σ2 and that the regressors are known
without error, the least squares estimates have the following properties:
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• They are unbiased i.e. E[θˆ] = θ.
• They are a minimum variance, or efficient, estimate of θ. The parameter covariance
matrix is given by,
P = σ2(XTX)−1 (4.2.8)
• They are consistent, meaning that, as the number of data points N increases, the least
squares estimates converge on the true parameter values.
Proofs of these properties are given in Appendix B.
In practice, however, measured variables will always contain errors, hence the assumption that
the regressors are known without error is likely to be invalid. Another source of error is the
effects of atmospheric turbulence, which is modelled as process noise. In Appendix B, it is
shown that errors in the regressors lead to the least squares estimates becoming biased. It is also
demonstrated that the covariance of the estimates is increased by the presence of measurement
errors, in both the regressors and the dependent variable, and the presence of process noise.
However, if the process noise can be assumed to be white with zero mean, its presence does
not lead to biased estimates. This property implies that the least squares estimates account for
process noise [34].
The above observations suggest that estimates of stability and control derivatives obtained using
ordinary least squares regression are likely to be inaccurate and unreliable in any practical
case. This may be particularly true for UAVs. As described in Section 3.2, MEMS sensors
have traditionally exhibited noisier outputs and more significant bias and scale factor errors in
comparison to conventional instrumentation. If MEMS sensors are employed on the aircraft,
then this will lead to the bias and covariance of the least squares estimates being greater than
they would have been if more precise instrumentation had been used. Another consideration is
that, due to their relatively small masses and inertias in comparison to manned aircraft, UAVs
will be more susceptible to the effects of atmospheric turbulence, leading to an increase in the
covariance of the estimates.
Some extensions of the ordinary least squares method have been proposed, which account
for the practical issues highlighted above. These include weighted least squares [123, 124],
total least squares [34, 125] and the instrumental variable method [126]. However, their use
for aircraft parameter estimation has not been widely reported. Instead, many practitioners
prefer to carry out rigorous pre-processing of the data before applying ordinary least squares
estimation [34, 31]. Systematic errors in the measurements, such as bias and scale factor errors,
can be estimated and removed during the data compatibility check described in Chapter 9. As
well as this, the effects of atmospheric turbulence can be minimised by carrying out flight tests
early in the morning [34]. At this time of day, the thermal activity in the atmosphere which
causes these disturbances is at a minimum. If atmospheric turbulence is encountered, gust
components can also be estimated during the data compatibility check and removed from the
measurements. This just leaves the effects of random measurement noise, which can be dealt
with by smoothing the signals before using them for estimation. This process is discussed in
the following section.
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4.3 Smoothing Noisy Data
The aim of the smoothing process is to separate the deterministic component of the signal from
the component due to unwanted measurement noise. The process is an important one for system
identification and is required at a number of stages in the analysis. The following distinction
is made between filtering and smoothing [31]. For a given point in time, a filter will only use
the information at the current data point and past data points to remove noise components from
the signal. A smoother, on the other hand, utilises future data points as well as current and past
information. Therefore, smoothing can only be applied once the experiments have been carried
out. If the analysis has to be performed in real-time then a filter is used. However, filtering can
distort the amplitude and phase of the data, which smoothing avoids. Filter/smoother design
is a vast field hence it would be impractical to review the subject in detail here. Instead, this
section focuses on two smoothing techniques studied and applied throughout the research. The
first is a local smoothing technique implemented in the time domain, while the second is a
global method applied in the frequency domain.
The time domain smoothing method aims to fit a local polynomial to the data points around the
point to be smoothed. In designing the smoother, choices must be made regarding the number
of data points to use in the analysis and the order of the polynomial to fit to the data. Klein
and Morelli [31] present an example of fitting a second-order polynomial to five data points
(including the point to be smoothed). The second-order polynomial is given by the equation,
y = a+ bt+ ct2 (4.3.1)
which corresponds to the assumption that the second derivative of the measured variable is
constant over the five data points. Denoting the measured variable at the ith data point z(i),
then the equations for the local fit to the five data points are,
z(i− 2) = a+ b(−2∆t) + c(−2∆t)2
z(i− 1) = a+ b(−∆t) + c(−∆t)2
z(i) = a
z(i+ 1) = a+ b(∆t) + c(∆t)2
z(i+ 2) = a+ b(2∆t) + c(2∆t)2
(4.3.2)
where ∆t is the data sampling time. The polynomial coefficients a, b and c are then estimated
using least squares regression and, from Equation (4.3.2), the smoothed value for z(i) is simply
the estimate of a.
So, from Equation (4.3.2), the unknown parameter vector is,
θ =

ab
c

 (4.3.3)
the regressor matrix is,
X =


1 −2∆t 4(∆t)2
1 −∆t (∆t)2
1 0 0
1 ∆t (∆t)2
1 2∆t 4(∆t)2

 (4.3.4)
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and the measurement vector is,
z =


z(i− 2)
z(i− 1)
z(i)
z(i+ 1)
z(i+ 2)

 (4.3.5)
Using Equation (4.2.6), the normal equations for this problem can be written as,
5a+ 10(∆t)2c =
i+2∑
k=i−2
z(k)
10∆tb =
i+2∑
k=i−2
kz(k)
10a+ 34(∆t)2c =
i+2∑
k=i−2
k2z(k)
(4.3.6)
The least squares estimate of a and, therefore, the smoothed value for z(i) is then,
aˆ = zs(i) =
34
70
i+2∑
k=i−2
z(k) +
1
7
i+2∑
k=i−2
k2z(k)
=
1
70
[−6z(i− 2) + 24z(i− 1) + 34z(i) + 24z(i+ 1)− 6z(i+ 2)]
(4.3.7)
At the beginning and end of the data segment, the smoothed values for the data points are
obtained from the local model estimated at a point away from the start or end of the segment.
For example, in the case of a second-order polynomial fitted to five data points, the smoothed
values of the first two points in the segment, denoted zs(1) and zs(2), can be determined from
the local model identified at the third data point i.e.,
z(1) = aˆ + bˆ(−2∆t) + cˆ(−2∆t)2
z(2) = aˆ + bˆ(−∆t) + cˆ(−∆t)2
(4.3.8)
where aˆ, bˆ and cˆ are the estimates of the polynomial coefficients at z(3).
By varying the order of the polynomial n and the number of neighbouring data points k used
in the analysis, the cutoff frequency for the smoother can be altered. In general, a larger value
of k for constant n lowers the cutoff frequency, while an increase in n for a given k increases
the cutoff frequency. However, it is difficult to determine what the exact cutoff frequency is for
the complete data segment, as the process involves repeated local smoothing [31].
The second smoothing technique used during the research is a global method in which all the
data points in the time series are analysed at once. The method is performed in the frequency
domain using Fourier analysis. To start with, a Fourier sine series is found to describe the
measured data. For Fourier series expansions, it is assumed that the time history is periodic,
which implies discontinuities in the amplitude and first time derivative at the end points of the
time history [127, 31]. The amplitudes at the end points are set equal to zero by subtracting
a linear trend from the measured data, then the resulting signal is reflected about the origin to
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remove the first time derivative discontinuities. For a measured variable z, this process can be
expressed mathematically as,
g(i) = z(i)− z(1)− (i− 1)
[
z(N) − z(1)
N − 1
]
i = 1, 2, . . . , N
g(−i) = −g(i) i = 2, 3, . . . , N
(4.3.9)
where g is the time history with the discontinuities removed, with g(−N)=g(1)=g(N)=0. Fig-
ure 4.1 shows a segment of pitch rate data measured from the 1/12 scale Hawk model and
Figure 4.2 shows the pitch rate with the linear trend removed and reflected about the origin.
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Figure 4.1: Pitch rate data from 1/12 scale Hawk model
The vector of data points with the discontinuities removed,
g =
[
g(−N) g(−N + 1) · · · g(−2) g(1) g(2) · · · g(N)]T (4.3.10)
is an odd function of time and can be approximated using a Fourier sine series,
gˆ(i) =
N−1∑
k=1
b(k) sin
[
kπ
(
i− 1
N − 1
)]
(4.3.11)
where b(k) are the Fourier sine series coefficients. The summation over frequency index k
omits k = 0, the zero frequency, as this is a pure sine wave for an odd function and only the
positive values of i, corresponding to the original time history, are included in (4.3.11).
The Fourier sine series coefficients are calculated from,
b(k) =
2
N − 1
N−1∑
i=2
g(i) sin
[
kπ
(
i− 1
N − 1
)]
(4.3.12)
where it is again noted that g(1) and g(N) are zero. The kth frequency is found from,
fk =
k
2(N − 1)∆t (4.3.13)
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Figure 4.2: Pitch rate data with endpoint discontinuities
removed
where ∆t is again the data sampling time.
The Fourier sine series will contain all spectral components that can be computed from the
discrete time signal but the series for a deterministic signal differs from that of random noise.
For a deterministic signal, the amplitude of the sine series coefficients increase to a maximum
before decreasing asymptotically to zero with increasing k. For a signal with discontinuities
in the amplitude and first time derivative at the end points removed, this decrease in |b(k)|
is proportional to k−3 [127, 31]. Noise, on the other hand, theoretically has constant power
over the entire frequency range so its Fourier sine series coefficients have a small, relatively
constant amplitudes for all values of k. Figure 4.3 shows the Fourier sine series coefficients
for the 1/12 scale Hawk pitch rate data. The amplitude of the coefficients increases to reach a
maximum at around 1 Hz. It then rapidly decays to a small value and stays relatively constant
for all frequencies above around 5 Hz. Therefore, the Fourier sine series coefficients below
5 Hz correspond to the rigid-body dynamics of the Hawk model, while the coefficients above
this frequency belong to random measurement noise. Because of its relatively constant power
over all frequencies, some noise will still be present in the frequency region below 5 Hz. How-
ever, the amplitudes of the coefficients corresponding to the aircraft dynamics are significantly
greater than the constant value associated with the noise.
To smooth the signal, Equation (4.3.11) is used but the sine series coefficients above the cutoff
frequency (5 Hz for pitch rate example) are set to zero,
gˆs(i) =
kmax∑
k=1
b(k) sin
[
kπ
(
i− 1
N − 1
)]
(4.3.14)
where kmax is the frequency index corresponding to the cutoff frequency determined from the
plot of the Fourier sine series coefficients.
The final smoothed time history is then obtained by adding the linear trend, removed in Equa-
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Figure 4.3: Fourier sine series coefficients for the 1/12
scale Hawk pitch rate data
tion (4.3.9), back to the smoothed values,
zs(i) = gˆs(i) + z(0) + (i− 1)
[
z(N − 1)− z(0)
N − 1
]
(4.3.15)
Due to the nature of the Fourier analysis, the end points z(1) and z(N) are excluded from the
global smoothing process. Hence, they are smoothed separately using a local technique, such
as the one described previously. Figure 4.4 shows a comparison between the original pitch rate
time history and the smoothed signal.
The two smoothing techniques described above also provide a means for estimating the charac-
teristics of the noise, which is useful when implementing the extended Kalman filter described
in Section 7.2.4. The noise sequence is determined simply from,
v(i) = z(i)− zs(i) (4.3.16)
and assuming the noise to be stationary and having a Gaussian distribution, the mean and
variance are calculated from,
v¯ =
1
N
N∑
i=1
v(i) (4.3.17)
σ2v =
1
N − 1
N∑
i=1
[v(i)− v¯]2 (4.3.18)
4.4 Numerical Differentiation
For the equation error method, the calculation of the dependent variable from experimental
data often requires that measurements be differentiated numerically. For example, consider the
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Figure 4.4: Comparison of measured and smoothed pitch
rate time histories
pitching moment equation,
q˙ = mww +mqq +mηη (4.4.1)
The dependent variable is q˙ and the regressors are w, q and η but angular accelerations are
rarely measured directly due to a lack of reliable sensors, hence q˙ is obtained by numerically
differentiating pitch gyro data. The angular accelerations are also required when the equations
of motion are expressed in non-dimensional form. Again, using the pitching moment equation
to illustrate, the non-dimensional1 pitching moment equation can be written as,
Cm = Cm0 + Cmαα+ Cmq qˆ + Cmηη (4.4.2)
where the dependent variable is now the pitching moment coefficient Cm and the regressors are
α, qˆ and η. The non-dimensional pitch rate qˆ is defined as,
qˆ =
qc¯
V
(4.4.3)
where c¯ is the mean aerodynamic chord and V is the true airspeed.
The pitching moment coefficient is calculated from,
Cm =
1
q¯Sc¯
[Iyyq˙ + Ixz(p
2 − r2) + (Ixx − Izz)pr − zengT ] (4.4.4)
where q¯ is the dynamic pressure, S is the wing area, Ixx, Iyy, Izz and Ixz are the moments and
products of inertia, T is engine thrust and zeng is the offset along the z-axis between the engine
thrust line and the moment reference point.
1The method used for non-dimensionalising the aerodynamic forces and moments throughout this thesis is a
convention employed by BAE Systems closely related to the NACA non-dimensional system
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The simplest method for numerically differentiating a signal is to use a central difference for-
mula. For example, the pitch acceleration at the ith data point is calculated approximately
from,
q˙(i) ≈ q(i+ 1)− q(i− 1)
2∆t
(4.4.5)
However, the use of central difference formulas to differentiate a variable tends to amplify the
noise in the signal. Figure 4.5 shows a time history of q˙ for the 1/12 scale Hawk, which has
been obtained by applying Equation (4.4.5) to pitch rate data. The resulting pitch acceleration
signal is clearly very noisy.
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Figure 4.5: Pitch acceleration for the 1/12 scale Hawk
obtained using central difference formula
To overcome this issue, the data must be smoothed prior to the differentiation process and this
can be achieved with either of the smoothing techniques described previously in Section 4.3.
For the time domain method, the time derivative at each data point is obtained by differentiating
the local smoothing polynomial fitted to that point. Hence, continuing the illustrative example
of using a second-order polynomial fitted to five neighbouring data points to smooth the noisy
signal, then from Equation (4.3.1),
y˙ = b+ ct (4.4.6)
So by setting t = 0, the time derivative at the current datapoint is simply the estimate of the local
polynomial coefficient b. From Equation (4.3.6), the estimate of b and, therefore, the derivative
of the measured variable with respect to time is calculated as,
bˆ = z˙s(i) =
1
10∆t
[−2z(i− 2)− z(i− 1) + z(i+ 1) + 2z(i+ 2)] (4.4.7)
Next, recalling from Section 4.3 that the smoothing solution obtained using the global Fourier
analysis is,
zs(i) = gˆs(i) + z(1) + (i− 1)
[
z(N)− z(1)
N − 1
]
i = 1, 2, . . . , N (4.4.8)
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where,
gˆs(i) =
kmax∑
k=1
Φ(k)b(k) sin
[
kπ
(
i− 1
N − 1
)]
(4.4.9)
Then the derivative of the smoothed signal with respect to time is found to be,
z˙s(i) =
[
z(N) − z(1)
N − 1
]
+
kmax∑
k=1
Φ(k)b(k)
(
kπ
N − 1
)
cos
[
kπ
(
i− 1
N − 1
)]
(4.4.10)
Figure 4.6 again shows the time history of q˙ for the 1/12 scale Hawk obtained by differentiating
the pitch rate signal using the central difference formula, but this time also shows the estimates
of q˙ calculated using the local polynomial fitting technique and q˙ determined using the global
Fourier smoothing method. Having used the local polynomial fitting approach to smooth the
data prior to differentiation, the noise level of the resulting signal is much reduced. However,
some noise components are still clearly present in the data. A much smoother signal is obtained
when using the global method based on Fourier analysis.
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Figure 4.6: Pitch acceleration for the 1/12 scale Hawk
obtained using three numerical differentiation methods
A study by Morelli [128] has also found that the degree of smoothing from the local polynomial
fitting method is often insufficient. To overcome this, he suggests that, prior to performing
differentiation with the local polynomial approach, additional smoothing be done on the data
using Fourier smoothing (Equation (4.4.8)), or alternatively that the Fourier analysis technique
in Equation (4.4.10) be used on its own. The respective time histories of the pitch rate signal
differentiated using Equations (4.4.7) and (4.4.10) are shown again in Figure 4.7 but, this time,
Equation (4.4.8) was applied to the data before obtaining the derivative with local polynomial
fitting. It can be seen that the noise present in Figure 4.6 has been removed and that the two
differentiated signals shown in Figure 4.7 are indistinguishable.
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Figure 4.7: Pitch acceleration for the 1/12 scale Hawk:
additional smoothing performed prior to local polynomial
differentiation
4.5 Accuracy of Parameter Estimates and Identified Model
Having obtained a set of parameter estimates, an obvious question to ask is how accurate are the
estimated values? A number of statistical metrics exist to help answer this question, depending
on which estimation technique has been utilised. Those metrics typically used for aircraft
parameter estimates determined using least squares regression are introduced in this section.
The parameter covariance matrix P was given earlier in Equation (4.2.8) and forms the basis of
a number of the metrics,
P = σ2
(
XTX
)−1 (4.5.1)
Using the following notation for the inverse of the information matrix,
D =
(
XTX
)−1
= [djk] j, k = 1, 2, . . . , nθ (4.5.2)
the diagonal elements of the estimated parameter covariance matrix P are the variances of the
estimated parameters,
Var(θˆj) = σ2djj j = 1, 2, . . . , nθ (4.5.3)
The square root of the variance for the jth parameter estimate is often termed the standard error
and denoted,
s(θˆj) = σ
√
djj (4.5.4)
The standard error approximates the standard deviation of the parameter. In other words, if the
parameter value was to be estimated repeatedly from a number of manoeuvres carried out at the
same flight condition, then the standard error calculated for each individual manoeuvre should
approximate the scatter in the parameter estimates when the values from all manoeuvres are
compared.
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Confidence intervals can also be used to examine the quality of parameter estimates. For their
development, it is assumed that the estimates θˆ from repeated manoeuvres have a normal, or
Gaussian, distribution about the true values of the parameters θ. A normally distributed random
variable is usually expressed in terms of its mean and variance using the notation N(η, σ2),
where η is the mean and σ2 is the variance. Therefore, the properties of θˆ are,
θˆ ~ N
[
θ, σ2
(
XTX
)−1]
Because θˆ is normally distributed, it follows that each of its nθ elements are also Gaussian with
properties,
θˆj ~ N(θj , σ
2djj) j = 1, 2, . . . , nθ (4.5.5)
Calculation of the confidence interval requires knowledge of t-distributions, which for θˆj is
defined as,
t(α/2, N − nθ) = θˆj − θj√
σ2djj
=
θˆj − θj
s(θˆj)
(4.5.6)
The t-distribution is defined in terms of the confidence level parameter α, and the number of
degrees of freedom N − nθ, where N is again the number of data points. A typical confidence
level chosen is 95%, which corresponds to α = 0.05. The number of degrees of freedom refers
to the number of independent pieces of information necessary to compute a given statistic [129].
By rearranging Equation (4.5.6), the confidence interval is found to be,
θˆj − t(α/2, N − nθ)s(θˆj) ≤ θj ≤ θˆj + t(α/2, N − nθ)s(θˆj) j = 1, 2, . . . , nθ (4.5.7)
From a table of t-distribution values, which can found for example in Reference [130], for α =
0.05 and (N − nθ)→∞,
t(α/2, N − nθ)s(θˆj) = 1.96
so Equation (4.5.7) becomes,
θj = θˆj ± 1.96s(θˆj) (4.5.8)
When the number of data points is much larger than the number of unknown parameters, the
t-distribution approaches the normal distribution [31]. Thus, the confidence interval corre-
sponding to two standard deviations is often used,
θj = θˆj ± 2s(θˆj) (4.5.9)
In other words, there is a 95% probability that the true value θj falls within the interval,
[θˆj − 2s(θˆj), θˆj + 2s(θˆj)]
It is difficult to define an acceptable value for s(θˆj). What is considered acceptable will be
influenced by the accuracy required by the application of the final system identification results.
Tischler [6] suggests that a parameter can be considered reliable if the estimate of its standard
deviation is less than 20% of the estimated derivative value. Note that this suggested guideline
was based on the frequency response method for system identification and not least squares
regression.
The off-diagonal elements of P are the covariances between the estimated parameters,
Cov(θˆj , θˆk) = σ2djk j, k = 1, 2, . . . , nθ (4.5.10)
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From Equations (4.5.2) and (4.5.10), the correlation coefficient between two estimated param-
eters is defined as,
ρjk =
Cov(θˆj , θˆk)√
Var(θˆj)Var(θˆk)
=
djk√
djjdkk
(4.5.11)
The correlation coefficient is a measure of the pair-wise correlation between the two parame-
ters, or equivalently their corresponding regressors. The absolute value of ρjk falls between 0
and 1. A correlation coefficient of 0 indicates that the parameters, and the associated regressors,
are completely independent from each other. On the other hand, a value of ρjk = 1 means that
the two regressors Xj and Xk are linearly dependent and are in some way related to each other.
In turn, this indicates that there is no unique solution for parameters θˆj and θˆk and any number
of combinations of the two parameters could be used to describe the aircraft response. A simple
method of dealing with correlation is to repeat the parameter estimation process but hold the
value of the jth or kth parameter fixed at some a priori estimate. When analysing experimental
data, it is rare to encounter correlation coefficients that are exactly 0 or 1. However, if the value
of ρjk ≥0.9, then some action must be taken [34, 31, 6].
For Equations (4.5.1) to (4.5.11) above, it should be noted that the variance σ2 is usually un-
known. Instead, it can be estimated using the expression,
σˆ2 =
1
N − nθυ
T
υ
1
N − nθ (z− yˆ)
T (z− yˆ) = 1
N − nθ (z− Xθˆ)
T (z− Xθˆ) (4.5.12)
where the elements of υ are known as the residuals and yˆ = Xθˆ is the estimated dependent
variable vector. The residuals can be considered as samples of the equation errors ǫ.
Analysis of the residuals in υ provides another method of assessing the identified model of the
aircraft dynamics and, therefore, the veracity of the parameter estimates. The validation process
involves using the identified model to predict the aircraft’s response to a different set of data
to that used for parameter estimation. The model can be considered suitable if the residuals
from the validation step are of a similar magnitude and character to those from parameter
estimation [31]. One technique of assessing the residuals is Theil’s inequality, which was
originally developed for econometrics but later found use in aircraft applications [33, 53, 6].
Theil’s inequality coefficient is defined as,
U =
√
(1/N)
∑N
i=1[z(i)− yˆ(i)]2√
(1/N)
∑N
i=1[z(i)]
2 +
√
(1/N)
∑N
i=1[yˆ(i)]
2
i = 1, 2, . . . , N (4.5.13)
where yˆ(i) is the estimated dependent variable at the ith data point. The value of U falls
between 0 and 1, with U = 0 indicating that the identified model matches perfectly to the
measured data and U = 1 corresponding to no match between z and yˆ at all.
The fit error between z and yˆ can also be decomposed in terms of bias, variance and covariance.
The bias portion is a measure of the systematic error in the identified model and is given by,
UB =
(z¯ − y¯)2
(1/N)
∑N
i=1[z(i) − yˆ(i)]2
(4.5.14)
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where z¯ and y¯ are the mean values found from,
z¯ =
1
N
N∑
i=1
[z(i)]2 (4.5.15)
y¯ =
1
N
N∑
i=1
[y(i)]2 (4.5.16)
The variance portion provides a measure of the identified model’s ability to duplicate the vari-
ability of the true system and is expressed as,
UV =
(σz − σy)2
(1/N)
∑N
i=1[z(i)− yˆ(i)]2
(4.5.17)
where σz and σy are standard deviations calculated from,
σz =
√√√√ 1
N
N∑
i=1
[z(i)− z¯]2 (4.5.18)
σy =
√√√√ 1
N
N∑
i=1
[y(i)− y¯]2 (4.5.19)
The covariance portion is a measurement of the nonsystematic error in the identified model,
such as unmodelled measurement or process noise. It is given by the equation,
UC =
2(1− ρ)σzσy
(1/N)
∑N
i=1[z(i)− yˆ(i)]2
(4.5.20)
where the correlation coefficient is found from,
1
σzσyN
N∑
i=1
[z(i)− z¯][y(i)− y¯] (4.5.21)
As with the standard error s(θˆj), an acceptable figure for U depends on the application of the
identified model but, as a rule of thumb, a value of 0.25-0.3 indicates a good agreement between
the measured and identified aircraft responses [33]. For a good model fit, UB and UV should
be close to 0, while UC should be close to 1. If the values of UB and UV exceed 0.1 then some
investigation into the parameter estimates and model structure should be carried out [34]. The
process of determining the most appropriate model for a given problem is dealt with in Chapter
8.
4.6 Coloured Residuals
As mentioned in the previous section, the residuals υ can be considered as samples of the
equation errors ǫ, which are assumed to be due to measurement noise corrupting knowledge
of the dependent variable. However, when performing parameter estimation, the equations
of motion chosen to represent the aircraft dynamics are a simplification of the actual vehicle
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dynamics. Hence, ǫ will account for errors in the model structure, as well as noise corrupting
the measurement of y. The equation errors were assumed, in Section 4.2, to be characterised as
a white noise process, meaning that the equation error at the ith data point, ǫ(i), is uncorrelated
with the equation error at any other data point. Modelling errors, however, will lead to the
equation error having a deterministic component, in which case the assumption that ǫ(i) is
independent from the equation error at its neighbouring data points is invalid. The equation
errors will resemble a coloured noise process, leading the residuals to also be coloured.
The importance of the above observation is that the covariance of the parameter estimates
P and, in turn the standard errors and confidence intervals, are altered by coloured equation
errors. The parameter covariance can be written as (see Appendix B),
P = E[(θˆ − θ)(θˆ − θ)T ] = E[(XTX)−1 XT (z− y)(z− y)TX (XTX)−1]
=
(
XTX
)−1 XTE[ǫǫT ]X (XTX)−1 (4.6.1)
where again the regressor matrix X is assumed to be known without error. When the equation
errors are assumed to be characterised by white noise with zero mean and variance σ2, the
equation error covariance is given by,
E[ǫǫT ] = σ2I (4.6.2)
which leads to Equation (4.6.1) reducing to the expression given earlier in Equation (4.2.8).
However, Equation (4.6.2) will not hold when the residuals are coloured and, if the covariance
is calculated based on the assumption of white residuals, then the standard errors will not be
consistent with the scatter in parameter estimates obtained from repeated manoeuvres at the
same flight condition. In fact, the standard errors calculated under the assumption of white
residuals can be around five to ten times smaller than the scatter from repeated manoeuvres [28,
131, 132], falsely indicating that the parameter estimates are more reliable than they actually
are. Similar problems are encountered with other parameter estimation techniques.
To resolve this issue, some analysts simply multiply the standard errors by a “fudge factor”
of between 5 and 10 [31, 34]. A more scientific approach is to modify the calculation of the
covariance matrix once the parameters have estimated [133, 31]. For the case of the equation
errors being coloured,
E[ǫǫT ] = E[ǫ(i)ǫ(j)] = Rǫǫ(i− j) = Rǫǫ(j − i) i, j = 1, 2, . . . , N (4.6.3)
where Rǫǫ is the autocorrelation matrix for the equation errors, which is estimated from the
residuals as follows,
Rˆǫǫ(k) = 1
N
N−k∑
i=1
υ(i)υ(i+ k) = Rˆǫǫ(−k) k = 0, 1, 2, . . . , l (4.6.4)
The index k is the time separation of the residuals, with l denoting the maximum time differ-
ence. If it is assumed that residual at the ith data point is only significantly correlated with
residuals in close proximity then the value of l can be small, typically l = N /5 [31].
Substituting Equation (4.6.3) into Equation (4.6.1), the parameter covariance corrected for
coloured residuals becomes,
P =
(
XTX
)−1 [ N∑
i=1
x(i)
N∑
j=1
Rˆǫǫ(i− j)xT (j)
] (
XTX
)−1 (4.6.5)
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where x(i) denotes the ith row of the regressor matrix X and Rˆǫǫ(i − j) is the estimate of the
autocorrelation matrix calculated from Equation (4.6.4).
In practice, it has been suggested that a factor of 2 is still often needed to match the scatter
in parameter estimates from repeated manoeuvres [132] once the above correction has been
made. Hence, some practitioners apply a “fudge factor” of 2 to achieve this and, in fact, the
20% guideline for acceptable standard errors, introduced in Section 4.5, assumes this factor of
2 has been applied [6]. Therefore, the standard errors presented in the examples throughout
this thesis have been calculated with the additional “fudge factor” of 2.
4.7 UAV Yawing Moment Example
An example of the application of least squares estimation is presented in this section utilising
UAV flight test data supplied by BAE Systems. The goal of the analysis was to find estimates
of the aerodynamic derivatives in the non-dimensional yawing moment equation,
Cn = Cn0 + Cnββ + Cnp pˆ+ Cnr rˆ + Cnξξ + Cnζζ (4.7.1)
where β is the sideslip angle, ξ is the aileron input and ζ is the rudder input. The variables pˆ
and rˆ are the non-dimensional roll rate and yaw rate respectively, defined as,
pˆ =
pb
2V
, rˆ =
rb
2V
(4.7.2)
where b is the wingspan and V is the airspeed. For the estimation problem,
z =
[
Cn(1) Cn(2) . . . Cn(N)
]T
X =


1 β(1) pˆ(1) rˆ(1) ξ(1) ζ(1)
1 β(2) pˆ(2) rˆ(2) ξ(2) ζ(2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 β(N) pˆ(N) rˆ(N) ξ(N) ζ(N)


θ =
[
Cn0 Cnβ Cnp Cnr Cnξ Cnζ
]T
The analysis was performed on four data segments measured at the same flight condition. Least
squares regression allows measured data from multiple manoeuvres to be stacked, or concate-
nated, together into the matrices z and X. Analysing segments of data simultaneously increases
the information content for the estimation process, which in turns increases the chance of ob-
taining reliable parameter estimates. The measurements contained two rudder doublets and two
aileron doublets as shown in Figure 4.8. The excitation of rolling motion, as well as yawing
motion, meant that there was increased information in the data regarding the cross-coupling
derivatives Cnp and Cnξ .
The yawing moment coefficient Cn was derived from the measurements using the equation,
Cn =
1
q¯S b
2
[Izz r˙ − Ixz(p˙− qr) + (Iyy − Ixx)pq] (4.7.3)
The time histories of p˙ and r˙ were calculated using the global Fourier smoothing technique
given in Equation (4.4.10). The noise levels in the regressor variables were very low, due to the
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Figure 4.8: Aileron and rudder inputs for parameter
estimation
high precision of the instrumentation system and sensors, so estimation was attempted initially
without smoothing X. The parameter estimates are given in the first column of Table 4.1. Note
that the estimate of Cn0 was found to be very small so this parameter was removed from the
identified model. The second column of Table 4.1 contains the standard errors of the estimates
when the covariance matrix P was calculated using the correction for coloured residuals (Equa-
tion (4.6.5)). The standard errors are expressed as a percentage of the estimated parameter
value. Based on the discussion in Section 4.5, the standard errors for each parameter can be
considered acceptable, as their magnitudes are all around 20% of the corresponding parameter
estimate or under. The derivative with the highest uncertainty is the cross-coupling term Cnp ,
which has a standard error of around 18%. The parameter estimate with the highest degree of
confidence is that for the rudder control power Cnζ , whose standard error is approximately 3%
of the estimated value.
Unsmoothed Regressors Smoothed Regressors
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
Cnβ 0.698 16.39 0.656 17.02
Cnp 1.623 17.94 1.770 16.89
Cnr 1.015 16.12 0.938 15.77
Cnξ 0.890 13.44 0.850 14.05
Cnζ 1.008 2.99 1.013 2.88
Table 4.1: Estimates of yawing moment derivatives
Inspection of the aileron and rudder inputs used for parameter estimation reveals that, while the
aileron doublets were being applied, the rudder was also being deflected by a small amount.
This automatic rudder input is used to counteract an uncommanded yawing motion experienced
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by the aircraft when it rolls. Because some relationship exists between the aileron input and
the rudder input, there is potential for the estimates of Cnξ and Cnζ to be highly correlated.
Ideally, for system identification purposes, this function should be disengaged during the flight
tests. However, analysis of the correlation coefficients, shown in Table 4.2, indicated that the
two derivatives were sufficiently independent, with ρ = 0.4102. In fact, Table 4.2 shows that
all the derivatives and the corresponding regressors could be considered independent of each
other, as none of the correlation coefficients exceeded the 0.9 guideline.
Cnβ Cnp Cnr Cnξ Cnζ
Cnβ 1 0.4534 0.0776 0.2758 0.1649
Cnp - 1 0.2793 0.7555 0.2182
Cnr - - 1 0.2658 0.2810
Cnξ - - - 1 0.4102
Cnζ - - - - 1
Table 4.2: Correlation coefficients for yawing moment
estimates - unsmoothed regressors
Theil’s inequality analysis was also applied to the residuals. The values obtained were,
U = 0.1406, UB = 0.0211, UV = 0.0210, UC = 0.9579
Recall from Section 4.5 that a good agreement between the measured response and the identi-
fied model is indicated by U being in the range 0.25-0.3 or under, the bias and variance portions,
UB and UV , being close to zero and the covariance portion approaching a value of 1. There-
fore, Theil’s inequality analysis suggests that the parameter estimates and the identified model
provide a satisfactory fit to the response recorded from the aircraft. Figure 4.9 shows the yaw-
ing moment coefficient derived from the measured data against the response of the identified
model, calculated using the equation,
yˆ = Xθˆ (4.7.4)
and also shows an accurate visual match between the measured and identified responses.
The analysis presented above was then repeated but with the regressors smoothed using the
Fourier smoothing algorithm outlined in Section 4.3. The resulting parameter estimates are also
shown in Table 4.1 along with their standard errors. As can be seen, the derivative values were
very close to those obtained with the unsmoothed regressors. There was also little difference
between the standard error values obtained from the two cases. In Appendix B, it is shown that
the presence of noise in the regressors leads to an increase in the parameter variance. Therefore,
the close match between the standard errors can be taken as an indicator of the low noise levels
in the sensors. The correlation coefficients found from the smoothed regressors, displayed in
Table 4.3, were close to those in Table 4.2 and Theil’s analysis yielded very similar results to
those for the unsmoothed case,
U = 0.1389, UB = 0.0214, UV = 0.0205, UC = 0.9581
Figure 4.10 shows the identified time history of Cn achieved with the smoothed regressors
plotted against the measured response.
To validate the parameter estimates and assess the predictive capability of the identified model,
a comparison was made to a set of “unseen” flight test data not used for the preceding parameter
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Figure 4.9: Measured and identified yawing moment
responses - unsmoothed regressors
Cnβ Cnp Cnr Cnξ Cnζ
Cnβ 1 0.4405 0.0972 0.2803 0.1616
Cnp - 1 0.3144 0.7844 0.2561
Cnr - - 1 0.2872 0.2950
Cnξ - - - 1 0.4168
Cnζ - - - - 1
Table 4.3: Correlation coefficients for yawing moment
estimates - smoothed regressors
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Figure 4.10: Measured and identified yawing moment
responses - smoothed regressors
estimation process. This data contained another aileron doublet and a rudder doublet, as shown
in Figure 4.11. A predicted response was generated using Equation (4.7.4), with measurements
of the dependent variable z and the regressors X coming from the unseen set of data but the
parameter values in θˆ being those from the analysis on the first set of flight test data given
in Table 4.1. Theil’s inequality was then used to assess the match between the measured and
predicted responses. The results were,
U = 0.1165, UB = 0.0063, UV = 0.0419, UC = 0.9517
Again, Theil’s inequality analysis indicated an excellent fit between the measured and predicted
responses, further confirming the veracity of the parameter estimates and the identified model.
Figure 4.12 contains time histories of the measured and predicted responses. This process
of validation illustrated above is the basis for the proof-of-match assessment performed when
developing training simulators, described earlier in Chapter 2.
4.8 UAV Nonlinear Yawing Moment Example
In Equation (4.2.1), it was assumed that the relationship between the dependent variable y and
the n regressors X1, X2,. . .,Xn was linear. However, linear models tend to be valid for only
a very small portion of the flight envelope and it is often desirable to have a model which
can adequately describe the aircraft’s behaviour over a range of flight conditions. This will
undoubtedly require a model which is nonlinear. Least squares estimation can still be used to
estimate the parameters for a nonlinear model provided that the equations of motion are linear
in terms of the parameters to be estimated. A simple example is to modify the non-dimensional
pitching moment equation in (4.4.2) to the following,
Cm = Cm0 + Cmαα + Cmα2α
2 + Cmq qˆ + Cmηη (4.8.1)
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Figure 4.11: Aileron and rudder inputs for validation
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Figure 4.12: Measured and predicted yawing moment
responses for validation process
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where the derivative Cm
α2
has been included to account for the nonlinear effect of changes
in the pitching moment with respect to the square of the angle of attack. Equation (4.8.1) is
now nonlinear in the regressors, because of the appearance of α2, but remains linear in the
parameters. Therefore, least squares regression can still be used for the estimation problem.
The change in the stability and control derivatives over the flight condition can be described
efficiently using spline functions [134, 31]. Spline functions are defined as piecewise poly-
nomials [130], where piecewise implies that the polynomials are different for specific ranges
of the variables that define the flight conditions, such as angle of attack or Mach number. At
the locations where the piecewise polynomials join, known as knots, the function values and
derivatives must agree.
Second degree spline functions were used to model the directional stability Cnβ and rudder
control power Cnζ as functions of sideslip angle. The range of sideslip angles analysed was -15
to 15 deg and allowed asymmetric effects to be investigated. The remaining yawing moment
derivatives Cn0 , Cnp , Cnr and Cnξ were assumed to be independent of β. Hence, the yawing
moment equation can be written as,
Cn(β) = Cn0 + Cnβ(β)β + Cnp pˆ+ Cnr rˆ + Cnξξ + Cnζ(β)ζ (4.8.2)
Using rudder control power as an example, Cnβ(β) and Cnζ(β) were modelled in the following
manner,
Cnζ (β) = Cnζ (0) + Cnζββ + Cnζβ2β
2 +
k∑
i=1
Dβi(β − βi)2+ (4.8.3)
where,
(β − βi)2+ =
{
(β − βi)2 β ≥ βi
0 β < βi
(4.8.4)
and βi is the ith of the k knot locations. The associated parameters Dβi are constants that quan-
tify the contribution of each spline and are estimated along with the aerodynamic derivatives.
The knots were located at nine angles of sideslip between -15 and 15 degrees, with the number
of unknown parameters to be determined being 28. Data from 27 manoeuvres, covering the
angle of sideslip range, was used for the estimation process. Figures 4.13 and 4.14 show the
variations of Cnβ and Cnζ with sideslip identified from the data. The results suggested that
the values of both derivatives vary significantly with changes in β and that the variations were
asymmetric about the origin. Also shown on the plots are the parameter estimates from the
linear analysis outlined in Section 4.7, which was carried out on data recorded at β = 0 deg. For
both derivatives, there was a satisfactory agreement between the values obtained from the linear
analysis and those for the nonlinear estimation. The estimate from Section 4.7 for Cnβ was
0.698 and the nonlinear estimate, at β = 0 deg, was 0.764, while for Cnζ the linear and nonlinear
estimates were 1.008 and 0.876 respectively. Estimates for the remaining yawing moment
derivatives are given in Table 4.4, with the values from Section 4.7 repeated in the second
column. There is a close match between the linear and nonlinear values of Cnξ . However,
a greater discrepancy exists in the estimates for the damping derivatives Cnp and Cnr , with
the magnitudes of the nonlinear estimates being smaller in size compared to the values from
Section 4.7. The final column of Table 4.4 shows the standard errors of the nonlinear estimates
(corrected for coloured residuals). The standard errors are all around 10% or under, indicating
a strong confidence in all of the estimates values.
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Figure 4.13: Variation of directional stability Cnβ with
sideslip
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Figure 4.14: Variation of directional stability Cnζ with
sideslip
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θˆNL θˆL 100[s/|θˆ|]
Cnp 0.813 1.623 9.03
Cnr 0.558 1.015 10.74
Cnξ 0.982 0.890 4.83
Cn0 0.500 - 8.11
Table 4.4: Comparison of yawing moment derivatives
from linear and nonlinear analysis
The results of Theil’s inequality analysis for the residuals were,
U = 0.3922, UB = 0.0000, UV = 0.1538, UC = 0.8462
The value of the inequality coefficient U was relatively high, based on the 0.25-0.3 guideline
stated in Section 4.5. The variance portion was also significant, suggesting that the identified
model might be poor in duplicating the variability of the true system. However, the bias portion
was negligibly small, indicating that there was no systematic error in the identified model, and
the covariance portion was also relatively close to 1. Figure 4.15 shows the time histories of the
measured and identified responses from the nonlinear analysis for the four data segments used
for parameter estimation in Section 4.7. Again, visually, a relatively good fit was achieved,
although the identified model tended to under-predict the values of Cn at the peaks.
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Figure 4.15: Measured and identified yawing moment
responses
For validation, the nonlinear model was used to predict the aircraft’s response to two rudder
inputs not used in the parameter estimation process and the predicted response was then com-
pared to the unseen measured response. These two rudder inputs are shown in Figure 4.16
and the measured and predicted yawing moment responses are shown in Figure 4.17. Quali-
tatively, there was a good fit between the measured and predicted responses although, as with
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Figure 4.15, the model tended to under-predict the values of Cn at the peaks. Theil’s inequality
analysis was also applied to the predicted residuals with the results as follows,
U = 0.2242, UB = 0.0376, UV = 0.1507, UC = 0.8116
The inequality coefficient fell below the 0.25-0.3 region, indicating a satisfactory fit between
the measured and predicted responses. The bias portion was also small. However, the variance
portion could be considered relatively high.
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Figure 4.16: Rudder inputs for validation process
The above analysis illustrated that ordinary least squares regression can be used for estimating
parameters in a nonlinear model, provided that the model is linear in the parameters. However,
the method cannot be implemented if the equations of motion are nonlinear in terms of the
parameters to be estimated. This is the case when estimating aerodynamic derivatives from
nonlinear regions of the flight envelope, such as near or post-stall. A simpler example of the
equations being nonlinear in the parameters, often encountered in practice, is if the measured
variables contain time delays relative to each other. Accurate knowledge of time delays is
important as it has been shown that time shifts in the data lead to degraded estimates of the
stability and control derivatives, particularly if the time shift is in the control input [135]. There
are a number of way of dealing with time shifts, with two approaches investigated during this
research. The simplest method is to inspect the data and manually shift any delayed variable
to synchronise it with the others. This generally means that the time shift has to be approx-
imated as a multiple of the data sampling time ∆t. Interpolation could be used to overcome
this constraint but introduces another, potentially time-consuming, pre-processing step prior to
estimation. A more rigorous approach is to include the time delays in the vector of unknown
parameters to be determined. However, as mentioned above, this leads to the estimation prob-
lem becoming nonlinear and ordinary least squares regression cannot be used in this situation.
Instead, manual time shifting of variables must be applied. An example of this process is
presented next.
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Figure 4.17: Measured and predicted yawing moment
responses for validation process
4.9 DEMON Dutch Roll Example
When performing parameter estimation on data from the dynamic wind tunnel models, it was
necessary to account for a time delay caused principally by the need to transmit and receive
data through the wireless network. The block diagram in Figure 4.18 illustrates the process of
transmitting and logging the data. The control inputs were time-logged when the user command
was applied at the ground station and the resultant response was time-logged when the data was
received from the sensors. Ideally, all input and output data should have been time-logged by
a processor onboard the wind tunnel models, thus removing the time delay. However, because
the instrumentation used was large purchased off-the-shelf, this option was viewed as being
impractical.
The state-space equations of motion incorporating a time delay can be written in the general
form,
x˙(t) = Ax(t) + Bu(t− τ ) (4.9.1)
y(t) = Cx(t) + Du(t− τ ) (4.9.2)
Hence, although the wind tunnel model dynamics were linear, attempting to estimate the ele-
ments of τ makes the parameter estimation process nonlinear. Another difficulty was that the
time delay was not constant for every manoeuvre but was found to vary approximately between
0.23 and 0.35 seconds.
For the example presented here, inspection of a segment of data, containing a 1-1-2 input to
the rudder of the 1/3 scale DEMON model, revealed a delay of around 0.26 seconds between
the command being sent to the model and the resultant response being received. Hence, the
rudder input data, shown in Figure 4.19, was time shifted forward by 0.26 sec to match the
sensor measurements, before least squares estimation was carried out to find estimates of the
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Figure 4.18: Transmission and logging of data
derivatives in following equation,[
v˙
r˙
]
=
[
0 −VT
nv nr
] [
v
r
]
+
[
0
nζ
]
ζ +
[
bv˙
br˙
]
(4.9.3)
The additional terms, bv˙ and br˙, are lumped bias parameters which account for uncertainty in
the control inputs and the initial conditions of the states [34]. These are unknowns so had to be
estimated along with the stability and control derivatives. Although the wind tunnel speed was
known (30 m/s), the VT term in the equations of motion was also treated as an unknown to be
determined.
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Figure 4.19: 1-1-2 input applied to the rudder
The equation error approach deals with each of the equations of motion separately, hence esti-
mation was carried out twice - once for v˙ as the dependent variable and once with r˙ as dependent
variable. For the lateral velocity equation, the regressors were simply r and a vector of 1s to
account for the bias term. For the yaw equation, v and ζ were also included as regressors.
In the example outlined in Section 4.7, it was shown that for the UAV data, recorded using
conventional instrumentation, the results of least squares estimation obtained with unsmoothed
regressors matched closely to those determined using smoothed regressors. It could therefore
be concluded that the noise in these high accuracy sensors was low enough that it did not
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adversely affect the least squares estimates. To investigate the effects of noise in the measure-
ments from the MEMS IMU, the results of a similar analysis will be presented here. Initially
no smoothing was performed on the regressors (although smoothing was still performed before
differentiating v and r to obtain the dependent variables). The resulting estimates are shown in
the first column of Table 4.5 alongside the associated standard errors expressed as a percentage
of the estimated parameter values. Again, the correction for coloured residuals was applied.
Despite the regressors being unsmoothed, the standard errors of the least squares estimates are
all acceptably low. Figure 4.20 shows the time histories of lateral acceleration v˙ and yaw accel-
eration r˙ plotted against the responses obtained from the identified model and indicates a close
fit between the two.
Unsmoothed Regressors Smoothed Regressors
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
VT 29.4739 0.25 29.5486 0.25
nv 3.3571 1.99 3.3691 1.97
nr -2.0834 11.37 -2.1140 11.16
nζ -5.9186 7.42 -5.9894 7.32
bv˙ 0.9621 4.05 0.9668 4.00
br˙ 0.8828 19.05 0.8910 18.72
Table 4.5: Estimates of DEMON dutch roll derivatives
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Figure 4.20: Measured and identified responses for
DEMON lateral and yaw acceleration - unsmoothed
regressors
The pair-wise correlation coefficients for the parameter estimates are given in Table 4.6. The
values all fell below the 0.9 guideline, hence the estimated parameters and corresponding re-
gressors can be considered to be sufficiently independent. Because the lateral velocity and yaw
rate equations are treated separately, correlation between the lateral force derivatives and the
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yawing moment derivatives cannot be calculated. Theil’s inequality analysis was applied to the
residuals of both v˙ and r˙ and the following results were found,
v˙ : U = 0.0175, UB = 0.0000, UV = 0.0003, UC = 0.9997
r˙ : U = 0.0753, UB = 0.0000, UV = 0.0057, UC = 0.9943
VT bv˙ nv nr nζ br˙
VT 1 0.1051 - - - -
bv˙ - 1 - - - -
nv - - 1 0.1261 0.2017 0.0112
nr - - - 1 0.6670 0.1382
nζ - - - - 1 0.1543
br˙ - - - - - 1
Table 4.6: Correlation coefficients for DEMON dutch roll
derivatives - unsmoothed regressors
The above process was then repeated but with the Fourier smoothing technique applied to the
regressors before estimation. The estimated values and standard errors are also shown in Table
4.5. In comparison to the case of the unsmoothed regressors, the parameter values were very
similar. As expected, when the regressors were smoothed the standard errors decreased, how-
ever this increase in the confidence of the parameter values was marginal. The pair-wise cor-
relation coefficients calculated for the smoothed regressors are displayed in Table 4.7. Again,
the values were very similar between the two cases. The match between the dependent vari-
ables derived from measurement and those predicted by the model are shown in Figure 4.21.
Theil’s inequality analysis gave the following results for the match between the measured and
identified responses,
v˙ : U = 0.0128, UB = 0.0000, UV = 0.0002, UC = 0.9998
r˙ : U = 0.0753, UB = 0.0000, UV = 0.0057, UC = 0.9943
VT bv˙ nv nr nζ br˙
VT 1 0.1082 - - - -
bv˙ - 1 - - - -
nv - - 1 0.1240 0.1975 0.0124
nr - - - 1 0.6709 0.1405
nζ - - - - 1 0.1566
br˙ - - - - - 1
Table 4.7: Correlation coefficients for DEMON dutch roll
derivatives - smoothed regressors
From the above analysis, there were no significant differences between the results obtained
with the unsmoothed regressors and those achieved when the regressors were smoothed. This
suggests that the noise levels in the measurements provided by the MEMS IMU were not large
enough to significantly degrade the least squares estimates and that the data provided by the
unit was of good enough quality to obtain reliable parameter estimates.
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Figure 4.21: Measured and identified responses for
DEMON lateral and yaw acceleration - smoothed
regressors
For the validation step, a rudder doublet manoeuvre was applied to the identified model to
generate a predicted response and was compared to the measured data for the same input.
The measured and predicted time histories are shown in Figure 4.22 and the results of Theil’s
inequality analysis for the predicted dependent variables were,
v˙ : U = 0.0186, UB = 0.0000, UV = 0.0003, UC = 0.9997
r˙ : U = 0.1321, UB = 0.1002, UV = 0.0280, UC = 0.8712
Hence, there was good agreement between the measured and predicted responses, although the
value of UB for yaw acceleration could be considered to be on the high side.
Looking again at the derivative values in Table 4.5, it can be seen that there were significant
differences between some of the equation error parameter estimates and the DEMON a priori
values, given in Equation (2.5.4) in Chapter 2, which were used to design the multistep inputs.
The directional stability nv was around half the size of the empirical estimate, while there
were factors of around 3 between the a priori and least squares estimates of the yaw damping
term nr and the rudder control power nζ . However, the standard errors, correlation coefficients
and the analysis of the residuals all indicated that the parameter estimates were reliable and
the identified model was validated against a second segment of data. Therefore, it can be
concluded that, despite the a priori information being limited, the design of the 1-1-2 input
was still adequate to excite the DEMON yaw dynamics. If this were not the case, the standard
errors and correlation coefficients would have been higher. Most likely, this observation is due
to the ability of the multistep inputs to excite a wide band of frequencies.
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Figure 4.22: Measured and predicted DEMON dutch roll
responses for rudder doublet validation manoeuvre
4.10 Hawk Short Period Example
To further investigate the effects of noise in the MEMS IMU data on least squares estimates,
the process outline above was repeated on measurements recorded from the 1/12 scale Hawk.
The manoeuvre used in this example was a 3-2-1-1 input to the elevator, shown in Figure 4.23,
and the equations of interest were,[
w˙
q˙
]
=
[
0 VT
mw mq
] [
w
q
]
+
[
0
mη
]
η +
[
bw˙
bq˙
]
(4.10.1)
where bw˙ and bq˙ are bias terms similar to those estimated in the previous example. The velocity
term VT was, again, also treated as an unknown. A time delay of 0.31 seconds in the elevator
input was found from inspection of the data and removed prior to estimation.
The least squares estimates were, again, obtained first without any smoothing of the regressors.
The parameter values and their standard errors are given in Table 4.8. As in the example
presented in Section 4.9, despite no smoothing being performed on the regressors, the standard
errors indicated a high level of confidence in the derivative values, with all parameters having
standard errors below 10%. The pair-wise correlation coefficients of the estimates were also
all below the 0.9 guideline, as shown in Table 4.9, and Theil’s inequality analysis indicated an
accurate match between the measured response and the identified model,
w˙ : U = 0.0448, UB = 0.0000, UV = 0.0020, UC = 0.9980
q˙ : U = 0.1506, UB = 0.0000, UV = 0.0227, UC = 0.9773
The time histories of w˙ and q˙ from both the measurements and identified model are plotted
in Figure 4.24. It can be seen, particularly in the plot for pitch acceleration, that the responses
obtained from the identified model contain a high frequency oscillatory component. This is due
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Figure 4.23: Plot of the 3-2-1-1 input applied to the
Hawk’s elevator
Unsmoothed Regressors Smoothed Regressors
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
VT 28.8759 1.14 28.9443 1.12
mw -1.3313 3.58 -1.3495 3.73
mq -3.7722 9.08 -3.8208 9.24
mη -2.2053 6.39 -2.2330 6.38
bw˙ 0.5494 3.84 0.5508 3.79
bq˙ 0.3509 7.02 0.3564 6.98
Table 4.8: Estimates of Hawk short period derivatives
VT bw˙ mw mq mη bq˙
VT 1 0.3983 - - - -
bw˙ - 1 - - - -
mw - - 1 0.3178 0.4047 0.4288
mq - - - 1 0.7039 0.2198
mη - - - - 1 0.3571
bq˙ - - - - - 1
Table 4.9: Correlation coefficients for Hawk short period
derivatives - unsmoothed regressors
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to an undesirable structural vibration in the wind tunnel rig that was found to predominantly
affect the longitudinal motion variables. Its presence can be seen in Figure 4.25, which shows
a plot of the Fourier sine series coefficients of the angle of attack data against frequency. The
Fourier sine series coefficients with large amplitudes located at frequencies below 3Hz belong
to the model’s rigid-body dynamics. Above 3Hz, the amplitudes reduce to a relatively small
and constant value, corresponding to noise in the data. However, the amplitudes increase again
at approximately 8-9Hz. This is caused by the structural vibration. Note that the time histories
of w˙ and q˙ derived from the measurement do not contain the effects of the vibration as the data
was smoothed prior to differentiation. Therefore, the results presented above indicated that
statistically reliable parameter estimates were still achieved despite the data being corrupted by
the vibration.
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Figure 4.24: Measured and identified responses for Hawk
normal and pitch acceleration - unsmoothed regressors
Again, the estimation process was repeated but with the regressors smoothed to remove the
presence of the vibration and measurement noise. The least squares estimates and correspond-
ing standard errors are given in the right hand side of Table 4.8. As with the example in Section
4.9, the parameter values found with smoothed regressors were very similar to those for the un-
smoothed case. There was also little change in the standard errors of the estimates. The same
was true for the correlation coefficients, which are displayed in Table 4.10 for the smoothed
regressors. From Theil’s analysis, the following match between the measured and identified
responses was obtained,
w˙ : U = 0.0379, UB = 0.0000, UV = 0.0014, UC = 0.9986
q˙ : U = 0.1419, UB = 0.0000, UV = 0.0201, UC = 0.9799
The above figures indicate a slight improvement in the match in comparison to the unsmoothed
case. Again, however, the improvement is not significant. Therefore, although MEMS sensors
have a reputation for providing noisier outputs in comparison to more traditional instrumenta-
tion types, the analysis outlined here, as well as in Section 4.9, suggests that the noise corrupting
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Figure 4.25: Fourier sine series coefficients for angle of
attack against frequency
the outputs from the MEMS IMU was not great enough to affect the least squares estimates.
Figure 4.26 shows the measured and identified responses for w˙ and q˙ when the regressors were
smoothed. This time, the effects of the structural vibration were not observed.
VT bw˙ mw mq mη bq˙
VT 1 0.3995 - - - -
bw˙ - 1 - - - -
mw - - 1 0.3129 0.4148 0.4463
mq - - - 1 0.6871 0.2079
mη - - - - 1 0.3674
bq˙ - - - - - 1
Table 4.10: Correlation coefficients for Hawk short period
derivatives - smoothed regressors
For the validation process, an elevator doublet was applied to the identified model to create
the predicted response. The comparison to the measured data is illustrated in Figure 4.27 and
shows that visually the predicted response fitted closely to the measured data. Theil’s analysis
also suggested the predicted response was an accurate match to the measured response,
w˙ : U = 0.0529, UB = 0.0032, UV = 0.0019, UC = 0.9949
q˙ : U = 0.1796, UB = 0.0150, UV = 0.0473, UC = 0.9377
In comparison to the analysis presented for the DEMON in the previous section, the least
squares estimates in Table 4.8 match more closely to the a priori values given in Chapter 2, with
the two sets of values agreeing with each other in within around 20%. This was to be expected,
as the Hawk model was a more conventional configuration which had been extensively analysed
in previous research projects.
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Figure 4.26: Measured and identified responses for Hawk
normal and pitch acceleration - smoothed regressors
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Figure 4.27: Measured and predicted Hawk short period
response for elevator doublet validation manoeuvre
Chapter 5
Output Error Method
5.1 Introduction
As described in the previous chapter, the aim of the equation error approach is to find a model
for the aircraft dynamics which matches dependent variables derived from flight test data. A
drawback of the method is that the regressors are assumed to be free of errors. In practice, the
measured data is always corrupted by noise and systematic errors. If these errors are signifi-
cant, this can lead to inaccurate parameter estimates. A different formulation for the estimation
process is the output error method, in which the objective is to find a model which matches the
measurements from the aircraft. Because a direct comparison is being made between the mea-
sured outputs z and estimated outputs yˆ, measurement noise in the output variables is explicitly
accounted for. However, the relationship between the unknown parameters to be determined
θ and the aircraft output variables y can be nonlinear. Thus the estimation problem itself is
nonlinear, which requires a more computationally complex algorithm. For aircraft parameter
estimation, the maximum likelihood principle is used to solve the output error formulation.
Maximum likelihood estimation is a probabilistic approach, the idea being that the correct val-
ues of the unknown parameters are those that are most likely to have led to the observed aircraft
response. Mathematically, a likelihood function is formed and the parameter estimates are the
values that optimise this function.
5.2 Maximum Likelihood Estimation
Consider the following equation for the measurements from an aircraft,
z = y + ǫ = g[x, u, θ] + ǫ (5.2.1)
The form of the function g, relating the output variables y to the unknown parameters in θ, is
assumed to be known but is, in general, nonlinear in the parameters. The variable ǫ is now
the vector of output errors, which are assumed to be due to measurement noise. The output
errors are specified by the probability density function denoted p(ǫ) and assumed to be a white,
Gaussian random variable with zero mean and covariance R,
ǫ ~ N[0,R]
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The above assumptions regarding the nature of the measurements are sometimes referred to as
the Fisher model [31]. The likelihood function for the Fisher model is then defined as,
L(z; θ) = p(z|θ) (5.2.2)
where p(z|θ) denotes the conditional probability of obtaining z given that the unknown param-
eters are θ. Note, however, that the unknown parameter vector θ is not a random variable so the
probability density function p(θ) is undefined. Therefore, assuming that the measurement er-
rors ǫ are Gaussian, it follows that the measurement vector z is also Gaussian and the likelihood
function becomes [31, 34],
L(z; θ) = [(2π)ny |R|]− 12 exp
[
−1
2
N∑
i=1
[z(i)− y(i)]TR−1[z(i)− y(i)]
]
i = 1, 2, . . . , N
(5.2.3)
where ny is the number of output variables measured from the aircraft and N is again the
number of data points.
The properties of maximum likelihood estimation can be investigated in a similar way to that
used to study least squares estimates in Appendix B. Derivations of the maximum likelihood
characteristics are more involved than for least squares, hence will not be developed here but
can be found, for example, in texts by Eykhoff [136] and Jategaonkar [34]. The properties of
maximum likelihood estimates can be stated as follows,
• The estimates are asymptotically unbiased, with the expected value of θˆ approaching the
true value θ as the number of data points increases,
lim
N→∞
E[θˆ] = θ
• The estimates are consistent i.e. as the number of data points increases, θˆ approaches θ,
θˆ → θ as N →∞
• The estimates are asymptotically efficient. For a parameter covariance P,
P → M−1 as N →∞
where M is the Fisher’s information matrix introduced earlier in Section 2.3. The infor-
mation matrix can be written in terms of the likelihood function as follows,
M ≡ E
[{
∂ lnL(z; θ)
∂θ
}{
∂ lnL(z; θ)
∂θ
}T]
= −E
[
∂2 lnL(z; θ)
∂θ∂θT
]
(5.2.4)
The main diagonal elements of M−1 are the lower bounds on the parameter variances and
thus, represent the maximum achievable accuracy of the parameter estimates. These are
known as the Cramer-Rao bounds and are specified by the Cramer-Rao inequality,
P ≥ M−1 (5.2.5)
• The estimates are asymptotically normal. That is, as the number of data points increases,
the distribution of θˆ tends towards a normal distribution with mean θ and covariance
M−1,
θˆ ~ N
[
θ,M−1
]
as N →∞
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5.3 Minimisation of Cost Function
The estimates of θ are those that maximise the function in Equation (5.2.3). However, it is
more convenient computationally to minimise the negative logarithm of the function. This is
permissible because the logarithm is a monotonic function [31],
θˆ = min
θ
[− lnL(z; θ)] (5.3.1)
so the cost function to be minimised for maximum likelihood estimation is,
J(θ,R) = − lnL(z; θ) = 1
2
N∑
i=1
[z(i)−y(i)]TR−1[z(i)−y(i)]+N
2
ln |R|+Nny
2
ln(2π) (5.3.2)
From Equation (5.3.2), J is a function of both the unknown parameters θ and the measurement
noise covariance R. For most cases, R is unknown and must be estimated. However, rather than
include the elements of R in θ, the noise covariance is estimated separately by differentiating
the right hand side of the cost function (5.3.2) with respect to R, setting the resulting expression
to zero and solving for R,
Rˆ = 1
N
N∑
i=1
[z(i)− yˆ(i)][z(i)− yˆ(i)]T = 1
N
N∑
i=1
υ(i)υT (i) (5.3.3)
where yˆ is the vector of predicted outputs, calculated using an estimate of the unknown param-
eters θˆ, and υ is again used to denote the residuals. It is usually assumed that the measurement
noise for the ny outputs are uncorrelated with each other. Hence, only the diagonal elements of
Rˆ are determined.
The estimate Rˆ is then substituted back into Equation (5.3.2) to obtain the cost function which
must be minimised to find the estimates of the unknown parameters,
J(θ) =
1
2
N∑
i=1
[z(i)− yˆ(i)]T Rˆ−1[z(i)− yˆ(i)] = 1
2
N∑
i=1
υ
T (i)Rˆ−1υ(i) (5.3.4)
Again, the output vector y has been replaced with the estimate yˆ and the last two terms in
Equation (5.3.2) have been ignored in Equation (5.3.4) as they are independent of θ. The cost
function in Equation (5.3.4) can now be minimised to find the next estimate θˆ.
The two step strategy outlined above leads to the estimation problem being solved iteratively.
The procedure can be summarised as follows,
1. Choose initial estimates for the unknown parameters θˆ.
2. Calculate the predicted outputs yˆ, the residuals υ and the estimate of the noise covariance
matrix Rˆ.
3. Minimise J(θ) with respect to θ to find the updated parameter estimates θˆ.
4. Return to Step 2 and repeat until convergence is achieved.
Typically, the initial values for θˆ used to begin the iterative process come from a priori sources
of information, such as semi-empirical analysis, or least squares regression.
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A number of different optimisation techniques can be used to minimise the cost function in
Equation (5.3.4) and find the parameter estimates. The most frequently used method for de-
termining aircraft stability and control derivatives is the modified Newton-Raphson technique,
which has been shown to have good convergence rates even when a large number of unknowns
are to be determined [137]. The algorithm for the modified Newton-Raphson approach is out-
lined below.
To start with, assume that the parameter vector at the (k+1)th iteration θk+1 can be represented
as a small perturbation ∆θ from the parameter vector at the previous iteration θk. Then a Taylor
series expansion can be used to describe the cost function J(θk+1) as follows,
J(θk+1) = J(θk +∆θ) ≈ J(θk) + ∆θT ∂J
∂θ
∣∣∣∣
θ=θk
+∆θT
∂2J
∂θ∂θT
∣∣∣∣
θ=θk
∆θ (5.3.5)
where terms higher than second-order are considered to be negligibly small. The minimum of
the cost function is found from differentiating Equation (5.3.5) with respect to θ and setting the
resulting expression to zero,
∂J
∂θ
∣∣∣∣
θ=θk+1
≈ ∂J
∂θ
∣∣∣∣
θ=θk
+
∂2J
∂θ∂θT
∣∣∣∣
θ=θk
∆θ = 0 (5.3.6)
Rearranging Equation (5.3.6), the update in the parameter estimate from the kth iteration to the
(k + 1)th is found to be,
∆θ = −
[
∂2J
∂θ∂θT
∣∣∣∣
θ=θk
]−1
∂J
∂θ
∣∣∣∣
θ=θk
(5.3.7)
and the new parameter estimation vector is,
θˆk+1 = θˆk +∆θ (5.3.8)
where it is assumed that the inverse exists for the second gradient of the cost function with
respect to the parameters, known as the Hessian matrix for optimisation problems. Equation
(5.3.7) is the Newton-Raphson algorithm. Note that the second gradient of the cost function
with respect to the parameters is also Fisher’s information matrix M in a slightly different form
to that given in Equation (5.2.4).
The next stage in the development of the method is to find expressions for the first and second
gradients of J with respect to θ. The first gradient is found from Equation (5.3.4),
G = ∂J
∂θ
= −
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1[z(i)− yˆ(i)] (5.3.9)
An expression for the information matrix (given earlier in Equation (2.3.6))is then obtained by
differentiating Equation (5.3.9) with respect to θ,
M = ∂
2J
∂θ∂θT
=
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]
−
N∑
i=1
[
∂2yˆ(i)
∂θ∂θT
]T
Rˆ−1[z(i)− yˆ(i)] (5.3.10)
The first gradient of the output variables y to the unknown parameters θ are termed the output
sensitivities, the calculation of which is dealt with in the Section 5.5. As mentioned in Section
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2.3, the determination of the second gradient of y with respect to θ is more complex. However,
it is again observed that, because of the presence of the residual, the second term on the right
hand side of Equation (5.3.10) will become less significant as the parameter estimates near their
true value. Therefore, the information matrix can be approximated as,
M = ∂
2J
∂θ∂θT
≈
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]
(5.3.11)
When the above approximation is used in Equation (5.3.7), the algorithm is known as the
modified Newton-Raphson, or Gauss-Newton, technique.
5.4 Calculation of the Estimated Output
The calculation of the estimated output vector for the ith data point yˆ(i) requires knowledge
of the aircraft state vector x(i). As the aircraft state equation is usually a differential equation
of some form, the propagation of x from the ith to the (i + 1)th data point is achieved using a
method of integration. Considering first a linear system described by the Equations (2.3.1) and
(2.3.2), given earlier in Section 2.3,
x˙(t) = Ax(t) + Bu(t), x(0) = x0 (5.4.1)
y(t) = Cx(t) + Du(t) (5.4.2)
The propagation of the aircraft state vector x can be performed by converting Equation (5.4.1)
into its discrete-time form,
x(i+ 1) = Φx(i) + ΨBu¯(i) (5.4.3)
where u¯ is the average of the control inputs at the two discrete time points i.e.,
u¯(i) =
1
2
[u(i+ 1)− u(i)] (5.4.4)
The term Φ is known as the state transition matrix and Ψ is its integral,
Φ = eA∆t, Ψ =
∫ ∆t
0
eAτdτ (5.4.5)
The matrix exponential in these two terms is usually approximated using a Taylor series expan-
sion,
Φ = eA∆t ≈ I + A∆t+ A2∆t
2
2!
+ · · · (5.4.6)
Ψ =
∫ ∆t
0
eAτdτ ≈ I∆t+ A∆t
2
2!
+ A2∆t
3
3!
+ · · · (5.4.7)
where ∆t is again the data sampling time. The output is then found from,
y(i+ 1) = Cx(i+ 1) + Du(i+ 1) (5.4.8)
However, a different approach is required if the aircraft dynamics are nonlinear. This time,
consider a system described by the equations,
x˙(t) = f [x(t), u(t), θ], x(0) = x0 (5.4.9)
y(t) = g[x(t), u(t), θ] (5.4.10)
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where, again, f and g are nonlinear functions of the states variables, input variables and the
stability and control derivatives. The state variable vector is then propagated forward in time
using the equation,
x(t+∆t) = x(t) +
∫ t+∆t
t
f [x(t), u(t), θ]dt (5.4.11)
Rather than trying to find an exact solution, it is more convenient to solve Equation (5.4.11)
using numerical integration. The most commonly applied numerical integration techniques
for aircraft applications are the Runge-Kutta methods, in particular the fourth-order technique
[34, 31]. The development of this algorithm will not be presented here but can be found in a
number of sources, including the text by Chapra and Canale [138]. The fourth-order Runge-
Kutta method estimates the gradient of the function at four points between t and t+∆t,
f1 = f [x(t), u(t), θ]
f2 = f [x + f1∆t/2, u¯, θ]
f3 = f [x + f2∆t/2, u¯, θ]
f4 = f [x + f3∆t, u¯, θ]
(5.4.12)
In discrete form, the state vector at the (i+ 1)th data point is then calculated from,
x(i+ 1) = x(i) +
(f1 + 2f2 + 2f3 + f4)∆t
6
(5.4.13)
and the output vector is obtained from Equation (5.4.10). Note that the Runge-Kutta method
could also be applied to a system of linear equations and the resulting output vector should
match that generated using Equation (5.4.8).
5.5 Calculation of the Output Sensitivities
Having calculated the estimate of the output vector yˆ using one of the approaches discussed in
the previous section, the sensitivities of the outputs to changes in the parameter estimates must
be established. Again, considering first a linear system represented by Equations (5.4.1) and
(5.4.2), the sensitivities with respect to the jth parameter can be found analytically from,
d
dt
(
∂x
∂θj
)
= A ∂x
∂θj
+
∂A
∂θj
x +
∂B
∂θj
u,
∂x(0)
∂θj
= 0 (5.5.1)
∂y
∂θj
= C ∂x
∂θj
+
∂C
∂θj
x +
∂D
∂θj
u, j = 1, 2, . . . , nθ (5.5.2)
These expressions were given earlier in Equations (2.3.8) and (2.3.9). Converting the above
equations into discrete-time form gives,
∂x(i+ 1)
∂θj
= Φ
∂x(i)
∂θj
+
∂Φ
∂θj
x(i) + Ψ
∂B
∂θj
u¯(i) +
∂Ψ
∂θj
Bu¯(i) (5.5.3)
∂y(i+ 1)
∂θj
= C∂x(i+ 1)
∂θj
+
∂C
∂θj
x(i+ 1) +
∂D
∂θj
u(i+ 1) (5.5.4)
There is a large computation cost associated with calculating the partial derivatives of Φ and
Ψ with respect to θj. Therefore, the following approximation is suggested for Equation (5.5.3)
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[139, 34],
∂x(i+ 1)
∂θj
≈ Φ∂x(i)
∂θj
+ Ψ
∂A
∂θj
x¯(i) + Ψ
∂B
∂θj
u¯(i) (5.5.5)
where,
x¯(i) =
1
2
[x(i+ 1)− x(i)] (5.5.6)
For nonlinear equations of motion, the output sensitivities can be determined numerically, with
the partial derivative of the output vector with respect to the jth parameter calculated approxi-
mately from,
∂y(i)
∂θj
≈ yp(i)− y(i)
δθj
≈ g[xp(i), u(i), θ + δθj ]− g[x(i), u(i), θ]
δθj
(5.5.7)
where δθj is a perturbation in the jth parameter, while xp and yp are the perturbed state and
output vectors, respectively, resulting from δθj . The perturbed state and output vectors are
calculated in a similar manner to that outlined in Section 5.4, the exception being that θ is
replaced with θ + δθj . A perturbation is introduced to one parameter at a time.
The value chosen for δθj must be small enough to ensure that the approximation is valid for
the true sensitivities but large enough to avoid problems due to round-off errors. It is best
to choose a perturbation value relative to the magnitude of the current parameter estimates,
however the relative perturbations recommended by analysts varies widely. Jategaonkar [34]
suggests a value of δθj = 10−6θˆj , while Klein and Morelli [31] advocate a much larger value of
δθj = 0.01θˆj. Larger perturbations may be required for a parameter if a change in its value has
little effect on the system response in comparison to other parameters. During the course of
this research, relative perturbations of both 10−6θˆj and 0.01θˆj were tried but it was found that
the choice did not significantly affect the final parameter estimates. Note that if the starting or
current estimate for θj is zero then the perturbed parameter estimate (θˆj + δθj) should be set to
a small value, for example 0.01.
Equation (5.5.7) is a forward difference approximation. A more accurate way of determining
the output sensitivities is with a central difference approximation,
∂y(i)
∂θj
≈ g[xp(i), u(i), θ + δθj ]− g[x−p(i), u(i), θ − δθj ]
2δθj
(5.5.8)
The drawback of using equation (5.5.8) instead of (5.5.7) is that twice as many perturbation
states and outputs need to be calculated. However, the number of iterations that need to be
carried out before convergence is achieved will reduce if more accurate approximations of the
sensitivities are used [31].
5.6 Algorithmic Variations
In general, the modified Newton-Raphson algorithm works well. However, it has been found
to have a tendency to perform poorly when close to the minimum of the cost function, experi-
encing intermediate local divergence or stalling [137, 34]. As well as this, if the initial estimate
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of θ is far away from the optimum values, then the method may struggle to find the minimum.
These deficiencies happen for a number of reasons. Firstly, the calculation of the parameter
update, given by Equation (5.3.7), assumes that the cost function is quadratic in terms of the
unknown parameters [137, 31, 34]. In reality, the relationship between the cost function and θ
is more complex. Secondly, a number of approximations are used to calculate ∆θ, such as for
the information matrix in Equation (5.3.11) and the output sensitivities in Section 5.5, leading
to numerical errors.
A number of modifications to the modified Newton-Raphson method have been proposed to
overcome the above problems. To avoid poor performance when near to the cost function
minimum, some form of step size control can be introduced once the direction of the update
∆θ has been determined. The simplest method for stepsize control is an engineering approach
explained as follows,
1. Calculate ∆θ and determine θˆk+1 = θˆk +∆θ.
2. Calculate new value of cost function J(θˆk+1). If J(θˆk+1) > J(θˆk), then the modified
Newton-Raphson update has overshot the cost function minimum Jmin and local diver-
gence has occurred.
3. Recalculate new parameter estimates using θˆk+1 = θˆk +∆θ/2.
4. Calculate new value of cost function J(θˆk+1). If J(θˆk+1) > J(θˆk), then return to Step 3
and half ∆θ again.
5. Iterate on Steps 3 and 4 until J(θˆk+1) < J(θˆk). If J(θˆk+1) > J(θˆk) after 10 halvings of
∆θ then θˆk are the final parameter estimates.
The choice of a maximum of 10 halvings of the original modified Newton-Raphson update
means that ∆θ will have been reduced by a factor of 210 = 1024 after the tenth iteration [34].
If, at this point, the new cost function is still greater than the previous value, then it can be
concluded that, essentially, convergence was achieved on the kth iteration. While this simple
approach will improve the algorithm performance close to the minimum, it does not help the
convergence if the initial parameter estimates are far away from the optimum.
A more suitable technique may be the use of a line search [140, 141, 28]. The equation for the
update to the parameter estimates is modified to become,
θˆk+1 = θˆk + αk∆θ (5.6.1)
where αk is a scalar. Once the basic modified Newton-Raphson update has been calculated, a
one-dimensional search is used to find the value of αk which leads to the maximum reduction
in the cost function for the kth iteration. Because, αk can take a value greater than 1, the
convergence region is widened. Any line search algorithm can be used. A quadratic line search
was shown to have good performance by Foster [140].
The Levenberg-Marquardt method is another variation of the basic modified Newton-Raphson
algorithm. The calculation of the parameter update is modified to the following,
∆θ = −(M + λI)−1G (5.6.2)
where λ is a scalar known as the Levenberg-Marquardt parameter. The value of λ is assessed
at each iteration and, if necessary, varied to again achieve the maximum reduction in the cost
function. The process of determining λ is outlined below [34],
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1. Choose an initial value for λ, typically 0.001 or 0.01.
2. At the kth iteration, determine a value for λk based on the previous value λk−1 from the
expression λk = λk−1/ν, where ν is termed the reduction factor. The value of ν is always
greater than 1, with a typical value of 10.
3. For λk and λk−1, determine the two parameter update vector from Equation (5.6.2). These
are denoted ∆θ when the previous value λk−1 is used and ∆θν when the calculation
utilises the reduced value λk.
4. Calculate the two resulting values of the cost function, denoted J(θˆk) and J(θˆ
ν
k) and
compare these values with the value from the previous iteration J(θˆk−1).
5. (a) If J(θˆνk) ≤ J(θˆk−1) then set λk = λk−1/ν and use the reduced value of λ for the next
iteration k+1.
(b) If J(θˆνk) > J(θˆk−1) but J(θˆk) < J(θˆk−1) then keep the value of λ at λk−1 for the
(k + 1)th iteration.
(c) Otherwise, if J(θˆνk) > J(θˆk−1) and J(θˆk) > J(θˆk−1) then the cost function has not
reduced from (k − 1)th value. Increase λk using the expression λk = λk−1ν and repeat
Steps 3 to 5 until conditions (a) or (b) are satisfied.
At first glance, a drawback with the Levenberg-Marquardt method may be the extra compu-
tational burden, as ∆θ has to be determined at least twice for each iteration. However, the
majority of the computational cost associated with the output error method is the calculation of
the information matrix M. As the information matrix only has to be determined once for each
iteration of the Levenberg-Marquardt method, the extra computational burden is not as severe
as it first appears. The Levenberg-Marquardt method has been found to perform well when
close to the cost function minimum and for starting estimates far from the optimum [34].
Direct search methods of optimisation, as opposed to the gradient-based method such as the
modified Newton-Raphson algorithm, are also available [34]. However, studies have shown
that direct search methods are much slower than the gradient techniques for aircraft param-
eter estimation problems [142, 143]. Also direct search methods do not readily provide the
information about the accuracy of the parameter estimates that gradient methods do.
5.7 Convergence Criteria
A number of different criteria can be used to determine if convergence has been achieved and
the final parameter estimates have been obtained. One or more of the following checks are
typically used [31, 34, 133],
• Small relative change in the cost function J for consecutive iterations
• Absolute values of the elements of ∆θ are small
• Absolute values of the elements of the cost function gradient ∂J/∂θ are small
• Small relative change in the elements of the covariance matrix Rˆ
Output Error Method 89
For the cost function, a “small relative change” is typically considered to be,∣∣∣∣∣J(θˆk+1)− J(θˆk)J(θˆk)
∣∣∣∣∣ < 0.001 (5.7.1)
with the cost function value determined using Equation (5.3.4). Alternatively, the cost function
value is defined as the determinant of the covariance matrix [34],
J(θ) =
∣∣∣Rˆ∣∣∣ (5.7.2)
The other checks for convergence can be expressed as,∥∥∥θˆk+1 − θˆk∥∥∥∥∥∥θˆk∥∥∥ < 0.001 (5.7.3)∣∣∣∣ ∂J∂θj
∣∣∣∣ < 0.05 ∀j, j = 1, 2, . . . , nθ (5.7.4)∣∣∣∣(rˆjj)k+1 − (rˆjj)k(rˆjj)k
∣∣∣∣ < 0.05 ∀j, j = 1, 2, . . . , ny (5.7.5)
where ‖‖ denotes the norm of a vector i.e. the square root of the sum of squares of its elements
and rˆjj is the estimate of the jth diagonal element of Rˆ.
Based on the discussion in Sections 5.3 to 5.6, it is clear that the computational complexity
of the modified Newton-Raphson method is significant in comparison to ordinary least square
regression presented in Chapter 4. With the level of modern computing power available, how-
ever, convergence of the modified Newton-Raphson algorithm can be achieved rapidly. To help
clarify the process, Figure 5.1 shows the steps involved in implementing the algorithm.
5.8 Accuracy of Parameter Estimates and Identified Model
The Fisher information matrix M is the basis for assessing the accuracy of maximum likelihood
parameter estimates and was approximated in Equation (5.3.11) as,
M ≈
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]
(5.8.1)
One of the properties of maximum likelihood estimation, introduced in Section 5.2, was that
they are asymptotically efficient. The number of data pointsN typically used for aircraft param-
eter estimation is large, therefore the following approximation is used to estimate the parameter
covariance matrix,
P ≈ M−1 ≈
{
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
[
∂yˆ(i)
∂θ
]}−1
(5.8.2)
In other word, the variance of each parameter is estimated as the Cramer-Rao lower bound. The
square root of the jth diagonal elements of the matrix in Equation (5.8.2) is the standard error
of the jth parameter estimate which, again, is assumed to approximate the scatter of parameter
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Figure 5.1: Computational steps for modified
Newton-Raphson algorithm
Output Error Method 91
estimates calculated from repeated manoeuvres. The off-diagonal elements are the pair-wise
correlation coefficients ρ between the parameter estimates.
Section 4.6 contained a discussion on the equation error residuals in practice being coloured,
rather than white, due to errors in the model specification. This led to the standard errors being
inconsistent with the scatter in estimates obtained from repeated manoeuvres and required that
a correction be applied in the calculation of the parameter covariance matrix P. A similar prob-
lem is encountered with maximum likelihood estimates as, in Section 5.2, the output errors ǫ
were also assumed to be white. To account for coloured residuals in maximum likelihood esti-
mation, the calculation of the parameter covariance matrix in Equation (5.8.2) can be modified
as follows [133, 31],
P ≈ M−1
[
N∑
i=1
[
∂yˆ(i)
∂θ
]T
Rˆ−1
N∑
j=1
Rˆǫǫ(i− j)Rˆ−1∂yˆ(i)
∂θ
]
M−1 (5.8.3)
where Rˆǫǫ is, again, the estimate of the autocorrelation matrix for the residuals, obtained from
Equation (4.6.4),
Rˆǫǫ(k) = 1
N
N−k∑
i=1
υ(i)υ(i+ k) = Rˆǫǫ(−k) k = 0, 1, 2, . . . , l (5.8.4)
The index k is the time separation of the residuals, with l denoting the maximum time differ-
ence. The value for l is, again, typically N /5.
5.9 UAV Short Period Example
To illustrate the use of the output error method, the technique was used to estimate the stability
and control derivatives of a longitudinal, short period model from the BAE Systems UAV data.
The short period can be described by the equation,[
w˙
q˙
]
=
[
zw zq
mw mq
] [
w
q
]
+
[
zη
mη
]
η +
[
bw˙
bq˙
]
(5.9.1)
The outputs used for the estimation process were angle of attack α and pitch rate q which, for
the short period approximation, are assumed to be related to the state variables by the following
expressions, [
α
q
]
=
[
1/Ue 0
0 1
] [
w
q
]
+
[
0
0
]
η +
[
bα
bq
]
(5.9.2)
where Ue is the axial velocity component of the aircraft at trim. The output bias terms, bα
and bq , are additional unknowns to be determined. Like those in the state equations, bα and
bq account for uncertainty in the initial conditions and control inputs. They can also comprise
of systematic errors in the measured outputs which have not been removed during the data
compatibility check [34]. Because the bias terms in Equations (5.9.1) and (5.9.2) take into
account some of the same phenomena, it is not always necessary to include both state and
output bias terms in the equations of motion. For example, with the short period example
presented here, the output biases were found to be negligible so bα and bq were removed from
Equation (5.9.2). The analysis also indicated that the control derivative zη was insignificant,
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Figure 5.2: Elevator inputs for parameter estimation
hence this term was also removed from the equations of motion. The estimation process utilised
three data segments, each containing an elevator doublet. These are shown in Figure 5.2.
Prior to performing estimation with the output error technique, the equation error method was
used to estimate the derivatives. The equation error estimates were then used as the initial values
for the modified Newton-Raphson algorithm, with the initial cost function value, calculated
from Equation (5.7.2), being J1 = 0.0033. The modified Newton-Raphson algorithm was then
executed. The output sensitivities were calculated using the forward difference formula in
Equation (5.5.7) and the simple parameter halving approach for dealing with intermediate local
divergence was implemented, although no local divergence occurred. The algorithm converged
in 10 iterations, with a final cost function value of J10 = 4.0591×10−9. The computational
time required to achieve convergence was very short, tcomp = 1.61 sec. Table 5.1 displays the
final parameter estimates obtained from the output error method, along with the results from
the equation error method. The standard errors of the estimates obtained using both techniques
and corrected for the effects of coloured residuals are also given. The measured time histories
of angle of attack and pitch rate are plotted in Figure 5.3 along with the responses predicted
using the identified model. In general, there is good agreement between the output error and
the equation error estimates. The magnitudes of the standard errors obtained with the two
algorithms also match closely, although the standard errors for zw are somewhat large at around
21%.
The correlation coefficients for the parameter estimates are shown in Table 5.2. Because the
output error method analyses each of the equations of motion simultaneously (unlike the equa-
tion error method which deals with each equation separately), the correlation between normal
force and pitch moment derivatives can be determined. Table 5.2 indicates that all parameters
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Output Error Equation Error
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
zw 0.768 21.49 0.496 21.78
zq 1.155 7.98 1.147 4.95
mw 0.937 9.88 1.007 7.47
mq 1.310 10.93 -2.3805 7.72
mη 1.046 4.49 0.914 3.98
bw˙ 0.8380 14.89 0.9639 18.85
bq˙ -0.0455 16.26 -0.0452 17.04
Table 5.1: Estimates of short period derivatives from
output error and equation error methods
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Figure 5.3: Measured and identified responses for output
error method
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were sufficiently independent. The results from Theil’s inequality analysis were as follows:
α : U = 0.1161, UB = 0.0076, UV = 0.0203, UC = 0.9721
q : U = 0.0983, UB = 0.0004, UV = 0.0093, UC = 0.9902
which again indicated a good match between the measured response and the identified model.
zw zq bw˙ mw mq mη bw˙
zw 1 0.4732 0.2160 0.5056 0.1390 0.1430 0.3550
zq - 1 0.5938 0.2086 0.4185 0.3035 0.2188
mw - - 1 0.3320 0.0941 0.2123 0.1849
mq - - - 1 0.6996 0.1156 0.3010
mη - - - - 1 0.1197 0.0900
bw˙ - - - - - 1 0.3229
bq˙ - - - - - - 1
Table 5.2: Correlation coefficients for short period
parameter estimates
To test the robustness of the modified Newton-Raphson algorithm to starting values being far
away from the optimum, the parameter estimation analysis was repeated again but with the
initial values given in the second column of Table 5.3. Note that, as well as being far from the
optimum values, the initial estimates for zw, mq and mη also had incorrect signs. When the
modified Newton-Raphson algorithm was run, the initial cost function value was J1 = 7.5596,
which was around three orders of magnitude greater than the initial cost function value from
the first run. However, the algorithm still managed to converge, obtaining the same parameter
estimates as those for the first run. This was achieved in 15 iterations, with the final cost func-
tion value again being J15 = 4.0591×10−9, and after a time of tcomp = 2.08 sec. Intermediate
divergence was encountered on the eighth and tenth iteration but was dealt with successfully
by the parameter halving routine.
Estimation was then repeated one more time, but with the initial values of all stability and con-
trol parameters set to 1 and the bias parameters set to 0 (third column of Table 5.3). This time
the modified Newton-Raphson algorithm failed to converge. Estimation using the Levenberg-
Marquardt method, which has been found to be more robust to poor starting values, was then
tried and convergence was achieved in 35 iterations and tcomp = 7.88 sec. Again, the resulting
parameter values were identical to those in Table 5.1. The convergence of the Levenberg-
Marquardt algorithm is shown in Table 5.4, with the values of the Levenberg-Marquardt pa-
rameter λ given in the second column and the cost function value in the third. As can be seen,
with the poor starting values for the parameters, the cost function was extremely large at J =
7.3660×1050. An initial value of 0.01 was used for λ and, after the first iteration first, the cost
function had reduced to 1.9821×10−6. On the third iteration, the value of λ had to be increased
to 100 before a reduction of J was achieved. Over the next few iterations, λ was reduced grad-
ually back to 0.01 and this value was retained until the 31st iteration. As the method converged
on the cost function minimum, λ was successively reduced by an order of magnitude until it
reached 1×10−6 on the 35th iteration, at which point convergence was achieved.
The results above indicate that while, in theory, the modified Newton-Raphson algorithm can
perform poorly when the initial parameter values are inaccurate, the method is relatively ro-
bust (however, further investigation would be required to confirm this). Convergence was still
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2nd Run θˆ1 3rd Run θˆ1
zw 1.000 1.000
zq 20.000 1.000
mw -0.005 1.000
mq 1.0000 1.000
mη 1.0000 1.000
bw˙ 0.000 0.000
bq˙ 0.000 0.000
Table 5.3: Variations of starting
estimates for output error methods
Iteration λ J
1 1×10−2 7.3660×1050
2 1×10−2 1.9821×10−6
3 1×102 1.7473×10−6
4 1×101 1.1011×10−6
5 1×100 6.3785×10−7
6 1×10−1 2.0751×10−7
7 1×10−1 6.6570×10−8
.
.
.
.
.
.
.
.
.
31 1×10−2 1.4453×10−8
32 1×10−3 4.4356×10−9
33 1×10−4 4.0680×10−9
34 1×10−5 4.0593×10−9
35 1×10−6 4.0591×10−9
Table 5.4: Convergence history of
Levenberg-Marquardt method
reached on the second run despite the starting estimates being far from the optimum values and
some of the derivative estimates having incorrect signs. It was only in the extreme case when
the initial estimates were all set to 1 that the modified Newton-Raphson algorithm could not
find a solution, in which case the Levenberg-Marquardt method was applied successfully to ob-
tain the estimates. Therefore, in the majority of practical cases encountered, if it is not possible
to obtain starting values using the equation error method, the a priori estimates from, for ex-
ample, semi-empirical analysis should be accurate enough that the modified Newton-Raphson
method converges. This should be true even for the case of unconventional UAVs for which
the semi-empirical estimates may be unreliable. For rare cases where the algorithm fails, the
Levenberg-Marquardt method should provide better performance.
For validation, the identified model was used to predict the response to an elevator input not
used for the parameter estimation step. The input time history is shown in Figure 5.4 along
with a comparison of the unseen measured data and the predicted response for angle of attack
and pitch rate. As can be seen, a close visual match between the measured and predicted
responses was obtained for both motion variables. Theil’s inequality analysis also suggested a
close match between the measured and predicted data, although the variance portions for both
angle of attack and pitch rate could be considered large,
α : U = 0.1391, UB = 0.0000, UV = 0.1923, UC = 0.8067
q : U = 0.121, UB = 0.0000, UV = 0.2082, UC = 0.7918
5.10 DEMON Dutch Roll Example
As described in Chapter 4, when estimating the derivatives of the wind tunnel models, it was
necessary to account for a time delay between the input and the measured response. For least
squares regression, the delay was dealt with simply by manually shifting the input variables
to match the outputs. However, as the output error method is capable of handling nonlinear
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Figure 5.4: Measured and predicted responses due to an
elevator input for validation process
estimation problems, it provides a means for estimating the time delay [144]. Additional sub-
routines are required, which permit the input variable to be shifted in time and ensure that the
estimated time delay is a multiple of the sampling time ∆t. When calculating the output sensi-
tivities with respect to the time delay using the forward difference formula in Equation (5.5.7),
∆t is also used as the perturbation value.
An example is presented here for a 1-1-2 input to the rudder of the 1/3 scale DEMON UAV.
Note that a different data segment to that used earlier in Section 4.9 was analysed for this
example. The state equations for this case were,[
v˙(t)
r˙(t)
]
=
[
0 −VT
nv nr
] [
v(t)
r(t)
]
+
[
0
nζ
]
ζ(t− τζ) (5.10.1)
where τζ is the delay in the rudder input. The output variables used for the analysis were
sideslip β and yaw rate r, assumed to be related to the state variables by the expressions,[
β(t)
r(t)
]
=
[
1/VT 0
0 1
] [
v(t)
r(t)
]
+
[
0
0
]
ζ(t− τζ) +
[
bβ
0
]
(5.10.2)
The starting parameter values for the modified Newton-Raphson algorithm were taken to be a
priori estimates calculated from a simulation model of the full-sized aircraft and given earlier
in Equations (2.5.4). These are given in the last column of Table 5.5. Note that, initially, it was
assumed the time delay τζ was zero. The converged output error parameter estimates are also
shown in Table 5.5, along with their standard errors. For this example, the output error method
was relatively slow to converge, requiring 67 iterations and a time of tcomp = 24.27 sec. The
initial cost function value was J1 = 0.0017 and the final value was J67 = 8.9012×10−7.
Table 5.5 shows that the standard errors of VT , nv, nr and nζ were relatively high, with figures
of around 20 % and over. There was less uncertainty in the estimated value of τζ = 0.33 sec,
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θˆ 100[s/|θˆ|] θˆ1
VT 30.6678 23.39 30
nv 3.4638 23.34 6.156
nr -2.4524 22.98 -6.326
nζ -6.2552 20.35 -2.283
τζ 0.33 0.50 0
bβ -0.0119 7.23 0
Table 5.5: Estimates of DEMON dutch roll derivatives
from output error method - Run 1
with the standard error being just 0.5 %. The possible cause of some of the standard errors
being high was found when analysing the correlation coefficients, shown in Table 5.6, which
suggested high correlation between VT and nv, with ρ = 0.9717.
yr nv nr nζ τζ bβ
yr 1 0.9717 0.0115 0.3303 0.0914 0.0433
nv - 1 0.0684 0.4177 0.0871 0.1493
nr - - 1 0.7524 0.0714 0.2483
nζ - - - 1 0.0541 0.4302
τζ - - - - 1 0.0232
bβ - - - - - 1
Table 5.6: Correlation coefficients for DEMON dutch roll
parameter estimates - Run 1
Because of this high correlation, the modified Newton-Raphson algorithm was run again, with
the same initial values, but with VT held fixed at 30. Again, the algorithm took 67 iterations
to converge, with tcomp = 21.91 sec. The final cost function value was slightly lower than that
for the first run - J67 = 8.7504×10−7. The resulting estimates are shown in Table 5.7 and the
new correlation coefficients are given in Table 5.8. There was little change in the estimated
parameter values from the first run but the standard errors for nv and nζ had reduced in size.
The uncertainty in the estimate of nr remained virtually unchanged. With VT held fixed, Table
5.8 shows that the remaining parameters were all sufficiently independent. It was also noted that
the output error estimates, given in Table 5.7, were in close agreement with the least squares
estimates presented in Section 4.9.
Theil’s inequality analysis for the second run gave the following results,
β : U = 0.1114, UB = 0.0000, UV = 0.0275, UC = 0.9725
r : U = 0.0742, UB = 0.0108, UV = 0.0000, UC = 0.9892
indicating a good fit between the measured response and the identified model. Figure 5.5 shows
plots of the measured and identified responses, along with the rudder input.
For validation, a rudder doublet was applied to the identified model to produce a predicted
response and compared with the unseen measured data for the same manoeuvre. This is shown
in Figure 5.6. Note that for the doublet input, the time delay was 0.27 sec rather than 0.33 sec,
therefore some additional shifting had to be done manually to synchronise the input and output
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θˆ 100[s/|θˆ|] θˆ1
VT 30* - 30
nv 3.5406 3.83 6.156
nr -2.4519 22.89 -6.326
nζ -6.2944 16.04 -2.283
τζ 0.33 0.50 0
bβ -0.0119 5.70 0
* - parameter held fixed
Table 5.7: Estimates of DEMON dutch
roll derivatives from output error method
- Run 2
nv nr nζ τζ bβ
nv 1 0.2419 0.4321 0.0066 0.8106
nr - 1 0.7935 0.0767 0.2451
nζ - - 1 0.0914 0.4707
τζ - - - 1 0.0192
bβ - - - - 1
Table 5.8: Correlation coefficients for
DEMON dutch roll parameter estimates -
Run 2
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Figure 5.5: Measured and identified responses for a 1-1-2
input to the rudder
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variables. Theil’s inequality analysis was also used to assess the match between the measured
and predicted responses. The results were,
β : U = 0.1882, UB = 0.0000, UV = 0.1412, UC = 0.8588
r : U = 0.1364, UB = 0.0000, UV = 0.1029, UC = 0.8971
Overall, the fit between the measured and simulated responses is satisfactory. The values of
U , for both β and r are below 0.25 and the bias portions are negligible. The variance portions,
however, are quite high, particularly for β.
From the analysis outlined above, it was shown that the modified Newton-Raphson algorithm
can be used successfully to estimate time delays in the data. Due to the high sampling rate used
when conducting the experiments, the restriction that the time delay had to be a multiple of ∆t
was not found to be a problem. However, some additional subroutines had to be added to the
basic algorithm, which increased the complexity of the estimation process. It was also found
that a relatively large number of iterations were required to reach convergence. Further, when
validating the identified model, the time delay in the doublet data was different from that for
the 1-1-2 input. Therefore, additional shifting of the input had to be done manually during the
validation process. The estimation of time delays is also possible in the frequency domain and
is, in some respects more straightforward, as will be discussed in Chapter 6.
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Chapter 6
Frequency Domain Estimation
6.1 Introduction
The least squares regression and maximum likelihood methods, presented in Chapters 4 and
5 respectively, can also be applied in the frequency domain. As mentioned in Section 1.1,
frequency domain estimation is widely used for rotorcraft identification. However, it finds a
number of applications in fixed-wing estimation as well. The approach allows the analysis to be
restricted to a given band of frequencies, which is useful, for example, if trying to separate the
aircraft’s rigid-body dynamics from higher frequency structural modes. Also, many methods
of control system design and handling qualities assessment are performed in the frequency
domain, in which case frequency domain estimation results may be directly applicable. Prior
to performing estimation, the measured data must be transformed into the frequency domain,
hence this issue will be dealt with next.
6.2 Transformation of Data
The basis for converting the measured data into the frequency domain is the finite Fourier
transform. For a variable x(t), this can be written as,
x˜(f) =
∫ T
0
x(t)e−j2πftdt (6.2.1)
where ˜ denotes the transformed variable, f the frequency in Hertz and T is the length of time
of the data under analysis. When x is measured at N discrete, evenly spaced points in time
Equation (6.2.1) can be approximated by,
x˜(f) ≈ ∆t
N−1∑
i=0
x(i)e−j2πfi∆t i = 0, 1, 2, . . . , N − 1 (6.2.2)
Note that the time index i starts at 0. The frequencies for a conventional Fourier transform are
chosen as,
fk =
k
N∆t
k = 0, 1, 2, . . . , N − 1 (6.2.3)
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which can be expressed in radians as,
ωk = 2πfk = 2π
k
N∆t
(6.2.4)
Then the approximation to the finite Fourier transform becomes,
x˜(k) ≈ ∆t
N−1∑
i=0
x(i)e−j(2πk/N)i = ∆tX(k) k = 0, 1, 2, . . . , N − 1 (6.2.5)
where the summation X(k) is termed the discrete Fourier transform (DFT). The calculation
of the DFT is not carried out directly due to its computational cost. Instead, the fast Fourier
transform (FFT) algorithm is used.
The approximation presented above, however, is not suited to aircraft rigid-body estimation
problems [31, 6]. The discrete frequencies used for transforming the data are fixed according
to N and ∆t. As aircraft rigid-body dynamics are generally located within a region at low
frequencies, computational time will be wasted by calculating the DFT for frequencies that are
not of interest. Further, the accuracy of the approximation of the finite Fourier transform using
Equation (6.2.5) degrades with increased frequency ω and sampling time ∆t. The resolution
of the transformed data also becomes coarse as N decreases, which can lead to important
components of the signal being omitted.
A better method is the use of the chirp z-transform, which decouples the frequency resolution
from the length of the data, meaning that the user can choose the frequency band of interest.
The accuracy of the transform is improved by combining the chirp z-transform with an inter-
polation scheme to obtain the values of x, based on the sampled data x(i) and, because the
interpolation approximates the continuous time function x(t) rather than x(t)e−jωt, the accu-
racy of the transform is not dependent on the chosen frequencies. A common method used for
this purpose is cubic Lagrange polynomial interpolation [145]. When transforming the data,
choices must be made regarding the upper and lower frequencies of interest and the resolu-
tion of the discrete frequencies within this band. The upper frequency limit can be determined
by performing the Fourier analysis described earlier in Section 4.3, while a commonly cho-
sen lower limit, in Hertz, is 2/T [31, 128], where T is the time length of data under analysis.
This means that, for each discrete frequency, there are at least two full sinusoidal waveforms
in the transformed data. For problems concerning aircraft rigid-body dynamics, the frequency
resolution is typically selected to be around 0.02 or 0.04 Hz [31, 128].
6.3 Least Squares Regression
The formulation of the least squares regression algorithm in the frequency domain is carried
out in a similar manner to that outlined in Section 4.2 for the time domain. The regression
equation can be written in matrix form as,
z˜ = X˜θ + ǫ˜ (6.3.1)
where the variables are the same as those defined in Equation (4.2.3), except that the mea-
surements of the dependent variable z, the regressors X and the equation errors ǫ have been
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transformed to the frequency domain. The equation errors are assumed to have the following
properties,
E[ǫ˜] = 0 and E[ǫ˜ǫ˜†] = σ2I
where the superscript † denotes the complex conjugate transpose. The cost function to be
minimised is defined as,
J(θ) = ǫ˜†ǫ˜ = (z˜− X˜θ)†(z˜− X˜θ) (6.3.2)
which leads to the least squares estimate of θ,
θˆ =
[
Re
(
X˜†X˜
)]−1
Re
(
X˜†z˜
)
(6.3.3)
Note that, as the parameter vector is assumed to be real, only the real parts of X˜ and z˜ are
required for the calculation. The covariance matrix of the parameter estimates is found from,
P = E
[
(θˆ − θ)(θˆ − θ)†
]
= σ2
[
Re
(
X˜†X˜
)]−1
(6.3.4)
The predicted dependent variable is given by,
ˆ˜y = X˜θˆ (6.3.5)
and the residuals are determined as,
υ˜ = z˜− ˆ˜y (6.3.6)
6.4 Maximum Likelihood Estimation
The major difference between the time domain and frequency domain output error formula-
tions, both solved using maximum likelihood estimation, is that the method is limited to linear
systems in the frequency domain. This is because the finite Fourier transform is a linear op-
erator [146]. Least squares regression in the frequency domain can still be used for problems
which are nonlinear in the regressors, but linear in the parameters, as the nonlinear regressors
are generated in the time domain prior to their transformation.
The linear system dynamics can be described in the frequency domain by the following set of
equations,
jωkx˜(ωk) = Ax˜(ωk) + Bu˜(ωk) (6.4.1)
y˜(ωk) = Cx˜(ωk) + Du˜(ωk) (6.4.2)
z˜(ωk) = y˜(ωk) + ǫ˜(ωk) k = 0, 1, 2, . . . , N − 1 (6.4.3)
where j =
√−1. Note that, in the frequency domain, the state equation (6.4.1) is no longer a
differential equation and can be solved algebraically. The properties of the output errors ǫ˜ are,
E[ǫ˜] = 0 and E[ǫ˜ǫ˜†] = Sǫǫ
N
The term Sǫǫ is a real diagonal matrix whose elements are the power spectral densities of the
elements of ǫ. As with the time domain, the output error cost function is defined as the negative
logarithm of the likelihood function, resulting in,
J(θ) = N
N−1∑
k=0
ǫ˜
†(ωk, θ)S−1ǫǫ ǫ˜(ωk, θ) +N ln |Sǫǫ| (6.4.4)
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where the power spectral density matrix is estimated from the residuals,
Sˆǫǫ =
N−1∑
k=0
υ˜(ωk, θˆ)υ˜
†(ωk, θˆ) =
N−1∑
k=0
[
z˜− ˆ˜y(ωk, θˆ)
] [
z˜− ˆ˜y(ωk, θˆ)
]†
(6.4.5)
The modified Newton-Raphson algorithm can again be used to iteratively update the vector of
unknown parameters using Equation (5.3.7),
∆θ = −
[
∂2J
∂θ∂θT
]−1
∂J
∂θ
(6.4.6)
The gradient and information matrix are then obtained as,
G = ∂J
∂θ
= −2NRe


N−1∑
k=0
[
∂ ˆ˜y(ωk)
∂θ
]†
Sˆ−1
ǫǫ
υ˜(ωk, θˆ)

 (6.4.7)
M = ∂
2J
∂θ∂θT
≈ 2NRe


N−1∑
k=0
[
∂ ˆ˜y(ωk)
∂θ
]†
Sˆ−1
ǫǫ
[
∂ ˆ˜y(ωk)
∂θ
]
 (6.4.8)
6.5 Frequency Response Method
The output error method can also be formulated in terms of frequency response data. A fre-
quency response can be defined as the ratio of a system’s output per unit of control input as a
function of the control input frequency [6]. The output of a linear, time-invariant system can
be related to the input by the following expression,
y˜(t) =
∫ t
0
H(t− τ)u˜(τ)dτ (6.5.1)
where zero initial conditions were assumed. Taking the Laplace transform of Equation (6.5.1),
y˜(s) = H(s)u˜(s) (6.5.2)
where s is the Laplace operator and H is a matrix of transfer functions. For the system described
by Equations (6.4.1) and (6.4.2), the transfer function matrix can be obtained from,
H(s) = C(sI−A)−1B + D (6.5.3)
Replacing s with jω and rearranging Equation (6.5.2), the frequency response matrix is,
H(jω) = y˜(jω)
u˜(jω)
(6.5.4)
The frequency response matrix can also be expressed as,
H(jω) = |H(jω)| ejφ(ω) (6.5.5)
where,
|H(jω)| =
√
{Re[H(jω)]}2 + {Im[H(jω)]}2
φ(ω) = ∠H(jω) = tan−1
{
Im[H(jω)]
Re[H(jω)]
}
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The term |H(jω)| is the amplitude and φ(ω) is the phase.
Spectral densities are normally used for the determination of the frequency responses[6, 31].
Expressions for H(jω) in terms of spectral densities are developed as follows. Firstly, the input-
output relationship defined in Equation (6.5.1) is written in terms of correlation functions,
Ryu(τ) =
∫ ∞
0
H(t)Ruu(t+ τ)dt = Ruy(−τ) (6.5.6)
where Ryu is the cross-correlation function for the input and output and Ruu is the input auto-
correlation function,
Ryu(τ) = lim
T→∞
1
T
∫ T
0
y(t)u(t+ τ)dt (6.5.7)
Ruu(τ) = lim
T→∞
1
T
∫ T
0
u(t)u(t+ τ)dt (6.5.8)
The power spectral density functions are then obtained by applying the Fourier transform to the
correlation functions in Equations (6.5.7) and (6.5.8) giving,
Syu(jω) =
∫ ∞
0
Ryu(τ)e−jωτdτ (6.5.9)
Suu(jω) =
∫ ∞
0
Ruu(τ)e−jωτdτ (6.5.10)
Now, it can be shown that convolution in the time domain is equivalent to multiplication in the
frequency domain [31] so the Fourier transform of Equation (6.5.6) becomes,
Syu(jω) = H(jω)Suu(jω) (6.5.11)
and the spectral densities can be written as,
Syu(jω) = y˜(jω)u˜∗(jω) (6.5.12)
Suu(jω) = u˜(jω)u˜∗(jω) (6.5.13)
where * denotes the complex conjugate of a transformed variable. Therefore, the frequency
response matrix can be obtained from the spectral densities,
Hˆ(jω) =
Syu(jω)
Suu(jω)
=
y˜(jω)u˜∗(jω)
u˜(jω)u˜∗(jω)
(6.5.14)
Because of inaccuracies, direct calculation of the spectral densities from the Fourier transforms
in Equations (6.5.12) and (6.5.13) are not carried out. Practical approaches to calculating power
spectral densities for measured data can be found, for example, in texts by Bendat and Piersol
[147], Tischler [6] and Klein and Morelli [31].
The cost function to be minimised can be written in terms of frequency responses as follows,
J(θ) = N
N−1∑
k=0
[
H(k)− Hˆ(k, θ)
]†
Sˆ−1ǫǫ
[
H(k)− Hˆ(k, θ)
]
(6.5.15)
where H(k) is the frequency response matrix determined from the experimental data for the
kth frequency and Hˆ(k, θ) is an estimate of the frequency response matrix calculated using
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Equation (6.5.3) and estimates of the unknown parameters in the system matrices A, B, C and
D. Alternatively, the frequency responses can be partitioned into their amplitude and phase
components [6],
J(θ) =
20
N
N−1∑
k=0
wγ
[
wg
{
|H(k)| − |Hˆ(k, θ)|
}2
+ wp
{
∠H(k)− ∠Hˆ(k, θ)
}2]
(6.5.16)
where wg and wp are relative weightings for the amplitude and phase errors. Typically, wg =
1 and wp = 0.01745. The third weighting term, wγ , is dependent on the coherence at each
frequency, which is defined by the equation,
γ2yu(ω) =
|Syu(jω)|2
Suu(jω)Syy(jω)
(6.5.17)
Coherence is a measure of the fraction of the output spectrum Syy that is linearity attributed
to the input spectrum Suu at each of the discrete frequencies and indicates whether the system
being modelled is well characterised as a linear process in the frequency range of interest. The
coherence value falls between 0 and 1, with 1 indicating a perfectly linear relationship between
y and u. The cost function given in Equation (6.5.16) is that used for the frequency response
method encapsulated in the software program CIFER.
6.6 UAV Pitching Moment Example
The first example of frequency domain estimation presented here is analysis applied to the
UAV data, used previously in Section 5.9, containing three elevator doublets. In the previous
example, the modified Newton-Raphson algorithm in the time domain was used to estimate the
short period derivatives. This time, the results of frequency domain least squares regression to
find the non-dimensional pitching moment derivatives is outlined. The equation of motion for
this example is,
Cm = Cm0 + Cmαα + CmV Vˆ + Cmq qˆ + Cmηη (6.6.1)
Note the inclusion of the derivative CmV in Equation (6.6.1). This term was not used to ac-
count for any aircraft dynamics, as the airspeed is assumed to be constant for the short period
approximation, but instead used to model slight drifts in the airspeed during the manoeuvres.
This phenomenon has also been reported by Morelli [128].
When the data is transformed into the frequency domain, the Fourier transform removes all
biases and linear trends from the signals. Hence, for the pitching moment example, it was not
possible to estimate Cm0 and CmV (which models the pitching moment trend with airspeed)
in the frequency domain. These two derivatives were estimated separately in the time domain
using the output error method, which was carried out as normal but with the values ofCmα , Cmq
and Cmη held fixed at the estimates obtained from frequency domain least squares regression.
Table 6.1 displays the resulting parameter estimates from this two step process, along with
the standard errors for the estimates, which indicate a high level of confidence in the values.
The estimates and standard errors obtained from time domain least squares regression are also
shown for comparison. There is good agreement between the frequency domain and time
domain estimates and the magnitudes of the two sets of standard errors are very similar.
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With regards to the standard errors, it should be noted that for frequency domain estimation
a correction for coloured residuals is generally not applied as is done for the time domain.
The analysis is restricted to the frequencies in which the rigid-body dynamics are located and,
while it is in this band that the largest spectral components of the residuals are located, the
noise power over the rigid-body frequencies is relatively constant. This matches closely to
the assumption of white residuals with constant power over the frequency spectrum, hence no
correction needs to be applied. In practice, the additional factor of 2, introduction in Section
4.6, is still often needed to match the scatter in parameter estimates [132, 6], hence has still
been applied to the standard errors presented in this chapter.
Frequency Domain Time Domain
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
Cm0 0.947* 0.60 0.949 0.46
Cmα 1.002 7.19 1.096 8.47
CmV 0.880* 7.06 0.930 6.53
Cmq 1.367 6.14 1.218 7.43
Cmη 1.084 3.24 1.012 3.40
* - estimated separately in time domain
Table 6.1: Estimates of pitching moment derivatives from
frequency domain and time domain least squares
regression
Figure 6.1 shows a plot of the magnitude of the transformed pitching moment coefficient |C˜m|
against frequency for both the measured data and the identified model. Visually, an accurate
match between the two was achieved. Next, once the estimates of Cm0 and CmV were obtained,
it was possible to reconstruct the time history of the identified model and compare it against the
measured data. This is illustrated in Figure 6.2, along with the elevator inputs applied during
the three manoeuvres. Again, there is close agreement between the two responses and Theil’s
inequality analysis also indicated a satisfactory match,
U = 0.0220, UB = 0.0118, UV = 0.0008, UC = 0.9874
Figure 6.3 shows the measured and predicted pitching moment responses obtained from the
validation process, which used the elevator input displayed in the lower plot. Is can be seen
that the predicted response fitted closely to the unseen measured data. The results of Theil’s
inequality analysis for the validation process were,
U = 0.0236, UB = 0.0792, UV = 0.0008, UC = 0.9200
Again, this suggested that the predicted response provided an accurate match to the measured
response.
6.7 DEMON Short Period Example
Next, the frequency domain parameter estimation process used to establish the short period
derivatives of the DEMON model is illustrated. In this example, the data contained a 1-1-2
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Figure 6.1: Frequency domain fit between measured data
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Figure 6.2: Measured and identified responses for
elevator doublets
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Figure 6.3: Measured and identified pitching moment
responses to an elevator input for validation process
input to the elevator. As well as the stability and control derivatives, the time delay between the
control input and measured response was treated as an unknown parameter to be determined.
Repeating Equations (4.9.1) and (4.9.2), the linear state-space equations of motion incorporat-
ing a time delay on the input can be written as.
x˙(t) = Ax(t) + Bu(t− τ ) (6.7.1)
y(t) = Cx(t) + Du(t− τ ) (6.7.2)
When transformed to the frequency domain, the above expressions become,
jωx˜(ω) = Ax˜(ω) + Bu˜(ω)e−jωτ (6.7.3)
y˜(ω) = Cx˜(ω) + Du˜(ω)e−jωτ (6.7.4)
and the corresponding equations for the short period problem were,[
jωw˜(ω)
jωq˜(ω)
]
=
[
0 VT
mw mq
] [
w˜(ω)
q˜(ω)
]
+
[
0
mη
]
η(ω)e−jωτη (6.7.5)[
α˜(ω)
q˜(ω)
]
=
[
1/VT 0
0 1
] [
w˜(ω)
q˜(ω)
]
+
[
0
0
]
η(ω)e−jωτη (6.7.6)
Once again, the appearance of the time delay term τη makes the parameter estimation problem
a nonlinear one, hence it was not possible to use least squares regression. Instead, the modi-
fied Newton-Raphson algorithm was implemented to solve first an equation error formulation
followed by an output error problem. For the equation error method, the state derivatives were
treated as the measured values i.e.,
z˜(ω) =
[
jωw˜(ω)
jωq˜(ω)
]
(6.7.7)
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and the aim of the process was to find the parameter values which lead to a match between the
measured and predicted state derivatives. For the output error method, the goal was to seek
a model to match the transformed angle of attack and pitch rate signals α˜ and q˜ respectively.
Because the modified Newton-Raphson method is iterative, starting parameter estimates were
required for both methods. However, the equation error formulation is more robust to starting
values of the parameters in comparison with the output error method [31] and it was found that
the initial estimates for the equation error approach could all be set to zero without effecting
convergence. The final equation error estimates were then used as starting values for the output
error method.
The measured data was transformed with a lower frequency of around 0.67 Hz, an upper fre-
quency of approximately 5 Hz and a resolution of 0.02 Hz. The structural vibration in the test
rig, described in Section 4.10 and illustrated in Figure 4.25, of around 8-9 Hz was observed dur-
ing the experiments but, as the analysis was restricted to frequencies under 5 Hz, was removed
during the data transformation process.
The results obtained with the equation error and output error methods are displayed in Table
6.2. Convergence was achieved using the equation error formulation after tcomp = 20.92 sec and
92 iterations, while the output error method required tcomp = 23.00 sec and 44 iterations. The
values in Table 6.2 show good agreement between the estimates from the two approaches, while
the standard errors indicate high confidence in the estimates. Further, there was no excessive
correlation between any of the parameters as shown in Table 6.3. Figure 6.4 displays plots
of the magnitudes of the transformed angle of attack and pitch rate, |α˜| and |q˜| respectively,
against frequency for the measured data and the identified model.
Equation Error Method Output Error Method
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
VT 28.6316 0.59 28.1490 3.71
mw -3.7858 2.36 -3.7803 3.56
mq -11.6458 3.32 -11.4113 2.39
mη -2.0256 3.07 -2.0972 2.54
τη 0.3248 0.53 0.3259 0.45
Table 6.2: Estimates of DEMON short period derivatives
from frequency domain estimation
VT mw mq mη τη
VT 1 0.6215 0.1911 0.5803 0.2692
mw - 1 0.0821 0.7344 0.1103
mq - - 1 0.6413 0.6654
mη - - - 1 0.3395
τη - - - - 1
Table 6.3: Correlation coefficients for DEMON short
period parameter estimates - output error method
Once the frequency domain output error estimates were obtained, the time histories of the pre-
dicted α and q signals were reconstructed and compared with the measured responses (Figure
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Figure 6.4: Frequency domain fit between measured and
identified angle of attack and pitch rate responses
6.5) . This required that two bias terms be determined - one for the normal velocity state equa-
tion, bw˙, and one for the angle of attack output equation, bα. As with the previous example,
these bias terms were estimated using the modified Newton-Raphson algorithm in the time do-
main, with the values for the derivatives and the time delay held fixed at those given in Table
6.2. The estimate of bw˙ was -1.0689 with a relative standard error of 13.62%, while bα was
found to be -0.0021 with a relative standard error of 15.46%. Theil’s inequality analysis was
then carried out, with the following results,
α : U = 0.0757, UB = 0.0000, UV = 0.0016, UC = 0.9984
q : U = 0.0946, UB = 0.0010, UV = 0.0404, UC = 0.9585
Therefore, a very close match between the measured and identified responses was achieved.
Data for an elevator doublet manoeuvre was then used to validate the model identified from
the 1-1-2 input. The measured and predicted responses for angle of attack and pitch rate are
displayed in Figure 6.6 along with the elevator time history. Theil’s inequality analysis on the
predicted residuals produced the following results,
α : U = 0.0943, UB = 0.0000, UV = 0.0092, UC = 0.9908
q : U = 0.0959, UB = 0.0957, UV = 0.0076, UC = 0.8967
Both the plots in Figure 6.6 and Theil’s inequality analysis indicate that the predicted response
provided a satisfactory match to the measured data.
As with the dutch roll estimates presented in Section 4.9, there are discrepancies between the
estimated short period derivatives and the a priori values given in Chapter 2. The worst affected
are mw and mq for which the experimental values are around 40% of empirical estimates.
However, the analysis above indicates that the estimates were statistically reliable. Again,
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despite the inputs having been designed using limited a priori information, there was enough
information content in the data to obtain satisfactory parameter estimates. This further confirms
the suitability of the multistep input approach for the wind tunnel experiments.
Chapter 7
Estimation Issues for UAVs
7.1 Introduction
This next chapter of the thesis focuses on two issues that are of particular concern when per-
forming estimation on UAVs. The first is estimation in the presence of atmospheric turbulence.
It has already been mentioned that flight tests of aircraft are usually performed early in the
morning when the thermal activity responsible for turbulence is at a minimum. However, be-
cause of their low mass and inertias in comparison to manned aircraft, UAVs will be more
susceptible to the effects of turbulence, especially those classed as miniature UAVs. For these
aircraft, it may not be practical to wait for the favourable conditions required to assume that the
data is free of turbulence, therefore methods for parameter estimation which explicitly model
turbulence effects are considered.
The second issue is estimation of the open-loop characteristics of the aircraft from data in
which closed-loop feedback control was used. If an aircraft contains any form of feedback
control system then, ideally, these should be disengaged during flight tests as they will tend
to mask or augment the bare airframe properties. However, some aircraft configurations, such
as UCAVs, have inherently unstable airframes and therefore cannot be flown safely without
some form of stability augmentation system. Further, because of the drive towards autonomous
operation, the level of control system architecture employed on UAVs is high, even for aircraft
with stable airframes, and it may not always be practical to disengage the control systems prior
to flight testing. Hence, this chapter also discusses some aspects of extracting the stability and
control derivatives of the bare airframe from closed-loop flight test data.
7.2 Estimation in the Presence of Atmospheric Turbulence
The equation error and output error methods outlined in the previous two chapters are not
suited to estimation when the measurements are corrupted by turbulence. In Chapter 4 and
Appendix B, it was shown that process noise leads to an increased variance in the least squares
parameter estimates, while the output error approach only accounts for measurement noise and
may struggle to converge if the process noise is significant. Note that, as well as atmospheric
turbulence, another source of process noise could be errors in the measurement of the control
input variables, including motion variables fedback as part of a flight control system. Two
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methods which can be used when data is corrupted by both measurement and process noise are
presented below.
7.2.1 Maximum Likelihood Filter Error Method
The first method to be considered is an extension of the output error approach also based on
maximum likelihood estimation. To start with, a general linear form of the aircraft equations
of motion will be considered. This can be written as,
x˙(t) = Ax(t) + Bu(t) + Fw(t) + bx, x(t0) = x0 (7.2.1)
y(t) = Cx(t) + Du(t) + by (7.2.2)
z(i) = y(i) + Gvv(i), i = 1, 2, . . . , N (7.2.3)
The state equation (7.2.1) has an additional term Fw(t), where w(t) is process noise, charac-
terised as zero-mean Gaussian noise with an identity spectral density, used to model the effects
of atmospheric turbulence. The matrix F is the process noise distribution matrix, which is
assumed to be diagonal. In the measurement equation, the N discrete observations of y are
corrupted by measurement noise v(i), which is assumed to be a sequence of Gaussian random
variables with zero mean and identity covariance. The matrix Gv is the measurement noise
distribution matrix. For completeness, the vectors of lumped biases bx and by, which account
for uncertainty in the initial conditions and biases in the measurements of the input and output
variables, are also included in Equations (7.2.1) and (7.2.2). In general, the elements of F and
Gv are unknowns.
The above model of turbulence as a white noise process is a very simple one and attempts have
been made to incorporate more sophisticated turbulence models into the equations of motion.
For example, Foster [140] used the Dryden spectrum [148] in which turbulence is modelled as
a first order Gauss-Markov process,
x˙g = −axg + bµg (7.2.4)
where xg is the gust velocity component, µg is the driving process noise and a and b are the
statistical parameters characterising the turbulence. These gust components are then added to
the system as additional states. The drawback of this approach is that the increased number of
states means the problem is computationally slower to solve. Also, it requires the specification
of the turbulence noise statistics a and b, which are difficult to determine and vary from case
to case. Further, it has been shown that the estimates of the stability and control derivatives are
largely unaffected by the model chosen to represent turbulence [149]. As the primary interest
of the parameter estimation process is to obtain reliable estimates of the stability and control
derivatives, rather than estimate turbulence parameters, it can be seen as advantageous to retain
the simpler white noise process model. However, if the gust components are estimated during
the data compatibility check then a model of the form of Equation (7.2.4) is often utilised. This
is discussed further in Chapter 9.
The appearance of the process noise term makes the equations of motion stochastic, meaning
that a state estimator such as the Kalman filter is required to integrate the aircraft states. The
Kalman filter was introduced in Section 3.3, where its use for sensor fusion and attitude de-
termination was outlined. State estimation is a two stage process. Firstly, there is a prediction
step in which the aircraft states for the next time point are calculated. This is then followed by
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a correction step in which measured data is incorporated to improve the estimates of the states.
Using the discrete-time form, the expressions for the predicted state vector and subsequent
predicted output vector for the ith data point are,
x˜(i) = Φxˆ(i− 1) + ΨBu¯(i− 1) + Ψbx (7.2.5)
y˜(i) = Cx˜(i) + Du(i) + by (7.2.6)
where x˜ and y˜ are the predicted state and output vector respectively. The matrix Φ is the
state transition matrix and Ψ is its integral, the definitions of which were given previously in
Equation (5.4.5). The term u¯(i − 1) is again the average of the control inputs at the (i − 1)th
and ith data points. The vector xˆ contains the corrected state variables, which are determined
from the following correction step,
xˆ(i) = x˜(i) + K[z(i)− y˜(i)] (7.2.7)
where K is the Kalman filter gain matrix.
In situations where the aircraft dynamics can be modelled as time-invariant and perturbations
from trim are small, the steady-state form of the Kalman filter can be used. This significantly
reduces the computational burden of the problem because the Kalman gain matrix only has to
be computed once rather than at each point in time. The steady-state gain matrix is calculated
using the expression,
K = PCTR−1 (7.2.8)
where P now denotes the covariance matrix of the state prediction error and R is the covariance
matrix of the residuals [z(i) − y˜(i)]. Covariance R is related to P and the measurement noise
covariance matrix GvGTv by,
R = GvGTv + CPCT (7.2.9)
The cost function for the filter error method takes the same form as that given in Equation
(5.3.2) for the output error method,
J(θ,R) =
1
2
N∑
i=1
[z(i)− y˜(i)]TR−1[z(i)− y˜(i)] + N
2
ln |R|+ Nny
2
ln(2π) (7.2.10)
and J can be minimised again using the modified Newton-Raphson algorithm outlined in Chap-
ter 5.
Now, as well as the system matrices A, B, C and D, along with the lumped bias terms bx and by,
the elements of F, Gv, K and R are unknown parameters to be determined. However, including
all of the above terms in the parameter vector θ will lead to identifiability problems from trying
to estimate a large number of parameters from a limited amount of data. To solve this problem,
three formulations of the filter error method have been proposed [139, 34]. In general, all three
approaches include A, B, C, D, bx and by in the unknown parameter vector θ. A choice is
then made regarding which of the remaining terms to estimate directly and which to calculate a
posteriori. The first method is termed the natural formulation, in which the elements of F and
Gv are added to θ. However, the maximum likelihood cost function must be minimised with
respect to the residual covariance and the approach has been found to suffer from convergence
problems, caused mainly by complex relationship between F, G and R. Also, estimation of F is
by far the most complex part of the algorithm, hence, in the past, this formulation was limited
by the computational burden. The second approach, termed the innovation formulation, seeks
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to overcome the difficulties with the natural formulation by instead estimating R and K. The
residual covariance is determined in a similar manner to the output error method i.e. with the
asymptotic approximation,
Rˆ = 1
N
N∑
i=1
[z(i)− y˜(i)][z(i)− y˜(i)]T (7.2.11)
and K is included in θ. A drawback of this approach, however, is that it is difficult to interpret
if the estimated elements of K are reasonable as they have no direct physical meaning. Also, R
and K are estimated separately but are related by Equation (7.2.8) so the two estimates may be
incompatible. The third approach is a combination of the natural and innovation formulations.
The residual covariance R is estimated using Equation (7.2.11) and the process noise matrix
F is included as an unknown parameter. As mentioned above, estimation of F is the most
computationally intensive part of the algorithm. However, the elements of F are easier to
interpret than those of K and the method has been found to perform well in practice. Therefore,
only the third formulation is considered for the rest of this chapter.
7.2.2 Filter Error Method Algorithm for Linear Systems
The major steps in the filter error algorithm are as follows,
1. Specify initial estimate of θ i.e. elements of A, B, C, D, F, bx and by.
2. Determine an initial estimate of the residual covariance R from (7.2.11).
3. Calculate the Kalman gain matrix K and perform state estimation to determine predicted
output y˜.
4. Compute a new estimate of R from (7.2.11).
5. Execute the modified Newton-Raphson algorithm to update θˆ.
6. Repeat steps 3-5 until convergence is achieved.
For step 2, the initial estimate of R is usually obtained by assuming that all noise within the
data is measurement noise [34], in which case the Kalman gain matrix K, the process noise
distribution F and the state prediction error covariance P are all zero. Steps 3 to 5 of the
process outlined above will now be described.
The Kalman gain matrix is calculated from Equation (7.2.8), which requires knowledge of P.
The state error covariance is found by solving the continuous-time Riccati equation,
AP + PAT − 1
∆t
PCTR−1CP + FFT = 0 (7.2.12)
where FFT is the process noise covariance matrix. The Riccati equation can be solved using
Potter’s method for eigenvector decomposition [139, 34]. Firstly, the following Hamiltonian
matrix is constructed,
H =
[
A −FFT
− 1
∆t
CTR−1C −AT
]
(7.2.13)
The matrix H is of size (2nx × 2nx), where nx is the number of states. The eigenvalues and
eigenvectors of H are then calculated and the matrix of eigenvectors is partitioned into two
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equal parts such that the eigenvectors corresponding to the eigenvalues with positive real parts
(unstable eigenvalues) are in the left half of the eigenvector matrix. Note controllability by the
process noise and observability ensure that exactly half the eigenvalues will have positive real
parts [139]. So, if the eigenvector matrix has been rearranged and further partitioned into 4
nx × nx matrices such that it can be written as
E =
[
E11 E12
E21 E22
]
(7.2.14)
then the state-error covariance is found from
P = −E11E−121 (7.2.15)
and Equation (7.2.8) can be used to find the steady-state gain K and the state estimation can be
performed using Equations (7.2.5) to (7.2.7).
Now, having obtained the predicted output vector y˜, the next stage in the procedure is to cal-
culate the sensitivities ∂y˜/∂θ required by the modified Newton-Raphson algorithm. Firstly,
partial differentiation of the Kalman filter equations (7.2.5) to (7.2.7) with respect to θ is per-
formed,
∂x˜(i+ 1)
∂θ
≈ Φ∂xˆ(i)
∂θ
+ Ψ
∂A
∂θ
x¯(i) + Ψ
∂B
∂θ
u¯(i) + Ψ
∂bx
∂θ
,
∂x˜(1)
∂θ
= 0 (7.2.16)
∂y˜(i)
∂θ
= C∂x˜(i)
∂θ
+
∂C
∂θ
x˜(i) +
∂D
∂θ
u(i) +
∂by
∂θ
(7.2.17)
∂xˆ(i)
∂θ
=
∂x˜(i)
∂θ
−K∂y˜(i)
∂θ
+
∂K
∂θ
[z(i)− y˜(i)] (7.2.18)
Note that Equation (7.2.16) is only an approximation of the true partial derivative of x˜ with
respect to θ as there is a large computational cost associated with determining the terms ∂Φ/∂θ
and ∂Ψ/∂θ. However, this approximation is adequate for a small value of ∆t [34] i.e. a high
data sampling rate, which is usually the case in practice.
All terms within equations (7.2.16) to (7.2.18) are easily obtained with the exception of the
partial derivative of K with respect to θ. Differentiation of Equation (7.2.8) with respect to θ
gives
∂K
∂θ
=
∂P
∂θ
CTR−1 + P∂C
T
∂θ
R−1 (7.2.19)
Note that the residual covariance matrix R is fixed for each iteration so is not differentiated with
respect to θ in Equation (7.2.19). The partial derivative of P with respect to θ is then calculated
by differentiating the Riccati equation (7.2.12) with respect to θ,
A∂P
∂θ
+
∂A
∂θ
P + P
∂AT
∂θ
+
∂P
∂θ
AT − 1
∆t
∂P
∂θ
CTR−1CP− 1
∆t
P
∂CT
∂θ
R−1CP
− 1
∆t
PCTR−1∂C
∂θ
P− 1
∆t
PCTR−1C∂P
∂θ
+ F
∂FT
∂θ
+
∂F
∂θ
F = 0
(7.2.20)
To make the above expression more manageable, a number of the terms can be grouped together
and recognising that P and R are symmetric, therefore PT = P and RT = R, then Equation
(7.2.20) can be rewritten in the form,
A¯∂P
∂θ
+
∂P
∂θ
A¯T = C¯ + C¯T (7.2.21)
118 Estimation Issues for UAVs
where,
A¯ = A− 1
∆t
PCTR−1C = A− 1
∆t
KC (7.2.22)
C¯ = −∂A
∂θ
P +
1
∆t
PCTR−1∂C
∂θ
P− ∂F
∂θ
FT (7.2.23)
Equation (7.2.21) represents a set of nK Lyapunov equations, where nK = nx × ny and is the
number of elements in the Kalman gain matrix K. The Lyapunov equations have the general
form AX + XAT = B. To solve Equation (7.2.21) for ∂P/∂θ, the following transformations
are introduced,
A¯′ = T−1A¯T (7.2.24)
(C¯ + C¯T )′ = T−1(C¯ + C¯)T−† (7.2.25)
where T is the matrix of eigenvectors of A¯ and † again denotes the complex conjugate transpose.
The transformation in Equation (7.2.24) makes the matrix A¯′ diagonal, in which case Equation
(7.2.21) becomes,
A¯′
(
∂P
∂θ
)′
+
(
∂P
∂θ
)′
A¯† = (C¯ + C¯T )′ (7.2.26)
In general, the solution to AX + XAT = B when A is diagonal is [34],
Xij =
Bij
Aii + Ajj
(7.2.27)
Therefore, for each of the nK sets of Lyapunov equations,
(
∂P
∂θ
)′
ij
=
(C¯ + C¯T )′ij
A¯′ii + A¯
′
jj
i, j = 1, 2, . . . , nx (7.2.28)
The partial derivative of P with respect to θ is then obtained through back transformation,
∂P
∂θ
= T
(
∂P
∂θ
)′
T† (7.2.29)
Having calculated the output sensitivities for each of the N data points, the modified Newton-
Raphson update is calculated in a similar manner to that for the output error method,
∆θ =
{
N∑
i=1
[
∂y˜(i)
∂θ
]T
Rˆ−1
[
∂y˜(i)
∂θ
]}−1{ N∑
i=1
[
∂y˜(i)
∂θ
]T
Rˆ−1[z(i)− y˜(i)]
}
(7.2.30)
and the parameter estimates for the (k + 1)th iteration are found from,
θˆk+1 = θˆk +∆θ (7.2.31)
The convergence criteria outlined for the output error method in Section 5.7 is also used for the
filter error method. As well as the process described above, the method must also incorporate
some computational checks to ensure that the results generated are physically meaningful and
to ensure the algorithm does not suffer from convergence difficulties. These are discussed
briefly below.
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Firstly, it must be verified that the measurement noise covariance matrix GvGTv , related to the
residual covariance matrix R generated during the computational process, is realistic. This
means that it must be positive semi-definite and corresponds to the constraint that the eigen-
values of KC must be less than or equal to 1 [139]. If this constraint is violated, a correction
factor must be applied to the modified Newton-Raphson parameter update ∆θ, resulting in a
nonlinear programming problem. A linear approximation to the constraints can be expressed
as,
(KC)ii +
∂(KC)ii
∂θ
∆θ i = 1, 2, . . . , nx (7.2.32)
where,
∂(KC)
∂θ
=
∂K
∂θ
C + K∂C
∂θ
(7.2.33)
If after the parameters have been updated with the unconstrained modified Newton-Raphson
algorithm, given by Equation (5.3.7), l of the nx constraints have been violated then the con-
strained parameter update vector is used instead. This is given by,
∆θc = ∆θ −
(
∂2J
∂θ
)−1
LT
{
L
(
∂2J
∂θ
)−1
LT
}−1
S (7.2.34)
where L and S are calculated from,
L(i, j) = ∂(KC)ii
∂θ
(7.2.35)
Si = 1− (KC)ii, i = 1, . . . , l; j = 1, . . . , nθ (7.2.36)
Secondly, the cost function is minimised with respect to both θ and R, which are calculated
separately. However, the basic modified Newton-Raphson algorithm does not account for how
θ and R influence each other. This can lead to strong correlation between the turbulence distri-
bution matrix F, which is included in θ, and R and, in turn, affect convergence of the algorithm.
Hence, to compensate, another correction factor can be used to adjust the estimate of F each
time R is updated. For the ith diagonal element of F, Maine and Iliff [139] suggest the follow-
ing correction,
F newii = F
old
ii


∑ny
j=1C
2
ijr
old
j
√
roldj /r
new
j∑ny
j=1C
2
ijr
old
j

 , i = 1, 2, . . . , nx (7.2.37)
where rj denotes the jth diagonal element of R−1 and Cij is the entry occupying the ith row
and jth column of C. The superscripts “old” and “new” refer to the previous and updated values
of the residual covariance matrix R. To ensure a smooth convergence, generally the estimate of
R is held fixed for the first few iterations, while the estimates of the elements of F are updated.
Finally, it has already been observed in Chapter 5 that the modified Newton-Raphson algorithm
can sometimes perform poorly when the cost function is nearing its minimum. Therefore, one
of the routines to avoid this problem, such as parameter halving or a line search, must be in-
corporated into the filter error algorithm as well. Figure 7.1 illustrates the major computational
steps of the filter error method for linear systems.
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Figure 7.1: Computational steps of the filter error method
for linear systems
7.2.3 Filter Error Method Algorithm for Nonlinear Systems
The filter error method for nonlinear systems is very similar to that for the linear case outlined
above. The major differences between the two are the form of the Kalman filter used for
state estimation and how the sensitivities are calculated. A general set of nonlinear equations
describing the aircraft dynamics can be written as,
x˙(t) = f [x(t), u(t), θ] + Fw(t), x(t0) = x0 (7.2.38)
y(t) = g[x(t), u(t), θ] (7.2.39)
z(i) = y(i) + Gvv(i), i = 1, 2, . . . , N (7.2.40)
where f and g denote the nonlinear system functions. When the equations under considera-
tion are nonlinear an extended Kalman filter (EKF) is used for state estimation of stochastic
systems. Like the linear case, a steady-state form of the EKF is again suitable for most applica-
tions, although, as mentioned previously, a time-varying filter may be necessary if the system
parameters are time-varying or the aircraft manoeuvre under examination involves large de-
viations from trim. The steady-state filter discussed here consists of a prediction step with a
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nonlinear model followed by a correction step based on a first-order approximation of the state
and measurement equations. The equations for the prediction step are,
x˜(i) = xˆ(i− 1) +
∫ t(i)
t(i−1)
f [x(t), u¯(i− 1), θ]dt, xˆ(t0) = x0 (7.2.41)
y˜(i) = g[x˜(i), u(i), θ] (7.2.42)
while the correction step is achieved using,
xˆ(i) = x˜(i) + K[z(i)− y˜(i)] (7.2.43)
Integration of the function f from one time point to the next in Equation (7.2.41) is achieved
using a suitable numerical scheme, such as the 4th-order Runge-Kutta method introduced in
Chapter 5. The Kalman gain for Equation (7.2.43) is calculated in the same way as for the
linear case,
K = PCTR−1 (7.2.44)
with the state-error covariance P again calculated by solving the continuous-time Riccati equa-
tion,
AP + PAT − 1
∆t
PCTR−1CP + FFT = 0 (7.2.45)
Estimates of the system matrices A and C for the nonlinear case are obtained using central-
difference formulas, with the elements of A and C formed from,
Aij ≈ fi[x + δxj , u, θ]− fi[x− δxj , u, θ]
2δxj
∣∣∣∣
x=x0
, i, j = 1, 2, . . . , nx (7.2.46)
Cij ≈ gi[x + δxj , u, θ]− gi[x− δxj, u, θ]
2δxj
∣∣∣∣
x=x0
, i = 1, 2, . . . , ny; j = 1, 2, . . . , nx (7.2.47)
where δxj represents a perturbation in the jth state variable. Note, linearisation of the system
equations is performed about the initial conditions x0.
For the calculation of the sensitivities ∂y˜/∂θ, the finite-difference approximation described in
Section 5.5 is used. For a small perturbation δθj in each of the nθ unknown parameters, the
resulting perturbed observations y˜p are computed and the sensitivities are given by,
∂y˜(i)
∂θj
≈ [y˜p(i)− y˜(i)]
δθj
(7.2.48)
The perturbed observations are computed using equations (7.2.41) to (7.2.43)
x˜p(i) = xˆp(i− 1) +
∫ ti
ti−1
f [xp(t), u¯(i), θ + δθj ]dt (7.2.49)
y˜p(i) = g[x˜p(i), u(i), θ + δθj ] (7.2.50)
xˆp(i) = x˜p(i) + Kp[z(i)− y˜p(i)] (7.2.51)
with the perturbed gain matrix calculated using equation (7.2.8)
Kp = PpCTp R−1 (7.2.52)
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The perturbed state-error covariance matrix Pp is obtained by solving the Riccati equation
with the perturbed system matrices Ap and Cp approximated using central-difference formulas
(7.2.46) and (7.2.47). Note, that the residual covariance R remains fixed throughout. As with
the output error method, a typical value for the perturbation falls in the region of 1e−6θj to
0.01θj.
The calculation of the output sensitivities using the forward difference approximation is less
computationally intensive than the process described in Section 7.2.2, as it does not require
that a set of Lyapunov equations be solved to find ∂P/∂θ which, in turn, are needed to find
∂K/∂θ. Note that the derivative of K with respect to θ is still required when checking the
constraint that the eigenvalues of KC < 1 (see Equation (7.2.33)). For the nonlinear case, this
is also obtained using a forward difference approximation,
∂(KC)
∂θj
≈ KpCp −KC
∂θj
(7.2.53)
The filter error algorithm outlined in this and the previous sections is robust in the sense that
it can be used to solve nonlinear estimation problems when the experimental data is corrupted
by measurement noise and atmospheric turbulence effects. In the past, the amount of com-
putational power required to run the algorithm has been cited as a drawback. However, with
advances in digital computing power, this is less of an issue. On the downside, it is clear that
the method is very mathematically-involved and it is by far the most complex algorithm that is
used for aircraft parameter estimation. Care also has to be taken to ensure that the model struc-
ture used for the estimation process is correct because the filter error method will always yield
a good match to the measured response, even if important terms in the mathematical model
have been omitted [34]. In essence, the algorithm assumes that any unmodelled dynamics are
due to turbulence and lumps these effects into the process noise term.
7.2.4 Extended Kalman Filter Method
For the filter error method described previously, state estimation and parameter estimation were
performed separately, with the states determined using some form of Kalman filter and the
parameter estimates subsequently updated using the modified Newton-Raphson algorithm. The
second approach to be outlined in this chapter is one in which state and parameter estimation
are performed simultaneously using an extended Kalman filter. The steady-state form of the
EKF was been used in the previous section for state estimation of nonlinear equations for the
filter error method. However, for simultaneous state and parameter estimation, the time-varying
form of the EKF is required.
To start with, the unknown parameters are artificially defined as additional state variables that
remain constant over time,
θ˙ = 0 (7.2.54)
and an augmented state vector is formed,
xa =
[
xT θT
]T (7.2.55)
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so, using the general nonlinear model defined in equations in the previous section,
x˙a(t) =
[
f [xa(t), u(t)]
0
]
+
[
F 0
0 0
] [
w(t)
0
]
= fa[xa(t), u(t)] + Fawa(t) (7.2.56)
y(t) = ga[xa(t), u(t)] (7.2.57)
z(i) = y(i) + Gvv(i), i = 1, 2, . . . , N (7.2.58)
where fa and ga are the augmented system functions and Fa is the augmented process noise
distribution matrix.
As in section 7.2.3, the EKF used to estimate the states consists of a prediction step with a
nonlinear model followed by a correction step based on a first-order approximation of the state
and measurement equations. However, as already mentioned, a time-varying filter is used in
this instance, hence as well as propagating the states forward in time the filter must also update
the state-error covariance P. The equations for the prediction step are,
x˜a(i) = xˆa(i− 1) +
∫ ti
ti−1
f [xˆa(t), u¯(i)]dt, xˆa(1) = xa0 (7.2.59)
P˜a(i) ≈ Φa(i)Pˆa(i)ΦTa (i) + ∆tFaFTa , Pˆa(1) = Pa0 (7.2.60)
where Equation (7.2.60) is a valid approximation for a high data sampling rate. The state
transition matrix is determined from the approximation,
Φa(i) = e
Aa(i)∆t ≈ I + Aa(i)∆t+ Aa(i)2∆t
2
2!
+ · · · (7.2.61)
where the augmented state matrix Aa is defined as,
Aa(i) =
∂fa[xa(t), u(t)]
∂xa
∣∣∣∣
xa=xˆa(i)
=
[
∂f/∂x ∂f/∂θ
0 0
]
xa=xˆa(i)
(7.2.62)
A numerical technique, such as the 4th-order Runge-Kutta method, is again used to integrate
the states forward in time in equation (7.2.59).
The correction step of the EKF is carried out using the following equations,
y˜(t) = ga[x˜a(i), u(i)] (7.2.63)
Ka(i) = P˜a(i)CTa (i)[Ca(i)P˜a(i)CTa (i) + GvGTv ]−1 (7.2.64)
xˆa(i) = x˜a(i) + Ka(i)[z(i)− y˜(i)] (7.2.65)
Pˆa(i) = [I−Ka(i)Ca(i)]P˜a(i)[I−Ka(i)Ca(i)]T + Ka(i)GvGTv KTa (i) (7.2.66)
where Ka is the augmented Kalman gain matrix and the augmented system matrix Ca is defined
to be,
Ca(i) =
∂ga[xa(t), u(t)]
∂xa
∣∣∣∣
xa=x˜a(i)
=
[
∂g
∂x
∂g
∂θ
]
xa=x˜a(i)
(7.2.67)
Approximations of the augmented system matrices Aa and Ca are obtained in a similar manner
to those in Equations (7.2.46) and (7.2.47) using the central-difference method.
It is necessary to specify the initial conditions xa0 and Pa0 to start the algorithm. The initial
covariances within Pa0 which correspond to the unknown parameters θ reflect confidence in the
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starting values for these parameters. If prior knowledge of the values of the stability and control
derivatives is limited, then the covariances within Pa0 should be set to relatively high values,
indicating reduced confidence in the initial estimates [34]. This will improve the algorithm’s
ability to track changes in the parameter values. Standard deviations of the parameter estimates
are also obtained by taking the square roots of the elements of P.
Compared to the filter error method, the EKF is not as mathematically complex. Another ad-
vantage it has is that it can be used for real-time, or recursive, parameter estimation [34]. This
may be particularly important for UAV applications because a reduced development time is
often a driving factor in the design of unmanned aircraft. However, prior specification of val-
ues for the process and measurement noise covariance matrices, FaFTa and GvGTv , is needed.
The measurement noise covariance can be obtained from laboratory calibration of the instru-
mentation or from the smoothing procedure described in Section 4.3. Specifying the process
noise covariance is more difficult. The elements corresponding to the aircraft states will reflect
the levels of atmospheric turbulence within the data. For the augmented states, representing
the elements of θ, the values in FaFTa are generally set to zero, as the parameters have been
assumed to remain constant over the observation period. In practice, a certain amount of tun-
ing of Pa0, FaFTa and GvGTv may be required before the algorithm performs well and this is
the method’s main disadvantage. As well as the problem of specifying the noise statistics, the
first-order approximation used in the propagation of the states and error covariances may not be
accurate enough to represent system nonlinearities, resulting in biased estimates or divergence
[150]. To overcome this, evolutions of the EKF, such as the unscented Kalman filter, have been
developed [151]. However, comparative studies have found that these approaches offer no sig-
nificant performance gains over the EKF for aircraft parameter estimation problems [34]. The
performance of the EKF can also be improved by incorporating a smoother into the algorithm.
However, this requires knowledge of future data points, hence can only be used post-flight. The
EKF combined with a smoother is commonly used for the data compatibility check, which is
an off-line process, and is outlined in Chapter 9.
7.2.5 DEMON Roll Mode Example
As an example of estimation in the presence of turbulence, analysis of the roll dynamics of
the 1/3 scale DEMON UAV is presented next. During the wind tunnel experiments, it was
observed that the aircraft model was prone to an uncommanded rolling motion, a phenomenon
which had been encountered in previous research with the wind tunnel facility. This was caused
by fluctuations in the local flow velocity at various points across the span of the working section
[152], resulting in a differential in the lift produced by each aircraft wing.
The analysis presented here was carried out on a segment of data containing two aileron dou-
blets. The time delay in the input was found, from inspection of the data, to be 0.30 sec so the
aileron input was time shifted manually by this amount prior to estimation. To start with, it
was assumed that the turbulence effects were negligible, in which case the equations of motion
were, [
p˙
φ˙
]
=
[
lp 0
1 0
] [
p
φ
]
+
[
lξ
0
]
ξ (7.2.68)
and estimation was performed using the time domain output error approach to determine values
for lp and lξ. The starting values for the output error method were obtained from least squares
regression as lp = -10.9998 and lξ = -1.6932 and the final estimates, along with their standard
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errors, are given in Table 7.1. Convergence was reached after 7 iterations and tcomp = 2.99 sec.
The standard errors of lp and lξ were acceptable but the correlation coefficient between the two
parameters was relatively high at ρ = 0.8699.
Figure 7.2 shows the measured roll rate and roll attitude time histories along with those obtained
using the identified model. It can be seen that the match between the two is relatively close
around the points where the two aileron doublets were applied. However, during the period
between the two inputs, there is clearly some unmodelled rolling motion, which is due to the
turbulence caused by the local flow fluctuations. The results of Theil’s inequality analysis were
as follows,
p : U = 0.2016, UB = 0.0019, UV = 0.0306, UC = 0.9675
φ : U = 0.4159, UB = 0.1154, UV = 0.1332, UC = 0.7514
The above numbers indicate an adequate match between the measured and identified responses
for the roll rate. However, the agreement is not as close for the roll attitude, with the covariance
portion being relatively low. From the discussion in Section 4.5, the low value of UC suggests
the presence of a nonsystematic error in the data, such as process noise.
θˆ 100[s/|θˆ|]
lp -18.0436 13.72
lξ -2.3761 9.21
Table 7.1: Estimates of DEMON roll derivatives from
output error method
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Figure 7.2: Measured and identified responses for aileron
doublets: output error method
Estimation was then performed using the maximum likelihood filter error method, with the
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equations of motion in (7.2.68) extended to,[
p˙
φ˙
]
=
[
lp 0
1 0
] [
p
φ
]
+
[
lξ
0
]
ξ +
[
fp 0
0 fφ
] [
wp
wφ
]
(7.2.69)
where fp and fφ are the elements of the process noise distribution matrix to be determined,
while wp and wφ represent the process noise in each equation. As for the output error method,
the initial estimates of lp and lξ for the filter error method came from least squares regression,
while fp and fφ were both given a starting value of 0.01. Convergence was achieved in 10.02
sec and took 9 iterations. Table 7.2 shows the final estimates and standard errors. In comparison
to the output error estimates, the values of lp and lξ obtained using the filter error method are
around 20 to 25 % lower. The standard errors are slightly higher but remain acceptable and
there is also less correlation between the stability and control derivatives (see Table 7.3).
θˆ 100[s/|θˆ|]
lp -13.3797 15.86
lξ -1.9348 12.30
fp 0.4189 4.09
fφ 0.0821 3.97
Table 7.2: Estimates of DEMON roll
derivatives from filter error method
lp lξ fp fφ
lp 1 0.7946 0.1938 0.0008
lξ - 1 0.1260 0.0003
fp - - 1 0.0051
fφ - - - 1
Table 7.3: Correlation coefficients for
DEMON roll derivatives - filter error
method
Figure 7.3 shows the measured and identified roll responses obtained using the filter error
method. Visually, the match is much better than that for the output error method in Figure 7.2.
The filter error method is able to account for the uncommanded rolling motion between the
aileron doublets and, in fact, it is difficult to discern the difference between the measured and
identified responses. The results of Theil’s inequality analysis also indicated high confidence
in the identified model,
p : U = 0.0436, UB = 0.0009, UV = 0.0019, UC = 0.9971
φ : U = 0.0217, UB = 0.0005, UV = 0.0014, UC = 0.9981
A good visual match between the measured and identified response, however, does not imply
that the identified model is adequate, especially when using the filter error method which, as
describe previously, will tend to lump any unmodelled dynamics into the process noise term.
This makes the validation process crucial for establishing the suitability of the model, hence
the identified model was used to predict the response to another aileron input not used for the
preceding parameter estimation process. Plots of the measured and predicted responses to this
input are given in Figure 7.4. The fits between the measured and predicted data for roll rate and
roll attitude are both very close. Theil’s inequality analysis also suggested accurate matches,
p : U = 0.0761, UB = 0.0742, UV = 0.0966, UC = 0.8292
φ : U = 0.0297, UB = 0.0006, UV = 0.0819, UC = 0.9175
Next, the EKF approach was used. Although the data was being analysed after the experiment
had been performed, the analysis presented here used the EKF as it would have been imple-
mented in real-time i.e. no smoothing was incorporated into the process. The elements of
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Figure 7.3: Measured and identified responses for aileron
doublets: filter error method
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Figure 7.4: Measured and predicted responses for an
aileron doublet validation manoeuvre: filter error method
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the state covariance matrix Pa were all set to large initial values, to help the algorithm track
large deviations in the states, and the measurement noise covariance matrix was estimated from
Fourier smoothing analysis to be,
GvGTv =
[
5.415× 10−4 0
0 3.8× 10−6
]
(7.2.70)
To start with, the algorithm was run assuming that there was little turbulence in the data and
the diagonal elements of the process noise covariance matrix FFT were set to 1×10−10. It took
the algorithm 1.24 sec to analysis the data and the resulting identified responses for p and φ
are plotted in Figure 7.5 against the measured time histories. In this case, the EKF behaved
very like the output error method, with the identified model matching closely to the measured
response in the regions where the aileron doublets were applied but is unable to account for the
changes in roll that occur in the time between the two inputs. This could have been expected,
as it was assumed that the majority of the noise corrupting the data was measurement noise,
while the process noise was negligible. The results of Theil’s inequality analysis pointed to a
good match between the measured and identified responses for roll rate but less agreement for
the roll attitude responses,
p : U = 0.2147, UB = 0.0022, UV = 0.0055, UC = 0.9923
φ : U = 0.1376, UB = 0.0246, UV = 0.1811, UC = 0.7943
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Figure 7.5: Measured and identified responses for aileron
doublets: run 1 of the EKF
Next, the time histories of the estimated derivatives lp and lξ were examined. These are shown
in Figure 7.6 along with the corresponding estimates from the output error and filter error
methods. Note that both the middle and bottom subplots show the results for lξ but the bottom
plot focuses on the last 1.5 seconds of the data, which cannot be discerned clearly from the
middle plot. The initial estimates of lp and lξ for the EKF were, again, those from least squares
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regression. Focusing on lp, from its initial value the derivative rapidly decreases in magnitude,
changes sign after just 0.1 sec and reaching a peak of around 5. Its value then rapidly decreases
and becomes negative again. At a time of around 1 sec, the value oscillates around -14 before
becoming more constant over the rest of the time period. For the last 10 data points, the average
value of lp is -13.81, which is closer to the filter error estimate that the output error estimate,
despite the initial assumption of the process noise covariance being very small. The evolution
of the estimate for lξ is much more settled than for lp. However, there is a sharp increase in the
estimated value around 0.6 sec where it peaks at a value of over 20. The estimated value then
quickly returns back to the region around -2. Again, the estimate of lξ from the EKF matches
more closely to the filter error values in comparison to those from the output error method (as
can be seen in the bottom plot), with the average value over the last 10 data points being -1.96.
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Figure 7.6: Comparison of parameter estimates from run
1 of the EKF, output error method and filter error method
The standard deviations of lp and lξ expressed as percentages of the estimated magnitudes are
plotted in Figure 7.7. For both derivatives, the initial standard deviations are high, which is a
result of the initial state covariance Pa0 being large, and remain so during the first second of
data. This corresponds to the regions in which the estimated parameter values fluctuated most
(see Figure 7.6). As more data points were analysed, the confidence in the parameter estimates
grew, with the final standard deviations being less than 1 % of the estimated derivative values.
The EKF was then run for a second time with the same initial conditions except that the process
noise covariance was chosen to match that estimated from the filter error method. The measured
and identified responses for p and φ are plotted in Figure 7.8. This time, the visual match
between the measured response and the identified model is much closer and is comparable
to that obtained with the filter error method (Figure 7.3). Theil’s analysis also indicated an
improved match, particularly for the roll attitude response,
p : U = 0.0159, UB = 0.0051, UV = 0.0190, UC = 0.9759
φ : U = 0.0001, UB = 0.0093, UV = 0.0002, UC = 0.9905
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Figure 7.7: Relative standard deviations of parameter
estimates from run 1 of the EKF
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Figure 7.8: Measured and identified responses for aileron
doublets: run 2 of the EKF
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Figure 7.9 shows time histories of the estimates of lp and lξ. Again, the estimates obtained with
the output error and filter error methods are also shown. In comparison to the time histories
from the first run (Figure 7.6), the parameter estimates are much more constant and the oscilla-
tions in the derivative values within the first second are not as large. Based on the last 10 data
points, the average estimates of lp and lξ are -12.45 and -1.81 respectively. As with the first
EKF analysis, these values are closer to the filter error estimates than the output error estimates.
The relative standard deviations of the estimates are given in Figure 7.10. The confidence in the
estimated values is, again, at it lowest near the start of the data segment. However the relative
standard deviations are not as high as they were in the first run, particularly for lp. After 1 sec,
the confidence in the estimated values increases, with the standard deviation in each parameter
dropping to around 3 % and remaining relatively constant for the remainder of the data segment.
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Figure 7.9: Comparison of parameter estimates from run
2 of the EKF, output error method and filter error method
The same aileron input used to validate the model identified from the filter error method was
then used to validate the EKF estimates obtained on the second run. This is illustrated in Figure
7.11, in which the roll rate and roll attitude measurements are plotted against the predicted
responses generated using the EKF results. As with the filter error method, there was good
agreement between the measured and predicted responses. This was also confirmed by the
results of Theil’s analysis,
p : U = 0.0914, UB = 0.0669, UV = 0.1111, UC = 0.8220
φ : U = 0.0233, UB = 0.0023, UV = 0.0896, UC = 0.9081
As already pointed out, a major difficulty with the EKF approach is specifying suitable values
for the elements of the process noise covariance matrix and some tuning of these parameters
is usually required. However, the estimates of lp and lξ (calculated as an average of the final
10 data point values) obtained from the two runs did not differ from each other significantly.
This was despite the elements of FFT in the first run being 8 to 9 orders of magnitude smaller
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Figure 7.10: Relative standard deviations of parameter
estimates from run 2 of the EKF
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Figure 7.11: Measured and predicted responses for an
aileron validation manoeuvre: EKF method
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than those for the second run. Hence, this finding suggests that the values of the parameter
estimates are relatively insensitive to changes in FFT . A final observation was that, once again,
the derivative values obtained from the experiments were markedly different from the a priori
estimates. For both lp and lξ, the parameter estimates were almost five times smaller than the
empirical estimates.
7.3 Parameter Estimation from Closed-Loop Data
There are two approaches to the problem, as depicted in Figure 7.12. The first is termed open-
loop identification in which estimation is carried out as normal using knowledge of the inputs
to the control surfaces and the measurements of the aircraft’s resultant response. However,
motion variables are fedback to augment the input to the aircraft’s control surfaces. Hence,
there is a potential for the derivatives with respect to the control surface deflections to be highly
correlated with the derivatives due to the particular motion variables being fedback. Also, mea-
surement noise introduced by the sensors is fedback along with the motion variables, leading
to process noise corrupting the system. This could be of concern when using noisy MEMS
sensors. Further, the objective of the controller is often to suppress oscillations and transient
motion. This is to the detriment of system identification, which requires sufficient excitation
of the aircraft dynamics, and is likely to lead to there being reduced information content in
the data. A fourth issue of open-loop identification, particular to unstable aircraft, is that some
estimation methods, such as the time domain output error method, incorporate integration of
the equations of motion into their algorithms. Any attempt to integrate the equations of motion
for an unstable system will lead to divergence and numerical problems. This is, interestingly, is
not true for the filter error or EKF techniques. In these methods, the incorporation of the mea-
sured data during the correction step of the Kalman filter stabilises the estimate of the states
[153, 34]. Estimation in the frequency domain also avoids the numerical integration problem.
The second approach is to identify an equivalent system, incorporating the airframe, the con-
troller and any subsystems which have significant dynamics, for example the actuators. This
approach is termed closed-loop identification. The commanded input δ, rather than the control
surface deflection u, is treated at the input variable. Models of the controller and subsystem dy-
namics are assumed to be known and incorporated into the estimation process meaning that the
only unknowns to be determined are still the airframe derivatives. Even for inherently unstable
airframes, the equivalent system itself is stable so there is no restrictions on which estimation
techniques can be used. However, the procedure relies on accurate knowledge of the control
laws and subsystem dynamics. It also becomes complex if a range of flight conditions are being
analysed, in which case any gain scheduling of the controller and variations in the subsystem
dynamics will have to be accounted for. Therefore, the rest of this chapter will focus on the
open-loop approach and discuss methods of overcoming the problems of correlated variables
and poor identifiability.
7.3.1 Data Collinearity
As described in Chapter 4, it is assumed in estimation problems that the motion variables are
independent of each other. However, if a regressor in a linear regression model is equal to a
linear combination of one or more of the other regressors, then all involved regressors are said
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Figure 7.12: Closed-loop and open-loop parameter
estimation
to be linearly dependent [31]. This means that the estimation algorithm may struggle to find a
solution as, in theory, any weighted combination of the correlated parameters, associated with
the linearly dependent regressors, could be used to match the measured aircraft response. This
problem is often termed data collinearity and can lead to the parameters having large absolute
values and large variances [154, 31]. This is true regardless of which parameter estimation
method is used because collinearity is a data problem. However, it is most convenient to exam-
ine the issue using least squares regression [128, 31, 34].
In Section 4.5 the detection of linear dependencies between parameters by examination of the
parameter covariance matrix P was introduced (see Equation (4.5.11)). However, the corre-
lation coefficients obtained from P are pair-wise and only indicate correlation between two
regressors. Equation (4.5.11) could show that the pair-wise correlation coefficients are accept-
able (< 0.9) but it is still entirely possible for three or more regressors to be highly correlated.
Therefore, two metrics which can be used to carry out a complete collinearity diagnostic are
described next. Note that when assessing collinearity, it is usual to use a scaled version of the
regressors, the derivation of which is given in Appendix C. These are termed the standard-
ised regressors and have the same notation as that given in Chapter 4 but with the additional
superscript *.
The first metric is based on singular value decomposition of the standardised regressor matrix
X∗, which can be expressed as,
X∗ = VSTT (7.3.1)
where V and T are matrices of size N × n and n × n respectively, n being the number of
regressors, and S is a diagonal matrix of size n× n. The diagonal elements of S are known as
the singular values of X∗ and V and T are mutually orthonormal i.e. TTT = VTV = I. Singular
value decomposition is closely related to the principle of eigenvalues and eigenvectors with,
X∗TX∗ = TS2TT = TΛTT (7.3.2)
The matrix Λ denotes the eigenvalues of X∗TX∗, which are therefore equivalent to the squares
of the singular values in S. The columns of T are the associated eigenvectors.
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Correlation amongst the regressors in X∗ leads to the matrix X∗TX∗ being ill-conditioned, the
severity of which is indicated by the relative sizes of the singular values. If one or more of
the singular values is small in comparison to the largest singular value then this suggests linear
dependencies amongst the regressors. This concept can be expressed as a condition index in
terms of either the singular values or eigenvalues,
Cj =
Smax
Sj
=
√
λmax
λj
, j = 1, 2, . . . , n (7.3.3)
No consensus exists as to the value of Cmax = Smax/Smin which indicates the presence of
collinearity. Belsley et al [155] suggest values over 100 require investigation. However, re-
searchers in aircraft parameter estimation have found that significant collinearity can exist even
if Cmax is less than this figure [31, 34].
A second method for detecting collinearity is parameter variance decomposition. Combining
Equations (4.5.1) and (7.3.2), the covariance of least squares parameter estimates can be ex-
pressed as,
P = σ2
(
X∗TX∗
)−1
= σ2TΛ−1TT (7.3.4)
thus the variance of the kth parameter is,
Var(θˆ∗k) = σ2
n∑
j=1
t2kj
λj
= σ2
n∑
j=1
t2kj
S2j
, k, j = 1, 2, . . . , n (7.3.5)
where tkj is the kth element of the jth column of eigenvector matrix T. In other words, the
variance of each parameter can be decomposed into a sum of components corresponding to
the n eigenvalues. Because, the summation of eigenvalues appears on the denominator, the
small eigenvalues (associated with collinearity) will result in large variance for θˆ∗k. If a high
proportion of the variance in any number of the parameters is associated with the same small
eigenvalue, then this suggests the presence of collinearity. The variance proportion for the kth
parameter corresponding to the jth eigenvalue can be written as,
πkj =
φkj
φk
(7.3.6)
where,
φkj =
tkj
λj
and φk =
n∑
j=1
tkj
λj
=
n∑
j=1
φkj (7.3.7)
The advantage of parameter variance decomposition is that it will indicate correlation between
more than two regressors. Klein and Morelli [31] suggest that possible collinearity problems
are indicated by φkj >0.5.
In summary, the collinearity diagnostic is based on the calculation of condition indices to assess
the severity of the collinearity and variance proportion decomposition to investigate which
regressors are correlated [31].
Having detected collinearity, there are a number of methods of dealing with the problem [34,
31],
• Fix one or more of the correlated parameters at its a priori value.
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• Include a priori information in the estimation process.
• Include more data/manoeuvres in the analysis.
The first option is probably the simplest and was used earlier in the dynamic wind tunnel ex-
ample presented in Section 5.10, in which the derivatives yr and nv were found to be highly
correlated. However, the disadvantage of this approach is that it relies on the a priori values,
at which the correlated variables are held fixed, being known with a reasonable degree of con-
fidence. This could be a problem for unconventional UAVs if the prior values are based on
empirical analysis, which could be unreliable. The second method of incorporating a priori
values into the estimation process is an extension of the first option and is termed biased es-
timation. This is discussed further below. On the third option, it may be difficult at first to
see how the availability of more data will provide a solution, as all manoeuvres will have been
carried out with the flight control system engaged and, therefore, the cause of the correlation
persists. However, in reality, the flight control hardware introduces, albeit small, time delays
into the system and the sensors will introduce noise. Therefore, the motion variables and the
control surface inputs will never be completely correlated and the process of concatenating
multiple manoeuvre segments together can lead to there being enough information content in
the data to reliably estimate the derivatives.
7.3.2 Biased Estimation
Data collinearity in linear regression problems can result in least squares parameter estimates
having large absolute values in comparison to the true parameter values and parameters esti-
mates with large variances [31]. Consider the case in which the value of a parameter θ has been
determined using two parameter estimation techniques, one estimate θˆ being unbiased and the
other θ˜ containing a bias error E[θ˜]−θ, where E again denotes the expected value. The variance
of θˆ is large, while the variance of θ˜ is smaller, despite the presence of the bias error. This is
illustrated in Figure 7.13 [154] which depicts the probability distribution for both estimates.
The mean square error of θ˜ is given by,
MSE(θ˜) = E[θ˜ − θ]2 = Var(θ˜) + {E[θ˜ − θ]}2 (7.3.8)
It is possible that for a small bias error, MSE(θ˜) could be smaller than the variance of θˆ. For the
above scenario, the unbiased estimate θˆ could have come from least squares estimation, which
from the Gauss-Markov theorem has minimum variance in the class of unbiased estimators
[154]. However, there is no guarantee that the variance will be small, particularly if collinearity
is present in the data. This has lead to the development of a number of biased estimation
techniques, many of which incorporate a priori information to improve the confidence of the
parameter estimates.
One biased estimation technique that has been widely applied for aircraft parameter estimation
is principal components regression [156, 154, 47, 53]. The problem of correlated variables is
dealt with by transforming the regressors to form a new set of orthogonal variables, known as
the principal components. This is performed with the matrix of eigenvectors T,
X¯∗ = X∗T (7.3.9)
where ¯ denotes a variable in principal components form. A similar transformation is applied
to the vector of unknown parameters,
θ¯
∗
= TTθ∗ (7.3.10)
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Figure 7.13: Probability distributions of unbiased and
biased estimates of θ
The least squares estimate of θ¯∗ is then obtained from,
ˆ¯θ∗ = (X¯∗T X¯∗)−1X¯∗T z∗ (7.3.11)
Utilising Equation (7.3.2), the estimate of the kth unknown parameter can be written in terms
of the singular values of X∗,
ˆ¯θ∗k =
X¯∗Tk z∗
S2k
, k = 1, 2, . . . , n (7.3.12)
where X¯∗k denotes the kth column of data from X¯
∗
. The principal components regression algo-
rithm analyses the singular values of X∗ for each of the n parameters and if the singular value
is greater than a given threshold S0 then the estimate of θ¯∗k is obtained from Equation (7.3.12).
Otherwise, θ¯∗k is set to its a priori value (θ¯∗0)k. This is expressed mathematically as,
ˆ¯θ∗k =
{
X¯∗Tk z∗/S2k Sk > S0
(θ¯∗0)k Sk ≤ S0
(7.3.13)
The vector of parameter estimates is then transformed back to its original basis,
θˆ
∗
= Tˆ¯θ∗ (7.3.14)
The mean square error of the principal components estimate is given by [156],
MSE(θˆ
∗
) = σ2
r∑
k=1
1
Sk
tktTk + σ
2
0
nθ∑
k=r+1
tktTk (7.3.15)
where r is the number of singular values Sk greater than the threshold S0 and σ20 is the variance
in the a priori estimates θ∗0.
A second approach is mixed estimation, in which the least squares cost function is augmented
to include constraints based on the a priori estimates of the unknown parameters. It is assumed
that these prior constraints are available for m of the nθ and this knowledge is formulated as,
d = Bθ∗ + ς (7.3.16)
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where B denotes an (m × nθ) matrix of constants based on the a priori information, d is an
(m× 1) vector, while ς is a vector of random variables with the following properties,
E[ς ] = 0 and E[ςςT ] = σ2V
where σ2 is once again the constant variance of the equation errors defined in Chapter 4 and
V is a known matrix reflecting the level of confidence in the a priori information. Combining
Equation (7.3.16) with the linear regression model in Equation (4.2.3) gives,[
z∗
d
]
=
[
X∗
B
]
θ
∗ +
[
ǫ
ς
]
(7.3.17)
where,
E
{[
ǫ
ς
]}
= 0 and E
{[
ǫ
ς
] [
ǫT ςT
]}
= σ2
[
I 0
0 V
]
The cost function to be minimised is then,
J(θ∗) =
1
2
[
(z∗ − X∗θ∗)T
(d− Bθ∗)T
] [
I 0
0 V
]−1 [
(z∗ − X∗θ∗)
(d− Bθ∗)
]
(7.3.18)
=
1
2
(z∗ − X∗θ∗)T (z∗ − X∗θ∗) + 1
2
(θ∗ − B−1d)TBTV−1B(θ∗ − B−1d)(7.3.19)
and the mixed estimate of θ∗ is found from,
θˆ
∗
= (X∗TX∗ + BTV−1B)−1(X∗T z∗ + BTV−1d) (7.3.20)
Prior information about the parameters can also be included in the modified Newton-Raphson
algorithm. In this case, the cost function to be minimised is based on that given in Equation
(5.3.4) but modified to the following,
J(θ) =
1
2
N∑
i=1
υ
T (i)Rˆ−1υ(i) +
1
2
(θ − θ0)TR−10 (θ − θ0) (7.3.21)
where θ0 is the vector of a priori values of θ and R0 is a diagonal covariance matrix, the
elements of which define the confidence of each value in θ0. The update of the parameter
vector at each iteration of the modified Newton-Raphson algorithm is then computed from,
∆θ = −[M + R−10 ]−1[G + R−10 (θ − θ0)] (7.3.22)
where G and M are the gradient and information matrices of the standard modified Newton-
Raphson algorithm, defined in Equations (5.3.9) and (5.3.11) respectively.
The disadvantage in using principal components regression, mixed estimation or the modified
Newton-Raphson algorithm incorporating prior information is the requirement to specify vari-
ables which define the confidence in the a priori estimates (σ20 , V and R0 respectively). If
the a priori estimates come from wind tunnel experiments or previous flight test results, these
variables may be known. However, if the only source of information is empirical analysis, it
is more difficult to specify appropriate confidence levels in θ0, particularly for unconventional
UAV configurations.
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A biased estimation technique which avoids this problem is ridge regression. The estimate of
θ is found from,
θˆ
∗
= (X∗TX∗ + kRI)−1X∗T z∗ (7.3.23)
where kR is a scalar biasing parameter. When kR is zero, the ridge estimator is the least squares
estimator. The mean square error of the ridge estimate is [123],
MSE(θˆ
∗
) = Var(θˆ
∗
) + {E[θˆ∗ − θ∗]}2
= σˆ2
nθ∑
i=1
S2i
(S2i + kR)
2
+ k2Rθˆ
∗T
(X∗TX∗ + kRI)−2θˆ
∗ (7.3.24)
The first term on the right hand side of Equation (7.3.24) is the sum of the variances of the
parameters in θˆ
∗
and the second term is the square of the bias. Inspection of Equation (7.3.24)
reveals that an increase in the value of kR will lead to a decrease in the variance of the estimates.
At the same time, however, the bias in the estimates will increase. The objective when choosing
the value of kR therefore is to select a value which results in a reduction in the variance which
is greater than the increase in the square of the bias. If such a value can be found for kR, the
mean square error of the ridge estimates will be less than the variance of the corresponding
least squares estimates.
A number of methods for selecting kR, both analytical and graphical, have been proposed [123].
Hoerl et al [157] suggested that the following equation for the biasing parameter,
kR =
nθσˆ
2
θˆ
∗T
LSθˆ
∗
LS
(7.3.25)
where θˆ
∗
LS contains the estimates of the parameters from least squares and σˆ2 is again the
variance of the residuals found from Equation (4.5.12). It was shown by Hoerl et al through
simulation that the resulting ridge estimates can have a significantly reduced mean square error
in comparison to least squares estimates.
7.3.3 UAV Rolling Moment Example
To demonstrate the collinearity diagnostic and biased estimation, analysis was performed on
three segments of UAV flight test data containing aileron doublets to determine the rolling
moment derivatives in the following equation,
Cl = Cl0 + Clββ + Clp pˆ + Clr rˆ + Clξξ + Clζζ (7.3.26)
The rolling moment coefficient Cl was derived from the measured data using the expression,
Cn =
1
q¯S b
2
[Ixxp˙− Ixz(r˙ + pq) + (Izz − Iyy)qr] (7.3.27)
The aileron inputs are shown in Figure 7.14, along with the rudder position. As can be seen,
rudder inputs are being applied as well as those to the ailerons. These rudder inputs are gen-
erated automatically to counteract adverse yawing motion caused by drag associated with the
deflection of the ailerons. Comparing the shape of the two input time histories in Figure 7.14,
it is clear that the rudder input is related to the aileron deflection. Thus, it is highly likely that
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collinearity will exist between ξ and ζ . This automatic rudder deflection was highlighted earlier
in Section 4.7. For that example, the correlation problem was avoided by combining aileron and
rudder doublet data in the analysis, resulting in greater information content regarding the sepa-
rate effects of each control surface. However, for the purposes of demonstrating collinearity, it
will be assumed in the current example that the only data available are these three manoeuvres.
Time
Ai
le
ro
n 
In
pu
t
Time
R
ud
de
r I
np
ut
Figure 7.14: Time histories of aileron and rudder
deflections
Table 7.4 gives the parameter estimates and corresponding standard error obtained using or-
dinary least squares regression and Table 7.5 displays the pair-wise correlation coefficients
between the parameters. Note that the offset term Cl0 was found to be negligibly small and,
hence, removed from the model. The standard errors indicate that there is a high level of
uncertainty in the estimates, particularly for Clζ . Examination of Table 7.5 reveals that this
parameter, as expected, is highly correlated with Clξ . Figure 7.15 shows the rolling moment
coefficient derived from the measured data plotted against the response reconstructed using the
least squares estimates. Despite the uncertainty in the parameter estimates, the match between
the two is close. However, this observation simply illustrates the point that a close visual match
between the measured and identified responses is no guarantee of the parameter estimates being
acceptable.
A collinearity diagnostic using eigenvalue analysis, condition indices and variance proportion
decomposition was then carried out. The results of this are summarised in Table 7.6. The
first column shows that one eigenvalue was found to be much smaller than the others and, as
a result, the corresponding condition index was an order of magnitude greater than the other
condition indices, with Cmax = 18.27. The variance proportions associated with Cmax showed
large values for the aileron and rudder, 0.9963 and 0.9777 respectively, and therefore strong
collinearity between these variables. The analysis also suggested that the correlation was not
restricted to just ξ and ζ but also included roll rate pˆ and yaw rate rˆ, as their proportions both
exceeded the guideline value of 0.5. Note that the value of Cmax was much less than the figure
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θˆ 100[s/|θˆ|]
Clβ 1.616 46.32
Clp 1.044 8.46
Clr 0.921 51.28
Clξ 1.074 21.83
Clζ 2.884 140.04
Table 7.4: Estimates of roll derivatives from ordinary least
squares regression
Clβ Clp Clr Clξ Clζ
Clβ 1 0.4013 0.0676 0.2485 0.2271
Clp - 1 0.3917 0.6963 0.5927
Clr - - 1 0.6611 0.6340
Clξ - - - 1 0.9790
Clζ - - - - 1
Table 7.5: Correlation coefficients for roll derivatives from
ordinary least squares regression
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Figure 7.15: Measured and identified rolling moment
responses: ordinary least squares regression
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of 100 often quoted in the literature as an indication of the presence of collinearity. This seems
to follow the observations of other practitioners, described in Section 7.3.1, that collinearity
can still exist despite the largest condition index being less than 100.
Variance Proportions π
Eigenvalues λ Condition Index C β pˆ rˆ ξ ζ
2.8257 1 0.0013 0.0142 0.0123 0.0017 0.0025
1.3772 1.43 0.2874 0.0068 0.0729 0.0000 0.0001
0.4082 2.64 0.1164 0.1187 0.1985 0.0020 0.0186
0.3827 2.72 0.5389 0.1795 0.2075 0.0000 0.0012
0.0085 18.27 0.0560 0.6808 0.5088 0.9963 0.9777
Table 7.6: Collinearity diagnostics for aileron doublet data
Estimation was then performed, first using principal components regression and then with ridge
regression. For principal components regression, the singular values were calculated by taking
the square roots of the eigenvalues in Table 7.6. The singular value corresponding to Cmax
was Smin = 0.09, therefore the threshold S0 for the algorithm defined in Equation (7.3.13) was
set to 0.1. This meant that the estimate of the transformed parameter θ¯∗k corresponding to the
smallest singular value was set to an estimate based on a priori information, rather than from
least squares regression. The a priori estimates in this case were from empirical analysis. The
parameter estimates were then transformed back to their original basis using Equation (7.3.14)
and the results are shown in the second column of Table 7.7. In comparison to the estimates
obtained from least squares regression, the principal components regression results are very
similar. The exception to this is the estimate of Clζ , which is around half the size of the least
squares estimate. The standard errors of the principal components regression estimates are also
given in Table 7.7. These were calculated as the square roots of the diagonal elements of the
mean square error defined in Equation (7.3.15) and the computation required specification of
the variance in the empirical estimates σ20 . Without any knowledge of this parameter, it was
decided to set its value for each derivative to a figure corresponding to 50% of the a priori
estimate value, thus reflecting a relatively high uncertainty in the a priori estimates. Despite
this, the standard errors from principal components regression are much lower in comparison
to the least squares results, especially for Clζ , and indicate an improved confidence in the
estimated values.
Ridge regression was performed next. Based on the least squares analysis, the value of the
biasing parameter kR was set to 0.0014 and the resulting estimates are displayed in the fourth
column of Table 7.7. The derivative values obtained were very similar to those from principal
components regression, with the value of Clζ again being around half the size of the least
squares estimate. The standard errors for the ridge estimates were determined as the square
roots of the diagonal elements of the mean square error in Equation (7.3.24). These are shown
in the last column of Table 7.7. Relative to the least squares result, the standard error of Clζ has
decreased by around a third but remains high. The standard errors of Clβ and Clr are also high
and, in fact, the uncertainty in these derivatives has actually increased.
A fourth segment of data containing an aileron input was used to validate the parameter esti-
mates from least squares regression, principal components regression and ridge regression. The
measured data from this manoeuvre is shown in Figure 7.16 along with the predicted responses
from the three methods. As can be seen, the three methods provide very similar responses and
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Prin. Comp. Reg. Ridge Reg.
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
Clβ 1.678 31.36 1.663 74.83
Clp 1.009 4.03 1.005 9.09
Clr 1.012 24.84 1.003 61.15
Clξ 0.984 2.12 0.980 6.78
Clζ 1.500 37.91 1.471 98.50
Table 7.7: Estimates of roll derivatives from principal
components regression and ridge regression
this is also reflected by the results from Theil’s analysis,
Least Squares : U = 0.2108, UB = 0.0432, UV = 0.0021, UC = 0.9546
Principal Components : U = 0.2105, UB = 0.0299, UV = 0.0063, UC = 0.9638
Ridge : U = 0.2093, UB = 0.0654, UV = 0.0227, UC = 0.9119
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Figure 7.16: Measured and predicted rolling moment
responses for aileron validation manoeuvre
The analysis presented above found that, while very similar values for derivatives were ob-
tained from the three method, principal components regression provided estimates with the
lowest standard errors. However, the problem of specifying the confidence level for the a pri-
ori information remains. The next logical step was to include data in which the rudder was
excited independently. When this was done, the investigation found that there was still insuf-
ficient information in the data to reliably identify Clζ and, therefore, it was removed from the
model. The process of determining the most appropriate model structure for a given response
is described in Chapter 8, therefore the presentation of this analysis is deferred until then.
144 Estimation Issues for UAVs
7.3.4 UAV Pitching Moment Example
As a second example of possible data collinearity, the analysis carried out on UAV pitching
moment data is presented next. The pitching moment equation in this case is,
Cm = Cm0 + Cmαα + CmV Vˆ + Cmq qˆ + Cmηη (7.3.28)
As for the pitching moment example presented in Section 6.6, Equation 7.3.28 contains the
derivative CmV to model slight drifts in the airspeed during the manoeuvres.
The data contained two pitch doublets. However, pitch rate feedback was engaged for the flight
test meaning that changes in q, rather than changes in elevator position η, were being demanded
during the manoeuvres. This introduced a relationship between the pitch rate and the elevator
deflection, as illustrated in Figure 7.17, which shows time histories of the two variables. It can
be seen that the shape of the two plots look very similar (note the sign of the elevator time
history has been changed to highlight the match).
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Figure 7.17: Time histories of pitch rate and elevator
inputs
Least squares regression was performed first, with the estimates and standard errors given in
Table 7.8. Despite the potential collinearity problems, the results suggested that the parameters
were estimated with an acceptable degree of confidence, with all standard errors falling below
20% of the estimate magnitudes. The pair-wise correlation coefficients are displayed in Table
7.9 and show that some correlation did exist between the pitch rate and elevator deflection.
However, the value of ρ = 0.9004 was right at the threshold of what is considered significant
and indicated that the collinearity may not have been as severe as first thought. Figure 7.18
shows the pitching moment coefficient derived from the data plotted against the response re-
constructed from the least squares estimates. The match between the two responses is close
but, as pointed out for the previous example, this is no guarantee that the estimates are reliable.
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θˆ 100[s/|θˆ|]
Cm0 0.956 0.24
Cmα 1.178 8.17
CmV 0.933 13.31
Cmq 1.099 17.37
Cmη 0.934 8.57
Table 7.8: Estimates of pitch derivatives from ordinary
least squares regression
Cm0 Cmα CmV Cmq Cmη
Cm0 1 0.4418 0.5758 0.4398 0.5071
Cmα - 1 0.1854 0.7229 0.7007
CmV - - 1 0.1504 0.1192
Cmq - - - 1 0.9004
Cmη - - - - 1
Table 7.9: Correlation coefficients for pitch derivatives
from ordinary least squares regression
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Figure 7.18: Measured and identified pitching moment
responses: ordinary least squares regression
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To investigate further, the eigenvalues, condition indices and variance proportions were calcu-
lated. These are shown in Table 7.10. The maximum condition index value was found to be
very low at Cmax = 3.44, further supporting the theory that there were no strong collinearity
effects in the data. However, the variance proportions for qˆ and η associated with the smallest
eigenvalue were large so the analysis proceeded and biased estimation was performed. Princi-
pal components regression was carried out first. The lowest singular value was Smin = 0.39,
therefore the singular value threshold S0 was set to 0.4. The a priori estimates used in the cal-
culations were again from empirical analysis. The principal component estimates and standard
errors are shown in the second and third columns, respectively, of Table 7.11. To calculate the
standard errors, the variance in the a priori estimates was again assumed to be 50% of the mag-
nitude of empirical values. In comparison to the least squares estimates, the values obtained
from principal components regression were very similar. However, the standard errors of the
least squares estimates were all smaller. Ridge regression was then used to analyse the data,
with the value of kR calculated from Equation (7.3.25) to be 0.0027. The resulting estimates
and standard errors are also shown in Table 7.11. Again, the derivative values matched very
closely those found from least squares and principal components regression. There was also a
slight improvement in the standard errors for Cmq and Cmη in comparison to the least squares
estimates. However, there was reduced confidence in the remaining parameters, particularly
for CmV .
Variance Proportions π
Eigenvalues λ Condition Index C 1 α Vˆ qˆ η
1.7826 1 0.0201 0.0124 0.0004 0.0815 0.0773
1.3764 1.14 0.2289 0.0591 0.2823 0.0037 0.0078
1.0349 1.31 0.0740 0.4318 0.0472 0.0093 0.0328
0.6558 1.65 0.6415 0.0010 0.6425 0.0037 0.0049
0.1502 3.44 0.0355 0.4957 0.0276 0.9019 0.8772
Table 7.10: Collinearity diagnostics for elevator doublet
data
Prin. Comp. Reg. Ridge Reg.
θˆ 100[s/|θˆ| θˆ 100[s/|θˆ|
Cm0 0.957 0.50 0.956 0.96
Cmα 1.150 13.55 1.182 11.34
CmV 0.937 15.82 0.933 29.02
Cmq 1.158 26.16 1.081 13.07
Cmη 0.959 13.55 0.925 6.92
Table 7.11: Estimates of pitch derivatives from principal
components regression and ridge regression
To validate the parameter estimates from least squares regression, principal components re-
gression and ridge regression, the identified models were used to predict the pitching moment
response to an elevator input not used in the estimation process. The measured data from this
manoeuvre is shown in Figure 7.19 along with the predicted responses from the three meth-
ods. As with the example presented in Section 7.3.3, the three methods provided very similar
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responses. The results from Theil’s analysis were,
Least Squares : U = 0.0251, UB = 0.1531, UV = 0.1111, UC = 0.7357
Principal Components : U = 0.0243, UB = 0.1487, UV = 0.0528, UC = 0.7984
Ridge : U = 0.0256, UB = 0.1508, UV = 0.1409, UC = 0.7083
From Figure 7.19, the predicted responses can be seen to match the measured data closely.
Theil’s inequality coefficient for the three methods were also low, suggesting a satisfactory fit
to the measurements. However, the bias portions for the three methods, as well as the variance
portions for least squares and ridge regression, could all be considered high.
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Figure 7.19: Measured and predicted pitching moment
responses for elevator validation manoeuvre
The conclusion from the above analysis was that, in practice, the collinearity caused by the pitch
rate feedback was minimal. It is likely that time delays introduced by the flight control hardware
and noise in the pitch gyro measurements meant that there was enough information about the
separate effects of q and η to reliably estimate Cmq and Cmη . In this case, the least squares
estimation was adequate and had relatively low standard errors, indicating an acceptable level
of confidence in the estimates. No significant improvement was found in using either of the
biased parameter estimation techniques and, in fact, the majority of the standard errors obtained
with principal components regression and ridge regression were greater than those from least
squares.
Chapter 8
Model Structure Determination
8.1 Introduction
In the previous chapters on parameter estimation, it was largely assumed that the equations
of motion used were the most appropriate given the aircraft’s measured response. However,
it may not always be clear what terms should be included in the model structure. This is
especially true if the aircraft is operating at high angles of attack or undergoing large amplitude
manoeuvres, in which case its dynamics are likely to be nonlinear. The process of determining
the most appropriate model structure could be crucial even for UAVs flying in linear flight
regimes due to their unconventional configurations. Using a typical UCAV configuration as an
example, the lack of a conventional fin and rudder means that yaw control must be achieved
through alternative means. One such method is to generate a drag differential between the
wings using split flap trailing edge devices [4]. However, depending on the location of the split
flaps relative to the aircraft’s centre of gravity, this will produce adverse rolling, and possibly
pitching moments, resulting in greater cross-coupling between each axis. Therefore, the focus
of this chapter is on methods of model structure determination.
8.2 Regression Analysis
The first part of this chapter is concerned with linear regression models given by Equation
(4.2.3),
z = Xθ + ǫ (8.2.1)
where ǫ is again assumed to be a Gaussian random variable, with zero mean and variance σ2,
i.e.,
ǫ ~ N[0, σ2I]
Determining the correct model structure for Equation (8.2.1) is based on hypothesis testing
in which decisions for adding or deleting terms from the model are made based on statistics
calculated using the measured data.
The first hypothesis test is the test for overall regression, which aims to find if a linear relation-
ship exists between the measured dependent variable z and a set of n candidate regressors Xj ,
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j = 1,2,. . .,n. The offset parameter θ0 is included in the model by default. Two hypotheses are
formed as follows,
H0 : θ1 = θ2 = . . . = θn = 0 (8.2.2)
H1 : θj 6= 0 for at least one j (8.2.3)
where H0 is known as the null hypothesis and H1 is the alternative hypothesis. To assess
which hypothesis is true, F -statistics are used and the following quantities are required in the
calculation of these statistics,
SST =
N∑
i=1
[z(i)− z¯]2 = zT z−Nz¯2 (8.2.4)
SSR =
N∑
i=1
[yˆ(i)− z¯]2 (8.2.5)
SSE =
N∑
i=1
[z(i)− yˆ(i)]2 = zT z− θˆTXT z (8.2.6)
where N is again the number of data points and z¯ is the mean of the dependent variable,
z¯ =
1
N
N∑
i=1
z(i) (8.2.7)
The variable SST represents the sum of the squared variations of z about its mean value and
is termed the total sum of squares, SSR is the sum of the squared variations of the predicted
dependent variable yˆ about z¯ and is known as regression sum of squares, while SSE is the
sum of the squared variations between measured dependent variable z and predicted dependent
variable yˆ and is called the residual sum of squares. The three quantities are related to each
other by the following equation,
SST = SSR + SSE (8.2.8)
Combining Equations (8.2.4), (8.2.6) and (8.2.8), the regression sum of squares can also be
expressed as,
SSR = θˆXT z−Nz¯2 (8.2.9)
The F -statistic for the null hypothesis is then calculated from [31],
F0 =
SSR/n
SSE/(N − nθ) =
θˆXT z−Nz¯2
nσˆ2
(8.2.10)
where σˆ2 is the estimate of the variance calculated earlier in Chapter 4 using Equation (4.5.12).
The statistic F0 is a random variable that follows the F -distribution, the values for which can
be found from look up tables (for example Reference [130]). In the above expression, the
numerator is said to have n degrees of freedom, while the denominator has (N − nθ) degrees
of freedom. The null hypothesis is rejected if,
F0 > F (α, n,N − nθ) (8.2.11)
where α is a selected significance level, similar to that described for t-distributions in Section
4.5, with a value between 0 and 1. If the null hypothesis is rejected for a chosen value of α, this
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is equivalent to saying that there is a 100(1-α) percent confidence that not all of the parameters
are zero. A typical value for α in aircraft system identification is 0.05, corresponding to a 95%
confidence level [31].
A second hypothesis test is the test for significance of individual regressor or partial F -test. In
this case, the null and alternative hypotheses can be expressed as,
H0 : θj = 0 (8.2.12)
H1 : θj 6= 0 (8.2.13)
and the partial F -statistic for the null hypothesis is given by,
F0 =
θˆ2j
s2(θˆj)
(8.2.14)
where s2(θˆj) is the estimate of the variance of θˆj i.e. square of the standard error s(θˆj). The
numerator now has one degree of freedom and the denominator has (N−nθ) degrees of freedom
as before. The null hypothesis is rejected if,
F0 > F (α, 1, N − nθ) (8.2.15)
In general, there are three procedures for adding or removing terms from the model structure.
The first is termed forward selection, in which the initial model simply contains the offset
parameter θ0. One regressor is added at a time until all candidate regressors are in the model
or until some criterion for an adequate model structure is met. The first regressor added to
the model is the one that has the highest correlation with the dependent variable z. This is
determined from,
rjz =
N∑
i=1
[Xj(i)− X¯j][z(i)− z¯]√
SjjSzz
, j = 1, 2, . . . , n (8.2.16)
where,
X¯j =
1
N
N∑
i=1
Xj(i) (8.2.17)
Sjj =
N∑
i=1
[Xj(i)− X¯j]2 (8.2.18)
Szz =
N∑
i=1
[z(i)− z¯]2 (8.2.19)
The regressor with the highest correlation with the dependent variable, denoted X1, will also
be the regressor with the highest partial F -statistic. The second regressor added to the model
is then the one with the highest correlation with the dependent variable adjusted for the effects
of the offset parameter and first regressor i.e. z − θ0 − θ1X1. The process continues until all
candidate regressors are in the model or the partial F -statistics of the remaining regressors fall
below a given threshold Fin. In general, the jth regressor is added to a model already containing
m terms if,
F0 =
SSR(θˆm+j)− SSR(θˆm)
σˆ2
> Fin (8.2.20)
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where SSR(θˆm) is the regression sum of squares based on the m regressors currently in the
model and SSR(θˆm+j) is the regression sum of squares when the jth term is added.
The second approach is essentially the reverse of forward selection and is known as backward
elimination. To start with, all candidate regressors are included in the model and, at each step,
the term with the smallest partial F -statistic is removed,
F0 = min
j
SSR(θˆm)− SSR(θˆm−j)
σˆ2
< Fout (8.2.21)
where SSR(θˆm−j) is the regression sum of squares when the jth regressor removed from the
model.
The third approach is termed stepwise regression and can be considered a combination of for-
ward selection and backward elimination. When a new term is added to the model, the regres-
sors included previously are reassessed. It is entirely possible that a term which was significant
at an early stage of the analysis may be become unnecessary once subsequent regressors are
added to the model. This is the most widely-used of the three approaches and the following
section looks at the procedure in more detail.
8.3 Stepwise Regression
The process begins in a similar manner to forward selection, with just the offset term θ0 in the
model. The first regressor to be added is the one with the highest correlation with z, computed
from (8.2.16). Letting this regressor be denoted X1, the model at this stage is,
z = θˆ0 + θˆ1X1 + υ (8.3.1)
where υ is again used to denote the vector of residuals. Least squares regression is then used to
find estimates θˆ0 and θˆ1 which provide the best fit to z and the partial F -statistic is found from,
F0 =
SSR(θˆ1)
σˆ2
(8.3.2)
A check is then made that F0 > Fin and the analysis proceeds.
Next, the regressor with the second highest correlation with z is added to the model. However,
for this correlation calculation, the remaining candidate regressors are orthogonalised with re-
spect to the terms already in the model to remove any variations that are already included. This
is done by modelling each remaining regressor with X1 and the offset term and treating the
resulting residual as a new candidate term. For example, the regressor X2 is modelled as,
X2 = aˆ0 + aˆ1X1 + υ2 (8.3.3)
so that the new candidate regressor is the residual term υ2,
υ2 = X2 − aˆ0 − aˆ1X1 (8.3.4)
and the coefficients aˆ0 and aˆ1 are estimated using least squares. Similarly, the new dependent
variable is the vector of residuals in Equation (8.3.1),
υ = z− θˆ0 − θˆ1X1 (8.3.5)
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The process of orthogonalising the candidate regressors with respect to the terms already in the
model means that the model structure determination is always focused on terms necessary to
characterise unmodelled variations in z. It can also help when the contribution of regressors
added early on dwarf those required later to model smaller variations in the dependent variable.
Note that the orthogonalised terms are only required for the correlation calculation and the
original candidate regressors and dependent variable are used for the other computations.
Every time a regressor is added to the model, the partial F -statistic for all terms is calculated
and each F0 is compared to a given value of Fout. As for backward elimination, any regressor
with an F0 value less than Fout is removed from the model. The point is made again that it is
possible that a regressors added at an early stage could become insignificant as more terms are
added to the model. The process continues until no more regressors are included or omitted
from the model. The values for Fin and Fout are usually the same, although some analysts prefer
Fin > Fout making it more difficult to admit a term to the model than to remove one from it.
The F -distribution value depends on the number of data points N and the number of regressors
m currently in the model. For typical aircraft problems, N >> 100 >> m, therefore the 95%
confidence F (0.05, 1, N −m) ≈ 4. It has been suggested, however, that more suitable values
of Fin and Fout are around four to five times the figure indicated by the F -distribution table
[158].
The sole use of the partial F -statistics to determine the most appropriate model structure has
been found to be too restrictive and can result in the model having too many parameters. There-
fore, it is recommended that a number of metrics be used in assessing the suitability of the
model [158, 31]. Various metrics have been proposed and the most common are summarised
below.
A Coefficient of Determination
The coefficient of determination is denoted R2 and represents the proportion of the vari-
ation in the dependent variable explained by the terms in the model. It is computed from,
R2 =
SSR
SST
= 1− SSE
SST
=
θˆ
T
XT z−Nz¯2
zT z−Nz¯2 (8.3.6)
The value of R2 falls between 0 and 1 but is usually expressed as a percentage, 100%
representing a perfect fit to the measured data. Adding a regressor to the model will
always lead to an increase in R2. However, the increase will be greater early on in the
process when more influential terms are added. After all significant terms have been
included in the model, the change in R2 due to the inclusion of additional terms will be
small and, therefore, the appropriate model structure is considered to have been found
when the increase in R2 falls below a given threshold. Typically, a term is considered
significant if the resulting increase in R2 is greater than 0.5 %.
The coefficient of determination is closely related to the test for overall regression intro-
duced earlier. The F -statistic for the null hypothesis given in Equation (8.2.10) can be
rewritten as,
F0 =
(N −m)R2
(m− 1)(1− R2) (8.3.7)
When influential regressors are added to the model early in the analysis, the value of
F0 will increase. However, when less significant terms are included, the increase in
R2/(1 − R2) could be smaller than the decrease in (N − m)/(m − 1), leading to the
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value of F0 to decrease. Therefore, the maximum value of F0 can also be used as the
basis for finding the best model to fit the data.
B Predicted Sum of Squares
The predicted sum of squares (PRESS) is defined as the sum of the squares of the N
residuals, which can be found from,
PRESS =
N∑
i=1
[
υ(i)
(1− kii)
]2
(8.3.8)
where the residual υ(i) has been normalised with respect to the diagonal elements of the
prediction matrix,
kii = x
T (i)(XTX)−1x(i) (8.3.9)
where xT (i) is the ith row of X. The correct model structure is then in theory the one
with the minimum corresponding PRESS. However, in practice, it has been found that for
cases where the number of data points N is much larger in comparison to the number of
model terms m (which is true for typical aircraft applications) then PRESS can continue
to decrease even when insignificant regressors are added to the model. Therefore, care
must be taken when using PRESS to assess the adequacy of the model structure.
C Predicted Square Error
The predicted square error (PSE) is given by,
PSE = 1
N
(z− yˆ)T (z− yˆ) + σ2max
m
N
(8.3.10)
The first term on the right hand side of Equation (8.3.10) is known as the mean squared
fit error (MSFE),
MSFE = 1
N
(z− yˆ)T (z− yˆ) (8.3.11)
which will decrease each time a new regressor is added to the model. Hence, this term
on its own cannot be used to indicate the most appropriate model structure. To com-
pensate, the PSE includes a second term σ2maxm/N , known as the overfit penalty term,
which increases as more regressors are included in the model. The minimum value of
PSE is taken as an indicator of the most appropriate model structure given the measured
response.
The parameter σ2max is the a priori upper-bound estimate of the squared error between
future data and the model. It is used to account for the fact that the PSE is calculated
when the model structure is not correct. An estimate of σ2max can be obtained from [31],
σ2max =
1
N
N∑
i=1
[z(i)− z¯]2 (8.3.12)
D Analysis of Residuals
Examination of the residuals can also provide an indication of the adequacy of the model
structure. If the model structure is correct then the residuals should be a sequence of
uncorrelated random variables with a Gaussian distribution. On the other hand, if they
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are found to contain a deterministic component, this could suggest that an important
regressor has been omitted from the model.
The variance of the residuals is estimated using,
σˆ2 =
υTυ
N −m (8.3.13)
The square root of Equation (8.3.13) is referred to as the estimated fit error. The residual
variance obtained from the expression above can be compared to an estimate obtained
directly from the experimental data. For example, the Fourier smoothing algorithm de-
scribed in Section 4.3 can be used to separate the deterministic component of the de-
pendent variable from random measurement noise. If the model structure is correct then
the estimate from Equation (8.3.13) should match the variance of the measurement noise
component obtained from Fourier smoothing.
In many cases, it is unlikely that all of the criteria described in this section will be satisfied
at any one time. Often, the choice of when to halt the process of adding and removing terms
from the model is made based on a consensus of the metrics. The process of model structure
determination is also one that cannot be used blindly but instead works best when utilised in
conjunction with a physical understanding of the aircraft dynamics. Another useful rule when
making a borderline decision as to whether a regressor is included or not is the principle of
parsimony [34, 31], which says that given two models which have similar levels of fidelity, the
better model is that which has the fewer number of parameters. The process of stepwise regres-
sion as applied to aircraft problems was pioneered by Klein et al [158, 134], who proposed a
modification when selecting which terms should enter the model. If a borderline decision has
to be made regarding which regressors to add, linear terms should always be included before
nonlinear ones. This helps when dealing with more complex model structures such as those
represented by spline functions. This procedure became known as modified stepwise regres-
sion.
8.4 UAV Rolling Moment Example
For an example of the application of stepwise regression, attention returns to the estimation
of the UAV rolling moment derivatives presented in Section 7.3.3. The analysis presented
previously was based on three aileron doublets but it was found that there was a high level
of correlation between the aileron and rudder inputs. Therefore, the analysis was repeated,
incorporating three extra manoeuvres in which the rudder was excited separately, and the model
structure determination process is described here. Figure 8.1 shows the aileron and rudder
inputs applied during the six manoeuvres.
For the first step of the analysis, the correlation rjz between each of the regressors and the
rolling moment coefficient Cl were calculated and are shown in the last column of Table 8.1.
Also displayed are the initial values for the fit error σˆ, the coefficient of determination R2,
PRESS and PSE. The regressor with the largest correlation with the dependent variable was the
aileron input ξ, therefore the control derivative Clξ was the first term added to the model.
In step 2 of the analysis, least squares estimation was then used to find the value of Clξ . This is
given in the first column of Table 8.2. The partial F -statistic for the derivative was calculated
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Figure 8.1: Time histories of aileron and rudder inputs
to be 160.94, as shown in the second column of the table. For the analysis presented here,
parameters were considered to be significant if their partial F -statistic exceeded a value of
Fin = Fout = 20. With the inclusion of Clξ in the model, the values of σˆ, PRESS and PSE
all decreased in comparison to step 1 and R2 increased to 38.23%. The values of r for the
remaining candidate regressors were calculated and the next most significant term was found
to be Clp .
Table 8.3 shows the results of adding the roll damping derivative to the model. Its F0 value was
found to be 310.90, while the same statistic for Clξ increased to 663.64. Again, the inclusion of
Clp led to decreases in the fit error, PRESS and PSE, while the coefficient of determination rose
to 71.93%. Of the remaining terms, the yaw rate rˆ was found to have the highest correlation to
the as yet unmodelled effects in Cl, therefore Clr was the next derivative added to the model.
The results of step 4 of the analysis are displayed in Table 8.4. The new derivative Clr had a
partial F -statistic of 74.754 and its addition to the model resulted in R2 increasing to 78.24%.
The other metrics σˆ, PRESS and PSE also continued to decrease. The correlation values with
the dependent variable for the two remaining candidate regressors, β and ζ , suggested that
sideslip angle was the more significant term, hence it was included in the model next.
The addition of Clβ to the model resulted in further reductions in the fit error, PRESS and PSE
metrics and the coefficient of determination increased to 83.58%, as shown in Table 8.5. The
value of F0 for Clβ was calculated to be 83.729 and the partial F -statistics for the other model
parameters also increased with the addition of Clβ .
In the sixth step of the process, the final candidate regressor ζ was added to the model and the
results are displayed in Table 8.6. This time, the partial F -statistic of the new parameterClζ was
found to be 5.414 - below the Fin value of 20. As well as this, the PSE value increased slightly
from 2.3714×10−6 to 2.3769×10−6. The addition of Clζ to the model resulted in R2 increasing
to 83.92%, however this rise in comparison to the value in Table 8.5 was only 0.34%, which
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fell below the guideline of a minimum increase of 0.5% in the coefficient of determination
for a new regressor to be considered significant. On the other hand, the estimated fit error σˆ
decreased, as did the PRESS metric. However, as explained above, for typical aircraft problems
the value of PRESS can continue to decrease even when an insignificant regressor is added to
the model. Taking all the metrics into account, as well as knowledge of aircraft dynamics and
the principle of parsimony, it was decided that the derivative Clζ should be removed from the
model. The final rolling moment equation was then,
Cl = Clββ + Clp pˆ+ Clr rˆ + Clξξ (8.4.1)
with least squares estimates of the derivatives given in the first column of Table 8.5. Note
that the offset term Cl0 was again found to be negligibly small. The rolling moment coefficient
derived from the data and response identified from the final model structure are shown in Figure
8.2.
θˆ F0 r
Clβ - - 0.0053
Clp - - 0.0000
Clr - - 0.0458
Clξ - - 0.3823
Clζ - - 0.1062
σˆ 3.603×10−3
R2 0.0%
PRESS 3.415×10−3
PSE 1.299×10−5
Table 8.1: Stepwise regression results -
step 1
θˆ F0 r
Clβ - - 0.0025
Clp - - 0.5455
Clr - - 0.0320
Clξ 0.4345 160.94 -
Clζ - - 0.0119
σˆ 2.838×10−3
R2 38.23%
PRESS 2.174×10−3
PSE 8.089×10−6
Table 8.2: Stepwise regression results -
step 2
θˆ F0 r
Clβ - - 0.1706
Clp 0.7469 310.90 -
Clr - - 0.2247
Clξ 0.8215 663.64 -
Clζ - - 0.0100
σˆ 1.917×10−3
R2 71.93%
PRESS 9.963×10−4
PSE 3.780×10−6
Table 8.3: Stepwise regression results -
step 3
θˆ F0 r
Clβ - - 0.2457
Clp 0.8071 450.76 -
Clr 1.9342 74.754 -
Clξ 0.8305 871.04 -
Clζ - - 0.0504
σˆ 1.691×10−3
R2 78.24%
PRESS 7.775×10−4
PSE 3.014×10−6
Table 8.4: Stepwise regression results -
step 4
The estimated fit error between the measured response and dependent variable predicted from
the final model structure was calculated to be σˆ = 1.471× 10−3. As described previously, for
a perfect model fit to the data, this value should match the square root of the variance of the
random component of the measured dependent variable. Using Fourier smoothing to separate
the deterministic and random components of Cl, the square root of the variance of the noise
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θˆ F0 r
Clβ 1.3198 83.729 -
Clp 0.9440 676.07 -
Clr 2.0200 107.50 -
Clξ 0.9105 1226.6 -
Clζ - - 0.0207
σˆ 1.471×10−3
R2 83.58%
PRESS 5.921×10−4
PSE 2.371×10−6
Table 8.5: Stepwise regression results -
step 5
θˆ F0 r
Clβ 1.2506 73.114 -
Clp 0.9585 688.15 -
Clr 2.1083 114.68 -
Clξ 0.9355 1119.3 -
Clζ 0.3895 5.414 -
σˆ 1.459×10−3
R2 83.92%
PRESS 5.827×10−4
PSE 2.377×10−6
Table 8.6: Stepwise regression results -
step 6
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Figure 8.2: Comparison of measured and identified
rolling moment time histories for final model structure
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was estimated to be 1.990×10−4. This is approximately an order of magnitude less than the es-
timated fit error obtained with the final model, indicating that the rolling moment residual may
still contain a small deterministic component, most likely due to the unmodelled rudder contri-
butions. A time history of the residual is shown in Figure 8.3, along with its associated power
spectrum. The residual appears to be mostly random, however, for the segments corresponding
to the rudder doublets, some deterministic content can be discerned. The power spectrum for
the residual also shows some power concentrated at low frequencies, which corresponds to un-
modelled rigid body dynamics. Despite these unmodelled dynamics, the final model structure
can be considered a suitable representation of the aircraft roll dynamics, as indicated by the
results of Theil’s inequality analysis,
U = 0.2271, UB = 0.0000, UV = 0.0516, UC = 0.9484
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Figure 8.3: Time history of residual and corresponding
power spectrum
8.5 Hawk Short Period Example
Stepwise regression was also used to investigate the equations of motion for models tested in
the dynamic wind tunnel facility. An example analysis of longitudinal data from the Hawk
model is presented here and a lateral/directional example for the DEMON model is given in the
section that follows. From theory, the longitudinal dynamics for a model restricted to 3 DoF
motion can be expressed as,
[
w˙
q˙
]
=
[
0 VT
mw mq
] [
w
q
]
+
[
0
mη
]
η (8.5.1)
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The Hawk data contained a 1-1-2 input to the elevator and the candidate regressors for both the
normal velocity and pitch equations were w, q and η. The time delay in the elevator input was
found from inspection to be 0.27 sec and removed manually from the measurement.
The normal velocity equation was examined first and the results are shown in Tables 8.7 to 8.9.
From the initial analysis, the regressor with the highest correlation with w˙ was, by far, the pitch
rate, therefore zq was the first parameter added to the model. This resulted in an almost perfect
fit to the measured data, with the coefficient of determination being 99.44%, and an estimate
of zq of 29.6915 (Table 8.8. When the next most significant regressor, normal velocity, was
added to the model, Table 8.9 shows that the partial F -statistic of zw was found to be well
below the threshold Fin, which was again taken to be 20. As well as this, the increase in R2
was negligible, while both the PRESS and PSE statistics increased. Therefore, zw was dropped
from the normal velocity equation, leaving only zq in the equation. Note that, as described in
Appendix A, for the 4 DoF equations of motion, the value of zq corresponds to the wind tunnel
speed VT .
θˆ F0 r
zw - - 0.0000
zq - - 0.9944
zη - - 0.4838
σˆ 7.2522
R2 0.0%
PRESS 2.2563×104
PSE 52.595
Table 8.7: Stepwise regression results
for the normal velocity equation - step 1
θˆ F0 r
zw - - 0.0026
zq 28.6915 7.6163×104 -
zη - - 0.0008
σˆ 0.5415
R2 99.44%
PRESS 126.51
PSE 0.5376
Table 8.8: Stepwise regression results
for the normal velocity equation - step 2
θˆ F0 r
zw 0.0250 1.1247 -
zq 28.6915 7.6185×104 -
zη - - 0.0003
σˆ 0.5414
R2 99.45%
PRESS 127.37
PSE 0.6597
Table 8.9: Stepwise regression results for the normal
velocity equation - step 3
Next, the pitching moment equation was analysed, with the results given in Tables 8.10 to 8.13.
The first parameter added to the model was mw. This was followed by mη and then mq . In each
case, the inclusion of the new regressor in the model structure resulted in significant increases
in the coefficient of determination and reductions in PRESS and PSE. The final value of R2
was 93.37%, indicating a close match to the measured data, and the F0 values for each term
were comfortably above the Fin threshold.
The analysis of the Hawk data, therefore, indicated that the model structure determined from
the experimental data matched that derived from theory. The response identified from the final
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θˆ F0 r
mw - - 0.7180
mq - - 0.0000
mη - - 0.0415
σˆ 1.9333
R2 0.0%
PRESS 1603.5
PSE 3.7378
Table 8.10: Stepwise regression results
for the pitch equation - step 1
θˆ F0 r
mw -1.4761 1.0847×103 -
mq - - 0.0002
mη - - 0.3732
σˆ 1.0279
R2 71.80%
PRESS 455.26
PSE 1.0690
Table 8.11: Stepwise regression results
for the pitch equation - step 2
θˆ F0 r
mw -1.5553 1879.8 -
mq - - 0.6249
mη -0.9358 253.07 -
σˆ 0.8147
R2 82.33%
PRESS 286.76
PSE 0.6853
Table 8.12: Stepwise regression results
for the pitch equation - step 3
θˆ F0 r
mw -1.6428 5456.5 -
mq -3.5897 706.50 -
mη -1.8861 1379.3 -
σˆ 0.4995
R2 93.37%
PRESS 109.12
PSE 0.2813
Table 8.13: Stepwise regression results
for the pitch equation - step 4
model structure is shown in Figure 8.4 along with the measured data.
8.6 DEMON Dutch Roll Example
In the second wind tunnel example, the model structure for the DEMON due to a rudder input
was investigated using data containing a doublet input. For this case, the theoretical equations
of motion were, [
v˙
r˙
]
=
[
0 −VT
nv nr
] [
v
r
]
+
[
0
nζ
]
ζ (8.6.1)
However, during the experiments, the model experienced some rolling motion when the rudder
input was applied. Hence, as well as v, r and ζ , roll rate p was also included in the group
of candidate regressors. As for the longitudinal example, the input time delay was removed
manually from the data prior to the analysis.
Concentrating first on the sideslip velocity equation, the stepwise regression results are dis-
played in Tables 8.14 to 8.16. To start with, yaw rate r was found to be the regressor most
significantly correlated with v˙, hence was the first term added to the model. When this was
done, a very close match to the measured data was achieved, with the coefficient of determi-
nation rising to 99.86%. The next most significant regressor was the rudder input so yζ was
also added to the model. However, the increase in R2 as a result was only 0.03%. There was
also a rise in the PSE statistic. The partial F -statistic of yζ did exceed the Fin threshold of 20
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Figure 8.4: Measured and identified Hawk responses for a
1-1-2 input to the elevator - final model structure
(79.974 from Table 8.16) but was significantly smaller than the F0 figure for yr. Therefore, yζ
was removed from the equations of motion.
θˆ F0 r
yv - - 0.0000
yp - - 0.0854
yr - - 0.9986
yζ - - 0.3272
σˆ 10.3625
R2 0.0%
PRESS 3.7584×104
PSE 107.38
Table 8.14: Stepwise regression results
for sideslip velocity equation - step 1
θˆ F0 r
yv - - 0.0000
yp - - 0.1372
yr -29.0526 2.5248×105 -
yζ - - 0.1877
σˆ 0.3845
R2 99.86%
PRESS 52.343
PSE 0.7623
Table 8.15: Stepwise regression results
for sideslip velocity equation - step 2
Tables 8.17 to 8.21 present the results from the analysis of the yawing moment equation. The
regressor with the highest correlation to yaw acceleration r˙ was the sideslip velocity v, therefore
nv was the first derivative added to the model. The next term included was nζ and this was
followed by nr, leaving roll rate p as the only remaining candidate regressor. When np was
added to the model, the improvement in the coefficient of determination was marginal, with R2
increasing by 0.83%. However, this is greater than the 0.5% guideline suggested in Section 8.3.
Also, the partial F -statistic for np was greater than Fin and its inclusion in the model structure
led to decreases in PRESS and PSE. Therefore, it was a borderline decision as to whether np
should be included in the equations of motion. Figure 8.5 displays the measured time history of
r˙ plotted against those from the identified model with and without np in the model structure. As
can be seen, the inclusion of the derivative makes little difference to the reconstructed response
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θˆ F0 r
yv - - 0.0004
yp - - 0.0399
yr -28.7380 2.0847×105 -
yζ 0.6465 79.974 -
σˆ 0.3470
R2 99.89%
PRESS 42.810
PSE 1.0424
Table 8.16: Stepwise regression results for normal velocity
equation - step 3
so, using the principle of parsimony, it was felt that the most appropriate model structure was
one without np and, as with the longitudinal example, the model form found from experiment
matched the theoretical model structure. Figure 8.6 shows the identified response from the final
model structure plotted against the measured data.
θˆ F0 r
nv - - 0.8477
np - - 0.2840
nr - - 0.0000
nζ - - 0.0545
σˆ 4.0250
R2 0.0%
PRESS 5670.4
PSE 16.201
Table 8.17: Stepwise regression results
for yawing moment equation - step 1
θˆ F0 r
nv 3.7214 1931.9 -
np - - 0.1149
nr - - 0.0000
nζ - - 0.4636
σˆ 1.5729
R2 84.77%
PRESS 869.87
PSE 2.5526
Table 8.18: Stepwise regression results
for yawing moment equation - step 2
8.7 Maximum Likelihood Model Structure Determination
As mentioned previously, regression analysis is limited to cases in which the equations of
motion are linear in the unknown parameters. Therefore, it is convenient to have a method
of model structure determination which can be applied to general, nonlinear cases. Such an
approach, advocated by Tischler [6], is outlined here.
The most appropriate model structure is found based on three metrics derived from the Cramer-
Rao bound. The first is the standard errors of the parameter estimates s(θˆ). As described in
Section 5.8, these are calculated as the square root of the diagonal elements of the covariance
matrix P, which approximates the inverse of the Fisher information matrix M,
s(θˆj) =
√
Pjj ≈
√
(M−1)jj, j = 1, 2, . . . , nθ (8.7.1)
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θˆ F0 r
nv 3.7589 3659.4 -
np - - 0.0495
nr - - 0.3949
nζ -3.4481 299.01 -
σˆ 1.1537
R2 91.83%
PRESS 476.81
PSE 1.4588
Table 8.19: Stepwise regression results
for yawing moment equation - step 3
θˆ F0 r
nv 3.7762 6082.3 -
np - - 0.1682
nr -2.4468 225.15 -
nζ -5.0213 717.87 -
σˆ 0.8987
R2 95.06%
PRESS 290.33
PSE 0.9841
Table 8.20: Stepwise regression results
for yawing moment equation - step 4
θˆ F0 r
nv 3.2809 1963.0 -
np 1.9669 69.551 -
nr -3.7023 305.64 -
nζ -6.2952 752.95 -
σˆ 0.8209
R2 95.89%
PRESS 240.96
PSE 0.8963
Table 8.21: Stepwise regression results for yawing
moment equation - step 5
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164 Model Structure Determination
0 0.5 1 1.5 2 2.5 3 3.5
−20
0
20
Time (s)
Ya
w
 A
cc
el
er
at
io
n 
(ra
d/s
2 ) 
    
   
 
 
0 0.5 1 1.5 2 2.5 3 3.5
−50
0
50
Time (s)
Si
de
sli
p 
   
   
   
  
Ac
ce
le
ra
tio
n 
(m
/s2
)
 
 Measured Data
Identified Model
Measured Data
Identified Model
0 0.5 1 1.5 2 2.5 3 3.5
−2
0
2
Time (s)
R
ud
de
r I
np
ut
 (d
eg
)
Figure 8.6: Measured and identified DEMON responses
for a doublet input to the rudder - final model structure
The second statistic is parameter insensitivity, which for the jth parameter is given by,
Ij =
1√
Mjj
(8.7.2)
The insensitivity is a measure of how much a parameter value can be changed without causing
an increase in cost function. It therefore provides a measure of the significance of each parame-
ter. At first glance, it may appear from Equations (8.7.1) and (8.7.2) that the standard error and
insensitivity are the same. However, there is a subtle difference between the two. The insensi-
tivity is approximately the conditional standard deviation of the parameter estimate, given that
all other parameters are known i.e. have fixed values. The standard error is an approximation
of the unconditional standard deviation [132].
The third metric is correlation between the parameters. The pair-wise correlation has been
calculated previously using the parameter covariance matrix P as,
ρij =
Pij√
PiiPjj
, i, j = 1, 2, . . . , nθ (8.7.3)
However, it has already been noted that the pair-wise coefficients only indicate correlation
between two parameters and are unable to account for correlation between three or more terms.
A method of detecting correlation between multiple parameters is the uncertainty or confidence
ellipsoid [6, 132]. For the jth parameter, this can be expressed as [6],
Θ¯j =
T−1M−1j
s(θˆj)
(8.7.4)
where T is a diagonal matrix containing the insensitivities from Equation (8.7.2) and M−1j
denotes the jth column of the inverse of the information matrix. For each of the parameters,
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Θ¯ is a vector of length nθ, the elements of which are usually scaled to unity. For Θ¯j, the jth
element is equal to 1 and correlation is indicated if any of the remaining elements are large (>
0.6) in comparison to the jth element [6].
The model structure determination procedure based on the above statistics is described as fol-
lows. The standard errors and insensitivities are both assigned given thresholds. The aim of the
process is to obtain a set of equations for which all the derivatives meet these limits and there-
fore have roughly the same degree of confidence. Initially, parameter estimation is carried out
with all possible parameters included in the model structure, in a similar manner to the back-
ward elimination approach described in Section 8.2. The insensitivities are checked against the
threshold and the derivative with the highest insensitivity exceeding the limit is removed from
the analysis i.e. it is held fixed at zero or another appropriate a priori value. Parameter esti-
mation is then repeated and this process continues until all derivatives remaining in the model
structure have insensitivities within the threshold. At this stage, it may be that all derivatives
have acceptable insensitivities but the standard errors of some parameters are large. This is
most likely due to correlation between parameters, so the correlation coefficients or confidence
ellipsoid for the parameter with the largest standard error are analysed. If correlation between
parameters is indicated then the choice of which parameter to drop must be made. This deci-
sion can be a difficult one and it may be useful to rely on an understanding of the physics of the
aircraft to choose which term to remove.
Suggested guidelines for satisfactory parameter estimates are [6],
s(θˆj)
|θˆj |
× 100 ≤ 20% and Ij|θˆj |
× 100 ≤ 10% (8.7.5)
However, it should be noted that these thresholds are suggested for the case where the cost
function is expressed in terms of frequency response curves (see Equation (6.5.16)). The dif-
ference in the formulation of the cost function for the frequency response case and that for other
parameter estimation methods means that the definition of the information matrix also differs.
Therefore, the thresholds in Equation (8.7.5) may not be reliable guidelines for all estimation
techniques. However, the standard errors, insensitivities, pair-wise correlation and confidence
ellipsoid make no assumptions about which estimation method is used, so an investigation into
using the above approach with maximum likelihood estimation was attempted. Some example
results, using the same three test cases outlined for stepwise regression, are presented next.
8.8 UAV Rolling Moment Example
The first example is based on the UAV rolling moment data used to demonstrate stepwise
regression in Section 8.4. The initial equation for the rolling moment was,
Cl = Clββ + Clp pˆ+ Clr rˆ + Clξξ + Clζζ + Cl0 (8.8.1)
and the time domain, modified Newton-Raphson algorithm was used to estimate the aerody-
namic derivatives at each step of the analysis. The initial results are given in Table 8.22, which
shows the estimated derivative values, the standard errors (corrected for coloured residuals) and
the insensitivities. Of the six parameters, the offset term Cl0 had by far the largest insensitivity
at 140.21% so was removed from the model structure. Parameter estimation was repeated and
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the results are displayed in Table 8.23. This time, Clζ was found to have the highest insensitivity
at 22.69% so this parameter was also removed from the model. On the third run, the standard
errors were all found to be below 20% and all insensitivities were under 10%. Therefore, the
procedure was halted. The final model structure matched that found from the stepwise regres-
sion analysis in Section 8.4 so, for this particular example, the respective thresholds for the
standard errors and insensitivities worked well in determining the appropriate model structure.
Figure 8.7 shows plots of the rolling moment coefficient and roll rate along with the responses
predicted using the parameter estimates in Table 8.24.
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
Clβ 1.6444 12.40 6.02
Clp 1.2200 6.05 1.70
Clr 1.9693 8.41 6.69
Clξ 1.0605 4.65 1.33
Clζ 0.5640 36.00 21.94
Cl0 1.2100 212.71 140.21
Table 8.22: Results for rolling moment
equation - step 1
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
Clβ 1.6874 7.52 5.87
Clp 1.2211 6.00 1.69
Clr 1.9620 8.52 6.72
Clξ 1.0600 4.68 1.34
Clζ 0.5465 35.28 22.69
Cl0 0 - -
Table 8.23: Results for rolling moment
equation - step 2
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
Clβ 1.7470 8.58 5.67
Clp 1.2013 5.88 1.72
Clr 1.8740 9.61 7.04
Clξ 1.0275 4.50 1.38
Clζ 0 - -
Cl0 0 - -
Table 8.24: Results for rolling moment equation - step 3
8.9 Hawk Short Period Example
The maximum likelihood model structure determination process was also applied to the Hawk
1-1-2 elevator input data used in Section 8.5. The starting model structure for the process was
equivalent to a short period model for a free-flying aircraft,[
w˙
q˙
]
=
[
zw zq
mw mq
] [
w
q
]
+
[
zη
mη
]
η (8.9.1)
Again, the time domain modified Newton-Raphson algorithm was used to estimate the deriva-
tives and the results of the analysis are presented in Tables 8.25 to 8.27. On the first run, zη was
found to have the highest insensitivity of 14.70%, so was held fixed at zero for the remaining
steps. The next parameter to be removed from the model was zw, whose insensitivity jumped to
44.10% on the second run of the algorithm. At the third step, all derivatives had standard errors
below 20% and insensitivities under 10% so the process was stopped. Again, the final model
structure matched that found from stepwise regression in Section 8.5. Also, the 20% standard
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Figure 8.7: Comparison of measured and identified roll
responses for final model structure
error and 10% insensitivity guidelines appeared to be reliable metrics for finding the final form
of the equations of motion. The measured and identified response for the final model are shown
in Figure 8.8.
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
zw 0.2370 85.82 10.95
zq 29.9630 3.72 0.38
zη 0.3404 88.06 14.70
mw -1.7079 4.03 0.39
mq 4.0020 7.08 0.73
mη -2.0453 4.54 0.63
Table 8.25: Results for Hawk
longitudinal dynamics - step 1
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
zw 0.0591 438.43 44.10
zq 29.1787 3.69 0.40
zη 0 - -
mw -1.7065 4.04 0.40
mq 3.8161 8.48 0.78
mη -2.0397 4.65 0.64
Table 8.26: Results for Hawk
longitudinal dynamics - step 2
8.10 DEMON Dutch Roll Example
The third example utilises the DEMON rudder doublet data, used previously in Section 8.6. The
modified Newton-Raphson algorithm was again used but, this time, estimation was performed
in the frequency domain using the equation error formulation. The time delay in the rudder
input was also treated as an additional unknown parameter to be determined. The initial model
structure was assumed to be,[
v˙(t)
r˙(t)
]
=
[
yv yr
nv nr
] [
v(t)
r(t)
]
+
[
yp yζ
np nζ
] [
p(t)
ζ(t− τζ)
]
(8.10.1)
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θˆ 100[s/|θˆ|] 100[I/|θˆ|]
zw 0 - -
zq 29.2019 3.67 0.39
zη 0 - -
mw -1.7018 3.94 0.40
mq 3.7581 4.83 0.79
mη -2.0407 4.51 0.64
Table 8.27: Results for Hawk
longitudinal dynamics - step 3
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Figure 8.8: Comparison of measured and identified Hawk
longitudinal response for final model structure
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Note that the roll rate p has been included in Equation (8.10.1) not as a state variable but
as, what is termed, a pseudo-control input [34]. This approach allows the effects of addi-
tional motion variables to be incorporated into the equations of motion without increasing the
model complexity. For this example, the intention of the experiment was to simply excite the
DEMON’s dutch roll dynamics, in which rolling motion is largely assumed to be negligible.
However, because the DEMON experienced some rolling motion when the rudder input was
applied, the effects of p can be investigated without incorporating an additional state equation
for roll.
The results of the first parameter estimation step are displayed in Table 8.28. The control
derivative yζ was found to have the highest insensitivity at 21.62% so was the first parameter
removed from the model. When the estimation process was repeated, all the parameters were
found to have insensitivities below the 10% guideline, as shown in Table 8.30. However yv, yp,
np and nr had standard errors greater than 20%. The derivative with the lowest confidence was
np, which had a standard error of 76.88%, therefore the correlation coefficients and confidence
ellipsoid for this parameter were analysed. These are shown in the left and right hand columns
of Table 8.30 respectively. None of the correlation coefficients exceeded 0.9 but the values of
ρ were still relatively high (≈ 0.8) between np and the other yawing moment derivatives nv, nr
and nζ . The elements of the confidence ellipsoid also suggested that some correlation existed
between np and other parameters, particularly nr and nv, for which the absolute values of Θ
were greater than 0.6. A choice then had to be made regarding which derivative to remove from
the model. Based on knowledge of the model dynamics, it would be expected that, for a rudder
input, the derivatives nv, nr and nζ would be more significant than the cross-coupling term np,
hence np was dropped from the model structure.
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
yv -0.1775 69.12 8.13
yp 0.6833 59.01 5.62
yr -29.2864 1.15 0.13
yζ 0.2117 170.34 21.62
nv 3.6444 7.66 0.90
np 1.2484 79.76 6.99
nr -3.2726 26.48 2.73
nζ -5.8163 15.50 1.79
τζ 0.2820 1.28 0.48
Table 8.28: Results for DEMON yaw
dynamics - step 1
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
yv -0.2453 38.67 5.96
yp 0.9495 28.13 4.10
yr -29.4711 0.64 0.14
yζ 0 - -
nv 3.6359 7.49 0.90
np 1.2628 76.88 6.91
nr -3.2624 25.80 2.74
nζ -5.8058 14.74 1.79
τζ 0.2814 2.66 0.50
Table 8.29: Results for DEMON yaw
dynamics - step 2
Table 8.31 gives the results from step 3 of the process. Again, all parameters had sensitivities
below the 10% threshold but the standard errors for yv, yp and nr remained greater than 20%.
The derivative with the largest standard error was yv so the correlation between this parameter
and the other derivatives was examined, with the correlation coefficients and confidence ellip-
soid elements given in Table 8.32. Both metrics indicated that some correlation existed between
yv and yp and it was decided that yv would be removed from the equations of motion. When
this was carried out, the next run of the parameter estimation algorithm (Table 8.33) revealed yp
to have an insensitivity of 11.95%, therefore this parameter was also dropped from the model.
When yp was removed from the equations of motion and parameter estimation was repeated, all
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ρ Θ¯
yv 0.1509 -0.0880
yp 0.2019 0.1246
yr 0.0943 -0.0407
nv 0.8099 -0.6040
np 1.0000 1.0000
nr 0.8237 -0.6979
nζ 0.7823 -0.5789
τζ 0.4223 0.2017
Table 8.30: Correlation between np and
other parameters
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
yv -0.2151 43.83 6.93
yp 0.8313 31.72 4.77
yr -29.4372 0.64 0.14
yζ 0 - -
nv 3.9179 4.21 0.89
np 0 - -
nr -2.3718 20.87 3.98
nζ -4.9724 11.07 2.21
τζ 0.2762 3.03 0.63
Table 8.31: Results for DEMON yaw
dynamics - step 3
ρ Θ¯
yv 1.0000 1.0000
yp 0.7528 -0.7916
yr 0.3487 0.2591
nv 0.1761 0.1324
nr 0.1318 -0.1093
nζ 0.1638 -0.1296
τζ 0.0457 0.0348
Table 8.32: Correlation between yv and
other parameters
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
yv 0 - -
yp 0.3740 55.01 11.95
yr -29.2826 0.67 0.16
yζ 0 - -
nv 4.0080 3.98 0.83
np 0 - -
nr -2.5206 19.98 3.61
nζ -5.2338 11.07 2.03
τζ 0.2781 1.78 0.57
Table 8.33: Results for DEMON yaw
dynamics - step 4
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insensitivities and standard errors fell within the thresholds, as shown in Table 8.34. Therefore,
the process was halted at this point. Figure 8.9 compares the identified response from the final
model with the measured data in the frequency domain, while Figure 8.10 shows the match
between the measured and identified responses for sideslip angle and yaw rate transformed back
into the time domain. As with the previous two examples, the final model structure matched that
determined using stepwise regression, further indicating that the standard error and insensitivity
thresholds of 20% and 10% are reliable, not just for the frequency response method but also for
maximum likelihood approach as well.
θˆ 100[s/|θˆ|] 100[I/|θˆ|]
yv 0 - -
yp 0 - -
yr -29.1316 0.78 0.17
yζ 0 - -
nv 3.9808 3.92 0.82
np 0 - -
nr -2.6302 18.89 3.37
nζ -5.3959 9.53 1.91
τζ 0.2835 2.55 0.53
Table 8.34: Results for DEMON yaw dynamics - step 4
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Figure 8.9: Comparison of measured and identified yaw
responses in the frequency domain
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Chapter 9
Data Compatibility Check
9.1 Introduction
This chapter returns to the data compatibility check, or flight path reconstruction, performed
prior to parameter estimation and model structure determination. The aim of the process is to
verify the accuracy and consistency of the data before it is used in the later stages of the anal-
ysis. This includes inspection of the measurements to remove obvious errors, such as dropouts
in the signals or variables measured with the incorrect signs. The data is then checked for
kinematic consistency. The time histories of certain motion variables can be reconstructed an-
alytically using information from other variables and compared against the measured values.
Another function of the data compatibility check is to generate data for aircraft states that are
typically not measured directly during flight tests but are often required for parameter estima-
tion, such as velocity components u, v and w. The kinematic relationships which facilitate the
data compatibility check are outlined next.
9.2 Kinematic Relationships
The kinematic relationships can be expressed as a set of nine differential equations grouped into
three categories: translational, rotational and position equations. To start with, from the trans-
lational equations of motion, the following differential equations for the velocity components
u, v and w are obtained,
u˙ = −qw + rv − g sin θ + ax (9.2.1)
v˙ = −ru+ pw + g cos θ sin φ+ ay (9.2.2)
w˙ = −pv + qu+ g cos θ cosφ+ az (9.2.3)
Next, the rotational equations define the relationship between the attitude angles and the angular
rates. These were given previously in Section 3.3 and repeated here,
φ˙ = p+ q sinφ tan θ + r cos φ tan θ (9.2.4)
θ˙ = q cos φ− r sin φ (9.2.5)
ψ˙ = q sin φ sec θ + r cosφ sec θ (9.2.6)
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Thirdly, the aircraft’s position relative to the earth can be found from,
x˙E =u cosψ cos θ + v(cosψ sin θ sinφ− sinψ cosφ)
+ w(cosψ sin θ cosφ+ sinψ sin φ) (9.2.7)
y˙E =u sinψ cos θ + v(sinψ sin θ sinφ+ cosψ cosφ)
+ w(sinψ sin θ cos φ− cosψ sinφ) (9.2.8)
h˙ =u sin θ − v cos θ sin φ− w cos θ cos φ (9.2.9)
where xE and yE are geodetic coordinates of the aircraft relative to some Earth-fixed origin and
h is the vehicle’s altitude.
Another useful set of equations for the data compatibility check are the air data relationships,
V =
√
u2 + v2 + w2 (9.2.10)
α = tan−1
(w
u
)
(9.2.11)
β = sin−1
( v
V
)
(9.2.12)
(9.2.13)
where V is the aircraft’s true airspeed. Equations (9.2.1) to (9.2.9) assume that the aircraft is a
rigid body and that the earth is flat and non-rotating, which is a valid approximation for typically
short data segments. It is also assumed that the values of the motion variables are those that
would be measured at the aircraft’s centre of gravity (CG). However, it is not always practical
to mount instrumentation at this point in the aircraft. This is particularly true for small UAVs in
which space within the airframe is limited, therefore restricting the choice of where the sensors
are housed. Hence, the measured values of the motion variables must be transformed from a
reference frame defined by the sensor measurement axes to a reference frame with origin fixed
at the CG. For example, the accelerations at the CG are obtained from the measured values as
follows,
acgx = a
m
x + xacc(q
2 + r2)− yacc(pq − r˙)− zacc(pr + q˙) (9.2.14)
acgy = a
m
y − xacc(pq + r˙) + yacc(p2 + r2)− zacc(qr − p˙) (9.2.15)
acgz = a
m
z − xacc(pr + q˙)− yacc(qr + p˙) + zacc(p2 + q2) (9.2.16)
where superscript m denotes the acceleration values measured at the sensor location, while
xacc, yacc and zacc are the coordinates of the accelerometers relative to the CG. The air data
will also be measured at a position away from the CG (see Section 3.4), where the local ve-
locity components will be different from u, v and w. The relationship between the velocity
components at each location is given by,
u = um + ryair − qzair (9.2.17)
v = vm + pzair − rxair (9.2.18)
w = wm + qxair − pyair (9.2.19)
where m again denotes the value at the measurement location and xair, yair and zair are co-
ordinates of the air data sensors relative to the CG. If a nose boom is used to measure the air
data, then Equations (9.2.17) to (9.2.19) assume it to be rigid. Utilising Equations (9.2.10) to
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(9.2.12), the above expressions can be written in terms of airspeed, angle of attack and angle of
sideslip measured at the sensor location,
u = Vm
√
1− sin2 βm
1 + tan2 αm
+ ryair − qzair (9.2.20)
v = Vm sin βm + pzair − rxair (9.2.21)
w = Vm tanαm
√
1− sin2 βm
1 + tan2 αm
+ qxair − pyair (9.2.22)
Note that the measurements of attitude and angular rate do not required transformations if the
sensor are located away from the CG. The same values should be measured regardless of the
sensor positions within the airframe. However, the angular measurements will require a correc-
tion if the measurement axes of the sensors are not aligned with the axes of the reference frame
at the CG. This misalignment is illustrated in Figure 9.1. Using the rate gyro measurements as
an example, the misalignment is accounted for using the following expression,

pcgqcg
rcg

 = CTm

pmqm
rm

 (9.2.23)
where,
Cm =

cos ǫy cos ǫz − cos ǫx sin ǫz + sin ǫx sin ǫy cos ǫz sin ǫx sin ǫz + cos ǫx sin ǫy cos ǫzcos ǫy sin ǫz cos ǫx cos ǫz + sin ǫx sin ǫy sin ǫz − sin ǫx cos ǫz + cos ǫx sin ǫy sin ǫz
− sin ǫy sin ǫx sin ǫy cos ǫx sin ǫy


(9.2.24)
and ǫx, ǫy and ǫz are the angular offsets between each axis, as shown in Figure 9.1. Similar
transformations can be applied to other measurements if necessary.
9.3 Sensor Error Models
In any practical situation, the data will contain measurement errors. If a variable was to be
reconstructed using the expressions given in the previous section, the errors would lead to a
mismatch between the measured and analytical time histories, thus making the two kinemati-
cally inconsistent. However, the sensor and its associated errors can, in general, be modelled
using the following equation,
ym(t) = (1 + ky)y(t− τ) + by + vy(t) (9.3.1)
where ym is the measured value of the true variable y, ky is the scale factor error, by is a bias
error, τ is a time delay and vy is random measurement noise. For the short lengths of data
typically analysed for system identification, the scale factor error, bias error and time delay
can be treated as constants. This allows an error model for each sensors to be proposed and
the kinematic relationships provide a framework for estimating the values of the systematic
errors in a similar way to the aerodynamic derivatives. Therefore, the data compatibility check
becomes a parameter estimation problem.
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Figure 9.1: Illustration of sensor misalignment relative to
the centre of gravity
As has been described throughout, to reliably estimate a derivatives, there has to be enough
information content in the data about that particular parameter and the same holds true for the
data compatibility check. For example, it is unlikely that the systematic errors in sideslip data
can be obtained from a measurement recorded during an elevator excitation. Therefore, the
estimation of errors for both longitudinal and lateral/directional sensors requires a manoeu-
vre containing an excitation in each axis. Alternatively, multiple manoeuvre segments can be
concatenated together. If the focus of the analysis is on small perturbation manoeuvres or ex-
citation in one axis then the relationships in Section 9.2 can be linearised and the longitudinal
and lateral/directional expressions can be decoupled. It is usually not necessary to account for
a bias, scale factor and time delay error in every sensor and, in any case, this would likely lead
to identifiability problems. Which systematic errors to include in the models varies from sensor
to sensor and is often based on experience. The model structure determination described in the
previous chapter can also be used to help determine which parameters to include in the error
model.
9.4 Estimation Techniques
The estimation problem can be formulated as follows,
x˙(t) = f [x(t), u(t), θ], x(0) = x0 (9.4.1)
y(t) = g[x(t), θ] (9.4.2)
z(i) = y(i) + v(i), i = 1, 2, . . . , N (9.4.3)
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where v is a vector of noise corrupting the measured outputs. For a general data compatibility
check involving the equations outlined in Section 9.2, the elements of the state vector are the
velocity components, the attitude angles and the altitude,
x =
[
u v w φ θ ψ h
]T (9.4.4)
Note that the geodetic coordinates xE and yE have not been included in the state vector. This
is because the aircraft dynamics are independent of its position relative to the earth (altitude h
is included because aerodynamic characteristics are influenced by atmospheric density). As xE
and yE do not appear on the right hand side of any of the expressions in Section 9.2, Equations
(9.2.7) and (9.2.8) can easily be omitted from the analysis. The same argument could be used
to remove the yaw attitude ψ from the state vector. The dynamic characteristics of an aircraft
do not change depending on its heading and ψ is also absent from the right hand side of the
kinematic relationships. However, it is retained as it aids in the estimation of the yaw gyro
errors [34].
For the data compatibility check, the accelerations and angular rates are treated as inputs vari-
ables so,
u =
[
ax ay az p q r
]T (9.4.5)
The output vector comprises air data, attitudes and altitude,
y =
[
V α β φ θ ψ h
]T (9.4.6)
and the unknown parameter vector θ contains the systematic errors to be estimated.
The simplest approach to the estimation problem is to use the maximum likelihood output error
method, presented in Chapter 5. However, there are two disadvantages in using this algorithm
for the data compatibility check. Firstly, the output error method assumes the equations of
motion to be deterministic, but because the accelerations and angular rates are treated as input
variables rather than output variables, measurement noise in the accelerometers and gyros be-
comes process noise, thus making the system stochastic. This could be particularly an issue
for MEMS inertial sensors. Secondly, the systematic sensor errors can change depending on
flight conditions and manoeuvre types [31]. Therefore, in the case where multiple manoeuvres
are being analysed, the values of the unknown parameters can vary but the output error method
will try to find one value to fit the whole data set. This could lead to convergence problems or
an inaccurate match between the measured and reconstructed variables.
A more widely used method for the data compatibility check is the extended Kalman filter
(EKF). As described in Chapter 7, this algorithm accounts for process noise and treats the un-
known parameters as artificial state variables, therefore it does not suffer from the two issues
highlighted above. The algorithm used for flight path reconstruction usually incorporates a
smoother to reduce the inherent bias in the basic EKF, discussed in Chapter 7. Such a tech-
nique is the Rauch-Tung-Striebel method [159, 35, 160], which is a fixed-interval smoother.
Essentially, the EKF is run as normal and, once the N data points have been analysed, the filter
is run again but in reverse from the N th data point to the first. The smoothed estimate at each
data point is then a weighted combination of the two Kalman filter estimates.
Using information from the forward run of the EKF defined in Equations (7.2.59) to (7.2.67),
the smoothed states are found from the following equation,
xˆaS(i) = xˆa(i) + KaS(i) [xaS(i+ 1)− x˜a(i+ 1)] , i = N,N − 1, . . . , 1 (9.4.7)
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where subscript S denotes a smoothed variable. The smoothed Kalman gain KaS is found from,
KaS(i) = Pˆa(i)ΦTa (i+ 1)P˜
−1
a (i+ 1) (9.4.8)
and error covariance matrix for the smoothed states is given by,
PaS(i) = Pˆa(i) + KaS(i)
[
PaS(i+ 1)− P˜(i+ 1)
]
KTaS(i) (9.4.9)
Fixed-point smoothers have also been used for data compatibility checking [161, 162].
9.5 Gust Estimation
As described in Chapter 7, UAVs are more susceptible to the effects of atmospheric turbulence
due to their small masses and inertias in comparison with manned aircraft. For data signif-
icantly corrupted with turbulence, the parameter estimation can be complex. However, the
data compatibility check provides an alternative means of dealing with turbulence by allowing
the estimation of gust velocities. These components can then be subtracted from the motion
variables, thus simplifying the subsequent parameter estimation process.
There are two approaches to this. The first is to incorporate a model of the gust components
into the state equations. Such a model is that proposed by Dryden [148], which was introduced
briefly in Chapter 7. Assuming that the turbulence field is steady and homogeneous (i.e. having
the same statistical properties at each point in the field) then the power spectral densities of the
gust components can be written as,
Sug(ω) = σ
2
ug
2Lu
π
1
1 +
(
Lu
ω
V
)2 (9.5.1)
Svg(ω) = σ
2
vg
Lv
π
1 + 3
(
Lv
ω
V
)2[
1 +
(
Lv
ω
V
)2]2 (9.5.2)
Swg(ω) = σ
2
wg
Lw
π
1 + 3
(
Lw
ω
V
)2[
1 +
(
Lw
ω
V
)2]2 (9.5.3)
where the subscripts u, v and w denote components of the gust along the x, y and z axes re-
spectively, σ2g is the variance of the gust components and L is the scale length of the turbulence.
Further simplification can be made if the turbulence field is assumed to be isotropic (i.e. sta-
tistical properties of the gusts are independent of the orientation of the coordinate system), in
which case,
Lu = Lv = Lw = L (9.5.4)
σ2ug = σ
2
vg = σ
2
wg = σ
2
g (9.5.5)
The expressions for power spectral densities of the lateral and vertical gusts can also be simpli-
fied to,
Svg(ω) = Swg(ω) = σ
2
g
3L
2π
1
1 +
(
L√
2
ω
V
)2 (9.5.6)
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The gust velocity components are modelled using a first-order Gauss-Markov process, which
is given by,
x˙g = −axg + bµg (9.5.7)
where xg is the gust component (ug, vg or wg) and µg is the driving process noise, assumed to
be Gaussian white noise with zero mean and variance σ2g . For the horizontal gust, the constants
a and b are,
a =
V
L
and b = V
√
2
πL
(9.5.8)
while for lateral and vertical gusts,
a =
√
2
V
L
and b = V
√
3
πL
(9.5.9)
For the scale length of turbulence, a value of around L = 300m is often used [161, 163] and
an estimate of σ2g can be obtained from analysis of the random component of the airspeed
measurements.
Now, it is assumed that only the air data measurements of airspeed, angle of attack and angle
of sideslip are directly affected by the gusts. The perturbations in these variables as a result of
the gusts can be expressed as,
Vg ≈ ug, αg ≈ wg
u
, βg =
vg
u
(9.5.10)
so the air data variables can be found from,
V =
√
u2 + v2 + w2 − ug (9.5.11)
α = tan−1
(w
u
)
− wg
u
(9.5.12)
β = sin−1
( v
V
)
− vg
u
(9.5.13)
The second approach estimates the gust components as the difference between the velocity
components of the aircraft relative to the earth and those derived from the air data measure-
ments. This is achieved using the equation,
ugvg
wg

 = CE

x˙Ey˙E
h˙

−

uv
w

 (9.5.14)
where the matrix CE is a direction cosine matrix to transform x˙E , y˙E and h˙ from the earth axes
to body axes. It is identical to that given in Equation (9.2.24) but with ǫx, ǫy and ǫz replaced
by the attitude angles φ, θ and ψ. Measurements of x˙E and y˙E can be provided by the inertial
navigation system or GPS. If these are unavailable, then accelerometer data can be transformed
to earth axes and integrated to obtain x˙E and y˙E[164].
9.6 Dynamic Wind Tunnel Examples
For the first set of examples in this chapter, data from the dynamic wind tunnel is used. In
this case, all measurements were provided by the IMU, therefore the only compatibility check
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that could be made was on the angular rates and the attitudes. No check could be made on the
accelerometer data. However, for the 3 DoF case, this was not considered to be critical as only
the angular rate and attitude measurements were used for the subsequent parameter estimation
step. From Section 9.2, the kinematic equations of interest were,
φ˙ = p+ q sinφ tan θ + r cos φ tan θ (9.6.1)
θ˙ = q cos φ− r sin φ (9.6.2)
ψ˙ = q sin φ sec θ + r cosφ sec θ (9.6.3)
The manoeuvres performed in the wind tunnel experiments were small perturbations about
trim, in which case Equations (9.6.1) to (9.6.3) can be linearised and the motion about each
axis can be decoupled,
φ˙ = p (9.6.4)
θ˙ = q (9.6.5)
ψ˙ = r (9.6.6)
To start with, analysis performed on pitch measurements from the Hawk is presented. The data
analysed contained a 1-1-2 input to the elevator. The IMU was positioned in the model 0.18m
ahead of the gimbal, which was the point at which the origin of body axes was located. There
were also small misalignments in roll and pitch between the measurement and body axes of
ǫx = -3.7 deg and ǫy = -2.4 deg. Note, however, that only angular data was being examined
therefore only the angular misalignment needed to be corrected for.
The error model for the pitch gyro was,
qm = (1 + kq)q + bq (9.6.7)
An attempt was made initially to estimate a bias and a scale factor error for the pitch attitude
measurements as well. However, these errors were found to have large standard errors and
were highly correlated with the gyro errors. The removal of the attitude errors from the anal-
ysis also had little effect on the resulting match between the measured and reconstructed pitch
attitudes. Hence, θ was treated as being error free and the data compatibility check focused on
the estimation of the pitch gyro parameters. Substituting Equation (9.6.7) into (9.6.5), the state
equation became,
θ˙ = (qm − bq)/(1 + kq) (9.6.8)
and the unknown parameters to be determined were the bias and scale factor errors bq and kq.
Figure 9.2 shows the pitch rate time history. It can be seen that a small amount of noise is
present in the measurement. Initially, the output error method was applied to the estimation
problem, assuming that the pitch gyro data was free of noise. The bias and scale factor errors
obtained are shown in the first column of Table 9.1, with the associated standard errors given
in the second column. Figure 9.3 shows the measured pitch attitude data plotted against recon-
structed response and, despite the presence of noise in the gyro, a very close match between
the two was achieved. The output error method was then run again but with the pitch rate
data smoothed prior to estimation. The results are also given in Table 9.1 and, as can be seen,
they were almost identical to the estimates and standard errors obtained in the first run. This
suggests that, despite the gyros being of the MEMS variety which are traditionally regarded as
having noisier output in comparison with more conventional instrumentation, the noise in the
data is not large enough to adversely affect the estimation process.
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The EKF was then used to find bq and kq. To implement the algorithm, estimates of the mea-
surement noise and process noise covariance matrices were obtained from Fourier smoothing
analysis of the pitch attitude and pitch rate data respectively. Figure 9.4 shows the time his-
tories for bq and kq from the forward run of the algorithm, while Figure 9.5 shows plots of
the estimates when the Rauch-Tung-Striebel smoothing step was subsequently applied. On the
forward run, there is some variation in the estimates to begin with, as the algorithm attempts
to converge on an appropriate value. As time increases, the estimated values settle down to
their constant converged values. When the reverse smoothing algorithm was then run, Figure
9.5 shows that the same constant values were estimated for bq and kq at each point in time.
The final estimates are displayed in Table 9.1 along with their standard errors. There was good
agreement between the results obtained using the EKF and the output error method. Figure 9.6
shows a comparison of the measured and reconstructed pitch attitude responses for the EKF.
Again, there is a close match between the measured and reconstructed time histories.
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Figure 9.2: Pitch rate gyro data time history
OE OE - smoothed EKF
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|]
bq -0.0048 5.10 -0.0048 5.30 -0.0037 12.15
kq 0.0475 0.75 0.0470 0.76 0.0479 0.58
Table 9.1: Results of data compatibility check on Hawk
pitch data
A similar piece of analysis to that presented above was applied to measurements from the
DEMON model. This time, two data segments were concatenated together. The first contained
a 1-1-2 input to the elevator, while the second comprised a doublet to the rudder followed by an
aileron doublet. Because motion was excited about all three axes, the nonlinear state equations
(9.6.1) to (9.6.3) were used. As with the Hawk example, the IMU in the DEMON had slight
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Figure 9.3: Measured and reconstructed pitch attitudes -
output error method
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Figure 9.4: Time histories of pitch gyro sensor errors for
forward run of EKF
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Figure 9.5: Time histories of pitch gyro sensor errors
from EKF plus smoother
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Figure 9.6: Measured and reconstructed pitch attitudes -
EKF
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misalignment errors relative to the body axes in roll and pitch. These were ǫx = 1.3 deg and ǫy
= -1.3 deg and were accounted for prior to estimation.
The gyros were initially modelled using the same form as that given in Equation (9.6.7), how-
ever a model structure determination analysis indicated that, in this case, the scale factor errors
kp and kq were insignificant. For the same reasons given previously, the systematic errors in
the attitude measurements were also removed from the analysis. The output error method was
again carried out first assuming that the measurements of p, q and r (shown in Figure 9.7)
were free of noise. The first column of Table 9.2 contains the estimated values and the second
column displays the corresponding standard errors. The match between the measured and re-
constructed attitude angles is illustrated in Figure 9.8. The plots clearly show some mismatch
between the measured and reconstructed responses, particularly for pitch and yaw. The output
error method was then run for a second time with the rates smoothed prior to the analysis. As
with the Hawk example, the results matched very closely those obtained when no smoothing
was done on the gyro data beforehand, as displayed in the third and fourth columns of Table
9.2. This observation again indicates that the low noise levels on the gyros have little effect
on the estimation results. However, the discrepancies between the measured and reconstructed
attitudes, depicted in Figure 9.8, remained.
The EKF incorporating the Rauch-Tung-Striebel smoother was then used to find the bias and
scale factor errors. The plots in Figure 9.9 show the time histories of bp, bq, br and kr determined
from the forward run of the Kalman filter. For each parameter, there were large fluctuations in
the estimates, especially in the first data segment. For the second piece of data, the estimates
again experienced some fluctuations to begin with but quickly settled and remained at relative
constant values. Figure 9.10 shows the same plots but with the Rauch-Tung-Striebel smoother
applied to the data. This time, the value of each parameter was constant for each piece of
data but the magnitudes of these estimates differed between the two segments. The reason
for this was that different dynamics were being excited in the two data segments. In the first
piece of data, an elevator doublet was applied, meaning that the signals were likely to contain
sufficient information about bq but less information about bp, br and kr. In the second segment,
the opposite was true, with doublets being applied to the aileron and rudder, leading to better
information about the lateral/directional parameters. The EKF estimates are also given in Table
9.2. The fifth column shows the smoothed estimates determined from the first data segment and
the sixth column gives the values obtained from the second data segment. The standard errors,
based on the entire time history, are displayed in the last column of the table. Interestingly,
the values for bp and br from the output error method match closely those determined from
the second piece of data. The output error estimate of kr on the other hand was closer to the
EKF estimate from the first segment. However, it would be expected that the EKF estimate
of kr from the second piece of data would be more reliable, as it was in this segment that the
yaw dynamics were excited. Figure 9.11 shows the measured and reconstructed attitudes from
the EKF. In comparison to the output error method, the match between the two is improved.
However, this is to be expected because the EKF allows the estimates of the parameters to vary
with time, whereas the output error method is trying to find one set of values to fit the entire
time history. The above analysis indicates that the EKF approach is better suited when carrying
out a data compatibility check on multiple segments of data.
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Figure 9.7: Rate gyro time histories
OE OE - smoothed EKF
θˆ 100[s/|θˆ|] θˆ 100[s/|θˆ|] θˆ1 θˆ2 100[s/|θˆ|]
bp 0.0062 4.42 0.0058 4.90 0.0043 0.0057 22.89
bq -0.0115 2.45 -0.0116 2.44 -0.0170 -0.0075 12.93
br 0.0022 23.89 0.0023 21.87 0.0013 0.0019 25.36
kr -0.3089 12.07 -0.3051 11.64 -0.3021 0.0179 3.69
Table 9.2: Results of data compatibility check on DEMON
data
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Figure 9.8: Measured and reconstructed attitude angles -
output error method
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Figure 9.9: Time histories of gyro sensor errors for
forward run of EKF
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Figure 9.10: Time histories of gyro sensor errors from
EKF plus smoother
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Figure 9.11: Measured and reconstructed attitudes angles
- EKF
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9.7 UAV Gust Estimation Example
In this section, a data compatibility check on the UAV data is presented. This time, the analysis
used the full nonlinear expressions given in Section 9.2. The state vector x, input vector u
and output vector y were those defined in Equations (9.4.4), (9.4.5) and (9.4.6) respectively.
The data examined was three manoeuvre segments concatenated together, which contained an
aileron doublet, a rudder doublet and an elevator doublet as shown in Figure 9.12.
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Figure 9.12: Control surface inputs in data segments used
for data compatibility check
Examination of the data revealed that the data supplied by BAE Systems was already kinemat-
ically consistent, with no significant systematic errors in any of the measurements. The plots in
Figure 9.13 show the measured and reconstructed responses and, as can be seen, a very close
match was achieved for each motion variable. It was assumed the atmospheric conditions were
calm when the data was recorded. However, an attempt was also made to estimate the gust
components experienced by the aircraft during the flight test. Therefore, the analysis was re-
peated but the EKF was used to estimate the states, which incorporated the Dryden model of
turbulence outlined in Section 9.5. Figure 9.14 shows the estimated time histories of ug, vg and
wg. All three were found to be very small, with no component exceeding a speed greater than
around 2 m/s at any point. This confirms the observation that the tests were conducted in calm
atmospheric conditions.
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190 Data Compatibility Check
−4
−2
0
2
Time
H
or
iz
on
ta
l  
  
G
us
t u
g 
(m
/s)
−2
−1
0
1
Time
La
te
ra
l
G
us
t v
g 
(m
/s)
−0.5
0
0.5
Time
Ve
rti
ca
l
G
us
t w
g 
(m
/s)
Figure 9.14: Time histories of gust component estimates
Chapter 10
Discussion and Conclusions
10.1 Conclusions
The aim of this research was to examine aspects of system identification for UAVs. Each of the
steps involved in the process for aircraft in general was reviewed and potential issues that could
be encountered when analysing UAV data were identified. These issues were then investigated
using measurements from two experimental sources. Firstly, Cranfield University’s dynamic
wind tunnel facility was utilised, in which scale models are flown in semi-free flight. The
control surfaces are actuated so that inputs, similar to those used when flight testing full-sized
aircraft, can be applied and the resultant response of the model is recorded. During the course
of the research, a 1/12 scale BAe Hawk and a 1/3 scale DEMON UAV were tested. An added
benefit of the facility to this work was that the wind tunnel models were comparable in size to
the miniature class of UAVs. Therefore, practical issues, similar to those faced for these aircraft,
were encountered with the wind tunnel experiments. The second source of experimental data
was UAV flight test data supplied by BAE Systems. The conclusions reached for each stage
of the system identification process are presented in the subsections below, followed by a brief
outline of general findings relevant to the procedure as a whole.
10.1.1 Manoeuvre Design
The goal of the manoeuvre design step is to ensure that there is sufficient information in the
data regarding the aircraft dynamics of interest. Three commonly used methods for aircraft
were reviewed: frequency sweeps, design by statistical analysis and multistep inputs. Their
use for exciting the dynamics of the wind tunnel models was then examined. The advantage
of frequency sweeps is that they excite a wide band of frequencies and are useful when a
priori information of the vehicle dynamics is limited or poor, a problem commonly faced for
UAVs. However, they take a relatively long time to apply and, when frequency sweeps were
attempted with the Hawk, it was difficult to keep the model close to the trim condition. This
has also been observed when flight testing small UAVs [48]. Design by statistical analysis
leads to input signals with a sound theoretical basis. However, the method can be complex and
involved. Further, a priori estimates of the aircraft dynamics are required for the process. This
is also true of the multistep approach. However, compared to the statistical design method,
the multisteps are much simpler to implement. They also have a much shorter duration in
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comparison to frequency sweeps and, therefore, were the preferred inputs for the dynamic
wind tunnel experiments.
A number of different input shapes were tried during the research. These were the doublet,
3-2-1-1, 1-1-2-3 and 1-1-2. Based on a priori estimates, the time steps required to optimally
excite the model dynamics were very small, so computer generated inputs, rather than manual
inputs, were applied. In this situation, the upper limit on the frequencies that can be excited are
governed by the performance of the control surface actuators. The electrical actuation devices
which are small enough to be housed in miniature UAVs or wind tunnel models typically have
a much lower natural frequency than the larger hydraulic actuators used on manned aircraft. At
the same time, however, the natural frequency of the vehicle increases as its mass and inertias
reduce. If the aircraft and actuator dynamics are located at similar frequencies, it may be
difficult to properly excite the airframe dynamics without the actuator reaching its operating
limits. Hence, there is a potential for system identification to be hampered by the performance
of the actuators, leading to less reliable estimates of the stability and control derivatives.
10.1.2 Sensors and Instrumentation
Another aspect of the experimental design process is the selection of an appropriate instrumen-
tation system. Due to the lack of space within the airframe, particularly for small UAVs, the size
and number of sensors that can be accommodated in the aircraft may be limited. An attractive
option for the measurements of accelerations and angular rates, when space is limited, are in-
ertial sensors developed using MEMS technology. Their main advantages are their small size,
light weight and low cost, although in comparison to more mature sensor technologies they
have traditionally been less accurate, exhibiting noisier outputs and more significant systematic
errors. However, their performance has improved dramatically over the last two decades and
this is predicted to continue in the future. MEMS inertial measurement units are also available
which use sensor fusion techniques to determine attitude, avoiding the need for bulky sensors
to measure these variables directly. Miniaturised air data systems, relying on MEMS pressure
transducers, have also been reported. The process of data acquisition is also affected by the size
of the aircraft. As the mass and inertias of a vehicle decrease, its natural frequency increases.
Hence, the data sampling rate required to adequately capture the aircraft dynamics increases.
For the wind tunnel tests, the motion of the models was recorded using an off-the-shelf MEMS
IMU. This allowed the suitability of such units for the dynamic wind tunnel experiments to be
assessed. In the past, the emulation of flight test-like experiments in the wind tunnel environ-
ment had relied on potentiometers to measure the model’s attitude, then kinematic relationships
were used to generate data for other motion variables. This lack of redundancy meant that any
errors in the output of the potentiometers would directly affect the stability and control deriva-
tives. However, with the MEMS IMU, it was possible to perform a kinematic consistency check
on the angular rates and attitudes.
One practical problem encountered with the models was that it was not possible to measure
the control surface deflections directly due to lack of space to mount devices such as a poten-
tiometer at the control surface hinges. Instead, the control surface deflections were inferred
through knowledge of the commanded inputs, the dynamics of the actuators and the dynamics
of the control linkages. To determine its characteristics, frequency sweeps were applied to the
actuators in isolation and, using the input/output information, a second-order transfer function
was found to match its response. The accuracy of the control surface deflections determined
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using this approach are dependent on the fidelity of the actuator and control linkage models.
There can be significant nonlinearities in the actuator behaviour, particularly for small low-cost
electrical devices, and their performance will vary under different loading conditions. The con-
trol linkages can also introduce nonlinear effects due to hysteresis and dead bands. While the
approach worked well for this research, direct measurement of the control surface positions, if
possible, is preferred.
10.1.3 Parameter Estimation
Chapters 4 to 7 have outlined a number of parameter estimation algorithms commonly used for
aircraft. Their respective merits and drawbacks have been presented and practical examples of
their use in estimating unknown parameters from experimental data have been provided. The
first of these to be examined was the equation error formulation solved using ordinary least
squares regression. The appeal of this approach is its simplicity, with the parameter estimates
determined in one step using matrix algebra. The major disadvantage with the algorithm is that
measurement errors in the regressors result in the least squares estimates being asymptotically
biased, inconsistent and inefficient. When high-precision sensors are used, this is less of an
issue and it was shown that, for the UAV flight test data, the results obtained from smoothed
and unsmoothed regressors were virtually identical. Errors in the regressors is potentially more
of a problem when utilising MEMS sensors, which have traditionally suffered from more sig-
nificant errors in comparison to conventional instrumentation. However, analysis of data from
both wind tunnel models revealed that the noise levels on the signals provided by the MEMS
IMU were not large enough to adversely affect the least squares estimates, indicating that the
unit’s performance was adequate for this application. Despite the quality of the wind tunnel
measurements, it was in some instances best to smooth the regressors because of the presence
of a high frequency component in the signals. This was due to an undesirable structural vibra-
tion in the test rig. A Fourier smoothing technique developed by Morelli [127] was found to
work well in this case. An added advantage of this method was that it allowed properties of
the noise in the signals to be estimated. It could also be easily used to numerically differentiate
the smoothed data, which is typically required when deriving the dependent variable from the
measurements.
The second technique to be studied was the maximum likelihood output error approach. Its
advantages over the least squares equation error method are that it explicitly accounts for mea-
surement noise and that it can be used to solve estimation problems which are nonlinear in
the parameters. However, it is a more complex, iterative method and therefore requires initial
estimates of the unknown parameters to start the algorithm. Often, these initial estimates come
from the least squares equation error method but if the estimation problem is nonlinear then the
starting values will have to come from other sources. The most widely used method of min-
imising the output error cost function is the modified Newton-Raphson algorithm. It has been
found, however, that this technique can struggle to converge if the initial parameter estimates
are far from the optimum values. This may present a problem if the a priori information is lim-
ited or poor. When analysing the DEMON model, for which the sources of a priori information
were minimal, it was found, however, that the modified Newton-Raphson algorithm converged.
Further, in runs of the output error method to estimate the UAV short period derivatives, it was
only when all parameters were set to starting values of 1 that the algorithm failed. In this case,
Levenberg-Marquardt method was still able to arrive at the same stability and control derivative
values.
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The least squares and maximum likelihood techniques can also be formulated in the frequency
domain. An advantage of this approach is that the analysis can be restricted to a given band
of frequencies. For the wind tunnel data, this meant that the effects of the rig vibration could
be removed and estimation could concentrate on the frequency region corresponding to the
rigid-body dynamics. Another practical issue faced with the wind tunnel data was the presence
of a time delay in the input information caused by the wireless network. Two approaches for
accounting for this delay were used, with both found to be viable in practice. First, the input
data was time shifted manually through inspection of the data. In the second approach, the
time delay was included in the vector of unknowns to estimated. This made the estimation
problem nonlinear so an iterative algorithm, such as the modified Newton-Raphson technique,
was required. In the time domain, the estimation of time delays required that some additional
subroutines be added to the algorithm. Also, without interpolating the data, the time delay had
to be a multiple of the data sampling time ∆t. In the frequency domain, time delay estimation
is more straightforward. No additional subroutines were required and there was no constraint
that the time delay be a multiple of ∆t.
In the final chapter focusing on parameter estimation, two issues of particular concern for
UAVs were explored. Firstly, estimation from data recorded in the presence of atmospheric
turbulence was described. In comparison to manned aircraft, UAVs are more susceptible to
the effects of turbulence due to their smaller size. Atmospheric disturbance can be dealt with
in two ways. The turbulence can be modelled and its properties can estimated along with
the stability and control derivatives. Alternatively, gust velocity components can be estimated
during the data compatibility check and removed prior to parameter estimation. The equation
error and output error methods are not well suited to estimation when the measurements are
corrupted by turbulence. Process noise leads to an increased variance in the least squares
parameter estimates, while the output error approach only accounts for measurement noise
and may struggle to converge if the process noise is significant. Two parameter estimation
techniques, which explicitly model the effects of turbulence, were therefore investigated. These
were the filter error method and the extended Kalman filter (EKF). Both were used successfully
to find estimates of the DEMON’s roll characteristics from data in which flow disturbances
existed. The main disadvantage of the filter error method is its complexity. It must also be
ensured that the model structure is correct as the algorithm will always yield a good match to
the measured response, even if important terms have been omitted. The EKF has the advantage
that it is a recursive technique so can be used for real-time parameter estimation. However,
to initialise the algorithm the measurement and process noise covariance matrices must be
specified. While the covariance of the measurement noise can be estimated from bench tests
of the instrumentation or from Fourier smoothing, the process noise matrix is much harder
to specify and may require some tuning. When analysing the DEMON data, however, it was
found that the values of the parameter estimates were largely insensitive to changes in the
process noise covariance.
A second issue for UAVs which was investigated was estimation of the aircraft’s open-loop
dynamics from closed-loop data. With the drive towards autonomy, the level of control system
technology employed on UAVs is high. Ideally, any feedback systems should be disengaged
during the flight tests as they will tend to augment the properties of the basic airframe. However,
this may be impractical, particularly if the basic airframe is unstable. The presence of feedback
can lead to variables being highly correlated, requiring a process for detecting data collinearity.
The resulting parameter estimates can then be obtained through biased estimation techniques,
such as principal components regression and ridge regression. Two examples using UAV flight
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test data were presented. In the first, the aileron and rudder inputs were highly correlated.
The standard errors of the parameter estimates were lower in comparison to the least squares
estimates when biased estimation was used. In the second example, the correlation between
pitch rate and elevator deflection, due to pitch rate feedback, was analysed. This time, the
correlation was less significant and standard errors in the least squares estimates were similar
to those of principal components and ridge regression. A possible explanation for this was that
the time delays introduced by the flight control system led to there being enough information
about the separate effects q and η had on the pitching moment.
When estimation was carried out on data from the wind tunnel models, the resulting values
for the parameters were, in some cases, significantly different from the a priori estimates used
to design the multistep inputs. This was particularly true for the DEMON model. However,
the estimates obtained were statistically reliable, with few instances of high standard errors or
correlation coefficients, and the estimated values were confirmed when validating the identified
model using separate pieces of data. Therefore, it can be concluded that, despite the inaccuracy
of a priori information, there was still sufficient information in the data regarding the model
dynamics. Most likely, this is due to the ability of the multistep inputs to excite a wideband of
frequencies.
10.1.4 Model Structure Determination
The process of determining the most appropriate model structure could be crucial for UAVs of
unusual configuration. For example, greater cross coupling between the dynamic in each axis
may exist for these vehicles. Two approaches to model structure determination were presented
and applied to both UAV flight test data and wind tunnel measurements. The first was stepwise
regression, while the second was a more general approach which could be applied to nonlinear
maximum likelihood estimations problems. It was based on the analysis of parameter stan-
dard errors, insensitivities and correlation outlined by Tischler [6] for the frequency response
method. Guidelines for removing insignificant terms from the model structure had been sug-
gested by Tischler so an investigation of the suitability of the guidelines for other estimation
techniques was investigated. Three test cases were described: one for the UAV, one for the
Hawk and one for the DEMON. In each case, both stepwise regression and the maximum like-
lihood approach arrived at the same final model structure. The maximum likelihood approach
was applied in both the time and frequency domain and the guidelines suggested by Tischler
for the frequency response method appear to also work well for the other estimation methods.
It is clear, however, that the model structure determination process is one that cannot be used
blindly but works best when combined with a physical understanding of the aircraft dynamics.
10.1.5 Data Compatibility Check
The final chapter focused on the data compatibility check, also sometimes referred to as flight
path reconstruction, the aim of which is to check the accuracy and kinematic consistency of
the measurements before they are used for parameter estimation. The procedure can also be
used to determine gust velocity components and remove the effects of atmospheric turbulence
prior to the estimation of the stability and control derivatives. Two estimation methods were
investigated for the data compatibility check on the angular rates and attitude information from
the wind tunnel tests. These were the maximum likelihood output error method and the EKF
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incorporating a Rauch-Tung-Striebel smoother. The output error approach is the simpler of
the two. However, the angular rates are treated as input variables for the estimation problem.
Therefore, any noise in the gyro data will enter the system as process noise, in which case the
output error method may give poor estimates or struggle to converge. The systematic errors
to be estimated can also vary depending on flight conditions and manoeuvre types. Therefore,
when multiple manoeuvres are being analysed, the values of the unknown parameters can fluc-
tuate but the output error method will try to find one value to fit the whole data set. This can
lead to convergence problems or an inaccurate match between the measured and reconstructed
responses. The EKF approach, on the other hand, accounts for process noise and treats the
unknown parameters as artificial state variables which can vary with time. Hence it does not
suffer from the two issues highlighted above. When analysing single manoeuvres from the
dynamic wind tunnel tests, the output error method was found to give similar results to the
EKF even though noise in the angular rate information was not accounted for. Smoothing the
rates prior to applying the output error method also had little effect on the resulting estimates.
This again indicated that the noise in the measurements provided by the MEMS IMU is not
large enough to adversely affect the estimation process. It also further confirms the conclusion
from Chapter 4 that MEMS technology has matured to a level where the performance of such
devices is sufficient for the applications explored in this research. As expected, when analysing
multiple segments of data, the output error did not provide as close a match to the measured
data as the EKF. This was due to some variability in the gyro errors between the manoeuvres.
10.1.6 General Conclusions
From the discussion in this thesis, it can be concluded that no one technique is particularly well
suited for the analysis of UAV data. Because of the wide range of sizes and configurations of
unmanned aircraft, practical issues will be encountered in the analysis of one aircraft that will
not be faced with another. In particular, more problems are likely to be met the smaller the
vehicle is. Based on experience with the wind tunnel models, these include the impractical-
ity of measuring control surface deflections directly, the dynamics of the subsystems (such as
the actuators) being located in the same frequency region as the airframe itself and a greater
susceptibility to the effects of atmospheric turbulence. Therefore, the best approach is to have
a number of techniques for each step in the system identification process which can be read-
ily applied to a given UAV. The comparison of results from more than one algorithm is also
recommended to ensure confidence in the derivative estimates.
10.2 Summary of Contributions to Knowledge
While researching system identification for UAVs, a number of contributions to knowledge
have been made, particularly regarding the practical side of the subject. Firstly, the use of
MEMS sensor technology for dynamic wind tunnel experiments had not been investigated pre-
viously and it was shown that the performance of a MEMS IMU, purchased off-the-shelf, was
satisfactory for the wind tunnel application. This was despite these devices traditionally ex-
hibiting noisier outputs in comparison to more mature sensor technologies. Further, it was
shown that the noise levels on the measurements provided by the MEMS IMU were not high
enough to adversely affect the estimation process, even for estimation methods in which the
Discussion and Conclusions 197
motion variables are assumed to be noise-free. Secondly, the analysis performed on the DE-
MON UAV wind tunnel model was the first time system identification had been applied to this
particular aircraft configuration and therefore this research has increased the information about
the dynamic characteristics of this particular airframe. With regards to the BAE Systems UAV,
while system identification had been performed on this aircraft prior to this work, the analysis
presented throughout this thesis was the first time that a range of parameter estimation meth-
ods had been used to study this aircraft and some advanced techniques, such as the filter error
method and extended Kalman filter approach, had not be previously used to analyse this UAV.
Finally, it was shown that, because of the wide range of sizes and configurations of UAVs, the
practical issues encountered with one aircraft can be very different from those faced with an-
other vehicle and, therefore, it is best to have a number of analytical tools which can be applied
to a given problem. In particular, more problems will be met the smaller the aircraft is.
10.3 Recommendations for Future Work
A number of interesting possibilities exist for building on the research outlined in this thesis.
An obvious one is further development of the wind tunnel facility. To start with, the data used
for the analysis was from wind tunnel models restricted to 3 DoF motion only. As mentioned,
the models tend to be very responsive in heave and will quickly hit the end stops on the vertical
rod. This precludes safe testing in 4 DoF without some form of closed-loop height control
system. Although such a system had been successfully implemented in previous work [84],
it has yet to be reproduced with the updated sensors and instrumentation due to difficulties in
obtaining an accurate value of height.
Future work could also explore different approaches to determining the control surface deflec-
tions of the models. While the approach adopted in this research worked well, knowledge of
control surface positions are crucial for system identification and any inaccuracies in the mod-
els of the actuator and control linkage dynamics will directly affect the parameter estimates.
Therefore, characterisation of nonlinearities in small, low-cost actuators and the control link-
ages could be investigated. The motion of the model itself could be also be ascertained using
novel techniques, such as vision-based or remote-sensing methods. This would avoid the need
to mount sensors and the associated electronics in the model and make the process of scaling
the model’s masses and inertias to correspond to the full-sized aircraft easier.
Another aspect which may be of interest is real-time parameter estimation for UAVs. The
current work has focused on estimation post-flight and, while the extended Kalman filter was
discussed in Chapter 7, a study of other real-time estimation algorithms and their application
(for both the wind tunnel or flight tests) could be conducted. Other issues for aircraft system
identification in general in which there is scope for future research are in the area of nonlinear
and unsteady aerodynamics. The flight conditions in which these phenomena occur tend to be
at high angles of attack and sideslip. These conditions can be dangerous to fly in, especially for
prolonged periods of time. Therefore, the wind tunnel facility may provide a safe means for
investigating more complex flight regimes.
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Appendix A
4 DoF Equations of Motion
A.1 Description of Equations of Motion
The equations of motion for a model on the rig can be developed from first principles in a
similar manner to those for a 6 DoF free-flying aircraft. This was been done by Carnduff and
Cooke [165], with a summary of the equations given in this section.
For the current discussion, it is assumed that motion of the model on the rig can be approxi-
mated by small perturbations from an initial equilibrium or trim condition and that longitudinal
and lateral/directional motion can be suitably decoupled. Equations describing the model’s dy-
namics are referenced to a Cartesian axis system with origin fixed at a given point within the
model. The most convenient choice for the axes origin is the location of the gimbal, as this is
the point about which the model manoeuvres relative to the rig. It is also noted that, when the
wind tunnel tests were conducted, the gimbal and the model centre of gravity were coincident.
The wind tunnel velocity vector is assumed to act parallel to the ground, so the model’s pitch
attitude θ and angle of attack α are the same. Also, when the model is wings level, a positive
yaw angle ψ (nose to starboard) equates to a negative sideslip angle β. For the case where the
model is experiencing zero roll, pitch and yaw angles, motion is restricted along the x and y
axes.
In comparison to the longitudinal motion of an equivalent free-flying aircraft, axial velocity
perturbations experienced by the model will be suppressed by the rig. It is, therefore, not possi-
ble to simulate the aircraft’s phugoid, as axial velocity is a dominant variable in this particular
mode of motion. However, it is possible to use the rig to simulate the aircraft’s short period.
This mode of motion is characterised by oscillations in heave and pitch, which are variables
unconstrained by the rig (although heaving motion is restricted by the length of the rig’s ver-
tical rod). The inability to simulate the phugoid is not considered a great disadvantage in the
use of the rig for predicting the dynamics of the full-sized aircraft. This is because it is usually
the short period dynamics that are of particular interest when, for example, designing stability
augmentation and flight control systems and performing handling qualities analysis [5].
The longitudinal equations of motion of the model can be expressed in state-space form as
[
w˙
q˙
]
=
[
zw zq
mw mq
] [
w
q
]
+
[
zη
mη
]
η (A.1.1)
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where w is the model’s normal velocity, q its pitch rate and η denotes elevator deflection. These
variables represent perturbations from initial values needed to trim the model. The stability and
control derivatives zw, zq , zη, mw, mq and mη are given in concise form, the definitions of which
can be found, for example, in Cook [5]. As expected from the description of the constrained
longitudinal motion above, Equation (A.1.1) is identical to the short period approximation of a
free-flying aircraft.
In this case where the model is permitted to manoeuvre in 3 DoF only, the longitudinal equa-
tions of motion become, [
w˙
q˙
]
=
[
0 VT
mw mq
] [
w
q
]
+
[
0
mη
]
η (A.1.2)
where VT is the wind tunnel velocity.
For motion in the lateral/directional plane, the principal difference between motion of the model
and the aircraft is that the rig suppresses lateral translation. This means that the spiral mode is
not simulated in the wind tunnel, but roll-subsidence and dutch roll motion are observed. As
with the longitudinal case, this is not viewed as a major drawback as it is generally the short
term roll-subsidence and dutch roll modes, rather than the long term spiral mode, that are of
interest.
The roll mode of the wind tunnel model can be approximated by the single degree of freedom
equation
p˙ = lpp+ lξξ (A.1.3)
where p is the model’s roll rate, ξ represents the input to the ailerons and lp and lξ are the
stability and control derivatives. The dutch roll dynamics can be described by the expression,[
v˙
r˙
]
=
[
0 −VT
nv nr
] [
v
r
]
+
[
0
nζ
]
ζ (A.1.4)
where v denotes sideslip velocity, r is yaw rate and ζ represents the rudder input. Due to the
suppression of any lateral motion, the sideforce derivatives with respect to v and ζ are zero.
The suppression of the model’s lateral translation means that the dutch roll mode simulated in
the wind tunnel is only an approximation of the free-flight case.
Appendix B
Properties of Least Squares Estimates
B.1 Ideal Case
The properties of least squares estimates can be examined in terms of bias, covariance of the
parameter estimation error and consistency [34, 31]. First, the case in which the equation
errors are uncorrelated with the regressors, are characterised by white noise with zero mean
and variance σ2 and the regressors are known without error is investigated.
Bias is found by examining the expected value of the least squares estimates E[θˆ]. From Equa-
tion (4.2.7),
E[θˆ] = E[
(
XTX
)−1 XT z] (B.1.1)
Replacing z with the expression in Equation (4.2.3) leads to,
E[θˆ] = E[
(
XTX
)−1 XT (Xθ + ǫ)]
= E[
(
XTX
)−1 XTXθ] + E[(XTX)−1 XTǫ]
= E[θ] + E[
(
XTX
)−1 XTǫ]
(B.1.2)
Now, for two independent variables A and B, the expected value of their product is equal to the
product of their individual expected values [34] i.e.,
E[AB] = E[A]E[B] (B.1.3)
Therefore, as the equation errors are uncorrelated with the regressors,
E[
(
XTX
)−1 XTǫ] = E[(XTX)−1 XT ]E[ǫ] (B.1.4)
Also, E[θ] is simply the true value of the unknown parameter vector θ and, under the outlined
assumptions, the regressors are known without error, therefore their expected values are the
same as their actual values, thus Equation (B.1.2) reduces to,
E[θˆ] = θ +
(
XTX
)−1 XTE[ǫ] (B.1.5)
However, the expected value of the equation errors is zero so,
E[θˆ] = θ (B.1.6)
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In other words, for the given assumptions, the least squares estimates are unbiased.
The parameter error covariance matrix, often referred to simply as the parameter covariance
matrix, is defined as,
P = E[(θˆ − θ)(θˆ − θ)T ] (B.1.7)
Expanding the terms in Equation (B.1.7) and using the result from Equation (B.1.6), it can be
shown that,
P = E[θˆθˆ
T
]− θθT (B.1.8)
Substituting (4.2.7) into (B.1.8) and noting that in matrix algebra (AB)T=BTAT ,
P = E
[((
XTX
)−1 XT z)((XTX)−1 XT z)T]− θθT
= E
[(
XTX
)−1 XT zzTX (XTX)−1]− θθT
=
(
XTX
)−1 XTE[zzT ]X (XTX)−1 − θθT
(B.1.9)
The term E[zzT ] can be expanded using Equation (4.2.3),
E[zzT ] = E[(Xθ + ǫ)(Xθ + ǫ)T ]
= E[XθθTXT + ǫθTXT + XθǫT + ǫǫT ]
= XθθTXT + E[ǫ]θTXT + XθE[ǫT ] + E[ǫǫT ]
(B.1.10)
Assuming, again, that the equation errors have zero mean and a covariance of E
[
ǫǫT
]
= σ2I,
then Equation (B.1.10) becomes,
E[zzT ] = XθθTXT + σ2I (B.1.11)
Substituting Equation (B.1.11) into (B.1.9) gives,
P =
(
XTX
)−1 XT (XθθTXT + σ2I)X (XTX)−1 − θθT
= θθT + σ2
(
XTX
)−1 − θθT
= σ2
(
XTX
)−1 (B.1.12)
It can be shown that the least squares estimate θˆ, with covariance given by Equation (B.1.12)
above, is a minimum variance, or efficient, estimate [123]. This, along with the result of the
estimate being unbiased, is known as the Gauss-Markov theorem.
An estimator is said to be consistent if, as the number of data point used in the analysis in-
creases, the parameter estimates converge on their true values. To investigate the consistency
of the least squares estimator, the expression for the parameter covariance matrix in Equation
(B.1.12) is rewritten as [126, 34],
P =
1
N
σ2
(
1
N
XTX
)−1
(B.1.13)
Taking the limit as N →∞,
lim
N→∞
P = lim
N→∞
{
1
N
σ2
(
1
N
XTX
)−1}
= 0 (B.1.14)
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where it is assumed that the inverse term exists. Equation (B.1.14) implies that there is no error
in the estimate θˆ, so the least squares estimate is equal to the true parameter vector θ.
To summarise, under the assumption that the equation errors are uncorrelated with the regres-
sors, are characterised by white noise with zero mean and variance σ2 and that the regressors
are known without error, the least squares estimator is an unbiased, efficient and consistent
estimator.
B.2 Practical Case
In practice, measured variables will always contain errors, hence the assumption that the re-
gressors are known without error is likely to be invalid. Errors in measured signals tend to be
either systematic, such as bias or scale factor errors, or random measurement noise. Another
source of error is the effects of atmospheric turbulence, which is modelled as process noise.
Therefore, the properties of the least squares estimator, when these errors sources are present,
are investigated next.
Consider the case where measurements of the regressors X are corrupted by a constant bias
error ∆X and random measurement noise vx having zero mean. The true value of the regressor
matrix is,
XT = X−∆X− vx (B.2.1)
The dependent variable y is then modelled as,
y = XTθ + w
= (X−∆X− vx)θ + w
(B.2.2)
where w is a vector of white noise with zero mean representing the effects of atmospheric
turbulence. The measurements of the dependent variable are also corrupted by noise,
z = y + vy (B.2.3)
where vy is a white noise process with zero mean. To investigate the bias and covariance of
the estimates under the above conditions, Equation (B.2.2) is first premultiplied by the term
(XTX)−1XT [126, 34],
(
XTX
)−1 XTy = (XTX)−1 XT (X−∆X− vx)θ + (XTX)−1 XTw (B.2.4)
Using Equation (B.2.3), Equation (B.2.4) can be rewritten as,(
XTX
)−1 XT (z− vy) = (XTX)−1 XT (X−∆X− vx)θ + (XTX)−1 XTw (B.2.5)
Next, after substituting (4.2.7) into (B.2.5) and rearranging the resultant expression, the least
squares estimate is given by,
θˆ = θ +
(
XTX
)−1 XT [w + vy − (∆X + vx)θ] (B.2.6)
The expected value of the estimator is then,
E[θˆ] = θ + E
[(
XTX
)−1 XT [w + vy − (∆X + vx)θ]] (B.2.7)
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Remembering, from Equation (B.1.3), that the expectation of the product of two independent
variables is equal to the product of each variable’s expected value, and that w and vy are assume
to have zero mean then the expected value of the least squares estimate becomes,
E[θˆ] = θ − E[(XTX)−1 XT (∆X + vx)]θ (B.2.8)
Hence, for the more realistic case accounting for the effects of measurement errors and atmo-
spheric turbulence, the least squares estimate is shown to be biased. It is also interesting to note
that, under the assumption of w and vy having zero mean, the bias is due entirely to errors in
the knowledge of the regressors.
Focusing now on the parameter covariance matrix, from Equation (B.1.8),
P = E[θˆθˆ
T
]− θθT (B.2.9)
Inserting Equation (B.2.6) into (B.2.9) and again using the property of products of expected
values from Equation (B.1.3), it can be shown that [126],
P = E
[(
XTX
)−1 XT (w + vy)(w + vy)TX (XTX)−1]
+ E
[(
XTX
)−1 XT (∆X + vx)θθT (∆X + vx)TX (XTX)−1] (B.2.10)
So, from Equation (B.2.10), it can be concluded that, while the bias of the least squares esti-
mates is due solely to errors in the regressors, the variance is affected by measurement errors
(in both the regressors and the dependent variable) and process noise.
Appendix C
Standardised Regressors
C.1 Formulation of Standardised Regressors
This section describes the formulation of the standardised regressors used when carrying out a
collinearity diagnostic and biased estimation. Each of the regressors and the dependent variable
can be scaled to unit length using the following expressions,
X∗j (i) =
Xj(i)− X¯j√
Sjj
, i = 1, 2, . . . , N ; j = 1, 2, . . . , n (C.1.1)
z∗(i) =
z(i)− z¯√
Szz
(C.1.2)
where,
Sjj =
N∑
i=1
[Xj(i)− X¯j]2 (C.1.3)
Szz =
N∑
i=1
[z(i)− z¯]2 (C.1.4)
The variables Sjj and Szz are known, respectively, as the centred sum of squares for the re-
gressors and the centred sum of squares for the dependent variable. When scaled, each of the
standardised regressors has a mean value of zero and a length of one,
X¯∗j = 0 (C.1.5)
∥∥X∗j∥∥ =
√√√√ N∑
i=1
[X∗j (i)]2 = 1 (C.1.6)
The standardised dependent variable is then found from,
z∗(i) = θ∗1X
∗
1 (i) + θ
∗
2X
∗
2 (i) + . . .+ θ
∗
nX
∗
n(i) + ǫ(i) (C.1.7)
where θ∗1 , θ∗2 , . . . , θ∗n are the standardised parameters. Note that in Equation (C.1.7) the offset
term θ∗0 is absent as the regressors were centred during the scaling process. If θ∗0 is to be
analysed in the collinearity diagnostic then the regressors must be scaled without centring.
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The least squares estimates of the standardised parameters are obtained from,
θˆ
∗
= (X∗TX∗)−1X∗T z∗ (C.1.8)
The values of the original parameter estimates are then calculated as follows,
θˆj = θˆ
∗
j
√
Szz
Sjj
(C.1.9)
If the regressors were centred, the estimate of the original offset parameter is calculated with
the expression,
θˆ0 = z¯ −
n∑
i=1
θˆjX¯j (C.1.10)
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