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Abstract
The aim of this paper is to construct exponential Runge-Kutta methods of collo-
cation type and to analyze their convergence properties for linear and semilinear
parabolic problems. For the analysis, an abstract Banach space framework of secto-
rial operators and locally Lipschitz continuous nonlinearities is chosen. This frame-
work includes interesting examples like reaction-diffusion equations. It is shown that
the methods converge at least with their stage order, and that convergence of higher
order (up to the classical order) occurs, if the problem has sufficient temporal and
spatial smoothness. The latter, however, might require the source function to fulfil
unnatural boundary conditions. Therefore, the classical order is not always obtained
and an order reduction must be expected, in general.
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1 Introduction
In this paper we consider the time discretization of semilinear parabolic prob-
lems
u′(t) + Au(t) = g(t, u), u(t0) = u0 (1)
by exponential Runge-Kutta methods. We present a construction for the nu-
merical solution of (1) based on the variation-of-constants formula. On the
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one hand, this approach is motivated by the well-known construction of col-
location methods for ordinary differential equations. On the other hand, con-
vergence proofs for one-step discretizations of (1) are generally based on a
discrete version of the variation-of-constants formula. It therefore seems to be
natural to define the numerical method already with the help of the variation-
of-constants formula.
The idea of exponential integrators is an old one and has been proposed inde-
pendently by many authors. To our knowledge, Lawson [12] was the first who
combined the exponential function with explicit Runge-Kutta methods to ob-
tain A-stability. This idea was considerably generalized in a remarkable paper
by Friedly [5]. There, a class of explicit exponential Runge-Kutta methods
was introduced and, based on the nonstiff order conditions, some particular
methods were constructed. Similar methods were later proposed in [3,11,19]
and quite recently in the context of Lie groups [2]. In our paper [10], we
have analyzed the convergence properties of such explicit exponential methods
for semilinear parabolic problems. A different class of exponential integrators
motivated by Rosenbrock methods was proposed in [9]. Exponential multistep
methods were first considered by Nørsett [17] and more recently derived in [3].
Note, however, that all above mentioned papers deal with explicit methods,
whereas we focus here on implicit methods.
The outline of the paper is as follows: We start with the construction of ex-
ponential Runge-Kutta methods of collocation type in Section 2. In Section 3
we study linear parabolic problems. After stating the precise assumptions on
the operator A, we show that an s-stage exponential Runge-Kutta method of
collocation type converges with order min(s+1, p), where p denotes the order
of the underlying Runge-Kutta method. For obtaining an order of convergence
higher than s + 1, the source function must satisfy unnatural boundary con-
ditions. The lack of this condition implies a severe order reduction for many
methods like the exponential Gauss methods where p = 2s. The situation is
thus very similar to that of other one-step methods like implicit Runge-Kutta
methods [13] or linearly implicit methods [14].
In Section 4, we study the convergence properties of exponential Runge-Kutta
methods for semilinear problems. We work in a Banach space framework of
sectorial operators with locally Lipschitz continuous nonlinearities. The frame-
work is sufficiently general to cover interesting examples such as reaction-
diffusion equations or the incompressible Navier-Stokes equations in two and
three space dimensions. As in the linear case, we can prove that an s-stage ex-
ponential Runge-Kutta method of collocation type converges with order s at
least. Again, higher and even fractional order of convergence is possible if the
nonlinearity evaluated on the exact solution has sufficient spatial regularity.
In particular, full order of convergence can be obtained for periodic boundary
conditions. As a final result, we show that exponential Runge-Kutta methods
preserve equilibria of autonomous problems.
2
2 Exponential Runge-Kutta methods of collocation type
The main idea behind exponential integrators of collocation type is to replace
the function g in the variation-of-constants formula
u(tn + h) = e
−hAu(tn) +
∫ h
0
e−(h−τ)Ag(tn + τ, u(tn + τ)) dτ (2)
by a collocation polynomial ĝn which yields
u(tn + h) ≈ e
−hAu(tn) +
∫ h
0
e−(h−τ)Aĝn(τ) dτ. (3)
For this we choose non-confluent collocation nodes c1, . . . , cs and we assume
that we are given approximations
un ≈ u(tn), Un,i ≈ u(tn + cih).
We then define ĝn by the collocation conditions ĝn(cih) = g(tn + cih, Un,i) =
Gn,i so that
ĝn(τ) =
s∑
j=1
`j(τ)Gn,j,
where `j is the Lagrange interpolation polynomial
`j(τ) =
∏
m6=j
τ/h− cm
cj − cm
.
Replacing u(tn) in (3) by the given approximation un and evaluating the in-
tegral yields an approximation to the exact solution at time tn+1
un+1 = e
−hAun + h
s∑
i=1
bi(−hA)Gn,i, (4a)
where
bi(−hA) =
1
h
∫ h
0
e−(h−τ)A`i(τ) dτ. (4b)
It still remains to define the approximations Un,i. For this, we use the same
approach. Substituting h by cih in (3), we obtain
Un,i = e
−cihAun + h
s∑
j=1
aij(−hA)Gn,j, (4c)
where
aij(−hA) =
1
h
∫ cih
0
e−(cih−τ)A`j(τ) dτ. (4d)
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Since `j is a polynomial of degree at most s− 1, the coefficients bi(−hA) and
aij(−hA) are linear combinations of the functions
ϕj(−tA) =
1
tj
∫ t
0
e−(t−τ)A
τ j−1
(j − 1)!
dτ, 1 ≤ j ≤ s.
The scheme (4) is called exponential Runge-Kutta method of collocation type
henceforth.
We note for later use that
ϕk+1(z) =
ϕk(z)− 1/k!
z
, ϕk(0) =
1
k!
.
It seems worth mentioning that this construction reduces to the construction
of Runge-Kutta methods with coefficients bi = bi(0) and aij = aij(0) if we
consider the limit A → 0. The limiting method will be called underlying
Runge-Kutta method henceforth.
3 Linear problems
In this section, we will derive error bounds for exponential Runge-Kutta dis-
cretizations of linear parabolic problems
u′(t) + Au(t) = f(t), u(0) = u0 (5)
with time-invariant operator A. Note that for such problems, exponential
Runge-Kutta methods reduce to exponential quadrature rules
un+1 = e
−hAun + h
s∑
i=1
bi(−hA)f(tn + cih) (6a)
with
bi(−hA) =
1
h
∫ h
0
e−(h−τ)A`i(τ) dτ. (6b)
Our analysis of (6) will be based on an abstract formulation of (5) as an
evolution equation in a Banach space (X, ‖ · ‖). Let D(A) denote the domain
of A in X. Our basic assumptions on the operator A are that of [7].
Assumption 1 Let A : D(A) → X be sectorial, i.e. A is a densely defined
and closed linear operator on X satisfying the resolvent condition
‖(λI − A)−1‖ ≤
M
|λ− a|
(7)
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on the sector {λ ∈ C ; ϑ ≤ | arg(λ− a)| ≤ pi, λ 6= a} for M ≥ 1, a ∈ R, and
0 < ϑ < pi/2.
Under this assumption, the operator −A is the infinitesimal generator of an
analytic semigroup {e−tA}t≥0. For ω > −a, the fractional powers of A˜ = A+ωI
are well-defined. The following stability bounds for the semigroup are crucial
in our analysis.
Lemma 1 Under Assumption 1, the following bounds hold uniformly on 0 ≤
t ≤ T
‖e−tA‖+ ‖tγA˜γe−tA‖ ≤ C, γ ≥ 0, (8a)∥∥∥∥hA
n−1∑
j=1
e−jhA
∥∥∥∥ ≤ C. (8b)
Proof The bound (8a) is well-known from literature. In order to show (8b),
we use the representation
e−hA =
1
2pii
∫
Γ
ehλ(λI + A)−1dλ
where Γ is an appropriate contour in the resolvent set of −A. Using the resol-
vent identity A(λI + A)−1 = I − λ(λI + A)−1 shows
−hA
n−1∑
j=1
e−jhA =
1
2pii
∫
Γ
w(hλ) ehλ(λI + A)−1dλ
with
w(z) = z
e(n−1)z − 1
ez − 1
.
Since |w(z)| ≤ C, uniformly on Γ, we get the desired bound. 2
The stability estimate (8a) enables us to define the bounded operators
ϕj(−tA) =
1
tj
∫ t
0
e−(t−τ)A
τ j−1
(j − 1)!
dτ, j ≥ 1. (9)
In order to analyze (6), we expand the exact solution of (5) into a Taylor series
u(tn+1) = e
−hAu(tn) +
∫ h
0
e−(h−τ)Af(tn + τ) dτ
= e−hAu(tn) + h
s∑
k=1
ϕk(−hA)h
k−1f (k−1)(tn) +O(h
s+1).
(10)
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This has to be compared with the Taylor series of the numerical solution (6)
un+1 = e
−hAun + h
s∑
i=1
bi(−hA)f(tn + cih)
= e−hAun + h
s∑
i=1
bi(−hA)
s−1∑
k=0
hkcki
k!
f (k)(tn) +O(h
s+1).
(11)
We are now ready to state our convergence result.
Theorem 1 For the numerical solution of (5), (7), consider an exponential
Runge-Kutta method (6). If f (s) ∈ L1(0, T ;X), then the following error bound
holds
‖un − u(tn)‖ ≤ C · h
s ·
∫ tn
0
‖f (s)(τ)‖ dτ
uniformly on 0 ≤ tn ≤ T . The constant C depends on T , but is independent
of n and h.
Proof Let en = un − u(tn) denote the difference between the numerical and
the exact solution. Then
en+1 = e
−hA en − δn+1
with
δn+1 =
∫ h
0
e−(h−τ)A
∫ τ
0
(τ − ξ)s−1
(s− 1)!
f (s)(tn + ξ) dξ dτ
− h
s∑
i=1
bi(−hA)
∫ cih
0
(cih− τ)
s−1
(s− 1)!
f (s)(tn + τ) dτ.
The desired bound now follows immediately from
‖en‖ ≤
n−1∑
j=0
‖e−jhA‖ · ‖δn−j‖
and the stability bound (8a). 2
Remark The above theorem has a straightforward extension to variable step
sizes hn = tn − tn−1, where
‖un − u(tn)‖ ≤ C
n−1∑
j=0
hsj+1
∫ tj+1
tj
‖f (s)(τ)‖ dτ.
Theorem 1 is not yet optimal for methods whose underlying quadrature rule
satisfies additional order conditions. The first of these conditions is that the
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underlying quadrature rule is of order s+ 1, i.e.,
s∑
i=1
bi(0)c
s
i =
1
s+ 1
. (12)
This is satisfied, for instance, by the Radau methods with s ≥ 2 and by all
Gauss methods.
Theorem 2 Under the hypotheses of Theorem 1, assume that the exponential
Runge-Kutta method (6) satisfies in addition (12). If f (s+1) ∈ L1(0, T ;X),
then the refined error bound
‖un − u(tn)‖ ≤ C · h
s+1
(
‖f (s)(0)‖+
∫ tn
0
‖f (s+1)(τ)‖ dτ
)
holds uniformly on 0 ≤ tn ≤ T . The constant C depends on T , but is inde-
pendent of n and h.
Proof The proof is very similar to that of Theorem 1. We write the defects
as
δn+1 = h
s+1ψs+1(−hA)f
(s)(tn) + δ˜n+1
with
ψs+1(−hA) = ϕs+1(−hA)−
1
s!
s∑
i=1
bi(−hA)c
s
i (13)
to get
n−1∑
j=0
‖e−jhA‖ · ‖δ˜n−j‖ ≤ C · h
s+1 ·
∫ tn
0
‖f (s+1)(τ)‖ dτ.
Since the rational function ψs+1(−hA) is uniformly bounded and satisfies
ψs+1(0) = 0 due to (12), we infer the desired bound for
n−1∑
j=0
e−jhAψs+1(−hA)f
(s)(tn−j−1)
from Lemma 2 below setting wj = e
−jhAψs+1(−hA) and vj = f
(s)(tj−1). This
concludes the proof. 2
Lemma 2 For Wk =
∑k
j=0wj the following summation-by-parts formula holds
n−1∑
j=0
wjvn−j = Wn−1v1 −
n−2∑
j=0
Wj(vn−j−1 − vn−j). (14)
If the right-hand side of (5) has a higher spatial regularity, the temporal order
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of convergence can still be improved for methods satisfying
s∑
i=1
bi(0)c
s+1
i =
1
s+ 2
, (15a)
s∑
i=1
b′i(0)c
s
i =
1
(s+ 1)(s+ 2)
. (15b)
Lemma 3 The conditions (12) and (15) are satisfied, if the underlying
quadrature rule has order s+ 2.
Proof Conditions (12) and (15a) are classical order conditions. In order to
show (15b), we infer from (6b) that
b′i(0) =
∫ 1
0
`i(τ)(1− τ) dτ
and hence
s∑
i=1
b′i(0)c
s
i =
∫ 1
0
s∑
i=1
`i(τ)c
s
i (1− τ) dτ =
s∑
k=1
bk(0)
s∑
i=1
`i(ck)c
s
i (1− ck)
where the last identity follows from the fact that the quadrature rule is of order
s+ 1 at least. Using `i(ck) = δik and conditions (12) and (15a) completes the
proof. 2
Lemma 3 shows that conditions (12) and (15) are satisfied by the Gauss meth-
ods with s ≥ 2 and by the Radau methods with s ≥ 3.
Theorem 3 Under the hypotheses of Theorem 2, assume that the exponen-
tial Runge-Kutta method (6) satisfies in addition (15). Further assume that
f (s+2) ∈ L1(0, T ;X) and let β ∈ [0, 1] be such that A˜βf (s+1) ∈ L1(0, T ;X).
Then the refined error bound
‖un − u(tn)‖ ≤ C · h
s+1+β
(
‖A˜βf (s)(0)‖+
∫ tn
0
‖A˜βf (s+1)(τ)‖ dτ
)
+ C · hs+2
(
‖f (s+1)(0)‖+
∫ tn
0
‖f (s+2)(τ)‖ dτ
)
holds uniformly on 0 ≤ tn ≤ T . The constant C depends on T , but is inde-
pendent of n and h.
Proof The proof is very similar to the previous two proofs. We write the
defects as
δn+1 = h
s+1ψs+1(−hA)f
(s)(tn) + h
s+2ψs+2(−hA)f
(s+1)(tn) + δ̂n+1 (16)
with
ψs+2(−hA) = ϕs+2(−hA)−
1
(s+ 1)!
s∑
i=1
bi(−hA)c
s+1
i .
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The rational function ψs+2(−hA) is uniformly bounded and satisfies ψs+2(0) =
0 due to (15a). The second and third term of (16) are thus bounded as in the
previous theorem. For the term with ψs+1, we use the fact that due to (12)
and (15b)
ψs+1(−hA) = ψs+1(−hA)− ψs+1(0) = hA · ψ
(1)
s+1(−hA)
with ψ
(1)
s+1(0) = 0. Thus, we have
hs+1ψs+1(−hA)f
(s)(tn) = h
s+1+βψ
(1)
s+1(−hA)(hA˜)
1−β · AA˜−1 · A˜βf (s)(tn).
With the help of Lemma 2, this term can be bounded in the desired way,
which concludes the proof. 2
Remark The restriction to β ≤ 1 in Theorem 3 was made just for simplicity.
If the source term has higher spatial regularity, and if further conditions of
the type (15) are fulfilled, then we can also show higher temporal order of
convergence. The additional conditions can be derived by expanding the defect
in (16) even further, and it can be shown as in Lemma 3 that they are implied
by the underlying quadrature rule being of higher order. In particular, full
(classical) order is achieved for sufficiently smooth source term with periodic
boundary conditions.
Example To illustrate the sharpness of the bounds in Theorem 3, we consider
the linear parabolic problem
∂U
∂t
(x, t)−
∂2U
∂x2
(x, t) =
(
2 + x(1− x)
)
et (17)
for x ∈ [0, 1] and t ∈ [0, 1], subject to homogeneous Dirichlet boundary condi-
tions. For the initial value x(1−x), the exact solution is U(x, t) = x(1−x) et.
We discretize this problem in space by standard finite differences, and in time
by the exponential 2-stage Gauss method, respectively. The numerically ob-
served temporal orders of convergence in different norms are displayed in Ta-
ble 1.
N H1 L1 L2 L∞
50 2.80 3.53 3.27 3.00
100 2.76 3.50 3.26 3.01
200 2.75 3.50 3.25 3.00
Table 1
Numerically observed temporal orders of convergence in different norms for dis-
cretizations with N spatial degrees of freedom and h = 1/128.
The attainable value of β in Theorem 3 relies on the characterization of the
domains of fractional powers of elliptic operators. The source function in (17)
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is spatially smooth but does not satisfy the boundary conditions. For the
choice X = L2, the best value is β = 1/4− ε for arbitrary ε > 0, see [6]. This
explains the observed orders in the discrete L2-norm in Table 1. The results
in the other norms can be explained in a similar way, see [13, discussion after
Theorem 3.3].
4 Semilinear problems
In this section, we study the convergence properties of exponential Runge-
Kutta methods for semilinear parabolic problems (1). We work again in an
abstract Banach space framework and assume that the linear operator A satis-
fies Assumption 1. Our basic assumptions on g are that of [7] and [18]. We thus
choose 0 ≤ α < 1 and define V = D(A˜α) where A˜ denotes the shifted operator
A˜ = A+ωI. The linear space V is a Banach space with norm ‖v‖V = ‖A˜
αv‖.
Note that this definition does not depend on ω, since different choices of ω
lead to equivalent norms. Our main hypothesis on the nonlinearity g is the
following.
Assumption 2 Let g : [0, T ]× V → X be locally Lipschitz-continuous. Thus
there exists a real number L(R, T ) such that
‖g(t, v)− g(t, w)‖ ≤ L‖v − w‖V (18)
for all t ∈ [0, T ] and max
(
‖v‖V , ‖w‖V
)
≤ R.
We note that for the convergence proofs below, it is sufficient that (18) holds
in a strip along the exact solution.
Example It is well known that reaction-diffusion equations fit in this abstract
framework, as well as the incompressible Navier-Stokes equations in two and
three space dimensions, see e.g., [7, Chapter 3] and [16, Section 7.3].
In order to simplify the notation, we set f(t) = g(t, u(t)). Inserting the exact
solution into the numerical scheme gives
u(tn + cih) = e
−cihAu(tn) + h
s∑
j=1
aij(−hA)f(tn + cjh) + ∆n,i, (19a)
u(tn+1) = e
−hAu(tn) + h
s∑
i=1
bi(−hA)f(tn + cih) + δn+1 (19b)
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with the defects
∆n,i =
∫ cih
0
e−(cih−τ)A
∫ τ
0
(τ − ξ)s−1
(s− 1)!
f (s)(tn + ξ) dξ dτ
− h
s∑
j=1
aij(−hA)
∫ cjh
0
(cjh− τ)
s−1
(s− 1)!
f (s)(tn + τ) dτ,
(20a)
δn+1 =
∫ h
0
e−(h−τ)A
∫ τ
0
(τ − ξ)s−1
(s− 1)!
f (s)(tn + ξ) dξ dτ
− h
s∑
i=1
bi(−hA)
∫ cih
0
(cih− τ)
s−1
(s− 1)!
f (s)(tn + τ) dτ.
(20b)
We note for later use that
hα ‖∆n,i‖V + ‖A˜
−αδn+1‖V ≤ C · h
s
∫ tn+h
tn
‖f (s)(τ)‖X dτ. (21)
For our convergence results below, we will always assume that (1) has a suffi-
ciently smooth solution u : [0, T ] → V and that the composition
f : [0, T ] → X : t 7→ f(t) = g(t, u(t))
is a smooth mapping, too. The latter is the case if g : [0, T ] × V → X is
sufficiently often Fre´chet differentiable. Our error bounds will be given in terms
of derivatives of f .
Theorem 4 Let the initial value problem (1) satisfy Assumptions 1 and 2 and
consider for its solution an exponential Runge-Kutta method of collocation-
type (4). Then, for h sufficiently small, there exists a unique numerical solution
un (0 ≤ nh ≤ T ) whose error satisfies
‖un − u(tn)‖V ≤ C · h
s sup
0≤τ≤T
‖f (s)(τ)‖X , (22)
provided that the right-hand side is bounded. The constant C depends on T ,
but is independent of n and h.
Proof Let en = un − u(tn) and En,i = Un,i − u(tn + cih) denote the differ-
ence between the numerical and the exact solution. Subtracting (19) from the
numerical scheme gives the error recursion
En,i = e
−cihAen + h
s∑
j=1
aij(−hA)
(
g(tn + cjh, Un,j)− f(tn + cjh)
)
−∆n,i,
(23a)
en+1 = e
−hAen + h
s∑
i=1
bi(−hA)
(
g(tn + cih, Un,i)− f(tn + cih)
)
− δn+1.
(23b)
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The errors of the internal stages fulfil the preliminary estimate
‖En,i‖V ≤ C‖en‖V + CL · h
1−α
s∑
j=1
‖En,j‖V + ‖∆n,i‖V
and thus for h sufficiently small
‖En,i‖V ≤ C
(
‖en‖V +
s∑
j=1
‖∆n,j‖V
)
. (24)
Solving the error recursion (23) and using (8a) gives
‖en‖V ≤ C · h
n−1∑
j=1
t−αj
s∑
i=1
‖En−1−j,i‖V + C · h
1−α
s∑
i=1
‖En−1,i‖V
+ C · h
n−1∑
j=1
t−αj ‖A˜
−αδn−j/h‖V + C · ‖δn‖V .
(25)
Inserting then (24) and (21) into (25) and applying the discrete Gronwall
Lemma 4 with ρ = α and σ = 0 finally shows the desired result.
It still remains to show that the unique numerical solution exists for h suffi-
ciently small. This is shown by a standard induction argument. One considers
fixed-point iteration for (4c) as long as the numerical solution stays sufficiently
close to the exact solution. This allows to control the Lipschitz constant L of
g. The contraction property then turns out to be valid as long as Lh1−α is
sufficiently small. We omit the details. 2
Lemma 4 For h > 0 and T > 0, let 0 ≤ tn = nh ≤ T . Further assume that
the sequence of non-negative numbers εn satisfies the inequality
εn ≤ ah
n−1∑
ν=1
t−ρn−νεν + b t
−σ
n
for 0 ≤ ρ < 1 and a, b ≥ 0. Then the following estimate holds
εn ≤ Cb t
−σ
n for 0 ≤ σ < 1
where the constant C depends on ρ, σ, a, and on T .
Proof This can be shown by using similar arguments as in the proof of
Theorem 1.5.5 in [1]. We omit the details. 2
If the underlying Runge-Kutta method has order s+1, we obtain the following
improved convergence result.
Theorem 5 Under the hypotheses of Theorem 4, assume that the exponential
Runge-Kutta method (4) satisfies in addition (12). If f : [0, T ] → V is s + 1
12
times differentiable with f (s+1) ∈ L1(0, T ;V ), then the refined error bound
‖un − u(tn)‖V ≤ C · h
s+1
(
‖f (s)(0)‖V +
∫ tn
0
‖f (s+1)(τ)‖V dτ
)
holds uniformly on 0 ≤ tn ≤ T . The constant C depends on T , but is inde-
pendent of n and h.
Proof The proof is very similar to the previous one. Again one has to solve
the error recursion
en+1 = e
−hAen + h
s∑
i=1
bi(−hA)
(
g(tn + cih, Un,i)− f(tn + cih)
)
− δn+1.
Due to our assumptions, the defects of the internal stages now satisfy the
bound
‖∆n,i‖V ≤ C · h
s+1 sup
0≤τ≤h
‖f (s)(tn + τ)‖V .
The term with δn+1 is estimated with the help of Lemma 2 as in the proof of
Theorem 2. 2
Example To illustrate the bounds in Theorem 5, we consider the semilinear
parabolic problem
∂U
∂t
(x, t)−
∂2U
∂x2
(x, t) =
1
1 + U(x, t)2
+ φ(x, t) (26)
for x ∈ [0, 1] and t ∈ [0, 1], subject to homogeneous Dirichlet boundary con-
ditions. The source function φ is chosen in such a way that the exact solution
of the problem is U(x, t) = x(1− x) et.
We discretize this problem in space by standard finite differences with 200 grid
points, and in time by various methods with step size h = 1/32, respectively.
The numerically observed temporal orders of convergence in the maximum
norm are displayed in Table 2.
Gauß Gauß Radau Radau
s = 1 s = 2 s = 2 s = 3
2.02 3.01 3.03 4.06
Table 2
Numerically observed temporal orders of convergence in the maximum norm with
200 grid points and h = 1/32.
The temporal order of convergence can be improved further under slightly
stronger assumptions on the spatial regularity. In [15] similar conditions have
been used for analyzing Runge-Kutta discretizations of quasilinear parabolic
problems.
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Assumption 3 Let g : [0, T ] × V → X be Fre´chet differentiable with respect
to the second variable with locally Lipschitz-continuous derivative. Thus there
exists a real number L˜(R, T ) such that
∥∥∥∥g(t, v)−g(t, w)− ∂g∂u(t, u)
(
v−w
)∥∥∥∥
X
≤ L˜
(
‖u−v‖V +‖u−w‖V
)
‖v−w‖V (27)
for all t ∈ [0, T ] and max
(
‖u‖V , ‖v‖V , ‖w‖V
)
≤ R.
Further, let β ∈ [0, 1] be such that
∥∥∥∥A˜β ∂g∂u(t, u(t))w
∥∥∥∥
X
≤ C ‖A˜βw‖V , 0 ≤ t ≤ T, (28)
uniformly for all w ∈ D(A˜α+β).
Example We illustrate the meaning of the above assumptions with the fol-
lowing simple example
∂U
∂t
(x, t)−∆U(x, t) =
d∑
j=1
γj
∂U
∂xj
(x, t), γj ∈ R,
on a smoothly bounded domain Ω ⊂ Rd, subject to homogeneous Dirichlet
boundary conditions. Choosing X = L2(Ω) and V = H10 (Ω), this equation can
be written in the abstract form (1) with A = −∆ and g(u) =
∑d
j=1 γj∂xju.
For this example, condition (27) is obvious. In order to show (28), we use
the continuity of ∂xj : H
1+σ(Ω) → Hσ(Ω) for arbitrary σ ∈ R, see, e.g.,
[20, Corollary 25.1]. Since
∑d
j=1 γj∂xjw in general does not satisfy boundary
conditions, the best value is β = 1/4− ε for arbitrary ε > 0, see [6].
For periodic boundary conditions, the above assumptions are satisfied with
β = 1 for spatially smooth solutions.
We are now in the position to give the refined error estimate.
Theorem 6 Under the hypotheses of Theorem 5 and Assumption 3, suppose
that the underlying Runge-Kutta method has order s+ 2. Further assume that
f : [0, T ] → V is s + 2 times differentiable with f (s+2) ∈ L1(0, T ;V ), and
A˜βf (s) ∈ L∞(0, T ;V ). Then the refined error bound
‖un − u(tn)‖V ≤ C · h
s+1+β · sup
0≤τ≤tn
‖A˜βf (s)(τ)‖V + C · h
s+2
(
‖f (s)(0)‖V
+
∫ tn
0
‖f (s+1)(τ)‖V dτ +
∫ tn
0
‖f (s+2)(τ)‖V dτ
) (29)
holds uniformly on 0 ≤ tn ≤ T . The constant C depends on T and on the size
of sup0≤t≤T ‖u
′(t)‖V , but is independent of n and h.
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Proof The proof is very similar to the previous ones. We therefore concentrate
on those aspects that go beyond the ideas used in the previous proofs.
The defect of the internal stages is now written as
∆n,i = h
s+1ψi,s+1(−hA)f
(s)(tn) + ∆˜n,i (30)
with
ψi,s+1(−hA) = ϕs+1(−cihA) c
s+1
i −
1
s!
s∑
j=1
aij(−hA)c
s
j . (31)
Since the underlying Runge-Kutta method has order s+ 2, we have
s∑
i=1
bi(0)ψi,s+1(0) = 0. (32)
The error recursion (23b) is now written as
en+1 = e
−hAen + h
s∑
i=1
bi(−hA)JnEn,i − δn+1
+ h
s∑
i=1
bi(−hA)
(
g(tn + cih, Un,i)− f(tn + cih)− JnEn,i
) (33)
with
Jn =
∂g
∂u
(
tn, u(tn)
)
.
We consider first the term
h
s∑
i=1
bi(−hA)Jn∆n,i = h
s∑
i=1
bi(0)Jnh
s+1ψi,s+1(0)f
(s)(tn) (34a)
+ h
s∑
i=1
bi(−hA)Jnh
s+1
(
ψi,s+1(−hA)− ψi,s+1(0)
)
f (s)(tn) (34b)
+ h
s∑
i=1
(
bi(−hA)− bi(0)
)
Jnh
s+1ψi,s+1(0)f
(s)(tn) (34c)
+ h
s∑
i=1
bi(−hA)Jn∆˜n,i. (34d)
Due to (32), the right-hand side of (34a) vanishes. For (34b), we use
(
ψi,s+1(−hA)− ψi,s+1(0)
)
f (s)(tn)
= hβ
(
ψi,s+1(−hA)− ψi,s+1(0)
)
(hA˜)−β · A˜βf (s)(tn), (35)
whereas (34c) is rewritten as
hs+2+β(hA˜)−β
s∑
i=1
(
bi(−hA)− bi(0)
)
A˜βJnψi,s+1(0)f
(s)(tn). (36)
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The convolution of these terms with e−jhA is estimated as before and yields
with the help of (28) the hs+1+β-bound of (29). The hs+2-bound for (34d) is
straightforward due to the additional power of h in ∆˜n,i.
Next, we consider
h
s∑
i=1
bi(−hA)Jn
(
En,i + ∆n,i
)
. (37)
Inserting (23a) into (37) shows that the dominant error in this term comes
from
h
s∑
i=1
bi(−hA)Jn · h
s∑
m=1
aim(−hA)Jn∆n,m,
so that it remains to bound
h
s∑
i=1
bi(−hA)Jn · h
s∑
m=1
aim(−hA)Jn · h
s+1ψm,s+1(−hA)f
(s)(tn).
Since
h aim(−hA)Jnh
s+1ψm,s+1(−hA)f
(s)(tn)
= hs+2aim(−hA) · A˜
−β · A˜βJnψm,s+1(−hA)f
(s)(tn) (38a)
= hs+1+βaim(−hA)(hA˜)
α−β · h1−αA˜−α · A˜βJnψm,s+1(−hA)f
(s)(tn), (38b)
we get the desired bound for β ≥ α from (38a) and for β < α from (38b),
respectively.
Finally, the last term of (33) is bounded with the help of (27) and the obvious
bound
‖En,i‖V +
∫ tn+h
tn
‖u′(τ)‖V ≤ C˜ · h,
which follows from Theorem 5. This concludes the proof. 2
Remark The restriction to β ≤ 1 in Theorem 6 was made just for simplicity.
If the solution has higher spatial regularity, and if further conditions of the
type (27) and (28) are fulfilled, then we can also show higher temporal order of
convergence (up to the classical order of the underlying Runge-Kutta method).
In particular, full order can be obtained for periodic boundary conditions.
Finally, we show that all exponential Runge-Kutta methods of collocation type
preserve equilibrium points of the autonomous problem
u′ + Au = g(u). (39)
Lemma 5 Let (39) satisfy Assumptions 1 and 2, and let u? be an equilibrium
point of (39). Then, u? is a fixed point of (4), i.e., if u0 = u
?, then un = u
?
for all n ≥ 1.
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Proof Since u(t) ≡ u? is a solution of (39), the variation-of-constants formula
shows
u? = e−cihAu? +
∫ cih
0
e−(cih−τ)Ag(u?) dτ = e−cihAu? + cihϕ1(−cihA)g(u
?).
For the numerical solution we obtain from (4c)
Un,i = e
−cihAu? + h
s∑
j=1
aij(−hA)g(Un,j).
Since all exponential collocation methods integrate constant functions g ex-
actly, we have
cihϕ1(−cihA) = h
s∑
j=1
aij(−hA).
The local uniqueness of the numerical solution therefore shows that Un,i = u
?.
The result now follows from the identity
ϕ1(−hA) =
s∑
i=1
bi(−hA)
by using (4a). 2
5 Concluding remarks
In this paper we constructed and analyzed exponential Runge-Kutta meth-
ods of collocation type. The equations (4) defining the numerical scheme
are implicit in the internal stages Un,i and moreover they require the eval-
uation of products of matrix functions with vectors. Therefore, we want to
add some comments on the numerical implementation. In contrast to fully
implicit Runge-Kutta methods, the nonlinear equations (4c) can be solved by
a few steps of fixed-point iteration. This can be seen by the same arguments
as those used to prove the existence of a numerical solution in the proof of
Theorem 4. However, it is also possible to construct explicit schemes as in
[3,11]. We have analyzed these methods in [10]. In particular, we showed that
there exist s-stage explicit methods of order s for methods up to s = 3 in the
framework of this paper, but that s ≥ 5 is necessary to achieve order 4.
For periodic boundary conditions, products of matrix functions with vectors
can be computed by fast Fourier transformations. For more general boundary
conditions, Krylov subspace methods, e.g. the Lanczos method, the Arnoldi
method, or the Chebyshev method, can be used, see [4,8].
Numerical comparisons with standard methods like multistep methods and
implicit Runge-Kutta methods will be presented elsewhere.
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