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Complexity of holomorphic maps from the
complex unit ball to classical domains
Ming Xiao and Yuan Yuan∗
Abstract
We study the complexity of holomorphic isometries and proper maps from the complex
unit ball to type IV classical domains. We investigate on degree estimates of holomorphic
isometries and holomorphic maps with minimum target dimension. We also construct a
real-parameter family of mutually inequivalent holomorphic isometries from the unit ball
to type IV domains. We also provide examples of non-isometric proper holomorphic maps
from the complex unit ball to classical domains.
1 Introduction
The motivation of this paper is twofold: the study of both isometries and proper maps be-
tween bounded symmetric space. Let D,Ω be bounded symmetric domains equipped with
the Bergman metrics ωD, ωΩ respectively. A holomorpic map F : D → Ω is called isometric if
F ∗ωΩ = λωD for a positive constant λ. One recent attention to holomorphic isometries between
bounded symmetric domains was paid by Clozel-Ullmo [CU] in their study of the modular cor-
respondence and later the holomorphic isometry problem was generalized extensively by Mok.
He [M5] proved a holomorphic isometry F is totally geodesic when D is irreducible and of rank
at least 2. When D is the complex unit ball of dimension at least 2 and Ω is the product of
complex unit balls, F is also totally geodesic [YZ]. Much less is understood otherwise. When
D is the complex unit ball and Ω is an irreducible bounded symmetric domain of rank at least
2, a surprising non-totally geodesic phenomenon was discovered by Mok [M6]. More precisely,
for each irreducible Ω, there exists a positive integer nΩ such that B
nΩ admits a non-totally
geodesic holomorphic isometry to Ω [M6]. Moreover, if Bn admits a holomorphic isometry to
Ω, then n ≤ nΩ [M6]. More recently, Chan-Mok characterize the image of the complex unit ball
in Ω under the holomorphic isometry [CM]. When Ω is the type IV classical domain, similar
∗Supported in part by National Science Foundation grant DMS-1412384 and the seed grant program at
Syracuse University
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classification results are obtained independently in [CM], [UWZ], [XY]. The related problems
on holomorphic isometries or holomorphic maps preserving invariant forms in Hermitian sym-
metric spaces are considered in [C], [M2], [Ng1], [Ng2], [M5], [MN1], [MN2], [HY1], [HY2], [Ch],
[Eb2] [FHX], [Yu], et al.
Proper holomorphic maps between bounded symmetric domains have also been a central
subject in analysis and geometry of several complex variables. Let F : D → Ω be a proper
holomorphic map. WhenD is of rank at least 2, many rigidity and non-rigidity results have been
obtained in [TH], [Ts], [Tu1], [Tu2], [M3], [KZ1], [KZ2], [Ng3], et al. When D = Bn,Ω = BN ,
the rigidity and complexity of proper holomorphic maps remains a rather active problem in
several complex variables. Since Poincare´’s pioneer work [P], many experts made fundamental
progresses along the line (See [Al], [L], [Fo], [St], [W], [Fa], [CS], [D1], [Hu1], [Eb1] and many
references therein). Roughly speaking, if the difference between n,N is small, F can be fully
classified with additional assumptions on the boundary regularity of the map (cf. [Al], [Fa],
[Hu1], [HJ], [Ha]). In general, for arbitrary n,N , the moduli space of proper maps from Bn to
BN is rather large (cf. [CD], [DL2]).
A gap phenomenon was then discovered in [HJX] and later a gap conjecture was formulated
by Huang-Ji-Yin [HJY1] (see [HJY2] as well). A proper holomorphic map F : Bn → BN is
called minimum if it cannot be reduced to a map (G, 0) modulo automorphisms of Bn and BN
where G has smaller target dimension. The gap conjecture predicts precisely the intervals of
N where there are no minimum holomorphic proper maps from Bn to BN . They also showed
that when N is not in these intervals, then there is always a minimum monomial proper map
from Bn to BN [HJY1]. These intervals terminate when the target dimension gets too large.
(See als the work by D’Angelo and Lebl [DL1]).
The authors proved in a recent paper [XY] that whenD = Bn,Ω = DIVm and the codimension
is small, any proper holomorphic map is indeed an isometry with additional boundary regularity
assumptions. In this paper, we continue to study the complexity of holomorphic proper and
isometric maps from the complex unit ball to an irreducible classical domain. Motivated by
the gap conjecture mentioned above, we study holomorphic proper (resp. isometric) maps
F : Bn → DIVm with minimum target dimension (See Section 3 for the precise definition). We
show in Section 3 that holomorphic isometries from Bn to DIVm are not minimum if m ≥ 2n+3.
We also illustrate this result is optimal by constructing minimum holomorphic isometries from
Bn to DIVm for each n + 2 ≤ m ≤ 2n + 2. On the other hand, we prove that there always
exist minimum proper holomorphic maps from Bn to DIVm for any m ≥ n+ 1. In Section 4, we
prove that there exists a real-parameter family of mutually inequivalent minimum holomorphic
isometries (thus proper holomorphic maps) from Bn to DIVm if n + 2 ≤ m ≤ 2n + 2. Section
5 is devoted to establishing degree estimates for holomorphic isometric maps from Bn to DIVm .
In Section 6, we construct non-totally geodesic proper holomorphic maps from Bn to Ω where
Ω is any of the four types of classical domains. These maps can be non-isometric when n is
small while they become isometries when n = nΩ. Interestingly, these examples further provide
polynomial proper holomorphic maps from Bn to Ω that answer a question of Mok (see also
the independent work of Chan-Mok [CM]).
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A large part of the paper was finished in the December of 2015, before we learned of many
interesting results on holomorphic isometries from Bn to DIVm proved by Chan-Mok [CM]. By
combining the theorems of Chan-Mok [CM] and ours [XY] (see the similar result in [UWZ] as
well), it is clear that any holomorphic isometry F : Bn → DIVm can be written in the following
form F = ϕ ◦ f ◦ τ ◦ i ◦ σ, where σ ∈ Aut(Bn), τ ∈ Aut(Bm−1), ϕ ∈ Aut(DIVm ), i is the standard
linear embedding from Bn to Bm−1 and f is either RIVm−1 or I
IV
m−1, which are defined in Section
6.4. The study on minimality and inequivalent families of holomorphic isometries from the
complex unit ball to the type IV classical domains in Section 3 and Section 4 is motivated by
the analogue study for proper holomorphic maps between balls.
Acknowledgement: The authors are grateful to Professor J. D’Angelo, Professor X.
Huang, Professor N. Mok, Dr. S. T. Chan and Dr. S. Ng for helpful discussions.
2 Preliminaries
Irreducible bounded symmetric domains are realized as Cartan’s four types of domains and two
exceptional cases (cf. [H2] [M1]). Assume q ≥ p and let M(p, q;C) denote the space of p × q
matrices with entries of complex numbers. The type I domain is defined as
DIp,q = {Z ∈M(p, q;C) : Ip − ZZ
t
> 0}.
In particular, when p = 1, the type I domain is the complex unit ball Bq = {z = (z1, · · · , zq) ∈
Cq : |z|2 < 1} in Cq. The type II and type III domains are submanifolds of DIn,n defined as
DIIn = {Z ∈ DIn,n : Z = −Zt}
and
DIIIn = {Z ∈ DIn,n : Z = Zt}.
The type IV domain is defined as
DIVn = {Z = (z1, · · · , zn) ∈ Cn : ZZ
t
< 2 and 1− ZZt + 1
4
|ZZt|2 > 0}.
Let Ω be an irreducible classical domain. The Bergman kernel functionKΩ(Z, Z¯) is explicitly
given by
KΩ(Z, Z¯) = cI
(
det(Ip − ZZt)
)−(p+q)
when Ω = DIp,q;
KΩ(Z, Z¯) = cII
(
det(In − ZZt)
)−(n−1)
when Ω = DIIn ;
KΩ(Z, Z¯) = cIII
(
det(In − ZZt)
)−(n+1)
when Ω = DIIIn ;
KΩ(Z, Z¯) = cIV
(
1− ZZt + 1
4
|ZZt|2
)−n
when Ω = DIVn ,
(1)
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where c∗ are positive constants depending on n and the type of Ω (cf. [H2] [M1]). The Bergman
metric
ωΩ(Z) :=
√−1∂∂¯ logKΩ(Z, Z¯)
on Ω is Ka¨hler-Einstein as the Bergman kernel function is invariant under holomorphic auto-
morphisms. Note that the standard linear embedding L(Z) = Z from DIIn or D
III
n into D
I
n,n is
a totally geodesically holomorphic isometric embedding with respect to Bergman metrics with
isometric constant 2n
n−1 or
2n
n+1
respectively.
Let S be the Hermitian symmetric space of compact type dual to Ω and δ ∈ H2(S,Z) be the
positive generator. It is well-known that the first Chern class c1(S) = (p+q)δ, 2(n−1)δ, (n+1)δ
or nδ, When Ω = DIp,q, D
II
n , D
III
n , D
IV
n respectively. Therefore, it follows from Mok’s theorem
in [M6] that nΩ = p + q − 1, 2n− 3, n or n − 1 when the classical domain Ω = DIp,q, DIIn , DIIIn
or DIVn respectively.
We now describe the holomorphic automorphism group action on DIVm in terms of the
Borel embedding (cf. [H1] [M1]). The hyperquadric Qm, the compact dual of DIVn is defined
by Qm := {[z1, · · · , zm+2] ∈ Pm+1|z21 + · · · + z2m = z2m+1 + z2m+2}. The Borel embedding
DIVm ⊂ Qm ⊂ Pm+1 is given by
Z = (z1, · · · , zm)→
[
z1, · · · , zm,
1 + 1
2
ZZt√
2
,
1− 1
2
ZZt√−2
]
.
The holomorphic automorphism group of DIVm is given by
Aut(DIVm ) =
{[
A B
C D
]
∈ O(m, 2,R)|det(D) > 0
}
,
where A ∈ M(m,m,R), B ∈ M(m, 2,R), C ∈ M(2, m,R), D ∈ M(2, 2,R). The automorphism
group action is given in the following explicit way. Let Z = (z1, · · · , zm) ∈ DIVm and T =[
A B
C D
]
∈ Aut(DIVn ). Write Z ′ =
(
1+ 1
2
ZZt√
2
,
1− 1
2
ZZt√−2
)
. Then the action of T on DIVm is given by
T (Z) =
ZA+ Z ′C
(ZB + Z ′D)
(
1/
√
2,
√−1/2)t .
Rephrasing in homogenous coordinates, if the holomorphic automorphism maps Z = (z1, · · · , zm) ∈
DIVm to W = (w1, · · · , wm) ∈ DIVm , then there exists T ∈ Aut(DIVm ) such that[
w1, · · · , wm,
1 + 1
2
WW t√
2
,
1− 1
2
WW t√−2
]
=
[
z1, · · · , zm,
1 + 1
2
ZZt√
2
,
1− 1
2
ZZt√−2
]
· T.
In other words, there exists nonzero λ ∈ C, such that(
w1, · · · , wm,
1 + 1
2
WW t√
2
,
1− 1
2
WW t√−2
)
= λ
(
z1, · · · , zm,
1 + 1
2
ZZt√
2
,
1− 1
2
ZZt√−2
)
· T.
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Note that the isotropy group K0 at the origin is K0 =
{[
A 0
0 D
]
∈ O(m, 2,R)|det(D) = 1
}
∼=
O(m,R)× SO(2,R).
3 Holomorphic maps from Bn to DIVm
In this section, we study the holomorphic maps from Bn to DIVm with minimum dimension in
the target. We say two holomorphic maps F1, F2 : B
n → DIVm are equivalent if F1 = φ ◦ F2 ◦ ψ,
where ψ, φ are automorphisms of Bn and DIVm , respectively. A holomorphic map F : B
n → DIVm
is called minimum if there is no holomorphic map G : Bn → DIVm−1 such that F is equivalent to
(G, 0).
3.1 Minimum of holomorphic isometries to Type IV domains
We study in this subsection the minimum holomorphic isometric maps from Bn to DIVm .We first
note that it follows from Mok’s theorem [M6] that any holomorphic isometry F : Bn → DIVn+1 is
minimum. We prove the following theorem that there are no minimum holomorphic isometric
maps from Bn to DIVm if m > 2n+ 2.
Theorem 3.1. Let m > 2n + 2, n ≥ 2. Let F : Bn → DIVm be a holomorphic isometry. Then
there exists a holomorphic isometry G : Bn → DIV2n+2 such that F is equivalent to (G, 0), where
0 is a (m− 2n− 2)-dimensional zero row vector.
Proof. It suffices to show that for any such F and m, there exists a holomorphic isometry
Fˆ : Bn → DIVm−1 such that F is equivalent to (Fˆ , 0). By the isometric assumption, we have
F ∗(ωDIVm ) = λωBn , (2)
for some positive constant λ. From Proposition 2.11 in [XY], we know that λ must be m/(n+1).
Write Z = (z1, ..., zn) as the coordinates in C
n. Write F = (F1, · · · , Fm). By composing with
the autmorphism of DIVm if necessary, we may assume F (0) = 0. By standard reduction, we
obtain from (2),
1− FF t + 1
4
|FF t|2 = 1− ZZt.
By a lemma of D’Angelo ([D2]), we have
(F1, · · · , Fm) = (z1, · · · , zn, 1
2
m∑
i=1
F 2i (z), 0, · · · , 0) ·V,
where V is an m×m unitary matrix. Write
V =
v1· · ·
vm
 ,
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where vi is a m-dimensional row vector for 1 ≤ i ≤ m. Then we have(
z1, · · · , zn, 1
2
m∑
i=1
F 2i (z)
)
·
 v1· · ·
vn+1
 = (F1, · · · , Fm).
Claim: {F1, · · · , Fm} is a linearly dependent set over real number field. In other words,
there exist λ1, · · · , λm ∈ R not mutually zero, such that
∑m
i=1 λiFi ≡ 0.
Proof of Claim: Write vi = ai +
√−1bi for 1 ≤ i ≤ n + 1. It is easy to see that there
exists v = (λ1, · · · , λm)t ∈ Rm with v 6= 0 such that
a1
b1
· · ·
an+1
bn+1
v = 0. (3)
This is because
rank

a1
b1
· · ·
an+1
bn+1
 ≤ 2(n+ 1) < m.
Then (3) implies (
z1, · · · , zn, 1
2
m∑
i=1
F 2i (z)
)
·
 v1· · ·
vn+1
 · v = 0.
This proves the claim by showing
∑m
i=1 λiFi ≡ 0.
By rescaling v if necessary, we assume |v| = 1. Extend v to an orthonormal basis
{u1, · · · ,um−1,v} of Rm and write m × m matrix C = (u1, · · · ,um−1,v). Define Fˆ =
(Fˆ1, · · · , Fˆm) = F · C and then Fˆ is equivalent to F . This completes the proof of the the-
orem because Fˆm = F · v = 0.
Define Rn+2, In+2 : B
n → DIVn+2 to be
Rn+2(z) =
(
cos θ1z1,
√−1 sin θ1z1, z2, · · · , zn−1,
cos(2θ1)z
2
1 +
∑n−1
j=2 z
2
j − 2z2n + 2zn
2
√
2(1− zn)
,
cos(2θ1)z
2
1 +
∑n−1
j=2 z
2
j + 2z
2
n − 2zn
2
√−2(1− zn)
)
,
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In+2(z) =
cos θ1z1,√−1 sin θ1z1, z2, · · · , zn, 1−
√√√√1− cos(2θ1)z21 − n∑
j=2
z2j

with θ ∈ (0, pi/4]; and one can similarly define Rn+k, In+k : Bn → DIVn+k for 2 ≤ k ≤ n :
Rn+k(z) =
(
cos θ1z1,
√−1 sin θ1z1, · · · , cos θk−1zk−1,
√−1 sin θk−1zk−1,
zk, · · · , zn−1,
∑k−1
j=1 cos(2θj)z
2
j +
∑n−1
j=k z
2
j − 2z2n + 2zn
2
√
2(1− zn)
,
∑k−1
j=1 cos(2θj)z
2
j +
∑n−1
j=k z
2
j + 2z
2
n − 2zn
2
√−2(1− zn)
)
In+k(z) =
(
cos θ1z1,
√−1 sin θ1z1, · · · , cos θk−1zk−1,
√−1 sin θk−1zk−1,
zk, · · · , zn, 1−
√√√√1− k−1∑
j=1
cos(2θj)z
2
j −
n∑
j=k
z2j
)
with θj ∈ (0, pi/4] for 1 ≤ j ≤ k− 1. Here when k = n, the components “zk, · · · , zn−1” in Rn+k
is understood to be void. Furthermore, R2n+1, I2n+1 : B
n → DIV2n+1 are given by
R2n+1(z) =
(
cos θ1z1,
√−1 sin θ1z1, · · · , cos θn−1zn−1,
√−1 sin θn−1zn−1, zn,
1
2
√
2
(
n−1∑
j=1
cos(2θj)z
2
j + z
2
n
)
,
−√−1
2
√
2
(
n−1∑
j=1
cos(2θj)z
2
j + z
2
n
))
for θ1, · · · , θn−1 ∈ (0, pi/4],
I2n+1(z) =
cos θ1z1,√−1 sin θ1z1, · · · , cos θnzn,√−1 sin θnzn, 1−
√√√√1− n∑
j=1
cos(2θj)z
2
j

for θ1, · · · , θn ∈ (0, pi/4] but not all θj = pi/4; and R2n+2, I2n+2 : Bn → DIV2n+2 are given by
R2n+2(z) =
(
cos θ1z1,
√−1 sin θ1z1, · · · , cos θnzn,
√−1 sin θnzn,
1
2
√
2
n∑
j=1
cos(2θj)z
2
j ,
−√−1
2
√
2
n∑
j=1
cos(2θj)z
2
j
)
,
I2n+2(z) =
(
cos θ1z1,
√−1 sin θ1z1, · · · , cos θnzn,
√−1 sin θnzn,
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cos θ
cos(2θ)
1−
√√√√1− cos(2θ)( n∑
j=1
cos(2θj)z2j
) , √−1 sin θ
cos(2θ)
1−
√√√√1− cos(2θ)( n∑
j=1
cos(2θj)z2j
))
for θj ∈ (0, pi/4] but not all θj = pi/4 for 1 ≤ j ≤ n and θ ∈ (0, pi/4).
Theorem 3.2. For each 2 ≤ k ≤ n + 2, Rn+k, In+k : Bn → DIVn+k are minimum holomorphic
isometries.
Proof. We will only prove the case k = 2 and other cases follow by similar argument. Apply
the Borel embedding to embed Bn as an open subset of Pn and DIVm as an open subset of
Qm ⊂ Pm+1 and write [z, s] = [z1, · · · , zn, s] to denote the homogeneous coordinates in Pn.
Here recall the Borel embedding of Bn into Pn is given by
(z1, · · · , zn)→ [z1, · · · , zn, 1].
The Borel embedding of DIVm into Q
m ⊂ Pm+1 is as described in Section 2.
We first prove the theorem for Rn+2. Under the homogeneous coordinates, Rn+2 can be
identified with
Rn+2(z, s) = [g1(z, s), · · · , gn+4(z, s)]
from Pn to Pn+3, where
g1(z, s) = cos θ1(s− zn)z1;
g2(z, s) =
√−1 sin θ1(s− zn)z1;
gj(z, s) = (s− zn)zj−1 for 3 ≤ j ≤ n;
gn+1(z, s) =
cos(2θ1)z
2
1 +
∑n−1
j=2 z
2
j − 2z2n + 2zns
2
√
2
;
gn+2(z, s) =
cos(2θ1)z
2
1 +
∑n−1
j=2 z
2
j + 2z
2
n − 2zns
2
√−2 ;
gn+3(z, s) =
1
2
√
2
(
cos(2θ1)z
2
1 +
n∑
j=2
z2j + 2s
2 − 2zns
)
;
gn+4(z, s) =
1
2
√−2
(
− cos(2θ1)z21 −
n∑
j=2
z2j + 2s
2 − 2zns
)
.
Claim: The set {g1, · · · , gn+4} is linearly independent over R on any open subset of Cn+1.
Consequently, for any B ∈ U(n, 1), the set {gˆ1, · · · , gˆn+4} with gˆj = gj((z, s) · B) is linearly
independent over R.
Proof of Claim: We will just prove the first part of the claim and the second part follows
easily. Let {a1, · · · , an+4} be a set of real numbers such that
∑n+4
j=1 aj gˆj ≡ 0. By comparing
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coefficients of znzj for 1 ≤ j ≤ n− 1, we know aj = 0 for 1 ≤ j ≤ n. By comparing coefficients
of z2n, we know an+1 = an+2 = 0. By comparing coefficients of s
2, we know an+3 = an+4 = 0.
This proves the claim.
Now suppose that Rn+2 is not minimum. Namely, there exists F : B
n → DIVm withm < n+2
such that Rn+2 is equivalent to (F, 0). More precisely, under homogeneous coordinates, there
exist B ∈ U(n, 1) and T ∈ Aut(DIVn+2) such that
Rn+2((z, s) ·B) · T = [F˜ (z, s), 0, · · · ], (4)
where F˜ is the map obtained from F under homogeneous coordinates. By comparing the
(n+ 2)-th element in (4), we deduce a contradiction to the claim. This shows that Rn+2 must
be minimum.
The conclusion for In+2 in the theorem follows from the similar argument. Under the
homogeneous coordinates, In+2 can be identified with
In+2(z, s) = [h1(z, s), · · · , hn+4(z, s)]
from Pn to Pn+3, where
h1(z, s) = cos θ1z1;
h2(z, s) =
√−1 sin θ1z1;
hj(z, s) = zj−1 for 3 ≤ j ≤ n+ 1;
hn+2(z, s) = s−
√√√√s2 − cos(2θ1)z21 − n∑
j=2
z2j ;
hn+3(z, s) =
1√
2
2s−
√√√√s2 − cos(2θ1)z21 − n∑
j=2
z2j
 ;
hn+4(z, s) =
1√−2
√√√√s2 − cos(2θ1)z21 − n∑
j=2
z2j .
Claim: The set {h1, · · · , hn+4} is linearly independent over R on any open subset of Cn+1.
Consequently, for any B ∈ U(n, 1), the set {hˆ1, · · · , hˆn+4} with hˆj = hj((z, s) · B) is linearly
independent over R.
The proof the claim is very similar to the previous one. Let {a1, · · · , an+4} be a set of
real numbers such that
∑n+4
j=1 ajhˆj ≡ 0. Then one can show aj = 0 for all j by comparing
coefficients.
The rest proof of the theorem is also similar. Suppose that In+2 is not minimum. Namely,
there exists F : Bn → DIVm with m < n+2 such that In+2 is equivalent to (F, 0). More precisely,
9
under homogeneous coordinates, there exist B ∈ U(n, 1) and T ∈ Aut(DIVn+2) such that
In+2((z, s) ·B) · T = (F˜ (z, s), 0, · · · ), (5)
where F˜ is the map obtained from F under homogeneous coordinates. By comparing the
(n + 2)-th element in (5), we deduce a contradiction to the claim. This shows that In+2 must
be minimum.
3.2 Minimum holomorphic proper maps to Type IV domains
We investigate minimim holomorphic proper maps from Bn to DIVm in this subsection. By
Lemma 2.2 in [XY], there is no proper holomorphic maps from Bn to DIVm if n ≥ 2, m ≤ n, . The
following theorem reveals a different phenomenon of proper holomorphic maps from isometries.
Theorem 3.3. For any m ≥ n+ 1 ≥ 2, there is a minimum proper holomorphic map from Bn
to DIVm .
To establish Theorem 3.3, we first prove the following result.
Theorem 3.4. Let N ≥ n ≥ 1. Let F = (f1, · · · , fN) be a minimum monomial proper map from
Bn to BN , where each fi = ciz
αi for some multiindex αi and real number ci. Define holomorpic
maps from Bn to CN+k, 1 ≤ k ≤ N + 1 associated to F as follows.
MN+1F :=
f1, · · · , fN , 1−
√√√√1− N∑
i=1
f 2i
 ,
and for each 2 ≤ k ≤ N + 1, fixing θ ∈ (0, pi
4
), define
MN+kF :=
(
cos θf1,
√−1 sin θf1, · · · , cos θfk−1,
√−1 sin θfk−1
fk, · · · , fN , 1−
√√√√1− cos(2θ) k−1∑
j=1
f 2j −
N∑
j=k
f 2j
)
.
Then each MN+kF , 1 ≤ k ≤ N + 1, is a minimum proper holomorphic map from Bn to DIVN+k.
Proof. We will prove only the statement for k = 1. The other cases can be proved by a similar
argument. Write m = N + 1, H =MN+1F . Denote the highest degree of fi, 1 ≤ i ≤ N by d.
By direct computation one can verify that H is a proper holomorphic map from Bn to DIVm .
We now prove that H is minimum. For that we again apply the Borel embedding to embed Bn
as an open subset of Pn and DIVm as an open subset Q
m ⊂ Pm+1. Write [z, s] = [z1, ..., zn, s] to
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denote the homogeneous coordinates in Pn. Under the homogeneous coordinates, H is identified
with
H(z, s) = [h1(z, s), ..., hm+2(z, s)]
from Pn to Pm+1, where
h1(z, s) = s
df1
(z
s
)
, · · · , hN (z, s) = sdfN
(z
s
)
,
hm(z, s) = s
d −
√√√√s2d − N∑
i=1
h2i ,
hm+1(z, s) =
1√
2
2sd −
√√√√s2d − N∑
i=1
h2i
 ,
hm+2(z, s) =
1√−2
√√√√s2d − N∑
i=1
h2i .
Claim 3.5. The set {h1, ..., hm+2} is linearly independent over R. Consequently, for any B ∈
U(n, 1), the set {hˆ1, · · · , hˆm+2} with hˆj(z, s) = hj((z, s) ·B) is linearly independent over R.
We first note that s2d −∑Ni=1 h2i is not a perfect square of a polynomial. This amounts to
the following easy lemma whose proof will be left to readers.
Lemma 3.6. Let fi, 1 ≤ i ≤ N , be mutually distinct monomials with real coefficients. Then
1−∑Ni=1 f 2i is not a perfect square of a polynomial.
It follows from Lemma 3.6 that {h1, ..., hN , sd,
√
s2d −∑Ni=1 h2i } is linearly independent over
R. This further implies {h1, ..., hm+2} is also linearly independent over R. The latter part of
Claim 3.5 is then an easy consequence. The rest of proof is just a copy of that of Theorem
3.2.
We recall the results about the gap conjecture on proper maps between balls. The following
intervals appear in the gap conjecture for proper holomorphic maps between balls [HJY1]. For
n > 2, let K(n) := max{m ∈ Z+ : m(m + 1)/2 < n} and let Ik := {m ∈ Z+ : kn < m <
(k + 1)n − k(k + 1)/2} for 1 ≤ k ≤ K(n). The following theorem is proved by Huang-Ji-Yin
(See also D’Angelo-Lebl [DL1]).
Theorem 3.7. ([HJY1]) For any N ≥ n ≥ 2 with N 6∈ ∪K(n)k=1 Ik, there is a minimum proper
monomial map from Bn to BN .
Proof of Theorem 3.3: When n = 1, clearly there are minimum monomial proper maps
from ∆ to BN for any N ≥ 1. When n ≥ 2, by Theorem 3.7 there is always a minimum
monomial proper map from Bn to Bkn for any k ≥ 1. Then Theorem 3.3 is a consequence of
Theorem 3.4.
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4 Inequivalent families of holomorphic isometries
Let In+k be the maps defined in Section 3. In this section, we will make use of In+k to give
inequivalent families of holomorphic isometries from Bn to DIVn+k, 2 ≤ k ≤ n+ 2. To emphasize
the dependence on θ, we will write In+k,θ instead of In+k. More precisely, for θ ∈ (0, pi/4], define
In+2,θ(z) =
cos θz1,√−1 sin θz1, z2, · · · , zn, 1−
√√√√1− cos(2θ)z21 − n∑
j=2
z2j
 .
Fixing β ∈ (0, pi/4), for θ ∈ [β, pi/4] define
In+3,θ(z) =
(
cos θz1,
√−1 sin θz1, cos βz2,
√−1 sin βz2, z3, · · · , zn,
1−
√√√√1− cos(2θ)z21 − cos 2βz22 − n∑
j=2
z2j
)
.
Similarly, we define In+k,θ : B
n → DIVn+k for all 3 ≤ k ≤ n+ 1 :
In+k,θ =
(
cos θz1,
√−1 sin θz1, cos βz2,
√−1 sin βz2, · · · , cosβzk−1,
√−1 sin βzk−1,
zk, · · · , zn, 1−
√√√√1− cos(2θ)z21 − cos(2β) k−1∑
j=2
z2j −
n∑
j=k
z2j
)
for 0 < β ≤ θ ≤ pi/4. Here when k = n + 1, the components “zk, · · · , zn” is understood to be
void. Fixing α ∈ (0, pi/4) and β ∈ (0, pi/4), we define
I2n+2,θ =
(
cos θz1,
√−1 sin θz1, cos βz2,
√−1 sin βz2, · · · , cos βzn,
√−1 sin βzn,
cosα
cos(2α)
1−
√√√√1− cos(2α)(cos(2θ)z21 + cos(2β) n∑
j=2
z2j
) ,
√−1 sinα
cos(2α)
√√√√1− cos(2α)(cos(2θ)z21 + cos(2β) n∑
j=2
z2j
)
− 1
)
for β ≤ θ ≤ pi/4. For n ≥ 2, 2 ≤ k ≤ n + 2, we will show that In+k,θ gives a real parameter
family of inequivalent minimum holomorphic isometries from Bn to DIVn+k. More precisely,
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Theorem 4.1. Let n ≥ 2. Then the following statements holds.
• {In+2,θ}0<θ≤pi/4 is a family of mutually inequivalent minimum holomorphic isometries.
• For each 2 < k ≤ n + 2 and fixed β ∈ (0, pi/4), {In+k,θ}β≤θ≤pi/4 is a family of mutually
inequivalent minimum holomorphic isometries.
More precisely, for each 2 ≤ k ≤ n+ 2, In+k,θ1 is equivalent to In+k,θ2 if and only if θ1 = θ2.
Proof. We will merely prove the case k = 2 and the remaining cases follow by similar argument.
Let 0 < θ2 < θ1 ≤ pi/4. Then we show that In+2,θ1 and In+2,θ2 are not equivalent.
Apply the Borel embedding to embed Bn as an open subset of Pn and DIVn+2 as an open
subset of Qn+2 ⊂ Pn+3 as before and write [z, s] = [z1, · · · , zn, s] to denote the homogeneous
coordinates in Pn. Under the homogeneous coordinates, In+2,θ can be identified with
In+2,θ(z, s) = [φ1,θ(z, s), · · · , φn+4,θ(z, s)]
from Pn to Pn+3, where
φ1,θ(z, s) = cos θz1;
φ2,θ(z, s) =
√−1 sin θz1;
φj,θ(z, s) = zj−1 for 3 ≤ j ≤ n+ 1;
φn+2,θ(z, s) = s−
√
Hθ(z, s);
φn+3,θ(z, s) =
1√
2
(
2s−
√
Hθ(z, s)
)
;
φn+4,θ(z, s) =
1√−2
√
Hθ(z, s),
where Hθ(z, s) = s
2 − cos(2θ)z21 −
∑n
j=2 z
2
j . Note that for any θ ∈ [0, pi/4) and n ≥ 2, Hθ is
irreducible and in particular, Hθ is not a perfect square of a polynomial in (z, s).
By the previous argument, In+2,θ1 is equivalent to In+2,θ2 if and only if there existU ∈ U(n, 1)
and
[
A B
C D
]
∈ Aut(DIVn+2) such that
(φ1,θ1, · · · , φn+2,θ1) ((z, s)U) ≡
(φ1,θ2, · · · , φn+2,θ2)A+ (φn+3,θ2, φn+4,θ2)C
((φ1,θ2, · · · , φn+2,θ2)B + (φn+3,θ2, φn+4,θ2)D) (1/
√
2,
√−1/2)t (z, s).
(6)
Consequently, one has √
Hθ1((z, s)U) = R1(z, s)
√
Hθ2(z, s) +R2(z, s)
for rational functions R1(z, s), R2(z, s). This is impossible by algebra if the following claim is
true.
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Claim: For any U ∈ U(n, 1), Hθ1((z, s)U) and Hθ2(z, s) are coprime.
Proof of Claim: Suppose not. Since they are both irreducible, then there exists U ∈
U(n, 1) such that
Hθ1((z, s)U) = cHθ2(z, s) (7)
for some nonzero complex number c. WriteHθ = −(z, s)Aθ(z, s)t withAθ = diag(cos(2θ), 1, · · · , 1,−1).
Then (7) yields that
U · Aθ1 ·Ut = c · Aθ2 .
This is impossible by Proposition 4.2. This finishes the proof of the claim.
Proposition 4.2. Let λ, λ1, · · · , λn+1 be real numbers such that |λ| < |λ1| ≤ · · · ≤ |λn+1| for
n ≥ 1. Then there does not exist an (n+ 1)× (n + 1) matrix U ∈ U(n, 1), such that
U · diag(λ, λ2, · · · , λn+1) ·Ut = c · diag(λ1, λ2, · · · , λn+1) (8)
for some complex number c.
Proof. Write
U =

a1 b1 c1 · · ·
a2 b2 c2 · · ·
· · · · · · · · · · · ·
an+1 bn+1 cn+1 · · ·

and note that {a1, a2, · · · , an+1} cannot be all zero.
Claim: Only one element in {a1, · · · , an+1} is not zero.
Proof of Claim: We will merely present the proof for n = 3 and the general case is similar.
Suppose that the claim is not true. Then any vector (ai, aj , ak) for 1 ≤ i < j < k ≤ 4 is a
nonzero vector. We now claim
a4 · det
a1 c1 d1a2 c2 d2
a3 c3 d3
 = −b4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
, (9)
a4 · det
a1 b1 d1a2 b2 d2
a3 b3 d3
 = c4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
 (10)
a4 · det
a1 b1 c1a2 b2 c2
a3 b3 c3
 = d4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
 (11)
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We only prove (9) and two others are similar. Note if both det
a1 c1 d1a2 c2 d2
a3 c3 d3
 and det
b1 c1 d1b2 c2 d2
b3 c3 d3

are zero, then (9) holds trivially. Without loss of generality, assume det
a1 c1 d1a2 c2 d2
a3 c3 d3
 6= 0. The
case when det
b1 c1 d1b2 c2 d2
b3 c3 d3
 6= 0 can be proved similarly. It follows from U ∈ U(n, 1) that
(a4, b4, c4,−d4)

a¯1 a¯2 a¯3
b¯1 b¯2 b¯3
c¯1 c¯2 c¯3
d¯1 d¯2 d¯3
 = (0, 0, 0).
This implies that 
a¯1 b¯1 c¯1 d¯1
a¯2 b¯2 c¯2 d¯2
a¯3 b¯3 c¯3 d¯3
0 1 0 0


a4
b4
c4
−d4
 =

0
0
0
b4
 .
Namely, (a4, b4, c4,−d4)t is the solution of the linear system:
a¯1 b¯1 c¯1 d¯1
a¯2 b¯2 c¯2 d¯2
a¯3 b¯3 c¯3 d¯3
0 1 0 0


x1
x2
x3
x4
 =

0
0
0
b4
 .
By the Cramer’s rule, we know
a4 = −b4 · det
b¯1 c¯1 d¯1b¯2 c¯2 c¯2
b¯3 c¯3 d¯3
 /det
a¯1 c¯1 d¯1a¯2 c¯2 c¯2
a¯3 c¯3 d¯3
 .
This implies (9).
We further claim:
λ
λ2
a4 · det
a1 c1 d1a2 c2 d2
a3 c3 d3
 = −b4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
 , (12)
λ
λ3
a4 · det
a1 b1 d1a2 b2 d2
a3 b3 d3
 = c4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
 (13)
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λλ4
a4 · det
a1 b1 c1a2 b2 c2
a3 b3 c3
 = −d4 · det
b1 c1 d1b2 c2 d2
b3 c3 d3
 (14)
We only prove (12) and two others are similar. Note again if both det
a1 c1 d1a2 c2 d2
a3 c3 d3
 and
det
b1 c1 d1b2 c2 d2
b3 c3 d3
 are zero, then (10) holds trivially. Without loss of generality, assume det
a1 c1 d1a2 c2 d2
a3 c3 d3
 6=
0. The case det
b1 c1 d1b2 c2 d2
b3 c3 d3
 6= 0 can be proved similarly. It follows from (8) that
(λa4, λ2b4, λ3c4, λ4d4)

a1 a2 a3
b1 b2 b3
c1 c2 c3
d1 d2 d3
 = (0, 0, 0).
This implies: 
a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
0 1 0 0


λa4
λ2b4
λ3c4
λ4d4
 =

0
0
0
λ2b4
 .
Hence, (12) follows from the Cramer’s rule.
Equations (9) and (12) imply that a4 ·det
a1 c1 d1a2 c2 d2
a3 c3 d3
 and λ
λ2
a4 ·det
a1 c1 d1a2 c2 d2
a3 c3 d3
 have the
same norm. However, |λ/λ2| < 1. If follows that
a4 · det
a1 c1 d1a2 c2 d2
a3 c3 d3
 = 0. (15)
Similarly, (10), (13) imply
a4 · det
a1 b1 d1a2 b2 d2
a3 b3 d3
 = 0 (16)
and (11), (14) imply that
a4 · det
a1 b1 c1a2 b2 c2
a3 b3 c3
 = 0. (17)
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Note that
a1 b1 c1 d1a2 b2 c2 d2
a3 b3 c3 d3
 has rank 3 and (a1, a2, a3)t is not zero. Then det
a1 c1 d1a2 c2 d2
a3 c3 d3
,
det
a1 b1 d1a2 b2 d2
a3 b3 d3
 and det
a1 b1 c1a2 b2 c2
a3 b3 c3
 cannot be all zero. This together with (15)-(17) implies
that a4 = 0. Similar argument will yield a1 = a2 = a3 = 0. This is a contradiction and the
claim is thus proved.
We now assume that aj0 6= 0 for some 1 ≤ j0 ≤ n + 1 and all other aj = 0. It follows
from U ∈ U(n, 1) that |aj0| = 1. Write aj0 = e
√−1θ for θ ∈ [0, 2pi). Note U ∈ U(n, 1) implies
U
t ∈ U(n, 1). Write ui as the ith column of U. Ut ∈ U(n, 1) implies
ui · diag(1, · · · , 1,−1) · uj = 0, if j 6= 1. (18)
We conclude from (18) the j0-th row of U is (e
√−1θ, 0, · · · , 0). Interchange the first and j0-th
row of U and still denote the new matrix by U. Hence one has
U =
[
e
√−1θ 01×n
0t1×n V
]
(19)
and
U · diag(λ, λ2, · · · , λn+1) ·Ut = c · diag(λj0 , λj1, · · · , λjn), (20)
where {j1, · · · , jn} is a permutation of {1, · · · , n+ 1} \ {j0}. It follows from (19), (20) that
e2
√−1θλ = cλj0 (21)
and
V · diag(λ2, · · · , λn+1) ·Vt = c · diag(λj1, · · · , λjn). (22)
Recall that |λ| < |λ1| ≤ · · · ≤ |λn+1|. (21) implies that |c| < 1. Note det(V) = 1 as det(U) = 1.
Therefore (22) implies
|c|n =
n+1∏
j=2
|λj|/
n∏
k=1
|λjk | ≥ 1.
This is a contradiction and thus the proposition is proved.
Remark 4.3. By a similar argument as in the the proof of Theorem 4.1, one can show that
for any 2 ≤ k ≤ n + 2, (In+k,θ, 0), where θ varies in the given interval, is a family of mutually
inequivalent holomorphic isometries from Bn to DIVm , m ≥ n + k.
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5 Degree estimates
In this section, we prove various degree estimate results for holomorphic isometric maps from
Bn to DIVm . We first introduce the following definition.
Definition 5.1. Let F be a rational map from Cn into Cm. We write
F =
(P1, · · · , Pm)
R
where Pj , j = 1, · · · , m, and R are holomorphic polynomials and F is reduced to the lowest
order term. The degree of F, denoted by deg(F ), is defined to be
deg(F ) := max{deg(P1), · · · , deg(Pm), deg(R)}.
Theorem 5.2. Assume m ≥ n+1 ≥ 3. Let F : Bn → DIVm be a rational holomorphic isometric
embedding satisfying F (0) = 0. Then deg(F ) ≤ 2. More precisely, F is either a linear map or
deg(F ) = 2.
Proof. Write F = (f1, · · · , fm) and h =
∑m
i=1 f
2
i
2
. It follows from the isometry assumption that
m∑
j=1
|fj(z)|2 =
n∑
j=1
|zj|2 + |h(z)|2. (23)
By a lemma of D’Angelo [D2], there exists a unitary matrix U = (uij) ∈M(m,m;C) such that(
1
2
m∑
j=1
f 2j (z), z1, · · · , zn, 0, · · · , 0
)
·U = (f1(z), · · · , fm(z)). (24)
Equation (24) reads
fj(z) = u1jh(z) +
n∑
i=1
ui+1,jzi (25)
for all 1 ≤ j ≤ m. Take the sum of square of the above equations for all j, we conclude that
2h =
(
m∑
j=1
u21j
)
h2 + 2h
m∑
j=1
(
u1j
n∑
i=1
ui+1,jzi
)
+
m∑
j=1
(
n∑
i=1
ui+1,jzi
)2
=
(
m∑
j=1
u21j
)
h2 + 2h
m∑
j=1
(
u1j
n∑
i=1
ui+1,jzi
)
+
n∑
i=1
(
m∑
j=1
u2i+1,j
)
z2i + 2
∑
i 6=i′
(
m∑
j=1
ui+1,jui′+1,j
)
ziz
′
i.
(26)
This is a quadratic equation
ah2(z) + (p(z)− 2)h(z) + q(z) = 0 (27)
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where a =
∑n+1
j=1 u
2
1j and p(z) and q(z) are, if not identically zero, homogeneous polynomials
in z of degree 1 and 2 respectively. Note that h is rational. We now prove that h must be a
rational function of degree 2 in z or identically 0.
When a 6= 0, we split into two cases: q(z) ≡ 0 and q(z) 6≡ 0. If q(z) 6≡ 0, then by the
quadratic formula,
h(z) =
2− p(z)±√(p(z)− 2)2 − 2q(z)
2a
.
This is a contradiction as (p(z) − 2)2 − 4q(z) cannot be a perfect sqaure of a polynomial. If
q(z) ≡ 0, then we conclude by (27) that h(z) ≡ 0 as h(0) = 0. When a = 0, then h = q(z)
2−p(z) . It
must be either identically zero or a rational function of degree 2 in z. Here note p(z) − 2 and
q(z) must be coprime if q(z) 6≡ 0.
If h ≡ 0, then fj are linear polynomials for all j by (25). Now assume h 6≡ 0. This
corresponds to a = 0 and h(z) = q(z)
2−p(z) for q 6≡ 0. We will show that deg(F ) = 2. If p ≡ 0, it
is trivially true by (25). If p 6≡ 0, again by (25),
fj(z) =
−u1jq(z) + p(z) (
∑n
i=1 ui+1,jzi)− 2 (
∑n
i=1 ui+1,jzi)
p(z)− 2 ,
denoted by
Nj(z)
p(z)−2 for 1 ≤ j ≤ m. We claim that there exists at least one j0 such that
deg(Nj0(z)) = 2. This claim will imply deg(fj0(z)) = 2 as q cannot be divided by p − 2. We
now give a proof of the claim. Suppose deg(Nj(z)) = 1 for all 1 ≤ j ≤ m. This is equivalent to
u1jq(z) = p(z)
(
n∑
i=1
ui+1,jzi
)
, for all 1 ≤ j ≤ m. (28)
Assume n ≥ 2. Then the matrix
 u21, · · · , u2m· · · , · · · , · · ·
u(n+1)1, · · · , u(n+1)m
 is of rank equal to n ≥ 2. Therefore,
there exists 1 ≤ j1 < j2 ≤ m such that
 u2j1· · ·
u(n+1)j1
 and
 u2j2· · ·
u(n+1)j2
 are linearly independent and
thus
n∑
i=1
ui+1,j1zi 6≡ 0,
n∑
i=1
ui+1,j2zi 6≡ 0,
(
n∑
i=1
ui+1,j1zi,
n∑
i=1
ui+1,j2zi
)
= 1.
It follows from (28) that u1j1 6= 0, u1j2 6= 0 and moreover,
q(z) =
p(z) (
∑n
i=1 ui+1,j1zi)
u1j1
=
p(z) (
∑n
i=1 ui+1,j2zi)
u1j2
.
This contradicts to the linear independence of
 u2j1· · ·
u(n+1)j1
 and
 u2j2· · ·
u(n+1)j2
.
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Therefore we proved that either deg(F ) = 2 or F is a homogeneous linear polynomial map
when n ≥ 2.
We have a more precise result for m < 2n.
Theorem 5.3. Assume 3 ≤ n + 1 ≤ m < 2n. Let F : Bn → DIVm be a rational holomorphic
isometric embedding satisfying F (0) = 0. Then deg(F ) = 2.
Proof. By Theorem 5.2, we have deg(F ) = 1 or 2. Hence we just need to show deg(F ) cannot
be 1. We will prove by seeking a contradiction. Suppose deg(F ) = 1. By the argument in
Theorem 5.2, each fi, 1 ≤ i ≤ m, is a homogeneous linear polynomial in z. Then
∑m
j=1 f
2
j (z)
will be a homogeneous quadratic polynomial in z. By collecting terms of degree 4 on both sides
of (23), we have
∑m
j=1 f
2
j (z) = 0. Equation (24) is then reduced to,
(z1, · · · , zn, 0, · · · , 0)V = (f1(z), · · · , fm(z)) . (29)
Here V =
 v1...
vm
 is an m×m unitary matrix, vi is an m−dimensional row vector, 1 ≤ i ≤ m.
We rewrite (29) as
(z1, ..., zn)
 v1...
vn
 = (f1, ..., fm) . (30)
The fact that
∑m
j=1 f
2
j (z) = 0, implies
vi · vj = 0, for all 1 ≤ i, j ≤ n. (31)
As V is an unitary matrix, we have,
vi · vj = 0, for all 1 ≤ i 6= j ≤ n; (32)
vi · vi = 1, 1 ≤ i ≤ n. (33)
It follows from equations (31), (32) and (33) that
Revi · Imvi = 0,Revi · Revi = Imvi · Imvi = 1
2
, 1 ≤ i ≤ n. (34)
Revi · Imvj = 0 for all 1 ≤ i, j ≤ n. (35)
We thus get a collection of 2n mutually orthogonal nonzero real vectors {Revi, Imvi}ni=1 in Cm.
This contradicts the assumption that m < 2n, thus establishes Theorem 5.3.
Remark 5.4. We remark that the assumption m < 2n is optimal in Theorem 5.3. Indeed,
when m = 2n, we have a linear map F : Bn → DIV2n :
F (z) = (
√
2
2
z1,
√−2
2
z1, ...,
√
2
2
zn,
√−2
2
zn).
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Furthermore, we have the following rigidity result for holomorphic rational isometric map
of degree one.
Proposition 5.5. Assume m ≥ 2n and n ≥ 2. Let F : Bn → DIVm be a rational holomorphic
isometric embedding satisfying F (0) = 0. Assume that deg(F ) = 1. Then F is a totally geodesic
embedding that is isotropically equivalent to(√
2
2
z1,
√−2
2
z1, ...,
√
2
2
zn,
√−2
2
zn, 0, ..., 0
)
. (36)
Proof. Recall from the proof of Theorem 5.2 and 5.3, we have if deg(F ) = 1, then F is a
homogeneous linear map. More precisely, there is an m×m unitary matrix V =
 v1...
vm
 such
that equations (29)-(35) hold.
We write ai = Revi,bi = Imvi, 1 ≤ i ≤ n, and write the 2n×m matrix,
C =
√
2

a1
b1
...
...
an
bn
 .
As a consequence of (34), (35), we have
CCt = In.
We extend {√2aj ,
√
2bj}nj=1 to an orthonormal basis {
√
2a1,
√
2b1, ...,
√
2an,
√
2bn, c2n+1, ..., cm}
of Rm. We then set C˜ to be the m×m matrix,
C˜t =

√
2a1√
2b1
...
...√
2an√
2bn
c2n+1
...
cm

,
then
C˜C˜t = Im. (37)
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That is C˜ ∈ O(m,C). We now define
F˜ = F C˜t.
Then F˜ is orthogonal equivalent to F. Moreover,
F˜ = (z1, ..., zn)
 v1...
vn
 C˜t = (z1, ..., zn)
 a1 +√−1b1...
an +
√−1bn
 C˜t. (38)
It then follows from (37) that
F˜ =
(√
2
2
z1,
√−2
2
z1, ...,
√
2
2
zn,
√−2
2
zn, 0, ..., 0
)
.
6 Holomorphic maps to classical domains
In this section we construct proper holomorphic maps from Bn to an irreducible classical do-
mains Ω. If n < nΩ, our construction gives many examples of non-isometric proper maps. If
n = nΩ, our examples become non-totally geodesic isometric maps. The existence of these
non-totally geodesic holomorphic isometries was first discovered by Mok [M6].
6.1 Type I domains
Let q ≥ p. We recall that the type I domain is defined by
DIp,q = {Z ∈M(p, q;C)|Ip − ZZ
t
> 0}
and the Bergman kernel is given by
K(Z, Z¯) = cI
(
det(Ip − ZZt)
)−(p+q)
,
for some constant cI depending on p, q. The boundary of D
I
p,q is contained in
{Z ∈M(p, q;C)| det(Ip − ZZt) = 0}.
We will need the following lemma in algebra(cf. [H2]). We will denote by Z(
i1 ... ik
j1 ... jk
) the
determinant of the submatrix of Z formed by its ith1 , ..., i
th
k rows and j
th
1 , ..., j
th
k columns.
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Lemma 6.1. Let Ip be the p× p identity matrix (p ≥ 1), Z be a matrix as above.
det(Ip − ZZt) = 1 +
p∑
k=1
(−1)k
( ∑
1≤i1<i2<...<ik≤p,1≤j1<j2<...<jk≤q
∣∣∣∣Z(i1 ... ikj1 ... jk)
∣∣∣∣2
)
. (39)
Write z as the coordinates in Cn. Let G(z) be a proper holomorphic map from Bn to
Bp+q−1, q ≥ p ≥ 2, p + q − 1 ≥ n, with G(0) = 0. Write G = (g1, ..., gq, h2, ..., hp). We define a
map HG from B
n to M(p, q;C) associated to G as follows.
HG(z) =

g1 g2 ... gq
h2 f22 ... f2q
... ... ... ...
hp fp2 ... fpq
 , (40)
where
fij =
higj
g1 − 1 , 2 ≤ i ≤ p, 2 ≤ j ≤ q.
We first note that  f2j...
fpj
 = gj
g1 − 1
 h2...
hp
 , 2 ≤ j ≤ q;
(
fi2, · · · , fiq
)
=
hi
g1 − 1
(
g2, · · · , gq
)
, 2 ≤ i ≤ p.
Consequently, the only submatrices of HG possibly with nonzero determinant other than single
entries are
HG
(
1 k
1 l
)
= fkl, 2 ≤ k ≤ p, 2 ≤ l ≤ q.
As before, we denote by HG
(
1 k
1 l
)
the determinant of the submatrix of HG formed by the
1st, kth rows and 1st, lth columns.
Then by Lemma 6.1, we have
det(Ip −HGHGt) = 1−
p∑
i=2
|hi|2 −
q∑
j=1
|gj|2. (41)
We claim that HG maps B
n to DIp,q. Indeed, note HG(0) = 0, and det(Ip −HGHG
t
) > 0 in Bn
by equation (41). Thus the claim follows easily from the path-connectedness of Bn. Then the
following proposition is a consequence of equation (41).
Proposition 6.2. Let q ≥ p ≥ 2, p+ q ≥ n+1. HG defined above is a proper holomorphic map
from Bn to DIp,q.
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When p + q − 1 ≥ n + 1, there is a proper holomorphic map from Bn to Bp+q−1 that does
not have a C2-smooth extension up to any open piece of ∂Bn (cf. [Do]). In particular, it is not
isometries with respect to Bergman metrics . Let G be such a map. Then we have,
Theorem 6.3. Let p+ q ≥ n+2. Then there exists a proper holomorphic map from Bn to DIp,q
that does not extend C2-smoothly up to any open piece of boundary ∂Bn. In particular, it is not
isometric.
We next consider the case when n = nDIp,q = p + q − 1. Write z = (z1, ..., zq, w2, ..., wp) as
the coordinates in Cp+q−1. Let G(z) = z be the identity map from Bp+q−1 to Bp+q−1.
Let RIp,q = HG. Namely,
RIp,q =

z1 z2 ... zq
w2 f22 ... f2q
... ... ... ...
wp fp2 ... fpq
 , (42)
where fij =
wizj
z1−1 , 2 ≤ i ≤ p, 2 ≤ j ≤ q. It is then straightforward to verify that RIp,q is a
holomorphic isometry from Bp+q−1 to DIp,q. Indeed, by equation (41), we have,
det(Ip −RIp,qRIp,q
t
) = 1−
q∑
j=1
|zi|2 −
p∑
i=2
|wi|2.
6.2 Type II domains
The type II domain is defined by
DIIm = {Z ∈ DIm,m|Z = −Zt}
and the Bergman kernel is given by
K(z, z¯) = cII
(
det(Im − ZZt)
)−(m−1)
,
for some positive constant cII depending on m. Its boundary is contained in
{Z ∈M(m,m;C)| det(Im − ZZt) = 0}.
We will need the following results from algebra.
Lemma 6.4. Let A = (aij) be a 2n× 2n, n ≥ 1, skew-symmetric matrix. Then
det(A) = (pf(A))2.
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Here pf(A) is a homogenous polynomial in the matrix entries. This polynomial is called
the Pfaffian of the matrix A that can be explicitly written as follows. Let Π be the set of all
partitions of {1, 2, ..., 2n} into pairs without regard to order. An element α ∈ Π can be written
as
α = {(i1, j1), (i2, j2), ..., (in, jn)}
with ik < jk and i1 < i2 < ... < in. Let
pi =
[
1 2 3 4 ... 2n
i1 j1 i2 j2 ... jn
]
be the corresponding permutation. Given a partition α as above, define
Aα = sgn(pi)ai1,j1ai2,j2 · · · ain,jn.
The Pfaffian of A is then given by,
pf(A) =
∑
α∈Π
Aα.
Note that the determinant of an n × n skew-symmetric matrix for n odd is always zero. The
Pfaffian of an n× n skew-symmetric matrix for n odd is defined to be zero.
Moreover, we have the following result from algebra. For more details and its proof, see
[H2], [PS].
Lemma 6.5. Let In be the n× n identity matrix, Z be an n× n skew-symmetric matrix. Then
det(In − ZZt) =
1 + ∑
1≤k≤n,2|k
(−1) k2
( ∑
1≤i1<...<ik≤n
∣∣∣∣Z ( i1 ... iki1 ... ik
)∣∣∣∣
)2 . (43)
Here “2|k” means that k is divisible by 2.
Write z as the coordinates in Cn. Let G(z) be a proper holomorphic map from Bn to
B2m−3, where m is an integer with 2m − 3 ≥ n,m ≥ 3. Assume G(0) = 0. Write G =
(g2, ..., gm, h3, ..., hm). We define a holomorphic map HG from B
n to M(m,m;C) associated
to G by
HG(z) =

0 g2 g3 g4 ... gm
−g2 0 h3 h4 ... hm
−g3 −h3 0 f34 ... f3m
... ... ... ... ... ...
−gm−1 ... ... ... 0 f(m−1)m
−gm −hm ... ... ... 0
 , (44)
where
fij =
gihj − gjhi
g2 − 1 , 3 ≤ i, j ≤ m.
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Proposition 6.6. Let m ≥ 3, 2m− 3 ≥ n. HG in (44) is a proper holomorphic map from Bn
to DIIm .
Proof. We first compute the determinants of the principal submatrices of HG. It follows from
the straightforward calculation that
HG
(
1 i
1 i
)
= (gi)
2, 2 ≤ i ≤ m;
HG
(
2 j
2 j
)
= (hj)
2, 3 ≤ j ≤ m;
HG
(
i j
i j
)
= (fij)
2, 3 ≤ i < j ≤ m.
Moreover,
HG
(
1 2 k l
1 2 k l
)
= (g2fkl − gkhl + glhk)2 = (fkl)2, 3 ≤ k < l ≤ m; (45)
HG
(
1 j k l
1 j k l
)
= (gjfkl − gkfjl + glfjk)2 = 0, 3 ≤ j < k < l ≤ m; (46)
HG
(
2 j k l
2 j k l
)
= (hjfkl − hkfjl + hlfjk)2 = 0, 3 ≤ j < k < l ≤ m; (47)
HG
(
i j k l
i j k l
)
= (fijfkl − fikfjl + fjkfil)2 = 0, 3 ≤ i < j < k < l ≤ m. (48)
For higher order submatrices, we have the lemma below.
Lemma 6.7. Every principal submatrix of HG with order ≥ 5 has zero determinant.
Proof. First we note that any m ×m anti-symmetric matrix for odd m has zero determinant.
For m even, we recall the fact that the Pfaffian of an anti-symmetric m ×m matrix A can be
computed recursively as
pf(A) =
m∑
j=2
(−1)ja1jpf(A1ˆjˆ).
Here A1ˆjˆ denotes the matrix obtained from A with both its 1-st and j-th rows and columns
removed. This together with (47)-(48) yields that all principal submatrices of HG with even
order ≥ 6 has zero determinant.
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Then it follows from Lemma 6.5 that
det(In −HGHGt) =
(
1−
m∑
i=2
|gi|2 −
m∑
j=3
|hj |2
)2
. (49)
Therefore we conclude as in type I case that HG is a proper holomorphic map from B
n to
DIIn .
When 2m−3 ≥ n+1, i.e., m ≥ 2+ n
2
, there is a proper holomorphic map from Bn to B2m−3
that does not have a C2-smooth extension to any open piece of ∂Bn (See [Do]). In particular, it
is not isometric. Let G be such a map. Then HG is not isometric, either. We thus have proved,
Theorem 6.8. Let m,n be integers such that n ≥ 2, m ≥ 2 + n
2
. Then there is a proper
holomorphic map from Bn to DIIm that does not extend C
2-smoothly to any open piece of ∂Bn.
In particular, it is not isometric.
Now we consider the case n = nDIIm = 2m − 3 where m is an integer. Write z =
(z2, ..., zm, w3, ..., wm) as the coordinates of C
2m−3, n ≥ 5. Let G(z) = z be th identity map
from B2m−3 to itself. In this case, HG is reduced to RIIm : B
2m−3 → DIIm given by
RIIm =

0 z2 z3 z4 ... zm
−z2 0 w3 w4 ... wm
−z3 −w3 0 f34 ... f3m
... ... ... ... ... ...
−zm−1 ... ... ... 0 f(m−1)m
−zm −wm ... ... ... 0
 , (50)
where fij =
ziwj−zjwi
z2−1 , 3 ≤ i, j ≤ m. By equation (49), we have
det(In − RIImRIIm
t
) = (1−
m∑
i=2
|zi|2 −
m∑
j=3
|wj|2)2.
We thus conclude that RIIm is a holomorphic isometry from B
2m−3 to DIIm .
6.3 Type III domains
The type III dmain is defined by
DIIIm = {Z ∈ DIm,m|Z = Zt}
and the Bergman kernel is given by
K(Z, Z¯) = cIII
(
det(Im − ZZt)
)−(m+1)
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for some constant cIII depending on m. Its boundary is contained in
{Z ∈M(m,m;C)| det(Im − ZZt) = 0}.
We write z = (z1, ..., zn) as the coordinates in C
n. Let G(z) be a proper holomorphic map
from Bn to Bm, m ≥ max{n, 2}, with G(0) = 0.Write G = (g1, ..., gm).We define a holomorphic
map HG from B
n to M(m,m;C) associated to G :
HG(z) =

g1
g2√
2
... gm√
2
g2√
2
f22 ... f2m
... ... ... ...
gm√
2
fm2 ... fmm
 , (51)
where
fij = fji =
gigj
2(g1 − 1) , 2 ≤ i, j ≤ m.
Then we can prove the following proposition similarly.
Proposition 6.9. Let m ≥ max{n, 2}, HG be as above. Then HG is a proper holomorphic
proper map from Bn to DIIIm .
Proof. We first compute determinants of all 2× 2 submatrices of HG.
HG
(
1 i
1 k
)
= fik, 2 ≤ i, k ≤ m;
HG
(
1 i
k l
)
= HG
(
k l
1 i
)
= 0, 2 ≤ i ≤ m, 2 ≤ k < l ≤ m;
HG
(
i j
k l
)
= 0, 2 ≤ i < j ≤ m, 2 ≤ k < l ≤ m.
This implies that the determinants of all 3× 3 submatrices of HG are zero. We then obtain by
Lemma 6.1 that
det(In −HGHGt) = 1−
m∑
i=1
|gi|2. (52)
Also note HG(0) = 0. We conclude as before that HG is a proper holomorphic map from B
n to
DIIIm .
Again since when m ≥ n + 1, there is a proper holomorphic map G that does not have a
C2-smooth extension up to any open piece of ∂Bn (See [Do]). In particular, it is not isometric.
Then HG is not an isometry, either. Thus we have
Theorem 6.10. Let m ≥ n+1. Then there is a proper holomorphic map from Bn to DIIIm that
does not extend C2−smoothly to any open piece of ∂Bn. In particular, it is not isometric.
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Next when n = nDIIIm = m, we write G(z) = z be the identity map from B
m to Bm. Let
RIIIm = HG. Namely,
RIIIn =

z1
z2√
2
... zm√
2
z2√
2
f22 ... f2m
... ... ... ...
zm√
2
fm2 ... fmm
 , (53)
where fij = fji =
zizj
2(z1−1) , 2 ≤ i, j ≤ m. It is easy to verify that RIIIm is a holomorphic isometry
from Bm to DIIIm by (52).
6.4 Type IV domains
The Type IV case was studied in [XY]. Nevertheless we record them here for completeness.
The type IV domain is defined by
DIVm = {Z = (z1, · · · , zm) ∈ Cm|ZZ
t
< 2 and 1− ZZt + 1
4
|ZZt|2 > 0}
and the Bergman kernel is given by
K(Z, Z¯) = cIV
(
1− ZZt + 1
4
|ZZt|2
)−m
for some positive constant cIV depending on m. Its boundary is given by
{Z = (z1, · · · , zm) ∈ Cm|ZZt ≤ 2 and 1− ZZt + 1
4
|ZZt|2 = 0}.
Write z as the coordinates in Cn. Let G be a proper holomorphic map from Bn to Bm, m ≥ n,
with G(0) = 0. Write G = (g1, ..., gm). We define two holomorphic maps HG,WG from B
n to
Cm+1 associated to G :
HG = (f1, ..., fm−1, fm, fm+1), (54)
where fi = gi, 1 ≤ i ≤ m− 1, fm = PmQ , fm+1 = Pm+1Q ,
Pm =
1
2
m−1∑
i=1
g2i − g2m + gm, Pm+1 =
√−1
(
1
2
m−1∑
i=1
g2i + g
2
m − gm
)
, Q =
√
2(1− gm),
and
WG =
g1, · · · , gm−1, gm, 1−
√√√√1− m∑
j=1
g2j
 . (55)
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By direct computation we have
1−HGHGt + 1
4
|HGH tG|2 = 1−WGWG
t
+
1
4
|WGW tG|2 = 1−
m∑
i=1
|gi|2. (56)
Hence as before we conclude
Proposition 6.11. Let m ≥ n,HG,WG be as above. Then HG,WG are both proper holomorphic
maps from Bn to DIVm+1.
Again if m ≥ n+ 1, we can choose G to be a proper holomorphic map from Bn to Bm that
does not have a C2−smooth extension to any open piece of ∂Bn(See [Do]). Then we have,
Theorem 6.12. Let m ≥ n + 1. Then there is a proper holomorphic map from Bn to DIVm+1
that does not extend C2−smoothly to any open piece of ∂Bn. In particular, it is not isometric.
Now when n = nDIVm+1 = m, write z = (z1, ..., zm) be the coordinates in C
m for m ≥ 2. Let
G(z) = z be the identity map from Bm to Bm. Then HG,WG are reduced to R
IV
m , I
IV
m : B
m →
DIVm+1. Here
RIVm = (r1, ..., rm−1, rm, rm+1), (57)
where ri = zi, 1 ≤ i ≤ m− 1, rm = pmq , rm+1 = pm+1q ,
pm =
1
2
m−1∑
i=1
z2i − z2m + zm, pm+1 =
√−1
(
1
2
m−1∑
i=1
z2i + z
2
m − zm
)
, q =
√
2(1− zm).
IIVm =
z1, · · · , zm−1, zm, 1−
√√√√1− m∑
j=1
z2j
 . (58)
It is easy to see from equation (56) that RIVm , I
IV
m are both holomorphic isometries. We showed
in [XY] that RIVm , I
IV
m are the only holomorphic isometries from B
m to DIVm+1 up to holomorphic
automorphisms. We also proved in [XY] that they are the only two proper holomorphic maps
from Bm to DIVm+1 satisfying certain boundary regularity when m ≥ 4.
6.5 Singularities of holomorphic isometries
The rational holomorphic isometries given in previous sections from the unit ball BnΩ into an
irreducible classic symmetric domain Ω are not totally geodesic and only produce singularities
at one single point on the boundary ∂BnΩ . When nΩ ≥ 2, one can easily avoid passing through
this point by slicing BnΩ with a complex hyperplane. Therefore, one obtains holomorphic
polynomial isometries from BnΩ−1 into Ω. In particular, this answers the question raised by
Mok in [M4] (Question 5.2.2) in the negative while the positive answer may still be possible
from BnΩ to Ω. Note that these examples are discovered independently by Chan-Mok [CM].
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Theorem 6.13. There exist non-totally geodesic holomorphic isometries from the unit ball Bm
to the four types of irreducible bounded symmetric domain that extends holomorphically to Cm.
Proof. Holomorphic isometries F are given by the following maps for different targets.
F (z2, · · · , zq, w2, · · · , wp) =

0 z2 ... zq
w2 −w2z2 ... −w2zq
... ... ... ...
wp −wpz2 ... −wpzq
 : Bp+q−2 → DIp,q for q ≥ p ≥ 2;
F (z3, · · · , zn, w3, · · · , wn) =
0 0 z3 z4 ... zn
0 0 w3 w4 ... wn
−z3 −w3 0 w3z4 − z3w4 ... znw3 − z3wn
... ... ... ... ... ...
−zn−1 ... ... ... 0 znwn−1 − zn−1wn
−zn −wn ... ... ... 0

: B2n−4 → DIIn for n ≥ 4;
F (z2, · · · , zn) =

0 z2√
2
... zn√
2
z2√
2
−z22
2
... −z2zn
2
... ... ... ...
zn√
2
−z2zn
2
... −z2n
2
 : Bn−1 → DIIIn for n ≥ 2;
F (z1, · · · , zn−1) =
(
z1, · · · , zn−1,−
√
2
4
n−1∑
i=1
z2i ,
√−2
4
n−1∑
i=1
z2i
)
: Bn−1 → DIVn+1 for n ≥ 2.
Indeed, these are polynomial holomorphic isometries.
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