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Abstract. For narrowing with a set of rules ∆ modulo a set of axioms B almost
nothing is known about terminating narrowing strategies, and basic narrowing is
known to be incomplete for B = AC. In this work we ask and answer the question:
Is there such a thing as an extremely terminating narrowing strategy modulo B?
where we call a narrowing strategy S enjoying appropriate completeness proper-
ties extremely terminating iff whenever any other narrowing strategy S′ enjoying
the same completeness properties terminates on a term t, then S is guaranteed to
terminate on t as well. We show that basic narrowing is not extremely terminating
already for B = ∅, and provide a positive answer to the above question by means
of a sequence of increasingly more restrictive variant narrowing strategies, called
variant narrowing, variant narrowing with history, ∆,B–pattern narrowing with
history, and ∆,B–pattern narrowing with history and folding, such that given a set
∆ of confluent, terminating, and coherent rules modulo B: (i) ∆,B–pattern nar-
rowing with history (and folding) are strictly more restrictive than basic narrowing;
(ii) ∆,B–pattern narrowing with history and folding is an extremely terminating
strategy modulo B, which terminates on a term t iff t has a finite, complete set of
minimal variants; (iii) ∆,B–pattern narrowing with history and folding terminates
on all terms iff ∆ ∪B has the finite variant property; and (iv) ∆,B–pattern nar-
rowing with history and folding yields a complete and minimal ∆ ∪ B-unification
algorithm, which is finitary when ∆ ∪B has the finite variant property.
1 Introduction
Narrowing is a fundamental rewriting technique useful for many purposes, including equa-
tional unification [15], combinations of functional and logic programming [12,13], partial
evaluation [2], and symbolic reachability analysis of rewrite theories understood as tran-
sition systems [21].
Narrowing with confluent and terminating equations E enjoys key completeness re-
sults, including the covering of all rewrite sequences of an instance of a term t by a
normalized substitution as instances of narrowing sequences starting at t, and the gen-
eration of a complete set of E-unifiers [15]. However, full narrowing at all non-variable
term positions can be quite inefficient both in space and time. Therefore, much work has
been devoted to narrowing strategies that, while remaining complete, can have a much
smaller search space. The basic narrowing strategy [15] was shown to be complete w.r.t.
a complete set of E-unifiers for confluent and terminating equations E.
Termination aspects are another important potential benefit of narrowing strategies,
since they can sometimes terminate —that is, generate a finite search tree when narrow-
ing an input term t— while full narrowing may generate an infinite search tree on the
same input term. For example, works such as [15,18,4,23,1] investigate conditions under
which basic narrowing, one of the most fully studied strategies for termination purposes,
terminates. Similarly, so-called lazy narrowing strategies also seek to both reduce the
search space and to increase the chances of termination [5,10].
By decomposing an equational theory E into a set of rules ∆ and a set of equational
axioms B for which a B-unification algorithm exists, and imposing natural requirements
such as confluence, termination and coherence of the rules ∆ modulo B, narrowing can be
generalized to narrowing modulo axioms B. As known since the original study [16], the
good completeness properties of standard narrowing extend naturally to similar complete-
ness properties for narrowing modulo B. However, except for [16,26], we are not aware
of any studies about narrowing strategies in the modulo case. Furthermore, as work in
[3,26] shows, narrowing modulo axioms such as associativity-commutativity (AC) can
very easily lead to non-terminating behavior and, what is worse, as shown in the follow-
ing example by Comon-Lundh and Delaune, basic narrowing modulo AC is not complete.
Example 1. [3] Consider the rewrite system R = ∆ unionmulti B where ∆ contains the following
equations and B contains associativity and commutativity for +:
a+ a = 0 (1)
b+ b = 0 (2)
a+ a+X = X (3)
b+ b+X = X (4)
0 +X = X (5)
R is terminating, AC-convergent, and AC-coherent. The substitution σ = {x1 7→ a +
b;x2 7→ a+ b} is a solution of the reachability problem X1+X2 →∗ 0, whereas there is no
basic AC-narrowing derivation yielding a more general solution, i.e., w.r.t. the extension
of basic narrowing to AC where we just replace syntactic unification by AC-unification.
The narrowing sequence corresponding to substitution σ consists of applying rule (3)
with unifier ρ1 = {X1 7→ a+X ′, X2 7→ a+X ′′, X 7→ X ′ +X ′′} and rule (2) with unifier
ρ2 = {X ′ 7→ b,X ′′ 7→ b}, or equivalently rule (4) and rule (1) with their corresponding
unifiers. However, this sequence is not computed by basic AC-narrowing, as explained in
Example 5 below. Furthermore, there is no other basic AC-narrowing sequence computing
a substitution more general than σ.
Since there are many potential applications of narrowing modulo axioms to areas
such as equational reasoning, combinations of functional and logic programming, partial
evaluation, cryptographic protocol analysis, and reachability and model checking analysis
of concurrent systems, the current almost complete absence of studies about narrowing
strategies modulo axioms B and their related termination properties is a serious obstacle
to the development of practical algorithms and tools supporting such applications, for
which full narrowing modulo B, although complete in theory, appears hopeless in practice.
In our recent work we have presented some partial results in this direction, building
upon the notion of variant proposed by Comon-Lundh and Delaune in [3]. Specifically,
in [9] we developed a narrowing strategy called variant narrowing, that, given a theory
E decomposed into axioms B for which a finitary unification algorithm exists and rules
∆ that are confluent, terminating, and coherent modulo B, is complete, and generates a
complete set of variants for any input term. Furthermore, when E has the finite variant
property [3] it is possible to give a bound depending on the input term t, so that the
strategy remains complete when the narrowing tree is restricted to narrowing sequences
of depth up to the given bound; this bounded variant narrowing strategy also provides
a finitary E-unification algorithm [9]. However, these results are not fully usable unless
automated methods are given to check that the given theory E has the finite variant
property; therefore in [8] we proposed one such method based on the dependency pairs
technique for the modulo case [11].
For narrowing strategy termination purposes, what the results in [9] show is that if
E has the finite variant property, then the variant narrowing strategy, although itself
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non-terminating even under that assumption, can be made to terminate by cutting its
search space with a depth bound dependent on the input term. Although useful for a
number of purposes (for example for protocol analysis), these results are incomplete and
unsatisfactory for the following reasons: (i) the finite variant property is quite a strong
requirement; (ii) the bound is external to the strategy and can only be determined under
such a property, so that no termination method exists in all other cases; and (iii) the
bound is overly conservative, making the method rather crude and relatively inefficient.
In this work we ask and answer a more general and ambitious question:
Is there such a thing as an extremely terminating narrowing strategy?
where we call a narrowing strategy S enjoying appropriate completeness properties ex-
tremely terminating if and only if whenever any other narrowing strategy S′ enjoying the
same completeness properties terminates on a term t, then S is guaranteed to terminate
on t as well. That is, no other strategy can remain complete and terminate on a term
when S does not. To the best of our knowledge, the notion of extremely terminating
narrowing strategy has not been formulated before. It clarifies important questions such
as the following: is basic narrowing, perhaps the narrowing strategy for which the most
termination results are known, extremely terminating? As we show in this paper, the
answer is an emphatic no, even in the standard case (B = ∅).
Our contribution. Our answer to the above question assumes confluent, terminating,
and coherent rules ∆ modulo B (including the standard case B = ∅) and takes the form
of a sequence of increasingly more restrictive variant narrowing strategies, called variant
narrowing, variant narrowing with history, ∆,B–pattern narrowing with history, and
∆,B–pattern narrowing with history and folding, that are complete for reachability of
instance terms in normal form and for unification purposes and such that:
1. from ∆,B–pattern narrowing with history on they are strictly more restrictive than
basic narrowing, and therefore terminate strictly more often than basic narrowing
does;
2. ∆,B–pattern narrowing with history and folding is an extremely terminating strategy;
furthermore, the set of terms reached by ∆,B–pattern narrowing with history and
folding provide a minimal and complete set of variants for the input term t, so that
∆,B–pattern narrowing with history and folding terminates on an input term t if
and only if t has a finite, complete set of minimal variants;
3. ∆,B–pattern narrowing with history and folding terminates on all input terms if and
only if the theory ∆∪B has the finite variant property; since ∆,B–pattern narrowing
with history and folding is extremely terminating, this shows that the finite variant
property is the weakest possible condition for a narrowing strategy to terminate on
all terms while keeping the above-mentioned completeness properties.
4. ∆,B–pattern narrowing with history and folding can be used to generate a complete
and minimal set of ∆∪B-unifiers; furthermore, if ∆∪B has the finite variant property,
then ∆,B–pattern narrowing with history and folding provides a finitary ∆ ∪ B-
unification algorithm.
2 Preliminaries
We follow the classical notation and terminology from [25] for term rewriting and from
[19,20] for rewriting logic and order-sorted notions. We assume an S-sorted family X =
{Xs}s∈S of disjoint variable sets with each Xs countably infinite. TΣ(X )s is the set of terms
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of sort s, and TΣ,s is the set of ground terms of sort s. We write TΣ(X ) and TΣ for the
corresponding term algebras.
For a term t we write Var(t) for the set of all variables in t. The set of positions
of a term t is written Pos(t), and the set of non-variable positions PosΣ(t). The root
position of a term is Λ. The subterm of t at position p is t|p and t[u]p is the term t
where t|p is replaced by u. A substitution σ is a sorted mapping from a finite subset of X ,
written Dom(σ), to TΣ(X ). The set of variables introduced by σ is Ran(σ). The identity
substitution is id. Substitutions are homomorphically extended to TΣ(X ). The application
of a substitution σ to a term t is denoted by tσ. The restriction of σ to a set of variables
V is σ|V . Composition of two substitutions is denoted by σσ′. We call a substitution σ a
renaming if there is another substitution σ−1 such that σσ−1|Dom(σ) = id.
A Σ-equation is an unoriented pair t = t′, where t, t′ ∈ TΣ(X )s for some sort s ∈ S.
Given Σ and a set E of Σ-equations such that TΣ,s 6= ∅ for every sort s, order-sorted
equational logic induces a congruence relation =E on terms t, t′ ∈ TΣ(X ) (see [20]).
Throughout this paper we assume that TΣ,s 6= ∅ for every sort s. An equational theory
(Σ,E) is a set of Σ-equations.
The E-subsumption preorder vE (or v if E is understood) holds between t, t′ ∈
TΣ(X ), denoted t vE t′ (meaning that t′ is more general than t modulo E), if there is a
substitution σ such that t =E t′σ; such a substitution σ is said to be an E-match from t to
t′. The E-renaming equivalence t ≈E t′, holds if there is a renaming θ such that tθ =E t′θ.
For substitutions σ, ρ and a set of variables V we define σ|V =E ρ|V if xσ =E xρ for all
x ∈ V ; and σ|V vE ρ|V if there is a substitution η such that σ|V =E (ρη)|V .
An E-unifier for a Σ-equation t = t′ is a substitution σ such that tσ =E t′σ. For
Var(t) ∪ Var(t′) ⊆ W , a set of substitutions CSUE(t = t′) is said to be a complete set
of unifiers of the equation t =E t′ away from W if: (i) each σ ∈ CSUE(t = t′) is an
E-unifier of t =E t′; (ii) for any E-unifier ρ of t =E t′ there is a σ ∈ CSUE(t = t′)
such that ρ|W vE σ|W ; (iii) for all σ ∈ CSUE(t = t′), Dom(σ) ⊆ (Var(t) ∪ Var(t′))
and Ran(σ)∩W = ∅. An E-unification algorithm is complete if for any equation t = t′ it
generates a complete set of E-unifiers. Note that this set needs not be finite. A unification
algorithm is said to be finitary and complete if it always terminates after generating a
finite and complete set of solutions.
A rewrite rule is an oriented pair l→ r, where l 6∈ X , and l, r ∈ TΣ(X )s for some sort
s ∈ S. An (unconditional) order-sorted rewrite theory is a triple R = (Σ,E,R) with Σ an
order-sorted signature, E a set of Σ-equations, and R a set of rewrite rules. The rewriting
relation on TΣ(X ), written t →R t′ or t →p,R t′ holds between t and t′ iff there exist
p ∈ PosΣ(t), l → r ∈ R and a substitution σ, such that t|p = lσ, and t′ = t[rσ]p. The
relation →R/E on TΣ(X ) is =E ;→R; =E . Note that →R/E on TΣ(X ) induces a relation
→R/E on the free (Σ,E)-algebra TΣ/E(X ) by [t]E →R/E [t′]E iff t→R/E t′. The transitive
closure of →R/E is denoted by →+R/E and the transitive and reflexive closure of →R/E is
denoted by →∗R/E . We say that a term t is →R/E-irreducible (or just R/E-irreducible) if
there is no term t′ such that t→R/E t′.
For substitutions σ, ρ and a set of variables V we define σ|V →R/E ρ|V if there is
x ∈ V such that xσ →R/E xρ and for all other y ∈ V we have yσ =E yρ. A substitution
σ is called R/E-normalized (or normalized) if xσ is R/E-irreducible for all x ∈ V .
We say that the relation→R/E is terminating if there is no infinite sequence t1 →R/E
t2 →R/E · · · tn →R/E tn+1 · · · . We say that the relation →R/E is confluent if whenever
t→∗R/E t′ and t→∗R/E t′′, there exists a term t′′′ such that t′ →∗R/E t′′′ and t′′ →∗R/E t′′′.
An order-sorted rewrite theory R = (Σ,E,R) is confluent (resp. terminating) if the
relation →R/E is confluent (resp. terminating). In a confluent, terminating, order-sorted
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rewrite theory, for each term t ∈ TΣ(X ), there is a unique (up to E-equivalence) R/E-
irreducible term t′ obtained from t by rewriting to canonical form, which is denoted by
t→!R/E t′ or t↓R/E (when t′ is not relevant).
3 Variant Semantics and ∆,B–pattern Rewriting
Since E-congruence classes can be infinite, →R/E-reducibility is undecidable in general.
Therefore, R/E-rewriting is usually implemented [16] by R,E-rewriting. We assume the
following properties on R and E:
1. E is regular, i.e., for each t = t′ in E, we have Var(t) = Var(t′), and sort-preserving,
i.e., for each substitution σ, we have tσ ∈ TΣ(X )s iff t′σ ∈ TΣ(X )s; furthermore all
variables in Var(t) have a top sort.
2. E has a finitary and complete unification algorithm.
3. For each t→ t′ in R we have Var(t′) ⊆ Var(t).
4. R is sort-decreasing, i.e., for each t → t′ in R, each s ∈ S, and each substitution σ,
t′σ ∈ TΣ(X )s implies tσ ∈ TΣ(X )s.
5. The rewrite rules R are confluent and terminating modulo E, i.e., the relation →R/E
is confluent and terminating.
Definition 1 (Rewriting modulo). [27] Let R = (Σ,E,R) be an order-sorted rewrite
theory satisfying properties (1)–(5). We define the relation →R,E on TΣ(X ) by t→R,E t′
or t→p,R,E t′ iff there is a p ∈ PosΣ(t), l→ r in R and substitution σ such that t|p =E lσ
and t′ = t[rσ]p.
Note that, since E-matching is decidable, →R,E is decidable. Notions such as confluence,
termination, irreducible terms, and normalized substitution, are defined in a straight-
forward manner for →R,E . Note that since R is confluent and terminating modulo E,
the relation →!R,E is decidable, i.e., it terminates and produces a unique term (up to
E-equivalence) for each initial term t, denoted by t↓R,E . Of course t →R,E t′ implies
t→R/E t′, but the converse does not need to hold. To prove completeness of →R,E w.r.t.
→R/E we need the following additional coherence assumption; we refer the reader to
[24,11,27,17] for coherence completion algorithms.
6. →R,E is E-coherent [16], i.e., ∀t1, t2, t3 we have t1 →R,E t2 and t1 =E t3 implies
∃t4, t5 such that t2 →∗R,E t4, t3 →+R,E t5, and t4 =E t5.
The following theorem in [16, Proposition 1] that generalizes ideas in [24] and has an easy
extension to order-sorted theories, links →R/E with →R,E .
Theorem 1 (Correspondence). [24,16] Let R = (Σ,E,R) be an order-sorted rewrite
theory satisfying properties (1)–(6). Then t1 →!R/E t2 iff t1 →!R,E t3, where t2 =E t3.
Finally, we provide the notion of decomposition of an equational theory into rules and
axioms.
Definition 2 (Decomposition). [9] Let (Σ,E) be an order-sorted equational theory.
We call (Σ,B,∆) a decomposition of E if E = ∆ unionmulti B and (Σ,B,∆) is an order-sorted
rewrite theory satisfying properties (1)–(6).
In order to provide a suitable narrowing strategy in the next sections, we must first
characterize a notion of completeness of a rewriting strategy and a new rewriting strategy.
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3.1 The Variant Semantics [[t]]?∆,B and [[t]]∆,B
Given an equational theory, and a term t, we can provide a notion of semantics of t
based on the notion of variant from [3]. This semantics generalizes to decompositions
of equational theories the syntactic notion where the semantics of t is the set of its
substitution instances.
Definition 3 (Variant semantics). Let R = (Σ,B,∆) be a decomposition of an equa-
tional theory and t be a term. We define the set of variants of t as [[t]]?∆,B = {(t′, θ) |
tθ →!∆,B t′}.
Definition 4 (Variant Preordering). Let R = (Σ,B,∆) be a decomposition of an
equational theory and t be a term. Given two variants (t1, θ1), (t2, θ2) ∈ [[t]]?∆,B, we write
(t1, θ1) v∆,B (t2, θ2) iff there is a substitution ρ such that t1 =B t2ρ and θ1↓∆,B =B θ2ρ.
We write (t1, θ1) @∆,B (t2, θ2) if, furthermore, ρ is not a renaming. For S1, S2 ⊆ [[t]]?∆,B,
S1 v∆,B S2 if for each (t1, θ1) ∈ S1, there exists (t2, θ2) ∈ S2 s.t. (t1, θ1) v∆,B (t2, θ2).
We write S1 '∆,B S2 if S1 v∆,B S2 and S2 v∆,B S1.
For (t1, θ1), (t2, θ2) ∈ [[t]]?∆,B, we write (t1, θ1) ≈B (t2, θ2) if there is a renaming ρ such
that t1ρ =B t2ρ and θ1ρ =B θ2ρ. We write S1 ≈B S2 if for each (t1, θ1) ∈ S1, there exists
(t2, θ2) ∈ S2 s.t. (t1, θ1) ≈B (t2, θ2), and for each (t2, θ2) ∈ S2, there exists (t1, θ1) ∈ S1
s.t. (t2, θ2) ≈B (t1, θ1).
Definition 5 (Minimal and Complete Variant Semantics). Let R = (Σ,B,∆) be
a decomposition of an equational theory and t be a term. A minimal and complete variant
semantics of t, denoted [[t]]∆,B, is a subset S ⊆ [[t]]?∆,B such that, for each (t1, θ1) ∈ [[t]]?∆,B,
there is (t2, θ2) ∈ S s.t. (i) (t1, θ1) v∆,B (t2, θ2), and (ii) there is no (t3, θ3) ∈ S, (t3, θ3)
different from (t2, θ2), s.t. (t2, θ2) v∆,B (t3, θ3).
Note that, for any term t, [[t]]?∆,B '∆,B [[t]]∆,B but [[t]]?∆,B 6≈B [[t]]∆,B . Also, by defini-
tion, all the substitutions in [[t]]∆,B are ∆,B-normalized. Moreover, if (t
′, θ) ∈ [[t]]∆,B then
(t′, θ) is unique up to ≈B , other equivalent (t′′, θ′) ∈ [[t]]∆,B would destroy minimality.
Therefore, [[t]]∆,B is unique up to ≈B and provides a minimal description of [[t]]?∆,B .
Example 2. Let us consider the following equational theory for the exclusive or operator
and the cancellation equations for public encryption/decryption. The exclusive or symbol
⊕ has associative and commutative (AC) properties with 0 as its unit. The symbol pk
is used for public key encryption and the symbol sk for private key encryption. The
equational theory (Σ,E) has a decomposition into ∆ containing the following oriented
equations and B containing associativity and commutativity for ⊕:
X ⊕ 0 = X (6)
X ⊕X = 0 (7)
X ⊕X ⊕ Y = Y (8) pk(K, sk(K,M)) =M (9)
sk(K, pk(K,M)) =M (10)
Note that equations (6)–(7) are not AC-coherent, but adding equation (8) is sufficient to
recover that property. For t =M⊕sk(K, pk(K,M)) and s = X⊕sk(K, pk(K,Y )), we have
that [[t]]∆,B = {(0, id)} and [[s]]∆,B contains the following seven variants (i) (X ⊕ Y, id),
(ii) (Z, {X 7→ 0, Y 7→ Z}), (iii) (Z, {X 7→ Z, Y 7→ 0}), (iv) (Z, {X 7→ Z⊕U, Y 7→ U}), (v)
(Z, {X 7→ U, Y 7→ Z⊕U}), (vi) (0, {X 7→ U, Y 7→ U}), (vii) (Z1⊕Z2, {X 7→ U ⊕Z1, Y 7→
U ⊕ Z2}). The minimality is easily checked as none of them subsumes another one.
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3.2 The ∆,B–pattern Rewriting Strategy
The basic narrowing strategy [15,14] was shown to be complete for E-unification for a
set E of confluent and terminating rules. Basic narrowing mimics innermost rewriting se-
quences, i.e., given a term t and an E-normalized substitution σ, every innermost rewriting
sequence from tσ can be lifted to a basic narrowing sequence from t computing a substi-
tution more general then σ (see [22]). Intuitively, in an innermost rewriting sequence, the
matching substitution of each step is E-normalized.
Similarly, when decomposing E into a set of rules ∆ and a set of equational axioms
B for which a B-unification algorithm exists, we need a rewriting and a narrowing strat-
egy such that sequences of the former are lifted into sequences of the latter. However,
innermost B-rewriting is not appropriate, since the innermost concept does not have an
immediate extension to the modulo case, e.g. the term (a+ b) + (a+ b) is a pattern, i.e.,
all strict subterms are normalized according to Example 1, but that does not hold for
term (a + a) + (b + b), which is equivalent modulo AC to the previous term. Note that
this is related to the notion of B-coherence.
In [8], we developed a notion of ∆,B–pattern that is suitable for this purpose. Unlike
innermost rewriting, we do not require a pattern nor a normalized matching substitution,
but a term that has a pattern within its equivalence class.
Definition 6 (∆,B–pattern). [8] Let R = (Σ,B,∆) be a decomposition of an equa-
tional theory. We call a term f(t1, . . . , tn) a ∆,B–pattern if all subterms t1, . . . , tn are
→∆,B-irreducible. We say that a term t has a ∆,B–pattern if there is a ∆,B–pattern t′
s.t. t′ =B t.
It is worth pointing out that whether a term has a ∆,B–pattern is decidable: given
a term t, t has a ∆,B–pattern t′ iff there is a symbol f ∈ Σ with arity k and different
variables X1, . . . , Xk of the appropriate top sorts and there is a substitution θ s.t. t =B
f(X1, . . . , Xk)θ and θ is ∆,B-normalized, where t′ = f(X1, . . . , Xk)θ. In the case of a
term t rooted by a free symbol, t has a ∆,B–pattern if it is already a ∆,B–pattern,
i.e., every argument of the root symbol must be irreducible. And, in the case of a term
t rooted by an AC symbol, we only have to consider in the previous algorithm the same
AC symbol at the root of t, instead of every symbol.
Definition 7 (∆,B–pattern rewriting strategy). Let R = (Σ,B,∆) be a decompo-
sition of an equational theory. A rewrite sequence t0
p0→∆,B t1 . . . pn→∆,B tn+1 is called a
∆,B–pattern sequence if each redex term ti|pi has a ∆,B–pattern. Given a term t, the
∆,B–pattern rewriting strategy produces only ∆,B–pattern rewriting sequences from t.
As we are only considering decompositions of equational theories, any rewriting strat-
egy is complete for normalization purposes.
Corollary 1. Let R = (Σ,B,∆) be a decomposition of an equational theory. If t→!∆,B t′,
there is a ∆,B–pattern sequence t→∗∆,B t′′ s.t. t′′ =B t′.
4 ∆,B-Narrowing
Narrowing generalizes rewriting by performing unification at non-variable positions in-
stead of the usual matching. The essential idea behind narrowing is to symbolically rep-
resent the rewriting relation between terms as a narrowing relation between more general
terms.
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Definition 8 (Narrowing modulo). (see, e.g., [16,21]) Let R = (Σ,B,∆) be a de-
composition of an equational theory. Let CSUB(u = u′) provide a finitary, and complete
set of unifiers for any pair of terms u, u′ with the same top sort. The ∆,B-narrowing
relation on TΣ(X ) is defined as t p,σ,∆,B t′ (or  σ if p,∆,B are understood) if there
is p ∈ PosΣ(t), a (possibly renamed) rule l → r in ∆, and σ ∈ CSUB(t|p = l) such that
t′ = (t[r]p)σ.
The transitive closure of  σ is denoted by  +σ and the transitive and reflexive clo-
sure by  ∗σ, i.e., t ∗σ t′ if there are s1, . . . , sk−1 and substitutions ρ1, . . . , ρk such that
t ρ1 s1 · · · sk−1 ρk t′, k ≥ 0, and σ = ρ1 · · · ρk. We may write the concrete number of
steps instead of + or ∗.
Several notions of completeness of narrowing w.r.t. rewriting have been given in the
literature [15,16,21,5]. In this paper we are interested in a slightly different but pertinent
notion of completeness. First, we extend the variant semantics to narrowing and consider
only narrowing sequences to normalized terms.
Definition 9 (Variant narrowing semantics). Let R = (Σ,B,∆) be a decomposition
of an equational theory and t be a term. We define the set of narrowing variants of t as
[[t]] ∆,B = {(t′, θ) | t ∗θ,∆,B t′ and t′ = t′↓∆,B}.
Theorem 2 (Completeness). [16] Let R = (Σ,B,∆) be a decomposition of an equa-
tional theory. Let t be a term. Then, [[t]]∆,B '∆,B [[t]] ∆,B.
Example 3. Following Example 2, as t→!∆,B 0 we have t id !∆,B 0 and, therefore, [[t]]∆,B =
{(0, id)}. For s = X⊕sk(K, pk(K,Y )) we get that the variants are generated by the follow-
ing narrowing sequences (we indicate the number of steps as a super-index): (i) s id,∆,B
X ⊕ Y , (ii) s 2{X 7→0,Y 7→Z},∆,B Z, (iii) s 2{X 7→Z,Y 7→0},∆,B Z, (iv) s 2{X 7→Z⊕U,Y 7→U},∆,B
Z, (v) s 2{X 7→U,Y 7→Z⊕U},∆,B Z, (vi) s 2{X 7→U,Y 7→U},∆,B 0, (vii) s 2{X 7→U⊕Z1,Y 7→U⊕Z2},∆,B
Z1 ⊕ Z2.
The narrowing relation ∆,B is known to give a sound and complete ∆unionmultiB-unification
procedure [16] that we now relate to the variant semantics.
Proposition 1 (Minimal and Complete E-unification Procedure). Let R = (Σ,B,∆)
be a decomposition of an equational theory (Σ,E). Let t, t′ be two terms. Then, S = {θ |
(tt, θ) ∈ [[eq(t, t′)]] b∆,B} is a minimal and complete set of E-unifiers for t = t′, where eq
and tt are new symbols3 and ∆̂ = ∆ ∪ {eq(X,X)→ tt}.
5 Narrowing Strategies and Extreme Termination
First, we present a slight reformulationa of the variant narrowing of [9]. Next, we intro-
duce our three refinements, giving rise to variant narrowing with history, ∆,B–pattern
narrowing with history, and ∆,B–pattern narrowing with history and folding.
For our running example, we show that: (i) variant narrowing, (ii) variant narrow-
ing with history, and (iii) ∆,B–pattern narrowing with history may be non-terminating
whenever ∆,B–pattern narrowing with history and folding does terminate.
3 That is, we extend Σ to bΣ by adding a new sort Truth, not related to any sort in Σ, with




We have modified the variant narrowing of [9] and give its new definition here.
Definition 10 (Preorder and equivalence of narrowing steps). [9] Let R = (Σ,B,∆)
be a decomposition of an equational theory. Let us consider two narrowing steps α1 :
t σ1,∆,B s1 and α2 : t σ2,∆,B s2. We write α1 vB α2 if σ1|Var(t) vB σ2|Var(t) and
α1 @B α2 if σ1|Var(t) @B σ2|Var(t) (i.e., σ2 is strictly more general than σ1). We write
α1 ≈B α2 if σ1|Var(t) ≈B σ2|Var(t). The relation α1 ≈B α2 between two narrowing steps
from t defines a set of equivalence classes between such narrowing steps. In what follows
we will choose a unique representation α ∈ [α]≈B in each equivalence class of narrowing
steps from t. Therefore, α will always denote a chosen unique representative α ∈ [α]≈B .
Definition 11 (Variant Narrowing). Let R = (Σ,B,∆) be a decomposition of an
equational theory. We define t vn p,θ,∆,B t′ as α : t p,θ,∆,B t′ such that (tθ)|p has a ∆,B–
pattern, α is maximal w.r.t. the order vB, and α is a chosen unique representative of its
≈B-equivalence class.
Note that the substitution θ at each variant narrowing step t vn p,θ,∆,B t′ is∆,B-normalized,
since (tθ)|p has a ∆,B–pattern.
Variant narrowing is obviously sound, as any step t vn σ t′ can be performed by rewrit-
ing, i.e., tσ → t′. Completeness follows from the fact that any ∆,B-pattern rewriting
sequence can be lifted to a narrowing sequence by Theorem 2 and such narrowing se-
quence is generated by variant narrowing.
Theorem 3 (Completeness of Variant Narrowing). Let R = (Σ,B,∆) be a decom-
position of an equational theory. Let [[t]]
vn 
∆,B = {(t′, θ) | t




Example 4. Using the theory from our running example, Example 2, for t = X ⊕ Y we
get the following steps with variant narrowing: (i) t vn φ1 Z, with φ1 = {X 7→ 0, Y 7→ Z},
(ii) t vn φ2 Z, with φ2 = {X 7→ Z, Y 7→ 0}, (iii) t vn φ3 Z, with φ3 = {X 7→ Z ⊕U, Y 7→ U},
(iv) t vn φ4 Z, with φ4 = {X 7→ U, Y 7→ Z ⊕U}, (v) t vn φ5 0, with φ5 = {X 7→ U, Y 7→ U},
(vi) t vn φ6 Z1 ⊕ Z2, with φ6 = {X 7→ U ⊕ Z1, Y 7→ U ⊕ Z2}. There are no further steps
possible from (i)-(v) as any instantiation of Z for which a narrowing step is possible would
mean that the substitution is not normalized. On the other hand, with the result of (vi),
Z1 ⊕ Z2, we are back at the beginning and can repeat all of the steps possible for t.
Obviously variant narrowing does not terminate for term t.
5.2 Variant Narrowing vs. Basic narrowing
In this section we show that variant narrowing and basic narrowing are incomparable,
that is, it is not the case that one of them subsumes the other.
Definition 12 (Basic narrowing). [14] Let R = (Σ, ∅, R) be an order-sorted rewrite
theory. Given a term t ∈ TΣ(X ) and a substitution ρ, a basic narrowing step for 〈t, ρ〉 is
defined by 〈t, ρ〉 b p,θ,R, 〈t′, ρ′〉 if there exist p ∈ PosΣ(t), a (possibly renamed) rule l→ r
in ∆, and substitution θ such that θ = mgu(t|pρ, l), t′ = (t[r]p), and ρ′ = ρθ.
9
Example 5. The narrowing sequence shown in Example 1 is not a basic AC-narrowing
sequence, i.e., w.r.t. the extension of basic narrowing to AC where we just replace syntactic
unification by AC-unification, as after the first step it results in 〈x, ρ1〉 and no further
basic AC-narrowing step is possible.
The following example shows that basic narrowing may be non-terminating in cases
when variant narrowing does terminate.
Example 6. Consider the rewrite theory (Σ, ∅,∆), the set of convergent rules∆ = {f(x)→
x, f(f(x)) → f(x)}, and the term t = f(x). Basic narrowing performs the following two
narrowing steps (i) f(x) b id,∆ x and (ii) f(x) b σ,∆ f(x′) with σ = {x/f(x′)}. However,
the second narrowing step leads to the following non-terminating basic narrowing sequence
f(x) b {x/f(x′)},∆ f(x′)
b {x′/f(x′′)},∆ f(x′′) · · ·
Variant narrowing will perform only the narrowing step (i), since the narrowing step (ii)
contains a non-normalized substitution, and thus variant narrowing does not produce the
non-terminating narrowing sequence.
However, since the variant narrowing strategy does not carry any history of computed
terms or substitutions, it is not able to avoid some useless narrowing sequences, whereas
basic narrowing will avoid any of those sequences from the very beginning by avoiding
narrowing inside the substitutions. The following example shows that variant narrowing
may be non-terminating in cases when basic narrowing does terminate.
Example 7. Now, consider the rewrite theory (Σ, ∅,∆), the set of convergent rules ∆ =
{f(f(x)) → x}, and the term t = c(f(x), x) where c ∈ Σ. Basic narrowing performs
only c(f(x), x) b σ,∆ c(x′, f(x′)) with σ = {x/f(x′)} and it stops, since the term f(x′)
is introduced by a substitution. However, variant narrowing will perform the following
non-terminating narrowing sequence
c(f(x), x) vn θ1,∆ c(x1, f(x1))
vn θ2,∆ c(f(x2), x2) · · ·
with θ1 = {x/f(x1)}, θi+1 = {xi/f(xi+1)}, since every of the individual unifiers is nor-
malized, though the composition θ1 · · · θi+1 is non-normalized.
5.3 Variant Narrowing with History
The problem of variant narrowing is that it performs some narrowing sequences that are
not a lifting of some concrete ∆,B–pattern sequence because variant narrowing does not
keep a history of the substitution computed so far, as basic narrowing does. We improve
on variant narrowing in this section, by making it history-sensitive, as basic narrowing is.
Definition 13 (Variant Narrowing with History). Let R = (Σ,B,∆) be a decom-
position of an equational theory. We say 〈t | ρ〉 vnh p,θ,∆,B 〈t′ | ρ′〉 iff (i) t vn p,θ,∆,B t′, (ii)
ρ′ = ρ(θ|Var(t)), and (iii) ρ′ is →∆,B-normalized.
Soundness of variant narrowing with history is obvious as it is just a further restriction
of variant narrowing. The proof of completeness is identical to the proof of Theorem 3,
since we just simply remove narrowing sequences that do not correspond to ∆,B–pattern
sequences.
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Theorem 4 (Completeness of Variant Narrowing with History). Let R = (Σ,B,∆)
be a decomposition of an equational theory. Let [[t]]
vnh 
∆,B = {(t′, θ) | 〈t | id〉
vnh ∗θ,∆,B〈t′ |
θ〉 and t′ = t′↓∆,B}. Then [[t]]∆,B '∆,B [[t]]
vnh 
∆,B.
Example 8. Using the theory from our running example, Example 2, and the substitutions
φi from Example 4, for t = X ⊕Y we get the following steps with variant narrowing with
history, starting from 〈t | id〉: (i) 〈t | id〉 vnh φ1 〈Z | φ1〉, (ii) 〈t | id〉 vnh φ2 〈Z | φ2〉,
(iii) 〈t | id〉 vnh φ3 〈Z | φ3〉, (iv) 〈t | id〉 vnh φ4 〈Z | φ4〉, (v) 〈t | id〉 vnh φ5 〈0 | φ5〉, (vi)
〈t | id〉 vnh φ6 〈Z1 ⊕ Z2 | φ6〉. There are no further steps possible from (i)-(v) as any
instantiation of Z for which a narrowing step is possible would mean that the substitution
is not normalized. On the other hand, with the result of (vi), 〈Z1 ⊕ Z2 | φ6〉, we are not
quite back at the start as we cannot do the steps similar to (i), (ii), and (v) again, but
we can repeat the steps (up to renamings with larger substitutions) similar to (iii), (iv),
and (vi). Obviously variant narrowing with history does not terminate for term t either.
As variant narrowing with history does not terminate even though the theory has the
finite variant property, as shown in [8], we will continue to improve on the termination
properties of our variant narrowing by applying further restrictions in Section 5.5.
5.4 Variant Narrowing with History vs. Basic Narrowing
In this section, we first argue that variant narrowing with history does indeed subsume
basic narrowing. We also see, using Example 6, that variant narrowing with history is
able to terminate in some cases where basic narrowing does not.
The following example shows that variant narrowing may be non-terminating in cases
when basic narrowing does terminate but variant narrowing with history does indeed
terminate, whenever basic narrowing does.
Example 9. Consider the rewrite theory (Σ, ∅,∆), and the term t = c(f(x), x) of Exam-
ple 7. Basic narrowing performs only c(f(x), x) b σ,∆ c(x′, f(x′)) with σ = {x 7→ f(x′)}
and it stops, since the term f(x′) is introduced by a substitution. Variant narrowing with
history will similarly only perform the first step,
〈c(f(x), x) | id〉 vnh σ,∆ 〈c(x1, f(x1)) | σ〉
since the second step would result in the substitution {x 7→ f(f(x′′))} which is not
normalized and thus variant narrowing with history will not perform that step.
Essentially, variant narrowing with history is a subrelation of basic narrowing.
Proposition 2 (Sub-relation). Let R = (Σ, ∅, R) be an order-sorted rewrite theory.
Then, 〈tφ | φ〉 vnh θ 〈t′φ′ | φ′〉 implies ∃u, ρ s.t. 〈t, φ〉 b θ〈u, ρ〉, φ′ = ρ|Var(t), and uρ =B
t′φ′.
Proof. By contradiction. Let us assume that 〈tφ | φ〉 vnh p,θ 〈t′φ′ | φ′〉 but there are no u, ρ
s.t. 〈t, φ〉 b θ〈u, ρ〉, φ′ = ρ|Var(t), and uρ =B t′φ′. Since φ and φ′ are ∆,B-normalized by
definition of variant narrowing with history, then there is a unifier of t|p and lhs l which
is available also for basic narrowing. Then, the conclusion follows. uunionsq
However, not all the narrowing sequences of variant narrowing with history are basic
narrowing sequences, since basic narrowing simulates only innermost rewriting sequences
and variant narrowing with history does not. Therefore, we improve the variant narrowing
with history strategy in the following section.
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5.5 ∆,B–pattern Narrowing with History
Definition 14 (∆,B–pattern Narrowing with history). Given a decomposition R =
(Σ,B,∆) of an equational theory. Let t be a term, φ a substitution and L a sequence of
terms, with nil being the empty sequence. We write 〈t | ρ | L〉 vph p,θ,∆,B 〈t′ | ρ′ | (L, t|p)θ〉
iff (i) 〈t | ρ〉 vnh p,θ,∆,B 〈t′ | ρ′〉, and (ii) each term in (L, t|p)θ has a ∆,B–pattern.
∆,B–pattern narrowing with history is sound as it is a further restriction of variant
narrowing with history.
Again, the proof of completeness is identical to the proof of Theorem 4, since we just
simply remove narrowing sequences that do not correspond to ∆,B–pattern sequences.
Theorem 5 (Completeness of ∆,B–pattern Narrowing with history). Let R =
(Σ,B,∆) be a decomposition of an equational theory. Let [[t]]
vph 
∆,B = {(t′, θ) | 〈t | id |
nil〉 vph ∗θ,∆,B〈t′ | θ | L〉 and t′ = t′↓∆,B}. Then [[t]]∆,B '∆,B [[t]]
vph 
∆,B.
Example 10. Using the theory from our running example, Example 2, and the substitu-
tions φi from Example 8, for t = X ⊕ Y we get the following steps with ∆,B–pattern
narrowing with history, starting from 〈t | id | nil〉: (i) 〈t | id | nil〉 vph φ1 〈Z | φ1 | tφ1〉,
(ii) 〈t | id | nil〉 vph φ2 〈Z | φ2 | tφ2〉, (iii) 〈t | id | nil〉
vph φ3 〈Z | φ3 | tφ3〉, (iv)
〈t | id | nil〉 vph φ4 〈Z | φ4 | tφ4〉, (v) 〈t | id | nil〉
vph φ5 〈0 | φ5 | tφ5〉, (vi) 〈t | id |
nil〉 vph φ6 〈Z1 ⊕ Z2 | φ6 | tφ6〉. There are no further steps possible from (i)-(v) as any in-
stantiation of Z for which a narrowing step is possible would mean that the substitution
is not normalized. On the other hand, with the result of (vi), 〈Z1 ⊕ Z2 | φ6 | tφ6〉, we
are not quite back at the beginning as we cannot do the steps similar to (i), (ii), and (v)
again, but we can repeat the steps (up to renamings with larger substitution) similar to
(iii), (iv), and (vi):
– (iii’): 〈Z1 ⊕ Z2 | φ6 | tφ6〉 vph τ3 〈Z | φ6τ3 | (tφ6τ3, (Z1 ⊕ Z2)τ3)〉 with τ3 = {Z1 7→
Z ⊕ U ′, Z2 7→ U ′}, where obviously tφ6τ3 and (Z1 ⊕ Z2)τ3 have a ∆,B–pattern.
– Similar for (iv’).
– (vi’): 〈Z1 ⊕ Z2 | φ6 | tφ6〉 vph τ6 〈Z ′1 ⊕ Z ′2 | φ6τ6 | (tφ6τ6, (Z1 ⊕ Z2)τ6〉) with τ6 =
{Z1 7→ U ′ ⊕ Z ′1, Z2 7→ U ′ ⊕ Z ′2}, and this step can be repeated infinitely often. Note
that tφ6τ6 as well as (Z1 ⊕ Z2)τ6 have a ∆,B–pattern, and actually all further such
instantiations and added terms in that list will have ∆,B–patterns.
Obviously ∆,B–pattern narrowing with history does not terminate for term t either.
This motivates adding a further restriction to ∆,B–pattern narrowing with history
in Section 5.7, under which it will actually terminate for a range of theories as wide as
possible, in particular also for this example.
5.6 ∆,B–pattern Narrowing with History vs. Basic Narrowing
For B = ∅, variant narrowing with history is a sub-relation of basic narrowing but the
same result does not apply for sequences. ∆,B–pattern narrowing with history rectifies
this issue.
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Proposition 3 (Inclusion of narrowing sequences). Let R = (Σ, ∅, R) be an order-
sorted rewrite theory. Let t be a term and V be a set of variables such that Var(t) ⊆ V .
Then, 〈t | id | nil〉 vph ∗θ〈t′φ | φ | L〉 implies 〈t, id〉 b ∗θ〈t′, ρ〉 and φ = θ|V = ρ|V .
Proof. By Proposition 2 and the fact that the rewrite sequence tφ→∗ t′φ associated to the
narrowing sequence computed by ∆,B–pattern with history corresponds to an innermost
rewriting sequence and, thus, is lifted by a valid basic narrowing sequence. uunionsq
5.7 ∆,B–pattern Narrowing with History and Folding
As we have seen in Example 10, infinite sequences may be due to looping by narrowing
that always computes the same variant, independently of the length. We have developed
in [7] a way of detecting such useless loops that we reuse in this paper.
Definition 15 (Transition System). [7] A transition system is written
A = (A,→), where A is a set of states, and → is a transition relation between states, i.e.,
→⊆ A×A. We write A = (A,→, I) when I ⊆ A is a set of initial states.
Definition 16 (Folding Reachable Transition Subsystem). [7] Given A = (A,→, I)
and a relation G ⊆ A×A, the reachable subsystem from I in A with folding G is written






F rontierG→(I)0 = I,
FrontierG→(I)n+1 = {y ∈ A | (∃z ∈ FrontierG→(I)n : z → y)∧
(@k ≤ n,w ∈ FrontierG→(I)k : y G w)},
→G= ⋃n∈N →Gn+1,
x→Gn+1 y
 if x ∈ Frontier
G
→(I)n, y ∈ FrontierG→(I)n+1, x→ y; or
if x ∈ FrontierG→(I)n, y 6∈ FrontierG→(I)n+1,
∃k ≤ n : y ∈ FrontierG→(I)k,∃w : (x→ w ∧ w G y)
Note that, the more general the relation G, the greater the chances of ReachGA(I) being
a finite transition system.
Definition 17 (Subsumption relation for pairs). For terms t, t′ ∈ TΣ(X ), substi-
tutions ρ, ρ′, and sequences L,L′ of terms we write 〈t | ρ | L〉 v∆,B 〈t′ | ρ′ | L′〉 iff
(t, ρ) v∆,B (t′, ρ′).
Definition 18 (∆,B–pattern Narrowing with History and Folding). Let R =
(Σ,B,∆) be a decomposition of an equational theory. Let t be a term, ρ a substitution, and
L a sequence of terms, with nil being the empty sequence. We define 〈t | ρ | L〉 vpf kθ,∆,B〈t′ |
ρ′ | L′〉 if 〈t | ρ | L〉 vph kθ,∆,B〈t′ | ρ′ | L′〉 and 〈t′ | ρ′ | L′〉 ∈ Frontierv∆,Bvph (I)n for the
initial state I = {〈t | ρ | L〉} .
Note that by the use of the folding definition we only get the shortest paths to each
possible term (depending on the substitution) as the longer paths are simply subsumed.
∆,B–pattern narrowing with history and folding is sound as it is a further restriction of
∆,B–pattern narrowing with history.
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Theorem 6 (Completeness of ∆,B–pattern Narrowing with History and Fold-
ing). Let R = (Σ,B,∆) be a decomposition of an equational theory. Let [[t]]
vpf 
∆,B = {(t′, θ) |
〈t | id | nil〉 vpf ∗θ,∆,B〈t′ | θ | L〉 and t′ = t′↓∆,B}. Then [[t]]∆,B '∆,B [[t]]
vpf 
∆,B.
Combining Proposition 1 and Theorem 6 gives us a minimal and complete E-unification
procedure that has a smaller search space, based on the ∆,B–pattern narrowing with his-
tory and folding strategy.
Example 11. Using the theory from our running example, Example 2, and the substitu-
tions introduced in Examples 4 and 8, for t = X ⊕ Y we get the following steps with
∆,B–pattern narrowing with history and folding, starting from 〈t | id | nil〉: (i) 〈t | id |
nil〉 vpf φ1 〈Z | φ1 | tφ1〉, (ii) 〈t | id | nil〉
vpf φ2 〈Z | φ2 | tφ2〉, (iii) 〈t | id | nil〉
vpf φ3 〈Z |
φ3 | tφ3〉, (iv) 〈t | id | nil〉 vpf φ4 〈Z | φ4 | tφ4〉, (v) 〈t | id | nil〉
vpf φ5 〈0 | φ5 | tφ5〉, (vi)
〈t | id | nil〉 vpf φ6 〈Z1 ⊕ Z2 | φ6 | tφ6〉. There are no further steps possible from (i)-(v)
as any instantiation of Z for which a narrowing step is possible would mean that the
substitution is not normalized, as for variant narrowing with history. On the other hand,
with the result of (vi), 〈Z1 ⊕ Z2 | φ6 | tφ6〉, we cannot do the steps for (i), (ii), and (v)
again, but we can look at the steps possible by ∆,B–pattern narrowing with history to
(iii), (iv), and (vi) itself.
– (iii’): 〈Z1 ⊕ Z2 | φ6 | tφ6〉 vpf τ3 〈Z | φ6τ3 | tφ6τ3, (Z1 ⊕ Z2)τ3〉 but this step is actually
subsumed for ∆,B–pattern narrowing with history and folding by (iii) with ξ3 =
{U 7→ U ⊕ U ′}.
– (iv’): Similarly to (iii’).
– (vi’): 〈Z1 ⊕ Z2 | φ6 | tφ6〉 vpf τ6 〈Z ′1 ⊕ Z ′2 | φ6τ6 | tφ6τ6, (Z1 ⊕ Z2)τ6〉. But again, this
is subsumed for ∆,B–pattern narrowing with history and folding, by (vi) itself this
time, with ξ6 = {U 7→ U ⊕ U ′, Z1 7→ Z ′1, Z2 7→ Z ′2}.
Thus, ∆,B–pattern narrowing with history and folding terminates for t in the given
rewrite theory, whereas variant narrowing, variant narrowing with history and ∆,B–
pattern narrowing with history do not.
Our very final but the most interesting result follows from Theorem 2.
Corollary 2 (Variant Equivalence). Let R = (Σ,B,∆) be a decomposition of an
equational theory. Let t be a ∆,B-normalized term. Then [[t]]∆,B ≈B [[t]]
vpf 
∆,B.
This result triggers the idea of a narrowing strategy being extremely terminating, i.e.,
a narrowing strategy S enjoying completeness w.r.t. our variant semantics is extremely
terminating iff whenever any other narrowing strategy S′ enjoying the same completeness
w.r.t. our variant semantics terminates on a term t, then S is guaranteed to terminate on t
as well. Clearly, if strategy S satisfies [[t]]∆,B ≈B [[t]]S∆,B , then it is extremely terminating.
To the best of our knowledge, the notion of extremely terminating narrowing strategy
has not been formulated before. It clarifies important questions such as the following: is
basic narrowing, perhaps the narrowing strategy for which the most termination results
are known, extremely terminating? As we show in Example 6, the answer is an emphatic
no in the standard case B = ∅ where basic narrowing is complete.
Also, note that whenever [[t]]∆,B is finite, ∆,B–pattern narrowing with history and
folding terminates for t. Therefore, the notion of the finite variant property of a theory,
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defined in [3], which essentially states that [[t]]∆,B is finite for all terms, is also related to
∆,B–pattern narrowing with history and folding. Specifically, a theory has the finite vari-
ant property if and only if ∆,B–pattern narrowing with history and folding terminates
on all input terms.
In a previous paper [8] we have given a sufficient condition to effectively check whether
a theory has the finite variant property. Obviously this immediately translates into a
method to prove termination of ∆,B–pattern narrowing with history and folding. How-
ever, a reformulation of the technique of [8] for the termination of ∆,B–pattern narrowing
with history and folding is left for future work.
6 Conclusions
Narrowing modulo axioms B generalizes standard narrowing and greatly widens the range
of applications of narrowing. But without good narrowing strategies many such applica-
tions easily become unfeasible. We have introduced the notion of an extremely terminating
narrowing strategy, which terminates more often than any other equally complete strategy.
And we have shown that ∆,B-pattern narrowing with history and folding is extremely
terminating. We have also shown that the finite variant property is the weakest condition
on a theory decomposition under which this strategy terminates on all input terms. Much
work remains ahead, particularly at the implementation level. A cruder and much less
search-space-efficient version of variant narrowing based on bounds has already been used
quite effectively in the Maude-NPA tool [6] to analyze cryptographic protocols modulo
nontrivial theories. We plan to implement the new ∆,B-pattern narrowing with history
and folding strategy in the near future, which should clearly have a much smaller search
space. Of course, extra computation will have to be done; but since it is based mainly
on B-matching for the extra features such as ∆,B-patterns and folding, we expect the
substantial gains in search space size to amply compensate for this extra computational
cost.
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