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Abstrak 
 
Metode  Kernel  Regularized  Discriminant  Analysis 
(KRDA) mampu mengatasi permasalahan singularitas 
dan overfitting yang disebabkan data dengan sampel 
sedikit berdimensi tinggi. Kinerja KRDA dipengaruhi 
oleh  nilai  parameter  regularisasi  yang  digunakan. 
Paper ini bertujuan mengoptimalkan nilai parameter 
regularisasi  dengan  menerapkan  Particle  Swarm 
Optimization  (PSO)  pada  KRDA.  Metode  PSO 
digunakan  untuk  memilih  parameter  regularisasi 
otpimal  berdasarkan  nilai  akurasi  klasifikasi  pada 
KRDA.  Uji  coba  menggunakan  4  dataset  yaitu  iris, 
wine,  dan  ionosphere  dari  UCI,  serta  dataset 
svmguide2  dari  aplikasi  bioinformatika.  Hasil  uji 
coba  menunjukkan  metode  PSO-KRDA  dapat 
menentukan  nilai  parameter  regularisasi  optimal 
secara otomatis. Akurasi klasifikasi yang didapatkan 
dari  uji  coba  menunjukkan  PSO-KRDA  lebih  baik 
daripada KRDA dan SVM. 
 
Kata  kunci :  metode kernel, parameter regularisasi, 
KRDA, PSO 
 
1.  Pendahuluan 
Analisis diskriminan merupakan salah satu metode 
yang  sering  digunakan  pada  klasifikasi.  Namun, 
metode  klasik  analisa  diskriminan,  Linear 
Discriminant Analysis (LDA),  tidak dapat mengatasi 
permasalahan  singularitas  ketika  data  memiliki 
dimensi tinggi dengan jumlah sampel yang sedikit [1]. 
PCA+LDA  diusulkan  dengan  mengurangi  dimensi 
data  dikurangi  terlebih  dahulu  menggunakan  PCA, 
kemudian  baru  diterapkan  LDA [2].  Metode  RLDA 
diusulkan dapat mengatasi permasalahan singularitas. 
RLDA  menambahkan  pengali  dari  matriks  identitas 
untuk matriks total scatter, yang dapat menstabilkan 
estimasi  matriks  kovarian.  Informasi  tambahan 
tersebut  disebut  parameter regularisasi  (R)   dengan 
R>0 [3].  
Fitur  yang  didapatkan  dari  LDA  merupakan 
kombinasi linier  dari  data  input  asli,  sehingga  tidak 
dapat menangkap struktur tidak linier pada kumpulan 
data yang kompleks [4]. LDA diperluas untuk kasus 
tidak  linier  dengan  menggunakan  metode  kernel. 
Metode  Kernel  Uncorrelated  Discriminant  Analysis 
(KUDA)  dapat  digunakan  untuk  mengekstrak  fitur 
yang tidak saling berkorelasi di dalam ruang dimensi 
tereduksi. Namun ketika matriks kernel pada KUDA 
non  singular,  maka  KUDA  memproyeksikan  semua 
sampel dalam kelas yang sama ke satu vektor umum 
di ruang dimensi tereduksi. Jika jumlah sampel tiap 
kelas sangat besar, maka akan menimbulkan masalah 
overfitting,  yang  menghasilkan  analisa  diskriminan 
menjadi kurang optimal [5].  
Untuk  mengatasi  permasalahan  overfitting 
tersebut,  Shuiwang  Ji  dan  Jieping  Ye  (2008) 
mengusulkan  metode  Kernel  Regularized 
Discriminant  Analysis  (KRDA)  [5].  Namun,  kinerja 
KRDA  sangat  bergantung  pada  nilai  parameter 
regularisasi  [5].  Akurasi  dapat  berubah-ubah  sesuai 
dengan  nilai  parameter  regularisasi  yang digunakan. 
Oleh karena itu pemilihan nilai parameter regularisasi 
yang  tepat  sangat  penting  agar  didapatkan  nilai 
akurasi klasifikasi  yang baik. 
Paper  ini  bertujuan  mengoptimalkan  nilai 
parameter regularisasi dengan menerapkan PSO pada 
KRDA.  PSO  digunakan  untuk  menentukan  nilai 
parameter  regularisasi  optimal  berdasarkan  akurasi 
klasifikasi  pada  KRDA.  Diharapkan  dengan 
penerapan  PSO  pada  KRDA,  dapat  membantu 
penentuan  nilai  parameter  regularisasi  yang 
menghasilkan  akurasi  klasifikasi  terbaik  secara 
otomatis.  Pada  uji  coba  dibandingkan  akurasi 
klasifikasi PSO-KRDA dengan KRDA dan SVM, dan 
didapatkan akurasi klasifikasi PSO-KRDA lebih baik 
daripada KRDA dan SVM. 
Paper ini disusun dengan struktur sebagai berikut : 
bagian  2  membahas  mengenai  LDA.  Bahasan 
mendetail mengenai KRDA dijelaskan pada bagian 3. 
Bagian 4 menjelaskan mengenai algoritma PSO untuk 
menentukan  parameter regularisasi  KRDA. Uji coba 
dan  analisa  dibahas  pada  bagian  5.  Kesimpulan 
dituliskan pada bagian terakhir paper ini. 
 
2.  Linear Discriminant Analysis (LDA) 
LDA    merupakan  metode  untuk  mereduksi 
dimensi  data.  LDA  memproyeksikan  data  dimensi 
tinggi ke subruang dimensi yang lebih rendah dengan 
memaksimalkan pemisahan data dari kelas-kelas yang 
berbeda  dan  meminimalkan  penyebaran  data  dari 
kelas yang sama secara bersamaan.  Computer Science and Engineering, Information Systems Technologies and Applications 
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Jika  terdapat  matriks  data  X  =  [x1,  x2,  …,  xn] 

mxn, di mana data point ke-i adalah xi  
m untuk  
i=1,2,…,n,  LDA  mendapatkan  matriks transformasi 
G
mxl  yang  mentransformasikan  xi  dari  ruang 
dimensi  m  ke  vektor  di  ruang  dimensi  l,  sebagai 
berikut: 
l
i
T m
i x G x                           (1) 
Diasumsikan  bahwa  matriks  data  X 
dikelompokkan  sebagai  X  =  [X1,…,Xk],  dimana 
   ∈  
 ×  , terdiri dari    data point dari kelas ke-i 
dan   
k
i i n n
1 . Dalam perhitungan LDA digunakan 
tiga matriks scatter yang disebut matriks within-class 
(Sw), between-class (Sb), dan total scatter (St). Ketiga 
matriks tersebut didefinisikan sebagai berikut :  
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dimana ci merupakan pusat/vektor rata-rata dari kelas 
ke-i  dan  c  merupakan  vektor  rata-rata  global  dari  n 
data  sampel.  Matriks  total  scatter  (St)  dapat 
didefinisikan dengan St = Sb + Sw [5]. 
Matriks terpusat didefinisikan sebagai berikut : 
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dimana  e
(i)    
n  dan  e    
n  adalah  vektor  satu. 
Matriks terpusat berhubungan dengan matriks scatter 
Sw,  Sb, dan St. Hubungan tersebut dapat dilihat dari 
persamaan berikut ini: 
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Sifat dari trace matriks terpenuhi sebagai berikut :  
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Trace  dari  Sw  mengukur  jarak  antara  data  point 
menuju pusat kelas, dan trace dari Sb mengukur jarak 
antara  masing-masing  pusat  kelas  ke  pusat  data 
keseluruhan. 
Ketiga matriks scatter di ruang dimensi yang telah 
direduksi ditransformasikan oleh matriks transformasi 
G, ditunjukkan sebagai berikut, 
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Transformasi  dalam  LDA  bertujuan  untuk 
memaksimalkan  struktur  perbedaan  data  di  ruang 
dimensi  yang  telah  direduksi.  Hal  ini  dapat  dicapai 
dengan  meminimalkan  ) (
L
w S trace   dan 
memaksimalkan  ) (
L
b S trace   secara  bersamaan, 
sehingga  menghasilkan  permasalahan  optimasi  LDA 
sebagai berikut:   
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Solusi  untuk  menyelesaikan  permasalahan 
optimasi  di  atas  sama  dengan  menyelesaikan 
permasalahan generalized eigenvalue sebagai berikut : 
i w i b y S y S                                 (13) 
Eigenvector  yang  bersesuaian  dengan  k-1 
eigenvalue terbesar akan membentuk kolom G. Ketika 
Sw  non  singular,  permasalahan  disederhanakan 
menjadi permasalahan eigenvalue sebagai berikut: 
i i b w y y S S  
1                             (14) 
Ketika dimensi data lebih besar daripada jumlah 
sampel,  semua  matriks  scatter  menjadi  singular, 
sehingga  LDA  tidak  dapat  diaplikasikan. 
Permasalahan  ini  disebut  dengan  singularitas  pada 
LDA [1]. 
 
3.  Kernel  Regularized  Discriminant  Analysis 
(KRDA) 
 
3.1 Metode Kernel 
 
Metode kernel merupakan suatu teknik memetakan 
dataset dari ruang input ke ruang fitur  yang memiliki 
dimensi  tinggi  dengan  pemetaan  tidak  linier,  . 
Sehingga,  komponen-komponen  tidak  linier  dapat 
diekstrak menggunakan algoritma linier di ruang fitur. 
Pemetaan dari ruang input ke ruang fitur berdimensi 
tinggi dinotasikan dengan : 
) ( :                             (15) 
Dalam proses training untuk mendapatkan vektor 
diskriminan bergantung pada inner product dari data 
yang  sudah  dipetakan  pada  ruang  baru  yang 
berdimensi  lebih  tinggi.  Karena  ruang  fitur  yang 
sangat tinggi tersebut, maka pemetaan   sangat sulit 
diketahui  dan  sangat  sulit  dipahami  secara  mudah, 
sehingga  perhitungan  inner  product  tersebut  dapat 
digantikan  dengan  fungsi  kernel  ) , ( j i x x K   yang 
mendefinisikan  secara  implisit  pemetaan  .  Hal  ini 
disebut ”kernel trick” yang dirumuskan dengan 
   ) x ( ), x ( ) x , x ( j i j i                 (16) 
Dengan kernel trick, hanya perlu diketahui fungsi 
kernel yang akan digunakan tanpa mengetahui fungsi 
pemetaan  nonlinier  .  Pada  penelitian  ini 
menggunakan fungsi kernel Gaussian. Persamaan dari 
kernel Gaussian [4] sebagai berikut : 
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dimana    adalah  parameter  kernel.  Untuk 
mengoptimalkan  klasifikasi,  diperlukan  penentuan 
nilai  parameter  kernel  yang  sesuai  dengan  sebaran 
data yang akan digunakan. 
 
3.2 Metode Regularisasi 
 
Metode  regularisasi  melibatkan  penambahan 
informasi untuk mengatasi permasalahan singularitas.  
Idenya adalah dengan menambahkan nilai konstan   , 
yang  disebut  sebagai  parameter  regularisasi,  ke 
elemen  diagonal  dari  matiks  total  scatter,  dimana 
   > 0.  Regularisasi  akan  menstabilkan  estimasi 
matriks  kovarian  sehingga  dapat  memperbaiki 
performa klasifikasi. 
 
3.3 KRDA 
 
KRDA  merupakan  metode yang diusulkan untuk 
mengatasi permasalahan  singularitas dan overfitting. 
Kinerja metode KRDA sangat bergantung pada nilai 
parameter  regularisasi  dan  parameter  kernel  yang 
digunakan.  Dengan  nilai  parameter  regularisasi  dan 
parameter  kernel  yang  tepat,  permasalahan 
singularitas  dan  overfitting  pada  uncorrelated 
discriminant  analysis  dapat  teratasi.  Jika  nilai 
parameter regularisasi terlalu besar akan mengganggu 
informasi matriks scatter, sedangkan jika terlalu kecil 
tidak  cukup  efektif  untuk  menyelesaikan 
permasalahan singularitas dan overfitting [5]. 
Algoritma KRDA bertujuan mencari vektor-vektor 
diskriminan. Vektor diskriminan tersebut  merupakan 
eigenvector yang bersesuaian dengan (k-1) eigenvalue 
maksimum dari (  
  +    )   
 
 
yang dihasilkan dari 
persamaan berikut ini [5] : 
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dan  nilai  parameter  regularisasi  0 R   .  K 
merupakan matriks kernel. 
Persamaan  (18)  memperlihatkan  kolom  dari 
B  yang  diberikan  oleh  (k-1)  eigenvector  teratas 
ekivalen  dengan  menyelesaikan  permasalahan 
generalized eigenvalue, sebagai berikut : 
(  
  +    )   
    =            (19) 
Properti  KRDA  dibangun  dengan  meregularisasi    
  
dalam  KRDA,  yaitu  dengan  meregularisasi  nilai 
eigenvalue nonzero.  
Dua  langkah  dilakukan  untuk  menghitung 
eigenvector  dari  (  
  +    )   
 ,  yang  merupakan 
vektor diskriminan pada KRDA [5]. Langkah pertama 
adalah  menghitung  Singular  Value  Decomposition 
(SVD) matriks kernel K untuk diambil nilai matriks 
left singular (U1), menurut persamaan : 
T
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dimana r
rxr adalah diagonal, dan r = rank(K).  
Langkah  kedua  adalah  menghitung  SVD  dari 
K
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dan  eigenvector  diberikan  oleh  kolom  dari  matriks 
  
2 / 1 ~    , dimana  r
2
r
~
      . 
Proses  KRDA  secara  keseluruhan  dapat  dilihat 
pada langkah-langkah berikut ini : 
1.  Pembangkitan matriks kernel training (KTraining) 
dan  matriks  kernel  testing  (KTesting)  dengan 
menggunakan fungsi kernel. 
2.  Menghitung matriks kernel terpusat (  
 ) dengan 
menggunakan Ktraining. 
3.  Menghitung  SVD  matriks  KTraining  untuk 
diambil  nilai  left  singular  matriks  (U1), 
T
rU U KTraining 1 1  . 
4.  Menghitung  matriks  kernel  terpusat  tereduksi,
 
K
b
T
L b H U H 1 ,  dan r=rank(KTraining) 
5.  Menghitung  matriks  kernel  training  dan  matriks 
kernel  testing  tereduksi,    
  ←   
           dan 
KTesting U K
T i
L 1
ˆ
 . 
6.  Menghitung matriks regularisasi,                       
     ← (  
  +   )     ⁄  
7.  Menghitung SVD dari matriks kernel regularisasi,
T
b b b L b V U K    ,
~
. 
8.  Menghitung  G  yang  merupakan  matriks 
diskriminan KRDA,    ←       . 
9.  Menghitung  matriks  transformasi  KRDA,        
  
  ←     
  dan
i ˆ
L
T i ˆ
L K G K   . 
10.  Lakukan klasifikasi 1NN untuk matriks   
  dan   
 ̂  
untuk menghitung akurasi klasifikasi.  
Pada  uji  coba  ini  digunakan  metode  1-Nearest 
Neighbour (1NN) sebagai mesin klasifikasi. 
 
4.  Penentuan  Nilai  Regularisasi  dengan  Particle 
Swarm Optimization (PSO) 
 
4.1 Algoritma PSO 
 
Algoritma PSO diperkenalkan oleh Kennedy dan 
Eberhart  pada  tahun  1995,  yang  diinspirasi  oleh 
perilaku  sosial  dari  binatang,  seperti  sekumpulan 
burung  dalam  suatu  gerombolan  (swarm)  [6].  PSO 
terdiri dari sekumpulan  partikel  yang  mencari posisi 
terbaik, yang merupakan solusi terbaik untuk masalah 
optimasi  dalam  ruang  fitur  pencarian.  Pada  setiap 
generasi, setiap partikel bergerak ke arah posisi lokal 
terbaik  dan  posisi  global  terbaik.  Proses  pergerakan 
dan update kecepatan serta posisi dari setiap partikel 
dinyatakan dengan persamaan [7] : 
   
    =      
  +   .    .(   
  −   
  ) + 
                              .    .       
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    =    
  +    
    (23) 
 
dimana  t  =  iterasi  ke-t,  C1  and  C2  =  faktor 
pembelajaran,  rand  =  random  angka  positif  [0…  1] 
berdistribusi  normal,  α  =  faktor  konstrain  untuk 
mengontrol  bobot  kecepatan,    =  koefisien  bobot 
inersia,  xid  =  posisi  partikel  i,  vid  =  kecepatan  dari 
partikel i, pid = posisi terbaik dari partikel i, pgbest = 
posisi terbaik dari semua partikel. 
Bobot  inersia  digunakan  untuk  mengontrol 
konvergensi  tingkah  laku  partikel  PSO.  Untuk 
mengurangi    bobot  pada  setiap  pertambahan  iterasi 
generasi, digunakan persamaan berikut [7] : 
  =       
          
       
∗                        (24) 
dimana       dan        adalah  bobot  inersia 
maksimum  dan  minimum  yang  diperbolehkan,  iter 
adalah  indeks  generasi  sekarang  dan  itermax  adalah 
jumlah maksimum generasi. 
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Gambar 1. Diagram Alir Proses Penentuan Parameter 
Regularisasi dengan Algoritma PSO 
 
4.2 Penentuan parameter regularisasi KRDA dengan 
PSO 
 
Penentuan  nilai  parameter  regularisasi  R  pada 
KRDA  dilakukan  oleh  PSO.  Proses  iterasi/ 
pembangkitan  generasi  PSO  dilakukan  terhadap 
perubahan  nilai  partikel  yang  menyatakan  nilai 
parameter  regularisasi  R.  Nilai  fitness  tiap  partikel 
diukur  dari  nilai  akurasi  klasifikasi  pada  KRDA 
menggunakan  nilai  parameter  regularisasi  R  yang 
dihasilkan  oleh  setiap  partikel  PSO.  Untuk  setiap 
iterasi,  nilai  partikel  diupdate  kecepatan  dan 
posisinya,  dan  dipilih  partikel  terbaik  yang 
menghasilkan  akurasi  klasifikasi  terbaik.  Iterasi 
generasi  berakhir  sampai  kriteria  selesai  terpenuhi, 
dan  didapatkan  parameter  regularisasi  optimal  yang 
mempunyai  akurasi  klasifikasi  terbaik.  Proses 
optimasi parameter regularisasi oleh PSO ditunjukkan 
pada Gambar 1. 
 
5.  Uji Coba dan Analisa 
Uji coba menggunakan 4 dataset, yaitu iris, wine, 
ionosphere yang didapat dari UCI Machine Learning 
Repository  [8]  serta  dataset  svmguide2  dari  aplikasi 
bioinformatika  [9].  Deskripsi  dari  masing-masing 
dataset dapat dilihat dari Tabel 1. Parameter PSO yang 
digunakan pada uji coba ini sebagai berikut : jumlah 
generasi  diset  30,  jumlah  partikel  sebanyak  30, 
koefisien  C1  dan  C2  masing-masing  ditentukan  0.2,  
sedangkan  bobot  inersia  masing-masing  max  =  0.9 
dan min = 0.4. 
Pada  uji  coba  akan  dianalisa  kinerja  penerapan 
PSO pada KRDA terhadap dua macam data training, 
yaitu data   training singular dan  non singular.   
Pemilihan sampel   data   training   singular   dan   
non   singular dilakukan secara  random  dan  merata  
untuk  semua kelas.  Data singular adalah data  yang 
mempunyai jumlah sampel kurang dari jumlah atribut 
dataset.  Jumlah  sampel  data  training  singular  yang 
digunakan  untuk  dataset  Iris  sejumlah  3  record, 
dataset Wine sejumlah 12 record, dataset Ionosphere 
sejumlah 32 record, dan dataset SVMGuide2 sejumlah 
18 record. Dataset non singular yang digunakan pada 
uji coba adalah data yang dipartisi secara random ke 
dalam  data  training  dan  data  testing  dengan  rasio 
sebesar 1:1. 
Uji  coba  dilakukan  sebanyak  5  kali  percobaan 
untuk  setiap  dataset.  Untuk  setiap  percobaan, 
ditentukan terlebih dahulu nilai parameter kernel () 
yang akan digunakan sebagai input pada metode PSO-
KRDA.  Penentuan  nilai    disesuaikan  dengan  data 
percobaan yang digunakan. Setelah itu, metode PSO-
KRDA dijalankan untuk mendapatkan nilai parameter 
regularisasi  (R)  optimal  yang  mempunyai  akurasi 
klasifikasi  terbaik.  Hasil  dari  penentuan  nilai  , R, 
dan akurasi terbaik menggunakan PSO-KRDA untuk 
setiap dataset dapat dilihat pada Tabel 2. Kemudian, 
untuk  setiap  dataset  non  singular,  hasil  akurasi 
klasifikasi    rata-rata  menggunakan  PSO-KRDA 
dibandingkan  dengan  akurasi  klasifikasi 
menggunakan  metode  KRDA  dan  algoritma  SVM 
pada  penelitian  [5].  Data  training  yang  digunakan 
pada penelitian [5]  adalah data non singular dengan 
proporsi  yang  sama  dengan  percobaan  PSO-KRDA 
(rasio data training:data testing = 1:1). Perbandingan 
Data  Iris    Wine  Ionosphere  Svmguide2 
Record  150    178  351  391 
Atribut  4    13  34  20 
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akurasi  klasifikasi  rata-rata  yang  dihasilkan  oleh 
algoritma PSO-KRDA, KRDA dan SVM dapat dilihat 
 
Pada Tabel 2 dapat dilihat kinerja penerapan PSO 
pada  KRDA  dalam  penentuan  R.  PSO  dapat 
membantu  menentukan  R  optimal  secara  otomatis. 
Nilai  R  optimal  bergantung  pada  nilai      sebagai 
input  PSO  dan  data  yang  digunakan.  Hasil  akurasi 
klasifikasi  menggunakan  PSO-KRDA  untuk  semua 
dataset  non  singular  sudah  baik.  Namun,  akurasi 
klasifikasi  untuk  dataset  singular  pada  dataset 
Inonosphere  masih  belum  baik.  Oleh  karena  itu, 
perbaikan masih perlu dikembangkan untuk penelitian 
selanjutnya. 
Pada  Tabel 3, akurasi  klasifikasi rata- rata PSO-
KRDA  lebih  baik  dibandingkan  dengan  klasifikasi 
KRDA  dan  klasifikasi  SVM.  Hal  ini  menunjukkan 
penerapan PSO pada  KRDA  membantu optimasi  R 
secara  otomatis,  serta  dapat  memperbaiki  akurasi 
klasifikasi  dibandingkan  dengan  menggunakan 
KRDA.  Sedangkan  SVM  dalam  klasifikasi  hanya 
menggunakan  nilai  ,  dan  didapatkan  dari  uji  coba 
hasil  akurasi  tidak  sebaik  PSO-KRDA.    Hal  ini  
menunjukkan bahwa parameter regularisasi yang tepat  
dapat meningkatkan akurasi klasifikasi.  
 
 
Tabel 1. Parameter Kernel dan Parameter Regularisasi Optimal Masing-masing Dataset 
Dataset             Data training  Parameter 
Kernel ( ) 
Parameter 
Regularisasi (  ) 
PSO-KRDA 
(%) 
Iris  Singular  0.63  0.1  95.92 
  Non Singular  0.41  0.1  100 
Wine  Singular  0.7  0.4  98.80 
  Non Singular  0.23  0.1  100 
Ionosphere  Singular  0.94  0.01  67.40 
  Non Singular  0.83  0.9  98.29 
Svmguide2  Singular  0.19  0.19  74.93 
  Non Singular  0.11  0.1  83.67 
 
Tabel 2. Perbandingan Akurasi Klasifikasi Rata-rata antara PSO-KRDA, KRDA dan SVM 
Dataset  PSO-KRDA (%)  KRDA (%)  SVM (%) 
Iris  98.67  94.67  98.13 
Wine  99.77  96.37  98.18 
Ionosphere  96.46  92.69  95.89 
Svmguide2  82.35  81.29  81.53 
 
 
 
 
6.  Kesimpulan 
Penentuan  nilai  parameter  kernel  dan  parameter 
regularisasi  sangat  berpengaruh  dalam  akurasi 
klasifikasi. Dengan nilai parameter kernel yang tepat 
sebagai input PSO, maka penerapan PSO pada KRDA 
dapat  membantu  menemukan  parameter  regularisasi 
yang  optimal    secara  otomatis.  Akurasi  klasifikasi 
menggunakan  PSO-KRDA  lebih  baik  dibandingkan 
dengan KRDA dan SVM.  
Ujicoba  PSO-KRDA  pada  paper  ini  hanya 
berfokus  pada  dataset  standar.  Pengembangan 
penelitian ini dapat dilakukan untuk penerapan PSO-
KRDA  dalam  penentuan  parameter  PSO  maupun 
parameter  kernel  yang  optimal.  Juga  dapat 
dikembangkan  untuk  aplikasi  yang  lebih  kompleks 
dan tidak linier, seperti aplikasi pengenalan wajah dan 
klasifikasi teks.  
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