Despite the emerging benefits of disordered or amorphous systems for OER catalysis, interfacing 23 these materials with semiconductor light absorbers remains an outstanding challenge. For 24 example, disordered catalyst films tend to be hydrated and are subject to drying stress-induced 25 cracking and delamination. 14 photoanode materials, which rapidly degrade under operational conditions. In the present work,
13
biphasic CoO x films with defined nanocrystalline interfaces and disordered surface layers were 14 created by PE-ALD using exposure cycles of CoCp 2 and oxygen plasma at target temperatures shows the overpotential (η) required to achieve current densities of 1 mA/cm 2 and 10 mA/cm 2 .
23
Maximum activity is observed at a deposition temperature of approximately 100 °C. However, Fig. 3 ). Furthermore, catalyst was also deposited onto tin-doped 31 indium oxide (ITO), a transparent conducting oxide. As shown in Fig. 1d , we find that the 32 catalytic activity of CoO x /ITO is also higher at lower deposition temperature, indicating that the 33 observed differences with deposition temperature are intrinsic features of the catalysts.
4
Capacitance measurements indicate that the electrochemically active surface areas per geometric 1 area do not vary as a function of deposition temperature (see Supplementary Fig. 4 shows an analysis of the film texture of the sample grown at 100 °C, which is also characteristic 28 for films grown at 300 °C ( Supplementary Fig. 7 ) and reveals no statistically significant 29 differences to account for the observed incease of catalytic activity at reduced deposition 30 temperature.
31
A striking difference observed between Fig. 2b 
Methods

21
Deposition of CoO x by atomic layer deposition (ALD) 22
Plasma-enhanced ALD (PE-ALD) allows partial decoupling of surface oxidation kinetics from substrate 23 temperature by introducing a source of highly reactive oxygen radicals to the system. 19,45 Therefore, 24 substrate temperature can be used to affect thin film properties with reduced influence on ALD surface 25 reaction kinetics. This is a powerful feature of PE-ALD and offers significant, yet underexplored, 26 potential for tailoring of catalytic materials. Here, CoO x catalyst films were deposited using a remote PE-27 ALD (Oxford FLexAl) process at substrate temperature ranging from 100 °C to 300 °C.
17,18 Cobalt 28 precursor was CoCp 2 (98% Strem Chemicals) and oxygen plasma was the oxidant. The precursor lines, 29 carrier gas lines, and the reactor walls were kept at 120 °C. The CoCp 2 precursor bubbler was heated up 30 to 80 °C and bubbled with 200 sccm of high purity Ar gas during the precursor exposure half cycles. 31
Oxygen gas flow was held constant at 60 sccm throughout the deposition process. The cobalt precursor 32 exposure half cycle consisted of 5 s CoCp 2 dosing and 5 s purging. The remote oxygen plasma half cycle 33 consisted of 1 s pre-plasma treatment, 5 s plasma exposure, and 15 s purging. The applied plasma power9 was 300 W and was applied for 5 s during the oxygen plasma half cycle. The deposition chamber was 1 maintained at 15 mTorr at all times. Unless otherwise noted, 100 PE-ALD cycles were used for film 2 formation. This was selected based on evaluation of the electrochemical potential required to reach a 3 photocurrent density of 10 mA/cm 2 from p + n-Si/CoO x electrodes as a function of the number of 4 deposition cycles (Supplementary Fig. 12 ), but future opportunity exists for optimization. ) following ultrasonic 7 solvent cleaning, followed by drying under flowing nitrogen. As described in the main text and shown in 8 Supplementary Fig. 3 , we find that the electrocatalytic activities of samples made from CoO x deposited 9 onto the native oxide of Si exhibit superior performance relative to HF-treated Si. Therefore, unless 10 otherwise noted, all CoO x /Si samples were deposited after cleaning but without etching the substrate in 11
HF. 12
Formation of p + n-Si junctions by ion implantation 13
Starting substrates were single side polished Czochralski-grown n-type (P-doped) prime grade (100) Si 14 wafers with resistivity of 3.0 -10 Ω cm. Ion implantation was employed for junction formation. Room 15 temperature implantation was performed at a 7° incident angle using . Dopant activation, both for the junction p + emitter layer and the n + back contact 19 layer, was achieved via rapid thermal annealing at 1000 °C for 15 s under flowing nitrogen. 20
Photoelectrochemical testing 21
For both electrochemical and photoelectrochemical (PEC) characterization, cyclic voltammetry (CV) was 22 performed using a Biologic potentiostat and a three electrode cell using a platinum wire as counter 23 electrode, a Hg/HgO (1 M NaOH) as reference electrode, and the CoO x -coated sample as the working 24 electrode. Unless otherwise noted, CV data were collected at a scan rate of 100 mV/s. The Si working 25 electrodes were fabricated by scratching an indium-gallium eutectic (Aldrich) into the backside of the 26 wafer and affixing a copper wire using conductive silver epoxy (Circuit Works). Direct electrical contact 27 to ITO working electrodes was achieved using conductive silver epoxy (Circuit Works). The copper wire 28 was passed through a glass tube and the wafer was insulated and attached to the glass tube with Loctite 29 615 Hysol Epoxi-patch or 7460 adhesive. Electrodes were dried overnight before testing. The supporting 30 electrolyte was aqueous 1 M NaOH prepared using MilliQ water (18.2 MΩ·cm). All measurements were 31 performed using an air saturated solution. PEC CV tests were performed at 100 mW/cm 2 using a Solar 32 Light 16S-300-005 solar simulator equipped with an AM1.5 filter set and the sample was illuminated 33 through a quartz window of the cell. Steady state polarization Tafel analysis was performed after 1 correcting IR drop correction. 2
In order to determine if the surface roughness, and thus solid/liquid interfacial contact area, varies as a 3 function of deposition temperature, the double-layer capacitance was measured by collecting CVs as a 4 function of scan rate. The relative electrochemically active surface areas were calculated from the linear 5 slope of the scan rate dependent current density at the center point potential of the sweep. To eliminate 6 pseudocapacitance contributions, measurements were performed in an acetonitrile solution with 0.1 M 7 tetrabutylammoniumhexafluorophosphate as the electrolyte instead of the aqueous NaOH solution used 8 for the electrochemical activity measurements. 9
Chonoamperometric stability tests were performed under simulated AM1.5G radiation at 1 Sun using an 10 Oriel Sol3A. Samples were mounted into acrylic cells using compression-fit gaskets and electrolyte flow 11 was established using a peristaltic pump to prevent bubble accumulation on photoelectrode surfaces. 12
Measurements were performed at an applied electrochemical potential of 1.8 V vs. RHE in 1 M NaOH. 13
Aliquots of electrolyte were removed every ~24 h for ICP-MS analysis (see below). 14
Inductively coupled plasma mass spectrometry (ICP-MS) 15
ICP-MS was performed using an Agilent 7900 system run using He mode. The internal standard was Ge, 16 Sample solutions, collected at various times during the stability tests, were run as-is. 21
Atomic Force Microscopy (AFM) 22
AFM measurements were performed using a Bruker Dimension Icon system operated in Scanasyst mode 23 with Si tips (Bruker, Scanasyst -Air). 24
X-ray photoelectron spectroscopy (XPS) 25
XPS was performed using a monochromatized Al Kα source (hν = 1486.6 eV), operated at 150 W, on a 26
Kratos Axis Ultra DLD system at takeoff angles of 0° and 55° relative to the surface normal, and pass 27 energy for narrow scan spectra of 20 eV, corresponding to an instrument resolution of approximately 600 28 meV. Spectral fitting was done using Casa XPS analysis software. Spectral positions were corrected using 29 adventitious carbon by shifting the C 1s core level position to 284.8 eV and curves were fit with quasi-30 Voigt lines following Shirley background subtraction. We note that the spectral components from cobalt 31 oxides overlap, making it difficult to distinguish between different oxides, though differentiation of Co 2+ 32 11 from Co 3+ is possible since the unpaired electrons from Co 2+ result in a distinct satellite structure at higher 1 binding energies. In the present work, we constrained fitting to three parameters by using differential peak 2 positions, relative amplitudes, and approximate widths reported by Biesinger et al.
24
3 X-ray absorption spectroscopy (XAS) 4 X-ray absorption spectra (XAS) were collected on beamline 7-3 at the Stanford Synchrotron Radiation 5 Lightsource (SSRL) with an average current of 500 mA and an electron energy of 3.0 GeV. The radiation 6 was monochromatized with a Si (220) double-crystal monochromator which was detuned to 50% of flux 7 maximum at Co K-edge. A N 2 -filled ion chamber (I 0 ) was used to monitor the intensity of the incident X-8 rays in front of the sample. XAS data were recorded as fluorescence excitation spectra using a 30-9 element Ge solid-state detector (Canberra). The monochromator energy calibration was done with the first 10 peak maximum of the first derivative of Co foil spectrum (7709.5 eV). Powder reference samples were 11 diluted with boron nitride (~1% w/w) and then packed into 0.5 mm thick aluminum sample holders using 12 kapton film windows on both sides. Data reduction of the XAS spectra was performed using SamView 13 . 18
Transmission Electron Microscopy (TEM) 19
High resolution electron microscopy is known to be challenging since the probing electron beam can alter 20 the genuine structure before atomic resolution is reached. Minimization of beam-sample interactions is 21 particularly important for understanding the structures of low-temperature and potentially disordered thin 22 films, such as those investigated here. Recently, remarkable progress has been made in overcoming these 23 limitations by applying low dose rate in-line electron holography. 47, 48 In this work, electron microscopy 24 was performed at the Molecular Foundry using microscopes operated at 300 kV. Images in Fig. 2a were 25 recorded with the One Angstrom Microscope. 49 All other experiments were performed with TEAM 0.5.
50
26
The instrument allows control of beam-sample interactions by producing in-line holograms from image 27 series with variable dose-rates and by solving the phase problem. 48 The method builds on best practices 28 that were developed for the imaging of biological objects but uses large image series to obtain the needed 29 contrast in atomic resolution images. A resolution well below 1 Å is shown in Supplementary Fig. 5 that 30 allows for a reliable identification of crystal structures from real space images by indexing diffraction 31 spots using established crystal structures. 22 All reconstructions of exit wave functions and other 32 calculations were done with the McTempas software package (Kilaas).
12
In the low magnification mode, we recorded single images at a large underfocus, f, (Fig. 2b,c) where 1
Fresnel fringes become prominent and differentiate the individual grains. As a result, specific spatial 2 frequencies occur in the low spatial frequency spectrum of the Fourier Transform that characterize the 3 average grain size, as shown in the insets of Fig. 2b,c . In high resolution images, individual grains are 4 visible that we approximate by squares of area A
2 . An average grain size, A, can be estimated by counting 5 the number of grains, N, in a known field of view B = N×A 2 . Figure S8a summarizes these measurements 6 for a recording of the same object with increasing dose rates, which allows the study of electron beam-7 induced grain growth and restructuring, as shown in Supplementary Fig. 8b ,c, as well as the 8 Supplementary Video. 9
Grain orientations were measured by taking a local Fourier Transform of individual grains from the 10 reconstructed in-line holograms (i.e. complex electron exit wave functions), which are local nano-11 diffraction patterns (Fig. 2d) that cannot be obtained by direct diffraction work in broad beam mode. 12
Texture analysis is limited by statistics since individual zone axis orientations can only be determined for 13 grains that exhibit two independent sets of diffraction spots. Nevertheless, roughly 30% of the grains 14 exhibit independent sets of diffraction spots that can be indexed to calculate zone axes orientations (Fig.  15 2d inset and Supplementary Fig. 7 ). The measured grain orientations cover most regions of the 16 stereographic triangle of the cubic fcc single-crystal. 17
A standard cross-section sample preparation was performed using an Ar ion mill to thin samples 18 consisting of CoO x deposited on the native oxide of crystalline (100) Si substrates (Fig. 2a) . For plane 19 view observations, however, we deposited CoO x directly onto an electron transparent silicon nitride 20 membrane so that no additional sample preparation was necessary. Therefore, we can exclude any 21 preparation-induced sample alteration that can occur during an exposure of small nanocrystals to the 22 energetic beam of argon ions that is typically used for sample thinning. Depositions at both 100 °C and 23 300 °C yield continuous thin films that are composed of a monolayer of nanocrystalline material, which is 24 determined by the absence of any Moire fringes. 25
Movie: The movie depicting crystal growth by surface diffusion and grain re-orientation was generated 26 from the focus series marked by a circle in Figure 3 . It consists of 60 images that were split into 6 series 27 with 10 images, each, to reconstruct 6 wave functions. The phase of these six reconstructed electron exit 28 wave function is shown as six images of a movie that lasts 0.5 seconds. Thus, a recording time of ~100 29 seconds is compressed into 0.5 seconds and the physical processes are shown accelerated by a factor of ~ 30 The manuscript was written through contributions of all authors. All authors have given approval
13
to the final version of the manuscript.
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( Supplementary Fig. 11 ), even after 72 h of operation.
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