A report to have responded slowly was reinforced after a fixed-ratio schedule, whereas a report to have responded rapidly was reinforced after a differential-reinforcement-of-Iow-rate schedule. All 5 undergraduates reported they had responded slowly when the last interresponse time during the preceding schedule had been short, and had responded rapidly when the last interresponse time had been long. This referent-report relation was not observed when every report was reinforced nondifferentially. The results demonstrate that the self-reports were affected by the differential reinforcement when schedule performances were their referent.
Psychology often has asked people what they knew about their behavior. Answers to such a question may be called self-reports. Selfreports, which form the basis of surveys, clinical interviews, many standardized psychological assessments, and postexperimental interviews provide information about public and private events and responses not directly observed by investigators. Self-reports as measuring instrumentation encompass large numbers of investigation and have contributed to psychology's database. Self-reports also are said to have another role, that of a type of operant behavior (Critchfield, Tucker, & Vuchinich, 1998) . Critchfield et al. insisted that similar to other behaviors, self-reports also might vary as a function of environmental conditions. However, relatively few studies have used laboratory conditions to examine the reports as behavior under potential environmental control. The present study focused on the experimental analysis of self-reports as behavior.
Self-reports have been considered as a behavior consisting of two primary components, a referent event such as responses or the relation between responses and consequential stimuli, and the act of reporting (Critchfield et aI., 1998) . Within the experimental analysis of behavior, human self-reports have been investigated intensively and almost exclusively by T. S. Critchfield and his colleagues (e.g., Critchfield, 1993a Critchfield, , 1993b Critchfield, , 1994 Critchfield, , 1996a Critchfield, , 1996b Critchfield & Perone, 1990a , 1990b , 1993 . In their earliest study (Critchfield & Perone, 1990a) , for example, undergraduate students performed a delayed matching-to-sample (DMTS) task in which monetary reinforcement depended on correct responding within a time limit. In some experimental conditions, feedback about reinforcement was omitted or postponed after each response, and instead subjects were asked whether reinforcement had been earned. Critchfield and Perone (1990a) found that the subjects' self-reports were generally accurate although the reports had never been reinforced in the laboratory. They also found that the self-reports became less accurate when the choice responses in the DMTS task occurred at the stricter time limits.
Being controlled by consequences is a defining characteristic of operant behavior. If self-reports are a type of operant behavior, therefore, the reports should be affected by consequences. However, we found only one published study demonstrating the effects of consequences on selfrepo rts (Critchfield & Perone, 1993) . As in the ir previous experiments (Critchfield & Perone, 1990a) , subjects in Experiment 2 of Critchfield and Perone (1993) were asked whether the choice had produced a point exchangeable for money. In one condition (the "truth" condition), accurate reports produced a point gain and inaccurate reports produced a point loss, whereas accurate and inaccurate reports respectively produced a point loss and gain in another condition (the "lie" condition). Critchfield and Perone (1993) found that the percentage of accurate self-reports was high in the truth condition and low in the lie condition .
All of the previous studies of the human self-reports cited above (Critchfield, 1993a (Critchfield, , 1993b (Critchfield, , 1994 (Critchfield, , 1996a (Critchfield, , 1996b Critchfield & Perone, 1990a , 1990b , 1993 used only DMTS tasks for producing the referent, and this may restrict the generality of their results. Within the experimental analysis of behavior, an enormous body of empirical research and theoretical commentary exists concerning schedules of reinforcement and their effects (Ferster & Skinner, 1957; Lattal , 1991; Morse, 1966; Zeiler, 1977) . Especially with human subjects, their performances under the schedules often have been claimed to be different from those with nonhuman animals, and considerable research has been devoted to identifying the human-nonhuman differences and similarities in the schedule sensitivity (e.g., Baron , Kaufman , & Stauber, 1969; Galizio, 1979; Hayes, Brownstein, Zettle, Rosenfarb, & Korn , 1986; Lowe, Beasty, & Bentall , 1983; Matthews, Shimoff, Catania, & Sagvolden, 1977; Weiner, 1964) . Thus, it is interesting to examine whether findings of self-reports of the DMTS performances can be replicated when the referent is the schedule performances.
Although the research focus was out of the self-reports as behavior, at least two findings on human schedule sensitivity may relate to the present issue. First, there was a systematic relation between performances under reinforcement schedules and verbal descriptions of the schedule contingencies (see reviews by Kerr & Keenan , 1997; Lowe, 1979; Vaughan, 1989) . For example, Lippman and Meyer (1967) asked their subjects the condition for producing reinforcers following the experiment with a fixed -interval schedule. Subjects who responded at a high rate reported that a number of responses were required for the reinforcers, whereas subjects who responded at a low rate reported that reinforcers were available after an interval of time. Second, verbal descriptions of schedule contingencies were affected by their consequences (Catania, Matthews, & Shimoff, 1982; Catania, Shimoff, & Matthews, 1989; Matthews, Catania, & Shimoff, 1985; Shimoff, Matthews, & Catania, 1986; Torgrud & Holborn , 1990) . Catania et al. (1982) , for example, arranged that undergraduate students' button presses produce points exchangeable for money according to multiple random-ratio (RR) random-interval (RI) schedules, with separate buttons for each schedule. During interruptions of the multiple schedule, the subjects completed written sentences describing the way to earn points on each button. When certain written descriptions were followed by awarding points, the descriptions were changed so that they could produce more points. It should be noted that these verbal data cited above have been collected in different ways from those of the self-report experiments. For example, the reports in the studies of the schedule sensitivity were concerning not what the subjects had done but what schedules had been in effect, and were collected not after every single exposure to a trial but after exposure to a number of reinforcers or to the entire experiment. With these limitations, their findings (e.g ., Catania et ai., 1982; Lippman & Meyer, 1967) suggest that the results of self-reports (e.g. , Critchfield, 1993a Critchfield, , 1993b Critchfield, , 1994 Critchfield, , 1996a Critchfield, , 1996b Critchfield & Perone, 1990a , 1990b , 1993 may be replicated when the referent is a schedule performance.
The present study examined effects of consequences on self-reports when reinforcement schedules were used for producing their referent. The basic procedure was adopted from experiments investigating nonhuman self-reports (e.g., Lattal, 1975; Rilling & McDiarmid, 1965) . This kind of experiment typically exposes an animal to one of two different reinforcement schedules without stimuli correlating the schedule in effect, where the schedule is used as the referent. When the schedule requirement is met, the animal is required to select one of two choices. The choice is reinforced depending on the preceding schedule. Using such a procedure, investigators have found , for example, that pigeons correctly "reported" schedules in effect between differential-reinforcement-of-Iow-rate (DRL) and differential-reinforcement-of-other-behavior (DRO) schedules (Lattal, 1975) , or values of a fixed -ratio (FR) schedule (Rilling & McDiarmid, 1965) . In the present study, responding according to either FR or DRL schedules produced a report link in which a question about the most recent responses and two sentences for the answer to the question were presented on a display monitor with a touch screen. Selecting the sentence was reinforced depending on the preceding schedule.
Until now, Barnes (1994, 1995) exceptionally have demonstrated that humans reported what they had done before using a procedure similar to that of nonhuman self-reports described above. In their experiments, subjects were initially exposed to FR or DRO schedules. Then a choice between two or three nonsense syllables was reinforced depending on the preceding schedule. The subjects correctly reported whether they had responded or not (Dymond & Barnes, 1994) , or the number of responses they had emitted (Dymond & Barnes, 1995) . The present subjects, by contrast, were exposed to FR or DRL schedules, and chose one of two sentences usually used for reports in a verbal community of the subjects, such as "Touched the circle rapidly many times" or "Touched the circle slowly with a pause." Critchfield and Perone (1993) obtained the effects of consequences only when the reports in the lie condition were compared with those in the truth condition. This result suggests that a referent-report relation, which is radically different from that usually is reinforced in a verbal community of the subjects, can be a screening for consequential control of selfreports. Thus, in one condition of the present experiment, selecting the sentence to have responded slowly was reinforced when the preceding schedule had been the FR, whereas selecting the sentence to have responded rapidly was reinforced after the DRL.
The present study also attempted to identify the referents actually controlling the reports. Similar to Lattal (1975) , the present procedure used two schedules for producing referent responses. Under such a condition, however, not only the responses but also the schedules can control the reporting. Probably because the research focus was on the discriminative properties of schedule contingencies, Lattal solved this problem by selecting schedules that both produced low-rate responding (DRL and DRO), and concluded that pigeons' reports were under control of the schedule contingencies. By contrast, the present study attempted to isolate influences of responses from those of schedule contingencies by replacing sometimes FR or DRL schedules with a variable-interval (VI) schedule. Performances at these probe trials would provide information concerning the variables affecting the subjects' reports.
Method

Subjects
Participants were 2 male and 3 female undergraduates recruited from an educational psychology course at Osaka Kyoiku University. They were 18 to 22 years old, and none had experience with operant conditioning experiments. Japanese was the native language of each subject.
Apparatus
The experimental room was 1.70 m wide, 2.20 m deep, and 2.17 m high. A Nihon Electric Company PC-9821 AP microcomputer, located in an adjacent room, was used to control the experiment. The subject sat facing a color display monitor (250 mm wide by 180 mm high) equipped with a Micro Touch Systems touch screen on a desk. One or two white circles (55 mm diameter for each) were presented on the black screen of the display monitor, and each touch on the circles (operandum) was defined as a response. The one circle was in the middle center of the monitor for schedule performances. The two circles for reports were in the left and right center, respectively, 115 mm apart from center to center. All inter-event times were recorded , with 50-ms resolution , in real time. A white circle (30 mm diameter) was presented in the bottom left of the monitor, and each touch on that circle (defined as a consummatory response) produced 100 points. Each touch to the circles was accompanied by a sound through a speaker beneath the desk. Points accumulated in the session were presented on the top right of the monitor.
Procedure
Subjects were required to sign an informed consent agreement that specified the frequency and duration of their participation in the experiment and the average earnings for such participation.
A 90-min experimental period was conducted once per day, two times per week. During this 90-min period , a maximum of seven sessions occurred. Sessions were separated by 2-to 3-min breaks during which the experimenter recorded the data and changed the conditions if that was called for by the research plan. Upon completion of the experiment, subjects were paid for participation (100 yen per 90 min, approximately .81 U.S. dollars) and performance (2 yen per 100 points) and were debriefed.
Subjects 8 and 9 were exposed to the preliminary training , differential reinforcement, and nondifferential reinforcement conditions in that order. Subjects 7, 11 , and 10 experienced the preliminary training, nondifferential reinforcement, and differential reinforcement conditions in that order.
Preliminary training condition. Subjects were asked to leave objects having timing or communicating functions such as wristwatches and cellular phones. After being escorted into the room , each subject was asked to read the instructions. The instructions were written in Japanese and their English translation follows :
Your task is to earn points. A hundred points are worth two yen . In addition , you will be paid 100 yen for every day you spend in the experiment. Total payment will be made at the end of the experiment.
A circle will be shown in the center of the display monitor. If you touch the circle in certain ways, the center circle will disappear, then a small circle will appear in the bottom of the display monitor. By touching the small circle, you can earn points. Accumulated points will be shown in the top right of the display monitor.
The words "READY" and "GO" will appear in sequence on the display monitor. When the word "GO" disappears, do the task until the words "GAME OVER" appear on the display monitor.
During the task, the word "WAIT" may appear on the display monitor. When this word appears, please wait unti l the center circle reappears.
The typed set of instructions remained on the desk throughout the preliminary training condition. Questions regarding the experimental procedure were answered by telling the subject to reread the appropriate sections of the instructions. Then the words "READY" and "GO" were presented in sequence in the top left of the display monitor. After the word "GO" disappeared, a circle, which served as the operandum, was presented in the center of the display monitor.
When the schedule requirement was met, the center circle was darkened and the circle for the consummatory response was presented in the bottom left of the monitor. A touch during a 3-s consummatory response period darkened the circle and accumulated 100 points on the top right counter, followed by a timeout. The timeout was used to bring the total time for the latency for the consummatory response plus the timeout to 3 s. If the subject did not touch the circle during the consummatory response period, no point accumulation followed , but this did not occur throughout the present experiment.
A two-component mixed schedule was used. During the first three sessions of the preliminary training condition, a mixed FR DRL schedule was in effect, of which each component was presented once per session and lasted until 30 reinforcers occurred . The interval between components was 1 min, during which the word "WAIT" was presented at the top left of the monitor. After 60 reinforcers occurred, the words "GAME OVER" appeared at the top left of the monitor. The schedule value in each component was increased progressively over these three sessions. That is, the values for the FR and DRL schedules in the first, second, and third sessions were 5 responses and 1 s, 10 responses and 2 s, and 15 responses and 3 s, respectively. The order of the two components was random across these sessions.
During the fourth and the fifth sessions of the preliminary training condition, a fixed-time (FT) schedule was followed by an FR schedule. That is, a mixed (tandem FT 3-s FR 5) (DRL 3-s) schedule was in effect. Each schedule component (tandem FT 3-s FR 5 or DRL 3-s) could change after every reinforcement. The order of the components was random, with the restriction that the same component could not occur for more than three consecutive reinforcers and 30 reinforcers could occur in each component in a session. This tandem FT FR schedule was selected rather than a simple FR in an attempt to equalize the amount of time spent in the ratio schedule to that in the DRL schedule.
Instructions following the preliminary training condition. Following the preliminary training, a typed set of instructions replaced the old one. Each subject was told that the instructions had changed and was asked to read the new instructions carefully. The instructions were identical to those presented in the preliminary training condition except that the final paragraph was omitted and the second paragraph was modified as follows:
A circle will be shown in the center of the display monitor. If you touch the circle in certain ways, the center circle will disappear, then a question "How did you touch the circle?" and choices for your answer will appear in the display monitor. Please answer how you touched the circle by touching a circle below one of the choices. Then the question, choices and circles will disappear and a small circle may appear in the bottom of the display monitor. By touching the small circle, you can earn points. Accumulated points will be shown in the top right of the display monitor.
Differential reinforcement condition. At the beginning of each trial, an operandum circle was presented in the center of the display monitor. During this referent link, tandem FT 3-s FR 5 or DRL 3-s schedule was in effect. These two schedules were quasi-randomly presented on different trials (details are described below).
When the schedule requirement was met, the center circle disappeared and the report link was initiated with no delay. Two side circles presented in the center of the monitor. A question was presented 37 mm from the top of the monitor. Two sentences for the answer were presented 7 mm below the question and 5 mm above the circles. These question and sentences were written in Japanese and their English translation, respectively, were "How did you touch the circle?" 'Touched the circle rapidly many times," and "Touched the circle slowly with a pause." The sentences "rapidly" and "slowly" were quasi-randomly presented on the left and right in the monitor on different trials.
During this condition, a contingency of do-say contradiction was in effect. That is, if the tandem FT 3-s FR 5 schedule had been presented during the referent link, a single response on the side-circle below the sentence "slowly" resulted in the 3-s consummatory response period. If the DRL 3-s schedule had been in effect, a single response on the sidecircle below the sentence "rapidly" produced the 3-s consummatory response period. Responses to the incorrect circle produced a 3-s timeout. A new trial began immediately after a consummatory response or a timeout period. A correction procedure was used so that an incorrect response on the circles resulted in reexposure to the same schedule in the referent link until a correct choice response occurred (ct. Lattal, 1975) , or until three incorrect responses occurred in succession, whichever came first. In the latter case, a forced trial was used in which only the correct choice and circle were presented in the report link after the exposure to the same schedule. Data from the correction and forced trials were not included in the analysis.
Except for the correction and forced trials, each session consisted of 60 trials arranged in 15 blocks. Each block included each of four trial types constructed by the combination of the schedules of the referent link (tandem FT 3-s FR 5 and DRL 3-s) and of the locations of the sentences of the report link ("rapidly" left and "slowly" right, and "slowly" left and "rapidly" right) in randomized order. The mastery criterion was 90% correct (i.e., 27 of 30 trials correct in each schedule excluding the correction and forced trials) for two consecutive sessions (Rilling & McDiarmid, 1965 ) after a minimum of five sessions. When the mastery criterion described above was met, probe test trials were interspersed quasi-randomly among baseline trials of the dosay contradiction contingency. The probe trials we re identical to the baseline trials except that a VI schedule was in effect during the referent link and that any responses to the circles during the report link did not produce reinforcers but resulted in a 3-s timeout. The VI probe trials were presented in the last 12 blocks of four trials, once in each block, so that each of four trial types of the baseline could be presented nine times during these 12 blocks. The length of each interval of the VI was equated to the time spent during the referent link of the latest original (not correction nor forced) trial of baseline. Table 1 shows the mean time spent du ri ng the VI probes for each subject. This probe test was conducted for five sessions. aThe labels "Nondi!." and "Oif." describe the baseline cond itions of the probe test, that is, the nondifferential reinforcement and differential reinforcement , respectively.
Nondifferential reinforcement condition.
There are at least three types of procedure for nondifferential reinforcement of reports: no reports are reinforced, all reports are reinforced, and reports are reinforced randomly on different trials (Nussear & Lattal, 1983) . However, each of them has peculiar disadvantages. No reinforcement can maintain subjects' performance only for few sessions (Mackay, 1991) . When every report is reinforced, performances that were reinforced in the previous contingency also produce a reinforcer on every trial. Thus, the reports may be hard to contact with the change in the contingencies (Galizio, 1979; Mackay, 1991) . The random reinforcement procedure permits the subjects' reports contacting with that contingency, but it produces time-consuming many non reinforced trials. For avoiding these disadvantages, by compromising the last two procedures, we devised a unique procedure for nondifferential reinforcement of the reports, as described below.
Except for the correction and forced trials, each session in the nondifferential reinforcement condition consisted of 68 trials. During the report link of the first eight trials, single touches to the left and right circles were reinforced randomly (the random-reinforcement procedure) . These eight trials included each of eight trial types constructed by the combination of the schedules of the referent link (tandem FT 3-s FR 5 and DRL 3-s), the locations of the choices of the report link ("rapidly" left and "slowly" right, and "slowly" left and "rapidly" right) , and of the correct relations (tandem FT 3-s FR 5 "rapidly" and DRL 3-s "slowly," and tandem FT 3-s FR 5 "slowly" and DRL 3-s "rapidly"). During the report link of the last 60 trials, a response to whichever circle produced a reinforcer (the allreinforcement procedure). Data from the last 60 trials were included in the analysis, whe reas data from the first 8 trials were not included. Because there was no correct response, the mastery criterion was not applied to this condition. For Subjects 8 and 9, the number of sessions in this condition were self-yoked to those in the differential reinforcement condition . By contrast, it was impossible to self-yoke the number of sessions for Subjects 7, 11 , and 10 because the nondifferential reinforcement condition was followed by the differential reinforcement condition . Five sessions, within which all 6 subjects of an unpublished experiment reached the mastery criterion of the condition identical to the present differential reinforcement, were considered as suitable for the nondifferential reinforcement condition for Subjects 7, 11, and 10. Following the certain number of sessions described above , a probe test was conducted for five sessions. With the exception that the baseline trials were under the do-say nondifferential contingency, the procedure of the probe testing of this condition was identical to that of the differential reinforcement condition. Table 2 shows the number of sessions excluding the probe test sessions in the two self-report conditions for each subject. Subjects 11 and 10 required six sessions before reaching the mastery criterion in the differential reinforcement condition, whereas Subjects 7, 8, and 9 required seven sessions. Table 2 also shows the mean response rates and the mean time spent in the referent link during the last two sessions prior to the probe sessions for each subject. Except for Subject 9 in the differential reinforcement condition, the response rates were higher under the tandem FT 3-s FR 5 schedule than those under the DRL 3-s schedule for all subjects in both conditions. By contrast, there was no systematic relation between the time spent during the two schedules in the referent link. These results demonstrate that (a) high-rate and low-rate responses were established generally by the tandem FT FR and the DRL schedules, respectively, (b) these response rates or response-reinforcer relations of the referent link were correlated with choice responses of the subsequent report link, and (c) these correct responses were not correlated with the time spent during the schedules of the referent link. aThe labels "FR," "Nondif.," and "Oif.," respectively, describe the tandem FT FR schedule, the nondifferential reinforcement condition, and the differential reinforcement condition.
Results
Because there was no correct response in the nondifferential reinforcement condition, results in this condition were presented according to the same direction as those in the differential reinforcement condition. Figure 1 shows the percentage of correct responses in the differential reinforcement condition and the percentage of do-say contradiction responses in the nondifferential reinforcement condition. The final performances were at or above 90% accuracy in the differential reinforcement condition for all subjects. By contrast, the final performances in the nondifferential reinforcement condition were at or below 23% of do-say contradiction for Subjects 7, 11, 10, and 9, and ranged from 36% to 53% for Subject 8. These results suggest that all but Subject 8 showed do-say correspondence, and that none showed do-say contradiction when reports were reinforced nondifferentially. Thus, these results illustrate that the selfreports were affected by their consequences.
Number of responses to the "rapidly" and "slowly" choices following the VI probes are shown as a function of time (Figure 2 ), response rate (Figure 3) , or last interresponse time (IRT, Figure 4 ) of the probes during the all test sessions. The time and the last IRT of the probes, respectively, can correspond with an interreinforcer interval and a reinforced IRT of simple schedules. There was no systematic relation between the time spent during the VI schedule and the report (Figure 2) , nor between the response rate under the VI and the report (Figure 3) . A systematic relation was found between the last IRT of the VI schedule and the subsequent report (Figure 4 ) . When the VI probes were interspersed among the nondifferential reinforcement baseline, the choice "rapidly" was selected more frequently than the choice "slowly" after the last IRT of the VI had been under 1 s. In this condition, the "slowly" was selected more frequently than the "rapidly" after the last IRT of the VI had been at or above 2.5 s for all but Subject 8. For Subject 8, whose performances during the nondifferential reinforcement condition did not show the do-say correspondence clearly (Figure 1 ), last IRTs at or above 1 s did not correlate with the subsequent reports (Figure 4 ). When the VI probes were interspersed among the differential reinforcement baseline, the "slowly" was selected more frequently than the "rapidly" after the last IRT of the VI had been under .5 s. In this condition , the "rapidly" was selected more frequently than the "slowly" after the last IRT had been at or above 3.5 s. In sum , the analyses of the VI probes found a systematic relation of reports only to the subjects' own behaviors (last IRT of the VI schedule, Figure 4) , not to the time spent for the behaviors (Figure 2 ) .
Discussion
The previous studies on schedule sensitivity obtained verbal reports about schedule contingencies from postexperimental questionnaires (e.g., Lippman & Meyer, 1967) , or after every block of minutes (e.g. , Catania et aI. , 1982) , and found that performances under reinforcement schedules we re related to verbalizations of the schedule contingencies (Kerr & Keenan, 1997; Lippman & Meyer, 1967; Lowe, 1979; Vaughan , 1989) . The present reports were about what the subjects had done and were collected at every trial. When the repo rts were reinforced nondifferentially, all but Subject 8 reported what they actually had done before. Thus, the present results may be regarded as replicating a finding obtained in the studies of human schedule sensitivity across different procedures of measuring verbal reports.
Programming consequences contingent on a referent-report relation that is usually called "lie, " Critchfield and Perone (1993) showed the consequences to influence the self-reports when DMTS performances were the referent. The present experiment also found that do-say correspondence disappeared when reports specified behaviors topographically opposite to the prior behaviors were reinforced differentially. The present results replicate those from Critchfield and Perone using schedule performances as the referent, extending the find ing that the self-reports were affected by their consequences.
The present results may be implicated at least in two issues of selfrepo rts. First, the present results may relate with the generality of the selfreports across species. That is, the procedural similarities may permit comparing the results of self-reports between human and nonhuman animals. In the differential reinforcement condition , all the present subjects passed the mastery criterion within seven sessions. These results may be comparable to those from previous human studies, but are in striking contrast to those with nonhuman animals. For example, humans discriminated between no response and responses (Dymond & Barnes, 1994) and between no response , one response, and two responses (Dymond & Barnes, 1995) within 15 sessions of 40 trials and 10 sessions of 60 trials, respectively. By contrast, pigeons of Rilling and McDiarmid (1965) and Lattal (1975) , respectively, required about 120 and 34 sessions for discriminating between values of an FR schedule, and between DRL and DRO schedules. With such differences in the speed of acquisition, however, it is worth noting that self-reports both of humans and pigeons were controlled by their consequences.
A second implication of the present results may relate with the generality of the self-reports across behaviors. The present results extend a finding obtained from reports of DMTS performances to those of schedule performances. The present procedures, furthermore, may generate future research examining the generality of the other findings on self-reports obtained from the previous experiments with the DMTS referent (e.g., Critchfield, 1993a Critchfield, , 1993b Critchfield, , 1994 Critchfield, , 1996a Critchfield, , 1996b Critchfield & Perone, 1990a , 1990b , 1993 . For example, one of the find ings both theoretically and clinically important but out of the present scope is that self-reports sometimes affect the referent responses. Self-reports are said to be not only a measuring instrument or a type of operant behavior but also an intervention technique (Critchfield & Perone, 1990a) . When cl ients report and maintain records of clinically important behavior, socially desirable changes often follow (e.g ., Nelson, 1977) . These effects have been used extensively with a broad range of clients and behavior problems by clinical psychologists, but yet are poorly understood (Nelson & Hayes, 1981) . In the laboratory, such effects of self-reports on the referent responses have been rarely observed and are inconsistent with clinical observation. For example, Critchfield and Perone (1990a) found that the self-report procedure disrupted referent performance on the DMTS task.
In the literature on human schedule sensitivity, by contrast, Rosenfarb, Newland, Brannon, and Howey (1992) found that verbal description about schedule contingencies collected after every 4 minutes facilitated response differentiation under a multiple FR DRL schedule. The present experiment bridges the procedural gap between the self-reports and the schedule sensitivity, and it extends the results obtained from both areas. Thus, it is plausible that experiments continuing from the present one may help to explain the inconsistency of this reciprocal interaction between the referent and the report.
