JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. We analyze a continuous-time, two-stage production/inventory system. In the first stage, a common intermediate product is produced in batches, and possibly stored. In the second phase, the intermediate product is fabricated into n distinct finished products. Several finished products may be included in a single production batch of limited capacity to exploit economies of scale. We propose a planning methodology to address the combined problem of joint setup costs and capacity limits (per setup). We restrict ourselves to a class of replenishment strategies with the following properties: a replenishment strategy specifies a collection of families (subsets of items) covering all end-items; if an item belongs to several families a specific fraction of its sales is assigned to each family. Each time the inventory of one item in a family is replenished, the inventories of all other items in the family are replenished as well. We derive a simple (roughly O(n log n)) algorithm that results in a strategy whose long-run average cost comes within a few percentage points of a lower bound for the minimum achievable cost (within the above class of strategies).
Over the last couple of years, important progress has been made in the development of efficiently solvable inventory planning models for deterministic multiechelon systems with batch production runs and batch distribution activities; see e.g., Roundy (1985 Roundy ( , 1986 ), Maxwell and Muckstadt (1985) , Zheng (1987) and a recent survey by Muckstadt and Roundy (1988) . The cost structure in these, as well as virtually all other, inventory models consists of: i) inventory carrying costs, assumed to be proportional with the inventory levels of all relevant work-in-process and finished goods items; ii) variable production costs, assumed to be proportional with the production (shipment) volumes of the individual items; and iii) a fixed cost structure reflecting the costs of setups of production runs or distribution activities. As is well known from the simplest of the above models (the well known single item Economic Order Quantity model), optimal replenishment frequencies, and hence, average inventory levels, depend critically on the assumed fixed cost parameters, and it is therefore of crucial importance that an adequate representation of the setup cost structure be employed. All of the above mentioned inventory models assume that a single setup suffices for the generation of an unlimited production run or analogously that a single fixed cost suffices for the shipment of an unlimited volume. This restriction applies both to existing models with a separable setup cost structure, in which it is assumed that all items are replenished on an individual basis, incurring a fixed (item specific) cost per setup as well as those with nonseparable joint cost structures (Roundy 1986 , Zheng 1987 , Federgruen and Zheng 1988 . Such joint cost structures reflect economies of scale that may be exploited when different items are combined in the same production batch or by performing several operations or distribution activities together.
For many practical production and distribution activities, a single setup merely suffices to cover an activity volume up to a given capacity limit. In other words, the setup cost is a step function of the activity's volume instead of the conventional modeling assumption of a flat setup cost curve. This situation occurs, for example, in the following cases: i. Many a production or distribution activity is performed with equipment of limited physical capacity. Examples include production vessels or ovens of limited volume in which blending, drying or cooking operations are performed (e.g., chemical or pharmaceutical production processes), automatic guided vehicles (AGVs) used to transfer items from one production stage to the next, and limited capacity trucks used to ship items from one level in the distribution network to the next. In all these examples, different items may often be combined into a single production run (or shipment). This is sometimes achieved by compartmentalization of the vessels, ovens, AGVs or trucks.
ii. Many production processes are interrupted after a given number of production hours or after a given number of units produced, so as to perform a maintenance or cleaning job, to assess the quality of the units produced, to readjust the equipment or to replace tools. Each interruption period represents a setup so that the total setup cost of a production run varies with the total production volume as a step function.
iii. Production orders are often assigned to several parallel machines, production lines or employee pools to ensure that the entire order be completed within a specified lead-time limit. This lead-time limit translates into a capacity limit for the volume that can be produced on a single production unit with a single setup.
If all items are produced on an individual basis, i.e., if the setup cost structure is separable across the items, it is relatively easy to incorporate the above capacity limits into existing planning models; see e.g., Zheng (Chapter 6), where this objective is achieved for production/distribution networks of general topology representing general bills of materials. It appears, however, that existing methodologies are incapable of incorporating capacity limits when different items may be combined into a single production run, i.e., when the setup cost structure fails to be separable among the items.
In this paper, we propose a planning methodology to address the combined problem of joint setup costs and capacity limits (per setup) for a continuous-time, twostage, multi-item production or distribution system. (To avoid repetitious statements of the analogies between production and distribution planning problems, we cast the remainder of our description entirely within the production sphere.) We first describe the assumptions of this model.
In the first stage, a common intermediate product is produced in batches and possibly stored. In the second phase, the intermediate product is fabricated into n distinct finished products; several finished products may be included in a single production batch to exploit economies of scale. In particular, assume that a fixed cost K] is incurred for any (second stage) production run. Likewise, a fixed cost Ko is incurred whenever a new production run for the intermediate product is initiated.
We assume that customer demands for the end-items occur at constant, deterministic but item-specific rates. These demands must be filled from available inventories, i.e., backlogging is not allowed. While different items may be combined in a single production batch, the total production volume per batch cannot exceed a given capacity limit. As the above examples demonstrate, this capacity limit may be expressed, for example, as a restriction on the total volume, weight, (variable) production time or the number of packaging units (bottles, boxes) that can be assigned to a single production run.
To simplify the notation, and without loss of generality, we express all demand rates in the same, common unit as is used to express the capacity restriction (gallons, pounds, hours, bottles, boxes, etc.). Let b denote the capacity limit (b < oo). (A similar capacity limit bo may be imposed on production runs for the intermediate product. Our analysis and conclusions are easily extended for this case as long as the capacity ratio bo / b is a power-of-two value.) Simultaneous production of several batches is permitted; on the other hand, if each production run is to be performed on one of a limited number (say L) of machines or equipment pools, no more than L batches may be produced at any given point in time.
Let di denote the demand rate for item i (i = 1, . . . , n) and assume that these rates are integer valued. Inventory carrying costs are incurred at a constant rate per unit of time, per unit stored. The cost rates for the intermediate product and the n end-items may all be distinct.
We are interested in determining a production/inventory strategy minimizing long-run average costs. We assume that the variable production costs (in both stages) are linear in the production volumes; hence, these cost components may be ignored because their long-run average value is identical for all relevant replenishment strategies, with long-run average production rates equal to the demand rates.
Optimal policies may be very complex (even without joint setup costs or capacity limits per setup, see, e.g., Roundy 1985) and their complexity makes them difficult to implement even if they could be computed efficiently. As a consequence, we restrict ourselves to the following class of family-based replenishment strategies bF. A replenishment strategy in this class specifies a collection of families (subsets of items) covering all end items; if an item belongs to several families, a specific fraction of its sales is assigned to each family. Each time the inventory of one item in a family is replenished, the inventories of all other items in the family are replenished as well.
Our restriction is similar to that applied in many other joint replenishment problems, see e.g., Chakravarty, Orlin and Rothblum (1982, 1985) is an integer multiple of M*, the optimality gap (= (UB-LB)/LB) is less than 6.1%. If M* fails to divide N the gap is bounded by 0.06 + 2M*/N, which for fixed M* quickly decreases to 0.06 as the number of items increases. Also when b = oo, i.e., in the absence of production capacity constraints, the gap can be reduced to 2% regardless of any other considerations. The complexity of the algorithm is bounded by O(n log n + dmax n) where dmax = max i.. ndi is the demand rate of the largest item.
The proposed strategy specifies a collection of families, each of which is replenished at constant intervals. Production runs of the intermediate product are conducted at constant intervals as well. All replenishment intervals are powers-of-two times the smallest such interval; this strategy is thus easy to implement. Such policies are referred to as power-of-two policies. Note that the replenishment epochs of any given product are equidistant as well, even though a product may belong to more than one family. This follows immediately from the power-of-two property of the replenishment intervals. The inventories of any given family of items are, at each production run, replenished by constant amounts, but consecutive production volumes of the intermediate product may vary, according to a simple periodic pattern.
Note that under a power-of-two policy, production runs for a family with the lowest replenishment frequency, coincide with production runs for all other families. (Assume, for example, that three families are employed. A power-of-two policy may prescribe, for example, that the first family be replenished on a daily basis, the second family every other day and the third one, once per eight days. Assuming that at time zero we start with an empty system, three simultaneous production runs are required at times t = 8, 16, 24, . . . etc., one for each family.) Thus, if each production run is to be performed on one of a limited number of machines or equipment pools, it is required that L, the number of families, be bounded by the number of machines.
The assumption that all demand rates are constant and deterministically known, although common to all of the above mentioned planning models, represents a serious restriction. This assumption may be valid when applying the model to the production of components by assembly plants (e.g., in the automobile, chemical and pharmaceutical industries; these plants often operate under deterministic regular schedules for their end items). In many other settings, however, sales volumes are subject to a considerable degree of uncertainty or nonstationarity. We believe that our model continues to be useful in such settings when applied in a hierarchical planning mode, for the purpose of determining optimal replenishment frequencies for the intermediate product and each enditem. With these parameters fixed, inventory rules could be determined on the basis of some of the available two-stage stochastic inventory models, see e.g., Eppen and Schrage (1981) and Zipkin (1984a, b, c and ). This would, for example, allow for an adequate determination of safety stocks.
We complete this Introduction with a review of related inventory planning models and an outline of the remainder of the paper. In our review, we restrict ourselves to models addressing single-stage or two-stage production or distribution systems. We refer to Maxwell and Muckstadt (1985) , Roundy (1986) ) As in all previous references, it is assumed that an unlimited production volume may be generated at the expense of a single setup.
For a given collection of families, and in the absence of production capacity constraints, i.e., when b= oo the remaining problem reduces to identifying an optimal inventory replenishment strategy in the one-warehouse, multiple retailer lot sizing model analyzed by Roundy (1985) , where the intermediate product plays the role of the warehouse and each family plays the role of a single retailer. (As before, Roundy's model allows for the fixed procurement cost to be retailer dependent.) Roundy (1985) has identified a simple O(n log n) procedure for this "one-warehouse-multiple-retailer" model which results in a power-of-two-policy whose cost is guaranteed to come within 2% of the minimal cost, as achievable under any strategy! (Here, n represents the number of retailers.) Queyranne (1987) has shown that this algorithm can be implemented in 0(n) time. Muckstadt and Roundy (1987) consider a related one-warehouse, multiple retailer, multiple item model with a fixed order cost at each retailer which is independent of the specific items ordered. In this paper, the class of policies is restricted to nested power-of-two policies. The nestedness condition means that every time a shipment of an item is received at the warehouse, a shipment of the item is made to each retailer as well. (Roundy 1985 In Section 1, we derive some preliminaries and summarize the analysis. In Section 2, we show how a lower bound for the minimum system-wide costs (within the class 4b) may be computed efficiently. In Section 3, we describe a simple procedure that results in a feasible replenishment strategy of the above described structure; we show that its long-run average cost comes within a few percentage points of the lower bound, obtained in Section 2. These results are obtained with the help of efficient algorithms for a general class of structured partitioning problems addressed in Anily and Federgruen (1990).
PRELIMINARIES AND SUMMARY OF ANALYSIS
Assume that inventories of the intermediate product incur carrying costs at a rate ho per unit and per unit of time while inventories of end-item i are charged at a rate hti, i,= 1, .. . ,n. Let hi= ht -ho (i= 1, .. . ,n) denote the echelon holding cost rate and assume that hi > 0 (i = 1,. . ., n). Since holding cost rates usually increase with the (cumulative) value added, this assumption is almost always satisfied.
Recall that the demand rates of all items are assumed to be integer-valued, or more generally, that they are integer multiples of some common quantity d, i.e., di= kid, i-1, . . ., n with ki an integer between 1 and K for some K > 1; for notational simplicity, and without loss of generality, we assume that d -1. We define a demand-item as an item with a demand rate of d = 1. Each end-item i (i = 1, . . . , n) can thus be viewed as consisting of di independent demand-items, each with unit demand rate and all with the same holding cost rate h,.
We restrict ourselves to 4, the class of strategies which employ a fixed partition of the set of demand- The partition x* is obtained by an exceedingly simple, linear time algorithm. We also identify a simple linear time algorithm that results in a vector of replenishment intervals T* such that the system-wide lower bound V= CX*(T*). Since the vector T* may fail to be a power-of-two, the corresponding replenishment strategy may fail to be feasible. However, we exhibit a simple rounding procedure which transforms the vector T* into a power-of-two vector TH; the average cost of this policy, implemented with the collection of families X*, is shown to come within a few percentage points of the lower bound V. (See the Introduction and the discussion below for a more precise statement of the optimality gap.)
EVALUATION OF THE LOWER BOUND V We first show that the functions CT(,)
may be evaluated in closed form. Let 5}; {1, 2, 3}) is not because 1(5) < 1(1). In a monotone partition, a high holding cost item is not assigned to  a set of lower cardinality than a low holding cost item. 
Rounding Procedure
Step 0. X := b/M*.
Step 1 
/ ANILY AND FEDERGRUEN
We conclude with a description and discussion of the entire algorithm required to compute the lower bound V, determine the collection of families x* and the powerof-two policy TH.
Algorithm
Step 1. Rank the end-items { 1... ,n} in ascending order of their (incremental) holding cost rates {hi: i-1, .. . , n}. Use this list to generate the collection of demand items X = { x1,.. ., XN} (again numbered in ascending order of the holding cost rates).
Step 2. Determine X* in accordance with (10). Compute the numbers {HI: 1 = 1, . . . L*} (HI= EjeX,*hi).
Step 3. Determine To by the linear-time implementation of the procedure TO-finder; determine {T,*: / 1, . . . L*} from (6) and (7).
Step 4. Determine TH by the Rounding Procedure. Since a problem instance is specified by O(n) input parameters (the end-items' demand rates and incremental holding cost rates, as well as a few cost and constant parameters), the algorithm is, strictly speaking, not fully polynomial in the usual complexity theoretical sense. We argue, however, that in practical applications dmax is relatively small, and for fixed values of dmax the algorithm is O(n log n) only! We apply the algorithm to the following example. 
