We show that if two Hopf algebras are monoidally equivalent, then their categories of bicovariant differential calculi are equivalent. We then classify, for q ∈ C * not a root of unity, the finite dimensional bicovariant differential calculi over the Hopf algebra O q (SL 2 ). Using a monoidal equivalence between free orthogonal Hopf algebras and O q (SL 2 ) for a given q, this leads us to the classification of finite dimensional bicovariant differential calculi over free orthogonal Hopf algebras.
Introduction
The notion of differential calculus over a Hopf algebra has been introduced by Woronowicz in [Wor89] , with the purpose of giving a natural adaptation of differential geometry over groups, in the context of quantum groups. An important question in this topic, is the classification of bicovariant differential calculi over a given Hopf algebra, see for example [BS98] , [Maj98] or [HS98] .
The aim of the present paper is to classify the finite dimensional (first order) bicovariant differential calculi over an important class of Hopf algebras, namely the free orthogonal Hopf algebras, also called Hopf algebras associated to non-degenerate bilinear forms [DVL90] . Given an invertible matrix E ∈ GL n (C) with n 2, the free orthogonal Hopf algebra B(E) associated with E is the universal Hopf algebra generated by a family of elements (a ij ) 1 i,j n submitted to the relations:
where a is the matrix (a ij ) 1 i,j n . Its coproduct, counit and antipode are defined by:
a ik ⊗ a kj , ε(a) = I n , S(a) = E −1 a t E.
Bicovariant differential calculi
We start this section by recalling the definition of a bicovariant differential calculus, and of the equivalent notion, expressed in terms of Yetter-Drinfeld modules (called reduced differential calculus in this paper). We then prove some basic lemmas which will be useful in the sequel. The main result of this section states that if the category of (finite dimensional) Yetter-Drinfeld modules over a Hopf algebra H is semisimple, then the (finite dimensional) bicovariant differential calculi over H are inner. We refer to [KS97] for background material on Hopf algebras and comodules.
Definition 1.1. Let H be a Hopf algebra. A Hopf bimodule M over H is an H-bimodule together with a left comodule structure λ : M → H ⊗ M and a right comodule structure ρ : M → M ⊗ H such that:
v.y) = ∆(x).λ(v).∆(y),
• ∀x, y ∈ H, ∀v ∈ M , ρ(x.v.y) = ∆(x).ρ(v).∆(y),
The category of Hopf bimodules over H, whose morphisms are the maps which are right and left linear and colinear over H, is denoted by H H M H H .
Definition 1.2. Let H be a Hopf algebra. A (right) Yetter-Drinfeld module over H is a right H-module and a right H-comodule V such that:
∀x ∈ H, ∀v ∈ V, (v.x) (0) ⊗ (v.x) (1) = v (0) .x (2) ⊗ S(x (1) )v (1) x (3) .
The category of Yetter-Drinfeld modules over H, whose morphisms are the maps which are both linear and colinear over H, is denoted by YD(H). The category of finite dimensional Yetter-Drinfeld modules over H is denoted by YD f (H).
Example 1.3. Let H be a Hopf algebra. We denote by C ε the Yetter-Drinfeld module whose base-space is C, with right coaction λ → λ ⊗ 1 and right module structure defined by λ ⊳ x = λε(x) for λ ∈ C ε and x ∈ H.
We recall from [Sch94] the correspondence between Yetter-Drinfeld modules and Hopf bimodules. We describe for convenience the equivalence of categories involved in the previous theorem. Let M be a Hopf bimodule over H, with right coaction ρ and left coaction λ. The space inv M = {v ∈ M ; λ(v) = 1 ⊗ v} of left-coinvariant elements of M has a Yetter-Drinfeld module structure defined as follows. We have ρ( inv M ) ⊂ inv M ⊗ H, and the right coaction of inv M is just the restriction of ρ to inv M . The right module structure is defined by w ⊳ x = S(x (1) ).w.x (2) .
Conversely, given a Yetter-Drinfeld module V , then the space H ⊗ V can be equipped with a Hopf bimodule structure, with left and right actions given by:
and the right (ρ) and left (λ) coactions given by:
We then have for 
The dimension of a bicovariant differential calculus (M, d) is the dimension of the vector space inv M .
We denote by DC(H) the category of bicovariant differential calculi over H.
Bicovariant differential calculi were introduced by Woronowicz in [Wor89] . An overview is given in [KS97, Part IV.]. The notion of bicovariant differential calculus has the following interpretation in terms of Yetter-Drinfeld modules. Definition 1.6. Let H be a Hopf algebra. A reduced differential calculus over H is a Yetter-Drinfeld module V together with a surjective map ω : H → V satisfying:
We denote by RDC(H) the category of reduced differential calculi over H. 
where for
Proof. The one-to-one correspondence between bicovariant differential calculi and reduced differential calculi is described in [KS97, Section 14]. We may now focus on the functoriality of this correspondence.
Hence F(f ) is a morphism of reduced differential calculi.
Since F and G are quasi-inverse to each other between the categories YD(H) and H H M H H , it only remains to check that the natural transformation providing the equivalence F • G ∼ = id (respectively G • F ∼ = id) consists of morphisms of reduced (respectively bicovariant) differential calculi. Let (V, ω) be a reduced differential calculus over H. The isomorphism of Yetter-Drinfeld modules
Thus θ is an isomorphism of reduced differential calculi. Conversely, let (M, d) be a bicovariant differential calculus over H. The isomorphism of Hopf bimodules
Hence γ is a morphism of bicovariant differential calculi, which ends the proof. 
A reduced differential calculus ω : H → V is said simple if V is a simple Yetter-Drinfeld module. That is to say, if there is no non-trivial subspace W ⊂ V , which is both a submodule and a subcomodule of V .
We say that (V, ω) is the direct sum of (W 1 , ω 1 ) and (W 2 , ω 2 ) and we write (
Note that the direct sum of reduced differential calculi is not always well defined. The problem is that if (V, ω V ) and (W, ω W ) are reduced differential calculi over a Hopf algebra H, then the map
can fail to be surjective. We give in the next lemma a necessary and a sufficient condition for the existence of the direct sum of simple reduced differential calculi.
.
If the V i 's are two-by-two non isomorphic as Yetter-Drinfeld modules, then
Proof. The map ω clearly satisfies all the axioms of a reduced differential calculus, except the surjectivity condition. In order to prove the lemma, we thus have to examine under which conditions ω is onto. Assume that the V i 's are two-by-two non-isomorphic (as Yetter-Drinfeld modules). According to Remark 1.8, the image of ω is a Yetter-Drinfeld submodule of V . There is therefore a subset I ⊂ {1, . . . , n} such that there exists an isomorphism of Yetter-Drinfeld modules f :
is onto, thus the restriction of π k to Im(ω) is also onto. This means that π k induces a non-zero morphism of Yetter-Drinfeld modules
Since by hypothesis the V i 's are two-by-two non-isomorphic, we have k = l, hence k ∈ I. Thus I = {1, . . . , n}, Im(ω) = V , and we conclude that ω : H → V is a reduced differential calculus.
Assume now that there is an isomorphism
The map η is clearly not surjective, since η(
). This implies that ω is not surjective, since π i ⊕ π j and id ⊕ f are both surjective. 
defines a reduced differential calculus over H.
By Remark 1.8, the image of ω θ is thus a Yetter-Drinfeld submodule of V . Since V is simple, the image of ω θ is either V , in which case ω θ is indeed a reduced differential calculus, or Im(ω θ ) = (0). In that case, since θ is coinvariant and θ.x = ε(x)θ for all x ∈ H, the map µ :
λθ is a non-zero morphism between simple Yetter-Drinfeld modules, hence an isomorphism.
The end of this section is devoted to the proof of the following lemma.
Lemma 1.12 − Let H be a Hopf algebra such that the category YD f (H) is semisimple (i.e. each finite dimensional Yetter-Drinfeld module over H can be decomposed into a direct sum of simple Yetter-Drinfeld modules). Then each finite dimensional reduced differential calculus over H is inner.
Definition 1.13. Let (V, ω) be a reduced differential calculus. We denote by V ω the Yetter-Drinfeld module over H defined as follows. As a right comodule, V ω = V ⊕C (where the H-comodule structure on C is the canonical one: λ → λ ⊗ 1). Its right module structure is defined for v ∈ V , λ ∈ C and
). Let us check that this formula defines an H-module structure on V ⊕ C. We have
and the other axioms of a right module are clearly satisfied. Before checking that the Yetter-Drinfeld condition is satisfied on V ω , let us note that, denoting by j : V → V ⊕ C the canonical injection, and by p : V ⊕ C → C ε the canonical projection, then clearly j and p are both module and comodule maps, and the short sequence:
is exact. Since V is a Yetter-Drinfeld module and j : V → V ω is a module and comodule morphism, the Yetter-Drinfeld condition:
is automatically satisfied for w ∈ j(V ). Hence it only remains to check that the Yetter-Drinfeld condition is also satisfied on C, that is, that for all x in H, ρ((0, 1).x) = (0, 1).
hence V ω is indeed a Yetter-Drinfeld module, and
is a short exact sequence of Yetter-Drinfeld modules.
Lemma 1.14 − A reduced differential calculus (V, ω) is inner if and only if the short exact sequence of Yetter-Drinfeld modules
It is a comodule morphism since for v ∈ V , λ ∈ C,
And we have for v ∈ V , λ ∈ C and x ∈ H,
Hence r is a Yetter-Drinfeld module morphism satisfying r • j = id V , so that the above sequence splits.
Assume conversely that the short exact sequence of Yetter-Drinfeld modules associated to (V, ω) splits:
Hence the result.
Lemma 1.12 follows immediately.
Monoidal equivalence
We show in this section that if two Hopf algebras are monoidally equivalent, then their categories of bicovariant differential calculi are also equivalent. In order to describe the equivalence between the categories DC(H) and DC(L), when H and L are monoidally equivalent Hopf algebras, we will need some definitions and results about cogroupoids, which we recall here. We refer to [Bic] for a survey on the subject.
Definition 2.1. A cocategory C consists of:
• a set of objects ob(C),
• for all X, Y ∈ ob(C), an algebra C(X, Y ),
and ε X : C(X, X) → C such that for all X, Y, Z, T ∈ ob(C), the following diagrams commute:
A cocategory is said to be connected if for all X, Y ∈ ob(C), C(X, Y ) is a non-zero algebra.
Definition 2.2. A cogroupoid C is a cocategory equipped with linear maps S X,Y : C(X, Y ) → C(Y, X)
such that for all X, Y ∈ ob(C), the following diagrams commute:
where m denotes the multiplication and u the unit.
We will use Sweedler notations for cogroupoids:
Theorem 2.3 ([Bic, Proposition 1.16 and Theorem 6.1]) − Let H and L be two Hopf algebras such that there exists a linear monoidal equivalence between their categories of right comodules M H and M L . Then there exists a linear monoidal equivalence between YD(H) and YD(L), inducing an equivalence between the categories of finite dimensional Yetter-Drinfeld modules YD f (H) and YD f (L).
Let us recall the construction of this equivalence. As a consequence of [Sch96] , restated in the context of cogroupoids, the existence of a linear monoidal equivalence between the categories M H and M L is equivalent to the existence of a connected cogroupoid C and two objects X, Y ∈ ob(C) such that H ∼ = C(X, X) and L ∼ = C(Y, Y ) (see [Bic, Theorem 2.10]). Then the equivalence between the categories YD(H) and YD(L) is given by the functor:
where
C(X, Y ) is given by:
and its right comodule structure is given by the map 
Lemma 2.4 − Let C be a cogroupoid and let X, Y be in ob(C) such that C(Y, X) = (0). Let ω : C(X, X) → V be a reduced differential calculus over C(X, X). The map
is a reduced differential calculus over C(Y, Y ).
Proof. We already know, by the previous theorem, that V
We firstly have to check that the map ω is well defined, which is to say, we have to check that
On the one hand, we have:
And on the other hand,
so that
We have
Consequently, we have
Now, in order to prove the lemma, it only remains to check that ω is onto. Let
C(X, Y ) and let ϕ : C(Y, X) → C be a linear map satisfying ϕ(1) = 1. We have
This shows that
We have then
We have therefore
which allows to conclude that ω is onto.
Consequently, ω is an inner reduced differential calculus, whose corresponding right-coinvariant element is θ ⊗ 1.
Combining the previous lemma with Theorem 2.3, we obtain the main result of this section. It generalizes a result of [MO99] , where the two monoidally equivalent Hopf algebras are assumed to be related by a cocycle twist. • of bicovariant differential calculi DC(H) and DC(L),
Proof. Let C be a connected cogroupoid such that there exist X, Y ∈ ob(C) satisfying C(X, X) ∼ = H and C(Y, Y ) ∼ = L. We consider the functor induced by Theorem 2.3 and the previous lemma:
It is known to be a morphism of Yetter-Drinfeld modules, and one easily checks that it is a morphism of reduced differential calculi.
Since 
is a morphism of reduced differential calculi. We have for a X,X ∈ H ∼ = C(X, X),
Thus θ V is a morphism of reduced differential calculi, and F Y X is an equivalence of categories. Gathering this with Lemma 1.7, we obtain an equivalence
Classification of bicovariant differential calculi over free orthogonal Hopf algebras
In this section, we gather the results of the previous sections in order to classify the finite dimensional reduced differential calculi over the free orthogonal Hopf algebras. To this end, we start by classifying the finite dimensional reduced differential calculi over the Hopf algebra O q (SL 2 ), when q ∈ C * is not a root of unity. This classification is based on the classification of finite dimensional O q (SL 2 )-Yetter-Drinfeld modules made in [Tak92] , and Lemma 1.12.. Definition 3.1. Let q ∈ C * be not a root of unity. O q (SL 2 ) is the Hopf algebra generated by four elements a, b, c, d subject to the relations: 
n is not isomorphic to the Yetter-Drinfeld module C ε , and by Lemma 1.11, there indeed exists such an inner reduced differential calculus, which we denote by ω ǫ n :
As a direct consequence of Lemma 1.12, and the fact that by [Tak92] , the category YD f (O q (SL 2 )) is semisimple, we have the following result. This allows to deduce the classification of finite dimensional reduced differential calculi over O q (SL 2 ).
Theorem 3.7 − Every simple finite dimensional reduced differential calculus over
Proof. Since each finite dimensional reduced differential calculus over O q (SL 2 ) is inner, and each simple finite dimensional Yetter-Drinfeld module over O q (SL 2 ) is of the form V ǫ n,m , we conclude by Remark 3.5 that the simple finite dimensional reduced differential calculi over O q (SL 2 ) are the (V ǫ n , ω ǫ n ) with (n, ǫ) = (0, 1). Now if (V, ω) is a finite dimensional reduced differential calculus over O q (SL 2 ), by [Tak92] , we have an isomorphism of Yetter-Drinfeld modules V ∼ = 
, and by Lemma 1.10, we have (n i , ǫ i ) = (n j , ǫ j ) when i = j.
In order to give the classification of finite dimensional reduced differential calculi over free orthogonal Hopf algebras, we need the definition of the bilinear cogroupoid B. It will provide an explicit description of the equivalence between the categories of reduced differential calculi over a free orthogonal Hopf algebra B(E) and O q (SL 2 ), for a well chosen q.
Definition 3.8. The bilinear cogroupoid B is defined as follows:
• ob(B) = {E ∈ GL n (C) ; n 1},
• For E, F ∈ ob(B), and m, n 1 such that E ∈ GL m (C) and F ∈ GL n (C), B(E, F ) is the universal algebra generated by elements (a ij ) 1 i m 1 j n submitted to the relations: • For E, F, G ∈ ob(B), ∆ G E,F : B(E, F ) → B(E, G) ⊗ B(G, F ), ε E : B(E, E) → C and S E,F : B(E, F ) → B(F, E) are characterized by:
a ik ⊗ a kj , where n 1 is such that G ∈ GL n (C),
For E ∈ GL n (C), B(E, E) is a Hopf algebra, which will also be denoted by B(E), and called the free orthogonal Hopf algebra associated with E.
Remark 3.9. One easily checks that O q (SL 2 ) = B(E q ), where
By [Bic, Corollary 3.5], for λ ∈ C, the subcogroupoid B λ of B defined by B λ = {E ∈ GL m (C) ; n 2, tr(E −1 E t ) = λ} is connected (here "tr" denotes the usual trace).
In the following, E ∈ GL m (C) with m 2, denotes a matrix such that any solution of the equation q 2 + tr(E −1 E t )q + 1 = 0 is not a root of unity.
If q is a solution of this equation, we have tr(E −1 q E t q ) = −q − q −1 = tr(E −1 E t ), thus E and E q are in the connected cogroupoid B λ , where λ = −q − q −1 . The Hopf algebras B(E q ) = O q (SL 2 ) and B(E) are thus monoidally equivalent, and by Theorem 2.6, we have an equivalence between the categories of reduced differential calculi RDC(O q (SL 2 )) and RDC(B(E)) given by:
B(E q , E), ω).
Definition 3.10. For n in N and ǫ ∈ {−1, 1} such that (n, ǫ) = (0, 1), we denote by W ǫ n the B(E)-Yetter-Drinfeld module V ǫ n Oq(SL 2 ) B(E q , E). We fix a non-zero right-coinvariant element θ n ∈ V n ⊗ V n and we denote by η ǫ n : B(E) → W ǫ n the inner reduced differential calculus defined by η ǫ n (x) = (θ n ⊗ 1) ⊳ x − ε(x)(θ n ⊗ 1).
By Remark 2.5, F E Eq (V ǫ n , ω ǫ n ) is isomorphic to (W ǫ n , η ǫ n ) for all n ∈ N and all ǫ ∈ {−1, 1} such that (n, ǫ) = (0, 1). According to Theorems 2.6 and 3.7, we obtain the following classification of finite dimensional reduced differential calculi over B(E).
Proposition 3.11 − Each finite dimensional bicovariant differential calculus over B(E) is inner.
Theorem 3.12 − Every simple finite dimensional reduced differential calculus over B(E) is of the form (W ǫ n , η ǫ n ), with n ∈ N, ǫ ∈ {−1, 1} and (n, ǫ) = (0, 1). Furthermore, each finite dimensional reduced differential calculus (W, η) over B(E) can be decomposed into a direct sum: where (n 1 , . . . n d ) ∈ N d , (ǫ 1 , . . . , ǫ d ) ∈ {−1, 1} d satisfies (n i , ǫ i ) = (0, 1) for all i in {1, . . . , d} and (n i , ǫ i ) = (n j , ǫ j ) for all i = j.
