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Abstract
The paper considers the real ∗-spectrum of a &nitely generated algebra with involution over
C of &nite Gelfand-Kirillov dimension. It is shown that for such an algebra the stability indices
associated to the real ∗-spectrum are bounded by the Gelfand-Kirillov dimension, as in the
commutative case, and results on minimal generation of constructible sets in the real ∗-spectrum
carry over. Birkho4-Witt algebras of &nite dimensional Lie algebras with involution are examples
of such algebras. The real ∗-spectrum of a Brikho4-Witt algebra is examined in detail in the
2-dimensional case.
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0. Introduction
Considerable work has been done in developing the relationship between ∗-orderings,
∗-valuations and the reduced theory of Hermitian forms over a skew&eld with involution
[11–15,21,22]. This generalizes the well-known theory in the commutative case; e.g.,
see [3,5,6,25]. In the commutative theory, formally real function &elds provide a rich
source of examples [5]. In the noncommutative case, although some examples are
given, it is fair to say that the theory su4ers from a lack of worked-out examples.
In [29], the real ∗-spectrum of a general ring with involution is investigated and it is
shown that one obtains a space of signs and a nice correspondence between ∗-orderings
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and ∗-valuations, exactly as in the commutative case [2,7,28]. In the presence of suitable
Ore conditions, this theory ties directly to the theory for skew&elds with involution [16].
In the commutative case &nitely generated algebras over real closed &elds provide a rich
source of examples which are important in the application to semialgebraic geometry
[2,4,28]. A few noncommutative examples are given in [29] but, again, there is a
general lack of noncommutative examples.
Orderings on noncommutative rings are also investigated in [10,27,30–32]. These are
not ∗-orderings but, in many ways, the results obtained are the same. ∗-orderings tend
to be better behaved. The present paper is motivated by results in [30].
We consider &nitely generated algebras with involution over C having &nite Gelfand–
Kirillov dimension. Birkho4–Witt algebras of &nite-dimensional Lie algebras with in-
volution belong to this class. In these examples the necessary Ore conditions hold
automatically so the construction also produces examples of the theory over skew-
&elds. We show that in all these examples the stability indices are bounded, exactly
as in the commutative case so, by results in [29] and the theory of spaces of signs
developed in [2,28], the standard results on minimal generation of constructible sets
carry over.
Sections 1 and 2 are introductory. The main results in Section 3 are Theorem 3.3,
which shows that the stability index is bounded by the Gelfand–Kirillov dimension and
Corollary 3.4, which applies Theorem 3.3 along with results in [28,29] to obtain results
on minimal generation of constructible sets. In Section 4 we consider Birkho4–Witt
algebras of Lie algebras with involution over C. In Section 5 we consider iterated Ore
extensions. In Section 6, we examine the real ∗-spectrum of a Birkho4–Witt algebra
in detail in the case n= 2.
1. ∗-Orderings and the real ∗-spectrum
The rings A we consider are assumed to contain 1 and have characteristic 0. For
simplicity we always assume 2 is a unit. We also assume that A comes equipped with
an involution ∗. Thus ∗ :A→ A is assumed to satisfy
∀a; b∈A; (a+ b)∗ = a∗ + b∗; (ab)∗ = b∗a∗ and a∗∗ = a:
We say a∈A is symmetric (resp., skew) if a∗ = a (resp., a∗ = −a). Each a∈A
decomposes uniquely as a= a1 + a2 with a1 symmetric and a2 skew: a1 = 12 (a+ a
∗),
a2 = 12 (a − a∗). SA denotes the set of symmetric elements of A. SA is an additive
subgroup of A which is closed under the Jordan product (a; b) → ab+ ba.
A ∗-ideal of A is an ideal q of A such that q∗ = q. If q is a ∗-ideal, the factor ring
A=q has an involution ∗ :A=q→ A=q de&ned by (x+ q)∗ = x∗ + q. The image of SA in
A=q is the set of symmetric elements of A=q.
In [11–15,19–22], Baer and ∗-orderings are considered for a skew&eld with
involution. In [29] the de&nitions are extended to a general ring with involution
(A; ∗).
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1.1. Denition. A Baer ordering on a ring (A; ∗) with involution is a subset P of SA
satisfying:
(1) 1∈P, −1 ∈ P.
(2) P + P ⊆ P.
(3) aPa∗ ⊆ P for each a∈A.
(4) P ∪ −P = SA.
(5) For any a; b∈ SA, aba∈P ∩ −P ⇒ a∈P ∩ −P or b∈P ∩ −P.
A ∗-ordering is de&ned to be a Baer ordering satisfying the additional property:
(6) a; b∈P ⇒ ab+ ba∈P.
The set P ∩ −P is called the support of P.
If P is a Baer (resp., ∗) ordering on A with support p= P ∩ −P, then
pe := {a∈A | aa∗ ∈ p}
is a completely prime (i.e., pe is proper and ab∈ pe ⇒ a∈ pe or b∈ pe) ∗-ideal of A
and pe ∩ SA = p [29, Proposition 1.5]. The image of P in the domain A=pe is a Baer
(resp., ∗) ordering on A=pe with support {0}. It is clear how to recover P from the
induced Baer (resp., ∗) ordering on A=pe. In this way, questions about Baer (resp.,
∗) orderings reduce to the questions about support {0} Baer (resp., ∗) orderings on a
domain. Here, we are mainly interested in ∗-orderings.
Support {0} ∗-orderings on a domain are most easily understood in the case of
an Ore domain. If (A; ∗) is a left or right Ore domain then A is a two-sided Ore
domain [16, Lemma 2.1], ∗ extends uniquely to the skew&eld of quotients K of A via
(ab−1)∗=(b∗)−1a∗ [16, Lemma 2.2] and each support {0} ∗-ordering P on A extends
uniquely to a ∗-ordering on K given by
PK = {ab−1 | a; b∈A; b = 0; b∗a∈P}
[16, Corollary 2.5].
For any ring with involution (A; ∗), the real ∗-spectrum Sper∗(A) is de&ned to be
the set of all ∗-orderings of A with the topology obtained by taking the sets
U (a) = {P ∈Sper∗(A) | a ∈ −P}; a∈ SA
as subbasis [29]. Sper∗(A) is a (possibly empty) spectral space with specialization
equal to inclusion with the property that the set of specializations of any P ∈Sper∗(A)
form a chain [29, Proposition 1.8]. Sper∗ de&nes in a natural way a functor from the
category of rings with involution to the category of spectral spaces.
As in the commutative case, one has important additional structure: For a∈ SA, de&ne
a˜ : Sper∗(A)→ {−1; 0; 1} (called the sign of a) by
a˜(P) =


−1 if a∈ − P \ P;
0 if a∈P ∩ −P;
1 if a∈P \ −P
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and de&ne G∗(A) = {a˜ | a∈ SA}. Then the pair (Sper∗(A); G∗(A)) is a space of signs
(see [2,7,28] for the de&nition) provided Sper∗(A) = ∅. The proof is nontrivial; see
[29, Theorem 7.3]. The multiplication on G∗(A) is given by a˜b˜= c˜ where c= ab+ ba.
The residue spaces are de&ned as follows: We have an equivalence relation ∼
on Sper∗(A) given by P∼Q i4 P and Q have the same support. Each equivalence
class de&nes a space of orderings, see [29, Corollary 7.5], called the residue space
of (Sper∗(A);G∗(A)) at the support in question. Denote this residue space by (Xp; Gp)
where p is the support. Thus Xp={P ∈Sper∗(A) |P∩−P=p} and Gp={a˜|Xp | a∈ SA; a ∈
p}. (Xp; Gp) is identi&ed with the space of support {0} ∗-orderings on the domain A=pe.
If A=pe is an Ore domain then (Xp; Gp) is identi&ed with the space of ∗-orderings of
the associated skew&eld of quotients.
The main thrust of the theory of spaces of signs developed in [2,7,28] is that certain
(global) properties of a space of signs can be read o4 from the (local) properties of its
residue spaces. This has applications in semialgebraic geometry, to minimal generation
of semialgebraic sets in Rn, for example. In view of [29, Theorem 7.3], it can also be
applied to the noncommutative situation considered here. We give one such application
later; see Corollaries 3.4 and 4.5.
2. ∗-Orderings and ∗-valuations
Orderings and valuations are related as in the commutative case.
2.1. Denition. A ∗-valuation on a domain (A; ∗) with involution is a (not necessarily
surjective) mapping v :A→  ∪ {∞} where  is an ordered abelian group satisfying
(1) v(a) =∞ i4 a= 0,
(2) v(a+ b)¿min{v(a); v(b)},
(3) v(ab) = v(a) + v(b) and
(4) v(a∗) = v(a).
Here, the conventions concerning ∞ are the standard ones.
Each support {0} ∗-ordering P on a domain (A; ∗) has associated with it a cer-
tain ∗-valuation v = vP on (A; ∗) called the natural ∗-valuation associated to P. v is
determined by the requirement that
v(a)¿ v(b) i4 ∃ an integer n¿ 1 such that nbb∗ − aa∗ ∈P:
v has the additional property that
∀a; b∈ SA; a; b = 0⇒ v(ab− ba)¿v(ab) = v(ba):
The proof is nontrivial [29, Theorem 3.3]. In the skew&eld case the proof is simpler; see
[22]. An important consequence is that every ∗-ordering extends to a “strong ordering”
as in the skew&eld case; see [29, Theorem 2.2; 16, Theorem 1.8].
We say a ∗-valuation v on A and a support {0} ∗-ordering P on A are compatible
if the equivalent conditions of the following proposition hold.
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2.2. Proposition. Let P be a support {0} ∗-ordering on a domain (A; ∗) and denote
by vP the natural ∗-valuation on A associated to P. Then, for any ∗-valuation v on
A, the following are equivalent:
(1) v is a coarsening of vP .
(2) a; b∈ SA, b2 − a2 ∈P ⇒ v(a)¿ v(b).
(3) a; b; b− a∈P ⇒ v(a)¿ v(b).
(4) a; b∈P ⇒ v(a+ b) = min{v(a); v(b)}.
Proof. (1) ⇒ (2). Suppose a; b∈ SA; b2 − a2 ∈P. By de&nition of vP; vP(a)¿ vP(b).
Since v is a coarsening of vP this implies v(a)¿ v(b). (2)⇒ (3). Suppose a; b∈P and
b− a∈P. Taking the Jordan product of b− a and b+ a, this implies 2(b2 − a2)∈P.
Taking the Jordan product of 2(b2 − a2) and 14 this implies b2 − a2 ∈P. Thus by
(2), v(a)¿ v(b). (3) ⇒ (4). If a; b∈P then by (3), v(a + b)6min{v(a); v(b)} and
consequently v(a + b) = min{v(a); v(b)}. (4) ⇒ (1) Since 1∈P and v(1) = 0, we
see by (4) and induction on n that v(n) = 0 for all integers n¿ 1. Now suppose
a; b∈A and vP(a)¿ vP(b). Thus nbb∗ − aa∗ ∈P for some integer n¿ 1. Thus, by
(4); 2v(a) = v(aa∗)¿ v(nbb∗) = v(bb∗) = 2v(b) so v(a)¿ v(b). This proves (1).
If A is an Ore domain with skew&eld of quotients K then each ∗-valuation v of A
extends uniquely to a ∗-valuation of K via v(ab−1) = v(a) − v(b). If P is a support
{0} ∗-ordering on A, the natural ∗-valuation associated to P is the restriction of the
natural ∗-valuation associated to the extension of P to K .
2.3. Proposition. For a ∗-valuation v on a skew7eld (K; ∗) with valuation ring Bv and
maximal ideal Mv the following hold:
(1) The residue skew7eld K˜ = Bv=Mv of v inherits an involution via Na∗ = a∗.
(2) If P is a ∗-ordering on K compatible with v then P induces a ∗-ordering P˜ on
K˜ , namely P˜ = { Na | a∈P ∩ Bv}.
(3) Suppose there exists at least one ∗-ordering on K compatible with v. Then the
set of ∗-orderings on K compatible with v and inducing a given ∗-ordering P˜
on K˜ is in one-to-one correspondence with the set of characters on the group
S()=2. Here  denotes the value group of v and S() = {v(a) | a∈ SK ; a = 0}.
(4) If v is the natural ∗-valuation associated to a ∗-ordering P then K˜ with the
induced involution and ∗-ordering is order and ∗-isomorphic to a sub7eld of R,
C or H.
Proof. (1) and (2) are trivial. (3) is immediate from [11, Theorem 3.4]. (4) follows
from [19, Theorem 2]. Note: By the de&nition of v the nonzero elements of SK˜ all be-
long to the same archimedean class, e.g., see [29, Proposition 3.1(2)], so [19, Theorem
2] applies.
In the examples we are interested in,
√−1 belongs to the center of K and is skew.
In this situation, in (3), S() =  and, in (4), K˜ is order and ∗ isomorphic to
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a sub&eld of C. The second assertion is clear. The &rst is a consequence of the
following:
2.4. Proposition. If
√−1 belongs to the center of K and is skew then each a∈K de-
composes uniquely as a = a1 + a2
√−1; a1; a2 ∈ SK and, in this case, v(a) =
min{v(a1); v(a2)}.
Proof. The &rst assertion is clear. For the second, suppose a = a1 + a2
√−1 with
a1; a2 ∈ SK . We want to show v(a)=min{v(a1); v(a2)}. Pick a ∗-ordering P of K which
is compatible with v. Then v is a coarsening of vP so it suOces to prove the result in
case v=vP . a∗a=(a1−a2
√−1)(a1+a2
√−1)=(a21+a22)+(a1a2+a2a1)
√−1. As remarked
earlier, v(a1a2−a2a1)¿v(a1a2). Thus v(a1a2−a2a1)¿ 2min{v(a1); v(a2)}=v(a21+a22)
so 2v(a) = v(a∗a) = 2min{v(a1); v(a2)}.
Suppose now that (A; ∗) is a domain with involution and v :A →  ∪ {∞} is a
∗-valuation with v(2) = 0. The graded ring associated to (A; v) is
gr(A; v) =
⊕
∈
NA;
where
NA = A=A+ ; A = {a∈A | v(a)¿ }; A+ = {a∈A | v(a)¿}
with componentwise addition and multiplication induced by ( Na; Nb) → ab where a∈A,
b∈A. Here, Nc∈ NA denotes the coset of c∈A, ∈. The map Na → a∗ induces an
involution on gr(A; v). gr(A; v) is a domain. v induces a ∗-valuation gr(v) : gr(A; v)→
 ∪ {∞} given by gr(v)(∑∈ Na) =  where  is the least  in  such that Na = 0
if
∑
a∈ Na = 0. The symmetric elements of gr(A; v) have the form a=
∑
a∈ Na with
a ∈ SA for all .
2.5. Proposition. For any ∗-valuation v on a domain (A; ∗) there is a natural one-to-
one correspondence P → P′ between support {0} ∗-orderings on A compatible with v
and support {0} ∗-orderings on gr(A; v) compatible with gr(v).
Proof. P′ \ {0} consists of all nonzero symmetric elements a =∑∈ Na in gr(A; v)
such that a ∈P where =gr(v)(a). Conversely, if P′ is given, then P \{0} consists of
all non-zero elements a∈ SA such that the image Na of a in NA, where = v(a), belongs
to P′.
2.6. Proposition. Suppose v is a ∗-valuation on a domain (A; ∗). Denote by X0; v the set
of support {0} ∗-orderings of A compatible with v and let G0; v={a˜|X0; v | a∈ SA; a = 0}.
Then:
(1) (X0; v; G0; v) is a space of orderings (assuming X0; v = ∅).
(2) The correspondence P → P′ in Proposition 2.5 de7nes an isomorphism between
(X0; v; G0; v) and the corresponding space of orderings (X0;gr(v); G0;gr(v)) for the do-
main gr(A; v).
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Proof. By Proposition 2.2, X0; v is equal to the intersection of X{0} and the sets U (a2−
b2), a; b∈ SA; v(a)¡v(b), so (X0; v; G0; v) is a subspace of (X{0}; G{0}). This proves
(1). The proof of (2) is straightforward and will be omitted.
3. Stability index and Gelfand–Kirillov dimension
We restrict our attention now to the case where (A; ∗) is a &nitely generated algebra
over C. We always assume implicitly that the involution ∗ on A extends the standard
involution on C. In the commutative case the stability index of each residue space
(Xp; Gp) is bounded by the Krull dimension of A=pe (= the transcendence degree of
the &eld of quotients of A=pe over C). This is the basis for the minimal generation
results for constructible sets in [2,28].
Recall: The stability index of a space of orderings (X;G) is the maximum k such
that there exists a fan V ⊆ X with |V | = 2k (or ∞ if no such &nite k exists). See
[2] or [28] for the meaning of this terminology and for other characterizations of the
stability index.
To extend these results to the noncommutative case we need a reasonable theory
of dimension which generalizes the usual (Krull) dimension in the commutative case.
The Gelfand–Kirillov dimension is well suited for this purpose. We recall the de&nition
[23]: Let A be a &nitely generated algebra over a &eld F generated, say, by a1; : : : ; ak ,
and let V = Fa1 + · · ·+ Fak . Take V 0 = F , V 1 = V and, for n¿ 2, take Vn to be the
subspace of A spanned by the words in a1; : : : ; ak of length n. The Gelfand–Kirillov
dimension of A is de&ned to be
GK dim(A) = lim sup
n→∞
log(dimF(V 0 + · · ·+ Vn))
log(n)
:
As explained in [23], this does not depend on the particular choice of the generating set
{a1; : : : ; ak}. If A is commutative it is the usual (Krull) dimension of A [23, Theorem
4.5]. In particular, the polynomial algebra F[x1; : : : ; xk ] has Gelfand–Kirillov dimension
k.
Other useful properties: GK dim(A) = 0 i4 A is &nite dimensional as a vector space
over F [23, Proposition 1.4]. If A ⊆ B then GK dim(A)6GK dim(B). If p1 $ p2 are
completely prime ideals of A then GK dim(A=p1)¿GK dim(A=p2)+1 [23, Proposition
3.15]. If A is the free algebra on two generators then GK dim(A) =∞ [23, Example
1.2].
We make essential use of the following:
3.1. Proposition. If A is a 7nitely generated algebra over a 7eld F which is a domain
and GK dim(A)¡∞ then:
(1) A is a (left and right) Ore domain.
(2) If v is a valuation on the skew7eld of fractions of A with (commutative) value
group  and 0 is the value group of the restriction of v to F then rk(=0)6
GK dim(A).
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Here, rk(=0) denotes the rational rank of =0, i.e., the dimension of =0 ⊗Q
as a vector space over Q.
Proof. (1) The free algebra on two generators has Gelfand–Kirillov dimension ∞ so
cannot be a subalgebra of A. The result follows from this using a result of Jategaonkar;
see [23, Proposition 4.13].
(2) Pick nonzero a1; : : : ; ak in A so that v(a1); : : : ; v(ak) are linearly independent
modulo 0. The monomials a
e1
1 · · · aekk have distinct values modulo 0 so are linearly
independent over F . Thus, if Wn denotes the subspace of A spanned by the monomials
ae11 · · · aekk of degree
∑k
i=1 ei=n then W0+ · · ·+Wn is isomorphic as an F-vector space
to the vector space of polynomials of degree 6 n in the polynomial ring F[x1; : : : ; xk ].
Consequently,
GK dim(A)¿ lim sup
n→∞
log(dimF(W0 + · · ·+Wn))
log(n)
= GK dim(F[x1; : : : ; xk ]) = k:
3.2. Notes. (1) If 0 is two-divisible (in particular, if 0={0}) then |=2|6 2rk(=0);
see the proof of [28, Claim 1, p. 58].
(2) If A is commutative then GK dim(A) is the transcendence degree of the quotient
&eld of A over F and
rk(=0) + d6GK dim(A);
where d is the transcendence degree of the residue &eld extension. It is not clear how
to generalize this sharper inequality to the noncommutative setting.
We apply Proposition 3.1 to estimate the stability indices of the residue spaces of
Sper∗(A) in case A is equipped with an involution ∗ and F = C.
3.3. Theorem. Suppose (A; ∗) is a 7nitely generated algebra over C with GK dim(A)
¡∞. For each support p, let (Xp; Gp) denote the space of support p ∗-orderings of
A. Then
stab(Xp; Gp)6GK dim(A=pe):
Proof. The method is standard [2,5,28]. Since A=pe is an Ore domain, (Xp; Gp) is
identi&ed with the space of ∗-orderings of the quotient &eld K(p) of A=pe. Let V ⊆ Xp
be a fan. We want to show |V |6 2GK dim(A=pe). By the Trivialization theorem for Fans
[13, Theorem 2.13], there exists a ∗-valuation v fully compatible with V such that the
push-down V˜ of V to the residue &eld K˜ of K(p) at v is trivial, say V˜ = {P˜1; P˜2}.
(Possibly P˜1=P˜2.) Let v˜i be the natural ∗-valuation on K˜ associated to P˜i and let vi be
the pull-back of v˜i to K(p), i=1; 2. v1; v2 are &ner than v. Let i be the value group of
vi. There are two cases. If v= vi, i=1 or 2, then v˜i is trivial so K˜ =C. Consequently,
|V˜ |=1 in this case and |V |6 |=2|6 2rk()6 2GK dim(A=pe). If vi = v, i=1; 2, then v
is strictly coarser than vi so |V |6 2|=2|6 2rk()+16 2rk(i)6 2GK dim(A=pe).
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Theorem 3.3 implies that parts of the BrPocker–Scheiderer theory of minimal genera-
tion of constructible sets carry over to Sper∗(A). For example, we have the following:
3.4. Corollary. If (A; ∗) is a 7nitely generated algebra over C with GK dim(A) =
d¡∞ then the following hold:
(1) Every basic open set in Sper∗(A) is expressible as S =
⋂k
i=1 U (ai), a1; : : : ; ak ∈
SA; k6 [d] (the greatest integer 6d).
(2) Every basic closed set in Sper∗(A) is expressible as S=
⋂k
i=1 W (ai), a1; : : : ; ak ∈ SA,
k6 [d]([d] + 1)=2. Here, W (a) := {P ∈Sper∗(A) | a∈P}.
Proof. (1) Combine Theorem 3.3 and [29, Theorem 7.3] with [28, Corollary 7.2.4]. (2)
We copy the proof of [29, Theorem 7.4.2]. For P ∈Sper∗(A), set s(P) = (P ∩ −P)e.
Let Y ⊆ Sper∗(A) be basic closed. The idea is to show by induction on k that if
X ⊆ Sper∗(A) is Zariski closed and GK dim(A=s(P))6 k for all P ∈X then Y ∩ X =⋂‘
i=1 W (ai) ∩ X for some a1; : : : ; a‘ ∈ SA, ‘6 k(k + 1)=2. The result then follows,
taking X = Sper∗(A). The proof of the inductive step is the same as the proof of [29,
Theorem 7.4.2]. In the base case k = 1 one uses [29, Theorem 7.5.3] to conclude that
Y ∩X =W (a)∩X for some a∈ SA. Here we use the fact that if p is completely prime
and GK dim(A=p) = 0 then A=p ∼= C is uniquely ∗-ordered. Since every P ∈ @(Y ∩ X )
satis&es GK dim(A=s(P)) = 0, it follows that Q∈X; s(Q) = s(P)⇒ Q = P. It follows
from this using [29, Proposition 6.5.4] that @(Y ∩X ) is Zariski closed so [29, Theorem
7.5.3] does indeed apply.
3.5. Notes. (1) If A = C[x1; : : : ; xn] then d = [d] = n. The bounds in (1) and (2) are
known to be best possible in this case.
(2) It is natural to ask what happens if C is replaced by some other &eld (F; ∗).
The &rst case one might wish to consider is F = R(
√−1); R is real closed. For (A; ∗)
commutative we obtain the same bounds in this case as in the case F=C. The question
of whether or not this holds for (A; ∗) noncommutative is open but, in any case, we
always have the coarser bounds stab(Xp; Gp)6GK dim(A=pe)+ 1 in Theorem 3.3 and
k6 [d] + 1 and ‘6 ([d] + 1)([d] + 2)=2 in (1) and (2) of Corollary 3.4. This is clear
from the proofs.
4. Birkho0–Witt algebras over C
If L is a Lie algebra over a &eld F and q :L× L→ F is bilinear and alternating in
the sense that:
(1) ∀x∈L, q(x; x) = 0
and invariant in the sense that
(2) ∀x; y; z ∈L, q([x; y]; z) + q([y; z]; x) + q([z; x]; y) = 0,
then one can form an associative algebra A = U (L; q), the so-called Birkho0–Witt
algebra determined by L and q [8, Section 5] [9, p. 90, Exercise 2], with multiplication
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satisfying the commutation relation
∀x; y∈L; xy − yx = [x; y] + q(x; y):
In the special case q = 0, U(L; 0) = U(L) is what is called the universal enveloping
algebra of L. If L is n-dimensional with basis x1; : : : ; xn then A is the F-vector space
of all polynomials f=
∑
e aex
e1
1 · · · xenn , e= (e1; : : : ; en) running through all n-tuples of
nonnegative integers, ae ∈F , ae =0 for all but &nitely many e, with the multiplication
de&ned via the commutation relations
∀i; j = 1; : : : ; n; xixj − xjxi = [xi; xj] + q(xi; xj):
It is clear from this description that the Gelfand–Kirillov dimension of U (L; q) is equal
to dimF(L).
One has an alternative description of Birkho4–Witt algebras. By a degree function
on A we mean a surjective mapping deg :A → N ∪ {−∞} (where N denotes the
nonnegative integers) such that −deg :A→ Z ∪ {∞} is a valuation, i.e.:
(1) deg(a) =−∞ i4 a= 0.
(2) deg(ab) = deg(a) + deg(b).
(3) deg(a+ b)6max{deg(a); deg(b)}.
4.1. Theorem. (1) Suppose L is a 7nite-dimensional Lie algebra over F and q :L ×
L → F is bilinear, alternating and invariant. Then U (L; q) comes equipped with a
natural degree function and the associated graded algebra is the polynomial algebra
F[x1; : : : ; xn] with the natural grading (with n= dim(L)).
(2) Conversely, any algebra A over F which has a degree function with this property
is obtained in this way, i.e., has the form A = U (L; q) where L is an n-dimensional
Lie algebra over F and q :L× L→ F is bilinear, alternating and invariant.
Proof. See [8, Theorem 5.1] [9, p. 90, Exercise 2].
We assume now that F = C and that L comes equipped with an involution, i.e., a
map ∗ :L→ L satisfying ∀x; y∈L and ∀a∈C; (x+y)∗=x∗+y∗; (ax)∗= Nax∗; [x; y]∗=
[y∗; x∗]; x∗∗ = x, and that q is chosen so that ∀x; y∈L; q(x; y) = q(y∗; x∗). In this
situation ∗ extends uniquely to an involution of the C-algebra A = U (L; q). This is
clear.
4.2. Notes. (1) Every x∈L decomposes uniquely as the sum of a symmetric element
and a skew element. x is symmetric i4 (−1)1=2x is skew.
(2) If y1; : : : ; yn is a basis of L consisting of skew elements then [yi; yj]=
∑n
k=1 aijkyk
and q(yi; yj) = (−1)1=2bij with aijk ; bij ∈R. In this situation, xi = (−1)1=2yi; i= 1; : : : ; n
is a basis of L consisting of symmetric elements, [xi; xj] = (−1)1=2
∑n
k=1 aijkxk and
q(xi; xj) =−(−1)1=2bij.
(3) L is the extension to C of the Lie algebra L0 over R consisting of the skew
elements of L. Every Lie algebra with involution (L; ∗) over C arises in this way from
a Lie algebra L0 over R.
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Note: In this situation, deg(a∗)= deg(a) for all a∈A, i.e., −deg is ∗-valuation, and
the associated involution on the graded algebra C[x1; : : : ; xn] is the standard one with
x∗i = xi, i = 1; : : : ; n.
4.3. Corollary. Suppose (L; ∗) is any 7nite-dimensional Lie algebra with involution
over C and q :L× L→ C is bilinear, alternating and invariant and satis7es q(x; y) =
q(y∗; x∗). Then the space of support zero ∗-orderings of U (L; q) compatible with
−deg is isomorphic to the space of support zero ∗-orderings of the polynomial algebra
C[x1; : : : ; xn] (where n= dim(L)) compatible with −deg.
Proof. Combine Theorem 4.1 and the above note with Proposition 2.6.
4.4. Corollary. Suppose A= U (L; q) where (L; ∗) is a Lie algebra with involution of
dimension n over C and q :L×L→ C is bilinear, alternating and invariant and satis7es
q(x; y) = q(y∗; x∗). For each support p, let (Xp; Gp) denote the space of support zero
∗-orderings of A=pe. Then
stab(Xp; Gp)6GK dim(A=pe)
with equality if p= {0}.
Proof. Since GK dim(U (L; q)) = n¡∞ the &rst assertion follows from Theorem 3.3.
Since the space of support zero ∗-orderings of the polynomial ring C[x1; : : : ; xn] (where
n= dim(L)) compatible with −deg has stability index n, the second assertion follows
from Corollary 4.3.
4.5. Corollary. Suppose A = U (L; q) where (L; ∗) is a Lie algebra with involution
of dimension n over C and q :L × L → C is bilinear, alternating and invariant and
satis7es q(x; y) = q(y∗; x∗). For each support p. Then:
(1) Every basic open set in Sper∗(A) is expressible as S=
⋂k
i=1 U (ai), a1; : : : ; ak ∈ SA,
k6 n. The bound n is best possible.
(2) Every basic closed set in Sper∗(A) is expressible as S=
⋂k
i=1 W (ai), a1; : : : ; ak ∈ SA,
k6 n(n+ 1)=2. Here, W (a) := {P ∈Sper∗(A) | a∈P}.
Note: The bound n(n+ 1)=2 in (2) need not be best possible.
A shortcoming of Corollary 4.3 is that it says nothing about ∗-orderings on U (L; q)
which are not compatible with −deg. Do such ∗-orderings even exist in general? If
the Lie algebra (L; ∗) is solvable then we have another description of U (L; q) as an
iterated Ore extension and one can use this other description to construct additional
∗-orderings.
A derivation on a ring D is a map . :D→ D satisfying
∀a; b∈D; .(a+ b) = .(a) + .(b) and .(ab) = .(a)b+ a.(b):
If . is a derivation on D then one can form the Ore extension D[y; .]. This consists
of all formal polynomials
∑n
i=0 aiy
i; ai ∈D (equivalently,
∑n
i=0 y
ibi; bi ∈D), n¿ 0,
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with componentwise addition and with multiplication given by
∀a∈D; ya= ay + .(a):
The assumption that . is a derivation ensures that the multiplication thus de&ned is
associative and distributive over the addition [18, Chapter 4]. If D is a domain, then
so is D[y; .].
If D is equipped with an involution ∗ then ∗ extends to an involution of D[y; .]
satisfying y∗ = y i4 . satis&es
∀a∈D; .(a)∗ =−.(a∗):
This is clear, applying ∗ to the relation ya= ay+ .(a), a∈D. If this is the case then
we say that the derivation . is a ∗-derivation.
If the Lie algebra (L; ∗) is solvable then A=U (L; q) is built up from C by iterated
Ore extension as described in [17]: There exists a chain of ∗-Lie ideals
{0}= L0 ⊆ L1 ⊆ · · · ⊆ Ln = L
with dim(Li)= i. Choose a basis x1; : : : ; xn for L consisting of symmetric elements such
that x1; : : : ; xi is a basis for Li, i = 1; : : : ; n. Thus, if i¿ j then
[xi; xj] =
n∑
k=1
(−1)1=2aijkxk where aijk ∈R; aijk = 0 if k¿ i:
Let Di = U (Li; qi), i = 1; : : : ; n where qi denotes the restriction of q to Li. Thus Di =
Di−1[xi; .i] where .i :Di−1 → Di−1 is the derivation de&ned by
.i(xj) = [xi; xj] + q(xi; xj); j = 1; : : : ; i − 1:
4.6. Examples. (1) The polynomial algebra C[x1; : : : ; xn] with the standard involution
has the form U (L; 0) where L is the n-dimensional abelian Lie algebra over C spanned
by x1; : : : ; xn with ∗ de&ned by x∗i = xi, i = 1; : : : ; n.
(2) Consider the Weyl algebra Wn(C) [8, p. 526; 26, p. 8]. This is generated over
C by xi; yi, i = 1; : : : ; n subject to
xiyj − yjxi = .ij; xixj = xjxi; yiyj = yjyi; i; j = 1; : : : ; n;
Wn(C) has the form U (L; q) where L is the 2n-dimensional abelian Lie algebra over
C spanned by x1; y1; : : : ; xn; yn and q :L× L→ C is the alternating bilinear form given
by q(xi; yj) = .ij. L has a natural involution given by x∗i = xi; y
∗
i = −yi, i = 1; : : : ; n.
Obviously (L; ∗) is solvable and q satis&es q(x; y) = q(y∗; x∗).
(3) Consider the algebra over C generated by xi; yi, i=1; : : : ; n and z with relations
xiyi − yixi = z; i = 1; : : : ; n
with involution ∗ de&ned by x∗i =xi; y∗i =yi, i=1; : : : ; n and z∗=−z. This has the form
U (L; 0) where L is the Heisenberg Lie algebra over C [26, p. 14], i.e., L is spanned
by xi; yi, i=1; : : : ; n and z with Lie bracket given by [xi; yi] = z, i=1; : : : ; n (and zero
otherwise).
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5. Iterated Ore extensions
Suppose now that A is an (n-step) iterated Ore extension of a &eld F in the sense
that there exists a sequence of subalgebras
F = D0 ⊆ · · · ⊆ Dn = A
with Di =Di−1[yi; .i] where .i :Di−1 → Di−1 is a derivation. One needs to be able to
compute Gelfand–Kirillov dimension. We discuss brieTy how this can be done.
For a completely prime ideal p in A let ht(p) (called the height of p) denote the
number of i such that p ∩ Di contains properly the extension of the ideal p ∩ Di−1
to Di, i = 1; : : : ; n. To see the connection between ht(p) and GK dim(A) we use the
following:
5.1. Proposition. Suppose D is a 7nitely generated F-algebra, . is derivation of D
and p is a completely prime ideal of D[y; .]. Then
GK dim
(
D[y; .]
p
)
=


GK dim( Dp∩D ) + 1 if p is the extension of
p ∩ D to D[y; .];
GK dim( Dp∩D ) otherwise:
Proof. This follows from results in [23, Chapter 3]. In more detail, .(p ∩D) ⊆ p ∩D
so . induces a derivation N. on D=(p ∩ D). If p is the extension of p ∩ D to D[y; .],
then D[y; .]=p ∼= D=(p ∩ D)[y; N.], so GK dim(D[y; .]=p) = GK dim(D=(p ∩ D)) + 1
by [23, Proposition 3.5]. Otherwise, D[y; .]=p is a proper factor of D=(p ∩ D)[y; N.]
and D=(p∩D) ,→ D[y; .]=p so GK dim(D[y; .]=p) =GK dim(D=(p∩D)) follows from
combining [23, Proposition 3.5, Proposition 3.15 and Lemma 3.1].
5.2. Corollary. If A is an n-step iterated Ore extension of F then, for any completely
prime ideal p of A; GK dim(A=p) = n− ht(p). In particular, GK dim(A) = n.
Proof. This follow from Proposition 5.1 using induction on n together with the fact
that GK dim(F) = 0.
We are interested here in iterated Ore extensions in the context of rings with invo-
lution. In particular, we are interested in the case where F =C and A comes equipped
with an involution ∗ such that each of the subalgebras Di, i=0; : : : ; n is invariant under
∗ and Di=Di−1[xi; .i] with x∗i =xi; i=1; : : : ; n. In this situation we will say that (A; ∗)
is an n-step iterated Ore extension of C.
We have the following extension result for ∗-orderings:
5.3. Proposition. Suppose (D; ∗) is a ring with involution and . :D → D is a ∗-
derivation. A ∗-ordering P on D extends to a ∗-ordering on D[y; .] i> .(pe) ⊆ pe
where p is the support of P.
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Proof. If P extends to a ∗-ordering on D[y; .] then, from ya= ay + .(a), it follows
that a∈ pe ⇒ .(a)∈ pe. Conversely, suppose .(pe) ⊆ pe. Thus, . induces a ∗-derivation
N. on ND=D=pe and ND[y; N.] is a factor ring of D[y; .]. Thus we are reduced to the case
where D is a domain and p= {0}. In this case, we can extend the ∗-ordering P to a
support {0} ∗-ordering Q of D[y; .] by declaring a symmetric element f=∑ni=0 aiyi,
an = 0 of D[y; .] to be positive i4 an is positive. Another extension of P to D[y; .]
can be obtained by declaring a symmetric element f=
∑n
i=0 aiy
i, an = 0 to be positive
i4 (−1)nan positive.
5.4. Remarks. (1) We continue to assume that P is a support {0} ∗-ordering
on a domain (D; ∗) and we take v :D →  ∪ {∞} to be any ∗-valuation on D
compatible with P. There is no harm in assuming that v(D \ {0}) generates . If the
subset
S. = {v(.(a))− v(a) | a∈D; a; .(a) = 0}
of  happens to be bounded below by some element of  then one can build additional
extensions of P as follows: Pick any upper cut U in the divisible hull N of  such
that S. ⊆ U and extend the ordering on N to N×Z so that N \U ¡ (0; 1)¡U . There
is a unique extension with this property. Now take w :D[y; .] →  × Z ∪ {∞} to be
the unique extension of v to D[y; .] such that w(y) = (0; 1), i.e.,
w
(
n∑
i=0
aiyi
)
=min{v(ai) + iw(y) | i = 0; : : : ; n}:
One checks that w is indeed a ∗-valuation and gr(D[y; .]; w) = gr(D; v)[y]. P has two
extensions to D[y; .] compatible with w. These are obtained by declaring a nonzero
symmetric polynomial f =
∑n
i=0 aiy
i to be positive i4 (aj + a∗j )=2 is positive (resp.,
i4 (−1)i(aj + a∗j )=2 is positive) where ajyj is the term of lowest value in f. If
U = N this construction produces the two extensions of P obtained in the proof of
Proposition 5.3. If .=0 then S.=∅ so U can be taken to be any upper cut in N in this
case.
(2) If there exists a symmetric c = 0 in the center of D with v(c) ∈ U then we
can build additional extensions of P by following the method used in (2), but working
with y − c instead of y.
(3) The complete set of extensions of P to D[y; .] is diOcult to describe. The
commutative case itself is nontrivial. See [24] for a description of the complete set
of extensions in the commutative case. In the noncommutative case there are many
open problems. Typically, we know how to construct certain extensions but are unable
to prove that all extensions are obtained by these constructions. On the basis of the
evidence we have to date, the set of extensions seems to be “richest” in the commutative
case.
For an n-step iterated Ore extension (A; ∗) of C, Theorem 3.3 puts a bound on the
“complexity” of the space of signs (Sper∗(A); G∗(A)) but says little about the “richness”
of the structure of Sper∗(A). Using Proposition 5.3 and Remark 5.4 we see that there
are many support {0} ∗-orderings on A if n¿ 1. In particular, if A is a Birkho4–Witt
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algebra U (L; q) with (L; ∗) solvable then there are many support {0} ∗-orderings on A
which are not compatible with −deg. This follows from the fact that for n=1, A=C[x]
has in&nitely many support {0} ∗-orderings [3, p. 7], only two of which are compatible
with −deg, and these extend by Proposition 5.3. For n¿ 2 a concrete description of
the complete set of ∗-orderings on A is necessarily very complicated. The commutative
case itself is extremely complicated: see [1] for the commutative case with n= 2 and
[24] for the general commutative case.
6. The two-dimensional case and the Weyl algebra W1(C)
Suppose that A= U (L; q), dim(L) = 2. There are four cases to consider:
Case 1: L is abelian and q=0. In this case A=C[x; y] with the standard involution.
The ∗-orderings on C[x; y] are classi&ed in this case; see [1,24].
Case 2: L is abelian and q = 0. In this case, making a linear change of variables if
necessary we can assume that L is spanned by x; y, x∗ = x, y∗ =−y. Using q(x; y) =
q(y∗; x∗), we see that q(x; y)∈R. Scaling y, we can assume q(x; y) = 1, so A is the
Weyl algebra W1(C). We discuss this case in more detail below.
Case 3: L is nonabelian and q=0. In this case L is spanned by x; y with [x; y] = x,
so x spans the unique Lie ideal of dimension 1. Thus, x∗= ax for some nonzero a∈C
so, making a suitable linear change in variables, we can assume x∗=x; y∗=−y. Thus
A is generated by x; y subject to yx = xy + x. Each nonzero completely prime idea of
A contains x and A=(x) ∼= C[y]. Consequently, ∗-orderings containing (x)∩ SA in their
support are well understood. This leaves the support {0} ∗-orderings. The map x → x,
y → yx− 12 induces a C-algebra ∗-embedding of A into W1(C). This is easy to check.
Moreover, A and W1(C) have the same skew&eld of fractions. Thus Case 3 is reduced
to the problem of computing the support {0} ∗-orderings on W1(C).
Case 4: L is nonabelian and q = 0. Then L spanned by x; y with [x; y] = x. As in
Case 3 we can assume x∗ = x, y∗ =−y and, as in Case 2, scaling y, we can assume
q(x; y) = 1. Thus A is generated by x; y subject to yx = xy + x + 1. This algebra is
∗-isomorphic to the algebra obtained in Case 3 via x → x + 1, y → y.
Thus, we are left with the problem of determining all ∗-orderings on W1(C). This is
an unsolved problem. Since W1(C) is simple [26, p. 45] all ∗-orderings on W1(C) have
support {0}. In [30] an attempt is made to compute all orderings on W1(R) but there
are two gaps: &rstly the question of whether or not every ordering P on W1(R) extends
on R[y; .], see [30, Question 6.3] and, secondly, the classi&cation of those orderings
that do extend to R[y; .] in the case r = 1. One can show that all this holds equally
well with C replacing R, with ∗-orderings replacing orderings and with C = R[√−1]
replacing R (but with the same two gaps). We sketch the main ideas.
W1(C) is generated over C by x; y subject to yx= xy+1, and ∗ is given by x∗= x,
y∗ =−y. Let P be a ∗-ordering on W1(C) and denote by v the natural ∗-valuation on
W1(C) associated to P. Since W1(C) is an Ore domain, P and v extend uniquely to the
skew&eld of quotients of W1(C). As in [30, Lemma 6.1], v(xy)=v(yx)¡ 0. In particu-
lar, one of v(x); v(y) is negative. Since (∓√−1x)(±√−1y)=(±√−1y)(∓√−1y)+1
and (±√−1y)∗=±√−1y and (∓√−1x)∗=±√−1x we can assume, replacing x; y by
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±√−1y, ∓√−1x if necessary, that v(x)¡ 0 and x∈P. The restriction of P to C(x)
is an ordinary ordering on R(x) (the one corresponding to the ∗-valuation −deg which
makes x positive).
Denote by R the real closure of R(x) at the ordering corresponding to −deg and
making x positive, and let C=R(
√−1). Each f∈C is expressible as a Puiseux series
f=
∑∞
i=k aix
−i=n, ai ∈C for some integer n¿ 1 and some integer k. Denote by f′ the
formal derivative. As in [30, Lemma 6.2], f∈C ⇒ f′ ∈C. Thus we can form C[y; .]
where . is formal di4erentiation, W1(C) is naturally embedded in C[y; .] and ∗ extends
uniquely to C[y; .] via y∗ = −y (since (f′)∗ = (f∗)′). The &rst problem is whether
every ∗-ordering P on W1(C) (with x; y normalized, as above, so that v(x)¡ 0, x∈P)
extends in fact to C[y; .]. This problem is completely open. The second problem is to
compute all ∗-orderings on C[y; .].
Denote by v the natural ∗-valuation on C associated to its unique ∗-ordering. If
f∈C then v(f′)¿ v(f) + 1 so we can use the method of Remark 5.4 to construct
∗-orderings on C[y; .]. Given an upper cut U in Q with 1∈U and given an element
of R of the form
∑k
i=1 aix
−ri with a1; : : : ; ak ∈R; r1¡ · · ·¡rk in Q \ U , k¿ 0, one
can extend v uniquely to a ∗-valuation v :C[y; .] → Q × Z ∪ {∞} where Q × Z is
ordered by Q \ U ¡ (0; 1)¡U and v(√−1y −∑ki=1 aix−ri) = (0; 1). As in Remark
5.4, there are two ∗-orderings on C[y; .] compatible with this v.
For any other ∗-ordering on C[y; .] (call it P, and denote its natural valuation by
v) there exist two in&nite sequences a1; a2; : : : in R and r1¡r2¡ · · ·¡ 1 in Q such
that v(
√−1y −∑ki=1 aix−ri) = rk+1 for k¿ 1. Conversely, as is shown in [30], an
such sequence determines a unique ∗-valuation and a unique ∗-ordering on C[y; .] if
r := limi→∞ ri ¡ 1. The question of whether the case r = 1 can occur is open.
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