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Abstract
We extent the recently developed Multi-Layer Multi-Configuration Time-Dependent Hartree
method for Bosons (ML-MCTDHB) for simulating the correlated quantum dynamics of bosonic
mixtures to the fermionic sector and establish a unifying approach for the investigation of the
correlated quantum dynamics of mixture of indistinguishable particles, be it fermions or bosons.
Relying on a multi-layer wave-function expansion, the resulting Multi-Layer Multi-Configuration
Time-Dependent Hartree method for Mixtures (ML-MCTDHX) can be adapted to efficiently re-
solve system-specific intra- and inter-species correlations. The versatility and efficiency of ML-
MCTDHX is demonstrated by applying it to the problem of colliding few-atom mixtures of both
Bose-Fermi and Fermi-Fermi type. Thereby, we elucidate the role of correlations in the transmis-
sion and reflection properties of the collisional events. In particular, we present examples where
the reflection (transmission) at the other atomic species is a correlation-dominated effect, i.e. it is
suppressed in the mean-field approximation.
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I. INTRODUCTION
Degenerate Bose and Fermi gases allow for an exquisite experimental control of the inter-
atomic interactions as well as the motional and the internal quantum states which renders
them ideal prototypes to investigate many-body quantum phenomena [1]. This holds in
particular for mixtures of different components which could be different chemical species
or isotopes as well as different spin degrees of freedom represented by the hyperfine states.
Depending on the statistics of the species, one can realize Bose-Bose (BB) [2], Fermi-Fermi
(FF) [3, 4] and Bose-Fermi (BF) mixtures [5–7] with or without pseudo-spin degrees of
freedom.
These ultracold mixtures reveal a great variety of physical phenomena depending among
others on the particle statistics, the interaction strength and the external confinement. Ex-
amples for phenomena in BB systems are the relative phase evolution [8], composite fermion-
ization and phase separation [9, 10], binary non-linear [11] or collective [12] excitations, and
the miscible to immiscible phase transition [13, 14]. For the corresponding spinor sys-
tems [15, 16] in optical lattices, their ferromagnetic and antiferromagnetic behavior [17, 18],
the interplay of spin and charge excitations [19], governed by spin-charge separation in one
dimension [20], and spin-exchange interactions [21] have been investigated.
In nature, material properties are often determined by the underlying electronic structure
and thus in particular fermionic degrees of freedom play a decisive role. By advanced cool-
ing techniques [22], ultracold fermionic gases can nowadays be prepared with deterministic
particle number and quantum state control [23] even for two-particle systems [24] freeing
the way to observe the onset of many-body physics by successively increasing the particle
number [25]. These systems exhibit fermion pairing [26] and Wigner molecule formation [27]
and are ideally suited to investigate the physics of magnetism [28–31], spin dynamics [32–
34], and collective excitations [35]. For two species mixtures of fermions a transition from
a molecular bosonic condensate [36] to a Bardeen-Cooper-Schrieffer super-fluid of weakly
bound Cooper pairs [37–39] has been observed. For strong inter-species interaction, even
such distinguishable fermions can be fermionized [40].
In the same spirit, binary BF mixtures can be mapped to a FF system for strong inter-
bosonic interactions [41] being describable by the Gaudin-Yang model [42, 43]. The low
energy physics can be described by the Tomonaga-Luttinger liquid theory [44] revealing a
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charge-density wave phase, a fermion pairing phase, and a phase separation regime [45] com-
parable to a liquid of polarons. Moreover, collective oscillations such as the monopole [46],
dipole [47], and scissors [48] mode have been analyzed for BF mixtures. For attractive in-
teractions, collapse [49] or the formation of composite particles, i.e. bound boson fermion
pairs, becomes possible [50, 51]. Additionally, these systems are ideally suited to understand
so-called induced interactions [52] and their impact on the super-fluid transition tempera-
ture [53].
In order to capture the above indicated variety of quantum phenomena, one needs a highly
flexible theoretical description which is able to go beyond mean-field approximations such
as the Gross-Pitaevskii (GP) [54, 55] or the Hartree-Fock (HF) [56, 57] theory, and includes
inter- and intra- species correlations. Since analytically solvable many-body problems are
rare [58–61] and exact diagonalization is restricted to very few degrees of freedom, sophis-
ticated methods to solve the time-dependent many-body Schro¨dinger equation of mixture
systems from first principles are required. Various wave-function propagation methods face
the exponential scaling of complexity with the number of particles by expanding the sys-
tem state |Ψt〉 w.r.t. a dynamically optimized truncated basis. This family of methods may
be divided into two classes with different underlying concepts of correlations. On the one
hand, there are methods, in which correlations are regarded as deviations from a state that
factorized w.r.t. to certain a-priori given modes, i.e. from a Gutzwiller mean-field state.
Famous examples are the tensor network methods based on matrix-product or projected
entangled-pair states [62–64], which are mostly tailored to lattice problems and proved to
be highly successful in particular for one-dimensional systems. On the other hand, correla-
tions can be defined as deviations from a, possibly (anti-) symmetrized, product state w.r.t.
particles. Here, the correlation-free reference state is a single Hartree product in the case
of distinguishable particles or indistinguishable bosons and a single Slater determinant in
the case of fermions, respectively. This is exactly the correlation concept underlying the
Multi-Configuration Time-Dependent Hartree (MCTDH) family of methods where the total
state |Ψt〉 is expanded w.r.t. a time-dependent many-body basis. Originally designed for
distinguishable degrees of freedom [65, 66], MCTDH became tailored to indistinguishable
fermions and bosons in terms of the MCTDHF [67–69] and MCTDHB method [70, 71],
by using Slater determinants and permanents of variationally optimized time-dependent
single-particle states as a many-body basis, respectively, which can formally be treated in
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a unifying manner [72, 73]. Recent developments cover the usage of Wannier basis states
for lattice systems [74, 75], internal degrees of freedom [76], linear-response theory [77, 78]
and restricting the active configuration space [79, 80]. A direct extension of MCTDHB and
MCTDHF to bosonic, fermionic or BF mixtures [73, 81], however, is impractical except for
very small system sizes due to the exponential wall of complexity. To pursue, the concept
of the so-called Multi-Layer MCTDH method [82–84], namely the coarse-graining of degrees
of freedom, has been applied to bosonic mixtures in the recently developed Multi-Layer
MCTDH method for Bosons (ML-MCTDHB) [85, 86]. Here the central idea is to expand
the state of the bosonic mixtures w.r.t. dynamically optimized truncated basis states for the
constituting species, which are in turn efficiently represented as MCTDHB wave functions.
Thereby, the variational wave-function ansatz can be tailored to system-specific intra- and
inter-species correlations. In passing, we note that the multi-layering idea has also been
applied directly to the structure of Fock space in the so-called Multi-Layer MCTDH method
in (optimized) Second Quantization Representation [87, 88], which is based on the concept
of correlations between (optimized) modes.
The above variational approaches have already been applied successfully to ultracold
systems. Beginning from one-dimensional single species systems, correlated processes in
e.g. the tunneling [89–92], breathing [93], soliton [94, 95], and quench induced dynamics in
lattice systems [96–98] including periodic driving [99], hybrid atom-ion systems [100], and
dipolar systems [101–103] have been explored. In the realm of binary mixture systems,
energy transfer [104], mixture tunneling [105, 106], mesoscopic charged molecules [107], and
dark-bright solitons [108] have been investigated. Meanwhile, MCTDH type methods have
also been applied to two- and three-dimensional ultracold atomic ensembles [74, 109–112]
for analyzing e.g. the dimensional cross-over or vortex dynamics.
In this work, we pursue the path by the ML-MCTDHB approach further in order to derive
and apply an efficient method for simulating the correlated quantum dynamics of arbitrary
ultracold atomic mixtures, let them be of bosonic, fermionic or Bose-Fermi type. For this
purpose, the ML-MCTDHB wave-function ansatz is generalized to also include fermionic
species and a unifying approach is applied, which does not distinguish between the particle-
statistics. Using this ML-MCTDHX wave-function representation, we derive the equations of
motion (EOM) for the expansion coefficients as well as the variational optimized basis states.
Hereupon, we apply the ML-MCTDHX method to the quantum dynamics of colliding small
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binary mixtures of BF and FF type in one spatial dimension demonstrating the applicability
of our ML-MCTDHX approach. Collisions of ultracold atomic clouds, being investigated
theoretically [113–118] as well as experimentally [119–122], can be strongly influenced by
correlations becoming observable in the transmission and reflection properties [115, 123, 124].
We reveal such correlation-induced transmission and reflection in a BF and a FF mixture,
respectively. Moreover, we show that analyzing the many-body wave-function in terms of
the natural orbitals of the species and the one-body density matrices allows for dedicated
insights into the beyond mean-field dynamics.
This work is structured as follows. In section II, we derive the ML-MCTDHX method
in detail. Starting with the wave-function ansatz, we compute and discuss the variational
EOM in detail. Section III is devoted to the collisional dynamics of a BF and a FF mixture.
After an exemplary detailed convergence study, we analyze the temporal evolution of the
mixtures especially focusing on the impact of correlations. Finally, we provide our conclusion
in section IV.
II. THEORY
In this section, we explicate the working principles of the ML-MCTDHX method for
multi-component quantum gases by considering a binary mixture of indistinguishable par-
ticles. The various possibilities of having a BB, FF or BF mixture are treated within
the same formalism and the particle-statistics turns out to enter only in the evaluation of
certain entities. Discussing first the physical systems we aim to address, we then state
the ML-MCTDHX wave-function ansatz and derive the corresponding equations of motion.
Thereafter, we comment on limiting cases, convergence and the generalization of the binary
mixture case to systems with more than two species. Finally, it is briefly addressed how we
can treat atoms in more than one spatial dimensions and how we can incorporate internal
degrees of freedom such as (pseudo-)spin into our approach.
A. Physical systems
In order to demonstrate the main idea of ML-MCTDHX, we consider a mixture of two
species labeled with A and B, respectively. Each species σ = A,B shall be constituted by
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a fixed number of atoms Nσ and can be either fermionic or bosonic. For simplicity, we first
assume that the particles may only move in one-dimensional space and that their internal
degrees of freedom, if existing, are frozen. The Hamiltonian of the binary mixture
Hˆ =
∑
σ=A,B
[
Hˆσ + Vˆσ
]
+ WˆAB, (1)
is decomposed into the single-particle and intra-species interaction terms of the σ species,
Hˆσ and Vˆσ, respectively, as well as the inter-species interaction WˆAB. For being concrete,
we consider a model with atoms in continuous space (treating discrete lattice systems is
straightforward, see e.g. [74, 75]), where the single-particle Hamiltonian typically reads
Hˆσ =
Nσ∑
i=1
[
(pˆσi )
2
2Mσ
+ uσ(xˆ
σ
i )
]
≡
Nσ∑
i=1
hˆσi . (2)
HereMσ denotes the mass of a σ-species particle and xˆ
σ
i , pˆ
σ
i refer to the position, momentum
operator of the i-th σ-species particle, respectively. uσ(xˆ) is an arbitrary, in general, species-
selective external potential. In this paper, we are solely concerned with two-body interactions
[125]:
Vˆσ =
∑
1≤i<j≤Nσ
vσ(xˆ
σ
i , xˆ
σ
j ), (3)
WˆAB =
NA∑
i=1
NB∑
j=1
wAB(xˆ
A
i , xˆ
B
j ), (4)
where in the context of ultracold atoms the interaction potentials vσ(x1, x2), wAB(x1, x2) are
usually of contact or dipolar type [126, 127]. As ML-MCTDHX constitutes a wave-function
propagation method, all terms of the Hamiltonian may be time-dependent.
As commonly done, we discretize the model at hand by assigning a typically large but
finite number of Gσ single-particle basis states to each particle of species σ, for instance a
discrete-variable representation (DVR) [66, 128] or, for lattice systems in the tight-binding
approximation, Wannier states. These states span the single-particle Hilbert space of the
σ-species hσ. In the following, we assume that this discretization is fine enough to resolve
the relevant physics such that we may refer to H = (SˆA ⊗
NA
i=1 h
A
i )
⊗
(SˆB ⊗
NB
j=1 h
B
j ) as the
complete Hilbert space of the binary mixture. Here, hσi ≡ h
σ and Sˆσ denotes the (anti-
)symmetrization operator if the species σ is bosonic (fermionic). The complete Hilbert
space H is typically far too high-dimensional for simulating quantum dynamics. In order
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to face this problem, the state of the total system is expanded with respect to a dynamically
optimized, truncated many-body basis in ML-MCTDHX, whose construction is the subject
of the subsequent section.
B. Construction of the many-body basis
In the ML-MCTDHX method, the state of the binary mixture |Ψ(t)〉 is firstly expanded
as
|Ψ(t)〉 =
M∑
i,j=1
Aij(t) |ψ
A
i (t)〉|ψ
B
j (t)〉. (5)
In the above expansion, most importantly, not only the coefficients Aij are time-dependent
but also the states |ψσi (t)〉 themselves. The states {|ψ
σ
i (t)〉}
M
i=1 with M ≤ dim (Sˆσ ⊗
Nσ
i=1 h
σ
i )
form a set of orthonormal functions for the σ species, which can be viewed as a (truncated)
orthonormal species basis [129]. It is important to notice that these species basis states
(SBSs) do not form a complete basis in the full Hilbert space of the σ species Sˆσ ⊗
Nσ
i=1 h
σ
i in
general but only represent a basis in the time-dependent truncated sub-space being relevant
for the expansion (5).
The SBSs are now constructed in the following way. First, we assign an orthonormal set
of mσ time-dependent single-particle functions (SPFs) {|φ
σ
n(t)〉}
mσ
n=1 to each species, thereby
truncating the single-particle Hilbert space hσ to a lower-dimensional, time-dependent sub-
space. Second, given this time-dependent truncated single-particle space span{|φσn(t)〉}
mσ
n=1,
the correspondingly available truncated sub-space for the Nσ particles of kind σ is spanned
by the occupation number states
|n〉σt =
1√
n1!n2!...nmσ !
(aˆ†1,σ)
n1(aˆ†2,σ)
n2...(aˆ†mσ ,σ)
nmσ |vac〉, (6)
where |vac〉 is the vacuum state and aˆ†i,σ (aˆ
†
i,σ) creates [130] (annihilates) one particle in state
|φσi (t)〉. The second quantization operators obey the (anti-)commutation relations[
aˆ†k,σ, aˆ
†
q,σ
]
±
= δk,q, (7)[
aˆ†k,σ, aˆ
†
q,σ
]
±
=
[
aˆ†k,σ, aˆ
†
q,σ
]
±
= 0, (8)
with [Aˆ, Bˆ]± = AˆBˆ ± BˆAˆ where the + and the − correspond to the case of the σ particles
being fermions or bosons, respectively. The vector n = (n1, n2, · · · , nmσ) with integers nr
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(for a fermionic species nr ∈ {0, 1}) determines the number of particles in a certain single-
particle state with the restriction
∑mσ
r=1 nr = Nσ such that Kσ =
(
Nσ+mσ−1
mσ−1
)
[Kσ =
(
mσ
Nσ
)
]
different number states for Nσ bosons (fermions) exist.
Finally, we truncate the available space span{|n〉σt } by considering only a reduced number
M ≤ min{KA, KB} of optimally chosen time-dependent, pairwise orthonormal superposi-
tions of |n〉σt
|ψσi (t)〉 =
∑
n|Nσ
Cσi;n(t)|n〉
σ
t , i = 1, ...,M (9)
where symbol ’n|Nσ’ indicates that the summation runs over all Kσ possible number states
for anNσ-particle system. These states are the aforementioned SBSs, on which the expansion
(5) is based.
In summary, the state of the system |Ψ(t)〉 is expanded with respect to the SBSs
{|ψσi (t)〉}
M
i=1 and the SPFs {|φ
σ
i (t)〉}
mσ
i=1, which corresponds to a two-layer Hilbert space
truncation: On the so-called particle layer, the assignment of a set of SPFs to each species
truncates the single-particle Hilbert space hσn to a smaller sub-space of dimension mσ < Gσ.
On the so-called species layer, one takes only a reduced number ofM < min{KA, KB} time-
dependent SBSs for each species into account instead of expanding the state of the binary
mixture w.r.t. all conceivable number-state configurations of the two species |nA〉
A
t |nB〉
B
t
with the SPFs as the underlying single-particle states. Thereby, mσ and M constitute the
main numerical control parameters (see the discussion in Sect. IID). In the following section,
we explain how the optimal time-dependent basis states are found. For simplicity, we drop
the time arguments in the notation in the remainder of this work.
C. Equations of motion
In order to derive equations of motion (EOM) for the expansion coefficients Aij and for
the time-dependent basis states |φσi 〉, |ψ
σ
i 〉, which ensure that these basis states move in an
optimal manner, we employ the Langrangian variational principle, which turns out to be
technically most convenient [71, 131]. Thus, we aim at finding the stationary point of the
action functional (setting ~ = 1)
S =
∫ t
0
dτ 〈Ψ(τ)|
(
Hˆ − i∂τ
)
|Ψ(τ)〉, (10)
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under the constraints of conserving the normalization of the total state as well as the or-
thonormality of the SPFs and SBSs. Enforcing these constraints by Lagrange multipliers,
however, does not give unique EOM, since expansions w.r.t. time-dependent basis states
such as (5) are not unique: Time-dependence can be shuffled between the expansion co-
efficients and the time-dependent basis states by means of appropriate (time-dependent)
unitary transformations of the expansion coefficients and the basis states leaving the total
state invariant. This “gauge” degree of freedom can be fixed by setting the so-called con-
straint operators 〈φσq |i∂t|φ
σ
k〉 and 〈ψ
σ
q |i∂t|ψ
σ
k 〉 to some hermitian matrices [66], which we take
to be zero in this work without loss of generality and without affecting the accuracy of the
method. Now let us summarize the resulting EOM, while presenting the explicit formulas
for the ingredients in Appendix A - D.
When performing the variation of A∗ij , we obtain the following EOM
i∂tAij =
M∑
q,p=1
〈ψAi ψ
B
j |Hˆ|ψ
A
q ψ
B
p 〉Aqp. (11)
As expected, the expansion coefficients obey a linear Schro¨dinger equation with a, by virtue
of the SBSs, time-dependent Hamiltonian matrix. Varying correspondingly the coefficients
(Cσi;n)
∗ gives
i∂tC
σ
i;n =
σ〈n|(1− Pˆ σ1 )
[(
Hˆσ + Vˆσ
)
|ψσi 〉+
M∑
l,j,k,p=1
[η−11,σ]
i
l [η2,σσ¯]
lk
jp [Wˆσ|σ¯]
k
p |ψ
σ
j 〉
]
, (12)
where σ¯ = A(B) if σ = B(A). The SBSs dynamics is driven by both the intra-species
Hamiltonian Hˆσ + Vˆσ and the coupling to the other species: the mean-field operator ma-
trix [Wˆσ|σ¯]
k
p = 〈ψ
σ¯
k |WˆAB|ψ
σ¯
p 〉, being an effective one-body operator, describes the action of
the inter-species interaction on the σ species conditioned on the transition of the σ¯-species
from the p-th to the k-th SBS. This operator is weighted with the corresponding two-species
density matrix [η2,σσ¯]
lk
jp in the SBS representation and contracted with the inverse of the
reduced density matrix [132] of the σ species in the SBS representation, [η1,σ]
i
l. Summa-
rizing, the inter-species interaction becomes manifest in a two-fold manner: it acts as an
effective one-body operator on the σ species but also leads to a coupling of i∂tC
σ
i;n to the
expansion coefficients of all the other SBSs. The operator 1 − Pˆ σ1 ≡ 1 −
∑M
r=1 |ψ
σ
r 〉〈ψ
σ
r |
denotes the projector onto the orthogonal complement of the space spanned by the SBSs
w.r.t. span{|n〉σt } naturally preventing the SBSs from moving within the already spanned
subspace span{|ψσr 〉}
M
r=1.
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Finally varying the SPFs, we end up with
i∂t|φ
σ
i 〉 = (1− Pˆ
σ
2 )
[
hˆσ|φ
σ
i 〉+
mσ∑
p,s=1
[ρ−11,σ]
i
p
( mσ∑
q,l=1
[ρ2,σ]
pq
sl [vˆσ]
q
l +
mσ¯∑
q,l=1
[ρ2,σσ¯]
pq
sl [wˆσ|σ¯]
q
l
)
|φσs 〉
]
. (13)
Here again, the projector 1− Pˆ σ2 ≡ 1−
∑mσ
i=1 |φ
σ
i 〉〈φ
σ
i | enforces that the SPFs may only rotate
out of the subspace spanned by the instantaneous SPFs. Such a rotation can be induced
by the single-particle Hamiltonian hˆσ ≡ hˆ
σ
1 and by the interaction with particles of the
same (other) species via the mean-field operator matrices [vˆσ]
q
l ([wˆσ|σ¯]
q
l ). These operators
have potential-term character [133] and are given by the interaction-potential operators
conditioned on the interaction partner undergoing a transition from the l-th to the q-th
SPF: [vˆσ]
q
l = 〈φ
σ
q |vσ(xˆ
σ
1 , xˆ
σ
2 )|φ
σ
l 〉 and [wˆσ|σ¯]
q
l = 〈φ
σ¯
q |wAB(xˆ
A
1 , xˆ
B
1 )|φ
σ¯
l 〉. These transitions are
weighted with the corresponding reduced two-body density matrix elements of two σ particles
(one σ and one σ¯ particle) in the SPF representation, namely [ρ2,σ]
pq
sl ([ρ2,σσ¯]
pq
sl ). Last, these
terms are contracted with the inverse of the reduced one-body density matrix [132] of a σ
particle, [ρ−11,σ]
i
p.
The coupled EOM (11), (12), and (13), which have to be solved simultaneously, formally
appear alike the EOM of the ML-MCTDHB method for bosonic mixtures [85, 86], which has
been achieved by the employed unifying notation. As a matter of fact, the particle-statistics
enter the ML-MCTDHX EOM only via the second quantization algebra when applying Hˆσ,
Vˆσ and [Wˆσ|σ¯]
k
p to a SBS in (12) as well as in the calculation of the so-called reduced one-
and two-body transition matrices [134, 135] 〈ψσk |aˆ
†
i,σaˆ
†
j,σ|ψ
σ
l 〉 and 〈ψ
σ
k |aˆ
†
i,σaˆ
†
j,σaˆ
†
q,σaˆ
†
p,σ|ψ
σ
l 〉 (see
Appendix A). The latter entities measure the overlap between the many-body states |ψσl 〉,
|ψσk 〉 after removing one (two) particles, i.e. probe one (two) body properties in the transitions
between many-body states, and constitute essential building blocks for constructing the
Hamiltonian matrix 〈ψAi ψ
B
j |Hˆ|ψ
A
q ψ
B
p 〉, the mean-field operator matrices [Wˆσ|σ¯]
k
p and the
reduced density matrices [ρ1,σ]
i
p, [ρ2,σ]
pq
sl and [ρ2,σσ¯]
pq
sl (see Appendix B - D). In this way, the
reduced transition matrices are reminiscent of the reduced density operators in the unified
formulation [73, 81] of the MCTDH theory for mixtures of indistinguishable bosons and
/ or fermions, which, however, is limited to small particle numbers since the additional
truncation to M SBSs is not performed.
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D. Limiting cases and convergence
Whenever the basis set on one layer is not truncated, the projector Pˆ σ1 or Pˆ
σ
2 in the
corresponding EOM becomes the identity such that the corresponding basis states do not
move (in the chosen constraint operator gauge). In particular, the ML-MCTDHX EOM
reduce to the MCTDH theory for BB, FF and BF mixtures in its unifying formulation [73, 81]
if M = min{KA, KB}. When choosing mσ = Gσ in addition, our wave-function ansatz is
of full configuration-interaction type, covering the complete Hilbert space H . In the other
extreme case of neglecting all correlations by settingM = 1 andmσ = 1 for bosons (mσ = Nσ
for fermions), the ML-MCTDHX EOM reduce to coupled GP (HF) EOM, depending on the
statistics of the components. In between these extreme cases for not too strong inter-species
correlations, one expects that it is sufficient to take only M ≪ min{KA, KB} variationally
optimized SBSs into account, which leads to higher efficiency in the representation of the
many-body state compared to the direct extension of the MCTDHF and MCTDHB methods
for treating mixtures of indistinguishable degrees of freedom [73, 81]. Thus when using ML-
MCTDHX, mσ and M need to be chosen according to the dominant correlations in the
system such that the expansion (5) is efficient, i.e. involves as few coefficients as possible,
while capturing all relevant correlations. We remark that the EOM can be shown to conserve
energy and norm [66] as well as single-particle symmetries (see [86] for details) independently
of the chosen number of SPFs and SBSs.
In order to judge the convergence of a simulation, one has to systematically increase mσ
andM , i.e. enlarge the subspace within which ML-MCTDHX finds the variationally optimal
solution, and compare the results for observables of interest, e.g. the density distribution.
Furthermore, one can inspect the spectral decomposition of the reduced density operator of
the whole species σ
ηˆ1,σ =
M∑
i=1
λσi |Ψ
σ
i 〉〈Ψ
σ
i |, (14)
and the reduced one-body density operator of the species σ
ρˆ1,σ =
mσ∑
i=1
nσi |Φ
σ
i 〉〈Φ
σ
i |. (15)
The eigenstates |Ψσi 〉 [ |Φ
σ
i 〉 ] are called natural species functions (NSFs) [natural orbitals
(NOs)] and the eigenvalues λσi [n
σ
i ], which sum up to unity, are denoted as natural pop-
ulations (NPs). We label the NSFs and NOs in decreasing sequence w.r.t. their natural
11
populations in the following and note that λAi = λ
B
i ≡ λi holds for binary mixtures (see
Sect. II E). Convergence can now be judged on the basis of the convergence of the individ-
ual natural populations. Thereby, a negligibly small lowest natural population λσM (n
σ
mσ
)
means that the corresponding NSF (NO) essentially does not contribute to the numerically
obtained |Ψ(t)〉. The latter provides in practice a good indicator for the considered basis
being sufficiently large, even though it is not a strict convergence criterion [136]. We note
that the convergence behavior and in particular the degree of convergence in general depend
on the character of the observable of interest, of course. In Sect. III, we will illustrate how
to control convergence of ML-MCTDHX simulations and, moreover, employ the NSFs and
NOs as well as their populations as an analysis tool for a descriptive unraveling of correlated
many-body states.
E. Generalizations
Having outlined the ML-MCTDHX wave-function ansatz and EOM for a one-dimensional
binary mixture, we briefly comment on the possible generalizations, which we can also treat
with our current implementation. First, more than two species can straightforwardly be
taken into account by employing the ansatz
|Ψ〉 =
M1∑
j1=1
...
MS∑
jS=1
Aj1...jS |ψ
1
j1
〉 · · · |ψSjS〉 (16)
with S denoting the number of species. As a consequence, the calculation of the one-
and two-species density matrix has to be adapted (see Appendix D) and the EOMs for
the SBSs and SPFs of the σ species feature S − 1 inter-species mean-field operator matrix
terms. While for S > 2 the numbers of SBSs Mσ for the different species do not have to
coincide, we remark that taking unequal numbers MA, MB for a binary mixture does not
improve the accuracy of the wave-function ansatz. This is a consequence of the Schmidt
decomposition for bipartite systems [137, 138], which states that the maximal strength of
interspecies correlations, which can be resolved, only depends on min{MA,MB} such that
we may set MA = MB = M without loss of generality. This feature is also reflected in the
aforementioned coinciding natural populations of the NSFs, λAi = λ
B
i ≡ λi.
Second, the concept of multi-layering can be applied to simulate also three-dimensional
systems. Here, the idea is to expand the time-dependent three-dimensional SPFs |φσi 〉 w.r.t.
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Hartree products of time-dependent one-dimensional basis states for the different spatial
directions. By adjusting the numbers of these one-dimensional basis states, correlations
between the spatial directions can be taken into account. If the latter are not too strong,
as in the physically interesting cross-over regime between one and three dimensions, this
approach allows for efficient simulations on extremely large spatial grids [86, 110, 139].
In a completely similar manner, we can account for internal degrees of freedom in ML-
MCTDHX, allowing for simulating in particular interacting ultracold fermions in different
pseudo-spin states including also spin-changing collisions [140]. For this purpose, the SPFs
|φσi 〉 are expanded w.r.t. Hartree products of time-dependent spatial wave-functions and
time-independent spin basis states.
III. APPLICATIONS: COLLISIONAL DYNAMICS OF BINARY MIXTURES
In this section, we apply the ML-MCTDHX method for simulating the correlated colli-
sion dynamics of various binary mixtures in order to demonstrate the versatility and certain
features of the approach. After discussing the general setup in Sect. IIIA, we focus on
the convergence behavior by considering a simple scenario involving a few-atom BF mixture
(Sect. III B). Thereafter, we proceed to more complex scenarios involving larger atom num-
bers and illustrate how manifestations of correlations can be unraveled by means of tailored
analysis tools. Here, we consider the cases of a particle-number imbalanced BF (Sect. III C)
and a balanced FF mixture (Sect. IIID). We note that exploring the observed physical
effects in depth clearly goes beyond the scope of this work.
A. Setup
We consider a binary mixture consisting of A and B species of the same mass [141],
being confined in harmonic-oscillator potentials of same frequencies. Working in harmonic
oscillator units, the single-particle Hamiltonian takes the form hσi = −
1
2
∂2xσi +
1
2
(xσi − x
σ
0 )
2
where xσ0 (σ ∈ {A,B} is the species index) denotes the spatial offset added initially to the
harmonic confinement for each of the species. The two-body intra-species and inter-species
interaction potential is given by vσ(x
σ
i , x
σ
j ) = gσδ(x
σ
i −x
σ
j ) and wAB(x
A
i , x
B
j ) = gABδ(x
A
i −x
B
j )
respectively.
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Below, we explore the dynamics of both a BF and a FF mixture with each of the individual
species being considered as spinless [142]. Each system is initialized in the ground state of
the corresponding species with an initial finite spatial offset xA0 = −x
B
0 . To induce the
dynamics, we quench this spatial offset to zero, i.e. xA0 = −x
B
0 = 0, letting the initially
separated atomic clouds collide.
B. Few-atom Bose-Fermi mixture: Convergence study
In the present section, we consider the dynamics of a few-body BF mixture and show in
detail the convergence behavior of the ML-MCTDHX method. In particular, the mixture
consists of NB = 2 bosons and NF = 2 fermions with weak bosonic intra-species repulsive
interaction gBB = 0.05 and strong repulsive inter-species interaction gBF = 1.0, while the
initial spatial offset is xF0 = −x
B
0 = 2.
To study the dynamics we employ the evolution of the reduced one-body density for the
σ-th species
ρσ1 (x; t) = 〈Ψ(t)|Ψˆ
†
σ(x)Ψˆσ(x)|Ψ(t)〉 , (17)
where Ψˆ†σ(x) (Ψˆσ(x)) refers to the field operator that creates (annihilates) a σ species particle
at position x. Figs. 1 (a)-(d) present the dynamics from a single particle perspective via the
one-body density for both the fermionic and the bosonic species. As shown ρσ1 (x; t) exhibits
oscillatory patterns possessing the frequency ω = 1 of the harmonic trap such that at regular
time intervals, ∆t = (2n+1)T
4
(T = 2pi being a corresponding period) the two species collide.
In the mean-field case, see Figs. 1 (a), (b), the only effect observed is the accumulation of
the single particle density before a collision event for both the fermionic and bosonic species.
However in the correlated case, see Figs. 1 (c), (d), the out-of-equilibrium dynamics differs
significantly. As it can be seen, the density distribution ρF1 (x; t) (as well as ρ
B
1 (x; t)) oscillates
as a whole up to the first collision event (see t = 1
2
T ) and then splits into counter-propagating
fragments. In addition, during each collision event the density shows a characteristic peak,
which is more pronounced than in the mean-field case. The observed splitting process can
be seen as a partial reflection of the particles during a collision. Furthermore note that the
reflected part of the one-body density lies within the spatial region for which the density of
the other species is dominant and inherits its density structure.
Since beyond mean-field effects apparently play a role already on the level of the reduced
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FIG. 1. One-body density evolution ρσ1 (x; t) for the fermions (left column) and the bosons (right
column) after the quench for a system of NF = 2 fermions and NB = 2 bosons and with intra-
species and inter-species interaction strength gBB = 0.05 and gBF = 1.0, respectively. Shown
are the one-body densities evolution (a, b) in mean-field approximation [1− (2, 1)] and (c, d) for a
beyond mean-field calculation [10−(10, 10)]. (e−j) Comparison of the one-body density profiles for
different orbital configurations (see legend) at different time instants, namely from top to bottom
t1 = 6.3 ≈ T , t2 = 9.4 ≈ 3T/2 and t3 = 18.9 ≈ 3T . (k − n) Spatially integrated error ∆
σ
CC′(t)
between different orbital configuration with increasing number of NSFs (k, l) and increasing number
of SPFs (m,n). The light blue vertical lines indicate the time instants shown in (e− j).
one-body density, we first study the convergence behavior of ρσ1 (x; t) upon increasing the
basis size in our variational wave-function ansatz [see Eqs. (5), (9)]. Figs. 1 (e)-(j) show
the profiles of the one-body density for both the fermions and the bosons using different
M − (mF , mB) approximations at various time instants during the evolution. For increasing
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number of SBSs M (keeping the number of SPFs mB, mF fixed) the corresponding profiles
are almost indistinguishable (see solid red and light blue lines respectively). For instance,
the corresponding one-body densities obtained e.g. within the approximations 3-(8,8) and
8-(8,8) respectively, deviate at most by 10%. However, the difference between the 7-(8,8)
and 8-(8,8) approximations becomes negligible, showing a maximal deviation of the order of
1.2% (results not shown here). The same behavior can be observed for increasing number
of SPFs, namely by increasing mB and/or mF for a fixed number of NSFs M (see light blue
and black dashed lines). Here the maximum deviation between the approximations 8-(8,8)
and 8-(10,10) is of the order of 2%. However, the mean-field approximation 1-(2,1) differs
significantly from the correlated approach 8-(10,10) possessing completely different density
profiles (see solid red and dashed black lines).
In order to quantitatively judge the convergence behavior of ρσ1 (x; t) over the whole evo-
lution time, we inspect the spatially integrated density difference
∆σCC′(t) =
1
2Nσ
∫
dx
∣∣ρσ1,C(x; t)− ρσ1,C′(x; t)∣∣ ∈ [0, 1], (18)
where Nσ refers to the total number of particles for the species σ, ρ
σ
1,C(x; t) (ρ
σ
1,C′(x; t))
denotes the one-body density of species σ calculated within the configuration C = M −
(mF , mB) [C
′ = M ′ − (m
′F , m
′B)]. To judge about convergence on the single-particle level
we calculate ∆σCC′(t) by successively increasing M and fixed mF , mB or with successively
increasing the mB or mF keeping M fixed.
Figs. 1 (k), (l) show in a transparent way an adequate convergence of our results both
for fermions [see Fig. 1 (k)] and bosons [see Fig. 1 (l)] for increasing number of SBSs
and in particular for M > 7. Indeed, ∆σCC′(t) testifies large deviations for small number
of SBSs (e.g. incrementing from M = 1 to M = 2), while for increasing M (here M = 7
to M = 8) max[∆σCC′(t)] ≈ 1%. The latter indicates convergence of the reduced one-
body densities. The same observations hold for increasing number of SPFs in the fermionic
and/or the bosonic component of the binary mixture. As shown in Figs. 1 (m), (n) the
one-body densities for both the fermions and the bosons respectively are more sensitive
to the addition of more orbitals mF in the fermionic component. This is an expected
result as spinless fermions, in contrast to bosons, according to the Pauli principle cannot
tend to condense to a particular state. An adequate convergence for increasing number of
fermionic orbitals between the configurations C = 8 − (8, 10), C ′ = 8 − (9, 10) (see solid
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red line) and C = 8 − (9, 10), C ′ = 8 − (10, 10) (see dashed orange line) is observed. In
particular, max[∆σCC′(t)] ≈ 0.5% (see solid light blue and blue dashed lines) for mF , mB >
9. Summarizing, we observe that the accuracy of the calculation is more sensitive upon
increasing the number of SBSs than incrementing the number of SPFs. Also, to achieve
convergence we need to add more SPFs for the fermions than for the bosons which can be
explained by the fact that bosons are allowed to condense in the same state but fermions
not.
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FIG. 2. Evolution of the occupations of the NSFs (a1), the fermionic NOs (b1), and the bosonic
NOs (c1) for the orbital configuration 8 − (10, 10). Comparison of the populations of the most
occupied and least occupied NSF (NO) for varying M with fixed mF = mB = 10 (a2, a3), for
varying mF with fixed M = 8 and mB = 10 (b2, b3), and for varying mB with fixed M = 8 and
mF = 10 (c2, c3). Corresponding relative differences for the natural population of the first and
second NSFs (a4, a5) and NOs (b4, b5 and c4, c5) between the different orbital configurations (see
legend).
Having investigated the convergence behavior of local one-body observables, we now turn
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to more involved quantities, namely the populations of NOs and NSFs, which reflect certain
aspects of the structure of the many-body state (see Sec. II D). The occupations of the NSFs
and NOs are important for both the interpretation of the dynamics as well as to check the
convergence of the method. Fig. 2 (a1) presents the evolution of the populations of the NSFs
for the system examined in Fig. 1. As it can be seen, λ1(t = 0) = 1, implying the absence
of inter-species correlations initially, while as time evolves λ1(t) deviates significantly from
unity and λi(t), i 6= 1, acquire non-negligible populations. Indeed all λi(t), i = 1, 2, ...,
change significantly during a collision event but stay approximately constant in between.
Figs. 2 (a2), (a3) illustrate in a transparent way, the convergence regarding the first and
last NSF population respectively for varying number of used SBSs, namely M = 6, 7, 8.
Concerning the occupation of the least contributing NSF for the case of M = 8 we observe
that it is always very small, i.e. less than 10−3. The latter indicates that the used number
of SBSs is sufficient for the convergence of the observables of interest (see Sect. IID). The
occupations of the first NSF during the evolution for different orbital configurations are
almost indistinguishable. To quantitatively demonstrate convergence we define the relative
difference of the population of the i-th NSF
δλCC
′
i (t) =
∣∣λCi (t)− λC′i (t)∣∣
λC
′
i (t)
, (19)
where λCi (t) [λ
C′
i (t)] denotes the population of the i-th NSF calculated within the C =
M − (mF , mB) [C
′ = M ′ − (m
′F , m
′B)] orbital configuration. Figs. 2 (a4), (a5) present the
relative difference for the first δλCC
′
1 (t) and the second δλ
CC′
2 (t) population of the NSFs. A
decreasing relative difference for increasing M is clearly visible and the relative deviations
are very small anyway, i.e. less than 4% when comparing the C = 7 − (10, 10) calculation
with C ′ = 8− (10, 10), for example, which further indicates convergence.
Moreover, Fig. 2 (b1) presents the natural populations (NPs) of the fermionic natural
orbitals during the dynamics. As NF = 2, the fermionic ensemble initially occupies a HF-like
state characterized by the occupation of the first two orbitals, i.e. nF1 (0) = n
F
2 (0) ≈ 0.5.
However, following the first collision, other fermionic orbitals acquire significant populations.
To judge about the obtained convergence Figs. 2 (b2), (b3) show the evolution of the first two
and of the last fermionic NPs respectively using different number of fermionic orbitals mF .
Concerning the dependence of nF1 (t), n
F
2 (t) on the numerical configuration, we observe for the
presented orbital numbers that they are almost indistinguishable during the evolution, see
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Fig. 2 (b2). The latter is also confirmed by their corresponding relative differences δn
F,CC′
1 (t)
and δnF,CC
′
2 (t) [defined in the same manner as the relative difference of the population of the
NSFs, see Eq.(19)], shown in Figs. 2 (b4), (b5) respectively. A decaying relative difference for
increasing number of fermionic orbitals [see δnF,CC
′
1 (t) for C = 8−(8, 10) and C
′ = 8−(9, 10)
and δnF,CC
′
1 (t) between C = 8−(9, 10) and C
′ = 8−(10, 10)] is observed with a corresponding
deviation smaller than 0.6%, thereby indicating convergence. Finally, the smallest natural
population, see Fig. 2 (b3), is less than 10
−3, indicating that there is no necessity of adding
more orbitals to the fermionic component. Next we turn our attention to the evolution of
the bosonic NPs, shown in Fig. 2 (c1). The same overall behavior as for the fermionic NPs
is observed. To illustrate convergence we explicitly show in Figs. 2 (c2), (c3) the evolution
of the first and the last NP for varying number of bosonic NOs mB. The time-evolution of
the first NP, see Fig. 2 (c2), remains almost invariant upon increasing the orbital numbers,
while the last one, see Fig. 2 (c3), is always below 10
−3. Finally, the corresponding relative
differences of the first [δnB,CC
′
1 (t)] and the second [δn
B,CC′
2 (t)] bosonic NPs using different
number of mB, are presented in Figs. 2 (c4), (c5). As expected, both δn
B,CC′
1 (t) and
δnB,CC
′
2 (t) decrease for increasing number of bosonic NOs mB (see purple and green lines).
Summarizing, we have studied the convergence behavior of the reduced one-body density
and the NOs and NSF populations, which are sensitive to both intra- and inter-species
correlations. For the considered configurations, we have in particular seen that the accuracy
is much more affected by the truncation on the species layer than on the particle layer. We
have made similar observations in the other collision scenarios, too.
C. Particle-number imbalanced Bose-Fermi mixture
In the following, we investigate a complex collision scenario where again, for strong enough
inter-species interactions, correlations qualitatively alter the transmission properties of the
colliding species. Here, our main aim is to show that the NSFs, which can be easily extracted
from the ML-MCTDHX wave-function ansatz, allow for linking the structure of the corre-
lated many-body wave function to beyond mean-field effects in the reduced one-body density.
Specifically, we consider a BF mixture consisting of NB = 10 bosons and NF = 3 fermions,
while the initial positions of the species-dependent harmonic trap are xF0 = −x
B
0 = 2. The
bosonic intra-species interactions is kept always weak (gBB = 0.05) and the cases of weak
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and stronger inter-species interactions, namely gBF = 0.5 and gBF = 2.0 respectively, are
examined.
−4
−2
0
2
4
0 5 10 15 200 5 10 15 20
−4
−2
0
2
4
1.6
1.2
0.8
0.4
2
4
6
8
2
4
6
8
0.2
0.4
0.6
0.8
1
1.2
−4
−2
0
2
4
−4
−2
0
2
4
Fermions Bosons
FIG. 3. One-body density evolution for the fermionic species (left column) and the bosonic species
(right column) after the quench for NF = 3 fermions and NB = 10 bosons with intra-species
interaction gBB = 0.05 and inter-species interactions gBF = 0.5 (a − d) and gBF = 2.0 (e − h).
While densities shown in panels (a, b, e, f) are obtained within a mean-field configuration [1−(3, 1)]
panels (c, d, g, h) present the beyond mean-field results [6− (8, 6)].
For weak inter-species interactions, an inspection of the dynamics of the one body density
reveals qualitatively similar characteristics between the mean-field, [see Figs. 3 (a), (b)] and
the correlated [see Figs. 3 (c), (d)] description. In both cases the two initially separated
clouds collide after the quench and perform oscillations with the frequency of the trap. The
collisional events show in the one-body density evolution density peaks. These density peaks
appear to be more pronounced in the mean-field case. Additionally, as it can be seen after the
first collision a small fragment of the fermionic cloud is swept away from the majority cloud
as a consequence of the collision with the bosonic ensemble. For times following the first
collision, the bosonic density lies in between the above-mentioned majority fermionic cloud
and the small reflected fermionic fragment. Also, the sweeping of the minority fermionic
fragment is intensified in the course of the dynamics especially following each collision event.
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FIG. 4. Evolution of the leading contribution λ1(t)ρ
σ
1,1(x; t) (a, b) , the next-to-leading contribution
λ2(t)ρ
σ
1,2(x; t) (c, d) and the re-summation of the remaining contributions
∑
k>2
λk(t)ρ
σ
1,k(x; t) (e, f)
of the one-body density for the fermions (left column) and the bosons (right column) for gBF = 2.0.
The remaining system parameters are the same as in Fig. 3.
The latter is stronger in the correlated dynamics as compared to the mean-field behaviour.
Figs. 3 (e)-(h) present the dynamics for stronger interactions, namely gBF = 2.0. In this
case the evolution of the system within the mean-field approach is qualitatively different from
the full many-body calculation. Indeed, in the mean-field case, the two species are mainly
reflected, see Figs. 3 (e), (f). Only a tiny portion of the fermionic cloud transmits through
the bosonic ensemble after each collision [not visible in Fig. 3 (e)]. Taking correlations into
accout, however, one part of the fermionic density goes through the bosonic species after
the first and even more after the second collision, see Figs. 3(g), (h), and acquires more
population during the dynamics.
In order to trace back the transmitted fermionic density to beyond HF behavior, one
can evaluate the NOs densities and their populations. Being strongly averaged quantities
however, the NOs do not allow for distinguishing intra- and inter-species correlation effects.
As we shall see here, the latter can be accomplished for a binary mixture by the Schmidt
decomposition [138, 143]
|Ψ(t)〉 =
M∑
k=1
√
λk(t)|Ψ
A
k (t)〉|Ψ
B
k (t)〉, (20)
with {|Ψσk(t)〉, k = 1, ...,M} being orthonormal. This decomposition can be easily obtained
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by diagonalizing the single-species reduced density matrices [η1,σ]
i
l, which are typically com-
pact objects in ML-MCTDHX calculations. Then, the one-body reduced density ρσ1 (x; t) of
the σ species can be decomposed as
ρσ1 (x; t) =
M∑
k=1
λk ρ
σ
1,k(x; t), (21)
where ρσ1,k(x; t) = 〈Ψ
σ
k(t)|Ψˆ
†
σ(x)Ψˆσ(x)|Ψ
σ
k(t)〉 denotes the one-body density matrix for the
k-th NSF. Indeed, the decomposition of the one-body density into λk(t)ρ
σ
1,k(x; t) modes [see
Eq. (21)] sheds light on the correlated dynamics and the corresponding differences to the
mean-field case. The leading contribution λ1(t)ρ
F
1,1(x; t), see Figs. 4 (a), (b), is similar to the
mean-field one-body density ρF1,MF(x; t) as the fermionic density is shown to be completely
reflected after each of the collisions. On the contrary, λ2(t)ρ
F
1,2(x; t) clearly shows that a
small fragment of the fermions is transmitted through the bosonic cloud and the remaining
fermionic cloud is reflected, see Figs. 4 (c), (d). Furthermore, in
∑
k>2 λk(t)ρ
F
1,k(x; t) we also
observe that a fermionic fragment passes through the bosonic cloud, see Figs. 4 (e), (f).
For the bosonic component, we do not find striking structural differences between the NSF
densities but only the tendency that less populated NSFs are more smeared out in space,
cf.
∑
k>2 λk(t)ρ
B
1,k(x; t) with λ1(t)ρ
B
1,1(x; t) and λ2(t)ρ
B
1,2(x; t).
Concluding, we have linked the transmitted fermionic density to inter-species correlations
by diagonalizing the density operator of the fermionic species. Because of inter-species
interactions, the state of the NF fermions becomes mixed. Its dominant NSF density lacks a
transmitted fraction and resembles the behavior of the corresponding mean-field calculation,
whereas the sub-dominant NSFs feature a transmitted fraction.
D. Fermi-Fermi mixture
Finally, we study the collision dynamics of a FF mixture for a two-fold purpose. We can
relate - this time - a reflected fraction of the density to inter-species correlations by applying
the already introduced NSF analysis. Furthermore, a NO analysis reveals that the occupied
single particle states can be classified into certain categories, manifesting the emerging NO
structure of the beyond HF dynamics.
To illustrate the emergence of inter- and intra-species correlations in fermionic ensembles
we consider a binary mixture consisting of NA = NB = 6 fermions and x
A
0 = −x
B
0 =
22
4.5 in order to avoid spatial overlap between the species initially. We emphasize that the
considered inter-species interactions are relatively weak, namely gAB = 0.4, but still give
rise to intriguing correlation effects.
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FIG. 5. Evolution of the one-body density for the fermionic species A for NA = NB = 6 fermions
with inter-species interaction gAB = 0.4 within the mean-field approximation (a) and resulting from
the correlated approach (b) with the orbital configuration 5 − (15, 15). (c) Leading contribution
λ1(t)ρ
A
1,1(x; t), (d) next-to-leading contribution λ2(t)ρ
A
1,2(x; t) and (e) re-summation of higher order
contributions
∑
k>2
λk(t)ρ
A
1,k(x; t) to the one-body density of (b). (f) Evolution of the corresponding
populations λj of the NSFs. (g) Comparison of the population for the first NSF during the dynamics
for different values of the inter-species interaction gAB = 0.2 (blue), gAB = 0.4 (red) and gAB = 1.0
(black). (h) Evolution of the fermionic NPs for gAB = 0.4. Inset: For better visibility we depict
solely the populations of the first three fermionic orbitals.
The effect of the inter-species interaction is manifested after a collision by a small portion
of the fermionic density which oscillates in the opposite direction with respect to the majority
of the fermionic particles, see Fig. 5 (b). This is in contrast to the mean-field HF case, see
Fig. 5 (a), where no such effect is observed and only coherent oscillations of the fermions are
present. To shed light onto the collisional fermionic dynamics we employ the corresponding
23
-10 -6 -2 2 6 10
0
0.2
0.4
0.6
0
0.4
0.8
0
0.04
0.08
-10 -6 -2 2 6 10
FIG. 6. Modulus squared of the NOs being normalized to their respective occupation number,
i.e. Φ˜σi (x, t) ≡
√
Nσn
σ
i Φ
σ
i (x, t) for the orbital configuration 5 − (15, 15) and gAB = 0.4. (a, d)
Core orbitals, (b, e) valence orbitals, and (c, f) excited orbitals at times t1 = 9.8 (left column) and
t2 = 46.9 (right column). The remaining parameters are as stated in Fig. 5.
Schmidt decomposition. The density evolution of the dominant NSF [see Fig. 5 (c)], shows
that all the fermions oscillate coherently in the same direction, in agreement to the HF
case. The second dominant NSF [see the density evolution in Fig. 5 (d)] consists of the
majority of the fermionic density oscillating in the one direction and a small fragment in the
opposite direction. Higher order NSF contributions correspond to states with a somewhat
more extended density oscillating in the opposite direction [see Fig. 5 (e)].
The populations of the above-mentioned modes, presented in Fig. 5 (f), change over time
in particular after each collision event (taking place at tn =
(2n+1)pi
2
, n ∈ N) and exhibit an
oscillatory stepwise pattern. To compare the depletion rate for the first NSF, i.e. the mode
where all the particles oscillate around the center of the trap in the same direction, we show
its occupation for different inter-species interactions gAB, see Fig. 5 (g). It is manifest that
stronger interactions lead to a faster built-up of inter-species correlations. Since reflected
density fractions are exclusive signatures of higher order NSFs [compare Figs. 5 (b), (d),
(f)], measuring the density profile can be used to probe inter-species correlations. Moreover,
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the interaction dependence observed in Fig. 5 (g) can be explained by the fact that the
reflection rate for the scattering between each pair of particles gets higher for increasing
interaction and therefore the probability of all the particles to be transmitted decreases.
Another interesting observation is that the depletion (1−λi) reaches a maximum value and
subsequently reduces, e.g. see Figs. 5 (d), (g). This is due to the collision process between
the two species which also allows for population transfer from the second NSF to the first.
Similarly to the bosonic case, where the populations of the NOs quantify the degree of
fragmentation [144, 145], NOs and their populations provide also valuable insights into the
structure of the many-body state of interacting fermions. Due to the fermionic statistics an
amount of the initially occupied orbitals are almost unperturbed (core orbitals) during the
dynamics, while the remaining orbitals (valence orbitals) exhibit depletion towards higher
lying excited orbitals not populated in the initial state. In the present case, see Fig. 5 (h),
we identify (from the corresponding populations) the first three Φ1 to Φ3 orbitals as the core
orbitals, the orbitals Φ4 to Φ6 as the valence orbitals, and finally the orbitals Φ7 to Φ9 as the
significantly occupied excited orbitals. The core orbitals are characterized by low depletion
(1/Nσ − n
σ
i ), as shown in the inset of Fig. 5 (h), while the depletion of the valence orbitals
is related to the occupation of the excited orbitals. Figs. 6 (a)-(c) present |Φi(x, t1)|
2 with
i ∈ {1, . . . , 9} at t1 = 9.8 ≈
3pi
2
where the two species have maximal separation. The core
orbitals possess a similar appearance as the three lowest-energy eigenstates of the harmonic
oscillator [visible in the nodal structure in Fig. 6 (a)]. On the contrary, the three valence
orbitals [see Fig. 6 (b)] of each species are closer to each other than the core orbitals. Finally,
the excited orbitals [see Fig. 6 (c)] of one species are located in the spatial region where the
density of the other species is dominant. Hence, the valence orbitals of a given species overlap
with the excited orbitals of the other species. The latter reveals that the valence orbitals
become more affected than the core orbitals by the inter-species interaction. It is important
to remark that the same kind of orbital structure persists during the evolution, see for
instance Figs. 6 (d)-(f) where |Φi(x, t1)|
2 with i ∈ {1, . . . , 9} at t2 = 46.9 is presented. Note
that the latter is again a point of maximal separation. Our analysis for the NOs implies the
following intuitive picture for the beyond HF fermionic orbitals. The energetically lowest
initially occupied orbitals cannot be excited to unoccupied excited states by interactions
with another fermionic species for low interaction strengths, in contrast to the energetically
higher initially occupied orbitals being more susceptible to such excitations.
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In conclusion, we have studied a binary FF ensemble and showed that beyond HF ef-
fects can be observed even in the weakly interacting regime. The behavior of the ensemble
on the level of NSFs is similar to the aforementioned BF case where the first NSF resem-
bles the mean-field dynamics while the higher order contributions give rise to the observed
beyond mean-field effects. Additionally, the structure of the NOs reveals that only higher-
lying initially occupied fermionic states can be excited due to the presence of inter-species
interactions.
IV. CONCLUSIONS
In this work, we present the ML-MCTDHX wave-function propagation method, which
is designed for efficient ab-initio simulations of arbitrary multi-component ultracold atomic
ensembles out of equilibrium. Employing both the concept of a variationally optimally
moving many-body basis and a multi-layer ansatz for the wave-function expansion allows
for adapting ML-MCTDHX to system-specific intra- and inter-species correlations, which
greatly improves its efficiency. By virtue of the so-called reduced transition matrices, we
can formulate the ML-MCTDHX EOM in a unified manner, treating bosonic and fermionic
components formally on an equal footing. Moreover, using the reduced transition matrices
as central building blocks for evaluating the EOM proves to be computationally beneficial.
We demonstrate the power of the ML-MCTDHX method by applying it to the colli-
sion dynamics of few-atom binary mixtures of Bose-Fermi and Fermi-Fermi type in one
dimension. Beginning with a detailed analysis of the convergence behavior of the densities,
natural orbitals, and natural species functions by successively enlarging the employed basis
sets, we show how the intra- and inter-species correlations are described with increasing ac-
curacy. The truncation on the species layer is found to affect dominantly the accuracy of the
computation, while, however, reducing the required number of coefficients for a converged
simulation significantly: For e.g. the Fermi-Fermi collision scenario, a wave-function expan-
sion w.r.t. to all numberstates |nA〉
A
t |nB〉
B
t would involve KAKB ≈ 25 · 10
6 configurations,
whereas the species-layer truncation reduces the corresponding number of coefficients by a
factor of about 500 to M2 +M(KA + KB) ≈ 5 · 10
4. Thereafter, we reveal the impact of
correlations on the collision dynamics induced by the interspecies interaction. For a colliding
BF mixture, we in particular observe a correlation-induced transmitted fraction, which is
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highly suppressed in corresponding mean-field calculations. This process takes place only
in the sub-dominant natural species functions leading to a mixed state for the individual
species. For a colliding FF mixture, we similarly find that, even at relatively weak interac-
tions, correlations lead to a partial reflection via the sub-dominant natural species function.
On the single-particle level, we classify the natural orbitals as core, valence and excited
orbitals, where the population of the latter is a further signature of the beyond HF physics
observed.
In the future, ML-MCTDHX will give access to the quantum dynamics of a multitude of
physical mixture systems such that correlation-induced processes can be analyzed in detail.
Here, we have in particular induced interactions, dephasing, self-localization, entangled state
generation, as well as inter-species energy and momentum transfer in mind with a particular
focus on the question how the distinguishability and particle statistics affects the physical
behavior. Finally, we would like to stress that in order to unravel the correlated processes,
further development of analysis tools for many-body systems needs to be put forward such
as the here employed natural-species-function analysis shown to separate mean-field and
correlated behavior.
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Appendix A: Reduced few-body transition matrices
The reduced one and two-body density matrices, the mean-field operators and the Hamil-
tonian matrix are key ingredients in the ML-MCTDHX EOM (11), (12) and (13). The
calculation of these quantities shares a common step, which is to calculate the reduced one-
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and two-body transition matrices:
〈ψσiσ |aˆ
†
k,σaˆ
†
q,σ|ψ
σ
jσ
〉 =
∑
n|Nσ−1
Qn(k, q)
(
Cσ
iσ,n+kˆ
)∗
Cσjσ,n+qˆ (A1)
〈ψσiσ |aˆ
†
k,σaˆ
†
q,σaˆ
†
q′,σaˆ
†
k′,σ|ψ
σ
jσ
〉 =
∑
n|Nσ−2
Pn(k, q)Pn(k
′, q′)
(
Cσ
iσ ,n+kˆ+qˆ
)∗
Cσ
jσ,n+kˆ′+qˆ′
.
Here, kˆ refers to an occupation number vector with zero occupations except for the oc-
cupation of the k-th SPF being set to unity. The particle-exchange symmetry enters the
calculation only via the occupation number dependent factors Qn(k, q) and Pn(k, q), which
read for bosonic species
Qn(k, q) =
√
(nk + 1)(nq + 1), (A2)
Pn(k, q) =
√
(nk + 1 + δkq)(nq + 1), (A3)
and for fermionic species
Qn(k, q) = (−1)
dn(k,q), (A4)
Pn(k, q) = (1− δk,q)(−1)
dn(k,q)+θ(k,q), (A5)
where we have defined
dn(k, q) =
max(k,q)−1∑
a=min(k,q)+1
na (A6)
and θ(k, q) = 1 if k > q and zero otherwise.
Appendix B: Hamiltonian matrix
In order to calculate the Hamiltonian matrix 〈ψAiAψ
B
iB
|Hˆ|ψA
i′
A
ψB
i′
B
〉 in SBS representation,
as needed for the top-layer EOM (11), one may use the second-quantization representation
of Hˆ. Bearing in mind that the SBSs consist only of number states in which SPFs are
occupied [146], only the creation and annihilation operators of SPFs provide non-vanishing
contributions. Consequently, we find 〈ψAiAψ
B
iB
|Hˆ|ψAi′
A
ψBi′
B
〉 to be the sum of the following terms
〈ψAiAψ
B
iB
|
(
Hˆσ + Vˆσ
)
|ψAi′
A
ψBi′
B
〉 =
mσ∑
r,s=1
[hσ]
r
s 〈ψ
σ
iσ
|aˆ†r,σaˆ
†
s,σ|ψ
σ
i′σ
〉 (B1)
+
1
2
mσ∑
r,s,u,v=1
[vσ]
rs
uv 〈ψ
σ
iσ
|aˆ†r,σaˆ
†
s,σaˆ
†
v,σ aˆ
†
u,σ|ψ
σ
i′σ
〉
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with [hσ]
r
s = 〈φ
σ
r |hˆσ|φ
σ
s 〉 as well as [vσ]
rs
uv = 〈φ
σ
rφ
σ
s |vˆσ|φ
σ
uφ
σ
v 〉, and
〈ψAiAψ
B
iB
|WˆAB|ψ
A
i′
A
ψBi′
B
〉 =
mA∑
r,s=1
mB∑
u,v=1
[wAB]
ru
sv 〈ψ
A
iA
|aˆ†r,Aaˆ
†
s,A|ψ
A
i′
A
〉 〈ψBiB |aˆ
†
u,Baˆ
†
v,B|ψ
B
i′
B
〉 (B2)
with [wAB]
ru
sv = 〈φ
A
r φ
B
u |wˆAB|φ
A
s φ
B
v 〉 and the transition matrices given in Appendix A.
Appendix C: Mean-field operator matrices
The mean-field operator matrices on the species-layer [Wˆσ|σ¯]
i
j = 〈ψ
σ¯
i |WˆAB|ψ
σ¯
j 〉 [see
Eq. (12)] can be expressed in terms of the reduced one-body transition matrix as well
[WˆA|B]
i
j =
mA∑
r,s=1
mB∑
u,v=1
[wAB]
ru
sv 〈ψ
B
i |aˆ
†
u,Baˆ
†
v,B|ψ
B
j 〉 aˆ
†
r,Aaˆ
†
s,A, (C1)
[WˆB|A]
i
j =
mA∑
r,s=1
mB∑
u,v=1
[wAB]
ru
sv 〈ψ
A
i |aˆ
†
r,Aaˆ
†
s,A|ψ
A
j 〉 aˆ
†
u,B aˆ
†
v,B. (C2)
On the particle layer, the corresponding intra- and inter-species mean-field operator matrices
read
[vˆσ]
q
l =
∫
dy
(
φσq (y)
)∗
vσ(xˆ
σ
1 , y)φ
σ
l (y), (C3)
[wˆA|B]
q
l =
∫
dy
(
φBq (y)
)∗
wAB(xˆ
A
1 , y)φ
B
l (y), (C4)
[wˆB|A]
q
l =
∫
dy
(
φAq (y)
)∗
wAB(y, xˆ
B
1 )φ
A
l (y). (C5)
Appendix D: Density matrices
The reduced density matrices, entering the EOM for the time-dependent basis states (12)
and (13), can be calculated as follows. The reduced density matrix of the σ species in SBS
representation is given by
[η1,σ]
i
j =
∑
Jσ
(
AJσi
)∗
AJσj (D1)
where the sum over the multi-index Jσ denotes tracing out all the species but σ and the
multi-index Jσi refers to the corresponding configuration of all species with the index for the
σ species being set to i. For a binary mixture, the reduced two-species density matrix reads
[η2,AB]
iAiB
jAjB
= [η2,BA]
iBiA
jBjA
=
(
AiAiB
)∗
AjAjB , while for S > 2 species we have
[η2,σκ]
iσiκ
jσjκ
=
∑
Jσκ
(
AJσ κiσiκ
)∗
AJσ κjσjκ (D2)
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with the sum running over all SBSs of species other than σ, κ and Jσ κiσiκ denoting the
corresponding multi-index with the σ (κ) species being in the iσ-th (iκ-th) SBS.
The reduced one-body density matrix of the σ species can now be expressed as
[ρ1,σ]
k
q =
Mσ∑
i,j=1
[η1,σ]
i
j〈ψ
σ
i |aˆ
†
k,σaˆ
†
q,σ|ψ
σ
j 〉. (D3)
Correspondingly, we find for the reduced two-body intra-species density matrix
[ρ2,σ]
kq
uv =
Mσ∑
i,j=1
[η1,σ]
i
j〈ψ
σ
i |aˆ
†
k,σaˆ
†
q,σaˆ
†
v,σaˆ
†
u,σ|ψ
σ
j 〉 (D4)
Finally, the reduced two-body inter-species density matrix can be calculated as follows
[ρ2,σκ]
kq
uv =
Mσ∑
iσ ,jσ=1
Mκ∑
iκ,jκ=1
[η2,σκ]
iσiκ
jσjκ
〈ψσiσ |aˆ
†
k,σaˆ
†
u,σ|ψ
σ
jσ
〉〈ψκiκ |aˆ
†
q,κaˆ
†
v,κ|ψ
κ
jκ
〉. (D5)
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