We say that f and g share a set S counting multiplicities (CM), provided that E f (S) = E g (S).
Recently, there has been a renewed interest in studying meromorphic solutions of differential-difference equations, see Peng and Chen (2013) , Yang and Laine (2010) and Zhang and Liao (2011) . Xu et al. (2015) considered a general differential-difference equation to obtain the following theorem.
Theorem A Consider the nonlinear differential-difference equation
where p 1 , p 2 are two nonzero polynomials, q, a are two nonzero entire functions of finite order, q 1 , q 2 are two nonconstant polynomials, n ≥ 2 is an integer. Suppose that an entire function f satisfies any one of the following two conditions:
(1) (f ) < σ (f ) = ∞, σ 2 (f ) < ∞; (2) 2 (f ) < σ 2 (f ) < ∞.
Then f can not be an entire solution of (1).
After studying Theorem A, we ask whether the conclusion still holds if the condition σ 2 (f ) < ∞ is omitted in (1). In the paper, we consider the problem and give an affirmative answer.
Theorem 1 Suppose that an entire function f satisfies the following condition:
Then f can not be an entire solution of (1). Liu (2009) used the idea of shared set (see Lü and Xu 2008) and studied the uniqueness problem of entire function f(z) shares a set with its difference shift f (z + c) as follows.
Theorem B Let f be a transcendental entire function of finite order, c is nonzero complex number, and let a(z) ∈ S(f ) be a non-vanishing periodic entire function with period c. If f(z) and f(z+c) share the set {a(z), −a(z)} CM, then f(z) must take one of the following conclusions:
) and γ is a polynomial.
Note that the form of conclusion (3) is not similar to (1) and (2). So, it is necessary to further study the problem. In the paper, we consider Theorem B again. Due to the different method of proof we employ, we obtain the following result.
(
Theorem 2 Under the conditions of Theorem B, then
Examples Below, we provide two examples to show that the cases (I) and (II) occur.
(a) Let f (z) = e z and c = 2π i. Then for any a(z) ∈ S(f ), we notice that f(z) and f (z + c) share {a(z), −a(z)} and we can easily see that f (z) = f (z + 2c). This example satisfies (I) of Theorem 2. At the end of the paper, by considering a different proof of Theorem C, we generalize Theorem C from polynomial P to small function P as follows.
Theorem 3 Under the conditions of Theorem C and suppose that P(z) is nonzero small entire function of f, then the conclusions of Theorem C still hold.

Some lemmas
In this section, we state some results that we employ in our proofs. 
Lemma 2 (Yang and Laine 2010, Theorem 2.3) Let f be a transcendental entire function, Q(z) is the canonical product of f constructed by the zeros of f. Then σ (Q) = (Q) = (f ).
The Hadamard theorem of entire functions of infinite order with σ 2 (f ) < ∞ has been proved in Jank and Volkmann (1985) . In the following proof, we need to remove the condition σ 2 (f ) < ∞. Similar to the proof of the Hadamard theorem, we prove the following result.
Lemma 3 Let f be an entire function of infinite order with (f ) < ∞. Then f can be represented as where Q(z) is the canonical product of f constructed by the zeros of f, g(z) is a transcendental entire function such that Proof Let
Then F(z) is entire with a Picard exceptional value 0, and hence F (z) = e g(z) , where g(z) is an entire function.
Since Q(z) is the canonical product of f constructed by the zeros of f, then (f ) = (Q). By Lemma 2, we have σ (Q) = (Q) = (f ) < ∞.
Note that σ (Q) < σ (f ) = ∞, we have σ (e g ) = max{σ (Q), σ (f )} = σ (f ) = ∞.
Proof of Theorem 1
Suppose that f is an entire solution of Eq. (1) and satisfying (f ) < σ (f ). By Theorem A, it is suffice to prove Theorem 1 for the case σ 2 (f ) = ∞. By Lemma 3, we can set where Q is an entire function, g is a transcendental entire function such that z) into (1) we obtain that where H(z) is a differential polynomial in Q(z + 1) and g(z + 1).
. It is easy to see that A 1 and A 3 are of finite order. So A 1 and A 3 are two small functions of e −ng , which means that Obviously, T (r, g) = S(r, e −ng ). Note that H is a differential polynomial in Q(z + 1) and g(z + 1), so T (r, A 2 ) = S(r, e −ng ). Rewrite (4) as
Next we show that A 3 � = 0. Suppose A 3 = 0, then (1) becomes which implies that nT (r, f ) ≤ T (r, f ) + S(r, f ), a contradiction. Thus, A 3 � = 0. Suppose that A 1 � = 0. By using the second main theorem and (5), we have which is a contradiction. So A 1 = 0, which implies Q(z) = 0, a contradiction. Thus, we finish the proof of Theorem 1.
Proof of Theorem 2
Since f(z) is an entire function of finite order and f(z), f (z + c) share the set {a(z), −a(z)}, then, where α is a polynomial. Since a is a periodic entire function with period c, we infer by Lemma 1 that and
From (6)- (8), we obtain
T (r, A 1 ) = T (r, A 3 ) = S(r, e −ng ).
(9) T (r, e α ) = m(r, e α ) = S(r, f ).
Let F (z) = f 2 (z), then (6) can be rewritten as which implies
Dividing (10) with e α , we get that is, all zeros of F (z + c) are the zeros of F (z) − a 2 (z)(1 − e −α(z) ). Since F(z) just has multiple zeros, we have F (z) − a 2 (z)(1 − e −α(z) ) just has multiple zeros. Rewrite (10) as which implies
Suppose that the three functions 0, a 2 (z)(1 − e −α(z) ) and a 2 (z)(1 − e α(z−c) ) are distinct from each other.
By using the second main theorem, we obtain a contradiction. Then two of the above three functions must be equal.
Furthermore, it leads to the case (I). (ii) If a 2 (z)(1 − e α(z−c) ) = 0, then e α(z−c) = 1, which implies e α(z) = 1, we get the same conclusion of (i). (iii) If a 2 (z)(1 − e −α(z) ) = a 2 (z)(1 − e α(z−c) ), then which implies that 1 = e α(z)+α(z+c) . Then, a calculation leads to α is a constant and e 2α = 1. So, e α = ±1.
If e α = 1, then we get the same conclusion of (i) and (ii). If e α = −1, then
which is (I) or (II). Thus, we finish the proof of Theorem 2.
Proof of Theorem 3
Suppose that f is a transcendental entire solution of finite order of (2). Set then (2) can be rewritten as G(z) + H (z) = Q(z), which implies Thus all the zeros of H(z) are the zeros of G(z) − Q(z). Since H just has multiple zeros, G − Q just has multiple zeros. From (13), we have
Note that G(z − c) = f 2 (z − c) just has multiple zeros. Then, it follows from the above equation that G(z) −
just has multiple zeros. From (13)- (15), we obtain G,
just have multiple zeros. Suppose that the three functions 0, Q(z),
are distinct from each other. Then, by using the second main theorem, we obtain a contradiction. Then two of the above three functions must be equal.
Since Q(z) � = 0, P(z) � = 0, we have Q(z) = Q(z−c) P 2 (z−c)
, which implies
Because Q(z) is a nonzero polynomial, we have P 2 (z) ≡ 1 and Q(z) reduces to a constant. Furthermore, by Liu et al. (2012, Theorem 1.1) , we obtain the desired result.
Thus, we finish the proof of Theorem 3. 
