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GESSEL POLYNOMIALS, ROOKS, AND EXTENDED LINIAL ARRANGEMENTS
VASU TEWARI
Abstract. We study a family of polynomials associated with ascent-descent statistics on labeled rooted
plane k-ary trees introduced by Gessel, from a rook-theoretic perspective. We generalize the excedance
statistic on permutations to maximal nonattacking rook placements on certain rectangular boards by de-
composing them into boards of staircase shape. We then relate the number of maximal nonattacking rook
placements on certain skew boards to the number of regions in extended Linial arrangements by establishing
a relation between the factorial polynomial of those boards to the characteristic polynomial of extended
Linial arrangements. Furthermore, we give a combinatorial interpretation of the number of bounded re-
gions in extended Linial arrangements in the setting of labeled rooted plane k-ary trees. Finally, using the
work of Goldman-Joichi-White, we identify graphs whose chromatic polynomials equal the characteristic
polynomials of extended Linial arrangements upto a straightforward normalization.
1. Introduction
This article concerns a family of multivariate polynomials associated with ascents and descents on labeled
rooted plane k-ary trees that was introduced by Gessel [13] and studied by [9, 22]. Gessel further observed
that various evaluations of these polynomials counted the number of regions in well-known deformations of
Coxeter hyperplane arrangements, and asked for a bijective/combinatorial explanation [14]. In what follows,
we describe progress in this direction.
We study this family of polynomials from a rook-theoretic perspective, drawing inspiration from recent
work of Lewis-Morales [25] studying diagrams of permutations as well as the work of Leven-Rhoades-Wilson
[24] relating rook placements and Shi-Ish arrangements.
To give a flavor of our main results, we establish some notation. Let n ≥ 1. A local binary search tree on n
nodes is defined to be a labeled rooted plane binary tree on n nodes with labels drawn from [n] = {1, . . . , n}
such that the label of the left child (right child) is always smaller (respectively greater) than the parent.
The Linial arrangement Ln−1 is the real hyperplane arrangement comprising the hyperplanes xi − xj = 1
for 1 ≤ i < j ≤ n considered in the ambient vector space Vn−1 consisting of points (x1, . . . , xn) ∈ Rn such
that x1 + · · ·+ xn = 0. A special case of one of our main theorems is the following result.
Theorem 1.1. The number of bounded regions in the Linial arrangement Ln−1 equals the following quan-
tities.
(1) The number of local binary search trees on n nodes such that the nodes labeled 1 and n are both
leaves. Here the root node is not considered to be a leaf node.
(2) The number of nonattacking rook placements of n− 1 rooks on the skew Ferrers board of shape given
by (2n− 3, . . . , n− 1)/(n− 1, . . . , 1).
(3) The number of sequences (x1, . . . , xn−1) of positive integers satisfying 1 ≤ xi ≤ n−2 for 1 ≤ i ≤ n−1,
and xi + i 6= xj + j for 1 ≤ i 6= j ≤ n− 1.
A few remarks about the above theorem are in order. The question of finding a combinatorial meaning
to the number of bounded regions of the Linial arrangement in the setting of labeled trees has been raised
in [3] (cf. discussion after Theorem 4.2 therein). To the best of the author’s knowledge, there have not
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2 VASU TEWARI
been any results in this direction. Secondly, that local binary search trees have to do with regions in the
Linial arrangement is no surprise. Indeed, Postnikov [26] proved that the number of regions in the Linial
arrangement equals the number of local binary search trees (in fact, Postnikov worked with intransitive trees
or alternating trees, but establishes a bijection between them and local binary search trees [26, Section 4.1]).
As the theorem above shows, the number of bounded regions in the Linial arrangement is counted by a fairly
nicely described subset of the set of local binary search trees. Starting from n = 1, the first few terms of
this sequence (not present in the OEIS) are: 0, 0, 1, 4, 26, 212, 2108, 24720.
Our second main result relates the factorial polynomial of a specific skew Ferrers board to the characteristic
polynomial of the Linial arrangement Ln−1.
Theorem 1.2. Let B denote the skew Ferrers board of shape (2n− 3, . . . , n− 1)/(n− 1, . . . , 1). Let R(t, B)
denote the factorial polynomial of B, and let χLn−1(t) denote the characteristic polynomial of the arrangement
Ln−1. Then we have the following equality.
R(t, B) = (−1)n−1χLn−1(1− t)
The outline of this article is as follows: We begin by defining notions related to hyperplane arrangements in
Section 2. We follow it up by defining rook-theoretic notions in Section 3. We also introduce certain special
rectangular boards and define generalized excedance and subcedance statistics associated with maximal
nonattacking rook placements on these boards. In Section 4, we introduce labeled rooted plane k-ary trees
amongst other notions. We then define ascent-descent statistic on these trees and proceed to give our
bijection Ψ that takes maximal nonattacking rook placements on (n − 1) × kn boards to labeled rooted
plane k-ary trees on [n]. This bijection further has the property that it takes the (exc, sub) associated with
the rook placement to the (asc,des) pair associated with the corresponding tree. This given, we define the
Gessel polynomials. We use our bijection to connect rook placements on certain skew Ferrers boards with
the number of regions in extended Linial arrangements. In Section 5 we identify graphs whose chromatic
polynomials are related to characteristic polynomials of extended Linial arrangements. Finally, we conclude
with a brief discussion on future avenues in Section 6.
2. Hyperplane arrangements
We begin by defining some basic notions concerning hyperplane arrangements. Our exposition will be
brief; the reader is referred to [30, 35] for more details. We will be faithful to the terminology used in [28]
to a large extent.
A hyperplane arrangement is a finite collection of affine hyperplanes in a vector space. Given a finite-
dimensional vector space V over R, let A be a hyperplane arrangement therein. We will denote the number
of regions of A, that is, the number of connected components of V − ∪H∈AH, by r(A). Furthermore, the
number of relatively bounded regions will be denoted by b(A).
The poset that connects the study of hyperplane arrangements to combinatorics is the intersection poset
LA associated with a hyperplane arrangement A. It consists of all nonempty intersections Hi1 ∩ · · · ∩Hik of
hyperplanes in A, ordered by reverse inclusion. Clearly, the unique minimum element 0ˆ in LA is the ambient
vector space V . Given LA, we can define the characteristic polynomial of A, denoted by χA(q), as shown
below.
χA(q) =
∑
z∈LA
µ(0ˆ, z)qdim(z)
Here µ denotes the Mo¨bius function of the poset LA.
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Another polynomial encoding topological information about the hyperplane arrangementA is the Poincare´
polynomial PoinA(q) defined below.
PoinA(q) =
∑
m≥0
dimHk(CA;C)qk
Here CA denotes the complement of the complexified arrangement AC in the complexified vector space
VC. Furthermore, Hk( ;C) denotes the singular cohomology with coefficients belonging to C. The Poincare´
polynomial PoinA(q) is a q-analogue of r(A) as is made precise by the following theorem of Orlik-Solomon
[29].
Theorem 2.1. We have that r(A) = PoinA(1) and b(A) = PoinA(−1).
Compare the theorem above with the following seminal result proved by Zaslavsky [37].
Theorem 2.2. Consider a hyperplane arrangement A in Rn. Then we have that r(A) = (−1)nχA(−1) and
b(A) = (−1)nχA(1).
The similarity between the two theorems above was explained by Orlik-Solomon [29] who proved that
χA(q) = qdPoinA(−q−1),
where d = dim(V ).
We now turn our focus to special classes of hyperplane arrangements that are our primary object of
study. Given a positive integer n, let Vn−1 be the subspace in Rn comprising vectors (x1, . . . , xn) such that∑n
i=1 xi = 0. The hyperplane arrangements we consider in this paper will all lie in Vn−1 and, in fact, will be
special instances of what are called truncated affine arrangements in [28]. This given, since the hyperplane
arrangements that we will consider are essential, we will not be using the term relatively bounded for our
results; instead we will just use the term bounded (see Page 3 in [35]).
Fix nonegative integers a and b such that a + b ≥ 2. Consider the truncated affine arrangement Aa,bn−1
given by
xi − xj = −a+ 1,−a+ 2, . . . , b− 1, 1 ≤ i < j ≤ n.
We will denote the characteristic polynomial of Aa,bn−1 by χa,bn−1(q).
Instances of truncated affine arrangements have been a focus of intense study in recent years, and have
resulted in a lot of interesting combinatorics. We describe these arrangements next. Fix a positive integer
a ≥ 1. The arrangement Aa,an−1 will be called the extended Catalan arrangement, and will be denoted by
Cn−1,a. Note that the case a = 1 corresponds to the braid arrangement, while the case a = 2 corresponds
to the classical Catalan arrangement. The arrangement Aa,a+1n−1 will be referred to as the extended Shi
arrangement, and will be denoted by Sn−1,a. The case a = 1 corresponds the extremely well-studied Shi
arrangement [7, 19, 28, 32, 33, 36]. Finally the arrangement Aa−1,a+1n−1 will be referred to as the extended
Linial arrangement, and will be denoted by Ln−1,a. The case a = 1 corresponds to the classical Linial
arrangement mentioned in the introduction of this article. From now onwards Ln−1 := Ln−1,1. Finally,
before proceeding to our next section, we would like to mention that various aspects of the truncated affine
arrangements have been studied in great depth in [4, 5, 6, 28] and the reader is referred to them for further
beautiful combinatorics surrounding them.
3. Rook placements
A board B is a finite subset of P × P (thought of in Cartesian coordinates) where P denotes the set of
positive integers. A nonattacking rook placement on B is one where there is at most one rook in any row
or column. A nonattacking rook placement is called maximal if there is exactly one rook in every row, and
at most one in any column. We will label the rows and columns of a board with positive integers. By
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row i, we mean the i-th row from the bottom, while by column j we mean the j-th column from the left.
For the purposes of this article, we will primarily be interested in skew Ferrers boards. These are boards
corresponding to Young diagrams of shape λ/µ for partitions λ and µ satisfying µ ⊆ λ.
Given a board B and a nonnegative integer k, let rk(B) denote the number of nonattacking rook place-
ments of k rooks on B. Clearly if k exceeds the number of rows in B then rk(B) = 0. Also, we have that
r0(B) = 1. Finally, if m ≥ number of rows in B, we denote by Rm(x,B) the m-factorial polynomial of B
[15] defined below.
Rm(x,B) =
∑
k≥0
rk(B)(x)m−k
Here (x)j = x(x − 1) · · · (x − j + 1) is the usual falling factorial. We will normally set m equal to the
number of rows in the board B. In this case we will refer to the m-factorial polynomial of B as the factorial
polynomial of B, and denote it by R(x,B).
Example 3.1. Consider the board B below which has 3 rows.
Note that from its definition it follows that R(x,B) = (x)3 + 9(x)2 + 22(x)1 + 14. It is worth mentioning
that the coefficients 1, 9, 22, and 14 appear in the analysis of the ‘three-ply’ staircase in the work of Riordan
[31]. Of course, the above board is a special instance of the boards considered by Riordan.
The theorem below, which is present in [16], will be useful for us. Let Πm denote the lattice of partitions
of [m], and let 0ˆ denote the unique minimum in Πm. Consider a board B with m rows. Given a subset
S ⊆ [m], we define a statistic vB(S) as follows.
vB(S) = |{j | (i, j) ∈ B ∀i ∈ S}|
Theorem 3.2 (Goldman-Joichi-White). Let B be a board with m rows. Then
R(x,B) =
∑
σ∈Πm
µ(0ˆ, σ)
∏
A∈σ
(x+ vB(A))
where µ denotes the Mo¨bius function of Πm. Also, by A ∈ σ we mean that A is a block in σ.
Example 3.3. Given below is the Hasse diagram of the partition lattice Π3.
1/2/3
12/3 13/2 1/23
123
In writing the blocks of a set partition above, we have omitted commas and braces.
Then, by Theorem 3.2, for the same board B as in Example 3.1, we obtain that R(x,B) = (x+ 3)3− (x+
2)(x + 3) − (x + 1)(x + 3) − (x + 2)(x + 3) + 2(x + 1) = x3 + 6x2 + 15x + 14. Note that R(1, B) = 36 and
R(−1, B) = 4. To hint at where we are going with this example, note further that 36 and 4 are the number
of regions and the number of bounded regions in the Linial arrangement L3 respectively.
We will also be considering rook placements on rectangular boards in terms of functions as described next.
Given positive integers n, k, let Fn,k denote the following set.
Fn,k = {f : [n− 1] ↪→ [kn]}
GESSEL POLYNOMIALS AND EXTENDED LINIAL ARRANGEMENTS 5
That is, the elements of Fn,k are injective functions from the first n − 1 positive integers to the first kn
positive integers. We will identify an element f ∈ Fn,k with the rook placement on the rectangular board
with n− 1 rows and kn columns obtained by placing a rook in the position (i, f(i)) for 1 ≤ i ≤ n− 1. Note
that this is a maximal nonattacking rook placement. Furthermore, statements involving rook placements on
subboards of the (n−1)×kn board can be phrased in terms of elements of Fn,k satisfying certain constraints.
Finally, we note here that there is a unique injective function from the empty set ∅ (corresponding to the
case n = 1) into [k] for k a positive integer. This corresponds the unique rook placement of 0 rooks on the
empty board. To avoid unnecessary complications with the case n = 1, we will assume throughout that
n ≥ 2.
Closely associated to the set Fn,k is the set F˜n,k defined below.
F˜n,k = {f : [n− 1] ↪→ [n]× [k]}
The sets F˜n,k and Fn,k are clearly equinumerous, and we will use the bijection Φ described next to associate
an element of F˜n,k with Fn,k. The image of f ∈ Fn,k under Φ is the element Φ(f) ∈ F˜n,k defined as follows.
Φ(f)(i) = (f(i)− n
⌊
f(i)− 1
n
⌋
,
⌈
f(i)
n
⌉
)
It is easy to see that Φ establishes a bijection between Fn,k and F˜n,k.
For any element g ∈ F˜n,k we define 1 ≤ i ≤ n− 1 to be a j-excedance (respectively j-subcedance) if g(i)
equals (a, j) for some positive integer a satisfying a > i (respectively a ≤ i). This given we associate two
weak compositions with g ∈ F˜n,k as follows
exc(g) = (α1, . . . , αk)
sub(g) = (β1, . . . , βk),
where αj (respectively βj) counts the number of j-excedances (respectively j-subcedances) in f . It is easily
seen that |exc(g)|+ |sub(g)| = n− 1.
Let u = {u1, u2, . . .} and v = {v1, v2, . . .} be two countably infinite sets of commuting indeterminates,
which further commute with each other. This given, we associate a polynomial G
(1)
n,k in the variables u and
v with F˜n,k as shown below.
G
(1)
n,k =
∑
g∈F˜n,k
uexc(g)vsub(g)
Our next two examples illustrate the various notions introduced above. The next example also serves to
illustrate how we will think of elements of F˜n,k as certain rook placements of ‘colored’ rooks on an (n−1)×n
rectangular board.
Example 3.4. Let n = 6 and k = 2. The maximal nonattacking rook placement below on the left
corresponds to a unique element f ∈ F6,2. The rook placement on the right corresponds to element
g := Φ(f) ∈ F˜6,2.
R
R
R
R
R
R
R
R
R
R
Note that the rook placement on the right has ‘colored’ rooks, and is nonattacking in the sense that if two
rooks occupy the same columns, then they must have distinct colors. If we look in the i-th row for 1 ≤ i ≤ 5,
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then the color of the rook implicitly tells us about the second coordinate of g(i) and the column in which it
belongs gives us the first coordinate of g(i).
Note that exc(g) = (1, 1) and sub(g) = (1, 2), and therefore, the associated monomial with g is u1u2v1v
2
2 .
Example 3.5. We will quickly compute G
(1)
2,2 next. The four maximal nonattacking rook placements corre-
sponding to F2,2 are shown below.
R R R R
From these we obtain the four elements of F˜2,2 shown below.
R R R R
Thus, we obtain that
G
(1)
2,2 = v1 + u1 + v2 + u2.
3.1. Catalan, Shi, and Linial boards. In this subsection, we consider certain special boards that are
important for us. Let t be a nonnegative integer. We define the t-Catalan board, denoted by Ct,n to be the
(n− 1)× (n− 2 + t) board. We define the t-Shi board, denoted by St,n to be the Ferrers board with shape
(2n − 3 + t, . . . , n − 1 + t). Finally, we define the t-Linial board, denoted by Lt,n, to be the skew Ferrers
board with shape (2n− 3 + t, . . . , n− 1 + t)/(n− 1, . . . , 1). An easy computation establishes the following.
rn−1(Ct,n) =
n−1∏
j=1
(t+ n− 1− j) =
n−1∑
j=0
rj(C0,n)(t)n−1−j = R(t, C0,n)
rn−1(St,n) = (t+ n− 1)n−1 =
n−1∑
j=0
rj(S0,n)(t)n−1−j = R(t, S0,n).
From [19, Theorem 2.4] (also from [28, Corollary 9.9.1] and [3, Theorem 3.3]), it follows that χ1,2n−1(q) =
(q−n)n−1. Similarly, from [28, Theorem 9.8], it follows that χ1,1n−1 = (q+ 1−n)(q+ 2−n) · · · (q+n−1−n).
We therefore infer the following equalities.
R(t, C0,n) = (−1)n−1χ1,1n−1(1− t)
R(t, S0,n) = (−1)n−1χ1,2n−1(1− t)(3.1)
At this point, the reader is invited to compare the equalities above with the statement of Theorem 1.2.
Furthermore, given Equation (3.1), note that Theorem 3.2 allows us to write the characteristic polynomials
of the extended Catalan and extended Shi arrangements as a sum that runs over the elements of partition
lattice Πn−1 using the identities below.
R(t, C0,n) =
∑
σ∈Πn−1
µ(0ˆ, σ)
∏
A∈σ
(t+ n− 2)
R(t, S0,n) =
∑
σ∈Πn−1
µ(0ˆ, σ)
∏
A∈σ
(t+ n− 2 + min(A))(3.2)
The preceding discussion naturally raises the question of finding a similar interpretation for characteristic
polynomials of extended Linial arrangements. As we shall soon see, the Linial boards will be crucial to
this end. The route we follow is described next: Express rn−1(Lt,n) as the factorial polynomial of L0,n and
observe that this polynomial is of degree n − 1 in t. Using the bijection we describe in the next section,
we compute rn−1(Lt,n) for infinitely many integer specializations of t and relate it to the the characteristic
polynomial of extended Linial arrangement.
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Example 3.6. For n = 3 and t = 2, given below are the boards Ct,n, St,n and Lt,n.
4. Trees
Given positive integers n and k, we will denote the set of labeled rooted trees on n vertices such that any
vertex has at most k children by Tn,k. Furthermore, we will denote the set of labeled rooted plane k-ary trees
on n vertices by PT n,k. Given any vertex v of a tree T ∈ PT n,k, we will consider its children ordered from
left to right, and by the i-th child of v we mean the i-th child from the left where 1 ≤ i ≤ k. We remark
here that the trees in PT n,k are incomplete, in that every nonleaf node need not k children. Additionally, we
will refer to the first child as the left child and the k-th child as the right child. We will want to distinguish
between left and right children, and therefore, from this point onwards, we will work under the assumption
that k ≥ 2. For all our trees, we will implicitly assume that the edges of the tree are directed towards the
root.
A tree T ∈ Tn,k can be endowed with some additional data so as to obtain a decorated tree. Essentially,
we assign to each edge connecting any parent node to its children in T a distinct label from the set [k]. We
denote the set of decorated trees on n vertices such that every node has at most k children by DT n,k. Note
that there is an obvious natural bijection between DT n,k and PT n,k. Given T ∈ DT n,k, for an edge labeled
i going from p to q, we retain the edge but designate q to be the i-th child of p (and get rid of the labels of
the edge). It is easy to see that in so doing, we obtain an element of PT n,k, and that the aforementioned
map is indeed a bijection.
Given T ∈ PT n,k, define the spine of T , denoted by spine(T ) to be the sequence of numbers encountered
along the unique path from the root to the vertex labeled n. Suppose spine(T ) = a1 · · · am where a1 is the
label of the root and am = n. We will call an integer 1 ≤ i ≤ m− 1 a record of T if ai > aj for all 1 ≤ j < i.
Furthermore, we will denote the number of records in T by rec(T ).
Remark 4.1. Note that records of a labeled tree are a straightforward generalization of records or left-to-right
maxima of a permutation.
Now given a tree T ∈ PT n,k and 1 ≤ i ≤ k, call an edge from q to p an i-descent if the following two
conditions are met.
(1) p > q.
(2) q is the i-th child of p.
We define an i-ascent similarly by reversing the inequality in the first condition above. Using these notions
we define certain special subsets of PT n,k.
IPT n,k = {T ∈ PT n,k | T has no i-descents for 1 ≤ i ≤ k}
RPT n,k = {T ∈ PT n,k | T has no k-descents}
LST n,k = {T ∈ PT n,k | T has no 1-ascents or k-descents}
LST bn,k =
{
T ∈ LST n,k | 1 has no right child andn has no left child
}
Clearly, elements of IPT n,k are labeled rooted increasing plane k-ary trees while elements of RPT n,k are
labeled rooted plane k-ary trees that always increase to the right. Both of these classes are extremely well
studied classes, and it is the other two classes defined above that are important for our purposes.
We will be interested in enumerating trees according to various constraints based on ascents and descents.
To this end, it helps to introduce a multivariate generating function keeping track of these statistics. Firstly,
we associate two weak compositions asc(T ) = (α1, . . . , αk) and des(T ) = (β1, . . . , βk) with T ∈ PT n,k as
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shown below.
αi = |{i-descents in T}|
βi = |{i-ascents in T}|
Clearly, we have that |α|+ |β| = n− 1. Next we associate a polynomial G(2)n,k in the variables u and v with
PT n,k.
G
(2)
n,k =
∑
T∈PT n,k
udes(T )vasc(T )
Remark 4.2. We could have easily associated analogues of the aforementioned statistics to decorated trees
rather than labeled rooted plane k-ary trees.
Our next goal is to establish that G
(1)
n,k = G
(2)
n,k. To this end, we will describe our all important bijection
between F˜n,k and PT n,k. We would like to emphasize that our algorithm is a mild generalization of the
bijection given in [10]. The reader should read the construction described next in tandem with Example 4.3.
Let f ∈ F˜n,k. We construct first the decorated digraph corresponding to f as follows: For a positive
integer i satisfying 1 ≤ i ≤ n − 1, let f(i) = (a, b). Note that 1 ≤ a ≤ n and 1 ≤ b ≤ k. Draw a directed
edge from i to a, and assign it the label b. Given the definition of F˜n,k, it is clear that there is no other edge
directed towards a whose label is b. Additionally, the digraph thus obtained possesses the following features.
◦ There is a unique connected component containing n, and it is a tree rooted at n.
◦ The other connected components (if any) comprise directed cycles (with length ≥ 1) of rooted trees.
We will consider the connected components of the functional digraph thus obtained from left to right in
increasing order of the largest entries in their directed cycles. Furthermore, the connected component
that contains n (which does not contain any directed cycles) will be the rightmost. Let these connected
components be T1 through Tr. For each 1 ≤ i ≤ r − 1, let ai denote the largest entry taking part in the
directed cycle in Ti and suppose further that the unique edge directed out of ai points towards bi, and that
the label of this edge is ci. Furthermore, let ar = n. Now for each 1 ≤ i ≤ r − 1, convert each Ti to a tree
rooted at ai by removing the directed edge connecting ai to bi labeled ci (and remember this label). In this
way, from the functional digraph, we obtain a sequence of rooted trees T1 through Tr with labeled edges.
Next we will assemble this sequence of rooted trees into a single tree. For 1 ≤ i ≤ r − 1, draw a directed
edge from ai+1 to bi labeled ci. Note that this gives us a tree rooted at a1. Furthermore, note that the
procedure is reversible. That is, given a rooted tree with vertices labeled from [n] and edges labeled from
[k], we can recover a unique functional digraph as follows: Consider the path from root to the vertex labeled
n. Let this be comprising vertices labeled j1, . . . , jp. Let s and t be the indices of two successive records in
the sequence j1, . . . , jm with s < t. Remove the edge connecting jt−1 to jt. Suppose further that the label
of this edge was c. Now insert an directed edge from js to jt−1 with label c. Doing this procedure for every
pair of consecutive records gives us the corresponding functional digraph.
At this point, it is easy to obtain an element of PT n,k. Indeed, if the edge from i to j has label l, then
we set i to be the l-th child of j. Doing this gives us a tree T ∈ PT n,k. Let us call the tree thus obtained
Ψ(f). It is easy to see given the preceding paragraph that Ψ is a bijection between F˜n,k and PT n,k (and
therefore induces a bijection between Fn,k and PT n,k).
Example 4.3. Let n = 21 and k = 3. Consider the following element of F˜21,3.
f
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3,1 5,2 4,3 5,3 3,3 21,2 7,1 12,2 1,3 4,2 4,1 20,2 19,3 19,1 6,2 1,2 16,1 6,3 7,2 12,3
Then we obtain the following decorated digraph corresponding to f .
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5
24
10113
1
916
17
1
2 3
1
3
1
2
3 2
3
7
19
1413
3 1
2
1
20
12
8
2
23
21
6
1815
2 3
2
Applying the procedure outlined earlier, we obtain the following element of DT 21,3.
5
4
3
7
19
1314
1 3
20
12
21
6
1815
2 3
2
8
2 3
2
1 2
1
916
17
1
2 3
1 3
1011
1
2
3
2
2 3
One can now easily obtain Ψ(f) ∈ PT 21,3 by orienting the edges according to the labels they carry.
This brings us to our next theorem detailing the properties of Ψ.
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Theorem 4.4. The map Ψ is a bijection from F˜n,k and PT n,k. The number of connected components in the
functional digraph corresponding to f ∈ F˜n,k is rec(Ψ(f)). Furthermore, we have that exc(f) = des(Ψ(f))
and sub(f) = asc(Ψ(f)).
Proof. We have already established earlier that Ψ is a bijection, and it is implicit in the argument above
that the number of connected components in the functional digraph corresponding to f ∈ F˜n,k is rec(Ψ(f)).
Now let exc(f) = (α1, . . . , αk) and sub(f) = (β1, . . . , βk). Additionally, let asc(Ψ(f)) = (γ1, . . . , γk) and
des(Ψ(f)) = (δ1, . . . , δk).
For the length of this proof, let T := Ψ(f). Note that we have
δi = # edges b→ a in T such that a > b and b is the i-th child of a,
αi = # edges b→ a in functional digraph associated to f such that a > b and edge is labeled i.
In recovering f from T , it suffices to recover the functional digraph of f . To do this, we identify the spine of
T , and redirect certain edges leaving the rest unaltered. Observe that the redirected edges do not correspond
to descents in T , and additionally, upon redirection they point from a larger number to a smaller number
(or to itself), in the decorated functional digraph thus obtained. Thus, it follows that δi = αi, and therefore
that des(T ) = exc(f).
Now we will establish that asc(T ) = sub(f) with a similar argument. Note that in going back to the
decorated functional digraph from T , we redirect certain ascent edges b → a where b is the i-th child of a
and b > a. But despite the redirection, they continue to point from a larger number to a smaller number
and the edge label is i, inherited from before. This immediately implies that asc(T ) = sub(f). 
As a corollary of the above theorem, we obtain the following.
Corollary 4.5. We have that G
(1)
n,k = G
(2)
n,k.
In view of the above corollary, we define Gn,k := G
(1)
n,k = G
(2)
n,k to be the Gessel polynomial indexed by
positive integers n and k.
Remark 4.6. The polynomials Gn,2 have been studied by Gessel [13], Kalikow [22] and Drake [9]. More
precisely, the following generating function was considered by the aforementioned authors.
B(u1, u2, v1, v2;x) =
∑
n≥1
Gn,2(u1, u2, v1, v2)
xn
n!
It develops that B := B(u1, u2, v1, v2;x) satisfies the following functional equation.
(1 + v1B)(1 + u2B)
(1 + v2B)(1 + u1B)
= e[(v1u2−v2u1)B+v1−v2−u1+u2]x
It is worthwhile to note the non-obvious symmetry in Gn,2 from the equation above, namely that
Gn,2(u1, u2, v1, v2) = Gn,2(u1, v1, u2, v2).
A recursive proof has been obtained by Kalikow [22]. Note further that, from classical results of rooted labeled
binary trees, we know that Gn,2(1, 1, 1, 1) = n!Cn where Cn =
1
n+1
(
2n
n
)
denotes the n-th Catalan number.
Additionally, Gn,2(1, 1, 1, 0) = (n+ 1)
n−1, Gn,2(1, 0, 1, 0) = n! and Gn,2(u1, u2, 0, 0) =
∑
σ∈Sn u
des(σ)
1 u
asc(σ)
2
(the n-th homogenized Eulerian polynomial). The careful reader might recall that the number of regions
in the Catalan arrangement is n!Cn, the number of regions in the Shi arrangement is (n + 1)
n−1, and the
number of regions in the braid arrangement is n!.
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4.1. Drake’s results. In this subsection we describe a beautiful result of Drake [9] which allows us to
compute the generating function for the ascent-descent statistics on PT n,k. First, consider the following
generating function.
Pk(u, v;x) =
∑
n≥1
∑
T∈PT n,k
udes(T )vasc(T )
xn
n!
=
∑
n≥1
Gn,k
xn
n!
The following theorem of Drake [9, Theorem 1.8.4] expresses Pk := Pk(u, v;x) as a compositional inverse of
another function.
Theorem 4.7 ([9]). Consider an auxiliary function Z(a, b, c, d) = (ad − bc)x + (a − c) − (b − d). Then we
have that
Pk =
 k∑
i=1
(vi − ui)k−2 log
(
1 + vix
1 + uix
) ∏
j∈[k],i6=j
1
Z(vi, ui, vj , uj)
〈−1〉
The reader is invited to compare the above functional equation to the one obtained for P2 in Remark 4.6.
We will now use the above result to compute the cardinality of LST n,k where k ≥ 2. Thus, we are counting
the number of trees in PT n,k that constrained to have no 1-ascents and no k-descents. Let ln,k denote this
number, that is, ln,k = |LST n,k|. We can obtain the exponential generating function for these number by
evaluating P at the values uk = 0, v1 = 0 and all the other variables set to 1. Consider
P˜k =
∑
n≥1
ln,k
xn
n!
.
Then from Theorem 4.7, we get the following functional equation for P˜k (the details are similar to the many
examples discussed in [9, Chapter 1.9]).
P˜k =
(
2 log(1 + x)
(1 + x)k−2(2 + x)
)〈−1〉
Substituting f = 1 + P˜k, we get that f satisfies the following relation.
f2 = ex(f
k−2+fk−1)
We see that the functional equation above is precisely the one in the statement of [28, Theorem 9.3] with
b = k and a = k − 2. Thus we see that the coefficient of xnn! in f for n ≥ 1, that is, ln,k, is given by the
following expression.
ln,k =
1
2n
n∑
j=0
(
n
j
)
(1 + (k − 2)n+ j)n−1(4.1)
Remark 4.8. In the case k = 2, we are in fact counting local binary search trees, and the formula obtained
above coincides with the formula obtained by Postnikov [26] and Athanasiadis [3, Theorem 4.2].
Now we return to our question of counting rook placements on skew Ferrers boards. Consider the sequence
of Linial boards Lt,n for t = (a−1)n+2 where a ranges over all positive integers. For a fixed positive integer
a, maximal nonattacking rook placements on L(a−1)n+2,n are clearly in bijection with the subset of Fn,a+1
that comprises injective functions f : [n − 1] → [(a + 1)n] satisfying the criterion i + 1 ≤ f(i) ≤ an + i for
1 ≤ i ≤ n − 1. But by our bijection Ψ from before, the number of such rook placements is the number of
trees T ∈ PT n,a+1 such that there are no 1-ascents and no a+1-descents. The condition i+1 ≤ f(i) implies
that T can have no 1-ascents while the condition f(i) ≤ an + i implies that T can have no a + 1-descents.
This motivates our next theorem that gives a closed form expression for the factorial polynomial of the Linial
board L0,n.
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Theorem 4.9. We have that
R(t, L0,n) =
1
2n
n∑
j=0
(
n
j
)
(t− 1 + j)n−1,
Proof. Note that since L0,n has n − 1 rows, the factorial polynomial R(t, L0,n) is a polynomial of degree
n − 1 by its definition. Furthermore, its definition also implies that the evaluations of R(t, L0,n) at t = m
for m a nonnegative integer agree with rn−1(Lm,n). By comparison with Equation (4.1), we know that
rn−1(Lm,n) =
1
2n
n∑
j=0
(
n
j
)
(1 + (m− 2) + j)n−1
when m is of the form (a− 1)n+ 2 for a positive integer a ≥ 1. Thus the polynomial of degree n− 1 below:
1
2n
n∑
j=0
(
n
j
)
(1 + (t− 2) + j)n−1,
agrees with R(t, L0,n) for infinitely many integer values t. Therefore the two must be equal. 
Of course, given the similarity between the expression obtained in the theorem above and [28, Equation
9.11][3, Theorem 4.2], the next corollary is no surprise.
Corollary 4.10. Given a positive integer a, the following hold.
(−1)n−1χa−1,a+1n−1 (q) = R(1 + (a− 1)n− q, L0,n)
(−1)n−1χa−1,a+1n−1 (q) =
∑
σ∈Πn−1
µ(0ˆ, σ)
∏
A∈σ
(an− q − 1 + min(A)−max(A))
Proof. The first equality follows from comparing the expression for χa−1,a+1n−1 in [28, Equation 9.11] to the
expression for R(t, L0,n) in the statement of Theorem 4.9.
For the second equality, we apply Theorem 3.2 to obtain an expression for the factorial polynomial of
L0,n, and use the fact that the statistic vL0,n(A) = n− 2− (max(A)−min(A)) for A ⊆ [n− 1]. 
Note that in view of the above corollary and Equation (3.2), we have expressed characteristic polynomials
of the extended Catalan, extended Shi and extended Linial arrangements as sums over the lattice of set
partitions. It is interesting to note that similar results were achieved in [12] from a very different perspective,
and the equivalence with our results is not obvious. Furthermore, the case a = 1 in the above corollary implies
Theorem 1.2 from the introduction. Finally, the case a = 1 and q = −1 gives us the following alternate
formula for the number of local binary search trees on n nodes.
|LST n,2| =
∑
σ∈Πn−1
µ(0ˆ, σ)
∏
A∈σ
(n+ min(A)−max(A))(4.2)
Admittedly, this is not as nice as the more well-known closed form 12n
∑n
j=0
(
n
j
)
(1 + j)n−1, but it would be
interesting to relate the said closed form to the expression in Equation (4.2).
Now we are ready to state our main enumerative result, a special case of which was present in the
introduction in the form of Theorem 1.1.
Corollary 4.11. For a fixed positive integer a, let A := Ln−1,a = Aa−1,a+1n−1 . Then the following hold.
(1) r(A) = R((a− 1)n+ 2, L0,n) and b(A) = R((a− 1)n,L0,n).
(2) r(A) = rn−1(L(a−1)n+2,n) and b(A) = rn−1(L(a−1)n,n).
(3) r(A) = |LST n,a+1| and b(A) = |LST bn,a+1|.
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(4) r(A) equals the number of sequences (x1, . . . , xn−1) such that 1 ≤ xi ≤ an for 1 ≤ i ≤ n − 1 and
xi + i 6= xj + j for 1 ≤ i 6= j ≤ n− 1; and b(A) equals the number of sequences (x1, . . . , xn−1) such
that 1 ≤ xi ≤ an− 2 for 1 ≤ i ≤ n− 1 and xi + i 6= xj + j for 1 ≤ i 6= j ≤ n− 1.
Proof. The first claim follows from plugging q = ±1 in Corollary 4.10 and recalling Zaslavsky’s result, that is,
Theorem 2.2. The second claim follows from the first by utilizing the relation between factorial polynomial
and maximal nonattacking rook placements.
The discussion preceding Theorem 4.9 establishes that rn−1(L(a−1)n+2,n) = |LST n,a+1| from which the
first part of the third claim follows. To see how the second part follows, note that maximal nonattacking rook
placements on L(a−1)n,n can be thought of maximal nonattacking rook placements on L(a−1)n+2,n where we
forbid the rooks to belong to columns n and an+ 1 (one can forbid any two columns of length n− 1 in fact,
but our choice leads to a nicer combinatorial interpretation for the number of bounded regions in extended
Linial arrangements). Under the map Ψ, maximal nonattacking rook placements on L(a−1)n+2,n map to
elements of LST n,a+1. This given, the condition that we are forbidding rooks to belong to columns n and
an + 1 translates to trees in LST n,a+1 which satisfy the criterion that the node labeled 1 does not have a
right child and the node labeled n does not have a left child. But these are precisely trees that belong to
LST bn,a+1. This establishes the third claim.
The final claim follows easily once one left-justifies our Linial boards. The columns occupied by the rooks
in the left-justified board give us our sequence (x1, . . . , xn−1) (reading the rows from bottom to top) and the
condition xi + i 6= xj + j is tantamount to the nonattacking condition. 
5. Chromatic polynomials and Linial graphs
We will now associate a bipartite graph Gt,n with the t-Linial board Lt,n. For fixed values of t and n,
consider two sets of vertices A1 = {v1, . . . , v2n−4+t} and A2 = {v2n−3+t, . . . , v3n−5+t}. Note that |A1| =
2n− 4 + t and |A2| = n− 1. Now using these two sets we will construct our bipartite graph Gt,n as follows.
For 1 ≤ i ≤ n− 1, we connect vertex v2n−4+t+i ∈ A2 to the vertices vi, vi+1, . . . , vn−3+t+i (all belonging to
A1).
Note that all we are doing is labeling the rows of Lt,n by elements of A2 bottom to top and the columns
of Lt,n by elements of A1 left to right and finally, drawing an edge for every square belonging to Lt,n. From
this viewpoint, it is immediate that a nonattacking rook placement on Lt,n corresponds to a matching on
Gt,n. Recall that a matching in a graph is a set of pairwise non-adjacent edges. Furthermore, a matching is
said to be maximum if it contains the largest possible number of edges.
The obvious relation between nonattacking rook placements and matchings gives us our next theorem.
Theorem 5.1. For a fixed positive integer a, let A := Ln−1,a. Then we have that
r(A) = number of maximum matchings in G(a−1)n+2,n
b(A) = number of maximum matchings in G(a−1)n,n.
While the above theorem is not surprising given Corollary 4.11, it is interesting to note that the comple-
ment of the graph Gt,n, denoted by Gt,n, has some combinatorial value in the following sense:
The chromatic polynomial of Gt,n coincides with the (3n− 5 + t)-factorial polynomial of Lt,n.
We explain this briefly next. Observe that 3n− 5 + t equals the sum of the number of rows and the number
of columns in Lt,n, and is also equal to the total number of vertices in Gt,n. Furthermore, it develops that,
upto an interchange of rows and columns, the graph Gt,n is obtained from a proper (3n− 5 + t)-board. The
result follows from invoking [15, Theorem 2]. We refer the reader to [15] for the definition of proper boards
and more details on the relation between factorial polynomials of proper boards and chromatic polynomials
of associated graphs.
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Theorem 5.2. Denote the chromatic polynomial of Gt,n by c(x,Gt,n). Let a be a fixed positive integer.
Then
1
(x)2n−4+t
c(x,Gt,n) = (−1)n−1 χa−1,a+1n−1 ((a+ 1)n− 3− x)
Proof. By [15, Theorem 2] we know that
c(x,Gt,n) = R3n−5+t(x, Lt,n)
This given we have the following equalities.
c(x,Gt,n) = (x)2n−4+t
(
n−1∑
k=0
rk(Lt,n)(x− 2n+ 4− t)n−1−k
)
= (x)2n−4+tR(x− 2n+ 4− t, Lt,n)
= (x)2n−4+tR(x− 2n+ 4, L0,n)
In the last step above, we have made use of the fact that R(x, Lt,n) = R(x + t, L0,n). Now from Corollary
4.10, we know that R(x − 2n + 4, L0,n) = (−1)n−1χa−1,a+1n−1 ((a + 1)n − 3 − x), thereby establishing the
claim. 
Thus, the content of Theorem 5.2 is that upto a certain normalizing factor, the chromatic polynomial of
the graphs Gt,n coincides with the characteristic polynomial of extended Linial arrangements. In fact, the
normalizing factor (x)2n−4+t can be thought of the chromatic polynomial of the complete graph on 2n−4+ t
vertices, that is, the complete graph on the vertices from the set A1. Note that this complete graph is a
subgraph of Gt,n.
Example 5.3. Consider the case where n = 3, t = 1 and a = 1. Drawn below is the Linial board L1,3.
The orange edges in the graph below on 5 vertices compose G1,3, while the blue edges on the same set of
vertices correspond to G1,3.
v1
v2
v3
v4
v5
Now, a computation reveals that c(x,G1,3) = x(x − 1)(x − 2)(x2 − 3x + 3). Additionally, we have that
χ0,22 (x) = x
2 − 3x+ 3 = χ0,22 (3− x). We can now immediately verify that 1(x)3 c(x,G1,3) = χ
0,2
2 (3− x).
6. Final remarks
We close with some remarks about future avenues and related work.
(1) It is natural to ask if we can extend our results to the entire class of truncated affine arrangements;
or even to subarrangements thereof. The Shi(G) arrangements [3, 7] and the G-Shi arrangements
[20] have garnered plenty of attention in the recent past, and remain an active area of research. A
rook-theoretic perspective on them might be of interest and lend new insight. Furthermore, it would
be interesting to obtain q-analogs of our formulae and extend the results of Haglund-Remmel [18]
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to our skew boards. Finally, it might be worthwhile to explore the relation to work of Ardila on
Tutte polynomials associated with hyperplane arrangements [1]. In work in progress [17], we aim to
answer some of the aforementioned questions.
(2) We will focus on the case k = 2 of our bijection. We know that the number of maximal nonattacking
rook placements on the skew Ferrers board (2n − 1, . . . , n + 1)/(n − 1, . . . , 1) equals the number of
local binary search trees on [n]. Clearly, the set of such rook placements is equinumerous with the
set of bijections {f : Z 7→ Z} satisfying the following conditions:
(a) f(i+ n− 1) = f(i) + (n− 1),
(b) i ≤ f(i) ≤ i+ n− 1.
It is worth remarking that this is a subset of conditions used to define bounded affine permutations
[23] and we wonder if there is a stronger connection. Also, nonattacking rook placements on skew
Ferrers boards have also been studied in [27, 34] and it might be interesting to put our results in the
context of the aforementioned articles.
(3) If we consider the rook placements corresponding to increasing k-ary labeled rooted trees on n nodes,
we see that we are essentially counting maximal nonattacking rook placements on the Ferrers board
of shape (k(n− 1), k(n− 2), . . . , k). Then it is easy to obtain the equality
|IPT n,k| =
n−1∏
i=1
(1 + i(k − 1)).
Josuat-Verge`s [21] studied the case k = 2 using stammering tableaux and the language of growth
diagrams. It would be interesting to explore the analogue of stammering tableaux for k > 2.
Finally, we would be remiss to not mention other work inspired by Gessel’s original question, namely [8, 11],
and more recently [2] which answers Gessel’s questions from a different perspective than ours. Connections
with the aforementioned work, especially [2], and ours remain to be explored.
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