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ABSTRACT

MODELING OF NANOSCALE TRANSPORT IN
MESOPOROUS MEMBRANES
SEPTEMBER 2017
ASHUTOSH RATHI
B.Tech., INDIAN INSTITUTE OF TECHNOLOGY MADRAS
M.Tech., INDIAN INSTITUTE OF TECHNOLOGY MADRAS
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David M. Ford and Professor Peter A. Monson

Mesoporous membranes with pore sizes in the range 2-50 nm provide an energy
efficient alternative for separation of mixtures such as CO2 from stack effluents and
volatile organic compounds (VOC) from air. Transport mechanisms such as capillary
condensation, Knudsen diffusion and surface adsorption help in enrichment of a more
condensable component based on the bulk mixture thermodynamics, surface chemistry and geometry of the mesopores. Despite the progress in synthesis techniques,
design of better mesoporous materials for targeted separations is still a challenge due
to the absence of clear design rules. Modeling techniques can be used to quantify
the relevant transport processes and determine the correlations between mesopore
properties and separation performance. Continuum modeling requires predetermined
transport models while molecular simulations are computationally too intensive for
realistic membrane processes.

vii

Dynamic mean field theory (DMFT), a coarse-grained lattice based theory, was
employed to model nonequilibrium transport in mesoporous membranes. DMFT
was used to model permporometry, an experimental technique for pore size distribution measurement. It involves light gas permeation in presence of condensable
vapor under near equilibrium conditions. Detailed study of transport revealed a
maximum of light gas flux in the layer adjacent to the strongly adsorbed surface
layer of heavy component. A highly nonequilibrium process of VOC recovery, which
involves passing a mixture of light gas and condensable vapor through the mesopores under significant pressure gradient, was also modeled. Nonequilibrium steady
states with capillary condensation confined to high pressure feed/inlet side (partial
capillary condensation) of the mesopores were found. The conditions required for
existence of these states were then investigated in single component systems. Equilibrium adsorption/desorption behavior of silica monoliths with disordered porous
structure was studied using mean field theory. Dual control volume grand canonical
molecular dynamics (DCV-GCMD), a combination of grand canonical Monte Carlo
and molecular dynamics, was used to evaluate DMFT and study single component
systems under confinement. Investigation of experimentally predicted phenomenon
of enhanced flux of pure component in the presence of condensed fluid in the pore
with DCV-GCMD revealed an increased surface density in the vapor region of pores
with partial capillary condensation.
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CHAPTER 1
INTRODUCTION

1.1

Mesoporous membranes and transport

Mesoporous materials have pore sizes in the range of 2 - 50 nm. Chemical and
thermal stability as well as the transport phenomena such as Knudsen diffusion,
surface adsorption and capillary condensation (Fig. 1.1) present in the mesopores
place these materials in a unique position to provide energy efficient alternatives to
a class of industrially relevant separations. A potential application of these materials

(a)

(b)

(c)

Figure 1.1. Schematic of transport mechanisms in a mesopore with binary mixture
(a) Knudsen diffusion (b) Surface adsorption (c) Capillary condensation

is in the form of mesoporous membranes for separations such as volatile organic
compounds(VOCs) from air [4, 5] and strongly interacting molecules like CO2 from
stack emissions [6–8]. A primary mechanism that leads to separation is capillary
condensation (Fig. 1.1(c)) where a heavy component like a VOC condenses inside the
pore thus effectively blocking the path of light gas and enriching the exit stream in
VOC. Mesoporous membranes consist of a mesoporous metal oxide layer of thickness
∼ 0.1-10 µm for separation functionality and macroporous layers with pore sizes >
50 nm for mechanical support (Fig. 1.2).
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Figure 1.2. Schematic of mesoporous membrane structure. [2]

Synthesis of the earliest mesoporous membranes [9, 10] was performed by slipcasting colloidal suspensions of small alumina crystallites. More recent synthesis
techniques involve the use of organic molecular templates to grow mesoporous layers.
Mesoporous silica films have been prepared at air/water interfaces [11–13] as well as
on flat surfaces through combination of coating techniques with self assembly [14–17].
Over the past 20 years the synthesis techniques for membrane materials have evolved
to a point where precise control over geometric properties and surface chemistry of
pores is possible.
However, tailoring materials for targeted separations with greater efficiency remains an outstanding problem. Absence of clear design rules, which correlate the
factors affecting separation efficiency to geometry and surface chemistry of the mesopores, makes it difficult to synthesize these tailored materials. A first step towards
finding these correlations would be to understand the underlying physics of separations of interest. Such an understanding can be gained through the application of
appropriate modeling tools. The conventional modeling tools that have been used
in the past to model such systems are continuum and molecular modeling [18–22].
These modeling techniques face certain limitations because of the relevant length and
time scales. Molecular modeling is capable of making predictions of transport mech-
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anisms associated with mesoporous membranes but is computationally intensive for
such systems. Continuum modeling while being computationally accessible requires
information, such as diffusivity and partitioning to incorporate transport, as input
from more fundamental techniques or experiments.

1.2

Dynamic mean field theory

Another set of modeling techniques relevant to the study of systems at hand are
known as density functional theory methods [23–26]. These have been used extensively in porous systems to study equilibrium adsorption and desorption, and are
the basis of many techniques (nonlocal density functional theory and quenched solid
density functional theory [27]) used for determination of pore size distributions from
experimental gas (Ar, Kr) adsorption data. The difficulty associated with classical
density functional theory is again that of computational effort. The computational
effort increases as O(N d ) where d is the dimensionality of the system. A full 3dimensional density functional theory calculation on a system of interest is computationally very expensive.
Lattice based methods are able to provide a middle ground for such systems. These
methods have been used in the past to study diffusion, phase equilibria, adsorption
and confinement effects [28–40]. In this study we are using dynamic mean field
theory (DMFT), a coarse grained lattice based density functional theory which is
mechanistically more descriptive than continuum modeling and computationally less
intensive than molecular modeling. DMFT has been used successfully in the past to
study equilibrium adsorption and desorption in mesopores as well as the dynamics of
system in approach to equilibrium states [41]. DMFT is capable of predicting behavior
of both pure fluid as well as binary mixture systems [42,43]. We have applied DMFT
to membrane processes which are inherently nonequilibrium in nature and are often
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associated with large pressure gradients. The method is described thoroughly in
section 1.8.1.3.

1.3

Permporometry

We started by applying DMFT to permporometry, an experimental technique
used for pore size determination in mesoporous membranes [44–49]. Permporometry
is a technique where the system is kept close to equilibrium and thus it was an ideal
starting point for application of DMFT. Experimentally, in order to determine the
pore size distribution, a light gas is allowed to permeate in presence of a condensible
vapor at different relative pressures. As the relative vapor pressure of the condensible
vapor is increased, it condenses in progressively larger pores and reduces the flux of
light gas at the exit (Fig. 1.3). The light gas flux is measured as function of relative

Figure 1.3. Schematic of permporometry , Prel is the relative vapor pressure of
condensible vapor

pressure of vapor and this information is used to back calculate pore size distribution
through Kelvin’s equation(Eq. 1.1).

ln prel =

4

2γlv Vm
rRT

(1.1)

where prel is the relative vapor pressure of condensible vapor, γlv is the surface tension
at liquid-vapor interface, Vm is the molar volume of liquid, R is the universal gas
constant, r is the pore radius, and T is the temperature. Kelvin’s equation (Eq. 1.1) is
derived using assumptions on the state of fluid in the pore and curvature of meniscus.
DMFT, on the other hand, makes no such assumptions, and the meniscus along with
its shape are natural results of model. Thus, DMFT is a more fundamental technique
for interpretation of experimental data retrieved using permporometry as compared
to Kelvin’s equation. Chapter 2 shows how DMFT explains permporometry.

1.4

VOC recovery and pure component system under nonequilibrium conditions

After gaining some valuable insight into transport of binary mixtures in nearequilibrium conditions, we moved onto the highly nonequilibrium case of volatile organic compound (VOC) recovery from its mixture with a light gas. In the case of VOC
recovery, a mixture of heavy a VOC and a light gas is allowed to permeate through the
mesopores under significant pressure gradient. The VOC condenses inside the pore,
thus allowing minimal through flux of light gas. This leads to a permeate stream
enriched in heavy VOC (Fig. 1.1(c)). We found a jump in selectivity corresponding
to capillary condensation. A more careful analysis of the density distribution of fluid
inside the pore showed that capillary condensation was confined to the high pressure
side of the system. This state has been theorized in the literature [50–54] for microporous and mesoporous systems but has not been predicted or directly observed more
fundamental techniques for mesoporous systems. We confirmed that the separation
achieved for a mixture using mesopores is related to the inverse relative volatility of
the bulk mixture. We studied the effect of surface chemistry by varying fluid-wall
interactions and pore structure by introducing constrictions in the slit pore structures
at various locations. We also varied the number of constrictions to ascertain the ef-
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fect of distortion of pore structure on the separation process. We found significant
differences in selectivity and flux based on the pore geometry and surface chemistry.
Chapter 3 details our findings which throw some light on the possibility of designing
better pores for targeted separation processes.

1.5

Partial capillary condensation

Intrigued by the phenomenon of partial capillary condensation found during our
study of VOC recovery, we studied the effect in pure component systems and mapped
the conditions necessary for its existence. We also investigated the nature of hysteresis
under nonequilibrium conditions. It has been observed in experimental studies of
pure component permeation that the flux of the pure component increases with the
capillary condensation of fluid inside the mesopores [50, 55, 56]. We have attempted
to study this enhancement of flux using both DMFT and nonequilibrium molecular
dynamics to understand the details associated with this phenomenon. Chapter 5
provides details such as fluxes and velocity profiles along with the inferences drawn
based on them.

1.6

Comparison of DMFT and DCV-GCMD

Although we found qualitative agreement of DMFT with experiments in case of
permporometry and reproduction of some commonly observed key features in case
of VOC recovery, we attempted to evaluate DMFT by comparing it with a more
fundamental molecular simulation technique, dual control volume grand canonical
molecular dynamics (DCV-GCMD), which gives an essentially exact simulation of the
transport for a molecular model such as Lennard-Jones 12-6 fluid. DMFT involves
assumptions such as nearest neighbor interactions and packing restricted to lattice
sites and as a mean field theory ignores fluctuations. Edison and Monson [43] showed
that if fluctuations were to be taken into account, the average behavior over multiple
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dynamic Monte Carlo trajectories would be the same as DMFT but the behavior in
an individual run may vary widely.
We compare the relaxation dynamics of fluid in a slit pore system as it goes
from one equilibrium state to another, as shown by DMFT and and DCV-GCMD.
We explore various aspects of the dynamics and parameters affecting the dynamics.
Chapter 4 provides details on our investigations in regards to the ability of DMFT to
reproduce qualitatively accurate transport in dynamics.

1.7

Modeling experimentally reconstructed porous systems

Most of our studies initially utilized simple slit pore geometries but actual porous
materials are hardly ever such regular geometries. In order to study more realistic
systems we started out with disordered porous silica. We received the silica structures
as 3-D geometries from our experimental collaborators, Professor Ulrich Tallarek
and his colleagues at the University of Marburg(Table 6.1). They used nanoscale
tomography to reconstruct silica morphologies from experimentally synthesized silica
[57, 58]. We applied mean field theory to calculate isotherms for the morphologies
and compared them with the experimental isotherms. We performed a parametric
study using model parameters such as lattice site scaling, temperature scale and
fluid-wall interactions in order to improve quantitative accuracy of the calculations
by mean field theory. Chapter 6 shows how fluid-wall interaction and appropriate
lattice dimensions improve quantitative predictions by mean field theory.

1.8
1.8.1

Methods
Lattice based mean field theory

Lattice based mean field theory is similar to classical statistical models like Ising
and binary alloy. As is evident from the name itself, the model involves discretization
of target system into lattice sites. Fig. 1.4 shows the model in a notation relevant
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to our problem where the pore containing a binary mixture of heavy component and
light gas is discretized into lattice sites [41, 42]. The model imposes two constraints
for simplicity and reduction of computational effort:
1. One lattice site can be occupied by at most one fluid entity (atom/molecule) in
an occupancy configuration.
2. The interactions are restricted to nearest-neighbors only.

Figure 1.4. Schematic of lattice model for a binary mixture , large circles - heavy
component; small circles - light gas

1.8.1.1

Mean field theory

The implementation of the model for a system with two components, α and β,
starts with writing the total energy of the system in the form of a Hamiltonian
[41, 42, 59, 60].

H=−

XX
1 XXXX
αδ ni (α) ni+a (δ) +
ni (α) φi (α)
2 i a α δ
α
i

(1.2)

where i is a set of lattice coordinates, a denotes the vector to a nearest neighbor site for
any site on the lattice, α and δ represent species labels. αδ is the interaction strength
between species α and δ, ni (α) is the occupancy of site i (0 for empty, 1 for occupied)
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for component α and φi (α) represents the external field acting on component α at
site i. In this work the external field is a nearest neighbor attraction of strength αW
between the wall (pore surface) and molecules of species α occupying sites adjacent
to it. In the mean field approximation we can then write the grand free energy of the
system as

Ω =kT

"
X X

ρi (α) ln ρi (α) + (1 −

α

i

−

#

i

a

ρi (α) ) ln(1 −

X

α

1 XXXX
2

X

α

αδ ρi (α) ρi+a (δ) +

δ

ρi (α) )

α

XX
i

ρi (α) (φi (α) − µ(α) )

(1.3)

α

(α)

where µ(α) is the chemical potential of component α and ρi

is the average occupancy

of site i by component α. The necessary condition for equilibrium (or metastable
equilibrium associated with hysteresis [26]) can be written as


∂Ω
∂ρi (α)


=0 ∀

α, i

(1.4)

{µ},{φ},T

where {µ} and {φ} are the fixed set of chemical potentials and external field. Using
Eqs. 1.3 and 1.4 , we find a set of coupled non-linear equations

kT [ln ρi (α) − ln(1 −

X

ρi (δ) )] −

δ

XX
a

αδ ρi+a (δ) + φi (α) − µ(α) = 0 ∀ α, i (1.5)

δ

For a system with given geometry and set of chemical potentials and external fields
these equations can be solved by iteration to yield the density distributions for each
species and the grand free energy [42]. A pure component system is a special case of
the above derivation with α = δ.
1.8.1.2

Bulk quantities

The density distributions obtained from Eq. 1.5, correspond to a system with a
set of external fields {φ} and chemical potentials. We can derive properties of a bulk
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lattice fluid mixture by assuming that {φ} = 0, since the external field is absent in
bulk. Also, all the lattice sites in the bulk would have a uniform density and chemical
potential. The pressure and bulk chemical potential can be written as
X (α)
z XX
−Ω
(α) (δ)
= −kT ln(1 −
ρb ) −
αδ ρb ρb
M
2
α
α
δ
X
X
(α)
(δ)
(δ)
=kT [ln ρb − ln(1 −
ρb )] − z
αδ ρb

P vs =

(1.6)

µ(α)

(1.7)

δ

δ

where P is the pressure, vs and M are physical volume equivalent of a lattice site
and number of sites in the lattice respectively, ρb (α) is the density of species α in
bulk and z is the coordination number of the lattice. We have used these equations
to determine the bulk vapor-liquid equilibrium for the mixture, solving the phase
equilibrium equations via a combination of Newton-Raphson iteration and pseudo
arc length continuation methods [61].

1.8.1.3

Dynamic mean field theory

The implementation of DMFT follows earlier work [62] and especially that of Edison and Monson [42]. The time dependent ensemble average density of a species α
at a site i can be considered by taking the mean of weighted average occupancy of
component α for site i over all possible configurations of the system in terms of occupancies.The weight P ({n}, t) here is the probability associated with the occurrence
of a specific configuration defined by a set of occupation numbers {n}.

(α)

ρi

(α)

=< ni

>=

X

(α)

ni P ({n}, t)

(1.8)

{n}

DMFT emerges by making a mean field approximation to the master equation governing Kawasaki dynamics applied to a binary mixture on a lattice gas model. In
Kawasaki dynamics new states are created by molecules hopping to vacant nearest
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neighbor sites. The evolution of the density species α at any site i is then described
by
(α)

X (α)
∂ρi
=−
Ji,i+a
∂t
a

(1.9)

(α)

where Ji,i+a is the flux of species α from site i to a nearest neighbor site i + a and in
mean field is given by

(α)

(α) (α)

Jij = wij ρi (1 −

X

(δ)

(α) (α)

ρj ) − wji ρj (1 −

δ

(α)

where wij

X

(δ)

ρi )

(1.10)

δ

is the probability for species α to jump from site i to j calculated in

accordance with the Metropolis criterion.
(α)

(α)

wij

Eij
(α)
= w0 exp −
kT

!
(1.11)

(α)

where Eij can be identified as the energy change associated with the jump of species
α from site i to j and w0 (α) is the hopping frequency for species α. In this work, we
have assumed w0 to be the same for all species. The energy change is given by

(α)
Eij

=




0,

(α)

Ej

(α)

< Ei

(1.12)



Ej(α) − Ei(α) , Ej(α) > Ei(α)
(α)

where Ei

for a species α at a site i is the function of densities at the neighboring
(α)

sites and the external field φi

(α)

Ei

=−

XX
a

(δ)

(α)

αδ ρi+a + φi

(1.13)

δ

These expressions are the extension to mixtures of the expressions for pure fluids [28].
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1.8.2

Dual control volume grand canonical molecular dynamics

Microscopic details of transport mechanisms in a system can be gained through
the use of molecular dynamics as a tool. Closed systems which only exchange energy
with the surroundings can be studied alone with molecular dynamics. Open systems,
on the other hand, which require an exchange of mass as well, cannot be studied with
molecular dynamics alone since it has no provision for addition or removal particles
from system. At this point it becomes necessary to involve a technique like grand
canonical Monte Carlo (GCMC), which performs addition and removal of particles
from the system [63]. The issue with Monte Carlo techniques is their inability to
model the dynamics of the system. Thus, a technique becomes necessary which helps
us study dynamics of an open system with minimum interference due to addition and
removal of particles in the system.
One of such techniques is the dual control volume grand canonical molecular
dynamics (DCV-GCMD). This is based on the concept of local control volume for
addition and removal of particles in the system which ensures minimum interference
with the dynamics [64, 65]. This is essentially a hybrid technique with sequential
repetitive use of molecular dynamics and GCMC. The aim of GCMC is to maintain
target properties in a part of the system by addition and removal of the atoms.
The aim of molecular dynamics is simulate to dynamics in the whole system. This
technique allows us to emulate experimental systems where the dynamics takes place
in the entire system and parts of the system are connected to an external source or sink
of the particles. A schematic of a system relevant to our studies with implementation
of the technique in shown in Fig. 5.3(a). The system shown is a simple slit pore in
the middle with bulk region on either side. Let’s assume that the bulk region with
lower value of x-coordinate has higher chemical potential while the bulk region with
higher value of x-coordinate has lower chemical potential. This implies that it’s a
nonequilibrium system where the fluid atoms will flow in the positive x-direction.
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The first step in the simulation of the flow is to make sure bulk on both sides has
correct thermodynamic properties such as density, temperature and pressure. This
is achieved by performing GCMC in the bulk regions on each side at appropriate
chemical potential and temperature. This Once the bulk on each side corresponds to
appropriate chemical potential, molecular dynamics is performed for a specific number
of time steps. The use of thermostat in molecular dynamics would be based on the
system and type of dynamics being studied. We used a dissipative particle dynamics
in our studies. Molecular dynamics would lead to depletion of bulk region at lower
x-coordinate and enrichment of bulk region at higher x-coordinate. Again GCMC
is invoked to set the two bulk regions to appropriate chemical potentials followed
by molecular dynamics. These steps are repeated until a steady state is achieved.
Equilibrium systems are nothing but a special case of nonequilibrium systems in
which the chemical potential is set to the same value in each bulk region. Hence
this technique can be applied to equilibrium systems as well. We have performed
DCV-GCMD using LAMMPS [66].
Initially the technique was used to study diffusion behavior of systems with single
and multiple components [67, 68]. Later on it was adopted to more complex equilibrium and nonequilibrium systems involving confinement [19,21,22,69]. We have used
DCV-GCMD to study both dynamics between equilibrium states as well as nonequilibrium steady states. Although, computationally very expensive, it is an excellent
technique to gain some fundamental understanding of transport in the confined systems where complex interplay of phenomena such as preferential adsorption, Knudsen
diffusion and capillary condensation decides the resultant behavior.

1.8.2.1

Dissipative particle dynamics

The molecular simulations performed in this study were constant temperature
simulations. The maintenance of a temperature in the system requires the use of
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appropriate thermostat [70] and thermostatting strategy [71]. It is important to
carefully choose thermostats so that there are no artifacts in the resulting dynamics
with dependence on the type of thermostat chosen [72]. Most of the thermostats
essentially work by altering the velocity of particles in order to achieve the desired
thermodynamic temperature for the system. There are two types of thermostats, one
which act on individual simulation particles (atoms in this study), the other class
of thermostats act on pairs of particles and are referred to as pairwise thermostats
[73,74]. The advantage of pairwise thermostats is their inherent capability to conserve
momentum.
In a nonequilibrium molecular simulation, the particles may have two types of
velocities: (1) velocity due to thermal motion and (2) velocity due to flow also referred
to as streaming velocity. In molecular dynamics, the temperature calculation for
thermostatting is based on the velocity of the particles and it is important that
only velocity due to thermal motion be taken into account while implementing the
thermostat. The dissipative particle dynamics (DPD) thermostat [75–79] is a pairwise
thermostat which uses the relative velocity of particles for thermostatting. Thus, a
DPD thermostat is also known as profile unbiased thermostat since it inherently
subtracts out the velocity due to flow and uses only velocity which accounts for
thermal motion.
A DPD thermostat basically consists of applying a dissipative force (FD ) and
random force (FR ) in addition to the conservative force (FC ) already present due to
the pairwise potential which is cut and shifted Lennard Jones in the present study.
The total force (fi ) on a particle i due to neighboring j particles is given as [75]

X

FijC + FijD + FijR



(1.14)

FijD = −γω D (rij )(rˆij .vij )rˆij

(1.15)

FijR = σω R (rij )θij rˆij

(1.16)

fi =

j6=i
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ω D and ω R are weighting functions with a dependence on r such that they vanish
for r > rc (rc is the cutoff radius for pair potential). rij is the position vector from
particle i to j. rij is the magnitude and rˆij is the unit vector in the direction of
rij . vij is the relative velocity of the particle i w.r.t j. In order for the system to
reach an equilibrium configuration which is a part of canonical ensemble as well as
the temperature being maintained is consistent with fluctuation-dissipation theorem,
the following relations must be satisfied [80]

σ 2 = 2γkT

(1.17)

ω D (r) = [ω R (r)]2

(1.18)

where k is the Boltzmann constant and T is the temperature. Thus, by setting γ
(amplitude of the dissipative force), we also set the amplitude of the random force
(σ).
θij is a Gaussian white noise with zero mean and unit variance, associated with
the random force. Also, θij = θji [77]

< θij (t) >= 0

(1.19)

< θij (t)θkl (t0 ) >= (δik δjl + δil δjk )δ(t − t0 )

(1.20)

The weighting functions ω D and ω R are

D

R

2

ω (r) = [ω (r)] =




(1 −


0,

1.9

r 2
),
rc

r < rc

(1.21)

r ≥ rc

Outline

The rest of thesis details our efforts towards investigation of various systems involving mesoporous membranes using dynamic mean field theory and DCV-GCMD.
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In Chapter 2, we discuss the implementation of DMFT to model the experimental techniques of permporometry. We investigate the nature of transport of binary
mixture through a mesopore under conditions which are slight deviation from the
equilibrium. We study detailed aspects of the transport such as fluxes, density distribution and velocities to draw inferences regarding the interplay of phenomena such
as preferential adsorption, diffusion and capillary condensation. We also check qualitative validity of the model by exploring general trends of flux of light component
with variation in geometrical aspects of the mesopore.
In Chapter 3, we model a highly nonequilibrium process of VOC recovery. We
discuss mathematical and computational implementation of the model for prediction
of the exit compositions. We test the hypothesis of selectivity of separation process
through a mesopore being related to the inverse relative volatility of the bulk mixture
under vapor-liquid equilibrium conditions. We then use the model to understand the
effects of surface chemistry, pore structure and membrane orientation on the efficiency
of the separation process.
In Chapter 4, we evaluate the DMFT against the more fundamental DCV-GCMD
molecular simulations for the relaxation dynamics of fluid in a mesopore while the
system goes from one equilibrium state to another. We compare the dynamics in the
two cases (1) initial and final equilibrium state of system are far apart (2) initial and
final equilibrium state of system are close to each other. We also make an attempt
at understanding the phenomenon of single and multiple liquid bridges leading to
capillary condensation during the dynamics. We study the effect of pore length and
final equilibrium state on the phenomenon of multiple bridging.
In Chapter 5, we investigate a nonequilibrium steady state for a system with
a single component wherein the capillary condensed fluid is confined to the high
pressure side of the system. We investigate this unique state with both DMFT and
DCV-GCMD. We study the thermodynamic parameters that would allow for the
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presence of this state. We also address the question of enhanced flux due to capillary
condensation as is commonly observed in experimental studies [54].
In Chapter 6, we study the adsorption and desorption in a silica monolith, computationally reconstructed from the images of an experimentally synthesized silica,
using mean field theory. We compare the calculated isotherms with those obtained
from experiments. We perform a study to analyze effect of various parameters in the
lattice model on the isotherm and optimize these the parameters to obtain a good
agreement between calculations and experiments.
In Chapter 7, we summarize our work and discuss some opportunities presented
by this study for future investigations.
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CHAPTER 2
MODELING PERMPOROMETRY OF MESOPOROUS
MEMBRANES USING DYNAMIC MEAN FIELD
THEORY

2.1

Background

Characterization of mesoporous inorganic membranes has always been a challenge
because of their relatively small pore sizes and the fact that they are employed as supported thin films. Eyraud et al. [44] made a breakthrough in characterization with
the development of permporometry, which probes the pores in a way that reflects
their actual contribution to membrane permeation. A permporometry experiment
is based on the co-permeation of a lighter, non-condensable gas and a heavier, condensable vapor through a porous membrane at different values of the relative partial
pressure of the condensable component, pr =

ycondensable p
.
pcondensable,sat

At fixed pr the con-

densable component is expected to fill all pores below a certain size via capillary
condensation and effectively block the light gas from permeating through them. A
plot of steady-state permeability (or flux) through the membrane as a function of pr
therefore provides qualitative information about the membrane pore size distribution.
The main challenge in permporometry is to extract information of a more quantitative nature regarding the pore size distribution (PSD). This task requires a model
that describes at least three elements: (1) geometry of the pores, (2) adsorption of
the condensable component, and (3) transport mechanism of the light gas. Understandably, the first implementations of permporometry [45–47, 81] employed models
of minimal complexity. The pores were assumed to be cylindrical (with uniform
diameter across the membrane thickness), the Kelvin equation was used to model
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capillary condensation (with a modification to include the presence of an adsorbed
layer, or t-layer, of molecular dimension before full capillary condensation), and the
transport mechanism of the light gas was assumed to be Knudsen diffusion through
the unblocked pores. There have been surprisingly few attempts to improve these
rather minimalist original models or challenge the assumptions therein; indeed the
model used by Higgins et al. in 2006 [82] is essentially identical to that proposed 30
years ago. However, weaknesses are starting to emerge. Tsuru et al. [48] found that
different condensable species gave different PSDs on the same membrane, especially
in the lower pore size range, which was attributed to effects in t-layer. Recently Mottern et al. [49] used permporometry to probe for pinhole (macroporous) defects in a
supported mesoporous membrane. They found that the light gas diffusion through
condensate-filled pores actually contributed to the flux in a significant way, especially in the intermediate regime of pr where the mesopores were largely filled but the
macropores of the support were not. In such cases transport of the light gas through
the liquid-filled mesopores by a solution-diffusion mechanism was appreciable and
could easily be mis-attributed to pinhole defects.
Permporometry represents a very nice application of DMFT because it involves
membrane transport in the context of capillary phase transitions. Using a simple slit
pore geometry we demonstrate how DMFT gives a detailed description of the qualitative features of a permporometry experiment. DMFT yields important nanoscale
information about the non equilibrium states including both the density distribution
and the flux distribution in the system. The theory includes a full description of the
solution thermodynamics and phase behavior for the light/heavy binary mixture and
allows for transport of the light component through all regions of the system including
the condensed phase regions.
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2.2

System and problem set-up

We model a single slit pore with geometry shown schematically in Figure ??. The
system is finite in x and z directions but infinite in y direction. There are bulk fluid
zones on the two ends with control volumes for boundary conditions to be specified in
the calculations. The control volume 1 (CV1) and control volume 2 (CV2) represent
the inlet (feed) and outlet (permeate) conditions for the pore, respectively. Our base
case utilizes length(L) of 40 lattice constants, height (H) of 6 lattice constants and
bulk regions that are 10 lattice constants in length including 2 lattice constants of
control volume (although only one is necessary). We also vary L and H to study
effects of those variables.

Figure 2.1. Geometry of the slit pore used to study permporometry

Interaction parameter values chosen for this study, listed in Table 2.1, are representative of a typical light/heavy binary mixture that might be employed in permporometry, such as nitrogen/cyclohexane. The the heavy vapor is denoted as A while light
gas is denoted as B. The ratio of self interaction parameters (AA /BB ) is taken to
be 4. This ratio corresponds to the ratio of critical temperatures Tc,A /Tc,B , and 4
is a reasonable value for binary mixtures used in permporometry experiments. The
interaction strength between components A and B is taken as the geometric mean of
their self interaction parameters, and in each case αW = 3.0αα to give a fairly strong
interaction with the surface relative to the fluid interaction. The thermodynamic
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variables are defined in dimensionless units using BB as the base energy unit and vs
as the base volume unit.

P∗ =

P vs
BB

T∗ =

kT
BB

µ∗α =

µα
BB

(2.1)

We study the system at a temperature T ∗ = 4.0. Note that this T ∗ is well above
Table 2.1. Interaction parameters (Permporometry)
Component αα : fluid-fluid interactions αW : fluid wall interactions
A
4.0
12.0
B
1.0
3.0
A-B
2.0
the critical temperature of pure B in the context of the mean field lattice model
∗
∗
(TB,critical
= 1.5) but is 2/3 of the critical temperature of pure A (TA,critical
= 6.0).

The setup for the permporometry calculations starts with the definition of thermodynamic quantities at the inlet and outlet. We first define the feed (inlet) pressure,
∗
Pinlet
and mole fraction of light component yB,inlet . Using Eqs. 1.6 and 1.7, we can

determine the associated bulk densities (ρA,inlet and ρB,inlet ) and bulk chemical potentials (µ∗A,inlet and µ∗B,inlet ) These are taken as conditions for the inlet control volume.
A driving force is necessary to simulate the process involved in permporometry. The
driving force is provided by setting the chemical potentials at the outlet control volume. The chemical potential of A is set to be slightly lower at the outlet as compared
to the inlet, while the chemical potential of B is set to be the same in both locations.

µ∗B,outlet = µ∗B,inlet − δµ∗B

(2.2)

µ∗A,outlet = µ∗A,inlet

(2.3)

∗
The outlet pressure and mole fraction, Poutlet
and yB,outlet , are calculated using µ∗B,outlet

and µ∗A,outlet in Eqs. 1.6 and 1.7. The density distribution in the pore and bulk is
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initialized by solving the static MFT problem for the entire pore at the thermodynamic conditions of inlet control volume. Once the system has been initialized , the
thermodynamic quantities at the outlet are changed as described above and the system is allowed to evolve with time, by solving Eq. 1.9 using Euler’s method with a
step size of ω0 ∆t = 0.2, until the it reaches steady state. Then the flux of component A at the middle cross-section of the pore in the x direction (JB∗ ) is computed
by summing over the sites at x = L/2, while the mid-pore averaged density is computed using pore sites between x = L/4 and x = 3L/4. We note that the flux is
inherently dimensionless as can be seen in Eq. 8. The density is essentially fractional
occupancy and thus dimensionless while the time is in terms of w0 t which again is
dimensionless. The process is repeated for different values of relative pressure of A
∗
in the feed, PA,rel = yA,inlet Pinlet
/PA∗ 0 , where PA∗ 0 is the vapor pressure for pure A;

this is done by varying yB,inlet . PA∗ 0 is determined using the static MFT for the bulk
fluid [41]. In this setup we control the inlet pressure, inlet mole fraction of B and
outlet chemical potentials of A and B. This corresponds to an experiment where pressure and component mole fractions are controlled for both sides of the membrane, for
example by using a sweep gas on the permeate side. We take the inlet pressure to be
∗
∗
P ∗ = 0.3001, which corresponds to a reduced pressure Pinlet
/PB,critical
= 1.0359, so

we are slightly above the critical pressure of B (in addition to being well above the
critical temperature of B). The operating conditions are specified in Table 2.2
Table 2.2. Operating conditions (Permporometry)
Quantity
Value
∗
Pinlet
0.3001
T∗
4.0
yB,inlet
0.1843→0.9843
∗
δµB
0.005
Reduced Quantities
∗
∗
Pinlet
/PB,critical
1.0359
∗
∗
T /TB,critical
2.667
∗
∗
T /TA,critical
0.667
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2.3
2.3.1

Results
System at equilibrium

We begin this section by presenting the bulk vapor-liquid phase behavior for the
binary mixture considered as calculated in MFT. This is shown in Figure 2.2(a)
where we have plotted the p − x − y phase diagram at the temperature where our
permporometry calculations were made. Vapor-liquid coexistence does not occur
across the composition range, which reflects the large difference in critical points
for the two components in our model. Also shown on this plot is the locus of inlet
conditions for the states studied in the permporometry calculations. The locus of
inlet conditions used in the permporometry calculations starts for low values of yA
where the mixture is mostly light gas. As yA increases we ultimately approach a dew
point, and along that path we should expect the appearance of a condensed phase in
the pore, rich in component A, due to the effect of confinement in the pore upon the
vapor-liquid equilibrium.
Figure 2.2(b) shows equilibrium adsorption/desorption isotherms for the mixture
in the slit pore from static MFT with the bulk state following the path of fixed pressure
and varying bulk composition (path labeled inlet CV1) shown in Figure 2.2(a). We
see that except for low bulk mole fractions of A, yA , the density of A in the pore is
generally much high that of B. The isotherm for A is very similar to that for a pure
component system at a similar temperature [41]. This isotherm shows two transition
regions. One at low yA corresponds to the filling of a monolayer near the pore wall.
The density of B, which is weakly attracted by the pore walls, remains low throughout
and is highest when the bulk is mostly B and decreases as B is displaced by the more
strongly adsorbed A. The other transition region at higher yA is associated with
condensation of a liquid phase within the pore and is accompanied by hysteresis. The
nature of this hysteresis has been discussed in detail in earlier work [26, 41, 42]. The
states on the liquid branch of the hysteresis loop are equilibrium states while those
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on the vapor branch are metastable equilibrium states. The metastability on the
vapor branch is due to the nucleation barrier to the formation of a liquid bridge. In
contrast, on the liquid branch there is no nucleation barrier because the vapor-liquid
interface required for evaporation is already present near the pore entrance.
1
P−x−y
Inlet (CV1)
Outlet (CV2)

4.5

0.8

4
3.5
Density

Reduced Pressure (P*/P*B,critical)

5

3
2.5

ρB
ρA
ρA + ρB

0.6

0.4

2
0.2

1.5
1
0

0.2

0.4

0.6

0.8

0
0

1

xB,yB

(a)

0.2

0.4
0.6
(1−yB) = yA

0.8

1

(b)

Figure 2.2. (a) P-x-y diagram for binary mixture at T ∗ = 4.0 (blue solid) and
the loci of inlet (red dotted) and outlet (black dash-dot) conditions. (b) Mid-pore
averaged density calculated from static mean field theory for A-B mixture in a slit
pore H = 6, L = 40 at T ∗ = 4.0 and P ∗ = 0.3001. The blue solid, red dashed,
and black dotted curves are for the density of B, density of A, and total density,
respectively.

2.3.2

Deviation from equilibrium

Figure 2.3(a) gives a magnification of the low pressure region of the bulk phase diagram from figure 2.2(a) showing the loci of inlet and outlet states for the permporometry calculations. The locus of inlet states is chosen by fixing T and P and then varying
yB . For each outlet state T and µA are fixed at the same values as for the inlet and
µB,outlet = µB,inlet − δµB . The outlet pressure can then be determined from bulk
MFT. The loci of inlet and outlet states are indistinguishable on the scale of the
phase diagram plot but the finer scale in figure 2.3(a)shows that the outlet pressure
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decreases as the outlet mole fraction of B increases. Figure 2.3(b) shows a plot of
the differences between the inlet and outlet pressures and compositions for the states
in the permporometry calculations versus yB in the feed. The fractional percentage
pressure drop relative to the inlet pressure ranges from 0.0294% to 0.1253%.
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Reduced Pressure (P*/P*
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Inlet(CV1)
Outlet(CV2)
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1.036
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0.8
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1
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yB,inlet
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Figure 2.3. (a) The loci of inlet(red dotted) and outlet (black dot-dashed) conditions
with the bulk P-x-y (blue solid) for the binary mixture at T ∗ = 4.0. (b) Variation of
the difference in inlet and outlet conditions for pressure (blue solid) and mole fraction
of B (red dot-dashed) with the inlet mole fraction of B.

We now turn to the permporometry results. Figure 2.4(a) shows the flux of B
through the slit pore versus the relative partial pressure of A at the inlet. As expected
the flux of B decreases with increasing amount of A in a way that is strongly influenced
by the density distributions of the two species. The qualitative behavior seen here is
quite similar to that seen experimentally [45]. In parallel with the adsorption behavior
there are two transition regions in the plot. The first at low relative pressure of A
is associated with the formation of a dense A-rich layers near the pore walls. The
second is associated with the capillary condensation of A-rich liquid in the system,
which causes a dramatic drop in the flux of B. The hysteresis seen here parallels that
seen in Figure 2.2(b). In fact when we plot the mid-pore densities for the steady
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states obtained in the non equilibrium calculations, as shown in Figure 2.4(b), we see
that they are very similar to those for the equilibrium states shown in Figure 2.2(b).
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Figure 2.4. (a) Variation in mid-pore flux of component B with relative pressure of
component A at the inlet. (b) Variation in mid-pore averaged density with relative
pressure of component A at the inlet. Pore length and height are L = 40, H = 6.

Figure 2.6 shows visualizations of density distribution of A in selected non equilibrium steady states. These distributions are very similar to those from static MFT
calculations for adsorption in slit pores for a pure component [41] and mixtures [42].
At low relative pressures of A we see some adsorption on the pore surface followed
by the formation of dense monolayers. At higher relative pressures we see multilayer
adsorption and then pore filling. As the relative pressure of A is lowered from the
filled state we see the formation of a meniscus which retreats into the pore. This is
followed by evaporation, leaving a state with adsorbed layers on the pore walls. Further decrease in the relative pressure of A leads to states with only slight adsorption
on the pore walls. The flux is a product of local density and velocity; the local density
dominates flux apart from the initial drop which is a result of the velocity drop (see
Figures 2.5(a) and 2.5(b)).
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Figure 2.5. (a) Density of B averaged in the layer x = L/2 for L = 40, H = 6. (b)
Velocity of B averaged in the layer x = L/2 for L = 40, H = 6.

(a) PA,rel = 0.09734

(e) PA,rel = 0.9332

(b) PA,rel = 0.5088

(f) PA,rel = 0.8432

(c) PA,rel = 0.8560

(g) PA,rel = 0.8303

(d) PA,rel = 0.9332

(h) PA,rel = 0.09734

Figure 2.6. (a)→(d) Visualizations of density of component A during pore filling.
(e)→(h) Visualizations of density of component A during pore emptying
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2.3.3

Detailed study of flux and density distribution

DMFT calculations allow us to probe the flux at an even finer level of detail, as
illustrated in Figure 2.7. Figure 2.7(a) shows the contributions to the flux of B from
the different layers in the pore while Figure 2.7(b) shows the density of B in those
layers. For H = 6 there are six layers but due to symmetry there are three pairs of
layers, with each member of a pair having identical properties. The contribution from
the layer nearest the wall is large at low relative pressure of A but drops dramatically
as the amount of A in that layer increases. The decrease in flux of B in layer 1 (figure
2.7(a) ) occurs in spite of an increase in density of B layer 1 for low values of relative
pressure of A (figure 2.7(b)). This is because as the overall density in the layer 1
is increasing greatly due to the higher density of A which restricts the mobility of
B. Interestingly, for higher pressures the largest contribution to the flux comes from
layer 2, where the density of B is greatest, rather than layer 3, which is farthest from
the walls. The enhanced density of B in layer 2 arises from its attraction to layer 1,
which is essentially a dense layer of species A that is adsorbed to the pore wall.
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Figure 2.7. (a) Variation of flux of B with relative pressure of component A at the
inlet, for the three unique layers within a slit pore with H = 6, L = 40. Layer 1 is
adjacent to the wall, layer 2 is the next-closest to the wall, and layer 3 is farthest
from the wall. (b) Variation of density of B with relative pressure of component A at
the inlet, for the three unique layers described in (a)

2.3.4

Effect of pore geometry

The geometric parameters of the simple slit pore model are the length L and
height H. We varied these two parameters independently, away from our base case
of L = 40 and H = 6, and examined the effects on flux. We see from Figure 2.8(a)
that the position of the hysteresis loop is independent of the length of the pore as it
is increased from 40 to 120. This was expected because hysteresis is determined by
nucleation of a liquid bridge that is strongly dependent on pore height but not on
pore length. The overall magnitude of the flux decreases with increasing pore length,
which is again expected because of the increased resistance to transport associated
with longer pores. We looked at the variation in the flux with the length of pore
more quantitatively by creating parametric plots at different values of the relative
pressure of A, as shown in Figure 2.8(b). The values of relative pressure were chosen
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to cover three distinct regions in Figure 2.8(a): the initial region before PA,rel = 0.1,
the region of steady drop between PA,rel = 0.1 and 0.8, and the region of lowest flux
beyond PA,rel = 0.9. Standard continuum models of membrane transport, neglecting
any end effects such as concentration polarization or surface barriers, suggest that the
flux should scale as 1/L. The curves in Figure 2.8(b) show the best fits to a const/L
model, which are quite good in each case.
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Figure 2.8. (a) Variation in flux of B with relative pressure of component A
at the inlet, for different pore lengths. The plots correspond to pore lengths
L = 40, 60, 80, 100, 120 in order from top to bottom. (b) Variation in flux of B
with length of pore, for three different values of relative pressure of component A at
the inlet. Plots Markers (circles, squares, triangles) correspond to data points from
calculations . Plot lines (solid, dashed , dot dashed) correspond to constant/L fits to
data points. The sets of data and fits correspond to PA,rel = 0.0588, 0.5088, 0.9975 in
order from top to bottom.

Pore height strongly affects the relative pressure for capillary condensation, as
mentioned above. Flux profiles for H = 4, 5 and 6 are shown in Figure 2.9(a). We
see that the location of the hysteresis loop moves to higher relative pressure of A
with increasing H as expected [26]. Figure 2.9(b) shows the flux as a function of pore
height for the same three values of relative pressure considered in Figure 2.8(b). At
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each relative pressure, the dependence of flux on H is fit very well by a linear model
with positive slope. We would not always expect such a linear relationship, due to
the complexity of the density distributions and transport mechanisms, but such a
relationship definitely exists for the cases studied here.
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Figure 2.9. (a) Variation in flux of B with relative pressure of component A at the
inlet, for different pore heights. The plots correspond to pore heights H = 6, 5, 4
in order from top to bottom. (b)Variation in flux of B with height of pore, for
three different values of relative pressure of component A at the inlet. Plots Markers
(circles, squares, triangles) correspond to data points from calculations . Plot lines
(solid, dashed , dot dashed) correspond to constant1 × H + constant2 fits to data
points. The sets of data and fits correspond to PA,rel = 0.0588, 0.5088, 0.9975 in order
from top to bottom.

2.4

Conclusion

We have presented an application of DMFT to permporometry. This theory describes both relaxation dynamics and non equilibrium steady states in membranes and
is fully consistent with a mean field density functional theory of the thermodynamics.
The theory provides additional fundamental basis for the use of permporometry as
a characterization tool for membrane pore structure. We have applied the theory
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to a model membrane consisting of a slit pore in contact with two bulk gas control
volumes with different pressures and compositions. As a model mixture we chose a
binary system with a 4 : 1 ratio of critical temperatures. We determined the phase
diagram for this system and then made constant-temperature permporometry calculations along a path of fixed pressure and changing composition (ranging from nearly
pure light gas to very near the mixture dew point) at the inlet. The outlet conditions
were set so that the chemical potential of the light gas dropped slightly across the
pore, while the chemical potential of the heavy vapor was uniform.
The permporometry calculations showed signatures of changes in the species density distributions with relative pressure of the heavy component. We observed the
effects of both monolayer formation of at the pore walls and capillary condensation.
DMFT also allowed us to study the detailed distribution of flux in the system. We
observed that the largest contribution to the light-component flux, over most of the
relative pressure range, comes from the layer adjacent to the strongly adsorbed layer
of heavy component at the pore wall. This adjacent layer has an enhanced density
of the light component due to its energetic affinity for the heavy component. The
chemical potential gradients employed in this work were relatively small, and we see
that the density distributions and density isotherms are similar to a system with no
gradients.
We have shown a relatively simple implementation of DMFT in order to demonstrate the principles involved. However, we emphasize that the approach can be
applied to a large variety of membrane structures with both three dimensional interconnected pore structures as well as systems with hierarchical pore structure.
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CHAPTER 3
INSIGHTS INTO VOC SEPARATION IN MESOPOROUS
MEMBRANES USING DYNAMIC MEAN FIELD
THEORY

3.1

Introduction

Separation and recovery of condensible species such as volatile organic compounds
from their mixtures with other lighter gases [4, 5] is an important operation in the
petrochemicals industry. Traditionally, these separations have been heavily reliant
on energy intensive processes like high pressure distillation or cryogenic distillation.
There have been constant efforts towards developing processes less reliant on energy
but the requirement for high separation efficiency along with high yield and low cost
have often stood in the way of such technologies being used widely on a commercial
scale. Mesoporous membranes present one such opportunity for a efficient and low
energy consumption process [83].
Despite significant developments in the synthesis capabilities of these membranes
[9–17], their absence from wide scale commercial application results from a lack of
clear understanding of the structure/performance relationship. A set of parameters
for designing membrane pore structures for specific separations are not yet available. There have been experimental efforts to investigate the separation processes
by studying the permeation of binary mixtures through mesoporous and microporous
materials [5, 51, 55, 56, 84–87]. However, traditional experimental techniques do not
resolve the transport mechanisms at the level of a single pore, so finer details are
still unclear and thus foray into the realm of modeling is required. There have been
attempts at modeling these processes through continuum models [88]. Continuum
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modeling techniques such as computational fluid dynamics inherently lack the prediction capabilities as a result of transport mechanisms being input to the model
itself. More fundamental techniques such as molecular modeling have the required
predictive capabilities but computationally too intensive to be scaled up to the length
scales of realistic mesoporous membranes. This leads us to look for techniques capable of describing both molecular level and continuum level processes at the same time
with reasonable computational effort.
Dynamic mean field theory (DMFT) [41,42] qualifies for this application as it uses
fundamental molecular force parameters as input and is able to provide results over
length and time scales approaching those of a real membrane process. Previously, we
had applied DMFT to the slightly nonequilibrium system of permporometry [59] and
discovered some interesting aspects of flow in that system. Now, we apply DMFT to
the problem of volatile organic compound separation from its mixture with lighter
components such as air. We will refer to volatile organic component(VOC) as heavy
component and air as light component from here on. In VOC separation a mixture
of heavy and light component is passed through mesopores under significant pressure
gradient and an exit stream enriched in heavy component is obtained. The primary
separation results from a state where heavy component condenses inside the pore,
thus reducing the flux of the light component through the mesopore significantly.
We first describe the mathematical and computational implementation of DMFT
to understand separation process in a simple slit pore. We then investigate the effect
of bulk mixture thermodynamics of the separation process along with the finer details
associated separation process such as flux of the two components and separation efficiency. We then investigate the possible effects of surface chemistry and the effect of
pore structure on the separation parameters. In the study for effect of pore structure,
we have investigated the effect of pore width in simple slit pores as well as some more
complex modifications to the pore geometry. We have also studied the importance of
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orientation of nonuniform membranes on the separation processes and its relation to
the capillary condensation.

3.2

Model implementation

The base model for this study is a simple slit pore with height H and length L
(Fig. 3.1). There is a bulk region of length 11 lattice sites along with a control volume
region of length 1 lattice site on each side of the slit pore.

Figure 3.1. Schematic of model system for study of recovery of volatile organic
compounds using DMFT

The mixture used in this study has two components A and B. A is represents
a volatile organic compound which is condensible while B represents a light gas. A
is a representative of acetone while B is a representative of nitrogen. The critical
properties of the acetone and nitrogen are shown in Table. 3.1. The reason for
choosing acetone and nitrogen is the ratio of their critical temperatures being ≈ 1:0.25
(A:B), which is typical of mixture components involved in VOC recovery processes.
Table 3.1. Critical properties of acetone and nitrogen [1]
Component
Acetone
Nitrogen

Critical Temperature (K)
508
126.2
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Critical Pressure (MPa)
48
34

The base component for the model is chosen to be A and base unit of volume is
vs . The dimensionless pressure (P ∗ ) , temperature (T ∗ ) and chemical potential of a
component δ (µ∗δ ) are defined w.r.t A.
P∗ =

P vs
AA

T∗ =

kT
AA

µ∗δ =

µδ
AA

(3.1)

AA is the fluid-fluid interaction within component A. The fluid-fluid interactions
for the two components in the lattice model are defined by the ratio of the critical
temperatures of the actual components that they represent. In this case the ratio
of fluid-fluid interactions of A : B will be in the ratio of critical temperatures of
acetone : nitrogen which is ≈ 1 : 0.25. The interaction parameters are given in
Table. 3.2.
Table 3.2.
Interaction parameters (Volatile organic compound recovery);
kAB →correction factor
Component αα : fluid-fluid interactions αW : fluid wall interactions
A
1.0
3.0
B
0.25
0.75
√
A-B
(1.0 − kAB ) AA BB
The temperature of the system on the Kelvin scale is 323.15 K. The temperature
of system in the lattice model is T ∗ = 0.9542 in reference to the critical temperature
∗
of Tcritical,A
= 1.5 for lattice model which represents critical temperature of acetone.

The temperature of the system is subcritical with respect to A and supercritical with
respect to B which will allow for capillary condensation of A but not that of B. The
∗
∗
reduced pressure at the feed is PF,r
= 0.2081 while that of permeate is PP,r
= 0.02081.
∗
The critical pressure for a pure component in lattice model is Pcritical,A
= 0.2897 which

represents the critical pressure of acetone. The ratio of feed to permeate pressures is
10:1 which is significant and is expected in such separation processes.
The application of boundary conditions consists of setting up density and chemical
potential of the two components in control volumes in accordance with the required
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bulk conditions at feed and permeate. The aim of the study is to predict the permeate
composition based on feed composition, feed pressure and permeate pressure. As a
result, the system is well defined on the feed side but is mathematically ill-defined
on the permeate side. Hence we apply a mass balance condition (Eq. 3.2) on the
permeate side of the system which essentially is a representation of the fact that for
a case of complete mixing [89], the ratio of mole fractions of two components in the
permeate stream will be in the ratio of their molar fluxes.
yA,P
J∗
= A∗
yB,P
JB

(3.2)

In Eq. 3.2, yA,P and yB,P are the mole fraction of component A and B in permeate
stream. JA∗ and JB∗ are the molar fluxes of A and B in the slit pore at steady state.

3.3

Algorithm for permeate concentration prediction

We know that for the direction of the net flux of a component to be from feed to
permeate, the chemical potential of the component on the permeate side should be
lower than that on the feed side. This allows us to define an upper bound for the µ∗A,P
as µ∗A,F . Any value of µ∗A,P > µ∗A,F will lead to an undesirable flux in the direction
of permeate to feed. We also found during our calculations that there is monotonic
relationship between µ∗A,F and mass residual (Eq. 3.3) which can be obtained by
rearranging Eq. 3.2. Mass residual (∆m) can be defined as deviation from the steady
state.

mass residual = ∆m = yA,P × JB∗ − yB,P × JA∗

(3.3)

This simplifies the problem to that of finding roots where the function value is calculated using fluxes and composition obtained from DMFT at steady state. We know
the upper bound and we know the function (mass residual-∆m) is monotonic in na-
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ture. We need to find a lower bound in order to use root bracketing methods. In
order to find the lower bound we start with the value of µ∗A,P at its upperbound, we
then keep on reducing the value of µ∗A,P in steps of ∆µ∗A,P = 0.1 until the correlation
Eq. 3.4 is satisfied. The value of µ∗A,P at which the Eq. 3.4 is satisfied is taken as the
lower bound for µ∗A,P .

∆m(µ∗A,P,upperbound ) × ∆m(µ∗A,P,lowerbound ) < 0

(3.4)

The iterative scheme used for predicting the permeate composition is shown in Fig.
3.2. We start by choosing a value of mole fraction of component A in the feed (yA,F ),
this defines the feed composition. Then using feed pressure and composition, we find
the feed chemical potentials and densities using the equations in Sec. 1.8.1.2. We
then determine the appropriate range of permeate side chemical potential of A (µ∗A,P ).
We use Brent’s method [90], to determine the value of µ∗A,P for the iteration. Using
µ∗A,P and permeate side pressure PP∗ , we determine the permeate side composition
(yA,P ). We then apply DMFT to determine the steady state density distribution and
flux. The flux and permeate side composition are used to check the mass balance
residual (∆m) as given in Eq. 3.3. The tolerance criteria used for the residual is
10−16 . If |∆m| is less than tolerance, we accept the yA,P as the solution. Otherwise,
we update the bounds for permeate side chemical potential using current µ∗A,P and
find new guess for µ∗A,P using Brent’s method for the next iteration.
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Choose feed
composition yA,F

Find appropriate range
of permeate side
chemical potential (μA,P)

Iteration

Calculate permeate
side composition (yA,P)

Find new μA,P using
Brent’s method

No

Update bounds for
μA,P

Check mass
balance
condition

Solve for steady state
using DMFT

Calculate fluxes on
permeate side (JA*,JB*)

Yes
Accept yA,P as
prediction

Figure 3.2. Flow chart for the iterative scheme used for predicting permeate compositions; Fixed T ∗ , PF∗ , PP∗

3.4

Results

We start by studying the bulk thermodynamics of the binary mixture. We compare the bulk P-x-y data from literature [3] with those obtained using bulk mean
field theory calculations (Fig. 3.3(a)). The bulk P-x-y curves obtained using the
unmodified parameters (T ∗ = 0.9542, kAB = 0.0) show a mixture system with bulk
thermodynamic properties very different from the target mixture of acetone and nitrogen. In order to improve the agreement between bulk thermodynamic properties
for the lattice fluid mixture and actual mixture, we investigated the effect of temperature scale (T ∗ ) and the correction factor for A-B fluid-fluid interactions (kAB ) on
the bulk mixture thermodynamics. A positive value of kAB reduces the A-B interaction which allows for greater separation between the components (Table. 3.2). The
interactions in lattice model are short range as compared to real system. A lower
temperature leads to higher A-A interactions. Thus, a lower temperature scale in
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lattice model agrees better with real temperature. We obtained a good agreement
of bulk mixture thermodynamics of the lattice fluid mixture with actual mixture for
a lattice temperature of T ∗ = 0.6 and A-B fluid-fluid interaction correction factor
kAB = 0.5 (Fig. 3.3(a)). An important piece of information present in the bulk
thermodynamics of the mixture is the inverse relative volatility(KB /KA ) (Eq. 3.5).
KB is the vapor-liquid distribution coefficient of component B. KA is the vapor-liquid
distribution coefficient of component A. The inverse relative volatility is a measure
of enrichment of component A in liquid phase of the bulk mixture at vapor-liquid
equilibrium.
KB /KA =

xA /yA
(1 − xA )/(1 − yA )

(3.5)

yA is the fraction of component A in vapor phase and xA is the fraction of component A
in liquid phase. A good agreement between the P-x-y curves of lattice fluid mixture
with modified parameters and actual mixture is also reflected in the comparison
of inverse relative volatility as shown in (Fig. 3.3(b)). The lattice fluid mixture
with modified parameters (T ∗ = 0.6, kAB = 0.5) shows inverse relative volatilities
same order (O(103 )) as the actual mixture. We hypothesize that the inverse relative
volatility is an indication of the separation which can be obtained for a mixture
through capillary condensation as a mechanism using mesoporous membranes. The
inverse relative volatility for the bulk lattice fluid with unmodified parameters is
two orders of magnitude smaller than that calculated from data in literature. For
completeness, we will report results for both parameter sets.
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Figure 3.3. (a)Bulk P-x-y diagram for binary mixture used to study VOC recovery
(b) Inverse relative volatility corresponding to each pressure in the P-x-y plot; Dots Data from literature [3] for a mixture of nitrogen and acetone at T = 323.15 K; Dashed
line : Mean field theory calculations for AA = 1.0, BB = 0.25, T ∗ = 0.9542, kAB =
0.0; Solid line : Mean field theory calculations for AA = 1.0, BB = 0.25, T ∗ =
0.6, kAB = 0.5; Dot dashed line : Thermodynamic conditions of feed for the VOC
recovery

We attempt to confirm the fact that inverse relative volatility of bulk lattice fluid
mixture is connected to the separation ability of mesoporous membranes for the same
mixture. The primary system for this study is a slit pore with L = 40, H = 6,
with the rest of the parameters given in Sec. 3.2. We first look at the case of lattice fluid mixture with unmodified parameters (T ∗ = 0.9542, kAB = 0.0). We vary
composition of the feed yA,F = 0.0076 → 0.8176 in steps of ∆yA,F = 0.01. At each
feed composition we determine the steady state density distribution and permeate
composition yA,P as described in Sec. 3.3. We calculate the flux of the components
at the steady state along with selectivity (αAB ) which quantifies the separation in
mesoporous membranes. Selectivity (αAB )is defined as ratio of permeance of component A to permeance of component B. The permeance of component A (p∗A ) is the
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ratio of flux of component A (JA∗ ) to the partial pressure gradient of component A
(∆PA∗ )across the membrane.

αAB =

JA∗ /∆PA∗
p∗A
=
p∗B
JB∗ /∆PB∗

(3.6)

The flux and selectivity for the steady states are shown in Fig. 3.4. The corresponding
visualizations of steady state density distributions of component A in the slit pore
are shown in Fig. 3.5. In the visualizations of density distributions, darker color of
the lattice site corresponds to a higher density of component A. The steady states
corresponding to feed composition with low fraction of A (yA,F = 0.0076) show flux
of A smaller than flux of B. The density of A in the pore is very small (Fig. 3.5(a)).
As the fraction of A in the feed is increased, flux of A increases monotonically while
the flux of B decreases monotonically. The selectivity of A (αAB ) also increases
monotonically. The component A starts forming a monolayer near the pore wall with
a gradient in density along the pore length, with higher density being closer to the
high pressure feed side of the system (Fig. 3.5(b)). The formation of this monolayer
initiates a sharp drop in flux of B and decrease in slope of flux of A. There is a sharp
increase in slope of the selectivity of A at this point. Further increase in yA,F leads to
monotonic increase in flux of A and sharp decrease in flux of B. The selectivity reaches
a local maximum around yA,F = 0.2076 which is associated with increased monolayer
density. The feed composition between yA,F = 0.2076 and yA,F = 0.7576 is associated
with monotonic increase in flux of A and monotonic decrease in flux of B. The increase
in fraction of A in feed to leads to a strong monolayer (yA,F = 0.3276) (Fig. 3.5(c)) and
some multilayer formation(yA,F = 0.7576) (Fig. 3.5(d)). The multilayer structure also
has a gradient with higher density towards the high pressure feed side. The selectivity
of A in this region is monotonically decreasing. At yA,F = 0.7676, component A
condenses inside the pore forming a liquid slug which is confined to the high pressure
feed side of the system (Fig. 3.5(e)).In contrast to this localized liquid slug, we
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note that under conditions of slight deviation from equilibrium which correspond to
permporometry we saw complete filling of the pore with condensed heavy component
(Fig. 2.6(d)). The condensation of component A in the pore is associated with sharp
drop in flux of both A and B. There is an increase in selectivity by a factor of ∼ 2.15,
from yA,F = 0.7676 to yA,F = 0.7576, that occurs at this point. An increase in length
of liquid slug is observed for feed composition yA,F > 0.7676 (Fig. 3.5(f)). The flux
of A monotonically increases while that of B monotonically decreases. The selectivity
of A monotonically increases.
After reaching a feed composition of yA,F = 0.8076 (Fig. 3.5(g)), we start reducing
the component A in the feed to study the desorption behavior of the system. The
reduction of fraction of A in feed leads to reduction of length of liquid slug in slit
pore (Fig. 3.5(h)). This is accompanied by monotonic decrease in flux of A and
monotonic increase in flux of B . The selectivity of A monotonically decreases. At a
feed composition of yA,F = 0.6776, the liquid slug evaporates. It is important to note
that, the point of evaporation of liquid slug is different from the point of condensation
(Fig. 3.5(e)). This represents hysteresis which is to be expected in these systems.
The evaporation of liquid slug is accompanied by sharp increase in flux of both A and
B along with steep drop in selectivity of A by a factor of ∼ 0.69 from yA,F = 0.6876 to
yA,F = 0.6776, that occurs at this point. At feed compositions with yA,F < 0.6776, the
system shows behavior same as while the fraction of component A was being increased
in the feed. The remnant multilayer and monolayer of A in the slit pore dissipate with
the reduction of fraction of A in the feed (Fig. 3.5(j),3.5(k)). The system returns to
its original steady state with negligible A in slit pore at yA,F = 0.0076 (Fig. 3.5(l)).
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Figure 3.4. (a) Steady state flux of the components A and B in the binary mixture
at various feed compositions (b) Selectivity of component A over B for the binary
mixture; AA = 1.0, BB = 0.25, T ∗ = 0.9542, kAB = 0.0; Solid line : component A;
Dashed line : component B
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(a) yA,F = 0.0076

(g) yA,F = 0.8076

(b) yA,F = 0.1376

(h) yA,F = 0.6876

(c) yA,F = 0.3276

(i) yA,F = 0.6776

(d) yA,F = 0.7576

(j) yA,F = 0.2776

(e) yA,F = 0.7676

(k) yA,F = 0.1376

(f) yA,F = 0.8076

(l) yA,F = 0.0076

Figure 3.5. (a)→(f) Visualizations of steady state density distribution of component
A in the pore at various feed compositions while increasing yA,F (g)→(l) Visualizations of steady state density distribution of component A in the pore at various feed
compositions while decreasing yA,F

We studied the separation process for the lattice fluid mixture with modified
parameters (T ∗ = 0.6, kAB = 0.5) which has bulk thermodynamics in close agreement
with the actual mixture (Fig. 3.3(a)). The slit pore (L = 40, H = 6) used is the
same as used for unmodified lattice fluid mixture. We vary composition of the feed
yA,F = 0.001 → 0.101 in steps of ∆yA,F = 0.002. The flux of the two components A
and B (Fig. 3.6(a)) along with selectivity (Fig. 3.6(b)) is calculated corresponding to
each feed composition as steady state. The visualizations of density of A in slit pore
for selected steady states are also shown in Fig. 3.7.
The steady state of the system with low fraction of A in the feed yA,F = 0.001
corresponds to a slit pore with negligible density of A (Fig. 3.7(a)). The feed compositions in the region 0.001 ≤ yA,F ≤ 0.005 correspond to monotonic increase in flux of
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A and monotonic decrease of flux of B. The selectivity in this region monotonically
increases. A further increase in the fraction of A in the feed (yA,F = 0.007) leads
to formation of monolayer of A on the walls of the slit pore (Fig. 3.7(b)) which is
associated with a sharp drop in flux of B and sharp increase in selectivity of A. The
selectivity of A reaches a local maximum around yA,F = 0.009. The region with feed
composition 0.009 < yA,F < 0.099 is associated with formation of strong monolayer
and multilayer of A in the slit pore (Fig. 3.7(c)). The flux of A is monotonically
increasing while that of B is monotonically decreasing. The selectivity of A is monotonically decreasing. At the feed composition of yA,F = 0.101, A condenses inside
the slit pore to form liquid slug which fills the entire pore (Fig. 3.7(d)). This is
associated with sharp drop in flux of both A and B. The flux of B drops below flux
of A. There is an increase in selectivity of A by a factor of ∼ 27 from yA,F = 0.099 to
yA,F = 0.101, that occurs at this point. This is ∼ 14 times larger than the increase in
selectivity due to capillary condensation as compared to the case of unmodified lattice
fluid mixture (Fig. 3.4(b)). Also, the capillary condensation in case of unmodified
lattice fluid mixture only filled a part of pore close to the high pressure feed side of
the system (Fig. 3.5(e)). This comparison allows us to verify the fact that inverse
relative volatility of the bulk mixture is an important factor in deciding the possible
recovery of a component from a mixture using mesoporous membranes.
We start reducing the fraction of component A in the feed to study the separation process during the desorption. Upon reduction of A in the feed, selectivity of
A monotonically decreases untill yA,F = 0.051 (Fig. 3.7(e)). The flux of A decreases
monotonically while the flux of B increases monotonically. The condensed fluid evaporates at yA,F = 0.049. This is associated with a sharp increase in flux of both A and
B. There is a sharp drop in selectivity of A by a factor of ∼ 0.13 from yA,F = 0.051
to yA,F = 0.049, that occurs at this point. For the feed composition yA,F < 0.049,
monolayer and multilayer of A in the slit pore dissipates (Fig. 3.7(g)) untill the pore
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returns to a steady state with negligible amount of A (Fig. 3.7(h)). Steady states
of system were the same as those observed while increasing the fraction of A in feed
composition.
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Figure 3.6. (a) Steady state flux of the components A and B in the binary mixture
at various feed compositions (b) Selectivity of component A over B for the binary
mixture; AA = 1.0, BB = 0.25, T ∗ = 0.6, kAB = 0.5; Solid line : component A;
Dashed line : component B
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(a) yA,F = 0.001

(e) yA,F = 0.051

(b) yA,F = 0.007

(f) yA,F = 0.049

(c) yA,F = 0.099

(g) yA,F = 0.007

(d) yA,F = 0.101

(h) yA,F = 0.001

Figure 3.7. (a)→(d) Visualizations of steady state density distribution of component
A in the pore at various feed compositions while increasing yA,F (e)→(h) Visualizations of steady state density distribution of component A in the pore at various feed
compositions while decreasing yA,F

Apart from the bulk mixture thermodynamics, separation process is greatly affected by the surface chemistry of pore walls and geometrical parameters of the pore.
The parameter that encompasses the effect of surface chemistry in the lattice model
is the fluid wall interaction. The geometrical aspects of the system have been characterized using the width and structure of the slit pore. We conducted the rest of the
studies using lattice fluid mixture with modified parameters (T ∗ = 0.6, kAB = 0.5).
The fluid-wall interactions for all the studies thus far used a factor of γf w = 3.0
to correlate fluid-fluid interactions with fluid-wall interactions (f w = γf w × f f ). In
order to investigate the effect of surface chemistry on separation process, we vary
γf w which relates fluid-fluid interaction and fluid-wall interactions. We study two
cases with γf w = 1.0 and 6.0. A γf w of 1.0 indicates weak fluid-wall interaction.
It also implies that the wall lattice sites are the same as fluid lattice sites in terms
of interaction. A γf w of 6.0, on the other hand, indicates much stronger fluid-wall
interactions and as well as stronger confinement.
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The steady state flux and selectivity of component A for a set of feed compositions
for various γf w are shown in Fig. 3.8. The flux of A for γf w = 1.0 is monotonically
increasing for all feed compositions. The feed compositions with yA,F < 0.023, show
flux of A for γf w = 1.0 smaller than flux of A for γf w = 3.0. There is no sharp drop
in flux of A for γf w = 1.0 associated with capillary condensation and hence there is
no rise in selectivity of A similar to selectivity of A for γf w = 3.0 at yA,F = 0.101.
The selectivity of A for γf w = 1.0 does not change significantly over the range of
feed compositions studied. The reduced confinement effect due to weaker fluid-wall
interactions is not conducive to strong adsorption on pore walls or condensation of
fluid in the pore.
The flux of A for γf w = 6.0 is monotonically increasing but the flux of A for γf w =
6.0 is smaller than flux of A for γf w = 3.0 for entire range of feed compositions. The
increased confinement of fluid due to strong fluid-wall interactions leads to reduced
mobility of fluid. The selectivity of A for γf w = 6.0 is greater than γf w = 3.0 for feed
compositions yA,F < 0.003. This can be attributed to the fact that higher fluid-wall
interaction in γf w = 6.0 leads to formation of monolayer at lower feed compositions as
compared to γf w = 3.0. The drop in flux of A associated with capillary condensation
of A inside the slit pore for γf w = 6.0 is the same as drop in flux of A for γf w = 3.0
at yA,F = 0.101. Hence, the composition at which maximum selectivity of A is
observed is also same for both γf w = 6.0 and γf w = 3.0. The sharp increase in
flux of A associated with evaporation of condensed A inside the slit pore occurs at
yA,F = 0.049 for γf w = 6.0 instead of yA,F = 0.051 for γf w = 3.0. This can be
attributed to increased confinement in the slit pore with γf w = 6.0. The selectivity
of A is smaller for γf w = 6.0 for feed compositions 0.003 < yA,F < 0.049 as compared
to slit pore with γf w = 3.0.
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Figure 3.8. (a) Steady state flux of the component A in the binary mixture at various
feed compositions (b) Selectivity of component A over B for the binary mixture;
AA = 1.0, BB = 0.25, T ∗ = 0.6, kAB = 0.5; Line+squares : γf w = 1.0; Solid line :
γf w = 3.0; Dashed line : γf w = 6.0

In order to study the effect of pore width on the separation process, we compare
two slit pore with H = 4 and H = 6. The length of both the slit pores was L = 40.
The steady state flux and selectivity of A for the two slit pores are shown for a range
of feed compositions in Fig. 3.9. The steady state flux of A for H = 6 is monotonically
increasing for all feed compositions studied. The flux of A for H = 6 is greater than
flux of A for H = 4. This can be attributed to larger width of slit pore for H = 6.
There is no drop in flux of A for H = 6, which implies the slit pore with H = 6 does
not show capillary condensation for the feed compositions studied. This also justifies
the lack of a peak in the selectivity of A for H = 6 as compared to selectivity of A
for H = 4 for yA,F = 0.101. The larger width of pore in case of H = 6 leads to delay
in nucleation, which causes capillary condensation, to feed compositions beyond the
ones studied here. Thus hysteresis is completely absent in case H = 6. The trend
of selectivity of A for H = 6 for feed compositions with low yA,F is similar to that

50

of selectivity of A for H = 4 since the selectivity in this regime is associated with
monolayer which is not significantly affected by the increase in pore width.
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Figure 3.9. (a) Steady state flux of the component A in the binary mixture at various
feed compositions (b) Selectivity of component A over B for the binary mixture;
AA = 1.0, BB = 0.25, T ∗ = 0.6, kAB = 0.5; Solid line : H = 4; Line+squares : H = 6

The structure of mesopores synthesized experimentally is inherently nonuniform.
The non-uniformity is associated with the techniques used for synthesis of mesoporous
membranes. In order to study the effect of this nonuniform pore structure on the
separation process we designed different pore structures and used our model to predict
their separation performance. The pore structures were generated by starting with
slit pore of H = 6 and introducing constrictions along the length of the pore. The
width of the slit pore in the region of constriction is H = 4. We refer to these
constrictions as necks. We varied the position of the neck with respect to the slit
pore entrance on the feed side and as well as the number of necks in a slit pore. All
the pore structures were of length L = 40. The various pore structures studied are
shown in Fig. 3.10.
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(a) 1 neck entrance

(b) 1 neck shift 3

(c) 1 neck mid

(d) 1 neck exit

(e) 2 necks

(f) 4 necks

Figure 3.10. Visualizations of steady state density distribution of component A at
a feed composition of yA,F = 0.101; AA = 1.0, BB = 0.25, T ∗ = 0.6, kAB = 0.5

The steady state flux of component A and selectivity of A for the different pore
structures studied are shown in Fig.3.11. We have studied the pore structures in three
different categories: (1) Position of neck (2) Orientation of the slit pore (3) Number
of necks. Fig. 3.11(a),3.11(b) summarize the effect of shifting the position of neck to
different positions in the pores. The different orientations of slit pore are a special
case of position of neck in the slit pore. If we look at the Fig. 3.10(a) and 3.10(d),
we can say that by repositioning the neck from the entrance of the pore to exit, we
have flipped the pore from neck being near the feed side in Fig. 3.10(a) to neck being
near permeate side Fig. 3.10(d). Fig. 3.11(c),3.11(d) show the effect of orientation of
slit pore on the steady state flux and selectivity of component A. Fig. 3.11(e),3.11(f)
show the steady state flux and selective of component A for the pore structures with
more than one neck.
We designed three single neck pore structures with different starting positions of
necks. 1 neck entrance Fig.3.10(a), is a pore structure with a single neck starting
at the entrance of the slit pore on the feed side. 1 neck shift Fig.3.10(b) is a pore
structure with a single neck starting at a length of 3 lattice sites from the entrance
of the slit pore on feed side. 1 neck mid Fig.3.10(c), is a pore structure with neck
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in the middle of the slit pore. We compare the steady state flux and selectivity of
component A of these three structures with a slit pore of uniform width H = 4. 1 neck
mid does not shown any drop in flux of A or increase in selectivity of A associated
with capillary condensation of A. This is further supported by absence of condensed
A in the pore structure at yA,F = 0.101 (Fig. 3.10(c)). Both 1 neck entrance and
1 neck shift show drop in flux and peak in selectivity of A associated with capillary
condensation of A. The same is reflected by the presence of condensed A in the pore
structures at yA,F = 0.101 (Fig.3.10(a),3.10(b)). The desorption of liquid slug of A
for 1 neck entrance and 1 neck shift takes place in two steps, the first desorption
step around yA,F = 0.06 is associated with the evaporation of condensed A in the
part of the pore structure with width H = 6 while the second desorption step is
associated with the evaporation of condensed A in the necks. The shifting of the neck
beyond a certain distance from the pore entrance could lead to absence of capillary
condensation.
We studied the effect of orientation on separation process for mesoporous membranes with nonuniform pores. We compared a slit pore with uniform width H = 4
with pore structures where the necks were located near the entrance (Fig. 3.10(a))
and exit (Fig. 3.10(d)). We observed that pore structure with neck at the exit (1
neck exit) showed no drop in flux or increase in selectivity of A due to the absence of
capillary condensation of A (Fig. 3.11(c),3.11(d)). The pore structure with neck near
entrance (1 neck entrance) showed capillary condensation of A and higher selectivity
in the separation process. This implies that in case of mesoporous membranes with
nonuniform pores, the side of the membrane with smaller pore diameter should be
aligned with the high pressure feed side for a better chance of achieving a state of
capillary condensation and higher selectivity.
We studied the effect of number of necks on separation process by considering
pore structures with 2 necks (Fig. 3.10(e))and 4 necks (Fig. 3.10(f)). The steady
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state flux and selectivity of A for the two pore structures in comparison with uniform
width slit pore H = 4 are shown in Fig. 3.11(e), 3.11(f). The pore structure with the
two necks on the feed and permeate side shows capillary condensation of A around
yA,F = 0.101. This leads to drop in steady state flux and increase in selectivity of A.
The two step desorption of the liquid slug of A inside the pore structure 2 necks, is
associated with first the evaporation of condensed A from the part of pore with width
H = 6 and the neck near the permeate side. Then in the second desorption step,
condensed A evaporates from the neck near the feed side of the pore. Although , the
pore structure 4 necks shows no increase in selectivity of A associated with capillary
condensation, it shows some hysteresis in flux around yA,F = 0.064. This hysteresis
is associated with the formation and dissipation of multilayer in the region between
the first and the second neck. The first neck being the neck closest to the feed side of
the pore. The step in flux of A around yA,F = 0.08 is associated with the formation
and dissipation of multilayer in the region between second and third neck.
Based on the investigation of the various aspects of pore structure we can draw
certain inferences which can help in designing better pores for separation purposes.
The position of the neck dictates whether the condensible species will condense inside
the pore. It has also been made clear to us through this study that to achieve high
selectivity, it is essential to reach a state with condensed condensible species inside
the pore. The presence of neck closer to the high pressure feed side of the pore aids in
the condensation of the condensible species inside the pore and thus high selectivity.
The addition of necks to the pores of width too large for condensation, can lead to
condensation of condensible species and higher selectivity. Apart from affecting the
point of condensation, position of neck or number of necks do not have any significant
affect on flux or selectivity in the separation process.
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Figure 3.11. (a),(c),(e) Steady state flux of A at various feed compositions for
different pore structures shown in Fig. 3.10. (b),(d),(f) Selectivity of A at various
feed compositions for different pore structures shown in Fig. 3.10
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3.5

Conclusion

We have demonstrated the ability of dynamic mean field theory to investigate the
highly nonequilibrium separation processes in mesoporous membranes. We have also
shown the ability of DMFT to qualitatively reproduce some of the features observed in
experimental studies such as maximum selectivity of condensible species at the point
of capillary condensation of the condensible species in the slit pore. The sharp changes
in flux associated with the condensation and evaporation of the heavy component as
well as mild changes associated with the formation and dissipation of monolayer and
multilayer of heavy component on pore walls are captured by DMFT.
We were able to investigate the effect of bulk mixture thermodynamics on the
selectivity of separation process using mesoporous system. We justified the hypothesis
that higher separation efficiency in the bulk mixture would lead to higher selectivity in
the mesoporous separation process. We also showed that improvement in separation
process can be achieved by stronger fluid-wall interactions. We demonstrated the
fact that although wider pores may lead to higher fluxes, they may lead to poor
selectivities as a result of absence of capillary condensation.
We also demonstrated the effect of some of the key aspects of pore structure on flux
and selectivity in a separation process. We drew conclusions from the study on various
pore structures which could help in design of better pore structures for separation
process with higher selectivity. We showed that presence of constrictions/necks close
to the high pressure feed side of the pore can aid in condensation of condensible
species inside the pores, which if were of uniform width would not show condensation.
Also, presence of multiple necks in the pore structure does not significantly affect the
separation process.
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CHAPTER 4
A COMPARISON OF DYNAMIC MEAN FIELD THEORY
AND GRAND CANONICAL MOLECULAR DYNAMICS
FOR EQUILIBRIUM MESOPOROUS SYSTEMS

4.1

Background

Mesoporous systems at equilibrium have been a constant topic of study over the
years as a result of their widespread application in industrially relevant processes
of catalysis and separation [8, 91–94]. These processes utilize mesoporous materials
because of the advantage in terms of high surface area along with unique transport
phenomena such as adsorption and capillary condensation. These phenomena have
over the years allowed for separation and high yield reactions [95] necessary to manufacture a wide variety of chemicals. More recently, there has been lot of interest in
exploring usage of mesoporous materials in storage devices for gases which can be
used for energy conversion.
There have been constant efforts to improve processes utilizing mesoporous materials through optimization at various levels to achieve best possible economically
feasible yield [96]. The most fundamental level of optimization of involves the improvement of material itself [86, 97, 98]. Such an improvement is only possible if we
understand the transport behavior of the material.
A first step to understanding transport in these materials is to investigate the dynamics of the systems as it goes from one equilibrium state to another. Experimental
techniques are only capable of investigating macroscopic properties of the mesoporous
materials [45, 47, 49, 81, 99, 100]. Understanding of the material at microscopic level
can be achieved through the use of various modeling techniques capable of predicting
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phenomenon such as adsorption associated with transport in mesoporous materials.
Molecular simulations [19, 21, 22] and density functional theory [25, 27, 101, 102] are
some of techniques which have been widely used to mesoporous materials. The computational effort associated with these techniques prevent us from studying systems
of significant size. To overcome this limitation, coarse grained lattice based techniques [24,34,39,103–106] have become a tool of value allowing for a good qualitative
understanding of transport phenomena in these systems. We have applied a coarse
grained technique, dynamic mean field theory (DMFT) to study distribution of fluid
inside the material at equilibrium and during dynamics in approach to equilibrium
states [26, 41]. This technique has been used in the past to study dynamics in both
pure component and binary mixture systems [42].
We believe it would be prudent to compare dynamics predicted by DMFT to that
predicted more detailed molecular simulation techniques. The molecular simulation
technique employed for comparison here is a version of dual control volume grand
canonical molecular dynamics [64, 65, 67, 68]. In the rest of the chapter, we have
first provide a brief description of the models used for both DMFT and molecular
simulations. Then we use various initial and final equilibrium states to compare the
qualitative aspects of the dynamics. The density distributions and evolution of average of densities for the two techniques will be contrasted to understand the qualitative
similarities as well as the differences due to stochastic nature of molecular simulations.
We will also explore certain critical features of dynamics such as formation of liquid
bridges and their dependence on initial and final equilibrium conditions along with
the pore length.
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4.2
4.2.1

Simulation methodology
Dynamic mean field theory(DMFT)

A simple slit pore with length L and height H was used to study dynamics of of
system starting from one equilibrium state in approach to another equilibrium state.
The system is described in detail in Sec. 5.2.1. Since we are trying to understand
dynamics of system in approach to equilibrium states, the boundary conditions for
the system used were equivalence of inlet relative activity λR,inlet and exit relative
activity λR,exit . Our base system for DMFT was a slit with pore length of L = 20 and
width H = 6 lattice sites. The temperature of lattice model is T ∗ = 1.0. Fluid-fluid
interaction (f f ) was taken as 1.0 while the fluid-wall interaction (f w ) was used as
3.0 × f f .
In order to study dynamics of the system, we start with a system with equilibrium
density distribution obtained using mean field theory (Sec. 1.8.1.1) corresponding
to equilibrium boundary conditions λR,inlet = λR,exit = λ0R . We then change the
boundary conditions such that they correspond to λR,inlet = λR,exit = λfR . The density
distribution of the system is allowed to evolved in the accordance with dynamic mean
field theory till flux and density residuals converge to the required criterion. During
the dynamics we track the evolution of average pore densities in the slit pore.

4.2.2

Dual control volume grand canonical molecular dynamics(DCVGCMD)

Molecular simulations were performed using LAMMPS [66] with a technique described in Sec. 1.8.2. The system for molecular simulations consists of two parts bulk
and slit pore (Fig. 4.1). Simulation box dimensions were 80σ × 10.39σ × 13σ where σ
is the atomic diameter. X-axis is along the length of the pore, z axis is perpendicular
to the x-axis in plane of figure and y-axis is perpendicular to the plane of figure. The
slit pore walls were of length 40σ from x = 0 to x = 40σ at z = 1.5σ and 11.5σ.
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The slit pore walls are 1.5σ inwards from the closest z-boundary of the system in
order to prevent interaction of atoms near one wall with the atoms in the other wall
due to periodic nature of system. A repulsive wall is used to close the gap between
the slit pore walls and their closest z-boundary at the edges of the slit pore walls
along the y-direction. All the walls were constructed using single layer of atoms in
FCC(111) configuration. The bulk region was between x = 40σ to x = 80σ. System
was periodic in x-y-z directions.
All the atoms in molecular simulation have the same mass. Lennard-Jones cut
shift potential was used for all the pair potentials. The interaction between fluid
atoms was defined as f −f =  with a cut off of 2.5σ. Fluid-wall interactions were
defined as f −w = 1.5 with a cut off of 2.5σ. The repulsive walls interact with
1

fluid atoms in accordance with f −rw =  and cut off of 2 6 σ. System temperature was
maintained at a kT / = 0.75 using pair-wise dissipative particle dynamics thermostat
described in Sec. 1.8.2.1 with γ = 1.0 with a cut off of 2.5σ.
The aim of the study is to investigate dynamics of system starting from one
equilibrium state in approach to another equilibrium state, this allows us to reduce
the number of control volumes to 1 since both inlet and exit conditions are same.
Control volume is between x = 50σ and x = 70σ. The regions x = 40σ → 50σ and
x = 70σ → 80σ were used as buffer zones to allow for edge effects.
Initial equilibrium state configuration of the system corresponding to λ0R was determined by performing GCMC in the entire system. GCMC consisted of 50% attempted
creations/destructions and 50% attempted displacement moves. Dynamics is studied
by performing, GCMC in the control volume to maintain bulk properties corresponding to λfR followed by performing molecular dynamics. GCMC is performed every
100 molecular dynamics time step. Every GCMC phase consists of 100 attempted
creations/destructions in control volume. A time step of 0.004τ was used in molecular
simulations.
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Figure 4.1. System for studying dynamics in approach to equilibrium states using
DCV-GCMD

4.3
4.3.1

Results
Equilibrium behavior

In order to study dynamics in approach equilibrium states, we must first understand the equilibrium behavior of the system. Fig. 4.2, shows isotherms for lattice
model with slit pore width H = 6 and molecular model with slit pore width 10σ.
The isotherm for lattice model (lm) was obtained using mean field theory described
in Sec. 1.8.1.1. The isotherm for molecular simulations (ms) was obtained using
GCMC as described in the earlier section. We should note that the use of DCVGCMD also results in same isotherm [69]. A few observations can be directly made
by looking at the two isotherms. While increasing the relative activity (λR ) of the
bulk, initial step in the isotherms (λR,lm = 0.15, λR,ms = 0.05) is associated with the
formation of monolayer. The monotonic region following the initial step is associated
with the multilayer adsorption and the final step increase in density (λR,lm = 0.91,
λR,ms = 0.75) is the point where fluid condensed inside the pore. Equilibrium state
on the adsorption branch of the isotherm correspond to metastable states [41]. On
reduction of relative activity in the bulk, system follows a different path and there is
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a sharp decrease in density (λR,lm = 0.79, λR,ms = 0.67) associated with evaporation
of condensed fluid inside the pore. Equilibrium states on the desorption branch of
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Figure 4.2. Isotherms of average pore density with variation in relative activity (λR )
(a) Lattice model with H = 6 (b) Molecular model with H = 10σ

4.3.2

Dynamics in approach to equilibrium states

We start by studying dynamics of system starting from an almost empty equilibrium state (Fig. 4.3(b),4.3(k)) in approach to another equilibrium state completely
filled with condensed fluid (Fig. 4.3(i),4.3(p)). The system used for lattice model
in this case is a slit pore of L = 20, H = 6. The system for molecular simulations
is a slit pore of length L = 20σ, H = 10σ. Initial equilibrium state of the system
corresponds to λ0R = 9.345 × 10−4 which is a low density equilibrium state (Fig. 4.2)
with almost empty pore. The final equilibrium state corresponds to λfR = 0.9345
which is a state of the system with pore completely filled with the condensed fluid.
The thermodynamic and simulation parameters were as defined in earlier section.
We studied the evolution of density using both the simulation techniques along
with visualizations fluid distribution inside the pores (Fig. 4.3). We monitored the
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normalized average density in the whole pore as well as just the middle of the pore.
Normalized average density over the whole pore is indicated by dashed lines while
normalized average density in the middle of the pore is indicated by solid line. Midpore average density was calculated using the lattice sites in the middle y-z plane.
We normalized the midpore density with the maximum midpore density to obtain
normalized midpore density. Average pore density was calculated using all the lattice
sites within the slit pore excluding the bulk and control volume. We calculated the
normalized average pore density by normalizing the average pore density with maximum midpore density. Average midpore density for molecular simulations with slit
pore L = 20σ was computed from density in the region x = 7σ → x = 13σ. In the
rest of the chapter we shall refer to normalized average pore density as average pore
density and normalized midpore average density as midpore average density.
Visualizations of density distribution from the lattice model are shown in Fig.
4.3(b)-4.3(h). The density in these visualizations is indicated by the color of lattice
sites. Darker the color of lattice sites higher is the density of fluid in the region.
Visualizations of molecular simulations are shown in Fig. 4.3(j)-4.3(p). Red atoms
are fluid, green atoms are slit pore walls and blue atoms are repulsive wall.
Initially, near the staring point of dynamics, both DMFT and molecular simulations show very low densities. Also, the midpore averaged density and pore averaged
density are close to each in this region (Fig. 4.3(a),4.3(i)). As we move forward
in time we find formation of monolayer near the walls (Fig. 4.3(c),4.3(l)). Further
accumulation of fluid over time leads to formation of multiple layers which is clear visible in molecular simulations (Fig. 4.3(l)). This is indicated in DMFT by increased
density in the second and third layer from the wall (Fig. 4.3(d)). In DMFT, the
fluid is accumulating in the middle of the pore resulting in higher midpore density
(ω0 t = 5600 in Fig. 4.3(a)) while molecular simulations show no specific preference
for accumulation of fluid (τ = 1280 in Fig. 4.3(i)). As dynamics progress in time,
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molecular simulations show increase in the multilayer density with fluctuations (Fig.
4.3(m)). Finally, the dynamics leads to formation of liquid bridge in middle of the
pore for DMFT (Fig. 4.3(f)) while molecular simulations show the formation of liquid
bridge near the end of the pore (Fig. 4.3(n)). The formation of the liquid bridge is
associated with the steep rise in midpore density in Fig. 4.3(a) around ω0 t = 10800.
The increase in midpore density in molecular simulations is more gradual compared
DMFT (Fig. 4.3(i)) since the liquid bridge is not formed in the middle. As the liquid
bridge grows in length it is not stationary unlike DMFT, it tends move along the
length of the pore (Fig. 4.3(o)). The liquid bridge in DMFT grows while remaining
centered at the middle of the pore (Fig. 4.3(g)). Another important aspect is the
distinct increase in the rate of change of pore averaged density after the formation of
liquid bridge. The change in slope is very clear in DMFT while its more gradual in
molecular simulations as a result of fluctuations. This change in slope highlights that
the accumulation of fluid in the slit pore is much faster once we have condensation.
Eventually, as the system reaches steady state the liquid bridge grows and completely
fills the pore. It is important to note that the shape of vapor liquid interface at the
ends of the pore remains constant in case of DMFT (Fig. 4.3(h)) while the interface
in case of molecular simulations keeps on fluctuating even at equilibrium steady state
(Fig. 4.3(p)). The midpore averaged density and pore averaged density approach
each other at steady state.
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Figure 4.3. Evolution of density with time in dynamics starting from equilibrium
state with λ0R = 9.345 × 10−4 in approach to equilibrium state λfR = 0.9345 (a)→(h)
Lattice model with L = 20, H = 6 (i)→(p) Molecular model with L = 20σ, H = 10σ.

The dynamics relies on both initial and final equilibrium states. In order to
understand this effect we start with an initial equilibrium state λ0R = 0.8187 and study
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dynamics in approach to the final equilibrium state with λfR = 0.9148 for lattice model.
A comparative study of dynamics is conducted with molecular simulations starting
with an initial equilibrium of λ0R = 0.7 as the system approaches the final equilibrium
state with λfR = 0.9345. The initial equilibrium states for both lattice model and
molecular simulations, lie on the adsorption branch of the respective isotherms (Fig.
4.2) in the hysteresis region. The initial equilibrium states for the both DMFT (Fig.
4.4(b)) and molecular simulations (Fig. 4.4(h)) correspond to strong monolayer with
multilayer adsorption. We observe the evolution of midpore averaged density as well
as pore averaged density from both DMFT (Fig. 4.4(a)) and molecular simulations
(Fig. 4.4(g)). Since the initial state has some fluid inside the slit pore, both the
DMFT and molecular simulations start with a significant midpore and pore averaged
density. As the system progresses towards the state with higher relative activity,
DMFT predicts a steep increase in average densities for ω0 t < 5000. This followed
a passage of dynamics where the increase in average densities is very small until
ω0 t = 38000 beyond which there is a sharp increase in average densities leading up
to the formation of a liquid bridge in the middle of the pore (Fig. 4.4(c), 4.4(d)).
This liquid bridge is associated with sharp increase in midpore averaged density and
beyond this point, pore averaged density increases at a faster rate indicated by the
change in slope (ω0 t = 44200). As the dynamics progresses, the liquid bridge grows
and fills up the entire slit pore with condensed fluid (Fig. 4.4(e),4.4(f)).
The progression of dynamics from molecular simulations shows an increase in
average density for τ < 6000 (Fig. 4.4(i)) which is similar to the steep increase in
density shown by DMFT for ω0 t < 5000. The initial increase in average densities in
the dynamics predicted by molecular simulations is followed by a passage of almost
constant density at the end of which fluctuations lead to formation of the liquid bridge
near the end of the pore (Fig. 4.4(j)). It is important to note that the dynamics from
molecular simulations in case where the starting point was λ0R = 9.345 × 10−4 , showed
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the formation of liquid bridge near the opposite end of the slit pore (Fig. 4.3(n)).
This observation points to the stochastic nature of molecular simulations. On the
other hand, dynamics from DMFT in both cases shows symmetric formation of liquid
bridge in the middle of the slit pore. The sharp increase in density around τ = 28000
(Fig. 4.4(g)), is associated with the liquid bridge growing and moving along the
length of the slit pore (Fig. 4.4(k)). Figure 4.4(l), shows the eventual steady state
attained by system which corresponds to the final equilibrium state at λfR = 0.9345.
The pore at this time is completely filled with condensed fluid.
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Figure 4.4. Evolution of density with time in dynamics starting from equilibrium
state λ0R in approach to another equilibrium state λfR (a) Lattice model with L =
20, H = 6 λ0R = 0.8187, λfR = 0.9148 (b) Molecular model with L = 20σ, H = 10σ
λ0R = 0.7, λfR = 0.9345

The two cases of dynamics have shown comparative evolution of density within
the slit pore using DMFT and molecular simulations. Both the techniques showed
condensation of fluid inside the slit pore through the formation of a single liquid
bridge. The final equilibrium state in both the cases corresponded to state where
λfR < 1.0, which means the bulk fluid in contact with slit pore was below saturation.
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In an attempt to explore possibility of formation of multiple liquid bridges during
the dynamics, we study dynamics for a system starting from an almost empty equilibrium state of λ0R = 9.345 × 10−4 in approach to an equilibrium state completely filled
with condensed fluid and in contact with bulk vapor at saturation (λfR = 1.0). The
lattice model for the dynamics was a slit pore with L = 40 and H = 6. The model
for molecular simulations was slit pore with L = 80σ and H = 10σ. The simulation
parameters for the study were same as previous cases. The midpore averaged density
for the molecular simulations was computed in the region between x = 30σ → 50σ.
The evolution of density as observed during the dynamics is shown in Fig. 4.5(a)
for lattice model and Fig. 4.5(j) for molecular simulations. The initial state for both
the dynamics is an almost empty state as expected (Fig. 4.5(b), 4.5(k)). As the dynamics progresses, a strong monolayer is formed near the slit pore walls (Fig. 4.5(c),
4.5(l)) associated with monotonic increase in density. This is followed by formation
of multiple layers of fluid near the pore walls (Fig. 4.5(d),4.5(m)). Further increase
multilayer density is nonuniform but symmetric in case of DMFT (Fig. 4.5(e)). The
accumulation of density in multilayer is near the pore ends. The midpore density
increases more slowly at this point (ω0 t = 4200 in Fig. 4.5(a)). The increase in multilayer density in molecular simulations is accompanied by fluctuations (Fig. 4.5(n))
but without distinct non-uniformity in distribution similar to DMFT. The rate of
increase of midpore density decreases (τ = 10000 in Fig. 4.5(j)). The symmetric
increase in multilayer accumulation of fluid near pore ends leads to simultaneous formation of symmetric liquid bridges (Fig. 4.5(f)) in DMFT. As these liquid bridges
grow (Fig. 4.5(g)), they draw the fluid from the middle of the pore as depicted by
the dropping midpore averaged density between ω0 t = 10000 → 15000. The drop
in midpore averaged density is also indicative of reversal of direction of flux from
towards the center to towards the pore ends. Molecular simulations show formation
of one liquid bridge around τ = 10672 (Fig. 4.5(o)) and another liquid bridge around
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τ = 11200 (Fig. 4.5(p)). The initial positions of bridges is non-symmetric. The formation of these bridges is accompanied by a drop in midpore averaged density (Fig.
4.5(j)) and is indicative of flux reversal similar to DMFT. This is followed by a sharp
increase in midpore density due to growth and merger of liquid bridges to fill the
slit pore with a condensate fluid (Fig. 4.5(q),4.5(r)). A similar increase in midpore
averaged density is observed using DMFT due to symmetric growth and merger of
liquid bridges (Fig. 4.5(h),4.5(i)).
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Figure 4.5. Evolution of density with time in dynamics starting from equilibrium
state with λ0R = 9.345 × 10−4 in approach to equilibrium state with λfR = 1.0 (a)
Lattice model with L = 40, H = 6 (b) Molecular model with L = 80σ, H = 10σ
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After observing single bridge formation for slit pore of L = 20 in lattice model
and slit pore of L = 20σ in molecular simulations during the dynamics in approach to
final equilibrium state of λfR = 0.9345. We decided to investigate the effect of length
on formation of bridges. We investigated slit pore in lattice model with L = 40 and
slit pore in molecular simulations with L = 200σ. The final equilibrium state for
the dynamics was λfR = 0.9345. The midpore averaged density for the molecular
simulations was computed using density in the region x = 70σ → 130σ.
The evolution of midpore and pore averaged density for the lattice model and
molecular simulations is shown in Figure 4.6(a), 4.6(b). The dynamics shown by
lattice model is similar to the one shown in Fig.4.5(b)-4.5(i). The system is initially
empty. A monolayer is formed followed by multiple layers fluid which evolve into two
symmetric liquid bridges. These liquid bridges then grown towards the center of the
slit pore and at steady state slit pore is filled with condensed fluid which corresponds
to final equilibrium state.
Molecular simulations show formation of a strong monolayer (Fig. 4.6(d)). Further
progression of dynamics shows multiple layers of fluid with fluctuations without any
symmetry (Fig. 4.6(e)) as opposed to DMFT. The first liquid bridge is form near the
end of the pore (Fig. 4.6(f)). This is followed by formation of second liquid bridge near
the other end of the pore (Fig. 4.6(g)). The growth of these liquid bridges towards the
center (Fig. 4.6(h))is accompanied by a drop in midpore averaged density and flux
reversal around τ = 50000 as shown in Fig. 4.6(b). The two liquid bridge eventually
merge and at steady state the pore is filled with condensed fluid.
We must note that time taken by this dynamics for molecular simulations and
lattice model is much larger as compared to dynamics shown in Fig. 4.5(a),4.5(j).
The slow dynamics caused by two reasons (1) longer length of the slit pore which is
true only for molecular simulations (2) lower relative activity of the final equilibrium
state which is true for both lattice model and molecular simulations.
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Figure 4.6. Evolution of density with time in dynamics starting from equilibrium
state with λ0R = 9.345 × 10−4 in approach to equilibrium state with λfR = 0.9345 (a)
Lattice model with L = 40, H = 6 (b) Molecular model with L = 200σ, H = 10σ
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Another important aspect of the study that we must stress upon is the difference
in the nature of the two models, DMFT and DCV-GCMD. DCV-GCMD is molecular
simulation model, thus each configuration achieved during the dynamics is one possible configuration of the system at that point in dynamics. To clarify this point we
found the formation of liquid bridge at two different ends of the pore in Fig. 4.3(n)
and 4.4(j) while DMFT showed formation of liquid bridge in the center in Fig. 4.3(f)
and 4.4(d). The dynamics shown by DMFT will be akin to the average of dynamics
shown by large number of molecular simulations. This point has been illustrated
in detail using a comparison of DMFT with dynamic Monte Carlo by Edison and
Monson [43].

4.4

Conclusion

We have been able to demonstrate the ability of DMFT to qualitatively reproduce
various features of dynamics as shown by molecular simulations when the system
starts from one equilibrium state and approaches another equilibrium state. We have
also shown the effect of initial equilibrium state, final equilibrium state and the length
of the mesopore on the dynamics. We have investigated and compared the qualitative
features of the dynamics shown by DMFT and molecular simulations in cases where
we find a single liquid bridge as well as multiple liquid bridges. We have further
attempted to understand the conditions for presence of multiple liquid bridges in
dynamics such as the length of the slit pore and relative activity of final equilibrium
state.
We know that the macroscopic properties observed for a physical system are an
average over millions of possible molecular configurations of the system. We have
proven that DMFT qualitatively represents that macroscopic average while molecular
simulations only represent the individual possible configurations. This provides us
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with an additional justification beyond the ease of computation to use DMFT as a
theory to understand mesoporous systems.
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CHAPTER 5
CAPILLARY CONDENSATION WITH PARTIALLY
FILLED MESOPORES UNDER NONEQUILIBRIUM
CONDITIONS

5.1

Background

The transport of pure fluids in mesoporous membranes under nonequilibrium conditions has been widely studied both experimentally and theoretically [50, 52, 55, 56,
107–111]. Burggraaf and coworkers [55] studied permeation of propylene and nitrogen
in a gamma alumina membrane. Uchytil and coworkers [108,109] studied permeation
of butane through vycor glass and attempted to correlate it to the arithmetic mean of
inlet and exit pressure. Sidhu and Cussler [52] studied transport of nitrogen through
anodisc and track etched polycarbonate membranes. The flux resulting from the
transport, depends on the state of fluid inside the mesopore. A variation in levels
of adsorption and condensation of fluid in the mesopore lead to various states (Fig.
5.1). These states are based on the inlet (Pin ) and outlet pressure (Pout ) , in relation with the pressure (Pcap ) at which the capillary condensation takes place and the
saturation pressure (Psat ) of the bulk fluid in contact with the mesopore. The limitations of current experimental apparatus prohibit us from being able to confirm and
investigate these states at microscopic level. There have been attempts to correlate experimentally observable quantities like flux, pressure and mesoporous structure [111]
to these states through transport models. Lee and Hwang [50] attempted to describe
the possible states shown in Fig. 5.1, through a combination of continuum models.
They used Knudsen diffusion for gas flow. The flow of condensate was modeled using
Darcy’s model for flow through porous media and the surface flow was modeled using
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Gilliland’s hydrodynamic flow model [112]. Ever since then going on 30 years now,
people have made numerous attempts to reconcile the experimental observations with
continuum models [52,108,109,111]. Very recently, Petukhov and coworkers [54] used
a combination of Hagen-Poiseuille model for liquid flow and Knudsen diffusion model
for gas flow in an attempt to explain states similar to the one shown in Fig. 5.1(b)
for anodic alumina membranes.

(a) Pout < Pin < Pcap

(d) Pout < Pcap < Psat < Pin

(b) Pout < Pcap < Pin < Psat

(e) Pcap < Pout < Psat < Pin

(c) Pcap < Pout < Pin < Psat

(f) Pcap , Psat < Pout , Pin

Figure 5.1. Indicative density visualizations of fluid distribution inside a mesopore
for various possible equilibrium and nonequilibrium steady states

Among the various states of fluid distribution inside mesopores under nonequilibrium conditions, the one where capillary condensed fluid does not completely fill
the pore and is confined to the high pressure side, is of particular interest to us
(Fig. 5.1(b)) because it is found only under nonequilibrium conditions. Equilibrium adsorption studies show complete filling of mesopores once the vapor nucleates
at high enough relative vapor pressures of pure fluid. The final equilibrium steady
state achieved is similar to that shown in Fig. 5.1(c) with Pin = Pout . This state is
in stark contrast with the nonequilibrium steady state with capillary condensation
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confined to high pressure side (Fig. 5.1(b)). Experimental differential permeability
studies [54,55] have attributed an increase in permeance (ratio of flux to pressure difference across membrane) to the attainment of this state in differential permeability
studies. A differential permeability experiment [56] is the measurement of permeance
across a membrane under steady state with small relative pressure difference between
inlet and exit.
The increase in permeance as result of capillary condensation seems counter intuitive but, in the absence of any in-depth transport analysis at microscopic scale, has
been the basis of all proposed hypothesis and models in literature. With the present
modeling tools, dynamic mean field theory and nonequilibrium molecular simulations
it is possible to test these hypothesis as well as increase our understanding the true
nature of transport associated with this unique state of asymmetric capillary condensation.
In the remainder of this chapter we start by describing the systems which have
been used for the study. A comparative study of dynamics of systems starting from
an initial equilibrium state in approach to another equilibrium / nonequilibrium state
is conducted. Further we have tried to understand the presence of multiple steady
states and nature of hysteresis in nonequilibrium systems along with an attempt to
investigate the factors and conditions affecting presence of this state in a system. We
have made an effort to understand the transport in these states containing both vapor
and liquid phases by comparing the transport characteristics as obtained from dynamic mean field theory as well as more detailed dual control volume grand canonical
molecular dynamics.
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5.2
5.2.1

Systems studied
Dynamic mean field theory

In this study we are investigating a slit pore system with width H and length L as
shown in Fig. 5.2. There is bulk on both sides as well as control volumes to impose
boundary conditions corresponding to inlet and exit. The boundary conditions are
based on the relative activity of fluid in the control volumes. A density and chemical
potential is calculated based on the relative activity of fluid in the control volume.
The implementation of boundary conditions is basically fixing the calculated density
and chemical potential in the sites corresponding to control volumes. The density
(ρi ) is average fractional occupancy thus inherently dimensionless. The dimensionless
chemical potential is defined as µ∗ =

µ
f f

where f f is the fluid-fluid interaction param-

eter taken as 1.0 while the fluid-wall interaction is taken as 3.0f f . The dimensionless
temperature is defined as T ∗ =

while dimensionless pressure is P ∗ = Pfvfs where vs

 ∗ ∗
µ −µsaturation
is the base volume unit. The relative activity is defined as λR = exp
T∗
kT
f f

where µ∗saturation = −3.0. The saturation chemical potential (µ∗sat ) can be calculated
for the lattice fluid by deriving the vapor liquid equilibrium conditions for the bulk
lattice fluid using the equations given in Sec. 1.8.1.2.

Figure 5.2. Geometry of the slit pore used to study fluid behavior under equilibrium
and nonequilibrium conditions

Our base case corresponds to a slit pore of with height of H = 6 lattice sites
and pore length L = 40 lattice sites. Bulk regions on either side of the pore are 10
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lattice sites in length with one lattice site long control volume. We have studied the
∗
system at T ∗ = 1.0 which is 66% of the critical temperature Tcritical
= 1.5. All the

boundary conditions at inlet or exit correspond to vapor state of the fluid and thus
λR,inlet ≤ λR,exit < 1.
5.2.2

Dual control volume grand canonical molecular dynamics

Molecular simulations were performed using the technique as described in Sec.
1.8.2. The system for molecular simulations was of length 234σ in x-direction, height
11σ in z-direction and width 10.39σ in y-direction. The system is periodic in x,y
and z direction. The slit pore is of length 100σ between 67σ and 167σ in x-direction
and distance between slit pore walls in z-direction was 8σ. Grand canonical Monte
Carlo (GCMC) was performed in inlet and exit control volumes to maintain inlet
and exit bulk properties. Inlet control volume of length 40σ was used between 22σ
and 62σ. Exit control volume of length 40σ was used between 172σ and 212σ. A
cycle of GCMC was performed every 150 molecular dynamics steps. Each cycle of
GCMC consisted of 100 attempted creations/destructions of the atoms in the control
volumes. There are two buffer zones of length 5σ each between control volumes and
silt pores to allow for edge effects due to slit pore. In order to stop atoms from inlet
control volume mixing with atoms from exit control volume, walls in y-z plane are
places at x=2σ and x=232σ with short range repulsive potential are used.
The slit pore walls are formed by atoms in FCC(111) configuration in 2-D x-y
planes at z=1.5σ and z=9.5σ. As a result of periodicity in z-direction, any atoms
near the upper slit pore wall may experience interactions due to the lower slit pore
wall which is an undesirable interaction since such a situation would not arise in a
physical system. In order to prevent this situation, both the upper and the lower
walls have been shifted inwards by 1.5σ from the system boundaries in z-direction.
The lower system boundary in z-direction is at z=0, the corresponding x-y plane with
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atom centers of slit pore wall atoms is at z=1.5σ. Similarly, the upper boundary in
z-direction is at z=11σ, the corresponding x-y plane with atom centers of slit pore
wall atoms is at z=9.5σ. To prevent the atoms from going into the region between
the slit pore walls and their respective closest z-direction system boundary, walls with
short range repulsive potential have been used between the slit pore walls and their
respective closest z-direction boundary at the start (67σ) and end (167σ) of slit pore.
The repulsive walls consist of atoms in FCC(111) configuration in 2-D y-z planes.
2

1

A timestep of 0.004τ (τ = ( σ m ) 2 ) was used for molecular dynamics where σ is the
atomic diameter, m is the mass of the atoms and  is the base interaction strength. A
Lennard-Jones cut shift potential has been used. All the atoms have the same atomic
diameter. The Lennard-Jones interaction parameter for both fluid-fluid and fluidwall interactions is . The cut of for fluid-fluid and fluid-slit pore walls interactions
1

is 2.5σ. The cut off for fluid-repulsive walls interactions is 2 6 σ. In order to maintain
temperature of kT / = 0.75, dissipative particle dynamics thermostat was used with
γ = 1.0mτ −1 with a cut off of 2.5σ (Sec. 1.8.2.1).We used LAMMPS [66] to perform
molecular simulations with techniques described above.

(a) Schematic

(b) Actual system for molecular simulation

Figure 5.3. Schematic and actual system for molecular simulations
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5.3
5.3.1

Results
Dynamics in approach to equilibrium and nonequilibrium steady
states

In order to understand the behavior of system under nonequilibrium conditions, we
must first look at how system behaves in approach to equilibrium vs. nonequilibrium
steady states. Thus, we studied two processes (1) Dynamics from one equilibrium
state to another (2) Dynamics from one equilibrium state to a nonequilibrium steady
state.

Pore averaged density

1

State B

0.8

0.6
State A

0.4

0.2

0
0

0.2

0.4
0.6
0.8
Relative activity(λR)

1

Figure 5.4. Isotherm calculated for H = 6, L = 40 using mean field theory at
T ∗ = 1.0. Large dots correspond to initial and final states of system

In both the cases, initial density distribution inside the pore corresponds to equilibrium state with low density referred to as state A in Fig. 5.4 with λR,inlet =
λR,exit = 0.719 where there is no condensed liquid inside the slit pore. The dynamics
to a new equilibrium state is studied by increasing the relative activity of both inlet
and exit control volume to a state near saturation of bulk fluid referred to as state B
in Fig. 5.3 with λR,inlet = λR,exit = 0.998. Now the density distribution in the entire
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system is allowed evolve according to dynamic mean field theory (Sec. 1.8.1.3). The
dynamics in the approach to a nonequilibrium state is studied by keeping the relative
activity at the exit same as low density state A (λR,exit = 0.719) while increasing
the relative activity at the inlet to that of state B (λR,inlet = 0.998) and allowing the
density of the system to evolve in accordance with dynamic mean field theory till the
system reaches steady state.
We can compare a few key aspects of dynamics in approach to equilibrium vs nonequilibrium states through the visualizations of density distribution shown in Fig. 5.5.
In the initial stages of evolution the density distributions appear quite similar with
only a strongly adsorbed monolayer near pore surface as seen in Fig. 5.5(a) and
5.5(f) since both the dynamics started from same initial state. As we move forward
in time we see density increasing in layer adjacent to the strongly adsorbed surface
layer(Fig. 5.5(b), 5.5(g)). During the dynamics in approach to an equilibrium state,
an increase in density occurs symmetrically near pore entrance and exit while in case
of dynamics in approach to a nonequilibrium state, the increase in density is confined
near the pore entrance which corresponds to high relative activity side of the pore.
Upon further evolution of density distribution, we found liquid bridges forming in
positions where there is high density(Fig. 5.5(c), 5.5(h)). The dynamics in approach
to equilibrium leads to two symmetric liquid bridges forming near pore entrance and
pore exit while the dynamics in approach to nonequilibrium leads to formation of only
one bridge near pore entrance.The liquid bridges in the equilibrium case grow towards
the middle of the pore(Fig. 5.5(d)) and eventually merge to fill the entire pore (Fig.
5.5(f)). The liquid bridge in nonequilibrium case grows towards low relative activity
side corresponding pore exit (Fig. 5.5(i)) but it does not completely fill the pore as
in equilibrium case rather the steady state is a partially filled pore (Fig. 5.5(j)).

83

(a) ω0 t = 100

(f) ω0 t = 200

(b) ω0 t = 6300

(g) ω0 t = 190400

(c) ω0 t = 6500

(h) ω0 t = 191200

(d) ω0 t = 14100

(i) ω0 t = 217600

(e) ω0 t = 40000

(j) ω0 t = 396800

Figure 5.5. (a)→(e) Visualizations of density in the pore during the dynamics of the
system starting from one equilibrium state in approach to another equilibrium state
(f)→(j) Visualizations of density in the pore during the dynamics of system starting
from an equilibrium state in approach to a a nonequilibrium state

We also studied evolution of density averaged over the entire pore and flux measured in a y-z plane in the middle of the slit pore with time to better understand
the comparative nature of two dynamics. The flux is defined as positive when the
movement of fluid is in the positive x-direction and negative when the movement
of fluid is in the negative x-direction. The flux for the lattice model is inherently
dimensionless as can be seen from Eq. 1.9. In Fig. 5.6(a), we note that the time
taken by the dynamics in approach to nonequilibrium state to reach the steady state
is about an order of magnitude higher than that required by dynamics in approach
to equilibrium. During the dynamics in approach to equilibrium, there is an influx of
fluid from both the inlet and exit since both inlet and exit are at a chemical potential
higher than the chemical potential of fluid present inside the pore. On the other hand,
during the dynamics in approach to nonequilibrium, influx of fluid takes place from
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the inlet while the exit serves as a sink due to lower chemical potential and thus the
dynamics in approach to nonequilibrium takes longer to achieve steady state. Also,
the steady state density for the dynamics in approach to equilibrium which corresponds to completely filled slit pore is higher than the steady state density achieved
by dynamics in approach to nonequilibrium as it corresponds to partially filled pore.
The evolution of flux during the two dynamics with time can be seen in Fig. 5.6(b).
There is no initial flux in both the cases since the starting point for both the dynamics
is an equilibrium state. The slit pore is at a lower chemical potential then the bulk.
The fluid from the bulk on both sides of the slit pores is being pulled inside the pore.
This regime is associated with increased flux in the slit pore. The fluid being pulled
in leads to symmetric increase of density of fluid near the ends of the pore. These
regions of increased density eventually form liquid bridges and while doing so, they
pull in fluid from bulk as well as from the pore. Thus, the formation of liquid bridge
near the entrance leads to the small negative spike in flux around ω0 t = 6500 and the
formation of liquid bridge near the exit leads to small positive spike at the same ω0 t.
The large positive spike during the dynamics in approach to equilibrium corresponds
to the merging of two liquid bridges to fill the pore. The steady state flux for the
dynamics in approach to nonequilibrium turns out to be non zero and positive as
expected while for steady state flux for dynamics in approach to equilibrium is zero
as the final state is also an equilibrium state.
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Figure 5.6. (a) Evolution of pore averaged density with time during the relaxation
dynamics of fluid from one state to another. (b) Evolution of flux as measured in
y-z plane at the middle of the pore with time; Solid line - Dynamics in approach to
equilibrium; Dashed line - Dynamics in approach to nonequilibrium

We then attempted to investigate the factors which lead to incomplete capillary
condensation as a result of nonequilibrium conditions. To this end, we looked at a
set of inlet and exit conditions of relative activity. The inlet conditions were all in
the region of the isotherm where one would expect capillary condensation under equilibrium conditions (λR,inlet [0.9139, 1]). A set of exit conditions were tested for each
inlet condition. The exit conditions were all such that at equilibrium on adsorption
branch, one would not expect condensed fluid inside the pore under these conditions
(λR,exit [0.6703, 0.9048]). The results for flux and pore averaged density are shown as
surfaces in Fig. 5.7. The partially condensed states correspond to the cases where
the relative inlet activity was closer to saturation and the exit activity was on the
lower end of the investigated spectrum. We did not find capillary condensation for
λR,inlet < 0.9185.
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Fig. 5.7(c),5.7(d) show steady state pore averaged densities and fluxes for selected
λR,inlet from the data shown in Fig. 5.7(a),5.7(b). If we look at the variation in pore
averaged density variation for λR,inlet = 1.0, there is no capillary condensation for
λR,exit < 0.7139. There is a step in density at λR,exit = 0.7139 which corresponds
to capillary condensation. The density at the end of the step is 0.7969. Fig. 5.7(c)
also shows the equilibrium isotherm for an H = 6 slit pore. The step in the density
of the equilibrium isotherm, corresponding to capillary condensation, shows a final
density of 0.9382. Thus we can conclude that capillary capillary condensation in case
with λR,inlet = 1.0 at λR,exit = 0.7139 is associated with incomplete filling of the
pore. The flux at this step in Fig. 5.7(d) also shows a drop. The density beyond
λR,exit = 0.7139 for the case of λR,inlet = 1.0, shows a stepwise increase in density
which can be attributed to the increasing length of the capillary condensate in the slit
pore. The flux in this case shows a monotonic decrease beyond the point of capillary
condensation. If we compare density variations for different λR,inlet , we find that as the
λR,inlet decreases, the condensation point shifts to higher λR,exit and the final density
of the condensation step also increases. It is evident if we compare the case with
λR,inlet = 1.0, 0.9802 , the capillary condensation occurs at λR,exit = 0.7139, 0.7672
with final density of 0.7973 and 0.9127. The drop in flux corresponding to capillary
condensation is smaller for λR,inlet = 0.9802 then λR,inlet = 1.0.
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Figure 5.7. (a) Flux as measured in y-z plane at the middle of the pore with
for a set of (λR,inlet ,λR,exit [0.6703, 0.9048]) (b) Pore averaged density with a set of
(λR,inlet ,λR,exit [0.6703, 0.9048]). Solid line - State just before condensation, Dashed
line - State just after condensation (c) Steady state pore averaged density variation
with λR,exit for various constant λR,inlet (d) Steady state flux variation with λR,exit for
various constant λR,inlet

5.3.2

Hysteresis in nonequilibrium systems

Hysteresis in adsorption isotherms is a commonly observed phenomenon in mesoporous systems under equilibrium conditions. Most industrial processes especially
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membrane based are inherently nonequilibrium in nature and presence of hysteresis would have profound effect on final process conditions as well as the path taken
to achieve them. The nature of hysteresis is affected by both geometric and thermodynamic parameters of the system. Geometric parameters are the length, width
and structure of the pore while thermodynamic parameters include temperature and
fluid-fluid / fluid-wall interactions. In order to investigate hysteresis we use a pore
of length L = 40, H = 6. The inlet of the pore is kept at constant relative activity
of 0.99 (near saturation). The exit relative activity in one case is varied from 0.99
to 0.0508 while in another case it is varied from 0.0497 to 0.97. Steady state flux
was computed at constant X-plane near the entrance of the pore (x = 15) while density was averaged over the entire pore for each steady state corresponding to a set
(λR,inlet , λR,exit ) (Fig. 5.8).
A preliminary comparison of Fig. 5.4 with Fig. 5.8 indicates that the width
of hysteresis in nonequilibrium case is much larger compared to equilibrium case.
Another important aspect that comes to light is a more gradual reduction of pore
averaged density on the desorption branch (Ref. to λR,exit,initial = 0.99 in Fig. 5.8(a))
in nonequilibrium case compared to equilibrium case where there is a sharp drop in
density on the desorption branch around λR = 0.8 (Ref. to Fig. 5.4).
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Figure 5.8. (a) Pore averaged density for a set of nonequilibrium steady states
corresponding to λR,inlet = 0.99, solid line - λR,exit − 0.99 → 0.508 , dashed line λR,exit − 0.0497 → 0.97 (b) Flux measured at x = 15 plane for non equilibrium steady
states corresponding to λR,inlet = 0.99, solid line - λR,exit − 0.99 → 0.508 , dashed line
- λR,exit − 0.0497 → 0.97

An analysis of density distribution inside the slit pore can be used to explain these
observations. If we look at the density distributions for the case where λR,inlet = 0.99
and λR,exit,initial = 0.99, the system starts at equilibrium condition where the fluid in
the bulk is close to saturation and thus we have a pore completely filled with capillary
condensed fluid. As we reduce the λR,exit from 0.99 to 0.29, the corresponding steady
states (Fig. 5.9(b)-5.9(e)) show increasing evaporation of capillary condensed fluid
from the exit side pore and the liquid slug recedes towards the high relative activity
inlet. The broadening of hysteresis in nonequilibrium case as compared to equilibrium
case is a resultant of this phenomenon. In the equilibrium case, during desorption,
vapor liquid interface recedes symmetrically from both the inlet and exit sides of the
pore. It can be clearly scene that in nonequilbrium case, during desorption, vapor
liquid interface recedes primarily from the low pressure side exit side of the system
(Fig. 5.9(b),5.9(c),5.9(d)). Also, the eventual length of liquid slug at which the liquid
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completely disappears from the slit pore is much large in a nonequilibrium case as
compared to an equilibrium case (Fig. 5.9(d),5.9(m)) . In the nonequilibrium case,
the condensed fluid completely evaporates at λR,exit = 0.28 and we get a pore with
monolayer and some multilayer of fluid (Fig. 5.9(e)).
On the other hand, if we look at density distributions in case where λR,exit,initial =
0.0497, the system is initially a nonequilibrium steady state with a strong monolayer
and a multilayer with higher density towards high relative activity inlet (Fig. 5.9(g)).
As we look at steady states with higher λR,exit , we observe increasing multilayer
adsorption near the inlet (Fig. 5.9(h)-5.9(i)) and eventual condensation of fluid inside
the pore (Fig. 5.9(j)). It is important to note that condensation of fluid in this case
leads to formation of a large liquid slug. It is similar to the formation of capillary
condensate in the equilibrium case where liquid slug almost completely fills the slit
pore upon formation (Fig. 5.9(n)). At very high λR,exit = 0.97, near bulk fluid
saturation point, condensed fluid fills up the pore (Fig. 5.9(l)).
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(a) λR,exit = 0.99

(g) λR,exit = 0.0497

(b) λR,exit = 0.73

(h) λR,exit = 0.46

(c) λR,exit = 0.66

(i) λR,exit = 0.74

(d) λR,exit = 0.29

(j) λR,exit = 0.75

(e) λR,exit = 0.28

(k) λR,exit = 0.80

(f) λR,exit = 0.0508

(l) λR,exit = 0.97

(m) λR = 0.79

(n) λR = 0.92

Figure 5.9. (a)→(f) Visualizations of density distribution inside slit pore for
nonequilibrium steady states corresponding to solid line in Fig. 5.8, λR,inlet =
0.99,λR,exit − 0.99 → 0.508 (g)→(l) Visualizations of density distribution inside slit
pore for nonequilibrium steady states corresponding to dashed line in Fig. 5.8,
λR,inlet = 0.99, λR,exit − 0.0497 → 0.97. (m) Visualization of density distribution
inside slit pore of width H = 6 at equilibrium at λR = 0.79 (Fig. 5.4). (n) Visualization of density distribution inside slit pore of width H = 6 at equilibrium at
λR = 0.92 (Fig. 5.4).

5.3.3

Transport processes associated with nonequilibrium steady states

Transport in these systems can be characterized by studying three quantities: flux,
velocity and density, under various conditions. There are two primary phases present
in these systems: (1) condensed fluid phase (2) vapor phase, which prominently
affect the fluid flow in the system. An important aspect of this transport problem
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worth investigating is the presence of multiple steady states with different fluxes
at the same values of inlet and exit chemical potentials. These steady states are
essentially a representation of hysteresis observed in Fig. 5.8(b). The hysteresis region
is between λR,exit = 0.29 and λR,exit = 0.75. The small increase in flux at λR,exit = 0.28
corresponds to complete evaporation of liquid slug from the slit pore (Fig. 5.9(e)).
The drop in flux at λR,exit = 0.74 corresponds to formation of liquid slug (Fig. 5.9(j)).
At λR,exit = 0.67, there are two distinct values of flux depending on how you achieve
that particular steady state.The two states are shown as System 1 and System 2 in Fig.
5.10. In order to achieve System 1, we start with an equilibrium state at λR,inlet =
λR,exit = 0.99 (Fig. 5.9(a)) and reduce the exit activity to λR,exit = 0.67. The
density distribution in the pore is then allowed evolve in accordance with DMFT and
resultant nonequilibrium steady state distribution with partial capillary condensation
is shown in Fig. 5.10(a). To achieve System 2, we start with an equilibrium state at
λR,inlet = λR,exit = 0.67 (which is similar to Fig. 5.9(i)) and increase the inlet activity
to λR,inlet = 0.99. The resulting nonequilibrium steady state density distribution from
DMFT, with only vapor and adsorbed phases, is shown in Fig. 5.10(b).
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(a) System 1

(b) System 2

Figure 5.10. Nonequilibrium steady states as obtained from DMFT with λR,inlet =
0.99, λR,exit = 0.67, T ∗ = 1.0,  = 1.0 (a) State with partial capillary condensation (b)
State with only vapor and adsorbed fluid phase

We observed that the steady state flux in System 2 was greater than System 1 by
approximately 19%. The first point of comparison for the two systems is the density
distribution along the x-direction (Fig. 5.11). Average density at each x-coordinate
corresponds to the average of density of all the lattice sites with that x-coordinate.
Density of System 1 is greater than System 2 for x-coordinates between 12 to 35
representing the presence of condensed fluid. An important point to note here is the
fact that density for the both systems is similar in region between x-coordinate 40 and
50. In this region both the systems have only vapor and adsorbed phase. According
to DMFT in System 1, region with condensed phase has no effect on the region with
adsorbed and vapor phase.
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Figure 5.11. Density distribution along x-direction for two systems as shown in Fig.
5.10

We further look at density and x-velocity profiles along the z-direction in Region
1 and Region 2 as defined in Fig. 5.10. Region 1 consists of fluid lattice sites with
x-coordinate 15 while Region 2 consists of fluid lattice sites with x-coordinate of 47.
Z-coordinates at 1 and 8 correspond to wall sites in lattice fluid (Fig. 5.12,5.13). The
density in the regions is high near walls because of the strong adsorbed layer of fluid
on the pore walls (Fig. 5.12(a)). The density of Region 1 for System 1 is higher since
it is region with condensed fluid. Both the regions show parabolic type x-velocity
profiles. The x-velocity in Region 2 for System 1 is higher as vapor is expected to
travel faster than condensed liquid.
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Figure 5.12. Density and x-velocity profiles along z-coordinates for System 1 in
Region 1 and Region 2 as defined in Fig. 5.10.

Density for both regions in System 2 is high in adsorbed monolayer on the pore
walls (Fig. 5.13(a)) but lower in the middle as it corresponds to vapor phase. Region
1 has higher density as it is closer to the high relative activity inlet. X-velocity for
both regions is parabolic type with Region 2 being higher (Fig. 5.13(b)) as it is closer
to the low relative activity side exit where density is lower. A comparison of System
1 and System 2 reveals that although density profile in Region 2 for both systems is
similar (Fig. 5.13(c)) but the x-velocity for System 2 is higher (Fig. 5.13(d)) leading
to a higher flux.
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Figure 5.13. (a,b)Density and x-velocity profiles along z-coordinates for System 2
in Region 1 and Region 2 as defined in Fig. 5.10. (c,d) Density and x-velocity profiles
along z-coordinates for the two systems in Region 2 as defined in Fig. 5.10.

We conducted a similar study to understand more fundamental aspects of transport using DCV-GCMD. We considered two nonequilibrium steady states with λR,inlet =
0.9345 and λR,exit = 0.14. Under equilibrium conditions a slit pore with λR,inlet =
λR,exit = 0.9345 would correspond to a pore completely filled with capillary condensed
fluid while λR,inlet = λR,exit = 0.14 would correspond to a pore with vapor phase and
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strongly adsorbed monolayer of atoms on the pore walls. The nonequilibrium steady
states formed by the combination of these relative inlet and exit activities result in
two systems (1) pore partially filled with capillary condensed fluid (2) pore with adsorbed monolayer and vapor phase (Fig. 5.14). In order to achieve GCMD1 and
GCMD2, a procedure similar to that in case of DMFT was followed. The starting
point for GCMD1 was an equilibrium system at λR = 0.9345. The exit relative activity was set to λR,exit = 0.14. DCV-GCMD was performed on the system to achieve
a nonequilibrium steady state of GCMD1. The starting point for GCMD2 was an
equilibrium system at λR = 0.14. We increased the λR,inlet to 0.9345 and performed
DCV-GCMD to achieve GCMD2.

(a) GCMD1

(b) GCMD2

Figure 5.14. Nonequilibrium steady states as obtained from DCV-GCMD with
λR,inlet = 0.9345, λR,exit = 0.14 (a) State with partial capillary condensation (b) State
with only vapor and adsorbed fluid phase

A comparison of fluxes in the two nonequilibrium steady states, indicated that
the flux of system with capillary condensed fluid (GCMD1 Fig. 5.14(a)) was greater
than flux of system with only adsorbed and vapor phase (GCMD2 5.14(b)) by 19%.
The predictions from DMFT were counter to this observation where the system with
only vapor and adsorbed phase (Fig. 5.10(a)) had greater flux than the system with
capillary condensed fluid (Fig. 5.10(b)).
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At this point, we already had an understanding of the transport as predicted by
DMFT. In order to investigate the discrepancy in fluxes predicted by DMFT and
DCV-GCMD, we started looking at the density profiles along x-direction in the two
nonequilibrium steady states found using DCV-GCMD (Fig. 5.15). A high density for
GCMD1 in region between 67σ and 120σ indicated the presence of capillary condensed
fluid. An important aspect revealed by the density profile was the difference in
densities of the two systems in the region between 130σ and 167σ. Both the systems
contained only vapor and adsorbed phase in this region as shown in Fig. 5.14. If we
look at the same region in x-direction density profile for nonequilibrium steady states
predicted by DMFT (Fig. 5.11), we find no difference in density for x-coordinate
between 38 and 50. This showed that DCV-GCMD was capturing an increase in
density of fluid in Region 2 of GCMD1 (Fig. 5.14(a)) due to Region 1 filled with
condensed fluid when compared to a similar system predicted using DMFT (Fig.
5.10(a)). A possible reason for this difference in DMFT and DCV-GCMD may be
the absence of long range interactions in the DMFT.
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Figure 5.15. Density distribution along x-direction for two systems as shown in Fig.
5.14
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We also investigated the density and x-velocity profiles for GCMD1 and GCMD2
along z-direction in Region 1 and Region 2 (Fig. 5.16, 5.17). The density profile
for Region 1 in GCMD1 had an oscillatory nature with maximum density near the
wall which can be related to the strongly adsorbed surface layer (Fig. 5.16(a)). The
oscillations represent layered nature of the distribution of fluid atoms between the
pore walls. On the other hand, the density profiles in Region 2 (Fig. 5.16(b)) showed
a much lower density with oscillations confined to near wall regions since the middle
of the pore in this case was all vapor (Fig. 5.14(a)). The presence of condensed
fluid phase in Region 1 lead to much lower x-velocities as compared to Region 2
which was mostly vapor. Interestingly, the x-velocity profile Region 2 is more conical
in shape as compared to the similar case with DMFT where the x-velocity profile
is more parabolic in nature (Region 2 in System 1 Fig. 5.12(b)). A conical shape
indicates that fluid atoms had significantly high velocity in region with mostly vapor
and they did not suffer many collisions. It is difficult to capture such a motion with
DMFT without any corrections because of the underlying nearest neighbor hopping
mechanism.
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Figure 5.16. Density and x-velocity profiles along z-coordinates for GCMD1 in
Region 1 and Region 2 as defined in Fig. 5.14.

An investigation of the density profiles in GCMD2 (Fig. 5.14(b)), showed that
the densities along z-direction for both the regions were high only near the walls
in the adsorbed layer of the fluid along with some oscillations. The middle of the
pore showed low density since it was all vapor with slightly higher density for Region
1 as compared to Region 2 (Fig. 5.17(a)). Although the X-velocity profiles were
similar in shape for the two regions (Fig. 5.17(b)), there was a significant difference
in magnitude. The velocities near the walls tend to zero for the atoms in strongly
adsorbed layer. The velocities were higher for Region 2, which was closer to the exit
side of the pore and had lower density.
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Figure 5.17. Density and x-velocity profiles along z-coordinates for GCMD2 in
Region 1 and Region 2 as defined in Fig. 5.14.

5.4

Conclusions

This study gives impetus to the existence of a nonequilibrium steady state for
mesoporous systems wherein the capillary condensed fluid is confined to the high
pressure side of the system. This nonequilibrium state has been long hypothesized
but there are no modeling techniques capable of predicting its existence as a natural result without using transport mechanisms as input. We have not only been
able to capture this steady state but also have gained valuable insight into the thermodynamics conditions which allow for its existence. We have through this study
demonstrated the presence of multiple nonequilibrium steady states for the same
inlet and exit thermodynamic conditions and existence of hysteresis in mesoporous
systems under nonequilibrium conditions. We have shown the differences in equilibrium state and nonequilibrium steady state along with the difference in path taken
by system to achieve either of them starting from same initial equilibrium state.
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We have been able to achieve nonequilibrium steady states using conventional
technique of molecular simulations as well as unconventional lattice based technique.
DMFT has been shown to predict the thermodynamic aspects of the system along
with a lot of transport aspects with good qualitative accuracy. DMFT has been able
to predict multiple steady states and hysteresis for systems under nonequilibrium
conditions. The capabilities of DMFT to reproduce expected qualitative behavior in
terms densities and velocities for condensed phase of the system have been demonstrated. The qualitative differences in velocities of condensed and vapor phase are
well represented by DMFT. Although lattice model is able to capture the overall
behavior of condensed phase quite accurately, it falls short in reproducing the expected behavior of the vapor phase. Through a comparison with DCV-GCMD we
were able to gain a better understanding of the missing parts such as the velocity
profile predicted by DMFT for vapor region is parabolic in nature but the predictions
of molecular simulations show a conical shape which represents a high speed motion
of atoms through the middle, not completely captured by DMFT. The density in
the vapor region of the partially condensed phase is qualitatively different from the
predictions of lattice model.
A qualitative comparison of similar nonequilibrium steady states using DMFT
and DCV-GCMD showed us that the absence of long range interactions and nearest
neighbor hopping mechanism could be the possible reasons for lack of some of the
qualitative details in the transport predictions of DMFT. We believe in persisting with
DMFT since it can reproduce thermodynamics well along with most of the transport
and its computationally far more efficient in comparison to molecular simulation.
In future we would like to include in DMFT density based hopping parameters
to correct in part for the nearest neighbor hopping dynamics which works well for
condensed phase but falls short for vapor phase. Also, we will try to introduce long
range surface field to compensate in part for absence of long range interactions.
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CHAPTER 6
EQUILIBRIUM STUDIES ON EXPERIMENTALLY
REALIZED SILICA MONOLITHS

6.1

Introduction

Silica monoliths with hierarchical and disordered porous structure are used in industrially relevant processes such as separation and catalysis [113,114]. The efficiency
of these processes depends on the mass transport properties of the materials. Thus,
an integral part of the optimization of process would be to optimize the material
itself. Optimization of the material would require knowledge of the structure of the
material. Traditional experimental techniques such as gas adsorption are only able to
provide a macroscopic picture the morphology. The finer details necessary for deeper
insight are absent. There have been efforts to generate 3-D disordered structures using
computational techniques and study their pore size distributions [115–117]. The generation of 3-dimensional disordered porous structures through molecular techniques
is computationally very intensive. Moreover, there is no guarantee that the generated
porous structure has the same microscopic structure as an experimentally synthesized
porous material.
With the advent of imaging techniques such as electron tomography, it is possible
to study the microscopic details of the structure in the porous materials [118]. Stoeckel
and coworkers [57] determined the macroporous and mesoporous structure of experimentally synthesized silica monoliths using FIB-SEM (focussed ion beam - scanning
electron microscopy) and STEM (scanning transmission electron microscopy). They
were able to generate 3-dimensional reconstructions of the morphology in the silica
monoliths which could be used for computational studies.
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Experimental techniques such as adsorption measurement only provide macroscopic understanding of adsorption in the material. Based on this understanding,
we may try to logically deduce possible mechanisms involved in the adsorption such
as monolayer, capillary condensation and cavitation but the overall phenomena may
involve one or more of these mechanisms present at the same time to define the resultant fluid distribution inside the material. Alternatively, we can use the 3-dimensional
reconstructions of the morphology of the porous materials obtained from electron tomography with techniques such as molecular simulations and classical density functional theory to study detailed transport. But the use of molecular simulations or
classical density functional theory would only prove computationally too costly and
would limit us to a few structures.
We have thus, made an attempt with lattice based density functional theory (mean
field theory) [26,41] (Sec. 1.8.1.1)to investigate equilibrium adsorption and desorption
in disordered silica monoliths. Multiple monoliths (details given in Tab. 6.1)made
of the same material with varying degrees of porosity have been investigated in this
study. Critical parameters such as the temperature, fluid wall interaction and ratio
of length scale of lattice model to that of real system have been explored to achieve
a good qualitative agreement between the isotherms generated from the model and
experimental isotherms obtained from adsorption studies. The effect of individual
parameters in the model has also been studied.
Table 6.1. Silica Monoliths
Name Dimensions in lattice sites
KN2225
650×650×500
KN2227
450×450×350
KN2229
540×540×270
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Void fraction (θ)
0.57
0.64
0.70

Image pixel
0.35nm
0.47nm
0.47nm

6.2

Lattice model of experimental silica structure

The silica monoliths were experimentally synthesized and their 3-dimensional
structure was reconstructed by our experimental collaborators [57, 58]. Macroporous
structure of the monoliths was determined using focused ion beam scanning electron
microscopy (FIB-SEM) on slices of the monoliths while mesoporous structure was
determined using scanning transmission electron microscopy (STEM) tomography on
ground crumbs of the monoliths. Slice by slice images of the material in suitable
image format were provided to us. A 3-dimensional volume was generated by joining
the slices together. Lattice model for the initial structure of the silica monoliths was
generated by assuming the equivalence of lattice site to a voxel of the 3-D image
which implies that the length scale of the real system was assumed to be equal to the
length scale of lattice model. The lattice sites were categorized as either accessible to
fluid or solid sites.

6.2.1

Lattice models with different lattice dimensions

The two length scales involved in the study are length scale of real system and
length scale of lattice model. The characteristic length scale of the real system is
taken as the size of pixel of the 3-dimensional image used to construct the lattice
model. The size of pixel is given in the Table 6.1. The lattice model has only nearest
neighbor interactions. The real system, upon which experimental isotherms are based,
has long range interactions. The short range interactions in lattice model lead to poor
confinement as compared to a real system but they also lead computational efficiency.
Thus, one pixel cannot be equated to one lattice site. This would imply different
length scales are required for the real system and lattice model. The characteristic
length of the lattice model is the lattice constant. We define this lattice constant as
lattice dimension in this study. Comparison with experiment requires that we specify
the ratio of the lattice dimension to the voxel dimension from the experimentally
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obtained imaging data. A lattice dimension equal to pixel size indicates that each
lattice site corresponds to a single pixel. A lattice dimension greater than pixel size
indicates a single lattice site represents multiple pixels.
To generate a lattice model for a specific monolith with lattice dimensions greater
than the pixel dimensions, we assign a value of 1.0 to a pixel accessible to fluid and
a value of 0.0 to a solid pixel. We then generate a 3-D grid with number of lattice
sites which would correspond to the new lattice dimensions. We then perform a linear
interpolation from the original grid where each lattice site represented a single pixel
to the new 3-D grid based on new lattice dimensions. The lattice sites on the new
grid now have fractional values between 0 and 1. We then assume that lattice sites
with values less than 0.5 as solids and reassign them a value of 0.0. Lattice sites with
fractional values greater than or equal to 0.5 are assumed as accessible to fluid and
reassigned a value of 1.0.

6.3

System and methodology

Monolith in the lattice model was covered with 20 lattice sites of bulk in each
dimension. The aim of this study is to investigate the density distribution inside the
monoliths at states of the system corresponding to equilibrium adsorption/desorption.
Thus we decided to neglect the boundary effects in calculating final average densities
for comparison with experimental results. We leave out certain lattice sites moving
inside from the boundary towards the interior of monolith while averaging densities
as shown in Fig. 6.1.
Isotherms calculated in this study are essentially average density of fluid inside
the monolith when the system is in equilibrium with the bulk surrounding it. The
state of the bulk is defined by relative pressure which is the ratio of pressure of the
fluid in the bulk to that of its saturation pressure at the temperature of the system.
Thus, an isotherm in this case is basically plot of average fluid density in the monolith
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Figure 6.1. Schematic for study of equilibrium adsorption/desorption in silica monoliths

versus relative pressure of fluid in the bulk. Each point on the isotherm corresponds
to an equilibrium state of the system.
We start by choosing a relative activity (λR ). Relative activity (λR = exp



µ∗ −µ∗sat
T∗



is essentially a measure of chemical potential (µ∗ ) relative to saturation chemical potential (µ∗sat ). T ∗ is the temperature of system in the lattice model. Based on the
chemical potential we calculate the pressure (P ∗ ) and density (ρ) of the bulk fluid at
the system temperature (T ∗ ) in accordance with the equations in Sec. 1.8.1.2. Then
we use mean field theory equations which are essentially a set of nonlinear equations
(Sec. 1.8.1.1) describing the equilibrium distribution of fluid in a lattice system at
specific chemical potential (µ∗ ) and external field ({φi }). External field ({φi }) is based
on fluid wall interaction parameter f w which characterizes the interaction strength
of solid sites with neighboring fluid sites.
It is well known that porous materials tend to show hysteresis wherein the state
of the system is dependent on path taken by the system as well as the prior state of
the system. In order to capture the phenomena of hysteresis, we start with a very
low relative activity (λR = 0.005). A relative activity of 1 corresponds to saturation
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of fluid in the bulk. We take steps in relative activity of δλR = 0.005, at each step
we use the equilibrium density distribution of previous step as initial solution. When
we reach the relative activity of 1.0 we start reducing the relative activity in steps of
δλR = 0.005, ultimately reaching the initial state of λR = 0.005. This allows us to
capture the phenomena of hysteresis as seen in experimental isotherms.

6.4

Normalizing the density for comparison with experiment

The experimental observations, as provided to us by our collaborators, for an
adsorption/desorption isotherm were in the form of volume of fluid adsorbed in the
monolith at a certain relative pressure of the fluid. Mean field theory calculations
provide a density distribution of fluid inside the monolith. Average density is calculated from the density distribution of fluid inside the dashed region as shown in Fig.
6.1. In order to obtain a normalized quantity which indicates amount of fluid present
in the pore, we normalize experimental data with volume of fluid at the upper closure
point of hysteresis. We do the same for the average density obtained through mean
field theory calculations. We call this normalized quantity as normalized density and
we will use this as basis of our discussion in the results. It will also help us highlight
the fact as to why mean field theory is necessary if we want to clearly understand the
nature of adsorption/desorption phenomena in disordered silica monoliths.

6.5

Results

In order to study density distribution of fluid, in the monoliths, which actually
resembles what must be present during experimental studies, we must make sure that
isotherms from mean field theory calculations should have qualitative resemblance
to experimental isotherms. We identified three parameters in mean field theory of
importance which allow us achieve this objective.
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• Ratio of length scales As we increase the lattice dimension, we are essentially
reducing the number of lattice sites and thus increasing confinement effect. This
leads to higher densities at the same relative pressure as shown in Fig. 6.2. Also,
as the lattice dimensions are increased hysteresis shifts to lower relative pressure
due to increased confinement.
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Figure 6.2. Isotherms from lattice model for KN2225 (θ = 0.57) at various lattice
dimensions. T ∗ = 0.9,f w = 3.0

• Temperature scale Critical temperature of lattice model is T ∗ = 1.5. Measurements for the experimental isotherms were conducted at 77.3 K which is
0.6 of critical temperature of nitrogen [119]. We used it to appropriately define
a temperature of lattice model to be 0.9 in relation to its critical temperature.
As we increase the temperature of lattice model we reduce the confinement effect. Increased temperature leads to widening and shifting of hysteresis towards
lower relative pressure (Fig. 6.3). Also, temperature does not have significant
effect on the low relative pressure fluid density distribution corresponding to
initial monolayer formation.
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Figure 6.3. Isotherms from lattice model for KN2225 (θ = 0.57) at various lattice
temperatures (T ∗ ). Lattice dimension = 0.875,f w = 3.0

• Fluid-wall interactions Primary thermodynamic parameter affecting confinement of fluid in lattice model is fluid-wall interaction (f w ). Confinement increases with increase in f w . As we increase f w , the density of fluid at lower
relative pressures increases (Fig. 6.4). Position of hysteresis is not significantly
affected by change in f w .
After investigating the effect of model parameters on equilibrium adsorption and
desorption , we found that a good qualitative agreement can be achieved by uniformly
reducing the fluid-wall interaction across all silica morphologies to two times the
fluid-fluid interactions. The lattice temperature scale of 0.9 which corresponds to the
experimental temperature scale of 77K works well.
If we observe the pixel dimensions in Table 6.1, we find that the three silica monoliths have different pixel dimensions. But the material from which these monoliths
have been synthesized is same. Thus it is important for us to realize that the lattice
dimension for the lattice model of these monoliths should be uniform along with fluidwall interaction. In regards to the lattice dimensions we found that a uniform lattice
dimension of 1.167 is required to obtain good qualitative agreement. The number
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Figure 6.4. Isotherms from lattice model for KN2225 (θ = 0.57) at various fluid-wall
interactions (f w ). Lattice dimension = 1.167, T ∗ = 0.9

of lattice sites in the lattice model with lattice dimensions are shown in Table. 6.2.
The isotherms and density distributions shown in Fig. 6.5,6.6,6.7 are based on these
lattice models.
Table 6.2. Lattice model for silica monoliths
Name Dimensions in lattice sites
KN2225
235×235×190
KN2227
232×232×190
KN2229
271×271×150

Lattice dimension
1.167
1.167
1.167

Isotherms for silica monolith with void fraction of 0.57 (KN2225) (Fig. 6.5(a))
from both experiments and lattice model show a gradual increase in normalized density as the relative pressure is increased. Also, the hysteresis in this system is not
sharp agreeing with low porosity of the system. With the help of lattice model we can
look at the distribution of fluid inside the silica monolith. The density distributions
are shown for x-y plane which is z = 95 in silica monolith. The dark gray region in the
density distributions corresponds to solid sites. The light gray region corresponds to
fluid site which have low density vapor or are empty. The blue color regions indicate
lattice site with high density fluid or condensed fluid. Each density distribution is
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an equilibrium state at a specific relative pressure of fluid in the bulk (Prel ). For
KN2225 monolith at low Prel , the density of fluid is low and fluid is forming monolayer on solid walls in the monolith (Fig. 6.5(b)). As Prel increases, the density of
fluid increases along with condensation in parts of the monolith (Fig. 6.5(c),6.5(d)).
At near saturation conditions of bulk fluid, monolith is completely filled condensed
as seen in the plane shown in Fig. 6.5(e) but there may be regions not seen in the
Fig. 6.5 with absence of condensed fluid. At this point when the Prel is reduced, the
density of fluid now reduces much more slowly as compared to the case when we were
increasing Prel and this leads to hysteresis as seen in Fig. 6.5(f),6.5(g),6.5(h). Upon
further reduction of Prel , system returns back to its initial low density states (Fig.
6.5(i)).
Isotherms for KN2227 (θ = 0.64) and KN2229 (θ = 0.70) silica monoliths are
shown in Fig. 6.6 and 6.7 respectively. Isotherms for the two systems show steep
changes in density corresponding to hysteresis and condensation of fluid. This is indicative of larger porosity compared to KN2225 (θ = 0.57). The density distributions
for the two monoliths are shown for x-y planes at z = 95 and 75 respectively.

6.6

Conclusions

The mesoporous structure of the silica monoliths was determined by our experimental collaborators using electron tomography. They generated 3-dimensional volumetric images of the morphology of the monolith. The morphology was mapped on
to lattice model for equilibrium adsorption and desorption studies with lattice model.
We have shown an implementation of mean field theory to a real disordered porous
structure. We have generated lattice models of disordered structures. We have been
able to identify and compare quantities from experimental results with calculations
from the lattice model. We have identified critical thermodynamic parameters in
lattice model necessary to achieve good qualitative agreement between the model and
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(a) KN2225 (θ = 0.57)

Figure 6.5. Comparison of isotherms from lattice model and experimental studies
for KN2225 with Lattice dimensions = 1.167, T ∗ = 0.9 and f w = 2.0. (b)→(e)
Density distribution of fluid inside the monolith for mid-Z plane during adsorption
(f)→(i) during desorption
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(a) KN2227 (θ = 0.64)

Figure 6.6. Comparison of isotherms from lattice model and experimental studies
for KN2227 with Lattice dimensions = 1.167, T ∗ = 0.9 and f w = 2.0. (b)→(e)
Density distribution of fluid inside the monolith for mid-Z plane during adsorption
(f)→(i) during desorption
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Figure 6.7. Comparison of isotherms from lattice model and experimental studies
for KN2229 with Lattice dimensions = 1.167, T ∗ = 0.9 and f w = 2.0. (b)→(e)
Density distribution of fluid inside the monolith for mid-Z plane during adsorption
(f)→(i) during desorption
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the experimental isotherms. We demonstrated the effect of each individual parameter
on the lattice model. We have also demonstrated a method to generate lattice models
with different lattice dimensions and effect of the lattice dimensions on confinement
in lattice model.
With the combined understanding of the thermodynamic and geometric parameters of the lattice model, we were able to achieve good qualitative agreement between the isotherms from experiments and those generated using the model. We also
demonstrated the ability of the model to investigate the density distribution of the
fluid inside the monoliths.
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CHAPTER 7
SUMMARY & FUTURE OUTLOOK

The aim of this study was to investigate transport phenomena in ordered and
disordered mesoporous systems. The complexity in the description of transport phenomena results from the combination of phenomenon such as Knudsen diffusion, surface adsorption and capillary condensation. We applied dynamic mean field theory to
understand the transport under conditions with slight deviation from equilibrium as
well as under conditions with large deviation from equilibrium. We studied systems
with pure component and binary mixture. We used DMFT to model processes of
practical importance such as permporometry which is used for determination of pore
size distribution and VOC recovery where volatile organic compounds are separated
from their mixture light gases. In permporometry we found an unusual transport
phenomenon wherein maximum flux of the light component was present in the layer
adjacent to the strongly adsorbed layer of heavy component on the pore wall, as
opposed the common intuition of middle of the pore. The study of VOC recovery
process for different surface chemistry and pore structures provided an understanding
of the role of capillary condensation in the separation efficiency. We also investigated
nonequilibrium steady states wherein the capillary condensation is confined to high
pressure side of the system. We studied the density and velocity profiles to understand the origins of enhanced transport associated with capillary condensation. The
primary reason for pursuing DMFT was its ability to provide thermodynamically
accurate description of phenomena surface adsorption and capillary condensation in
computationally efficient manner. We evaluated the ability of DMFT to describe
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transport during the dynamics of system from one equilibrium state to another equilibrium by comparing it with a more fundamental nonequilbirum molecular simulation
technique, dual control volume grand canonical molecular dynamics. We investigated
the effect of various parameters such as the length of the pore on the formation of
single or multiple bridges during the dynamics. We also used DCV-GCMD to investigate the discrepancy in the description of transport of a pure component under
nonequilibrium conditions by DMFT as opposed to the description provided by the
experiments. We studied adsorption and desorption as described by mean field theory
in disordered mesoporous silica monoliths reconstructed from experimentally synthesized silica. We performed parametric studies to obtain good agreement between the
isotherms from experiments and those generated from mean field theory calculations.
During our study of pure component systems under nonequilibrium conditions,
we attempted to identify thermodynamic conditions which would allow for the existence of capillary condensation confined to the high pressure side of the system. We
were able to narrow down parameter space but were unable to device a specific rule
which would provide exact predictions of the required conditions. An attempt in the
direction would be beneficial both as a fundamental research exercise as well as an
aid in designing processes nonequilibrium processes for mesoporous membranes in the
industry.
In most cases of study of transport with DMFT, we have used simple slit pore
which is an appropriate starting point. Now that we have good qualitative description
of the transport, we believe it is prudent to study more realistic systems such pore
networks and disordered mesoporous systems under nonequilibrium conditions. It
will be really interesting to look at the description of transport by DMFT in case of
a system with distribution of pore sizes rather than a single pore size. The networks
similar to those studied by Edison [120], would be a good first step in the direction.
An attempt at more realistic systems under nonequilibrium conditions can be made
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by studying silica monoliths under nonequilibrium conditions. Although such studies
would require a lot of effort in terms of optimization of computational implementation
of DMFT but we believe that the results would very enlightening.
We have applied DCV-GCMD to pure component systems and as a result gained
a great insight into the microscopic details of transport. Although computationally
expensive, DCV-GCMD is an excellent technique to answer questions about transport
where DMFT falls short. The application of DCV-GCMD to the mesoporous system
with binary mixture under equilibrium and nonequilibrium conditions can provide
details which can help us understand the nature of separation process in VOC recovery
in much greater detail.
The determination of equilibrium isotherm with mean field theory in good agreement with experiments for silica monoliths allows us access to equilibrium density
distributions in the lattice model based on the morphology of the monoliths. It provides a great opportunity for a detailed analysis of 3-D density distributions of fluid
in the monoliths to our collaborators to understand the presence of phenomena such
as cavitation. We are also interested in performing nonequilibrium simulations on
this disordered system using the dynamic mean field theory which would allow for investigation for transport phenomena in much more detail in these disordered systems.
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APPENDIX A
IMPLEMENTATION OF DMFT FOR VARIOUS
PROBLEMS AND ASSOCIATED SUBTLETIES

The application of DMFT to equilibrium or nonequilibrium systems requires enforcement of boundary conditions appropriately. The boundary conditions are enforced by setting up density and chemical potential in lattice sites present in control
volume. The density and chemical potential being set up in control volume depend
on the bulk conditions which are required to be emulated in the respective control
volume.
There are two control volumes in DMFT problem set up as shown in Fig. 2.1.
The problem to solved using DMFT can be an equilibrium or nonequilibrium. The
equilibrium problem is a special case of nonequilibrium problem when the boundary
conditions required in both control volume 1 and control volume 2 are same. Thus,
we will discuss a setup for a nonequilibrium problem where the two control volumes
require different boundary conditions.
A length of 1 lattice site is sufficient for a control volume. There should be no
periodicity for the system in the x-direction. Any periodicity would force an interaction between two control volumes with different bulk conditions which is undesirable.
Apart from setting up density and chemical potential, it is also important to enforce
the boundary condition in terms of energy of site i (Ei ). To illustrate this point we
can derive the energy of a lattice site with bulk fluid from Eq. 1.13 and 1.5.


ρi
Ei = µi − kT log
1 − ρi
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(A.1)

µi is the chemical potential at site i which for boundary conditions would correspond
to bulk chemical potential µ. ρi is the density of site i which again for boundary
conditions would correspond to bulk density ρb . We know that setting up boundary
conditions means constant µ and ρb . This implies


ρb
Ei = µ − kT log
1 − ρb


(A.2)

Since the right hand side of the Eq. A.2 is fixed for a control volume, we must also
fix the left hand side for the control volume. This implies that energy of lattice sites
in a control volume must also be fixed for an implementation of DMFT.
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APPENDIX B
NONEQUILIBRIUM MOLECULAR DYNAMICS : HOW
TO DECIDE APPROPRIATE PARAMETERS?

Nonequilibrium molecular dynamics used in this study is dual control volume
grand canonical molecular dynamics (DCVGCMD) which is a combination of grand
canonical Monte Carlo (GCMC) and molecular dynamics. It attempts to mimic
experimental conditions where there is bulk which acts as inlet / outlet while the
system of interest for transport phenomenon is separate from bulk. Thus, there
are three parts to DCVGCMD (1) GCMC aimed at maintaining the properties in
bulk (2) Molecular dynamics aimed at accurately representing realistic transport (3)
Transition between GCMC and molecular dynamics such that it has minimal effect on
the transport. The parameters for each part of the simulation must be chosen carefully
to obtain most physically reasonable and accurate nonequilibrium transport.
GCMC provides for a mechanism to add or remove atoms from the control volume in order to maintain desired target density and chemical potential. An important
parameter here is the number of attempted creations and destructions of atoms. If
we attempt very few creations and destructions in comparison to number of atoms
required to maintain the target properties of control volume, it might result in a
density and chemical potential lower than prescribed and thus incorrect transport
phenomenon. On the other hand , if we use much large number of creations and
destructions compared to number of atoms required to maintain target properties,
we will get correct transport but the simulation would become computationally expensive.
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An important parameter in the simulation is how often GCMC is invoked or how
many molecular dynamics timesteps are completed before invoking GCMC. In order
understand this concept please refer to Fig. 5.3(a). Lets assume GCMC control volume at lower value of x-coordinate has higher chemical potential in comparison to the
GCMC control volume with higher value of x-coordinate. This would imply a flow
of fluid atoms in the positive x direction. Fluid atoms would move from the control
volume at lower x-coordinate into the buffer region and then into the slit pore. This
movement is only possible during the molecular dynamics phase of the system. Also,
its important to note that an atom added by GCMC is assigned a speed from the
Maxwell-Boltzmann distribution of speeds corresponding to the system temperature.
The molecular dynamics phase of the DCV-GCMD would provide some velocity for
the movement of the fluid atoms from the control volume at lower x-coordinate towards the buffer region. If there are too few molecular dynamics timesteps before
the next GCMC phase, the fluid would not have escaped into the buffer region. During the next GCMC phase, control volume would be reset with a new set of fluid
atoms. Thus, very few fluid atoms would escape into the buffer region if there are
very few molecular dynamics time steps between consecutive GCMC phases. This
would create a region of low density in the buffer region and slit pore would be in
contact with a region of low chemical potential inspite of GCMC working correctly.
On the other hand, if there are too many timesteps between two Monte Carlo cycles,
too many fluid atoms would escape to the buffer region before the GCMC phase is
able to replenish the control volume. Hence, the control volume would be unable to
maintain target bulk properties during one complete molecular dynamics phase. This
would again result in a situation where slit pore would be in contact with a reservoir
with lower chemical potential then the target.
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