Abstract-The following routing problem in a queueing system with non-classical information structure is investigated in discrete time. A service system consists of two service stations and two controllers; one controller is affiliated with each station. Each station has an infinite size buffer. The service stations provide the same service with identical Bernoulli(µ) service time distributions and identical holding costs. Customers requiring service arrive at one of the service stations. The processes describing the two arrival streams are independent Bernoulli(λ). At any time, a controller can route one of the waiting customers in its own service station to the other service station. Each controller knows perfectly the workload in its own station. Furthermore, it observes perfectly the arrival stream to its own station as well as the arrivals due to customers routed from the other service station. The structure of the controllers' routing policies that minimize the total expected holding cost is determined. Under certain conditions on the initial workload at each station, the controllers' optimal routing policies are explicitly determined.
I. INTRODUCTION
Optimal routing policies in parallel queueing systems have been extensively investigated under centralized information; see, for instance, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] when information is perfect and [14, 15] when information is imperfect, and references therein.
Routing to parallel queues under decentralized information arises in many large-scale technological systems such as communication, transportation and sensor networks. Currently, there are virtually no results on the nature of optimal policies for this class of problems. An exception is [16] where a routing problem with a one-unit delayed sharing information structure is investigated. A heuristic approach to routing in parallel queues with decentralized information appears in [17] .
In this paper we investigate a routing problem in a simple queueing system with non-classical information structure. We consider a service system consisting of two service stations with associated infinite size buffers, operating in discrete time. The service stations provide the same service with identical Bernoulli(µ) service time distributions and identical holding costs. Customers requiring service arrive at one of the service stations. The processes describing the two arrival streams are independent Bernoulli(λ). One controller is affiliated with each station. At any time, a controller can route one of the customers waiting in its own service station to the other service station. Each controller knows perfectly the workload in its own station. Furthermore, it observes perfectly the arrival stream to its own station as well as the arrivals due to customers routed from the other service station. We study the nature of routing polices that minimize the total expected holding cost. We show that the routing problem has a control sharing information structure (see [18] ), and determine the structure of optimal routing policies for arbitrary initial queue length distributions. We explicitly determine an optimal routing policy when both stations initially have the same number of customers in their respective queues.
The rest of the paper is organized as follows. In Section II we present the model for the queueing system and formulate the decentralized routing problem. In Section III we present structural results for optimal policies. In Section IV, we determine an optimal policy for the routing problem with an initial constraint on the queue lengths. We discuss our results and conclude in Section V.
Notation
Random variables (r.v.s) are denoted by upper case letters, their realization by the corresponding lower case letter. In general, subscripts are used as time index while superscripts are used to index service stations. For time indices t 1 ≤ t 2 , X t1:t2 is the short hand notation for (X t1 , X t1+1 , ..., X t2 ). For a policy g, we use X g to denote that the r.v. X g depends on the choice of policy g. P (·) is the probability of an event, E(·) is the expectation of a r.v.. For a policy g, P g (·) and E g (·) denote that the probability and expectation, respectively, depend on the choice of g.
II. SYSTEM MODEL AND PROBLEM FORMULATION
The queueing/service system shown in Figure 1 , operates in discrete time over a finite horizon T . The system consists of two service stations/queues, Q 1 and Q 2 with infinite size buffers. Controllers C 1 and C 2 are affiliated with queues Q 1 and Q 2 , respectively. Customers arrive at Q i , i = 1, 2,
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The controllers' decisions/control actions U i t are generated according to
where 
The holding cost incurred by the customers present in Q i at time t is c t (X i t ), i = 1, 2, where c t is a convex and increasing function. The objective is to determine routing policies g = (g 1 , g 2 ), where
and g i t is of form given by (6) , so as to minimize
III. STRUCTURAL RESULTS For the routing problem formulated above, the state of subsystem i, i = 1, 2, consisting of Q i and controller C i , at time t is defined to be
The holding cost at time t, t = 0, 1, ..., T − 1 can be written as
Note that the total expected holding cost due to (10) is equivalent to the total expected holding cost defined by (8) since
With the above definitions of system state and instantaneous holding cost, we have a dynamic team problem with nonclassical information structure where the common information between the two controllers at any time t is their decisions/control actions up to time t − 1. This information structure is the same as in [18] . Therefore, the following properties hold. Property 1: For each t, and any given g
Proof: Same as that of Proposition 2 in [18] . Property 1 says that the two subsystems are independent conditional on past control actions.
Because of Property 1 and eq. (9), each controller C i , i = 1, 2 can generate its decision at any time t by using only its current local state X i t and past decisions of both controllers. This assertion is established by the following property.
Property 2: For the routing problem formulated in Section II, without loss of optimality we can restrict attention to routing policies of the form
Proof: Same as that of Proposition 1 in [18] . Using the common information approach in [19] , we obtain the following property.
Property 3: For the routing problem formulated in Section II, without loss of optimality we can restrict attention to routing policies of the form
where for i = 1, 2
Proof: Same as that of Theorem 1 in [18] .
IV. SPECIAL CASE WHEN BOTH QUEUES ARE INITIALLY OF EQUAL SIZE
In this section, we consider the routing problem formulated in Section II under the additional condition X 1 0 = X 2 0 = x 0 , where x 0 is arbitrary but fixed, and commonly known.
For any probability mass function(PMF) π on 0, 1, 2, ..., define the upper and lower bound of π's support by
and
respectively. Consider the following policyĝ := (ĝ 1 ,ĝ 2 ). For i = 1, 2,
where
The policyĝ is optimal as stated in the following theorem. Theorem 1: When X 1 0 = X 2 0 = x 0 and x 0 is common knowledge, the policyĝ given by (20) is optimal for the routing problem formulated in Section II. To prove the theorem, we develop two lemmas.
Lemma 1:
at every time t, where 
From (28) (23)) we have
Consider a realization such that (LBĝ t − 1) + = a ≥ 0. Since U Bĝ t − LBĝ t ≤ 1, there are three possible values for U Bĝ t + 1: (i) U Bĝ t + 1 = a + 1, (ii) U Bĝ t + 1 = a + 2 and (iii) U Bĝ t + 1 = a + 3. 
Consequently, for i = 1, 2,
Therefore,
(ii) When U Bĝ t + 1 = a + 2, th(Π 1,ĝ t , Π 2,ĝ t ) = a + 1 and X i t , i = 1, 2, take value in {a, a+1, a+2}. Then, for i = 1, 2,
Then,
As a result, for all three cases we have
The proof of the lemma is now complete. Lemma 1 shows that the difference between the highest possible number of customers in Q 1 or Q 2 and the lowest possible number of customers Q 1 or Q 2 is less than or equal to 1 under the policyĝ. This implies thatĝ controls the length of the joint support of PMFs Π 
A direct consequence of Lemma 1 is the following corollary.
Corollary 1: At any time t, we have
Proof: From Lemma 1 we know that at any time t,
Consequently, the corollary holds. As pointed out above, the policyĝ balances the lengths of the two queues. This balancing property suggests that the throughput of the system due toĝ is high and the total number of customers in the system is low. This is established by the following lemma. Lemma 2: Under the assumption X 1 0 = X 2 0 = x 0 , where x 0 is common knowledge, for any policy g of the form described by (15)- (16), we have
where Z 1 ≤ st Z 2 means that the r.v. Z 1 is stochastically smaller than the r.v. Z 2 , that is, for any a ∈ R, P (Z 1 ≥ a) ≤ P (Z 2 ≥ a) (see [20] ). Proof: The proof is done by induction. At time t = 0, X
Suppose the lemma is true at time t. At time t + 1, from the system dynamics (1)- (3) we get, for any g,
Therefore, it suffices to show that
Consider a realization of (X
If
As a result of (60)-(63), we obtain
t and combine it with its own queue length to make routing decisions. Therefore, simple implementation can be done by using the update equations (52)-(53) for the joint support.
The optimal signaling policyĝ attempts to balance the queue lengths of the two service stations. Thus, it has features similar to that of the optimal routing policy of the corresponding centralized problem.
The results of Section IV crucially depend on two assumptions. (i) Each controller can send at any time a customer waiting in its own service station to the other service station; and (ii) X 1 0 = X 2 0 = x 0 and x 0 is common knowledge. If each controller can route a customer to the other queue only at the time of arrival of that customer, then the assertion of Lemma 1 (which is the key result of Section IV) is not ture anymore, and the signaling policyĝ is not necessarily optimal. The explicit form of an optimal signaling policy in this case remains unknown. Nevertheless, we believe thatĝ is still a good routing policy. If X 1 0 = X 2 0 , then the policŷ g is not necessarily optimal for the finite horizon problem. We believeĝ is still a good policy when X 1 0 = X 2 0 and the horizon T is finite. We conjecture thatĝ is optimal for the infinite horizon average cost per unit time problem when X 1 0 = X 2 0 (assuming that the probability of a service completion is larger than the probability of an exogenous arrival, i.e. µ > λ).
ACKNOWLEDGMENT
This work was partially supported by National Science Foundation (NSF) Grant CCF-1111061.
