Block-coordinate descent (BCD) is a popular method for large-scale regularized optimization problems with block-separable structure. However, existing analyses require either a fixed second-order approximation of the smooth part, or restrictions on the subproblem solutions, such as exactness or termination conditions that are difficult to verify except in simple cases. These assumptions essentially confine the quadratic term in the approximation of the smooth part to being diagonal, so the benefits of second-order approximation are mostly lost. Moreover, in contrast to the smooth case, non-uniform sampling has not yet been shown to improve the convergence rate for regularized problems. In this work, we propose an inexact randomized BCD method based on a regularized quadratic subproblem, in which the quadratic term can vary from iteration to iteration (and is thus known as a "variable metric"). We provide a detailed convergence analysis. When specialized to the non-regularized case, Nesterov's proposal to improve convergence rate by sampling proportional to the blockwise Lipschitz constants is covered in our framework. Empirical results also show that significant benefits are attainable when a variable quadratic term is used in the subproblem, rather than a fixed term.
Introduction
We consider the following regularized convex minimization problem:
where f and g are both convex, f is Lipschitz-continuously differentiable, and g is extended-valued, proper, closed, and block-separable, but possibly nondifferentiable. We assume F is lower-bounded and the solution set Ω is non-empty. For simplicity, we will assume x ∈ R n , but our methods can be applied to matrix variables too. We decompose x ∈ R n into N blocks such that x = (x 1 , x 2 , . . . , x N ) ∈ R n , x i ∈ R ni , n i ∈ N,
and assume throughout that the function g can be decomposed into g(x) = N i=1 g i (x i ), with all g i convex. Many regularized empirical risk minimization (ERM) problems in machine learning have this structure with n i > 1 for all i, see, for example, [26, 12, 3, 7, 22, 8] . For the block-separability of x, we use the column submatrices of the identity denoted by U 1 , . . . , U N , where U i corresponds to the indices in the ith block of x. Thus we have
We assume throughout this work that in addition to the Lipschitz continuity for the whole ∇f , the gradient is also blockwise Lipschitz continuous with constants L i > 0 for all i.
We consider randomized block-coordinate-descent (BCD) methods to optimize (1) . Moreover, we define subproblems with varying quadratic terms, and use possibly non-uniform sampling to select which blocks to update at each step. Significantly, in order to accommodate general quadratic terms and complicated regularizers g i , we also allow inexactness in computation of the update step.
The kth iteration of the "exact" version of our approach proceeds as follows. Given the current iterate x k , we pick a block i, according to some discrete probability distribution over {1, . . . , N } and minimize a quadratic approximation of f plus the original g, restricted to block i, to obtain the update direction d k i . That is,
where
is the subvector of ∇f (x k ) that corresponds to the indices in block i, H k is some positivedefinite matrix that can change over iterations, and H k i ∈ R ni×ni is the ith diagonal block of H k . (The subscript i refers to block index rather than coordinate index.) A backtracking line search along d k i is then performed to determine the step. We denote the objective in (4) by Q k i (·), or by Q i when discussing the internal workings of some iteration k.
Stochastic methods of this type have been discussed in existing works [13, 19, 5] , but under various assumptions that may be impractical for some problems. [13] require the prior knowledge of the component-wise Lipschitz constants, and assume that (3) is solved to optimality, which is usually possible only when g i possess some simple structure and H k is diagonal. [19] restricts H k to be fixed over iterations. Its extension [5] is close to our framework, but their subproblem termination condition may be expensive to check except for specific choices of g (as they point out). By contrast, we aim for more general applicability by requiring only that (3) is solved inexactly, in a sense defined below in (5) . Moreover, these works consider only uniform sampling for the regularized problem in which g ≡ 0. 1 Since [13] showed possible advantages of non-uniform sampling in the non-regularized (smooth) case, we wish to consider non-uniform sampling in the regularized setting too. This paper contributes both to theory and practice. From the practical angle, we extend randomized BCD for regularized functions to a more flexible framework, involving variable quadratic terms and line searches, recovering existing BCD algorithms as special cases. Knowledge of blockwise Lipschitz constants is not assumed. We thus develop more practical algorithms, applicable to wider problem classes without prior knowledge of parameters. The theoretical contributions are as follows. 1. For convex problems, our analysis reflects a phenomenon that is widely observed in practice for BCD: fast Q-linear convergence in the early stages of the algorithm, until a modest degree of suboptimality is attained. 2. We show that global linear convergence holds under an assumption weaker than strong convexity.
By combining this fact with the fast rate above, we obtain sharper iteration complexity than existing analyses. 3. Our convergence analysis allows arbitrary sampling probabilities for the blocks; we show that non-uniform distributions can reduce the iteration complexity significantly in some cases. 4. We show that the inexactness of subproblem solution affects the convergence rates in a benign way. It follows that if approximate solutions can be obtained cheaply for the subproblems, overall running time of the algorithm can be reduced significantly. Special cases of our algorithm of diagonal H matches existing analysis for smaller classes of problems, showing that for (1), with the additional information of blockwise Lipschitz constants, sampling with probability proportional to the value of these constants L i , enjoys the same improvement of the convergence by a factor of L max /L avg , where L max := max i L i , L avg := N i=1 L i /N , and L min := min i L i , over uniform sampling, a novel result in the regularized setting (1), to our knowledge.
Algorithm 1 An Inexact Variable Metric Block Coordinate Descent Method for (1)
1: Given β, γ ∈ (0, 1), η ∈ [0, 1), and x = x 0 ∈ R n ; 2: for k = 0, 1, 2, . . . do
3:
Pick a probability distribution p 1 , . . . , p N > 0, i p i = 1, and sample i accordingly; 4: Compute ∇ i f (x) and choose a positive-definite H i ; 5: Approximately solve (3) to obtain a solution d i satisfying (5); 6: Compute ∆ i by (7) , α i ← 1; 7: while (6) is not satisfied do 8: α i ← βα i ; 9: end while 10:
We introduce our assumptions and the proposed algorithm in Section 2. Section 3 provides detailed convergence analysis. The special case of traditional BCD with the extension of non-uniform sampling is studied in Section 4. We then discuss related works in Section 5. Computational results are shown in Section 6 with some concluding remarks in Section 7.
Proposed Algorithm
We consider the case in which (3) is too difficult to be solved in closed form, so it must be solved inexactly by an iterative method, such as coordinate descent, proximal gradient, or their accelerated variants. We assume that d k i is an η-approximate solution to (3) for some η ∈ [0, 1) fixed over all k and all i, satisfying the following condition:
We do not necessarily need to know η or to verify this condition explicitly; we merely need to know that such a value exists to ensure convergence. For example, if the algorithm used to solved (3) has global linear convergence, and if we run this method for a fixed number of iterations, then we know that (5) is satisfied for some η, even if we do not know the exact value of η explicitly. Further discussions on how to achieve this condition can be found in, for example, [1, 10] . Our analysis can be extended easily to variable, adaptive choices of η, which might lead to better iteration complexity, but for better interpretability and simplicity, we fix η for all k in the discussion below.
Our Method
In each iteration of our algorithm, a block i is chosen according to some discrete probability distribution over {1, 2, . . . , N }, with probabilities p 1 , p 2 , . . . , p N > 0. For the selected block i, we compute ∇ i f , and choose a positive-definite H i , thus defining the subproblem (4). The selection of H i is application-dependent, but in most cases, the (generalized) Hessian, its quasi-Newton approximation, and its diagonal entries are obvious choices. We then find an approximate solution to (3) that satisfies (5) for some η ∈ [0, 1).
After obtaining d i , we conduct a backtracking line search, as in [21] , and require a sufficient decrease condition to hold. Given β, γ ∈ (0, 1), we let α i be the largest value in {1, β 1 , β 2 , . . . } such that
Our algorithm is summarized in Algorithm 1.
Convergence Analysis
Our convergence analysis extends that of [10] , which can be considered as a special case of our framework with N = 1 blocks. Nontrivial modifications are needed to allow for multiple blocks and non-uniform sampling. The following result about lower bound on the step size tracks [10, Corollary 4] . Lemma 3.1. If the ith block is selected, H i m i for some m i > 0, and (5) holds, then we have
Moreover, the backtracking line search procedure in Algorithm 1 terminates finitely with a step size lower bounded by
The boundα i in (9) is a worst-case guarantee. For properly selected H i (for example, when H i includes true second-order information about f confined to the ith block), the steps will usually be closer to 1.
We define the local strong convexity condition proposed by [10] required for showing global linear convergence of Algorithm 1 in our analysis. Definition 3.2. Given any function F whose minimum F * is attainable, and for any x, define P Ω (x) as the projection of x onto the (convex) solution set Ω. We say that F satisfies the optimal set strong convexity condition with parameter µ ≥ 0, if for any x and for any θ ∈ [0, 1], the following holds.
The following technical lemma is crucial for both the convergence rate proofs and for motivating the choice of p i , i = 1, 2, . . . , N . Lemma 3.3. If f and g are convex and F satisfies (10) for µ ≥ 0, then for any x, matrices H i 0, probability distribution {p i } > 0, and step sizes {α i } > 0, by defining
we have that for Q i defined by (4) with the given H i , the following holds for all τ ∈ [0, 1] and all θ such that 0 ≤ θ ≤ α i p i , i = 1, . . . , N :
By positive-definiteness of H, (6) implies that
Thus Lemma 3.3 can be applied to the right-hand side of this bound to obtain an estimate of the decrease in F over the current step. Now we are ready to state the iteration complexity results. For the case of general convex problems, we make the additional assumption that the level sets of F are bounded. Given any x 0 , we define
We obtain the following iteration complexity result by combining Lemma 3.3 with some techniques extended from [10] . Theorem 3.4. Assume that at every iteration of Algorithm 1, H k is chosen such that
for some M i ≥ m i > 0 for all i. We can then computeα i > 0, i = 1, . . . , N from (9). Given any proper probability distribution {p i } > 0 fixed over iterations, we have the following.
, the convergence rate of the expected objective value is Q-linear:
2. For any k ≥ 0, the expected objective follows a global sublinear convergence rate
where the expectation is over the block selection up to the kth iteration.
The first part of Theorem 3.4 has been observed frequently in practice, and some restricted special cases without a regularizer has been discussed in the literature [9, 24] . However, to our knowledge, this is the first time that a theoretical proof for BCD-type methods on general regularized problems (1) is given. We can see from Theorem 3.4 that in this case the optimal probability distribution for the iteration complexity is
It is possible to replaceα i with the infimum of the real α i 's up to the current iteration to obtain sharper rates. Note that although in Algorithm 1, p i can change over iterations, we fix the probability over iterations for more succinct analysis, possibly sacrificing some sharper convergence rates.
Next, for problems satisfying (10) with µ > 0, we have a faster convergence result. Theorem 3.5. If F satisfies (10) with some µ > 0, then at the kth iteration of Algorithm 1, we have
For problems on which Theorem 3.5 holds, Theorem 3.4 is also applicable, and the early linear convergence rate is significantly faster than the global one from Theorem 3.5. Thus, we can sharpen the global iteration complexity for problems satisfying (10) with µ > 0 by combining Theorems 3.5 and 3.4. The resulting complexity is therefore tighter than existing results from global linear convergence rates.
Note too that with knowledge of α i and H k i , we could in principle minimize the expected gap E F x k+1 − F * x k by minimizing the denominator in the right-hand side of (15) with respect to p i over p i > 0 and i p i = 1. (This is not generally a practical proposition except in the special cases discussed below.)
The results Theorems 3.4 and 3.5 suggest that larger step sizes α i lead to faster convergence. When H i incorporates curvature information of f , we tend to have much larger step sizes than the lower bound predicted in Lemma 3.1, and thus the practical performance of using the Hessian or its approximation usually outperforms using a multiple of the identity as H i .
Special Case: Traditional Randomized Exact BCD
We now discuss how to extend Nesterov's result [13] for the non-regularized case (g ≡ 0) to the regularized problem (1), using results in Section 3. In that case, the update for the ith block is −∇ i f (x)/L i , which can be viewed as either the solution of
with unit step size, or as the solution of
with step size 1/L i . In this section, we do not use backtracking; an appropriate choice for α i is available without performing this part of the algorithm, given the additional knowledge of L i .
Both viewpoints above result in the same update in the non-regularized case, but with the presence of g in (1), the two interpretations lead to different updates rules. We first use a more general setting to show that both approaches achieve a guaranteed degree of function value decrease. Lemma 4.1. If the ith block is selected, and H i
We assume without loss of generality that L i ≥ 1 for all i, so that for H = I we can directly apply α i = 1/L i . (This assumption can be satisfied via scaling the whole problem by a constant factor L −1 min .) With the help of Lemmas 3.3 and 4.1, we can now discuss the iteration complexities of randomized BCD with different sampling strategies. We first consider the interpretation of unit step size, for the case in which (10) holds for some µ > 0. Corollary 4.2. For problems satisfying (10) with µ > 0, if H i = L i I, α i ≡ 1, and (5) holds at every iteration for some η ∈ [0, 1), then the iteration complexity for reaching an -accurate solution is:
The strategy (17) is referred to as "Lipschitz sampling" from now on. When η = 0, the rates above match the result in [13] for the non-regularized case with the same sampling strategies, if we interpret their result in the Euclidean norm. Therefore, our result here can be viewed as an extension of Nesterov's analysis for Lipschitz sampling to the regularized problem (1).
We next prove a general result, considering both the case in which (10) holds for some µ > 0 and the general convex case, considering both uniform and Lipschitz sampling, and considering the steplength 1/L i . This can again be viewed as an extension of the sampling strategy in [13] to regularized problems (1). Corollary 4.3. Let H k ≡ I, for all k, and suppose that α i = 1/L i , i = 1, 2, . . . , N , and (5) holds for some η ∈ [0, 1). Then 1. If F is convex, for p i = 1/N we have (a) When F (x k ) − F * ≥ R 2 0 , the convergence of the expected objective value is Q-linear:
(b) For any k ≥ 0, the objective follows a global sublinear convergence rate
2. If F satisfies (10) for some µ > 0, then for p i = 1/N we have
3. With p i chosen from (17), results in the previous two parts hold, with N L max improved to N L avg .
It is clear that no matter whether (10) holds, in terms of convergence rate, the bounds indicate a potential speedup of L max /L avg when (17) is used.
Related Works
One of the (serial, deterministic) algorithms considered in the recent report [10] is a special case of Algorithm 1 with only one block (N = 1). The technique for measuring inexactness is borrowed from [10] , but our extension to stochastic BCD and arbitrary sampling probabilities is nontrivial, requiring novel convergence analysis. Moreover, our BCD algorithm is empirically much faster for certain problems.
The case in which (3) is solved exactly is discussed in [21] . This paper uses the same boundedness condition for H k as ours, and the blocks are selected either under a cyclic manner (with an arbitrary order), or a Gauss-Southwell fashion. For the cyclic variant, The convergence rate of the special case in which Q forms an upper bound of the objective improvement is further sharpened by [17, 11] . The relaxation to approximate subproblem solutions, with an inexactness criterion different from ours, is analyzed in [2] . In the latter paper, the coefficients in their convergence rates are unclear, only linear or a certain type of sublinear convergence is shown, the relation between convergence rates and either the measure of inexactness or the choice H k is unclear. We note to that the cyclic ordering of blocks is inefficient in certain cases: [18] showed that the worst case of cyclic BCD is O(N 2 ) times slower than the expected rate for randomized BCD.
The Gauss-Southwell variant discussed in [21] can be extended to the inexact case via straightforward modification of the analyses for inexact variable-metric methods in works such as [10, 16, 6, 1] , giving results close to what we obtain here with uniform sampling. It might be possible to utilize techniques for single-coordinate descent in [14] to obtain better rates by considering a norm other than the Euclidean norm, as was done in [15] , but this is beyond the scope of the current paper.
Randomized BCD for the non-regularized case of g ≡ 0 in (1) was first analyzed in [13] . That paper uses a quadratic approximation of f that is invariant over iterations, together with a fixed step size. Since it is relatively easy to solve the subproblem to optimality in the non-regularized case, inexactness is not considered. The sampling strategy of using the probability p i = L α i / j L α j for any α ∈ [0, 1] was analyzed in that work. The two extreme cases of α = 0 and α = 1 correspond to uniform sampling and (17), respectively. The ith block update is d i = −∇ i f (x)/L i , so we obtain from blockwise Lipschitz continuity that
This bound suggests that if we use p i = 1/N , the complexity will be related to N L max , whereas when p i is proportional to L i , the complexity is related to the smaller quantity N L avg (consistent with our discussion in Section 4). In [27] , this result is extended to the special case of the dual of regularized ERM, where each g i is strongly convex. Some primal-dual properties of the regularized ERM problems are used in [27] to derive the optimal probability distribution for the primal suboptimality. However, generalization to other classes of problems is unclear. Our analysis fully extends Nesterov's result to regularized problems without assuming any particular primal-dual relations. Moreover, by utilizing known primal-dual relations of regularized ERMs discussed in [4] , the result in [27] for BCD can be obtained from ours.
The paper [19] describes inexact extensions of [13] to (1). This paper uses a different inexactness criterion from ours, and their framework fixes H i over all iterations, and uses small steps based on L i rather than a line search. (Thus, their algorithm requires knowledge of the parameters L i , which is often expensive to calculate when n i > 1.) In the regularized case of g = 0, their algorithm is compatible only with uniform sampling. [5] tries to address the limitations of [19] by allowing variable H i and backtracking line search, but under a different sampling strategy in which a predefined number of blocks is sampled at each iteration from a uniform distribution. Besides this different sampling strategy, the major difference between our algorithm and theirs is that their inexactness condition can be expensive to check except for special cases of g (see their Remark 5) . In summary, our improvements over [5] include (1) a more practical framework that allows general g, (2) nonuniform sampling that may lead to significant acceleration when additional information is available, and (3) sharper convergence rates. 
Computational Results
We now report on the empirical performance of our algorithm. First, we show the advantage of using variable quadratic terms in (3), in comparison with a fixed term. For this purpose, we consider the group-LASSO regularized squared-hinge loss problem defined by
where (a i , b i ) ∈ R n × {−1, 1}, i = 1, . . . , l are the training data points and C > 0 is a parameter to balance the two terms. Each set of five consecutive coordinates is grouped into a single block to form the regularizer. We consider both a variable quadratic term based on the Hessian at the current iterate using Algorithm 1, and the quadratic term fixed to a global upper bound of the Hessian, as considered in [19] . (See details in the supplementary materials.) Other possibilities, such as limited-memory quasi-Newton approximations of the Hessian, may have wider applications, but we omit these for reasons of space. We do not include the approach of [5] in our comparisons, as their subproblem solver inexactness condition can be expensive to check on this problem. The SpaRSA approach of [25] is used to solve the subproblem (3) on the selected block, running 10 iterations each time to obtain an approximate solution. The blocks are chosen uniformly at random. We consider the data sets in Table 1 , downloaded from the LIBSVM website, with C = 1. Results are shown in Figure 1 , where one epoch means N blocks are processed. The advantage of variable over fixed quadratic terms is clear, especially in terms of epochs. Although the per-iteration cost of the variable-quadratic strategy is higher, the gain in iteration complexity is significant enough to cover this cost, leading to drastically reduced running time on all data sets.
We next illustrate the speedup of Lipschitz over uniform sampling using the rather simple LASSO problem [20] . Statistics of the data sets are listed in Table 2 . We test the variants H i = I and H i = L i I, and both uniform and Lipschitz samplings. We present convergence in terms of epochs to compare the iteration complexity difference. The results of Figure 2 
Conclusions
Starting with a strategy for regularized optimization using regularized quadratic subproblems with variable quadratic terms, we have described a stochastic block-coordinate-descent scheme that is well suited to large scale problems with general structure. We provide detailed iteration complexity analysis, and our framework allows arbitrary sampling schemes. Our theory extends theory for a sampling strategy based on blockwise Lipschitz constants for stochastic coordinate descent from the non-regularized setting to the regularized problem (1) . Computational experiments show empirical advantages for our approach.
A Proofs of the General Case
A.1 Proof of Lemma 3.1
The results (8) and (9) follow directly from [10] by considering our problem restricted to the selected block. For completeness, we provide a detailed proof here.
By (5) , we get that for any λ ∈ [0, 1],
Therefore, from convexity of g i , we have that
Therefore,
Let z = 1/(1 − η), we have
To minimize the right-hand side, we set the derivative with respect to λ to zero.
Using the quadratic formula, and the range of λ, we get
Then by using λ = z − √ z 2 − z in (20) , we obtain (8) .
The part of (9) then follows (8) Proof. First note for any block-diagonal matrices A, B, we always have AB = BA. Given any p 1 , . . . , p N > 0, any α 1 , . . . , α N > 0, and any d ∈ R n , letd := APd. We can then obtain by change of variables that
Next, from convexity of f , we have
and from that θ/(α i p i ) ≤ 1 for all i and convexity of g, we get
Finally, from (10),
The desired result (11) then follows directly from combining (21)-(23).
A.3 Proof of Theorem 3.4
We first need the following lemma from [10] .
Lemma A.1 ([10, Lemma 9] ). Assume we have two non-negative sequences {δ t } t≥0 and {λ t } t≥0 , and constants A > 0, c ∈ (0, 1] such that
If λ t = arg min
then we have
• For all t ≥ 0,
With the help of Lemma A.1, we now just need to fit Lemma 3.3 into it. Clearly, the second term in (11) is no larger than zero, and can be safely removed. We can then set θ = min iαi p i after the removal while the range of the right-hand side of (11) remains the same, as now varying τ alone suffices to cover the whole range. We now apply Lemma A.1 with
As both c and A are positive, using the right-hand side of (25) as the new A still makes (24) valid.
The results then follow directly from taking expectation of (12) and applying Lemmas 3.3 and A.1.
A.4 Proof of Theorem 3.5
Proof. From (6) and that H 0, we can apply (12) to get that for any block i selected,
We are now ready to utilize Lemma 3.3. First, to prove (15), we let τ = µ/(µ + P −1 A −1 H θ) to cancel out the last two terms in (11) , and this value of τ is clearly within the range [0, 1]. This together with setting θ = min i α i p i then implies
By combining (27) and (26), we get (15 Proof. Because c i ∈ (0, L i ], the step size α i = c i /L i ∈ (0, 1]. Thus we have from the blockwise Lipschitz continuity of ∇f and convexity of g that
B.2 Proof of Corollary 4.2
As shown in Lemma 4.1, this choice of H i and α i satisfies (12) with γ = 1. Thus the case of uniform sampling is directly obtained from Theorem 3.5 and the known fact that for Q-linear convergence rate of 1 − x with x ∈ (0, 1), the iteration complexity of obtaining an -accurate solution is O(x −1 log(1/ )).
For p i = L i /(N L avg ), we derive a different result from (11) . We first get that P −1 A −1 H = N L avg , and by letting τ = 1/2 and θ = µ/(N L avg ), 2 (11) leads to
The rest then follows the same argument in the proof of Theorem 3.5 to get a Q-linear convergence rate.
B.3 Proof of Corollary 4.3
Proof. From Lemma 4.1 we know that the proof techniques of Theorems 3.4 and 3.5 also apply here. Thus we directly use Theorems 3.4 and 3.5. We simply set H = 1, and use α i = 1/L i to compute the case of uniform sampling first. The probability distribution p i = L i /(N L avg ) is the solution to arg min
C Implementation Details for the Group-LASSO-regularized Problem
Given training points (a i , b i ) ∈ R n × {−1, 1}, i = 1, . . . , l, and pre-specified parameters C > 0, K ∈ N, the group-LASSO regularized squared-hinge loss problem we considered in Section 6 is
The special case of K = 5 gives (18). The Hessian of the smooth part is
where D(x) is a diagonal matrix with
and A := (a 1 , . . . , a l ) T . The block-diagonal part of (29) is used in our variable metric method. For the fixed metric approach, we simply take 2CA T A as the fixed quadratic term, which is always an upper bound for H, and then take its block-diagonal part. To further accelerate the fixed metric approach, we precompute and reuse these fixed block-diagonal entries. On the other hand, H(x) changes with x and is therefore recomputed every time in the variable metric approach.
D More on the traditional exact BCD
It is possible to blockwise scale x by L −1/2 (with L defined as diag(L 1 I n1 , . . . , L N I n N )) so that in the scaled problem, L i ≡ 1, ∀i, and Lipschitz sampling reduces to uniform sampling. A pitfall is that, for problems satisfying (10), the parameter µ changes by a factor of 1/L max under this scaling, so iteration complexity may not improve. Similarly, for general convex problems, R 2 0 as well as F (x 0 ) − F * can also be scaled by the same factor, leading to no convergence improvement. These observations suggest that Lipschitz sampling can still be more preferable for randomized BCD. The following result confirms these observations. Theorem D.1. Consider (1) with ∇f being blockwise L i -Lipschitz continuous. Letx := √ Lx, where L := diag(L 1 I n1 , . . . , L N I n N ). Then (1) is equivalent to
and ∇f is blockwise 1-Lipschitz continuous.
Moreover, updating the ith block ofx for (30) by solving (3) with H i = I and unit step size is equivalent to updating the ith block of x for (1) by solving (3) with H i = L i I and unit step size.
Proof. The equivalence between (1) and (30) is straightforward from that √ L −1x = x. Regarding the blockwise Lipschitz continuous parameters of ∇f , we have
Next, for the different update rules, we show that the generated steps are equivalent. For (30), given anyx, and any i, let the corresponding update direction be d, and defined = √ L i −1 d. The corresponding objective defined in (4) can then be written as
which is equivalent to using L i as H i to construct the sub-problem for (1) . Note thatd directly corresponds to the update for the original x = √ L −1x for (1).
There are two empirical concerns of implementing Lipschitz sampling. The first one is the cost of non-uniform sampling. A naive implementation can easily cost O(n) if it is not carefully designed. Fortunately, there are efficient methods such as [23] for non-uniform sampling such that after O(n) cost of initialization, each time sampling a point from this distribution costs the same as sampling two points uniformly randomly. Note that this is also a reason that a fixed probability distribution over iterations is preferred: changing probability distributions over iterations nullify those efficient methods with O(n) overhead, and thus the sampling of the block can become the bottleneck especially when the update itself is cheap.
The second concern is the cost per iteration is different under different sampling strategies. Especially when the data are sparse, the value of L i may be positively correlated to the density of the corresponding data point. In this case, sampling according to L i may increase the cost per iteration significantly. However, if one can estimate L i and the cost of updating each coordinate in advance, it is not hard to compare the expected cost increase and the expected convergence improvement L max /L avg to decide if non-uniform sampling should be considered.
E More Experiments
In this section, we provide more experimental results not shown in the main text.
To confirm the remark of different cost per iteration between different sampling strategies in Section D, we show the running time comparison of the LASSO experiment in Section 6. Note that the efficient method for non-uniform sampling by [23] is implemented for the Lipschitz sampling approach, so the sampling part accounts for only negligible cost, and the major cost difference is from the average density of the data points sampled. The results are shown in Figure 3 . Although the running time of Lipschitz sampling on the other two data sets are faster than uniform sampling, it is slower on the covtype data set. Note that in the epoch comparison, the Lipschitz sampling approach has the most significant advantage over uniform sampling on covtype. Nonetheless, the extra computational cost per iteration counterbalanced this advantage.
