The Indiana Department of Transportation is committed to reducing vehicle-deer collision incidents on the Indiana Interstate I-80/90 as well as on the other roads. Very few of the studies to reduce vehicle-deer collisions incorporated any sound and complete statistical design. Some states (California, Colorado, Maine, Ontario-Canada, Washington State and Wyoming) have found that the use of wildlife reflectors did not reduce vehicle-deer collisions. However, some other states (British Columbia-Canada, Iowa, Minnesota, Oregon, Washington State and Wisconsin) found that the use of wildlife reflectors did reduce vehicle-deer collisions. The main objective of this experimental study is to evaluate the effectiveness of the Strieter-Lite Reflectors in reducing vehicle-deer collisions. The experimental design uses one-mile long road sections for each combination of reflector colors (red and blue/green), reflector spacing (30 m and 45 m), reflector design (single and dual reflectors), and median (one with and one without reflectors). In this design there are sixteen treatment combinations. A complete set of treatment combinations is called a replicate and the design had two replicates. Two one-mile control sections were placed at each end of each replicate. Data for the peak months of April, May, October and November was used in the data analyses.
IV.

Site Selection and Reflector Installation
Test sites for two replicates were selected randomly with four miles of control sections between the two replicates. The control area between replicates has no reflectors. Reflectors were installed uniformly with respect to the design of experiment.
Treatment combinations were randomized for each replicate. The starting color of the reflector was also randomized. The final layout of the experiment is shown in Tables V.
Data Collection:
The daily number of deer-vehicle collision data collection was started in March 1999 and continued to the end of 2005. The reflectors have been examined, cleaned, repaired or replaced when necessary. The uniformity of the reflectors was very important for the statistical analyses, for this reason, they were maintained during this experimental study.
VI. Data Analysis:
Five years of deer-vehicle incidents per mile have been collected prior to the placement of the wild life reflectors and 1998 data was selected to be used as a covariate in the statistical analyses.
The new collected and past data indicated that the most deer-vehicle incidents occur during the months of April, May, October and November, ( Figure 6 ). The following are possible reasons:
1.
In the first "smaller peak" (April-May) accidents are higher because of fawning. The increased nutritional requirements of raising young cause females to move and feed more often. In addition, the landscape begins to change with the "green-up" of vegetation and subsequent introduction of higher quality food.
2.
In the "larger peak" (October-November) several things are occurring:
a. Males and females are both undergoing behavioral changes induced by the rut (breeding season). The animals are not only more active, but also more brazen and careless.
b. The landscape is changing drastically. Crops are harvested and understory growth dies off as leaves fall. This reduces cover and food availability for deer necessitating greater travel.
c. Hunting season, particularly the end of archery and the firearms season (mid November) sees several hundred thousand hunters take to the field, which causes extensive movement of animals.
For the above stated reasons data from the peak months, i.e. April, May, October and November, were analyzed.
Poisson regression models were found to be suitable for the analysis since the values of the dependent variable, the number of deer-kills, are non-negative integers.
Poisson Regression Model
The Poisson regression model gets its name from the assumption that the dependent variable has a Poisson distribution, defined as follows. Let y be a variable that can only have non-negative integer values. We assume that the probability that y is equal to some number r is given by
where μ is the expected value (mean) of y and r! = r(r-1)(r-2)…(1). Although y can only take on integer value, μ can be any positive number.
As μ gets larger, the Poisson distribution can be approximated by a normal distribution. For the Poisson distribution the mean and the variance are equal.
Expected value of y = E (y) = variance (y) = μ
For a Poisson regression model, the parameter μ depends on the explanatory variables. First, we write μ i with a subscript i to allow parameter to vary across conditions (i=1, 2... n). The standard model expresses μ as a loglinear function of the explanatory (x) variables:
This relationship will make μ greater than zero for any values of the x's or β's. We choose the maximum likelihood method to estimate the parameters of the model, the β's. This is easily accomplished using the SAS (6) Statistical Software with "PROC GENMOD" version 8.0.
When using the Poisson regression modeling, one should be aware of "overdispersion". When count variables often have a variance greater than the mean, this is called overdispersion. Overdispersion can occur when there are explanatory variables that are omitted from the model, (Overdispersion can lead to underestimates of the standard errors and overestimates of chi-square statistics.
What can be done about overdispersion? One can use the Pearson chi-square or the deviance chisquare correction in the model. These two methods are very close, however, the theory of quasilikelihood estimation suggest the use of the Pearson chi-square (McCullagh and Nelder 1989) (4) .
The adjustment for overdispersion discussed above is a huge improvement over conventional Poisson regression but it may not be ideal. The coefficients are still inefficient, meaning that they have more sampling variability than necessary. Efficient estimates are produced by an alternative model called negative binomial regression.
The negative binomial model is a generalized of the Poisson model. We modify equation (3) by adding a disturbance term, which accounts for the overdispersion:
We assume that the dependent variable y i has a Poisson distribution with expected value μ i , conditional on ε i . Finally, we assume that expected (ε i ) has a standard gamma distribution (Agresti 1990, page 74) (5) . Then, it follows that the unconditional distribution of y i is negative binomial distribution. The negative binomial regression model may be efficiently estimated by maximum likelihood. This is also easily accomplished using the SAS Statistical Software with "PROC GENMOD" version 8.0.
The Poisson regression model with the Pearson chi-square and the negative binomial regression were used for the analysis of our data.
Main Experiment:
This experiment is called completely randomized (3) . The main purpose of the analysis is to assess the effects of the main effects, replicate, rate, month, color, reflector type, and reflector spacing, median and all the two-way interactions of color, reflector type, reflector spacing and median. Then the following model was used:
log (μ i ) = β 0 + β 1 REP (1) +β 2 MONTH (4) +β 3 MONTH (5) + β 4 MONTH (10) + β 5 MONTH (11) +β 6 MONTH (16) + …………. The corresponding indicator variables were generated for all the terms in equation (6) except the covariate X. This is accomplished by the SAS software by including the explanatory variables in a CLASS statement. The Poisson and negative binomial regressions models were used for the analysis. Results are listed in Tables 5 and 6 .
Both methods indicated that the effects of the following terms are not statistically significant:
1. The effect of the covariate, X, the numbers of deer-kills in 1998, p-value=0.23 for Poisson and p-value=0.23 from negative binomial. 2. The effect of the replicate, p-value=0.49 and 0.49 from Poisson and Negative-Binomial. 3. The effects of color, spacing, reflector and median 4. The two-way interactions of the color, spacing, reflector and median The only term, which is statistically significant, is the months as expected.
Comparisons of treatments with controls:
These comparisons were made in the following two ways:
A. Individual comparisons of the treatments:
Each of the sixteen reflector treatments was individually compared with each of the controls. The treatments are shown as TRT in Table 3 . The reflector treatments are numbered from 1 to 16 in each replicate and the controls are numbered from 17 to 20.
The following model was used: The other terms are defined before. 13 The Poisson Regression analysis using the model, equation (6) showed that the following terms are not statistically significant (Table 7) :
The covariate, X, p-value=0.12 2. TRT, p-value=0.59
REP, p-value=0.63
The only significant term is month as found before. The p-value of 0.59 for the TRT, indicates that differences among the 20 treatments (16 with reflectors and four controls) are not statistically significant.
Even though the treatments (TRT) failed to be statistically significant, comparisons of the controls (trt=17, 18, 19 and 20) with the other treatments (trt=1, 2… 16) were checked. These comparisons also failed to attain statistically significance (Table 8 ). The p-values are greater than 0.10.
For Example:
a) The p-value for the difference between the TRT=4 and TRT=20 (one of the four controls) is 0.1009, Table 8 .
b)
The p-value for the difference between the TRT=15 and TRT=19 (one of the four controls) is 0.9656, Table 8 .
B. Comparisons of all reflector treatments to the controls:
There are four controls, designated as trt=17, 18, 19 and 20 in two replicates (rep). They are named as group 17, 18, 19 and 20.
The 16 reflector treatments are included in group 1.
The following Poisson Regression Model (7) was used to analyze the data.
The results, as tabulated in Table 9 , show that the following variables are not statistically significant:
1) REP, p-value=0.62
2)
Covariate, X, p-value=0.11
3) GROUP, p-value=0.06
The explanatory variable, month was found statistically significant as expected.
The term Group was not statistically significant, p-value=0.06 and this again indicates that the differences among controls and reflectors are not evident in these data.
In addition, the differences between groups were also obtained and it shows that the only significant difference is between GROUP (1) that includes all reflectors and the GROUP (20) that includes the two control sections designated as trt=20.
C. Comparisons of all reflectors treatments with all controls
The reflectors treatments, trt=1, 2, 3 ….16 in two replicates are designated as COM 1 while all the controls, trt=17, 18, 19 and 20 were designated as COM 2. In other words, COM 1 includes all the reflectors treatments when COM 2 includes all the controls.
The following Poisson Regression Model (8) was used to analyze the data.
The results of Poisson model tabulated in Table 10 indicate that the difference between the Poisson Mean (μ) of the all reflectors and all the control is statistically significant, p-value=0.01. This may be due to the control section 20 (trt=20) which is two miles away from each replicate of reflectors on the right side. 
VII. CONCLUSIONS
The following conclusions and recommendations were based on the experimental research study:
1.
The effects of the reflector color, reflector spacing, median with or without reflectors, single or double reflectors and their interactions are not statistically significant.
2.
The effects of the previous year data, 1998, number of deer-kills, are not statistically with 95% confidence limits of 5% to 30%. Maximum reduction is associated with 100 ft spacing regardless of the reflector color, median with or without reflectors, single or double reflectors.
4.
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