We show that uni cation modulo both-sided distributivity of the symbol on + can be reduced to AC1-uni cation for all uni cation problems which do not involve the + operator. Moreover, in this case, we can describe \almost all" solutions in a nite way, although there are in general in nitely many minimal solutions for such problems.
Introduction
Equations are ubiquitous in mathematics as well as in computer science. Uni cation is solving equations in some particular domains, namely free term algebras or term algebras modulo an equational theory. Uni cation was rst introduced by Herbrand (1930) , but rediscovered by Robinson (1965) as a basic mechanism for the resolution in rst order logic. Uni cation is also a part of computation of critical pairs (Knuth & Bendix, 1970) , and the main inference rule of the completion procedure.
The 10 th Hilbert problem of solving Diophantine equations, that is solving equations in the initial model of Peano arithmetic, has been proved undecidable by Matijasevic (1970) . It is a challenging problem to nd the maximal subset of Peano arithmetic for which uni cation is decidable. A candidate for such a problem is provided by the two axioms of left and right distributivity of a symbol over a symbol +:
x (y + z) = (x y) + (x z) (D l ) (x + y) z = (x z) + (y z) (D r ) Indeed, these axioms de ne an equational theory for which the decision of uni cation is still an open problem (Dershowitz et al., 1991) . Actually, it is one of the last open problems among this class, and all the community supposed that uni cation modulo distributivity was undecidable.
Arnborg & Tiden (1987) have shown that one-sided (left or right) distributivity has a decidable uni cation, whereas adding a unit element for and associativity of + makes uni cation undecidable. Szabo (1982) has proved the same result when associativity of + is added to both-sided distributivity.
In this paper, we give a partial solution for both-sided distributivity. More precisely,
we show that if a uni cation problem modulo both-sided distributivity P is a -problem, i.e. P does not contain any + function symbols, then its solvability modulo D and its solvability modulo the empty theory are equivalent. To do this, we built a solution modulo the empty theory from any solution modulo distributivity.
Moreover, we show that all solutions modulo D of P are instances of the linearized form of the most general uni er of P modulo the empty theory. This theorem is based on a study of the equational steps between the D-equal terms s and t obtained from an equation s = ? E t of P and a solution : we concentrate on the function symbols and mark them in order to record the application of an axiom of D.
Hence, we can focus on the solutions of P . In general, the emtpy substitution is not a solution of P , this means that not all instances of are solutions of P. Moreover one can get an in nite number of uncomparable solutions of P by some \generalized instantiations" of AC1( ) , where AC1( ) is the most general uni er of P in the theory where is AC1. We prove also a partial converse result: any developed normal form of a solution of P has a top, that is the maximal pre x without function symbols, which is a generalized instantiation of AC1( ) . These results come from a theorem of unique decomposition up to permutation in the quotient algebra of structures built from the + function symbol and the unit constant 2. This property is similar to the decomposition property of integers into prime numbers.
For example, let us consider the problem P x y ? = D u v:
In this case, is the empty substitution and AC1( ) is de ned by :
AC1( ) 8 > > < > > :
x 7 ! w 1 w 2 y 7 ! w 3 w 4 u 7 ! w 1 w 3 v 7 ! w 2 w 4 9 > > = > > ;
By instantiating w 1 , w 3 and w 4 by the unit, and w 2 by the n th members of the family L = fl n j n 0g l 0 = 2 l n+1 = l n + 2 n 0 one gets the in nite set of uncomparable solutions : 8 > > < > > : : : :
This set of solutions for the problem x y = ? D u v has already been used by Szabo (1982) in order to prove that distributivity has an in nitary uni cation, and by Klay & Kirchner (1990) in order to prove that distributivity is not syntactic. It should be noticed that one can get some more uncomparable solutions with some other instantiations of 2 w 1 7 ! 2 w 2 7 ! 2 + (2 + 2) w 3 7 ! 2 + 2 w 4 7 ! 2 + 2
The paper is organized as follows: the second section contains the needed formal apparatus. Section 3 is devoted to -problems. It introduces \indexed distributivity" as a main tool used throughout the paper. Section 4 studies the algebra of structures which are used in order to represent the tops of solutions modulo distributivity. This algebra has a property of unique decomposition, hence it is a free commutative monoid. The description of the tops of the solutions of a -problem follows as a corollary.
De nitions
We assume that the reader is familiar with the notions of term algebra, substitution, equational theory and equational proof surveyed in (Dershowitz & Jouannaud, 1990) . We recall brie y the most important ones. Given a signature F, that is, a set of function symbols with their arity, and a set X of variables, the term algebra T (F; X) is the free Falgebra over X. An equational axiom is an unordered pair < l; r > of terms in T (F; X), also denoted by l = r. An equational theory presented by a set of equational axioms E is the re exive transitive closure of ! E the smallest relation containing E which is compatible with the algebra structure of T (F; X). As in (Dershowitz & Jouannaud, 1990) , we use post xed notations for substitution applications. In the following, we do not always distinguish a set of equational axioms from the equational theory it de nes. Definition 2.1. D is the equational theory presented by x (y + z) = (x y) + (x z)
In this paper, the axioms of D are oriented from the left to the right. A variable identi cation of T (F; X) is a substitution, the codomain of which is contained in the set of variables X. In the well-balanced case, both terms of an equation are the same except for their leaves. It is very easy to decide whether a given -problems P has a solution modulo D:
one has simply to check the existence of a solution modulo the empty theory which is decidable (Herbrand, 1930; Dershowitz & Jouannaud, 1990 ). provides obviously the left-most maximal -subterm for a term which is in developed normal form, and gives the same result for all D-equal terms. Moreover S l (s ) (respectively S l (t )) is equal to sfx 7 ! S l (x ) j x 2 Dom( )g (respectively tfx 7 ! S l (x ) j x 2 Dom( )g) since s (respectively t) does not contain any + function symbols. Hence the following equality holds: sfx 7 ! S l (x ) j x 2 Dom( )g = tfx 7 ! S l (x ) j x 2 Dom( )g The substitution fx 7 ! S l (x ) j x 2 Dom( )g is a solution for P in the free theory. 2 The substitution of the gure 1 is a non-trivial solution of the problem, and if one applies the method given in the above proof by computing the left-most maximal -subtems of , one gets S l , the substitution of the gure 2, which is obviously a solution of the problem modulo the empty theory.
The rest of this section is devoted to prove a generalization of the well-known property : all solutions modulo the empty theory are instances of the most general uni er, that is, all solutions modulo D of a -problem are instances of the linearized form of its most general uni er modulo the empty theory.
The proof of this last theorem uses some technical tools, some of which are based on rewriting techniques. To record informations about the application of distributivity, we 5 mark \distinct" function symbols by distinct indices. Two occurrences of in a term will be considered identical if and only if they come from the duplication of a same symbol when using distributivity. Example 3.7. (x 1 y) + (x 2 z) has a ner indexation than (x 1 y) + (x 1 z).
Lemma 3.8. Any term t in T (f+; g; X) has a minimal ( nest) compatible indexation.
Proof : t has nitely many function symbols. Hence, up to renaming, t can be marked by nitely many distinct indexations. Among these indexations, there are some compatible ones, hence t has a nite non empty set of compatible indexations. This set contains at least one minimal indexation with respect to the above ordering. 2Minimal
compatible indexations can be used to decide if a term can be factored out, that is, if an axiom of distributivity can be applied from right to left. Indeed, when two function symbols are marked with the same index, such a factorization is always possible.
Lemma 3.9. Each term in T (f+; g; X) has a unique minimal compatible indexation, up to renaming.
Proof : Let t I and t J be two indexed versions of t having minimal compatible indexations. From t I and t J , we built a new marked term t I J whose indices are pairs of indices of t I and t J : t I J (p) = t(p) if t(p) is either a variable or a + function symbol t I J (p) = (i;j) if t(p) is a function symbol and t I (p) = i , t J (p) = j By de nition, any equational proof modulo D starting from t can be obtained by two equational proofs modulo DI. The rst one is starting from t I and the second one from t J . These two proofs are identical except for the indices. From these two proofs, one can built a new proof where the new indices are pairs of old indices. The equational proof we get is starting from t I J . Hence t I J has a compatible indexation. Now, the indexation of t I J is ner or equal up to renaming than both indexations of t I and t J . Since we have assumed t I and t J have minimal indexations, all three indexations are equal up to an index renaming. 2 Lemma 3.10. Let t I be a marked term with a compatible (respectively minimal compatible) indexation and s J be a marked term equal modulo DI to t I . Then s J has a compatible (respectively minimal compatible) indexation.
Proof : Let us denote by t (respectively s) the unmarked term derived from t I (respectively s J ). Every equational proof modulo D starting from s and ending with r can be appended to an equational proof modulo D obtained from a proof between t I and s J :
If t I has a compatible indexation, by de nition, the above proof can be marked in such a way that it becomes a proof modulo DI:
Hence we get a indexed proof modulo DI between s J and r K . As a conclusion, if t I has a compatible indexation, all terms in its class modulo DI have a compatible indexation.
If t I has a minimal compatible indexation, so has s J . If the indexation of s J is not minimal, it can be re ned in a ner indexation which uses at least one index more than the previous one. This ner indexation provides also a new compatible indexation for the term t. This is in contradiction with our assumption that t I has a minimal indexation. Hence s J has a minimal compatible indexation. 2
Lemma 3.11. Let t I be a marked term with a compatible indexation. Then all subterms of t I have a compatible indexation. if p is equal to q n, where n is either 1 or 2, and t I (q) = +, -D (t I ; q) (n; i ) if p is equal to q n, where n is either 1 or 2, and t I (q) = i . is equal to (2; 1 ) (1; 2 ) (2; 3 ).
Lemma 3.14. Let t I be a marked term with a minimal compatible indexation. For every index i occurring in t I , the set P (t I ; i) = fD (t I ; p) j t I (p) = i g is a singleton set. Concerning the second component of the pseudo-position, we can distinguish between the same cases, but it is enough to remark that if an index, the -position of which is equal to P (t I ; j), is on the left hand side of q in t I , it is also on the left hand side of the minimal position of j in s J . This is obvious except in the last case where q is equal to p 2 q 0 : indeed the subterm b I appears on the left hand side of j (which occurs in c I ) in t I , but in the term s J , it appears on the right hand side of the minimal position of j. Proof : This proof is quite technical. Actually, we show by induction on the pair (n ; n + ), where n (respectively n + ) is equal to the number of (respectively +) function symbols in a developed normal form of t I , that t I j 1 and t I j 2 have minimal compatible indexations. The key point is to prove minimality since lemma 3.11 ensures compatibility.
If (n ; n + ) is equal to (0; 0), t I is a variable, and the proposition is obviously true.
Assume now that the proposition is true for every term, the measure of which is less than (n ; n + ) with respect to the lexicographic ordering.
First case: t I is not equal modulo DI to a -headed term. We have already studied the case of a variable, hence we assume that t I has the form (t I j 1 )+(t I j 2 ). By hypothesis, there is no interaction between the subterms (t I j 1 ) and (t I j 2 ) during a sequence of equational DI-steps starting from t I . Hence the sets of indexes of these two terms have no index in common since the indexation of t I is minimal. On the other hand, if the indexations of t I j 1 or t I j 2 were not minimal they can be independently re ned resulting in minimal compatible ones, and providing a new ner compatible indexation for the whole term t I . We can therefore conclude that the sons of t I have minimal compatible indexations.
Second case: t I has the form (t I j 1 ) i (t I j 2 ). It should be noticed that i and the indexes of (t I j 1 ) and (t I j 2 ) have not the same -positions. Hence (t I j 1 ) and (t I j 2 ) have no common index and do not contain i . We shall show that t J has a minimal compatible indexation provided that the three following properties are satis ed: t J is equal to t I except for indexes, its sons have minimal compatible indexations without common index, the index j occurring at the head of t J neither occurs in t J j 1 nor in t J j 2 .
Then, assuming that the indexations some sons of t I are not minimal, they can be independently re ned in some minimal ones, resulting in a compatible indexation for the whole term t I which is strictly ner than the starting one. This is in contradiction with our hypothesis on the minimality of the indexation of t I .
Let us now proceed with the above property: let t be the unmarked term derived from t I . Consider a sequence of rewrite steps modulo D of the form:
We shall prove that this equational proof modulo D can be marked in such a way that it provides an equational proof modulo DI starting from t J and that tj 1 , tj 2 , sj 1 and sj 2 are marked with compatible indexations. Then, by an induction on the number of equational steps at position in a sequence, every sequence modulo D can be marked in a sequence modulo DI starting from t J (if there is an odd number of equational steps at position , the last one is a development and does not cause any di culty). Hence t J has a compatible indexation. Minimality comes from the minimality of the indexations of (t J j 1 ) and (t J j 2 ) Actually, we only consider the case where the two equational steps at position are Third case: t I has the form (t I j 1 ) + (t I j 2 ), but is equal modulo DI to a -headed term. Let s J be such a term, equal to t I modulo DI with a single equational step at position . We can assume without lost of generality that this step is an application of Before stating the reduction proposition, we need some more de nitions and lemmas. A substitution is linear if any variable x of its codomain occurs exactly once in the multiset fy j y 2 Dom( )g.
Example 3.21. The substitution fy 7 ! x + xg is not linear since the variable x occurs twice in the multiset fx + xg. In the same vein fy 7 ! x 1 + x 2 ; z 7 ! x 1 + x 2 g is not linear since x 1 occurs twice in fx 1 + x 2 ; x 1 + x 2 g, and so do x 2 .
Lemma 3.22. Any substitution can be decomposed into a linear substitution and a variable identi cation : =
The following proposition shows that solving P reduces to solving its most general wellbalanced instance. Hence, when P has no solution, there is no well-balanced instance of P. If n is equal to 0, P is well balanced and the domain of 0 is reduced to the empty set. Hence for every solution of P the equality = 0 holds.
If n is not equal to 0, P is not a well-balanced problem. 
Well-balanced -Problems
Well-balanced -problems always admit solutions. The most trivial one is a substitution which maps all variables on a single variable. In this case, two terms occurring in the same equation become syntactically equal. Hence, the question is not the solvability of such problems, but a full description of their solutions. Kirchner & Klay (1985; have proved that the distributivity is not syntactic, by giving an in nite set of uncomparable solutions for the very simple equation x y = ? D u v. We introduce a representation of the solutions which enables us to represent such an in nite set by a single scheme. Actually, we cannot represent all solutions, but only the \upper part" of each solution, that is the part without some function symbols. Such an upper part is also a solution for a well-balanced -problem. The schemata we use in order to represent the solutions of a well-balanced -problem can also help for the general case, see (Contejean, 1992) . This section is devoted to the study of these schemata, and emphasizes the strong and astonishing relationship between both-sided distributivity and the theory of associativity and commutativity with a unit element.
First, we formally de ne what is the \upper part" of a term, which belongs to a particular term algebra called the algebra of structures. This notion is quite natural for a certain class of terms, but in the general case, we need some lemmas in order to prove the uniqueness of this upper part. T (f+; 2g) is the structure algebra. + is a binary function symbol and 2 is a constant called the empty structure.
Remark : In the following, 2 is sometimes considered as a constant, according to its de nition, but it could also be helpful to consider it as a particular variable: there are some cases where all occurrences of 2 in a structure are replaced by the same term, exactly as all occurrences of a variable x in a term are replaced by x when applying a substitution . Let t be a term in T (f+; g; X) in a developed normal form. The upper part b t of t is the unique maximal term of the structure algebra, such that there exist a term s and a substitution satisfying t = s b t = sfx 7 ! 2 j x 2 Var(s)g Remark : fx 7 ! 2 j x 2 Var(s)g is not exactly a substitution since it does not de ne an endomorphism. This \pseudo-substitution" de nes an homomorphism from T (f+; g; X) to T (f+; 2g). The formal de nition is quite complicated, but the computation of an upper part is rather simple: since t is in a developed normal form, all + function symbols are above the symbols. Hence, the upper part of a term in a developed normal form can be obtained by replacing all -headed terms and variables by the 2 symbol. (f+; 2g) ; @) and (T (f+; 2g)= D ; @) are semigroups.
Proof : The composition of structures is associative since the composition of homomorphism is so, and 2 is a unit for @ since f2 7 ! 2g is the identity. Let s and s 0 (respectively t and t 0 ) be two D-equivalent structures. Proof : Let s and t two structures, we will show that s@t and t@s are D-equivalent. By applying D r as far as possible to all subterms tf2 7 ! x yg occurring in s@tf2 7 ! x yg, one gets sf2 7 ! (tf2 7 ! xg) yg. Then apply D l to the whole term as far as possible, in order to obtain (sf2 7 ! xg) (tf2 7 ! yg). A developed normal form of this term can now be computed by applying rst D r as far as possible and then D l as far as possible.
This normal form is equal to t@sf2 7 ! x yg. 2 Corollary 4.8. T (f+; 2g)= D with the operator @ forms a commutative semigroup.
DeComPoSiTion of structures
We are going to prove that the quotient algebra T (f+; 2g)= D has a property of unique decomposition, similar to the decomposition property of integers into prime numbers.
Definition 4.9. (DeComPoSiTion of structures) Let s be a structure in T (f+; 2g). s 1 @s 2 is a decomposition of s if s and s 1 @s 2 are D-equivalent. If s 1 or s 2 is equal to the empty structure 2, then the decomposition is trivial. A non-empty structure is prime if all its decompositions are trivial. A decomposition is maximal if either it is reduced to 2 or all its members are prime structures.
The next proposition says that T (f+; 2g)= D is actually the free commutative semigroup generated by the set of equivalence classes of the prime structures. The proof of the proposition is by induction on the pair composed of the size of r and of the number of steps at position in the equational proof between s and t. We put a lexicographic ordering on these pairs of natural numbers. For short, we shall not always distinguish between the structures and their \instances" by f2 7 ! x yg, f2 7 ! xg or f2 7 ! x yg, which belong to T (f+; g; X).
If r has 1 or 2 + function symbols, it cannot be decomposed into several non trivial structures. Its unique decomposition is itself.
If the equational proof does not contain any step at position , it is reduced to the empty sequence since strict subterms are in T (f+g; X), and no axiom can apply to them. In this case, k 0 = l 0 , k = l, and 8j 1 j k s j = t j .
Let us remark rst that the equational proof contains an even number of steps at position since one step changes the head symbol of terms and extremal terms have the same head function symbols. We have already study the case of 0 equational step at position . When the number of equational steps at position is not 0, the sequence contains at each extremity such a step. Moreover this step can only be an application of Hence s 1 @ : : : @s k is equal to u 1 @ : : : @u j up to permutation, and u 1 @ : : : @u j is equal to t 1 @ : : : @t l . We can conclude by transitivity. 2
Top of a term
The intuitive meaning of the following result is that every proof modulo distributivity between two terms in a developed normal form can be performed by using only the topmost -symbols. As a consequence, two distinct developed normal forms of a term t have the same upper part modulo D .
Proposition 4.11. Let s and t be two terms in T (f+; g; X), and let s 0 and t 0 be developed normal forms of s and t. Then the upper parts of s 0 and t 0 are D-equivalent.
Proof : The proof is by induction on the triple (n + (s 0 ); n (s 0 ); n (s 0 ; t 0 )), where n + (s 0 ) (respectively n (s 0 )) is the number of + (respectively ) function symbols in s 0 and n (s 0 ; t 0 ) is the number of equational steps -steps modulo D in a sequence between s 0 and t 0 .
Let us study rst the case when both n and n + are equal to 0. s 0 is in T (f g; X)
? Composition is compatible with D-equivalence: In the following, for short, we will identify the top, which is a set of structures, and one (not anyone) of its members. t ( AC1 h 0 f2 7 ! x yg) = D (t AC1 )h 0 f2 7 ! (tfu 7 ! x y j u 2 Var(t)g)g t 0 ( AC1 h 0 f2 7 ! x yg) = D (t 0 AC1 )h 0 f2 7 ! (tfu 7 ! x y j u 2 Var(t)g)g since t contains only function symbols, (tfu 7 ! x y j u 2 Var(t)g) is an instance of x y, hence t ( AC1 h 0 f2 7 ! x yg) = D t 0 ( AC1 h 0 f2 7 ! x yg). 2 There are in nitely many semi-group homomorphisms from T (f g; X)=AC1( ) to T (f+; 2g)= D , but AC1 is unique and can be used to schematize all tops of solutions of P. By putting together proposition 4.15 and proposition 3.23, we get a description of the solutions of any -problem P. The most general uni er of P modulo the empty theory is equal to x 1 7 ! y 1 x 2 7 ! y 2 x 3 7 ! y 1 x 4 7 ! y 1 y 2 and its linearized form 0 is de ned by x 1 7 ! y 1 x 2 7 ! y 2 x 3 7 ! y 3 x 4 7 ! y 0 4 y 00 4
The most general uni er of P 0 (y 1 y 2 ) y 3 = ? AC1 (y 0 4 y 00 4 ) y 1 modulo AC1 is equal n n n n n n n P P P P P P P n n n n n n n P P P P P P P x y x y x y x y n n n n n n n n P P P P P P P P Conversely, we can built as many solutions we want for the problem, by chosing arbitrarily the homomorphism h 0 of the proposition 4.15. For example, if we choose h 0 as in gure 6, by recombining 0 and h 0 , we get a solution for the original problem P, as shown on gure 7.
Conclusion
We have introduced new tools (indexed distributivity and the algebra of structures) which enable us to check very easily the solvability modulo D of a -problem and to represent its in nite set of solutions with a single scheme. The most surprising result is that D-uni cation of -problems boils down to AC1-uni cation. This is directly related to the property of unique decomposition of stuctures. Schmidt-Schauss (?) has derived an intersting corollary from this property: uni cation modulo D with a unit is decidable, in the case when there are no constants symbols. The question of course, is whether this relationship between AC1 and D can be generalized to arbitrary problems. We believe it can, and based on the previous tools, we have solved the general problem under the technical assumption that there exists no cycle of some special form called \cycles of non-null weight" (Contejean, 1992) . We therefore conjecture that uni cation modulo distributivity is decidable, but the algorithm appears to be at least as complex as Makanin's algorithm (Makanin, 1977) . Moreover, it is interesting to notice that both of them use the solutions of Diophantine equations, for solving positions equations in
Makanin's algorithm, and for computing AC1-solutions in our algorithm.
