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In this thesis we study the theory of strong interaction Quantum Chromody-
namics on a space-time lattice (lattice QCD) with four flavors of dynamical fermions
by numerical simulations. In the early days of lattice QCD, only pure gauge field
simulations were accessible to the computational facilities and the effects of quark
polarization were neglected. The so-called fermion determinant in the path integral
was set to one (quenched approximation). The reason for this approximation was
mainly the limitation of computational power because the inclusion of the fermion
determinant required an enormous numerical effort. However, for full QCD simula-
tions the virtual quark loops had to be taken into account and the development of
new machines and new algorithmic techniques made the so-called dynamical sim-
ulations with at least two flavors possible. In recent years, different collaborations
studied lattice QCD with dynamical fermions. In our project we study lattice QCD
with four degenerated flavors of O(a) improved Wilson quarks in the Schrödinger
functional scheme and calculate the energy dependence of the strong coupling con-
stant. For this purpose, we determine the O(a) improvement coefficient csw with
four flavors and use this result to calculate the step scaling function of QCD with
four flavors which describes the scale evolution of the running coupling. Using a
recursive finite-size technique, the Λ parameter is determined in units of a technical
scale Lmax which is an unambiguously defined length in the hadronic regime. The
coupling αSF of QCD in the so-called Schrödinger functional scheme is calculated
over a wide range of energies non-perturbatively and compared with 2-loop and 3-





In dieser Arbeit studieren wir durch numerische Simulationen die Theorie der
starken Wechselwirkung Quantenchromodynamik auf einem Raumzeit-Gitter (Git-
ter QCD) mit vier dynamischen Quark-Flavors. In den Anfängen der Gitter QCD
wurden die Effekte der Quark-Polarisation aufgrund von technischer Begrenzung der
Rechenkapazität vernachlässigt und die sogennante “quenched Approximation” an-
gewendet. Dabei setzte man die im Pfadintegral auftretende Fermion-Determinante
auf eins und vernachlässigte damit alle Effekte, die durch virtuelle (dynamische)
Quark-Antiquark-Schleifen verursacht wurden. Der Grund für die “quenched” Ap-
proximation war, dass der numerische Aufwand um die Fermion-Determinante aus-
zuwerten die damaligen technischen Möglichkeiten überstieg. In der Tat ist dies
immer noch eine große Herausforderung für die numerische Simulation der QCD
aber durch neue technische und algorithmische Entwicklungen kann man heutzutage
die Quark-Polarisationseffekte mit mindestens zwei Quark-Flavors berücksichtigen.
Seit einigen Jahren werden solche Simulationen in verschiedenen Kollaborationen
durchgeführt. In unserem Projekt wird die Gitter-QCD mit vier degenerierten O(a)
verbesserten Wilson Quarks im Schrödinger Funktional Schema untersucht mit dem
Ziel, die Energieabhängigkeit der starken Kopplung zu berechnen. Zu diesem Zweck
bestimmen wir erst den O(a) Verbesserungskoeffizienten csw mit vier Flavors und
benutzen dieses Ergebnis um die Step-Scaling Funktion der QCD zu bestimmen,
die das Laufen der Kopplung über einen großen Skalenbereich beschreibt. Unter Be-
nutzung eines Finite-Size Verfahrens berechnen wir den Λ Parameter in Einheiten
von einer Skala Lmax, die eine eindeutig definierte Länge im hadronischen Bereich
darstellt. Die QCD-Kopplung αSF im sogenannten Schrödinger Funktional Schema
wird dann über einen weiten Bereich der Energie bestimmt und ein Vergleich mit
2-loop und 3-loop Störungstheorie sowie mit dem nicht-perturbativen Ergebnis für
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1 Introduction - Continuum QCD
In this chapter, we are going to give a brief overview of some aspects of quantum chromo-
dynamics in continuum. For more detailed discussions of the topic the interested reader
is referred to [1–5].
1.1 The QCD Lagrangian
The current standard model of particle physics covers three of four known forces in nature
which are the electromagnetic force, the weak force, and the strong force. Due to the
non-renormalizability of the gravitational force, it is not included yet. In the following,
we want to concentrate on the theory of the strong force. The currently accepted theory
of the strong interaction (force) is known as quantum chromodynamics (QCD) which
was developed as an analogous theory to the very successful quantum electrodynamics
(QED). The fundamental difference between both theories is that QED operates in U(1)
and is therefore an abelian gauge theory, while QCD operates in SU(3) and is a non-
abelian gauge theory. This makes QCD much more complicated than QED. The QED







which is a linear combination of the eight generators λa of SU(3), the so-called Gell-
Mann matrices (see appendix A), multiplied by the coefficients Aaµ. From a physical
point of view, these matrices represent the quanta of interaction (so-called gluons) of
the theory. The field strength tensor Fµν of QED
Fµν = ∂µAν − ∂νAµ (1.2)
changes due to (1.1) into
F aµν = ∂µAaν − ∂νAaµ − gfabcAbµAcν (1.3)
where fabc are structure constants of SU(3) and are listed in the appendix A (see equa-
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The parameter g which appears in (1.3) is the strong coupling constant and will be
discussed later. The gluonic part of the QCD Lagrangian could now be constructed





where Fµν is the QCD version (1.3) of the field strength tensor. Due to the trace, the
gauge-invariance is obviously preserved. With (1.1) and the property
tr (λaλb) = 2δab (1.6)








The fermionic part is in principle the same expression as in the QED Lagrangian but




Ψf (iγµDµ −mf )Ψf (1.8)
with the covariant derivative
Dµ = ∂µ − igAaµ
λa
2 . (1.9)
The parameter mf denotes the different masses of the quarks and Ψ and Ψ represent
the quark and anti-quark fields, respectively. The complete Lagrangian of the theory of











So the theory is now well-defined and we can enter into the world of quarks and gluons.
1.2 Quarks and Gluons
As mentioned previously, the fundamental particles of QCD are the quarks and the
interaction between them is mediated through the gluons. In Table 1.1 some properties
of them are itemized. The antiquarks have the same mass as the quarks but the opposite
charge and they are denoted by a bar over the abbreviated form (e.g. u ↔ ū). The
current state of knowledge about quarks is that they can be arranged into three families
(generations) with one up-type and one down-type quark in each of them. They obey
the Fermi-Dirac statistics and are spin-12 particles (fermions). The fractional electric
2
1.2 Quarks and Gluons
generation flavor abbrev. electric charge mass
I. Up u 2/3 1.5− 3.3 MeVDown d -1/3 3.5− 6.0 MeV
II. Charmed c 2/3 1.27
+0.07
−0.11 GeV
Strange s -1/3 104 +26−34 MeV
III. Top t 2/3 171.2± 2.1 GeV
Bottom b -1/3 4.20 +0.17−0.07 GeV
gauge boson eight gluons g 0 0
Table 1.1: Properties of quarks and gluons [6]. The masses are given in MS scheme.
charge follows from the fact that the baryons are composed of three quarks; for example,
the proton is made of two up and one down quark but the complete charge of the proton
is +1e. Due to this, the quarks which build the proton have to have fractional electric
charges. This quark model was first proposed byM. Gell-Mann andG. Zweig in 1963 and
consisted of three flavors. A short time later the particle physicists realized that this
model provided a baryon called ∆++ which was experimentally proven and therefore
seemed to cause a spin-statistics problem. Its quark content of three up-quarks with
parallel spins would violate the Pauli exclusion principle because all of them had to
be in the same quantum mechanical state. In 1965, M.-Y. Han with Y. Nambu and
O.W. Greenberg proposed an idea of a new quantum number color to solve this spin-
statistics problem. According to this idea, every quark flavor carries a color charge
of red, green, or blue. In other words, they supposed a new SU(3) color symmetry,
which was later confirmed by experimental measurements. In some textbooks of particle
physics, the width of the low-energy process π0 → γγ is quoted as a quantity which
is explicitly dependent on the number of colors (Nc) and hence it is argued that this
width can be used for fixing Nc from experiment. However, Bär et al. showed in [7]
that this argumentation is misleading because the Nc dependence of the aforementioned
width appears only if one assumes that the quark charges are fixed to Qu = 2/3 and
Qd = −1/3 by varying Nc. But varying Nc without adjusting the quark charges is
inconsistent and a more general treatment of the process π0 → γγ where quark charges
are not fixed beforehand and are functions of Nc shows that the width of the π0 decay
is not Nc dependent. The authors calculated that the decay η → π+π−γ has indeed an
explicit Nc dependence. They suggested that this process should be used to illustrate
that experimental results are only consistent with the choice Nc = 3. In the high energy
regime, the authors of [7] quote that the Drell ratio R is still a good quantity to fix
the number of colors from experiment if one takes the quark charges as function of Nc
without fixing them to the known values
R = σ(e
+e− → hadrons)
σ(e+e− → µ+µ−) ∝ Nc(Q
2
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The idea that the proton could not be a fundamental particle arose from results of deep
inelastic scattering experiments at SLAC in 1969 where a proton beam collided with an
electron beam. The result was that the structure function F2 of the proton depended
only on a scale q2/ν (Bjorken scaling), where q2 is the momentum transfer and ν is the
energy transfer, and not only on q2, i.e. for a fixed value of q2/ν, F2(q2) was constant
within the errors of the measurements. Such a behavior was expected for scattering at
point-like particles [8]. Subsequent experiments revealed that the baryons like protons
and neutrons are made of three quarks and mesons like pions etc. are made of pairs of
quark-antiquark.
1.3 Symmetries of the Lagrangian
The QCD Lagrangian (1.10) possesses some crucial symmetries which we are going to
discuss here very briefly. One of the exact symmetries is the local gauge invariance,
i.e. the quark fields could be transformed at every space point independently without
changing the physics. This symmetry is very important because it is responsible for the
renormalizability of QCD. Furthermore, the Lagrangian is invariant under the discrete
symmetry of parity, charge conjugation and time reversal. These symmetries were tested
in experiments determining the properties of the strong interaction and are in good
agreement with the findings [6]. In addition, some approximate symmetries are also
present. If we first look on the lightest quarks in Table 1.1, we will find that the
masses of an up- and down-quark are small (and approximately the same) compared to








and write the fermionic part of the Lagrangian as
Lfermion = Ψ(iγµDµ −M)Ψ (1.13)







If we now assume that mu and md are small than the hadronic scale which is typically
considered in QCD, we can write the mass matrix as a multiple of an unit matrix,
i.e. m = mu = md. In this way a further approximate symmetry of the Lagrangian,
namely the invariance under a 2× 2 unitary transformation of the quark fields, occurs.
This approximate symmetry U(2)V can be written as the product U(1)V ⊗ SU(2)V
where U(1)V is the quark number (conservation) symmetry and SU(2)V is the isospin
symmetry. For degenerated u- and d-quarks, this approximate isospin symmetry turns
4
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into an exact symmetry of the Lagrangian. The SU(2)V symmetry can be extended into
SU(3)V if the strange quarks is included into (1.12). Its mass is not so small anymore
compared to the quarks in the first generation but it is still small compared to the
scale of hadrons masses, for example, the proton mass (mP ≈ 1 GeV). This extension
of the flavor symmetry gives the grouping of the baryons and mesons into flavor octets
and decuplets. The symmetry increases further if we consider the case of vanishing
mass of up and down quark. With the use of the projection operator (see appendix A
for definition), the quark fields can be decomposed into left-handed and right-handed
components ΨL = P−Ψ, ΨR = P+Ψ. Due to this decomposition the fields become
decoupled in the fermionic part of the Lagrangian
Lfermion = ΨLiγµDµΨL + ΨRiγµDµΨR. (1.15)
Between left-handed and right-handed fields, there is no mixing term anymore. Therefore
we can perform rotations on both fields independently U(2)L⊗U(2)R. Such a symmetry
is called chiral symmetry. In our case, where we considered only the up and down quark,
it is a chiral SU(2) symmetry. It can be extended to chiral SU(3) through adding
the strange quark as mentioned before. In the spectrum of QCD, chiral symmetry
does not appear. It is spontaneously broken, i.e. the ground state does not share the
same symmetry as the Lagrangian. The quark condensate has a non-vanishing vacuum
expectation value
〈ΨΨ〉 = 〈0|ΨLΨR + ΨRΨL|0〉 6= 0. (1.16)
If chiral symmetry exists in QCD this expectation value, where the left-handed and right-
handed fields mix, would vanish. According to the Goldstone theorem [9] spontaneously
broken exact symmetries generate massless spin-zero particles called Goldstone bosons.
The number of such particles is given by the number of spontaneously broken symmetry
generators. Indeed, the experiment shows that this particles exist, not massless but very
light compared to other hadrons. In the case of chiral SU(2) the number of broken
generators is three which are identified with the pions π0, π±. For chiral SU(3) the
eight broken generators produce an octet of mesons π0, π±, K0, K̄0, K±, and η. In
reality, the quarks are not massless as shown in Table 1.1. Therefore chiral symmetry of
the Lagrangian is not exact which is also reflected in the fact that the pions etc. have a
finite mass as shown in Table 1.2. Nevertheless the masses of the pions are much lower
particle anti-partic. mass in MeV (mean) lifetime in seconds
π0 self 134.9766± 0.0006 (8.4± 0.6)× 10−17
π+ π− 139.57018± 0.00035 (2.6033± 0.0005)× 10−8
K+ K− 439.677± 0.016 (1.2380± 0.0021)× 10−8
K0 K̄0 497.614± 0.024 -
η self 547.853± 0.024 (5.1± 0.3)× 10−19
Table 1.2: Properties of mesons [6]
5
1 Introduction - Continuum QCD
than the kaons and the η meson. This points out that the chiral SU(3) symmetry is
less reliable compared to the chiral SU(2) symmetry as we would expect it when we
consider the mass differences of an up/down and a strange quark. The non-zero small
masses of u and d (and s) quarks can be treated as a perturbation. In the low energy
regime of QCD where the standard perturbation theory breaks down due to the large
value of the strong coupling, the chiral perturbation theory [10] which bases on the chiral
symmetry is a powerful tool and gives a exceptionally consistent picture of the strong
interaction below the hadronic scale of 1 GeV. For chiral SU(N) symmetry with N > 3
the quarks (mainly charm and bottom; top has a tiny lifetime and it is not expected to
build bound states) become so heavy that the chiral perturbation theory is not applicable
anymore. For the heavy quark sector, we can consider another approximate symmetry
of the Lagrangian, namely the heavy quark symmetry. A quark is considered to be heavy
when its Compton wavelength is much smaller than the typical extension of a hadron,
say, proton (about 1 fm). This means that the quark has to be much heavier than 200
MeV. Such bound states are, for example, the B and D mesons where one quark is a
(anti-) bottom and (anti-) charm, respectively, and the other one is (anti-) up, (anti-)
down or (anti-) strange to build a quark-antiquark pair. The heavy quark serves as a
static source of color charge and the effective theory which describes such bounds states
is invariant under flavor and spin changes (for more details see [11, 12]).
1.4 Confinement and asymptotic freedom
In 1973, as H. D. Politzer [13] and D. J. Gross and F. Wilczek [14–16] pointed out
that non-abelian gauge theories like QCD have a peculiar property which they called
asymptotic freedom. In that context, it is important to discuss the concept of running
coupling what we will do next in few words (for detailed discussions, see [3, 5]). At
the beginning of this chapter, we introduced QCD as an analogous theory to QED and
discussed the main differences between both theories. For the discussion of running
coupling, we want to start from the QED case and bridge to the non-abelian case. If
we consider an electron in “vacuum”, we know from quantum electrodynamics that the
electron is covered by a cloud of virtual electron-positron pairs (due to the uncertainty
principle) which screens off the “bare” charge of the electron. But if we go to higher
energy scales and try to penetrate more and more through this cloud of virtual particles,
we will measure an increasing value of the electron charge and respectively of the coupling
constant (αEM ∝ e2). This is the so-called running of the coupling with the energy scale.
The situation is completely different in the case of QCD. A quark in QCD “vacuum”
is covered by a cloud of gluons and quark-antiquark pairs. The color charge of the
quark is then reduced by the virtual quark-antiquark pairs, but the virtual gluons which
carry also color charge in contrast to photons can thus increase the color charge of the
original quark due to the self-coupling effect (see below), i.e. if we penetrate through
this cloud of virtual particles, the coupling will decrease more and more. In the lowest
6
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This property appears in all orders of perturbation theory. Here, µ is the energy scale
and Λ is a constant about 200 MeV [17] which has to be determined experimentally.
Equation (1.17) implies that αS decrease with increasing energy. This prediction was












Figure 1.1: The running of the strong coupling constant αS. It is taken from [6]
coupling constant αS(µ) measured experimentally at different scales µ. The dashed
line and the solid lines are the world average and the ±1σ limits, respectively. The
decreasing behavior of αS is clearly shown by this plot (for more details, see [6, 18–20]).
At short distances (high energy scales), the strong coupling becomes so small that the
gluons and quarks behave like free particles (asymptotically free) and their interaction
can be treated in perturbation theory, but in the low-energy regime, when the energy
scale goes toward Λ, the coupling becomes stronger (and even diverges at µ = Λ and
the perturbation theory breaks down), a new phenomenon called confinement sets in
and quarks and gluons are confined in hadrons. It means that this particles cannot
appear as free particles. This big difference to QED stems originally from the fact that
gluons carry also a color charge. As mentioned before, they can interact with themselves.
7
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The additional self-interaction vertices, which have no counterparts in QED, are given





Figure 1.2: Three and four gluon interactions
field strength tensor (1.3) of QCD. The remainder of the work is organized as follows. In
the next chapter, we want to give a brief introduction to lattice QCD and describe how
one can formulate QCD on lattice. After discussing different formulations of fermions,
we will explain the O(a) improved Wilson quarks which we will use in our simulations. In
the third chapter, we will discuss the working horse of lattice QCD the so-called Hybrid
Monte Carlo (HMC) algorithm. The evaluation of the path integral with dynamical
fermions is a demanding task and since the first suggestion of HMC a lot of efforts have
been made to improve the performance of the algorithm to make lattice QCD calculations
accessible on current computational facilities. We will give a summary of those tricks
and some popular variants of HMC. Then, we will give some theoretical foundations of
the running parameters of QCD and introduce our model the Schrödinger functional
scheme and discuss how a coupling can be defined in this scheme. In the subsequent
chapter, we will explain the two flavor ALPHA code and how we intend to extend it to
arbitrary even numbers of flavors. Finally, we want to discuss our results in detail and
show the energy dependence of the QCD coupling with four flavors of O(a) improved
Wilson quarks in Schrödinger functional scheme. Then, we will give a summary.
8
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In this chapter, we want to discuss how to find a suitable formulation of a quantum field
theory, especially quantum chromodynamics, for numerical treatments. The crucial idea
of K. Wilson putting QCD on a space-time lattice, which he proposed in [21], and further
developments will be discussed. We are going to give an overview about this subject.
For detailed discussions, we refer the interested reader to the following textbooks [22–26]
and to the following papers [27–32].
2.1 Path integral
The path integral formulation of quantum mechanics, which was introduced by Feynman
[33] in 1948, is an equivalent way, beside Schrödinger’s wave mechanics and Heisenberg’s
matrix mechanics, to describe quantum effects and calculate matrix elements. The idea
is based on the principle of least action of classical mechanics. Instead of considering
a single trajectory of, e.g., a moving particle, one regards all possible paths, weights
them with a Feynman factor (the counterpart in statistical mechanics is the Boltzmann
factor) and sums over all paths to compute quantum amplitudes. The path with the
smallest action will dominate. This concept can be generalized from quantum mechanics
to quantum field theories (QFTs). It is also possible to use a Hamiltonian formulation
of QFTs with non-commuting operators, but for the purpose of numerical evaluation, a
formulation of the theory with ordinary commuting numbers is more suitable.




where the operator D denotes D2 =̂
∏
x,α d2α(x). The action of QCD is given in term
of the Lagrangian by
SQCD[Aµ,Ψ,Ψ] =
∫
dx4 LQCD︸ ︷︷ ︸
from(1.10)
. (2.2)
The paths in (2.1) are weighted with an oscillating function. Therefore it makes sense
to transform the path integral by a Wick rotation from Minkowski space to Euclidian
space to circumvent the oscillating integral kernel in numerical simulations. The real
time of (2.1) is then turned into an imaginary time
x0 = ix4. (2.3)
9
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As a consequence of this, the commutation relation of the Dirac γ-matrices changes
slightly (here, γE denotes the γ matrices in Euclidean space)
{γµ, γν} = 2gµν14×4 ⇒ {γEµ , γEν } = 2δµν14×4 (2.4)
with
γE4 = γ0, γEj = −iγj . (2.5)





In the following, we are going to stay in the Euclidean space and therefore drop the




DAµDΨDΨ O[Aµ,Ψ,Ψ] exp{−SQCD[Aµ,Ψ,Ψ]} (2.7)
where the normalization factor Z was defined in (2.6). The integral in (2.7) is infinite-
dimensional and is therefore mathematically ill-defined, but the lattice regularization,
which we are going to introduce next, will make it finite and thus mathematically well-
defined.
2.2 Lattice discretization
As mentioned in the previous chapter, in the low-energy regime of QCD, the coupling
constant is of order one. Due to this large coupling constant, the perturbation theory
which works excellently in the high-energy regime, breaks down and one needs a new
approach. In 1974, K. Wilson proposed in his famous paper “Confinement of quarks”
[21] the idea of a discrete hypercubic space-time lattice where the quarks are defined
at the lattice sites and the gluons on the links. The advantage of Wilson’s idea is the
non-perturbative approach to QCD. On the lattice, one does not have to worry about
the breaking down of the perturbation expansion because the only expansion is the
one around the lattice spacing a which is usually a small parameter. Originally, this
technique was used to show numerically that QCD provides confinement.
2.2.1 Lattice set-up
The discretization of the space-time can be performed in different ways, but the simplest
strategy is to choose an isotropic lattice with only one lattice spacing a in temporal and
spatial extension. But an anisotropic lattice with different lattice spacings for temporal
and spatial extensions is also conceivable [34]. In our case, we take an isotropic lattice.
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∆fµΨ(x) = 1a [Ψ(x+ aµ̂)−Ψ(x)]
∆bµΨ(x) = 1a [Ψ(x)−Ψ(x− aµ̂)]
(2.9)
where x = (x1, x2, x3, x4) is the lattice site where the derivative is to be taken and µ̂
denotes the unit vector in µ direction and the superscripts f and b denote the forward
and backward derivatives respectively. For the boundaries we choose periodic bound-
ary conditions in spatial direction and Dirichlet boundary condition for the temporal
direction. With these boundary conditions, the case where a point x± aµ in the above
derivatives could fall outside the lattice is well-defined.
On the lattice the Poincaré invariance of the continuum theory is reduced to a discrete
group. The hypercubic lattice is only invariant under a rotation by π/2 and a translation





Figure 2.1: Link variable
In the continuum, a fermion which moves from x to y collects a phase factor, due to
the presence of a gauge field, that is given by the path ordered product








This equation indicates that the gauge fields on the lattice should be associated with
the links which connect lattice site x with lattice site y. So, Wilson proposed a discrete
version of the path ordered product and defined a link variable (Figure 2.1) from x to
the neighboring site x+ aµ̂ to







Since the lattice spacing a is a small parameter, the integral in (2.10) is approximated
by ∫ x+aµ̂
x















= U †(x− aµ̂, x). (2.13)
With these link variables, we can construct two types of objects on the lattice which are
gauge invariant. The first one is a string, which we can build as a path-ordered product
of link variables Uµ(x), connecting a fermion and an anti-fermion, i.e.
“string” = tr
(
Ψ(x)Uµ(x)Uν(x+ µ̂) . . . Uω(y − ω̂)Ψ(y)
)
, (2.14)
and the second one is a closed Wilson loop (in Figure 2.2, 1 × 1 Wilson loop is shown
which is also called a plaquette)




Uµ(x)Uν(x+ µ̂)U †µ(x+ ν̂)U †ν (x)
]}
. (2.15)
Figure 2.2: Gauge invariant object on the lattice; left: string, right: closed 1× 1 Wilson
loop
2.3 Gauge action
The invariant action on the lattice has to be built out of strings and loops which we
introduced above. But the important point is that the lattice action has to result in the
continuum action if one takes the limit a→ 0. First we should have a look at the gauge
part of the action. The plaquette which is shown in Figure 2.3 can be written in terms
of the Uµ(x) as follows




























Figure 2.3: The plaquette
Replacing the link variables Uµ(x), Uν(x + µ̂), . . . with (2.11) gives (for the sake of



























For merging the exponential functions, we need the Campbell-Baker-Hausdorff formula
because the Aµs are non-commuting SU(3)-matrices




2 [A,B] + . . .
}
= exp{CBH(Aµ, Aν)}
where CBH(Aµ, Aν) in our case is given by
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Considering only the leading order contributions, we obtain
CBH (Aµ, Aν) ≈ iag {a(∂µAν − ∂νAµ) + iag [Aµ, Aν ])} (2.18)
≈ ia2g {∂µAν − ∂νAµ + ig [Aµ, Aν ])}, (2.19)
where we can identify the field strength tensor Fµν of QCD
CBH (Aµ, Aν) ≈ iga2Fµν . (2.20)
Let us now expand the exponential function exp{CBH(Aµ, Aν)}




and consider the real part of the trace:
Re tr (1− Uµν) =
a4g2
2 tr [FµνF
µν ] +O(a6). (2.22)
In (2.22), we have to sum over all plaquettes with one orientation (µ < ν). Because of



















d4x tr [FµνFµν ] , (2.23)
we see that the gauge action, which is composed of the plaquette, leads to the continuum
gauge action. The simplest formulation, the so-called Wilson gauge action [21], uses the













2.4 Fermions on the lattice
where β = 2Nc/g2 and Nc is the number of colors (for SU(3): Nc = 3). Above we
discussed only the simplest gauge action where the leading order lattice artifacts are
O(a2). According to Symanzik’s improvement [35–37], Lüscher and Weisz worked out
in [38] how to improve the gauge action through a linear combination of 1 × 1 and
1× 2 Wilson loops with coefficients chosen appropriately such that the resulting action
has only O(a4) leading order corrections. In our simulations, we will use the Wilson
plaquette action (2.24).
2.4 Fermions on the lattice
The formulation of fermions on the lattice produces some problems. For example, the
naive discretization of the fermion action, where the continuum derivatives are replaced
by the discrete versions, contains additional fermions to the physical one; these are called
doublers. For removing all of these unphysical fermions, Wilson proposed an additional
term in the fermion action, the so-calledWilson term, which solved the doubling problem
but caused another one: It broke chiral symmetry explicitly, even for m = 0. For
dealing with all these difficulties many approaches have been developed. In 1981, Nielsen
and Ninomiya [39] proved a no-go theorem in which they showed the constraints of
formulating fermions on the lattice. According to this theorem, the lattice Dirac operator





cannot have all of the following properties simultaneously (we denote by D̃(p) the Fourier
space representation of the Dirac operator D):
1. D̃(p) is periodic in momentum space with period 2π/a (translation invariance).
2. D̃(p) is continuous in momentum space (locality of interaction).
3. For small pµ and a→ 0, D̃(p)→ iγµpµ
4. No doublers.
5. For the massless case (m = 0), chiral symmetry is preserved:
γ5D +Dγ5 = 0
The present formulation of fermions on the lattice could be roughly classified in two
categories. The first type of approach gives up fully or partly the preservation of chiral
symmetry and obtains a simple discretization which has numerical advantages (numer-
ically cheap). The second type keeps the chiral symmetry on the lattice as much as
possible which has the drawback of being very computer time intensive. The differ-
ent formulations are compared in Table 2.1 [40]. A natural starting point of finding a
15
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formulation doubler locality chiral sym. discret. effects
naive 16 yes yes O(a2)
staggered 4 yes some O(a2)
rooted staggered 1 no some O(a2)
Wilson 1 yes no O(a)
improved Wilson 1 yes no O(a2)
twisted mass Wilson 1 yes discrete O(a2)
Ginsparg-Wilson 1 num. ok lattice version. O(a2)
Domain-Wall 1 num. ok approx. ≈ O(a2)
Table 2.1: Summary of fermion formulations on the lattice




In equation (2.9) the continuum derivative was discretized without gauge fields. In
oder to preserve the gauge symmetry on the lattice, we have to introduce the covariant








[Ψ(x)− U †µ(x− aµ̂)Ψ(x− aµ̂)]. (2.28)









The reason for this is the leading order of the discretization error. In the case of the
simple covariant forward and backward derivatives, the leading order is O(a), whereas






This action is local and has the right continuum behavior. Chiral symmetry is preserved
but (2.30) now contains doublers. If we consider the Fourier transform of the lattice
Dirac operator for free fermions,






2.4 Fermions on the lattice
in the chiral limit m → 0, we can easily see, that beside the physical fermion at pµ =




(π/a, 0, 0, 0) ×4
(π/a, π/a, 0, 0) ×6
(π/a, π/a, π/a, 0) ×4
(π/a, π/a, π/a, π/a) ×1
(2.32)
This is the well-known doubling problem. Wilson introduced an irrelevant operator to
the naive discretized action to avoid such a doubling problem. The effect of this term is
that the 15 unphysical fermions decouple and become infinitely heavy in the continuum







where r is the Wilson parameter (r ∈]0, 1]). The disadvantage of the Wilson action is
that it explicitly breaks chiral symmetry for m → 0 due to the Wilson term. In 1975
and 1977, Kogut and Susskind [41, 42] proposed a different way to tackle the doubling
problem. The so-called staggered fermions reduce the 16 doublers of the naive lattice
fermions to 4 by a spin diagonalization. In this formulation, the fermion fields Ψ and Ψ
are changed to
Ψ(x) = Γxχ(x), (2.34)
Ψ(x) = χ̄(x)Γ†x, (2.35)
where
















αµ(x) = Γ†xγµΓx+aµ̂ = (−1)x0+x1+···+xµ−114×4, (2.38)










The Dirac γµ matrices have disappeared due to the above transformation and the action
is now diagonal in spinor space. The fields χ and χ̄ also have four Dirac components like
Ψ and Ψ, but all of them are decoupled because the phase factor αµ(x) is diagonal. So,
taking only the first component and neglecting the rest, reduces the 16 flavors to 4 so-
called tastes. In contrast to the Wilson fermions, the staggered fermions have remnant
chiral symmetry but do not ultimately solve the doubling problem. In connection with
staggered fermions, a “fourth-root” trick has been much discussed in the literature:
In 1981 Marinari et al. [43] suggested a “rooting” trick to reduce the degeneracy of
staggered fermions in a massive Schwinger model in QED. This trick was adopted in
QCD and is used up to now. For describing a single flavor, the fourth root of the
fermion determinant is taken in the path integral∫
DUe−SG det(Dstag +m)⇒
∫
DUe−SG det(Dstag +m)1/4. (2.40)
Now, if one wants to reconstruct the action of the rooted staggered fermions from the
right-hand side of (2.40), one would fail because the corresponding Dirac operatorDaction
of the rooted determinant, which appears in the action, is not known
det(Dstag +m)1/4
?= det( Daction︸ ︷︷ ︸
not known
+m). (2.41)
As shown in Table 2.1, the locality requirement of the rooted staggered fermions is vio-
lated [44], and hence universality is threatened, i.e. if universality is not maintained, the
continuum limit would give wrong results and the rooted staggered fermions would not
describe physics. Despite these problems, the underlying motivation of using rooted stag-
gered fermions comes from the numerical point of view. They are numerically cheaper
than the Wilson fermions because of the reduction of the four Dirac components per site
to one and they are automatically O(a) improved, which is a priori not given in the Wil-
son formulation (but in the improved Wilson fermions, see next section). Nevertheless,
the hope is that the effect of non-locality disappears in the continuum limit and does
not influence the universality.
The next lattice fermion formulation that we want to mention here is the twisted mass
(tm) Wilson fermion. As its name implies, this formulation is based on Wilson fermions
but with a fundamental difference. In 1999, Frezotti et al. [45, 46] suggested a way of
improving Wilson fermions by adding a chirally rotated mass term to the lattice Dirac
operator for a two flavor QCD. The Dirac-Wilson operator Dw in (2.33) is modified
slightly to
Dtm = Dw +m+ iµγ5τ3, (2.42)
where the parameter µ is the so-called twisted mass parameter and τ3 is the isospin
generator which acts in flavor space. For any finite µ, the fermion determinant for two
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(Dw +m)(Dw +m)† + µ2
}
> 0 (2.43)
is manifestly positive. In other words, the Dirac operator of the tm QCD is protected
against zero modes. Therefore, the so-called exceptional configurations, those config-
urations where the determinant would vanish, are excluded. At the expense of flavor
symmetry, chiral symmetry is partly preserved. At maximal twist µ = π/2, the fermions
automatically become O(a) improved and there is no need to tune improvement coeffi-
cients (see e.g. improved Wilson fermions). Up to cutoff effects, the twisted mass QCD
is equivalent to standard QCD [45].
Until now, we have described lattice fermions which violate the chiral symmetry fully
or partly. But it has been discussed in literature that chiral symmetry could hold exactly
on the lattice with a slight modification of the last requirement of the Nielsen-Ninomiya
theorem. In 1982, Ginsparg and Wilson [47] proposed a modified definition of chiral
symmetry adapted to the lattice discretization
γ5D +Dγ5 − aDγ5D = 0. (2.44)
The additional term on the left-hand side could be understood as a result of the lattice
version of the infinitesimal continuum chiral rotation, i.e.
continuum lattice
δΨ = iεγ5Ψ ⇒ δΨ = iεγ5(1− a2D)Ψ
δΨ = iεΨγ5 ⇒ δΨ = iεΨ(1− a2D)γ5
where a is the lattice spacing. Calculating
δL = (δΨ)DΨ + ΨDδΨ = 0 (2.45)
then gives the above mentioned famous Ginsparg-Wilson (GW) relation (2.44). An
action which is built out of a Dirac operator D fulfilling this relation is invariant un-
der the continuous chiral symmetry. Indeed, the Ginsparg-Wilson relation achieves the
continuum chiral symmetry requirement, when the lattice spacing goes to zero
{γ5, D} = aDγ5D
a→0−−−→ {γ5, D} = 0. (2.46)
Since the publication of the GW relation, different approaches have been proposed to
satisfy it. The first proposal was made by Kaplan [48] and involved actions with five
dimensional fermions (so-called domain wall fermions), followed by Hasenfratz [49] with
the fixed point action and Neuberger’s overlap approach [50]. As mentioned before,
simulations with fermions which preserve chiral symmetry are numerically expensive
and they are still a big challenge for algorithms and computer resources. Nevertheless,
chiral symmetry is an important property of QCD and should be preserved as much as
possible on the lattice.
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In this work, we will use the O(a) improved Wilson fermions and discuss them in some
detail in the following section. For further details, we refer the reader to [25].
2.5 Improved Wilson fermions
In the previous section, we already introduced Wilson fermions which broke chiral sym-
metry due to the Wilson term. The discretization error went with the lattice spacing
a (∝ O(a)) which is a drawback compared to other formulations (see Table 2.1). In
1985, Sheikholeslami and Wohlert worked out in [51] that the O(a) lattice artifacts of
the Wilson action could be removed according to the Symanzik improvement program
by adding a dimension-five operator. The resulting improved action is then given by






where Fµν is the lattice representation of the gluon field tensor and σµν = i2 [γµ, γν ].
The action (2.47) now includes the Wilson term, which cancels the doublers, and the
Sheikholeslami Wohlert term, which causes an O(a) improvement of the Wilson action.
Generally, (2.47) is called the Sheikholeslami Wohlert (SW) action or clover action.
The latter name originally comes from the pictorial representation of Fµν (Figure 2.4).
Actually, the clover term is a sum of four oriented plaquettes and we can easily read off
µ
ν
Figure 2.4: Sheikholeslami Wohlert (clover) term
the following expression in terms of the gauge links U(x) for the lattice version of the
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Uµ(x)Uν(x+ µ̂)U †µ(x+ ν̂)U †ν (x)
+Uν(x)U †µ(x+ ν̂ − µ̂)Uν(x− µ̂)U †µ(x− µ̂)
+U †µ(x− µ̂)U †ν (x− µ̂− ν̂)Uµ(x− µ̂− ν̂)Uν(x− ν̂)
+U †ν (x− ν̂)Uµ(x− ν̂)Uν(x− ν̂ + µ̂)U †µ(x)
}
−hermitian conjugate] . (2.48)
The parameter csw in (2.47) is a function of the bare coupling g0 and has to be tuned
such that the O(a) effects cancel out. A first estimate for the appropriate value of csw
was given by Sheikholeslami and Wohlert from perturbation theory at tree level [51],
csw = 1. (2.49)
Later, Wohlert acquired the one loop formula [52]
csw = 1 + 0.26590(7) · g20 +O(g40). (2.50)
With increasing availability of computational power, the non-perturbative determina-
tion of csw became feasible and of interest. In 1996, a first method was proposed by
Lüscher et al. [53, 54] in the framework of the Schrödinger functional scheme. The
ALPHA collaboration and CP-PACS and JLQCD collaborations have investigated the
functional dependence of csw of the Sheikholeslami-Wohlert fermion action with the pla-
quette gauge action for different numbers of flavors. The results are summarized in Table












, 0 ≤ g20 ≤ 6/5.2 [56]
Table 2.2: csw for different Nf
two dynamical fermions is significantly different than from the quenched case. But for
two and three flavors, the graphs are very close to each other. An interesting question
is now to investigate if csw for four flavors behaves like csw for three flavors or if there
is an significant deviation? Indeed, the first part of this work is dedicated to this topic.
In later chapters, we will discuss the method, which was introduced by Lüscher, and a
slight modification of it for our purposes in detail.
In general, the Wilson and the improved Wilson fermion action is usually expressed
in terms of the hopping parameter κ = (2am + 8r)−1 and the rescaled fields Ψ →
21
2 Lattice QCD











Nf = 0 ALPHA col.
Nf = 2 ALPHA col.
Nf = 3 JLQCD&CP-PACS col.
pertur.
Figure 2.5: Comparison of csw for various Nf and the 1-loop formula (2.50) (lowest line)
√
2κa−3/2Ψ, where the Wilson parameter r is usually set to one. The complete action


















The beautiful idea of introducing a space-time lattice into QCD and thus giving the
path integral (2.6) a mathematical well-defined meaning has some drawbacks. The
lattice spacing a which had to be introduced due to the discretization and the space-
time box in which the simulation has to be carried out are finite. In order to extract
physics from simulation data, one has to calculate the observable of interest for various
lattice spacings a and has to take the continuum limit a→ 0 (continuum extrapolation).
Therefore, simulations with small lattice spacings and large space-time boxes are needed,
but in practice, they are difficult to perform nowadays. The currently used algorithms,
mainly variants of Hybrid Monte Carlo, in lattice QCD, which we will discuss later, have
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the drawback of critical slowing down if the lattice spacing a becomes smaller and smaller
(a → 0). Overcoming this problem demands developing new algorithms and strategies.
But, presently, the best available method is the above-mentioned Hybrid Monte Carlo.
On the other hand, an improvement of the action and local fields of the lattice theory
would lead to a reduction of discretization errors and would make the extrapolation to
the physical point more accurate. In the previous sections, we discussed the leading order
effects of different lattice fermion formulations and focused on theWilson fermions and its
drawback of being an O(a) action. We then discussed how Sheikholeslami and Wohlert
improved the Wilson fermion action by adding a dimension-five term to the action. The
origin of this Sheikholeslami-Wohlert term lies in a systematic way of improving action
and operators. This so-called Symanzik improvement program [35–37] considers the
lattice theory as the main object of interest and constructs an effective continuum theory
with an explicit cutoff dependence which describes the lattice theory asymptotically. In





L0(x) + aL1(x) + a2L2(x) + . . .
}
. (2.52)
with the effective lattice fields
φeff = φ0 + aφ1 + a2φ2 + . . . . (2.53)
L0(x) is the known continuum QCD Lagrangian and L1(x),L2(x), . . . ,Lk(x) consist of
linear combinations of local operators of dimension 4 +k. The restriction to these terms
is that they have to have the appropriate dimension and respect the lattice symmetries.
For the effective Lagrangian L1 of the Wilson fermion action, only the following fields
are possible (dimension-five fields)








µΨ) and O5 = m2ΨΨ.
This list of fields can be reduced by using the field equations. One can eliminate O2
and O4 in favor of O1, O3 and O5. By a redefinition of the coupling constant and the
quark mass, O3 and O5 can be absorbed in the corresponding terms in L0 [57]. The only
remaining term for the O(a) improvement in the effective action is then proportional to
O1.
Symanzik’s improvement program is a very general procedure for improving lattice
theories systematically order by order in the lattice spacing. We discussed above the
case of the Wilson action and gave a list of required fields for L1. In a more general
picture, the improvement in a lattice theory can be achieved by modifying the lattice
action such that Lk in the effective continuum theory disappear up to a given order k.
If we assume, for example, that L1 is a linear combination of operators Oi, then an O(a)
improvement requires that this term has to be canceled. In other words, one adds an
irrelevant operator
∑
ciÔi to the lattice action and chooses the improvement coefficient
ci such that L1 vanishes on the lattice (Ôi is the lattice version of Oi). The physics
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is, of course, not affected by these additional irrelevant operators because in the limit
a→ 0 all Lk, k > 0 disappear.
2.7 Critical behavior and continuum limit
The extraction of physical information from lattice data is a demanding task and it is,
a priori, not obvious why any lattice formulation should give continuum QCD results
in the limit of vanishing lattice spacing. We intend to discuss this topic shortly in the
following. As mentioned before, the simplest lattice action, namely the Wilson action,
gives the continuum QCD action for a → 0. But in fact, the Wilson action is not the
only choice and there exist an infinite number of other actions that give the same naive
continuum limit. However, in order to make physical predictions, the chosen lattice
theory must be in the same universality class as continuum QCD, and therefore it has to
have a critical region in parameter space where the correlation length diverges. In this
case, the underlying lattice structure would disappear. If a lattice theory has no critical
behavior, it cannot describe any continuum field theory, more specifically continuum
QCD. Thus, criticality is a crucial requirement.
As mentioned before, the Feynman path integral formulation of quantum mechanics has
deep connections to statistical mechanics and a generalization of this concept leads to
a correspondence between statistical mechanics and field theories. A partition function
of a field theory resembles a partition function of a statistical mechanical system. In
this statistical analogy, the mass spectrum, for example, can be extracted from the
exponential decay of appropriate correlation functions on the lattice, and, generally, the
mass in lattice units is related to the inverse of the correlation length. Therefore, the
largest correlation length in the system is dictated by the smallest mass. If this system
now has a continuum limit with a finite physical mass, the mass in lattice units has to
vanish in the limit a → 0 and, consequently, the correlation length in lattice units has
to diverge. Thus a continuum field theory can only be realized at the critical point of a
statistical mechanical system with a corresponding partition function.
The continuum limit of lattice QCD demands to send the lattice spacing a to zero or
equivalently the bare coupling g0 to zero. The evolution of the bare coupling with the





For g0 → 0, the β-function can be approximated in perturbation theory and the result-
ing equation for a(g0) shows exponentially decreasing behavior for the lattice spacing
(asymptotic scaling). In other words, the decrease of a for a fixed number of lattice sites
causes a reduction of the physical volume. Therefore one has to increase the number of
lattice sites with the decrease of a such that the physical volume of the space-time box
is constant. This in turn drives up the computational time of simulations. In practice,
one calculates the observables of interest only for three or four values of lattice spacing
a on the lattice and performs then the continuum extrapolation to a = 0.
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In the previous chapter, we described how the continuum QCD theory can be discretized
in an appropriate manner and discussed different aspects of a discretized theory. Now,
the evaluation of the path integral (2.6) on a four-dimensional hypercubic lattice is a
demanding task and it is not obvious how it is supposed to be performed. If we consider,
e.g., a small lattice of 44 lattice sites and a simple integration method like Simpson with
a mesh of 10 points per integral, the total number of terms which has to be evaluated
amounts to ≈ 108200. This huge number grows fast with the lattice size. Hence, standard
numerical integration methods are not suitable for lattice gauge theories because the
numerical computational costs grow with increasing dimension of the integral. For such
high dimensional integrals, Monte Carlo methods are usually the only choice. In the
following, we are going to sketch how a Monte Carlo method can be applied to lattice
gauge theories. For further details, we refer the reader to standard textbooks on lattice
gauge theories and to the following introductory papers [28, 31, 32, 58].
3.1 Basic idea
The Monte Carlo calculation of an integral is based on the idea of statistical evaluation.
In other words, the calculation of the integral has to be performed many times and
averaged over all results. Indeed, there exists better techniques for performing integrals
numerically but, as explained above, they become very expensive with increasing dimen-
sions.
In a quantum field theory, the quantity in which one is interested in is the vacuum






S[U ] is a real-valued functional which depends on the link variables U . The weight
factor e−S[U ] has the same meaning as the Boltzmann factor in statistical mechanics. It
weights the different contributions of O in such a way that O[U ] with the smallest action
S[U ] contributes mostly (the principle of least action). This technique is also known as
important sampling and accelerates the convergence of the Monte Carlo evaluation enor-
mously. The expression in the denominator of (3.1) guarantees that the normalization
condition 〈1〉 = 1 holds.
The general strategy of evaluating equation (3.1) with the Monte Carlo method is to
average the observable O evaluated on N gauge field configurations {U}i which are
25
3 Monte Carlo Methods






The sequence of gauge configuration are usually obtained by a so-called Markov chain
{U}1 → {U}2 → . . . {U}i → . . . {U}N . (3.3)
As a starting gauge configuration any gauge configuration can be used. One can set all
link variables to the unite matrix (cold start) or to some random matrices (hot start).
Also a mixture of both is conceivable. After starting from an initial configuration, one
has to update the configuration (change the configuration) many times according to an
algorithm, which we will discuss, such that one obtains eventually configurations (3.3)
with the desired distribution. Hence the configuration needs some update steps to be-
come thermalized. Actually, there is no general rule for the number of this thermalization
updates but one can compare e.g. how a set of observables change with the number of
updates (Monte Carlo histories) from simulations which started from a hot and a cold
configuration for example. As soon as both Monte Carlo history curves reach each other,
one can assume that the configuration is thermalized. In general, this is an expensive
method because every Monte Carlo simulation has to be carried out, at least, twice.
Therefore, usually one looks at the Monte Carlo histories of a set of observables and cut
off the measurements until the values of the observabels fluctuate around a mean value.
If the thermalized configurations could be considered as statistically independent, the
approximation (3.1) would have an error of order 1/
√
N . However, in the sequence of
configurations, {U}i is generated from {U}i−1 and therefore they are not completely sta-
tistically independent. In this context, the autocorrelation time is an important quantity
which has to be included in the error estimation [59] (section 3.6).
3.2 Markov chains
As explained in the last section, we need a sequence of configurations for measuring the
expectation value (3.1). For this purpose we number every field configuration in the
sequence with a discrete index n = 1, 2, 3, . . . as in (3.3). A Markov process, which is an
ergodic stochastical generation process, produces then configuration i′ from configuration
i with the transition probability P (i→ i′) which obeys the following requirements




P (i→ i′) = 1. (3.5)
Stochastical means that the choice of the next configuration from the present one is
randomly with the probability P (i → i′). Ergodicity ensures that the probability of
going from one configuration to any other one in finite number of steps N is greater
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than zero
∀i, i′ : PN (i→ i′) > 0. (3.6)
The Markov process has to have the following property (balance equation)∑
i
P (i→ i′) exp{−S(i)} !=
∑
i
P (i′ → i) exp{−S(i′)}. (3.7)
Here S(i) means S({U}i). The balance equation expresses that the total probability to
end up in configuration i′ starting from all possible starting configurations i weighted by
exp{−S(i)} is equal to the probability finding the system in configuration i′ multiplied
by the sum over all transition probabilities P (i′ → i) over all possible final state i. Using
(3.5), equation (3.7) results in∑
i
P (i→ i′) exp{−S(i)} = exp{−S(i′)}. (3.8)
This equation expresses the fact that the equilibrium distribution exp{−S(i)} is a fixed
point of the Markov process. One can start from an arbitrary initial configuration
and will end up in the equilibrium (thermalized) state applying the Markov process
iteratively. A stronger requirement as the balance equation is that the equality (3.7)
holds for every term
exp{−S(i)}P (i→ i′) = exp{−S(i′)}P (i′ → i). (3.9)
This sufficient condition for a solution of the balance equation is known as detailed
balance. Algorithm which satisfies the detailed balance condition lead to the equilibrium
distribution started from any configuration. If we now have such a chain of configurations
where configuration i is independent of all configurations except for i− 1, such a chain
is called Markov chain.
3.3 Metropolis versus heat bath
The realization of such an algorithm with the above requirements was first proposed by
Metropolis et al. in 1953 [60]. The key idea is to change a single variable at a time and
to check after every proposal (i→ i′) if the action is lowered. The new configuration i′ is
always accepted if the new action S(i′) is lowered. Otherwise a random number is taken
which is uniformly distributed on [0, 1] and compared to exp{−[S(i′) − S(i)]}. If the
exponential is equal or greater then the random number, the proposed new configuration
will be accepted otherwise the old configuration will be kept. This procedure is known
as “accept/reject” step which will be a crucial ingredient of the Hybrid Monte Carlo
algorithm. For a fast update of the variables, an algorithm which updates globally
would be desirable but such a procedure would involve a large change in the action
generally and this would cause a poor acceptance rate. Hence the configuration would
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not move or would move very slowly in the configuration space.
The heat bath algorithm which was first proposed by Creutz [61] for SU(2) in 1980
and extended by Cabibbo et al. [62] to SU(N) and improved by Kennedy et al. [63]
goes through all lattice links (a sweep) and thermalizes the current link with its vicinity
while keeping the rest fixed. The idea is originally adopted from statistical mechanics.
The next neighbors of the current link represent a “heat bath” and through updating,
this link becomes equilibrated with the “heat bath”. The transition probability of the
heat bath algorithm is independent of previous configuration i
PHB(i→ i′) ∝ exp{−S(i′)}. (3.10)
Due to accelerate the decorrelation of the subsequent configurations, these algorithms
can be combined with an overrelaxation update step. This step changes the configu-
ration without changing the action. The overrelaxation step moves the configuration
to the diagramatically opposite side of the minimum of the action. The proposed new
configuration will be accepted with the probability one in the case of the Metropolis
“accept/reject” step. The overrelaxation algorithm is not ergodic because it samples
configuration on a subspace of constant action. Therefore the overrelaxation algorithm
has to be combined with Metropolis or heat bath algorithms.
Both Metropolis and heat bath algorithms are efficient for local actions (pure gauge
simulations) but become very inefficient for dynamical simulations of QCD because the
so-called fermion determinant, which appears in the path integral and represents the
fermionic part of the action, is non-local. Hence a new algorithm is needed which can
handle with the fermion determinant.
3.4 Hybrid algorithm
For the subsequent discussion of the Hybrid algorithm and Hybrid Monte Carlo algo-
rithm, we follow standard textbooks of lattice field theory (for example [23–25]).
The Hybrid algorithm was first proposed by Duane [64] in 1985. The basic idea of this
algorithm is that one defines conjugate momenta {πi} to {φi} (for the sake of simplicity

























i + S[φ]. (3.12)
It does not affect our expectation value (3.1) if we replace S[φ] with H[φ, π] because the
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dπi dφi exp{−H[φi, πi]}. (3.14)
As aformentioned, the equivalence of an euclidean path integral in quantum field theory
and a classical canonincal ensemble in statistical mechanics allows to use the same tech-
niques as in statistical mechanics. Especially, if the number of degrees of freedom tends
to go to infinity, the canonical ensemble average can be replaced by the microcanonical
average evaluated at a constant energy which is given by the parameters of the system.
Once the Hamiltonian is well defined, the classical Hamilton equation of motion can be
used for the evolution of the initial configuration (molecular dynamics) with constant
energy
φ̇ = +∂H[φ, π]
∂πi
(3.15)
π̇ = −∂H[φ, π]
∂φi
. (3.16)
These equations of motion define an area-preserving reversible mapping on the phase
space {φ, π}. For numerical purposes, we have to discretize the equation of motion and
therefore first we will expand φ and π in a Taylor series








Applying (3.15) and (3.16) on (3.12), we derive the equations of motion for the molecular
dynamics
φ̇i(τ) = πi(τ) (3.19)
and




As quoted in [23], the pure molecular dynamics (MD) algorithm for full QCD has prob-
lems with the fulfillment of the ergodicity requirment. However, the problem can be
solved by refreshing the conjugate momenta from time to time (after a fixed MD time)
in the evolution and, thus, give the configuration a random chosen direction in the config-
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uration space instead of generating once at the begining of MD algorithm. This strategy
is also known from the Langevin algorithm and based on the method of stochastic quan-
tization (for details [65]). Back to MD equations of motion, the second derivative can
be approximated as follows
π̇i(τ + ε) = π̇i(τ) + επ̈i(τ) +O(ε2) (3.21)
⇒ π̈i(τ) =
π̇i(τ + ε)− π̇i(τ)
ε
+O(ε) (3.22)











Replacing π̇i and π̈i in (3.17) and (3.18) by (3.20) and by (3.23), respectively and rear-
ranging, we derive


























The expressions within the brackets are the first two terms of the Taylor expansion of
πi(τ + ε/2). Therefore (3.24) and (3.25) are equivalent to the following equations up to
O(ε3) corrections
φi(τ + ε) = φi(τ) + επi(τ + ε/2) (3.26)




Iterating these both equations means integrating the Hamilton equations of motion. This
scheme is also known as the leapfrog integration scheme which is a member of the class
of symplectic integrators. The crucial properties of such integrators are area-preserving,
which means that the integration measure in phase space is unchanged, and reversible.
It is possible to derive a quantity which can be measured easily in numerical simulation
to proof area preserving of the used integration scheme. By assuming the invariance of
the integration measure, we can obtain the following relationship [66]
〈e−∆H〉 = 1 (3.28)
where ∆H is the difference of the Hamiltoninan between the old and the new configu-
ration. The violation of this condition is a good indicator that the numerical integrator
of equations of motion does not preserve the integration measure.
So, at the beginning of the leapfrog integration, we have to know the half step πi(τ+ε/2).
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To perform this, we expand it up to order ε






and replace it in (3.26) and (3.27). The numerical procedure now consists of five steps
1. Generate the coordinates {φi}.
2. Generate the Gaussian distributed conjugate momenta {πi}.
3. Compute the half step (3.29).
4. Put this result in (3.26) and (3.27) and iterate these equations for several time
steps and store the generated configurations.
5. Repeat the steps 2,3, and 4.
In 1986, Duane and Kogut [67] showed that this algorithm generates configurations
with the desired distribution exp{−S[φ]} in the equilibrium (for ε → 0) but due to the
finiteness of the time step, the algorithm introduces systematic errors which should be
considered carefully.
3.5 Hybrid Monte Carlo
The Hybrid Monte Carlo method goes back to a proposal of Duane, Kennedy, Pendel-
ton, and Roweth 1987 [68]. It is a combination of the two algorithms discussed above
(Metropolis and Hybrid algorithms). The problem with the Hybrid algorithm is that
one has to take care of the systematic errors which are induced by the finite time step.
On the other hand the Metropolis algorithm is exact but this algorithm becomes very
slow when updating configurations the action of which is non-local. The Hybrid Monte
Carlo algorithm combines the advantages of both to one exact algorithm. The update
step is performed globally and the “accept/reject” step of Metropolis algorithm makes it
exact. In contrast to the Hybrid algorithm, the conjugate momenta are refreshed at the
beginning of every trajectory. The procedure for generating configurations which was
given above is now changed a little bit.
1. Generate the coordinates {φi}.
2. Generate the Gaussian distributed conjugate momenta {πi}.
3. Compute the half step (3.29).
4. Put this result in (3.26) and (3.27) and iterate these equations for several time
steps.
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5. Accept the last configuration {φ′i, π′i} in the molecular dynamics chain as the new








6. If the new configuration is accepted, use the new coordinates {φ′i} for starting from
step 2 otherwise keep the old configuration and start from step 2.
It can be shown easily that this algorithm fulfills the requirement of detailed balance.
The proof starts with the choice of the momenta according to the following probability
distribution:








where the subscript G denotes that PG is the generation probability distribution and
N is a normalization constant such that
∫
DπPG(π) = 1. We now consider an initial
configuration {φ, π} which evolves in time by (3.26) and (3.27) {φ, π} → {φ(N), π(N)}.
The demand of reversibility implies that the motion from initial state to the final state
(φ → φ(N)) can be reversed by changing the sign of all momenta. The probability for
going forwards and backwards is the same
PM({φ, π} → {φ′, π′}) = PM({φ′,−π′} → {φ,−π}) (3.32)
where the subscript M stands for molecular dynamics evolution. In the Metropolis “ac-
cept/reject” test (subscript A in (3.33)), the generated configuration {φ′, π′} is accepted
with probability







Integrating over the momenta of the product of PG, PM , and PA gives the complete
probability of the transition
P ({φ, π} → {φ′, π′}) =∫
DπDπ′PG(π)PM({φ, π} → {φ′, π′})PA({φ, π} → {φ′, π′}). (3.34)
Multiplying (3.34) by exp{−S[φ]} and replacing the resulting expression
exp{−H[φ, π]}PA({φ, π} → {φ′, π′})
by
exp{−H[φ′, π′]}PA({φ′, π′} → {φ, π})
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and PM({φ, π} → {φ′, π′}) with the right-hand side of (3.32) in (3.34) and making use
of the fact that H[φ, π] = H[φ,−π], we find
exp{−S[φ]}P (φ→ φ′) =
exp{−S[φ′]}
∫
DπDπ′PG(π′)PM({φ′, π′} → {φ, π})PA({φ′, π′} → {φ, π}) =
exp{−S[φ′]}P (φ′ → φ). (3.35)
Consequently, the Hybrid Monte Carlo algorithm fulfills the detailed balance condition
(3.9) and is therefore an exact algorithm.
3.6 Error estimation
As we explained, the configurations are produced one after another in a so-called Markov
chain according to the Hybrid Monte Carlo algorithm. That means the configurations
are unavoidable correlated to each other. In an ideal world, the configuration i should
only know from its predecessor but in real Hybrid Monte Carlo simulations strong cor-
relations can appear. Eventually the correlation of configurations is then reproduced in
the correlation of measured quantities. This gives rise to the question how one can find
a reliable error estimation of the data?
As discussed in [59], since the popular binning methods (jackknife analysis) for error
analysis of Monte Carlo data handles the effect of autocorrelation implicitly, the error
estimation is not optimal. The basic idea of such a jackknife analysis is that the average
over bins in which the data are divided into are considered as uncorrelated and a naive
error analysis is made. For a more accurate error estimation, an explicit consideration of
the autocorrelation time is needed. The key quantity here is the autocorrelation function
ΓA
ΓA(i− j) = 〈(ai −A)(aj −A)〉 (3.36)
where ak is the k’th measurement of the primary observable A (for primary and derived
quantities see [59]) on the k’th configuration Ck
ak = A (Ck), k = 1, . . . , N, A = 〈A (C)〉. (3.37)
Equation (3.36) implies that ΓA is only a function of the separation i− j and does not
depend on the separation from the beginning of the series. With increasing separation
(→∞), the autocorrelation function ΓA decrease exponentially
ΓA(t)
t→∞∝ exp{−t/τ}. (3.38)
The finite scale τ which characterizes the asymptotic exponential decay of ΓA(t) can
take several update steps.
The decisive factor for the error estimation is now the integrated form of the autocor-
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The appearing quantity ΓA(0) is also known as the variance of the observable A. For

































This estimation has also an error which has to be considered carefully. The calculation
of τint as described above needs to sum up ΓA(t) until its value is sufficiently close to
zero. Otherwise one would obtain an incorrect estimation for τint. For this purpose, a





Here, var(A) denotes the variance of the quantity which one wants to consider. τint is
also a good measure for the quality of the algorithm which produces the configurations
in the Markov chain. A detailed description of this method of error analysis is given in
[59] and the author provides also an inplementation (UWerr.m) in MATLABr which we
will use for our data analysis.
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The numerical realization of the HMC algorithm as we discussed in the last section
becomes a demanding task when dynamical fermions are included. Special techniques
are needed for a fast evaluation of the fermion determinant to make numerical simula-
tions accessible on current computer resources. In this chapter, we want to discuss the
commonly used algorithmic techniques.
4.1 Fermion determinant and pseudo-fermion fields
As currently believed, the matter fields in nature can be divided into two fundamental
different types of particles. Bosons, which carry integer spins, obey the Bose-Einstein
statistics while the fermions with half-integer spins obey the Fermi-Dirac statistics. In
contrast to the bosons, fermions have to respect the Pauli exclusion principle and hence
the existence of two fermions in the same quantum state simultaneously is impossible.
In other words, the elements of the algebra, which should describe the fermionic fields,
have to anticommute. A convenient way is to use the so-called Graßmann algebra. In
the following sections, we will give a brief reminder about certain properties of the
Graßmann variables and discuss how the fermionic part of the action can be integrated
out analytically (for details, see in standard textbooks of lattice field theory). Generally,
theGraßmann algebra of n dimensions is an algebraA over the fieldK, which is generated
by n anticommuting elements ηi
∀i, j : {ηi, ηj} = 0. (4.1)
Especially, the square of a Graßmann variable vanishes
η2i = 0. (4.2)




dηiηj = δij (Berezin’s convention). (4.3)
By calculating multiple integrals, it has to be taken into account that the integration
measure anticommutes also
∀i, j : {dηi, dηj} = {dηi, ηj} = 0. (4.4)
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Due to (4.2) the Taylor series of the exponential function of Graßmann variables reduces
from a infinite sum to
exp{ηiηj} = 1 + ηiηj . (4.5)
It can be shown that the n-dimensional integration measure
dnη = dηndηn−1 . . . dη1 (4.6)





where M is a complex n× n matrix as follows [69]
dnη = det{M}dnη′. (4.8)
So, the so-called Matthews-Salam formula can be proven now
I =
∫





 != det{M}. (4.9)
As mentioned above M denotes here an complex n × n matrix. Applying a linear
transformation as given in (4.7) to the integral I in (4.9) and using
dηndη̄n . . . dη1dη̄1 = det{M}dη′ndη̄n . . . dη′1dη̄1 (4.10)



















In (4.12), we made use of the fact that pairs of Graßmann variables like η′iη̄i and dη′jdη̄j






dη′idη̄i(1 + η̄jη′i). (4.13)
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According to the properties in (4.3) the result for the product of integrals in the above
equation is one
I = det{M}. (4.14)
The integral I in (4.9) describes exactly the fermionic part of the path integral
Zf =
∫
DΨDΨ exp{−Ψ(D +m)Ψ} (4.15)
when we set M = −(D + m). In other words, the exact solution of (4.15) is the deter-
minant of M . The numerical calculation of this so-called fermion determinant det{M}
is very time consuming. In the early days of lattice simulations when the computa-
tional power was very limited, this determinant had been set to one and the simulations
had been performed in pure gauge (quenched approximation). However, neglecting the
fermion determinant means that the effect of the sea quarks is ignored. The quenched
approximation in the non-perturbative approach corresponds to a tree level calculation
(ignoring the loop contributions) in the perturbative regime of QCD. Nevertheless the
quark polarization effects are important and should be considered. In Figure 4.1, the



























 (K-input) mφ (K-input) mK (φ-input) mK* (φ-input)
Figure 4.1: Comparison of quenched and dynamical simulations. The deviation of the
lattice results from the experimental value is shown. The picture is taken
from [70].
In recent years dynamical simulations (full QCD simulations) with at least two quarks
became feasible and have been performed by many collaborations. But, the direct cal-
culation of the determinant is still a demanding task and almost impossible because it
would be very time consuming and numerically instable. Instead of the direct calcula-
tion, a more convenient way that can be used is calculating the determinant through a
path integral over pseudo-fermionic fields.
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A closer look on matrix M reveals the different indices of it: Dirac, color and flavor. If
we split off the flavor index explicitly and build the determinant then, it turns out that






The matrix M̂ is now independent of the flavor index and is real (det M̂ = det M̂ †) but
not necessarily positive definite. The calculation of the determinant with the pseudo-
fermion fields requires positivity. Otherwise the exponential function in (4.18) cannot
be interpreted as a probability measure. This lack can be fixed easily by considering the
matrix product K
K = M̂ †M̂. (4.17)
In this combination, K is positive and hermitian, and represents the Dirac matrix of
two degenerated quarks. Since K is positive definite, the determinant can be rewritten




According to this description of the determinant, the partition function becomes a path









As can be seen in equation (4.18), the inverse of K is needed. Therefore the efficiency
of the pseudo-fermion method will depend on the performance of the algorithms for the
inversion of the matrix K.
4.2 Inverting the Dirac matrix
As discussed in the section 4.1, the inversion of the Dirac matrix is essential and standard
methods like Gauß-Jordan and LU decomposition cannot be used due to the certain
properties of the Dirac matrix (size, sparseness). The cost of the aforementioned methods
is proportional to N3 [72] (for an N × N matrix) and are therefore very inefficient for
the inversion of large sparse matrices. For solving such a large sparse system of linear
equations
A ~x = ~b, (4.20)
Hestenes and Stiefel [73] proposed the conjugate gradient (CG) method which provides
an efficient tool for this task [74]. For a positive definite and symmetric (hermitian for
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complex matrices) matrix A, the conjugate gradient algorithm minimizes the function
f(~x) = 12 ~x
T A ~x−~bT ~x. (4.21)
by solving
∇f(~x) = A ~x−~bT != ~0. (4.22)
In principle, the initial vector ~x0 for the minimizer can be chosen arbitrarily. The CG
algorithm improves this minimizer iteratively so that in the (k + 1)’th step, ~xk+1 is
calculated from the predecessor
~xk+1 = ~xk + αk~pk (4.23)
where ~pk is the direction of search and αk is the coefficient which minimizes f(~xk+αk~pk).
The ~xk and ~pk are also constructed in such a way that (4.23) minimizes f over the vec-
tor space of directions which is already taken {~p0, ~p1, . . . , ~pk}. After N iterations the
minimizer ~xN , which solves the equation (4.20), is obtained [72, 73]. In numerical re-
alizations, one has to deal with rounding errors. Hence, the algorithm will stop after a
finite number of iterations when an appropriate error criterion is met.
The name “conjugate” should not be mixed with the notion of complex conjugate. Con-
jugate means in this context that two vectors are conjugate to each other with respect
to a matrix A: u†Av = 0. After each iteration, the new direction is chosen in such a way
that it is conjugate to the preceding directions. Since the convergence of CG algorithm
is guaranteed, the rate is slow. An accelerated and generalized version to non-symmetric
matrices is the stabilized biconjugate gradient method BiCGstab which was proposed by
van der Vorst [75]. In contrast to the CG algorithm, its convergence is not always given.
This is due to the way of calculation of the residue in each iteration step in the BiCGstab
algorithm. For saving a matrix multiplication, the residue of the current iteration step
is calculated from the preceding one and the accumulation of numerical rounding errors





and could therefore suggest a wrong solution for (4.20). This can happen for ill-
conditioned matrices like the Dirac matrix. The condition number of a matrix A, for
example, in (4.20) is a measure for the accessibility of the problem on a computer. If
a small change in ~b or a small change in A causes a large change of the solution vector
~x, then the matrix is called ill-conditioned otherwise it is well-conditioned. For a nor-
mal matrix A (here, normal in the sense of being diagonalizable), the condition number
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In practice, a combination of both algorithms makes a fast calculation of the solution
vector ~x possible. For example, one can start with the BiCGstab and let it run until
a given precision or a maximum number of iterations is reached and uses this result as
initial solution vector for a CG call and run it until the required (real) residue (4.24) is
obtained [76]. The advantage of such a combination is that the following CG call will
need only a couple of iterations to reach the desired precision in contrast to a pure CG
call (in worst case, it would need the same number of iterations).
4.3 Even-odd preconditioning
The technique of preconditioning is a powerful tool for improving the efficiency and
robustness of, for example, iterative Krylov subspace methods like CG and BiCGstab.
In textbooks, different strategies for preconditioning of an ill-conditioned matrix are
discussed [74]. In this section we want to restrict our discussion to the most popular
even-odd preconditioning of the Dirac matrix in lattice QCD.
From now on, we will set the lattice spacing a to one and write a explicitly
in formulas when we want to point out the dependence.
The key idea of the even-odd preconditioning [77, 78] is to divide the lattice sites into
even and odd sites according to the sum over the coordinates
∑3
µ=0 xµ. If this sum is
even for the lattice site x, the site is called even otherwise it is called odd. Following this
strategy, the Dirac matrix M (we call M̂ again M for the sake of simplicity) decompose







where the components are given by [79]












vanishes if the improvement coefficient csw is set to zero and the submatricesMee andMoo
become equal to the unit matrix. However, in our case, we consider the O(a) improved
Sheikoleslami-Wohlert action where the coefficient csw is determined non-perturbatively
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in Nf = 4. Furthermore the submatrices of M possess the following properties
M †ee = Mee M †oo = Moo
M †eo = γ5Moeγ5 M †oe = γ5Meoγ5.
(4.29)
The origin of the algorithmic acceleration of even-odd preconditioning lies in the factor-
ization of the determinant which we want to show subsequently. In this context, two
possibilities appear. First, we can factorize onlyMee orMoo (asymmetric), or second, we
can factorize both (symmetric). The derivations of both versions are very similar. The
key idea is based on the calculation of the determinant of a matrices like (4.26) using its
Schur complement. For a general matrix which consist of submatrices, the determinant






= det{AD −ACA−1B}. (4.30)
In our case, the determinant of Q = γ5Ma leads to
detQ = det{Mee}det{Q̂A} (4.31)
for the asymmetric version (factorization of only Moo is analogous) and
detQ = det{Mee} det{Moo}det{Q̂S} (4.32)
for the symmetric one, where
Q̂A = γ5(Moo −MoeM−1ee Meo) (4.33)
Q̂S = γ5(1−M−1oo MoeM−1ee Meo). (4.34)
The asymmetric even-odd preconditioned Dirac matrix Q̂A is hermitian while the Dirac
matrix Q̂S , in the case of symmetric preconditioning, is non-hermitian




After simple matrix algebra and using of [γ5,Mee] = [γ5,Moo] = 0, we find the subsequent
relations between the symmetric and the asymmetric preconditioned Dirac matrices
Q̂S = M−1oo Q̂A Q̂
†
S = Q̂AM−1oo
Q̂A = MooQ̂S = Q̂†SMoo.
(4.37)
In our numerical implementation, we only use the symmetric even-odd preconditioning
but there is no fundamental problem to implement the asymmetric even-odd precondi-
aUsually Q is defined as Q = c0γ5M where c0 is a normalization constant (see [79] for details). Since
it is irrelevant for our discussion, we set it to one.
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tioned version. However, it should be kept in mind that the authors of [80] found that
the performance of HMC with symmetric even-odd preconditioning is almost 30% higher
than the HMC algorithm with asymmetric even-odd preconditioning. They showed that
the total gain of preconditioning is almost a factor two compared to the unprecondi-
tioned HMC.
So, the advantage of even-odd preconditioning is that only the half length of the vectors
















1 (M−1ee − 1 +MeoM−1oo MoeM−1ee )Meo
0 γ5(1−M−1oo MoeM−1ee Meo)
)
. (4.40)
As we will discuss later, the matrices in (4.39) contribute to the determinant part of the
action. However, the computational challenge is to calculate the determinant of (4.40).
This will be performed with the pseudo-fermion method as discussed in section 4.1. The







where ∆1 and ∆2 can be read off from equation (4.40). The problem of solving the















where the subscript e and o refers to the even and odd components respectively turns
out to be reduced with the preconditioned Dirac matrix. It is sufficient to solve the
equation for the odd components
~ψo = ∆−12 ~φo (4.43)
and calculate the even components of ~ψ using this solution
~ψe = ~φe −∆1 ~ψo. (4.44)
Finally, we can express the partition function with the symmetric preconditioned Dirac










with the gauge part SG[U ] which was defined in (2.24) and
Sdet[U ] = 2 · (ln det{Mee[U ]}+ ln det{Moo[U ]}) (4.46)





As we discussed, the expense of inversion of the Dirac matrix is very sensitive to the
condition number. Hence, any reduction in the condition number would accelerate the
inversion algorithms. In this context, a well-known algorithmic trick is the so-called
Hasenbusch preconditioning [81, 82]. This technique is based on the simple fact that an
arbitrary n× n matrix A can be rewritten in the following way
A = B · (B−1A). (4.48)
The preconditioner B – an arbitrary invertible n × n matrix – is chosen in such a way
that the condition numbers of B and (B−1A) are smaller than their product. In the case
of the Dirac matrix this simple trick would accelerate the calculation of the determinant
with the pseudo-fermion method due to the lowered condition numbers of the matrices
on the r.h.s. of (4.48). In a first proposal, the authors of [81] suggested to precondition
the Dirac matrix
M = 1− κH (4.49)
where κ is the hopping parameter with
M̃ = 1− κ̃H, 0 ≤ κ̃ ≤ κ. (4.50)
The author implemented this proposal on top of even-odd preconditioning in a two
dimensional Schwinger model with two flavors of Wilson fermions and found a factor
two of gain in performance. For QCD the authors of [81, 82] proposed and tested for
an asymmetric even-odd preconditioned Dirac matrix with clover term (equation (4.26)
and (4.31)) a preconditioner W which was inspired by the twisted mass QCD [46]. The
choice for preconditioner W was made by
W = Q̂+ iρ1 (4.51)
where Q̂ is given by (4.33). The preconditionerW can also be used for a symmetric even-
odd preconditioned Dirac matrix. The transcription of the determinant with pseudo-
fermion fields is then given by





















The explicit application of such a modification of the Dirac matrix in HMC revealed
a gain of factor two [83]. Above, we discussed the Hasenbusch preconditioning with
two pseudo-fermion fields but, in principle, it is also possible to apply the Hasenbusch
preconditioning with more than two pseudo-fermion fields.
4.5 Schwarz-preconditioning
A further improvement of the preconditioning the Dirac matrix is discussed by Lüscher
in [84, 85]. This variant of preconditioning starts with dividing the lattice into a set of
domains Λ such that the domains can be chessboard-colored (black-white). The set of
black blocks is denoted by Ω and the set of white blocks by Ω∗. Then the Dirac matrix







where the submatrix MΩ corresponds to the Dirac operator on the set of black blocks
Ω with Dirichlet boundary conditions and M∂Ω is the sum of all hopping terms which
connect the boundary ∂Ω of Ω to the boundary ∂Ω∗ of Ω∗. The calculation of the quark
determinant with (4.30) results in
detM = det{MΩ}det{MΩ∗} det{1−M−1Ω∗M∂Ω∗M
−1
Ω M∂Ω}. (4.55)
The first two determinants on the right-hand side of (4.55) describe the fermion dynamics
within the subsets Ω and Ω∗ (cheap part of the determinant) and the third determinant
involves the coupling between them and is therefore numerically expensive. The molec-
ular dynamics evolution is now restricted to those links (active links) of which the both
endpoints are within the domain Λ while those links (boundary links) of which the one
endpoint is in the neighboring domain are kept fixed. The update of the boundary links
is realized by a shift of all gauge links by a random vector v after each update cycle
∀x, µ : Uµ(x)→ Uµ(x+ v). (4.56)
For the cheap and expensive part of the determinant, separate pseudo-fermion fields are
introduced. The use of a split time scale integrator like Sexton-Weingarten method, as
we will discuss next, makes the choice of a coarser step size possible for the expensive
part compared to the step size of the cheaper part. The performance depends on the
choice of the block size Λ. The algorithm becomes inefficient if the block size consist of
only a few lattice spacings. The reason is that only a small fraction of the links, namely
the active links, become updated in each cycle. However, the block size should not be
larger than 1 fm because the Dirichlet boundary conditions then would not provide a safe
44
4.6 Sexton-Weingarten scheme
infrared cutoff on the spectrum of the block Dirac operators MΛ. The choice should be
as large as possible but smaller than 1 fm [85]. In context with Schwarz-preconditioning,
Lüscher discussed in recent years a further algorithmic improvement which goes under
the name low-mode deflation technique. An application of the Schwarz-preconditioning
and the low-mode deflation technique and using a generalized conjugate residual [74]
solver in HMC accelerates QCD simulations very impressively [86, 87].
4.6 Sexton-Weingarten scheme
The simplest formulation of the leap frog integrator contains only one time scale for the
gauge part and fermion part of the action. However, as discussed in [88], the numerical
expense for the gauge part is much smaller than for the fermion part. An improvement
of the standard leap frog algorithm can be achieved then by introducing different time
scales for both parts. The equations of motion for the molecular dynamics evolution
(3.19) and (3.20) expressed in terms of the link variable U and the conjugate momenta
Π are
U̇ = Π, Π̇ = −δ{S} (4.57)
where S = SG + Spf and δ{. . . } is the variation of the action with respect to group
elements. In the standard leap frog integration scheme with one time scale and hence
one step size ∆τ , the update can be defined as follows [89]
TU(∆τ) : U → U ′ = exp{i∆τΠ}U (4.58)
TS(∆τ) : Π→ Π′ = Π− i∆τδ{S}. (4.59)
δ{S} denotes the most expensive part of the HMC algorithm due to the inversion of the
Dirac matrix. One basic time step of the standard leap frog algorithm for the above
equation of motion can be written down as
T = TS(∆τ/2)TU(∆τ)TS(∆τ/2) (4.60)
where a complete trajectory is obtained after NMD = τ/∆τ times application of the
transformation T (τ is the length of the trajectory). The global error which is made by
the approximation (4.60) of the time evolution operator is O(τ · ∆τ2). A reduction of
the discretization error can be obtained by the following modified sequence [88]
T = TS(∆τ/6)TU(∆τ/2)TS(2∆τ/3)TU(∆τ/2)TS(∆τ/6). (4.61)





Π2x,µ + SG[U ] + Spf[U, φ†, φ]. (4.62)
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The improved standard leap frog scheme (4.61) with one time scale can be easily extended
to a multiple time scale scheme. The time evolution operator TSWG for the gauge part
of (4.62) is
TSWG = TSG(∆τG/6)TU(∆τG/2)TSG(2∆τG/3)TU(∆τG/2)TSG(∆τG/6). (4.63)
The so-called Sexton-Weingarten (SW) integration scheme is now given by
TSWpf = TSpf(∆τpf/6)[TSWG ]
NGTSpf(2∆τpf/3)[TSWG ]
NGTSpf(∆τpf/6) (4.64)
where TSpf and TSG are the transformation (4.59) with S replaced by the appropriate
action. As can be seen in (4.63) and (4.64), both the gauge part and the pseudo-fermion
part have different time scales ∆τG and ∆τpf respectively. This now allows to choose
larger step size for the expensive part (pseudo-fermion part) of the action than for the
gauge part. Nevertheless the length of trajectory τ has to be kept fixed.
The authors of [88] quote that they tested the leap frog scheme with multiple time
scales in HMC with two flavors of Wilson quarks on a 44 lattice and gained 30% to
40% in performance. A generalization to more than one pseudo-fermion action in (4.62)
was suggested by Urbach et al. [89]. The authors tested this idea in combination with
Hasenbusch preconditioning and could find a comparable gain of performance as in the
HMC variant which was suggested by Lüscher in [85].
4.7 nth Root Trick
The so-called nth root trick concerns a special factorization of the quark determinant








The motivation is based on the property of the condition number cond of hermitian
matrices like the Dirac matrix MM † for two flavors
cond({MM †}
1
n ) = n
√
cond(MM †). (4.66)
For each factor of the determinant on the right-hand side of (4.65), a separate pseudo-



















and the matrix which appears in the above exponent has reduced condition number
according to (4.66). The author argues that under certain conditions, the maximal force
which can appear is reduced by a factor of n · cond(MM †)
1
n
−1 and hence the step size
can be increased by the reciprocal of this factor. Furthermore the choice of the number




nopt ≈ ln(cond(MM †)). (4.68)
The advantage of this factorization is that all Dirac matrices have the same condition
number. There is no need for a special treatment for different pseudo-fermions. On the
other hand, this method needs the approximation of MM−
1
n and the benefits of a split
time integration scheme like the Sexton Weingarten scheme cannot be applied.
4.8 Multiboson method
The multiboson method [90] is based on the idea that a lattice theory with dynamical
fermions can be mapped to a local bosonic theory by using an appropriate chosen fermion
matrix inversion algorithm in the functional integral. In this way, familiar simulation
algorithms from pure gauge theory and from Higgs models can be applied. In the
multiboson method, the inverse of the Dirac matrix which is needed in the calculation
of the fermion determinant (4.18) is approximated by a polynomial. For the subsequent
discussion, we consider Wilson fermions. The quark matrix Q = c0γ5M is normalized
by c0 such that the eigenvalues of Q are between −1 and 1. Due to γ5-hermiticity of the
Dirac matrix, the operator Q has a complete set of eigenvectors with real eigenvalues.
As discussed before, positive definiteness of the fermion matrix is crucial and therefore
we consider two flavors of degenerated Wilson quarks. The key idea of the multiboson







In numerical simulations n cannot be taken to infinity but a rapid convergence to this
limit can be achieved by a smart choice of the polynomial Pn(Q2). A first suggestion of





(Q− µk)2 + ν2k
]
(4.70)
where µk and νk are given by
µk + iνk =
√







Pn(Q2) is positive definite and the eigenvalues are bounded between 0 and 1 due to the
proper normalization of Q. To solve the linear system Q2ψ = φ, it suffices to calculate
the product Pn(Q2)φ. The fermion determinant can then be calculated by a multiple
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without any inversion of the Dirac matrix. But a disadvantage is that the bosonic
formulation of the theory involves a huge number of complex fields which couple to the
gauge fields. The limit n → ∞ in (4.72) cannot be taken in numerical simulations.
Therefore the finiteness of n introduces also systematic errors. Since the eigenvalues
are bounded between 0 and 1, Lüscher proposes in the same publication [90] to use
a more sophisticated choice, namely the modified Chebyshev polynomials, due to the
convergence properties.
4.9 Variants of HMC
In the preceding sections of this chapter, we summarized a selection of different tech-
niques which are used in current lattice QCD codes. Indeed, the list is not intended to be
exhaustive (see [23–25]). Since the first suggestion of the HMC algorithm, some variants
of it have been arisen which make use of different algorithmic techniques to overcome
numerical problems and/or to gain performance. The Polynomial Hybrid Monte Carlo
(PHMC) which was proposed by Frezotti and Jansen [91, 92] combines the multiboson
technique with the HMC algorithm. The inverse of the fermion matrix is approximated
by a polynomial written in powers of the fermion matrix. In the case of two degenerated
Wilson quarks (Q is defined as in section 4.8), the partition function
Z =
∫
DU Dφ†DφDη†DηW exp {−SG − SP − Sη} (4.73)
where SG is Wilson’s gauge action and
SP = φ†Pn,ε(Q2)φ, (4.74)
Sη = η†η (4.75)












The description (4.73) of the partition function with (4.74),(4.75) and (4.76) is still exact
due to the trivial identity
det(Q2) = det(Q2Pn,ε(Q2)) det(Pn,ε(Q2)−1)
which was used above. The polynomial Pn,ε(Q2) approximates the inverse (Q2)−1 for
all eigenvalues λ of Q2 with λ = [ε, 1]. Quantities measured on configurations sampled
48
4.9 Variants of HMC
by the exponential in (4.73) have to be reweighted with 〈W 〉−1P to obtain the correct
average.
〈O〉 = 〈W 〉−1P 〈WO〉P. (4.77)
〈. . . 〉P denotes the average evaluated with the action SG + SP + Sη. As the authors
quote, the above description of the partition function allows to split up the eigenvalue
spectrum of Q2 smoothly by choosing a suitable polynomial Pn,ε(Q2) in a part which is
included in the update procedure and a second part which is handled with the correction
factor. The parameter ε in Pn,ε(Q2) serves as an infrared cutoff and controls the very
low-lying eigenvalues of Q2. Since the minimal eigenvalue of Q2 is dictated by ε, it
is expected that the expense of simulation decreases. Due to the infrared cutoff, the
sampling in configuration space is different than with the conventional HMC algorithm.
The modes lower than ε do not “occur”. Therefore extra care has to be taken for
observables which receive large contributions from low-lying modes (λ(Q2) < ε) [91]. A
comparable performance of PHMC to HMC can be achieved easily by choosing n and
ε according to some estimation which are given in [92], but for a gain of performance,
special tunings of n and ε are needed. The authors tested the performance of PHMC in
comparison to HMC on a 16×83 lattice with two flavors of O(a) improved Wilson quarks
with Schrödinger functional boundary conditions, even-/odd- preconditioning and the
Chebyschev polynomials as an approximation for (Q2)−1 as suggested by Lüscher [90].
They could show a gain of a factor of around two in performance with some extra tuning
of n and ε and quoted that this gain increases if one simulates on larger volumes. A
further advantage of PHMC is that simulations with odd numbers of flavors are possible
[80]. Furthermore a non-Hermitian Polynomial Hybrid Monte Carlo (NPHMC) has
been studied [93] in which the inverse of the non-Hermitian-Wilson-Dirac operator was
approximated by Chebyshev polynomials. Numerical tests showed that the performance
of the NPHMC algorithm is comparable with conventional HMC algorithm but under
certain conditions a slight gain was achieved.
Instead of approximating the fermion determinant by a polynomial, Clark and Ken-















where r(x) = x−α/2. Equation (4.78) implies that one can define a theory with arbi-
trary numbers of flavors Nf if one allows non-integer values for the parameter α. The
conventional HMC algorithm would fail in this case because there is no method to eval-
uate the action for fractional α. This is different in the case of RHMC. r(x) is usually




x+βk which can be evaluated very efficiently
using a multi-shift solver [96]. For the cases of interest |α| < 1, all poles and roots of
the rational approximation are positive and real, and the coefficients αk of the partial
fractions appear as positive. This leads to a numerically stable algorithm. The reason
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for the positivity of the poles, roots and the coefficients αk is still not understood (and
called therefore as miracles in [58]). The force calculation with the pseudo-fermion ac-
tion in (4.79) would need a double inversion due to the square of r(x). To avoid this
problem, a second rational approximation is used in the molecular dynamics [95]. The
costs of RHMC as described above is comparable with HMC but RHMC permits the
easy introduction of a single quark flavor [95] and is therefore suitable for simulations
with odd numbers of flavors. An increasing of the step size, and thus a speedup, can
be achieved by using the nth root trick in RHMC. However, as discussed before in sec-
tion 4.7, the timescale for all pseudo-fermions in the nth root trick is the same due to
the same magnitude of pseudo-fermion forces and therefore one cannot derive benefit
from the multiple timescale integration. A comparison of the performance of HMC with
Hasenbusch preconditioning and RHMC with multiple pseudo-fermion fields (nth root
trick) revealed no significant difference between them. But it is reported [97] that the
use of higher order integrator in nth root trick leads to an improved volume scaling. As
discussed in [95], the rational approximation has much better convergence properties
than the polynomial approximation.
The last variant of HMC which we want to mention here is the DD-HMC provided
by Lüscher. DD-HMC stands for Domain Decomposed Hybrid Monte Carlo and is a
combination of domain decomposition methods [74] and the conventional HMC algorithm
[68]. Lüscher discusses in [84, 85, 98] the applicability of domain decomposition methods
to lattice QCD algorithms and describes the implementation of the Schwarz-alternating
procedure as a preconditioner for HMC. Main features of Schwarz-preconditioning have
already been discussed in section 4.5. In [87], he demonstrates very impressively how
the DD-HMC code can be accelerated by applying deflation techniques.
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In this chapter, we are going to introduce some key concepts which will be used in
following chapters and give a brief overview about perturbative and non-perturbative
renormalization and the running of quark masses and the coupling. Then we will intro-
duce the step scaling function of QCD and explain our finite-volume scheme (Schrödinger
functional) and give a definition of a coupling in this scheme. Finally, we want to intro-
duce the PCAC mass.
5.1 Perturbative renormalization
The first need for renormalization arose as the quantum field theory of electrodynamics
(QED) was formulated by Richard Feynman, Freeman Dyson, Julian Schwinger, and
Sin-Itiro Tomonaga in the 1940s. All quantities calculated with the help of perturbation
theory (Feynman diagrams) in QED contained a divergent part that made the meaningful
interpretation of the results impossible. But the development of renormalization as a tool
turned out to be a powerful technique to cope with the infinities arising in QED results.
Moreover, this shed light on the fundamental difference between bare parameters of the
Lagrangian and the renormalized quantities that can be measured in experiments. Over
the years, the theory of renormalization became well-established and an indispensable
part of all quantum field theories with physical relevance like QED, QCD etc. Nowadays,
one of the standard ways to perform the renormalization in perturbation theory is to
construct the Lagrangian L of the theory in the following way
L = LR + δL . (5.1)
LR is the bare Lagrangian written in terms of the physical quantities and δL consists
of so-called counterterms which have absorbed the unobservable infinite shifts between
the bare and renormalized parameters. Perturbation theory which is based on such a
Lagrangian is known as renormalized perturbation theory. It has some technical advan-
tages compared to the bare perturbation theory in multiloop diagrams [3]. δL usually
contains coefficients which have to be adjusted (“renormalized”) so that the result is
finite and independent of the regulator which regulates the divergences. Over the years,
different methods as regulator have been suggested like Pauli-Villars [99], dimensional
regularization [100, 101], momentum cut-off, Zeta-function regularization, point-splitting
regularization etc. The dimensional regularization turned out to be very useful for gauge
theories especially. The basic idea is to continue the dimension of the loop integrals an-
alytically to D = 4− 2ε and carry them out. The aforementioned coefficients in δL can
now be used for canceling the poles. The choice of the coefficients is not unambiguous
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and therefore different so-called renormalization schemes do exist. In the minimal sub-
traction (MS) scheme, for example, only the poles are subtracted [101]. Whereas in the
modified minimal subtraction (MS) scheme, additional to the poles, some constant terms
are subtracted [102]. Both schemes belong to the class of mass independent schemes. In
this class of schemes, the renormalization condition is independent of the renormalized
mass. As an example, the so-called momentum-space subtraction (MOM) scheme [103]
is mass dependent.
In principle, a Lagrangian of a field theory could contain all possible types of inter-
actions. However, the renormalization theory eliminates all except for a few interaction
terms. Since a non-renormalizable theory would need an infinite number of counterterms
to remove the divergences in perturbative loop calculations and had therefore little pre-
dictive power, only renormalizable theories seem to be realistic theories which are able
to describe nature. The decision whether a theory is renormalizable or not can be made
by counting the mass dimension of the coupling constants in the Lagrangian. A negative
mass dimension of a coupling constant means that the theory is not renormalizable. A
popular example of a non-renormalizable theory is Fermi’s theory of weak interaction
with a four fermion contact term [104, 105]. Originally this theory was developed to
study the decay of a neutron n → p + e− + ν̄e. The details of this process were not
known at that time and Fermi assumed that the interaction is pointlike and the interac-
tion Hamiltonian consists of a product of operators representing the involved fermions
(n, p, e−, ν̄e) multiplied by a coupling constant GF . An analysis of the mass dimension
turns out that GF has mass dimension −2. In other words, Fermi’s theory of weak
interaction is non-renormalizable. Nevertheless it can still serve as low-energy effective
theories because in the low-energy regime q2  M2W± ,M
2
Z, there is not enough energy
to create a physical W± or Z boson, so a four fermion contact term describes the above
process in that regime well.
5.2 Non-perturbative renormalization
In the low-energy regime where the lattice regularization is the only method that can be
applied due to the strength of the coupling constant in QCD, the renormalization has to
be performed non-perturbatively. The elimination of the bare parameters in favor of the
renormalized counterparts can be carried out, for example, by considering the hadron
spectrum (proton, π-, K-, D-, B-mesons) on the lattice. After computing the masses
of hadrons in units of the lattice spacing a through suitable correlation functions, the
physical value of the lattice spacing can be extracted. This can be done for instance,





So, the bare quark masses am0,i, where the index i denotes the different quark flavors,
can now be fixed by demanding the lattice masses of mesons (π, K, D, B) to be equal
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to the experimental values. In principle, the theory is renormalized and predictions can
be made. A second technique for setting the scale is to use the so-called hadronic length
scale (Sommer scale) r0 [107]. It is defined through the force Fqq̄(r) between two static
quarks at distance r. The choice of r is based on phenomenological quark potential
models which describe accurately the bb̄ and cc̄ spectra by an effective potential in a
range of r ≈ [0.2, 1] fm. Thus, the most reliable information about the force between
two static quarks is believed to be at an intermediate distance of around r0 ≈ 0.5 fm.
In a more mathematical way, r0 is chosen such that the following equation is valid
r20Fqq̄(r0) = 1.65. (5.3)
However, converting lattice results with r0 into corresponding physical results introduces
large systematic errors because the physical value of r0 contains uncertainties. However,
the Sommer scale provides a well-defined way to compare lattice results between different
simulations with different actions and lattice spacings. Both techniques allow to compare
theoretical results with experimental measurements.
However, the fundamental parameters of QCD, i.e. the coupling constant (chapter 1)
and masses of the quarks, are scale dependent and the computation of them from low
to high energy regime involves scales with different powers of magnitude. For instance,
the coupling constant of QCD which is determined non-perturbatively in the low-energy
regime has to be connected to the perturbative regime, say around 10GeV or higher, for
comparing to experiments via jet cross sections etc. Covering such a large energy regime
sets strong demands at the lattice simulations which have to be performed. First, the
scale µ must be chosen in such a way that the lattice discretization effects are not large
hence a continuum extrapolation can be made easily. Second, lattice QCD simulations
are always restricted to a system with finite extensions and therefore finite-size effects
have to be avoided. In other words, the box size L has to be large compared to the mass






≈ 110GeV  a (5.4)
These requirements imply lattice simulations with L/a  70 which are impossible to
perform on current computational facilities. An elegant way to circumvent the difficulties
was proposed by Lüscher et al. in [108]. The basic idea is to use the disturbing finite-size
effects as a physical observable and to identify the energy scale µ with the inverse of the
system size L: µ = 1/L. This enables the study of the properties of the system as a
function of the box size L. An analogous approach is known from numerical simulations
of a statistical system. At the critical point, the correlation length becomes the size of
the finite box and the only remaining length scale in the simulation is than the box size
L. Through the change of the observables with the box size, the critical exponents which
one is usually interested in can be extracted numerically.
Back in QCD, an analogous strategy can be used. In such a finite-volume renor-
malization scheme for QCD, the evolution of the coupling with the energy scale µ is
identified with the running of a coupling with the system size. However, first, the bare
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parameters of the theory have to be eliminated in favor of the renormalized counterparts.
This is achieved by using the hadron spectrum, for example, as described above in the
low-energy regime µ = 1/Lmax (Lmax ≈ O(0.5 fm)). This hadronic scheme can then
be related to some finite-volume scheme in which the scale evolution can be performed
recursively up to a certain scale µ = 2n/Lmax where the perturbation theory applies.
After perturbative evolution, the Λ parameter and the renormalization group invariant
masses of the quarks can be computed and plugged into perturbative expressions to
make predictions for jet cross sections or other high energy observables. The remark-
able property of this strategy is that in the final results, there is no reference to the
finite-volume quantities which were used in the scale evolution (for details [57]).
5.3 Running coupling and quark masses
As mentioned before, the coupling and the quark masses are renormalization scale de-
pendent and run with the energy scale. Therefore the quoted values of the quark masses
(Table 1.1) and the world average of αs, both in MS scheme, are referred to a particu-
lar reference scale in [6]. From the theoretical point of view, the running of the QCD
parameters is described by the renormalization group equation. However, a physical
observable O should have no reference to a particular renormalization scale µ. This fact










O = 0. (5.5)
In words: for any change of µ there are accompanying modifications of ḡ and mi such









b0 + b1ḡ2 + b2ḡ4 + . . .
]
. (5.7)
The first two (1- and 2-loop) coefficients b0 and b1 in (5.7) are universal and independent
















5.3 Running coupling and quark masses
The 3-loop coefficient b2 in the Schrödinger functional scheme, which we will need later,





0.483(7)− 0.275(5)Nf + 0.0361(5)N2f − 0.00175(1)N3f
]
. (5.10)
In our discussion, we consider a mass-independent scheme where the renormalization
conditions are imposed at vanishing quark masses. Well-known representatives of such a
scheme are the MS scheme of the dimensional regularization and the so-called Schrödin-
ger functional scheme used here. For Nf ≤ 16, the sign of the β-function (5.7) is negative
at weak coupling and the integration of (5.6) results in a coupling which decreases with
increasing energy. In other words, the quarks behave like free particles in the high energy
regime (asymptotic freedom). But for Nf > 16, there is a sign change and the property
of asymptotic freedom is lost.
The running of the quark masses is described in a similar manner as the running of




, i = 1, . . . , Nf. (5.11)
It can also be expanded asymptotically in perturbation theory like (5.7) with the uni-
versal coefficient d0
τ(ḡ) ḡ→0= −ḡ2(d0 + d1ḡ2 + d2ḡ4 + . . . ), d0 =
8
(4π)2 . (5.12)
The higher order coefficients d1, d2, . . . are scheme-dependent. In perturbation theory,
both the β- and the τ -function are known up to 4-loop in MS scheme [110, 111]. Of
course, it should be emphasized that the β-function [112, 113] as well as the τ -function
[114–116] are, in general, non-perturbatively defined functions by (5.6) and (5.11), re-
spectively.
The relation of mi(µ) and ḡ(µ) to the renormalization group invariant (RGI) quark







































where i = 1, . . . , Nf. If these parameters are known, all running parameters will be
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uniquely fixed at all scales. It should be mentioned that Λ is scheme-dependent but the
transformation to other schemes can be carried out exactly by an 1-loop relation between
the couplings in those schemes. The RGI quark masses Mi have no scheme dependence.
5.4 The step scaling function
The concept of the step scaling function which was introduced by Lüscher et al. in
[108] has proven as a very useful recursive technique to scale the coupling from low to
high energies. As we discussed before, in our finite-volume scheme, the energy scale µ
is identified with L−1. Hence the renormalization group function β (5.6) describes how
the coupling changes if the box size is changed infinitesimally. The step scaling function
σ(s, u), in comparison, gives then a description how the coupling behaves when the box
size L is scaled by a factor s
ḡ2(sL) = σ(s, ḡ2(L)). (5.15)
Instead of ḡ2(1/L) we write ḡ2(L) to keep the notation simple. σ(s, u) can be regarded
as an integrated form of the renormalization group β-function. With the help of the step
scaling function (5.15) the coupling can be traced to scales 2−kLmax (small box sizes,
high energies) starting with an initial value L = Lmax recursively. The choice s = 2
is commonly used [108, 113, 117] in the application of σ(s, u) and we will also use this
convention (from now on s = 2 and therefore we will drop the factor 2 in the argument of
σ). But other choices are conceivable. The relation between the renormalization group








For small values of the coupling u, the step scaling function has the following perturbative
expansion
σ(u) = u+ s0u2 + s1u3 + s2u4 + . . . (5.17)
where the coefficients are given by [113]
s0 = 2b0 ln(2), (5.18)
s1 = [2b0 ln(2)]2 + 2b1 ln(2), (5.19)
s2 = [2b0 ln(2)]3 + 10b0b1 [ln(2)]2 + 2b2 ln(2). (5.20)
Both equation (5.16) with the truncated β function as well as equation (5.17) can be
used as the perturbative result for the step scaling function. They differ from each other
only by higher order terms and the difference can be taken to estimate this part. When
we compare our Monte Carlo results with perturbation theory we take the first option.
Nevertheless, it is remarkable to notice that σ(u) can be studied by Monte Carlo
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simulations. The numerical strategy starts with choosing several lattice sizes L/a and
tuning the bare coupling g20 and the hopping parameter κ in such a way that the value of
the renormalized coupling ḡ2(L) reaches some chosen value ḡ2(L) = u and the quark mass
vanishes since we are in a massless scheme. The next step is now to take L/a → 2L/a
and simulate at the same bare parameters. The obtained coupling ḡ2(2L) from the latter
simulations is a lattice approximation Σ(u, a/L) of the continuum step scaling function
σ(u). An extrapolation to the continuum of the data points at the same coupling u but
growing L/a then leads to one value of the continuum function σ(u). The procedure is
repeated until a large range of u is covered. An appropriate functional description of
the continuum step scaling function can be given in the end in the form of a suitable
fit-function that interpolates the data.
The lattice approximation Σ(u, a/L) of the step scaling function contains remnant
lattice effects of order a. The reason is that beside our non-perturbative value for csw
there are boundary improvement coefficients for which only perturbative estimates are
available. We use those to the known order [109, 112, 118] which ensures that O(a)
cutoff effects in the step scaling function appear only starting at three-loop order.
The details of cutoff effects also depend on how the condition of a massless scheme
is exactly implemented at a finite lattice spacing. As in the Nf = 2 computation, we
define the massless point on the smaller of the pair of lattices entering the step scaling












is set to zero. The definition of the correlation functions fA, fP and the PCAC mass
will be discussed in section 5.7. A discussion of the influence of choosing the massless
point in a way which differs from (5.22) at finite lattice spacing is given in [119]. For
the improvement coefficient cA in (5.21) we used the 1-loop result [120].
In addition to the various improvement terms in the action and cA in (5.21) we exploit
our knowledge of δ1 and δ2 from the perturbative calculation of
δ(u, a/L) = Σ(u, a/L)− σ(u)
σ(u) = δ1(a/L)u+ δ2(a/L)u
2 + . . . , (5.23)
δ1(a/L) = δ10(a/L) + δ11(a/L)Nf (5.24)
δ2(a/L) = δ20(a/L) + δ21(a/L)Nf + δ22(a/L)N2f (5.25)
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Using these data we form the lattice step scaling function [121]
Σ(2)(u, a/L) = Σ(u, a/L)1 + δ1(a/L)u+ δ2(a/L)u2
(5.26)
which we expect to have smaller overall cutoff effects. They still start at order a×u4 but
terms of order am×un are removed for all m and for n ≤ 3 (in fact non-perturbatively in
a). As mentioned previously, the order a× u4 terms are due to the only perturbatively
known boundary improvement terms. Their influence was explicitly checked for Nf = 2
and found to be minor [113], such that also here we assume that the step scaling function
converges effectively at a rate
Σ(2)(u, a/L) = σ(u) +O(a2). (5.27)
The obvious advantage of using such a finite-size scaling technique is, that the strong
L δ10 δ11 δ20 δ21 δ22
4 −0.01033 0.00002 −0.00159 −0.00069 0.000724
5 −0.00625 −0.00014 −0.00087 −0.00048 0.000411
6 −0.00394 −0.00014 −0.00055 −0.00033 0.000199
7 −0.00268 −0.00014 −0.00038 −0.00021 0.000102
8 −0.00194 −0.00011 −0.00027 −0.00013 0.000058
9 −0.00148 −0.00009 −0.00020 −0.00010 0.000038
10 −0.00117 −0.00007 −0.00015 −0.00007 0.000026
11 −0.00095 −0.00006 −0.00011 −0.00006 0.000020
12 −0.00079 −0.00005 −0.00009 −0.00005 0.000016
Table 5.1: Table of coefficients δ10, δ11, δ20, δ21, δ22 with 2-loop value of ct [117].
demand (5.4) to lattice simulations is weakened to L a through identifying µ = L−1.
5.5 The Schrödinger functional scheme
The finite-volume scheme which we want to use for our simulations is the Schrödinger
functional scheme. In the following, we will give a brief summary of the main features
and properties of this scheme, which are discussed in detail in many papers (for example
[109, 118, 122–124]).
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For a physical relevance of a quantum field theory, the renormalizability is a crucial
property. In the case of φ4 theory with Schrödinger functional boundary conditions,
Symanzik showed, that after renormalization of the coupling and mass, the theory be-
comes finite to all orders in perturbation theory [125] by adding some counter terms to
the action. For QCD with Schrödinger functional boundary conditions, the renormal-
izability is explicitly checked to a 2-loop calculation in Nf = 0 [109] and to an 1-loop
calculation for dynamical fermions [124]. Monte Carlo simulation data confirm that this
is also valid beyond perturbation theory [106].
The first description of an application of the Schrödinger functional on non-abelian
gauge theories has been given by Lüscher, Narayanan, Weisz and Wolff in [122]. The
motivation was to apply the discussed finite-size scaling technique to gauge theories and
compute the running coupling from low to high energy regime. For this purpose a suit-
able non-perturbative definition of a coupling αSF (subscript SF stands for Schrödinger
Functional) was needed, which is only dependent on L and also accessible numerically
with small errors. A 2-loop perturbative calculation of the coupling should also be pos-
sible with reasonable efforts. This is important for the conversion of the finite volume
coupling to, for example, MS coupling in infinite volume in the high energy regime with
small conversion errors
αMS(sµ) = αSF(µ) + c1(s)α
2
SF(µ) + c2(s)α3SF(µ) + . . . (5.28)
where c1(s) and c2(s) are 1-loop and 2-loop coefficients. The estimated systematic
errors of conversion of the coupling by using (5.28) is at the level of 1% [109]. These
requirements are not easy to fulfill. However the Schrödinger functional which is the
Euclidean propagation kernel of a field configuration C at time x0 = 0 to another field
configuration C ′ at time x0 = T provides a framework where such demands can be
satisfied.
So, the theory is set up on a four-dimensional (Euclidean) hypercubic lattice with
lattice spacing a. If not explicitly mentioned, the spatial and temporal extensions L and
T , respectively, are set to the same value. The SU(3) gauge field lives on the links between
neighboring lattice sites, while the quark fields live on the lattice sites. Periodic boundary
conditions are imposed for the spatial extension and Dirichlet boundary conditions for
the temporal direction. For the purpose of illustration, it can be imagined that the
lattice is wrapped up to a cylinder when we put the three spatial dimensions together to
one (see Figure 5.1). Special care has to be taken when treating fermionic fields because
they obey the periodic boundary conditions up to a phase factor exp{iθ}
Ψ(x+ Lk̂/a) = exp{iθ}Ψ(x), Ψ(x+ Lk̂/a) = exp{−iθ}Ψ(x), (5.29)
where k̂ is the unit vector in k’th direction (k = 1, 2, 3). The partition function of such
a system is given by














Figure 5.1: Illustration of our lattice with Schrödinger functional boundary conditions.
Only one spatial direction is depicted.
where Γ is the so-called effective action. The choice of Ck and C ′k in the boundary gauge
fields
U(x, k)|x0=0 = exp{aCk}, (5.31)
U(x, k)|x0=T = exp{aC ′k} (5.32)
is arbitrarily. Since we are restricted to a finite (small) box and to not arbitrarily
small lattice spacings a, lattice artifacts are present. A background field which leads
to acceptable small lattice discretization effects would be appreciated. In this context,




 φ1 0 00 φ2 0
0 0 φ3
 , C ′k = iL
 φ′1 0 00 φ′2 0
0 0 φ′3
 . (5.33)
The matrices Ck and C ′k are diagonal and spatially constant and due to SU(3), tr (Ck),
tr (C ′k) vanish. We adopt the choice [112]
(φ1, φ2, φ3) =
(









(φ′1, φ′2, φ′3) =
(









with parameters η and ν. In [112], it is argued that numerical simulations of the Schrö-
dinger functional showed, that the choice ν = 0 led to a minimum of statistical errors of
the coupling. Therefore, we will set ν to zero.
In the partition function (5.30), the contribution where the action S has its minimum
will dominate the path integral. As discussed in [112], the corresponding minimal action
configuration V , which has to be a solution of the lattice field equations, can be expressed
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as follows
Vµ(x) = exp{aBµ(x)} (5.36)
where
B0 = 0, Bk =
x0C
′
k + (T − x0)Ck
T
, k = 1, 2, 3 (5.37)
is the induced background field by Ck and C ′k. The field strength tensor
Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ] (5.38)
has non-vanishing components due to (5.37)
G0k = −Gk0 = ∂0Bk =
C ′k − Ck
T
, Gkl = 0, l, k = 1, 2, 3. (5.39)
Furthermore, the authors proved that V is indeed a configuration with least action, and
other configurations which would lead to the same action were gauge equivalent to V .
The insertion of quarks into the Schrödinger functional and the formulation of the
Dirichlet boundary conditions for the quark fields was originally discussed and inves-
tigated by Sint in [123]. The quark fields at the boundary which serve as sources for
fermionic correlation functions can be expressed by
P+Ψ(x)|x0=0 = ρ(x), P−Ψ(x)|x0=T = ρ′(x) (5.40)
Ψ(x)P−|x0=0 = ρ̄(x), Ψ(x)P+|x0=T = ρ̄′(x), (5.41)




is the projection operator. In the fermionic











[Ψ(x)P−Ψ(x)]x0=0 and [Ψ(x)P+Ψ(x)]x0=L are counter terms which have to be added to
the action due to the boundary conditions. This ensures obtaining a finite renormalized
functional. So, after renormalization of the coupling and masses in Schrödinger func-
tional, there is no need of additional renormalization for vanishing boundary values ρ(x),
ρ′(x), ρ̄(x) and ρ̄′(x).
As discussed before, the performance of simulation algorithms for lattice QCD is very
dependent on the condition number of the Dirac matrix. Because of that one has to
be careful concerning the smallest eigenvalue. In general, the quark mass introduces
a gap into the spectrum of the Dirac operator and serves therefore as a protection
from zero-modes. But on the other hand, when one wants to simulate at very light
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quark masses, the gap shrinks. This entails that the probability of occurrence of zero-
modes increases which makes simulations with very light quark masses more difficult.
In simulations with Schrödinger functional boundary conditions, this can also happen
in large volumes because the influence of the boundary conditions on the eigenvalues,
especially on the smallest eigenvalue, is small. But, as pointed out in [123], in small
volumes, the situation is completely different. The effect of the Schrödinger functional
boundary conditions becomes important and produces an additional gap in the spectrum
of the Dirac operator. This provides hence a smallest non-zero positive eigenvalue which
in turn allows to perform simulations at very light quark masses and even with massless
quarks. The advantage is now that we can define a mass-independent renormalization
scheme. In this scheme the renormalization group equations adopt a simpler form and
the renormalization group β function particularly remains mass independent.
Since we want to measure quantities in our Schrödinger functional, a proper definition









The matter fields ρ, ρ̄ (both at x0 = 0) and ρ′, ρ̄′ (both at x0 = T ) at the boundaries
are used as sources. They are set to zero after taking the functional derivatives which
are involved in O. In our case, the action S consists of the usual Wilson’s gauge action.






w(p) tr [1− U(p)] (5.44)
and the aforementioned fermion action with the counter terms (5.42). Constructing O
of functional derivatives
ζ(x) = δ
δρ̄(x) , ζ̄(x) = −
δ
δρ(x) , (5.45)
ζ ′(x) = δ
δρ̄′(x) , ζ̄
′(x) = − δ
δρ′(x) , (5.46)
which act on the Boltzmann factor in (5.43), produce Ψ(x) and Ψ(x) terms in the path
integral (5.43). We will need such fermionic correlation function, for example, in the
definition of the renormalized mass in the Schrödinger functional scheme.
The weight factor w(p) in (5.44) is needed due to the boundary conditions. It removes
the O(a) effects of the gauge field at the boundary. As mentioned before in section 2.3,
the leading order lattice artifacts of Wilson’s gauge action are O(a2). But if boundaries
are involved, a weight factor w(p) has to be introduced in the gauge action. w(p) is only
different from one for plaquettes at the boundary that contain the time-direction and
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one of the frozen spatial links
w(p) =
{1
2cs(g0) if p is spatial plaquette at x0 = 0 or x0 = T,
ct(g0) if p is a time-like and attached to a boundary.
(5.47)
The improvement term which is multiplied by the coefficient cs for the spatial plaquettes
vanishes for the special choice of constant Abelian boundary fields (5.33) [118]. Therefore
only ct has to be considered. The value for ct is known to 2-loop order in perturbation
theory [109]
ct(g0) = 1 + [−0.08900(5) + 0.0191410(1)Nf]g20
+ [−0.0294(3) + 0.002(1)Nf + 0.0000(1)N2f ]g40 +O(g60).
(5.48)
As explained in section 2.5, the O(a) improvement of the fermion action requires to
add the Sheikoleslami-Wohlert term multiplied by csw to the Dirac operator. However
a further improvement term due to the boundary is needed which is multiplied by c̃t
[120]. csw is known non-perturbatively for different flavors of Wilson quarks. A summary
can be found in Table 2.2. In contrast the boundary improvement coefficient c̃t is only
known perturbatively to 1-loop [126]
c̃t(g0) = 1− 0.01795(2)g20 +O(g40). (5.49)
As discussed in [118], the choice of the fermion phase θ is made on the basis of practical
considerations. It is observed that the additional gap to the mass in the spectrum of the
Dirac operator, which is caused by the Schrödinger functional boundary conditions, can
be extended additionally by varying θ. A maximum was obtained by θ ≈ π/5. In other
words, the choice θ ≈ π/5 led to a significantly smaller condition number of the Dirac
matrix. Hence we will adopt this choice for θ, too.
5.6 Coupling constant
The coupling constant can be defined in very different ways as discussed in [108, 122,
127, 128]. But it turns out that a definition of ḡ2(L) through the response of the system
to a constant color-electrical background field fulfills the requirements discussed in the
last section appropriately. The aforementioned effective action Γ is actually a function
of the background field B
Γ[B] = − lnZ[C ′, C]. (5.50)
According to (5.37) and (5.33), B is again a function of the parameter η so that varying






Γ′[B] is suitable as a renormalized coupling and the Schrödinger functional coupling is








where k is the normalization constant. It is chosen in such a way that the perturbative












It should be noticed that the only external scale that appears in the definition of the
coupling is the box size L. That means recursive finite size techniques can be used for
the investigation of the evolution of the coupling with energy scale.
The key quantity Γ′[B] in the definition of the coupling is an observable which can
be calculated easily through Monte Carlo simulations. Taking the derivative of (5.50)
results in





























Explicit expressions for both expectation values in (5.56) can be found in [106, 113].
The calculation of the renormalized coupling ḡ2 involves expectation values of a local
operator and no correlation functions. Therefore the numerical evaluation on a computer
is straight forward once configurations are available.
The relation to the QCD coupling in Schrödinger functional scheme αSF is given by
αSF(µ) =
ḡ2(L)
4π , µ = 1/L. (5.57)
5.7 Quark mass
The renormalized quark mass can be defined in different ways. One way is to use the
chiral symmetry to obtain an operator identity in which the quark mass is included.
The partially conserved axial current (PCAC) relation in continuum, for example, (for
detailed derivation see [129])
〈∂µAaµ(x)Oa〉 = 2m〈P a(x)Oa〉 (5.58)
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and the associated pseudo-scalar density
P a(x) = Ψ(x)γ5
τa
2 Ψ(x). (5.60)
τa (a = 1, 2, 3) are Pauli matrices acting on one pair of degenerated flavors. In our case
of Nf = 4, the Pauli matrices act on each pair of flavors. It should be noted that the field
Oa in (5.58) is located in a region that does not contain x. Otherwise, boundary terms
would appear due to the integration by parts in the derivation of the PCAC relationa.
For zero quark mass, the right-hand side of (5.58) vanishes and the remaining equation
expresses the conservation of the axial current. As discussed in [130], it was found that
the PCAC relation on the lattice has large O(a) effects. An improvement is achieved
by using Symanzik’s improvement program and applying on the operators Aaµ(x) and
P a(x) to remove the dominant lattice artifacts. It turns out that only the isovector axial
current needs an improvement because there is no dimension four operator with the same
behavior as P a(x) under the symmetries of the lattice theory. The O(a) improvement
requires the combination




µ + ∂µ). (5.61)
∂∗µ and ∂µ are the standard forward and backward difference operators on the lattice
(equation (2.27) and (2.28) with U = 1) and cA is the improvement coefficient of the
axial current which is a function of the bare coupling. It has been determined non-
perturbatively as well as in perturbation theory (see Table 5.2). Since cA for Nf = 4 is
Non-perturbative results
Nf = 0 [54] Nf = 2 [131, 132]
cA = −0.00756g20 ×
1−0.748g20
1−0.977g20




0 ≤ g20 ≤ 1 0.98 ≤ g20 ≤ 1.16
1-loop perturbative result [120]
cA = −0.00756(1)g20
Table 5.2: Available results for the improvement coefficient cA.
not available non-perturbatively, we will use the perturbative result in our simulations.
The renormalization of the O(a) improved isospin current and the pseudo-scalar density
aThe flavor index a at Oa and the the isovector axial current Aaµ(x) should not be mixed with the
lattice spacing a and the gluon field in (1.1), respectively.
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can be expressed by [130]
(AR)aµ (x) = ZA(1 + bAamq)(AI)
a
µ(x) (5.62)
(PR)aµ (x) = ZP(1 + bPamq)P
a(x). (5.63)
Since we are in a massless scheme (mq = 0), the expressions above simplifies to
(AR)aµ (x) = ZA(AI)
a
µ(x) (5.64)
(PR)aµ (x) = ZPP
a(x). (5.65)
The normalization factors ZA and ZP are functions of the bare coupling where the latter
depends also on the scale. Now, a renormalized mass mR on the lattice can be defined
through the PCAC relation
〈∂̃µ (AR)aµ (x)O
a〉 = 2mR〈(PR)aµ (x)O
a〉+O(a2) (5.66)
with an O(a) improved renormalized field Oa (or a product of fields) at a non-vanishing
distance from x. The leading order lattice effects in (5.66) is very dependent on the choice
of the improvement coefficients cA and csw. If both coefficients are chosen properly, the
leading order lattice artifacts would be O(a2) as denoted in (5.66). That, in turn, can
be used to fix these coefficients non-perturbatively [57]. Moreover, an O(a) improved
bare current quark mass can also be defined by
〈∂̃µ (AI)aµ (x)O
a〉 = 2m〈P aµ (x)Oa〉+O(a2) (5.67)
The relation between the renormalized and unrenormalized mass is given by a ratio of





As mentioned before, the quark and antiquark fields are inserted in the functional








is one possible choice which creates a quark-antiquark pair at time slice x0 = 0 and
spatial coordinates y and z, respectively, with vanishing spatial momentum. An analog
expression could be written for a creation of a quark antiquark pair at x0 = T







































Explicit expressions and detailed derivations of fX and f ′X can be found in appendix B
of [129]. So, the O(a) improved PCAC mass in terms of the correlation functions (5.71)
and (5.72) is now defined as
m(x0) =
∂̃0fA(x0) + a · cA∂∗0∂0fP(x0)
2fP(x0)
. (5.73)
Numerical studies revealed that m(x0) suffers from lattice artifacts near the boundaries.
But around x0 = T/2, it forms a plateau. Hence, it seems to be a good choice to define
the mass at x0 = T/2
m1 =
{
m(T/2) for T/a even,




6 The ALPHA code and its extension
In this section, we will summarize the source lattice QCD code of the ALPHA collab-
oration (ALPHA code) with two degenerated flavors of O(a) improved Wilson quarks
[76, 133, 134]. After this brief introduction, we want to discuss our idea to extend the
two flavor code of the ALPHA collaboration to a code which can handle with arbitrary
(even) numbers of O(a) improved Wilson quarks.
6.1 The GHMC code
The reference version (CVSv) of the so-called GHMC code (Generalized Hybrid Monte
Carlo) on which this work is based is the repository version from 09/26/2007 (DESY
Zeuthen). This code which we will refer as the ALPHA code was written in the special
high-level programming language TAO suitable for APE (Array Processing Experiment)
machines with SIMD (Single Instruction Multiple Data) architecture developed in a
joined project of DESY (Germany), INFN (Italy) and University Paris-Sud (France).
The first installation of this type of machine APE1 (peak performance of 1 GFlops)
started producing physics at DESY Zeuthen in 1987. It was followed by APE100 (peak
performance up to 100 GFlops) in 1994, APEmille (peak performance up to 550 GFlops)
in 2000 and the last generation apeNEXT (peak performance up to 2.5 TFlops) in
2005 [135–137]. Since 05/2008, only apeNEXT is in operation but our simulations were
performed on APEmille as well as on apeNEXT.
The original ALPHA code which was earlier used for Nf = 2 studies was an imple-
mentation of the HMC algorithm [68] using the symmetric even-odd preconditioning







The determinant is then given by
det{Q} = det{Mee} det{Q̂A} = det{Mee} det{Moo} det{Q̂S} (6.2)
with
Q̂A = γ5(Moo −MoeM−1ee Meo), (6.3)
Q̂S = M−1oo Q̂A. (6.4)
anormalization c0 is set to one
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is valid. The pseudo-fermion representation of the original fermion determinant for two
flavors φ†(QQ†)−1φ (see section 4.1) changes due to the preconditioning to
φ†(QQ†)−1φ→ φ†Q̂−2A φ− 2 ln (det{Mee}) . (6.6)
On the r.h.s., φ lives now only on the odd sides. In the ALPHA code, the first term on
the r.h.s of (6.6) which denotes the determinant det{Q̂2A} is again preconditioned with

















where the real-valued parameters (σk, ρk) obey the relations
σ2k = ρ2k−1 − ρ2k, k = 1, . . . , n− 1, (6.8)
ρ2n−1 = 0. (6.9)
Using the properties (4.35), (4.36) and (4.37) of Q̂S and Q̂A, the following relation can
be derived




Now, the local clover determinants of the odd sites factor out




So the action S is now composed of






















Sdet = 2 · [ln(det{Mee}) + ln(det{Moo})]. (6.14)
As required for symmetric even-odd preconditioning, both terms det{Mee} and det{Moo}
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the generation of the zeroth pseudo-fermion field φ0 is performed by applying Q̂S−iρM−1oo
on a Gaussian random vector R
φ0 = (Q̂S − iρM−1oo )R. (6.16)
The factorization for the pseudo-fermion fields φk≥1 in the split for the Hasenbusch














, µ2 = ρ2 + σ2 (6.18)




































The implementation in the ALPHA code is made as follows. First
ψ = (Q̂S − iµkM−1oo )R (6.21)
is built and the following equation is solved




oo )φaux = ψ. (6.22)
After obtaining φaux, the field φk is finally calculated by
φk = σk(Q̂†S + iρkM
−1
oo )φaux. (6.23)
So, the generated pseudo-fermion fields are needed now for the calculation of the pseudo-
fermion action (6.13). The first part of (6.13) is obtained by solving




oo )ξ0 = φ0 (6.24)
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for ξ0 where φ0 is given by (6.16) and computing the scalar product φ†0ξ0. For the
remaining pseudo-fermion fields in the Hasenbusch preconditioning, the same strategy
is applied. The gauge field dependent part φ†k(Q̂2A + ρ2k)−1φk is calculated as the scalar
product φ†kξk for given φk (equation (6.23)) where ξk is a solution of
(Q̂2A + ρ2k)ξk = φk. (6.25)
Actually, the implementation of the last line (6.25) is realized in three steps in the
ALPHA code. In the decomposition






Moo(Q̂S − iρkM−1oo )
]
(6.26)
the square brackets commute. This property is used to even-odd precondition the solver
symmetrically (the second step below). The following steps are done:
1. φ̃ = M−1oo φk
2. (Q̂S − iρ0M−1oo )(Q̂
†
S + iρ0M−1oo )ξ̃ = φ̃
3. ξk = M−1oo ξ̃
The understanding of the implementation of the pseudo-fermion action with the Hasen-
busch preconditioning and the determinant action in the ALPHA code was crucial in
our view for the extension of the code. Therefore we discussed it in detail.
The O(a) improvement term in the ALPHA code was included as discussed in [79]. A
higher order leap frog integrator which was suggested by Sexton and Weingarten in [88]
with a multiple time scale scheme was used for the integration of the equation of motion
(for details see chapter 4).
6.2 Extension to arbitrary even numbers of flavors
A natural starting point for an extension of the ALPHA code is to consider the actions
(6.13) and (6.14) and try to modify them in such a way that the inclusion of further
pairs of flavors is easily possible. It should be kept in mind that we can only introduce
pairs of flavors to guarantee the positivity of the Dirac matrix. For introducing odd
numbers of flavors, we would need other algorithmic techniques as discussed in section
4.9. All our quarks will be mass-degenerated because we work in a massless scheme.
In principle, it is also possible to give different pairs different masses using different
values of the hopping parameter κ but for our purposes it is sufficient to have Nf (even)
mass-degenerated flavors.
The pseudo-fermion representation of the fermion determinant for an even number of
flavors can be written down in different ways. We want to discuss two possibilities. The









6.2 Extension to arbitrary even numbers of flavors
















In principle, both descriptions are equivalent but a look on the fermion forces reveals
that the second choice should be preferred in numerical simulations. In the first case,
the fermion force is proportional to





where we used the following identity for the variation of the inverse of a matrix
δ{A−1} = −A−1δ{A}A−1. (6.30)
This formal-written expression for the force involves the inverse of (QQ†) to the power n
which corresponds to a condition number [cond(QQ†)]n while for the second description









Only the inversion of (QQ†) to the power one appears. The corresponding condition
number cond(QQ†) is much smaller than in the first case. This simple consideration
shows that the second variant should be preferred in numerical simulations what we also
did. For the realization of this idea, we unplugged first the Hasenbusch preconditioning
from the ALPHA code. In other words, we excluded the sum in (6.13) and set ρ0 to zero








Then, we introduced a new parameter Nf in our simulation and rewrote the pseudo-











Each summand represents a two flavor pseudo-fermion action. By choosing the parame-
ter Nf appropriately, we could control the number of flavors in our code. One advantage
of such an implementation is that we do not need to compile the code again when we
change the parameterNf. It is just a parameter which is passed through to the simulation
at the beginning.
Of course, the determinant contribution (6.14) had to be modified, too. The action
in (6.14) denotes the determinant action for two flavors. Hence we introduced there a
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2 {2 · [ln(det{Mee}) + ln(det{Moo})]} . (6.35)
By this changes, our code is able to simulate arbitrary even numbers of flavors.
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In this chapter, we want to present our results for the improvement coefficient csw, the
step scaling function and the running coupling of QCD. In the first section we will discuss
briefly how we determined csw which is essential for O(a) improvement of Wilson quarks
and quote a formula for csw with four flavors [138]. Then we will give a rough estimate
for critical κ which will be obtained as a by-product of the csw data. In the remainder
of this chapter, we will discuss how we extracted the step scaling function from the raw
data and quote a value for the quantity ln(ΛLmax). Finally we will give the result for
running coupling of QCD in Schrödinger functional scheme.
7.1 Determination of csw
7.1.1 Introduction
The lattice regularization of QCD is a powerful tool to non-perturbatively study QCD
in the low energy region. The numerical implementation involves however a finite lattice
spacing a which has to be removed in the continuum limit. The rate of approaching
the continuum limit will depend on the details of the lattice formulation. A systematic
way to reduce the discretization effects order by order in a is the Symanzik improvement
program (section 2.6) for on-shell quantities [38, 139]. In the case of Wilson fermions,
Sheikoleslami and Wohlert [51] have shown that for reducing the lattice artifacts from
O(a) to O(a2) only one additional dimension five operator in the Lagrangian is needed.
To achieve this acceleration of the continuum limit non-perturbatively the coefficient
csw of the corresponding operator has to be determined in numerical simulations. In
the quenched case [54], the ALPHA collaboration has found [122–124] that the non-
perturbative result for csw deviates significantly from the one-loop perturbative value
[51, 52]. Furthermore, the effect of two species of dynamical fermions on csw was also
studied by the ALPHA collaboration and the difference to the quenched case was clearly
visible [55]. The effect of a third flavor was studied by the CP-PACS and JLQCD
collaborations [56] with the result that csw(g20) is not very much affected by it and their
result is very close to the two flavor values of the ALPHA collaboration which can be









ψ(x) [D +m0]ψ(x), (7.1)









with the lattice covariant forward and backward derivatives ∇fµ (2.27) and ∇bµ (2.28).
The leading order lattice artifacts in on-shell quantities which are calculated with this
action are linear in a. However, the leading order discretization effects may be canceled
by adding the so-called Sheikoleslami Wohlert term to the action [51]
Dimproved = D + csw
ia
4 σµνFµν . (7.3)
The lattice field strength tensor Fµν is defined as in (2.48) and σµν = i2 [γµ, γν ]. The
coefficient csw in (7.3) is a function of the bare coupling g0 and if it is chosen properly,
Dimproved becomes the on-shell O(a) improved lattice Wilson-Dirac operator. For a
complete cancellation of the O(a) effectsa in correlation functions, the local composite
fields that enter also have to be improved [130]. In our case, such composite fields
are the isovector axial current Aaµ(x) and the pseudo-scalar density P a(x). As already
discussed in section 5.7, only the isovector axial current needs an improvement. The
O(a) improvement requires the combination




µ + ∂µ)P a (7.4)
where Aaµ and P a are given by (5.59) and (5.60), ∂µ, ∂∗µ are the forward and backward
difference operators and τa are Pauli matrices acting on one pair among the four degen-
erate flavors. The improvement coefficient cA is known in perturbation theory [120] and
from non-perturbative determinations for Nf = 0 [54] and Nf = 2 [131, 132] (see Table





0 + ∂0)fA(x0) + cAa∂∗0∂0fP(x0)
2fP(x0)
(7.5)
where the correlation functions fA and fP contain Aaµ and P a and are given by (5.71). A
second mass m′ can be defined in the same way as (7.5) but with the primed correlation
functions f ′A and f ′P eq. (5.72). The unprimed and primed correlation functions are
a This refers to the massless theory which we consider in connection with the Schrödinger functional
renormalization scheme.
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related to each other by a time reflection in the Schrödinger functional. Since the
boundary conditions
U(x, k)|x0=0 = exp{aCk}; Ck =
i
6Ldiag(−π, 0, π) (7.6)
U(x, k)|x0=T = exp{aC ′k}; C ′k =
i
6Ldiag(−5π, 2π, 3π) (7.7)
are such that Ck and C ′k are not the same, fX and f ′X also differ. Since with PCAC
we have, however, inserted an ‘operator identity’, all m(x0),m′(y0) differ only at the
level of O(a2) effects in the improved theory. We could hence for some choice, such
as x0 = y0 = T2 , impose m − m
′ = 0 as one condition for the proper choice of csw
and cA. Because the coefficient cA is a priori not known it is advantageous however
to first eliminate this parameter and define a quark mass M independent of cA which










and rewrite the mass m as
m(x0) = r(x0) + cAs(x0). (7.10)
With an analogous definition form′, a quark massM can than be written in the following
way








In this combination, which in the improved theory differs from m by O(a2) only, cA




















has to vanishes for our value of csw. The choice (x0, y0) = (34T,
1
4T ) is one possible choice
[54] for the argument of ∆M . For the quark massM itself we choose (x0, y0) = (12T,
1
4T )
[54]. In order to reproduce the tree level value of csw exactly for finite a, we finally impose
the improvement condition
∆M = ∆M (0) (7.14)
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where ∆M (0) is the tree level value of perturbation theory in the O(a) improved theory.
For L/a = 8 one finds for example [54]
a∆M (0)|M=0,csw=1 = 0.000277. (7.15)
As discussed in [106], improvement coefficients possess a unique perturbative expansion
but non-perturbatively they are themselves ambiguous by cutoff terms and thus depend
on the choice of the improvement conditions. Of course, for QCD these uncertainties
amount to cutoff effects beyond the order that is improved, O(a2) in the case at hand.
In principle, one then has to determine improvement coefficients for one fixed set of
conditions as functions of g0 at constant physics, i. e. fixing all scale ratios except a that
shrinks with g0. For the Schrödinger functional this would in particular require constant
L/r0 as g0 is lowered. For practical reasons we fix however L/a instead and refer the
reader to sect. (I.2.4.1) of [106] for a detailed discussion. The replacement of zero by
the small tree-level value on the right hand side of (7.15) guarantees that our definition
has the correct limit for g0 → 0.
7.1.3 Simulations
As described in the last chapter, our simulations for Nf = 4 are based on an adaptation
of TAO codes — suitable for APE computers [135] — used earlier by the ALPHA
collaboration for Nf = 2 studies. To summarize it again, the code consist of an ordinary
HMC algorithm [68] implemented with symmetric even-odd preconditioning [77, 78,
93] and the Sexton-Weingarten integration scheme [88]. Mass preconditioning [81, 82]
was not enforced as we expect that the gain for the Schrödinger functional with the
parameters envisaged here would not be so significant [140].
7.1.4 Simulation parameters and raw results
The simulations were performed in the Schrödinger functional scheme [122–124] with
periodic boundary conditions for the spatial extension and Dirichlet boundary conditions
in the temporal direction. This means the phase θ was here set to zero in all runs. The
data were obtained on hypercubic Euclidean 16 × 83 lattices. The O(a) improvement
of the Schrödinger functional requires additional improvement terms at the boundaries.
However, since PCAC is an operator relation, these terms are irrelevant for a correct
determination of csw. Nevertheless, we have chosen them as follows. The pure gauge
part of the action acquires a weight w(p) = ct(g0) of time-like plaquettes p attached to
the boundary planes for which we have inserted the 2-loop value [109]
ct(g0) = 1 + [−0.08900 + 0.0191410Nf]g20 + [−0.0294 + 0.002Nf + 0N2f ]g40 , (7.16)
and for the fermionic improvement coefficient c̃t(g0) [120] we took the 1-loop perturbative
value [126]
c̃t(g0) = 1− 0.01795g20 . (7.17)
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In all our simulations the trajectory length was kept fixed to one. We chose the intervals
in β similar to [55]. The mean acceptance rate was around 90% and we performed 4400
trajectories per value of β and csw on average. A large part of our computations ran on
APEmille machines with 128 processors each. For some values of β and csw we also used
apeNEXT crates with 256 processors. The summary Table of the measurements can be
found in appendix B.
7.1.5 Numerical procedure for determining csw
The numerical procedure for the determination of csw involves the following main steps
1. Compute ∆M and M for several κ at fixed g20 (or β) and csw. Then interpolate
linearly in M to find ∆M at vanishing quark mass M = 0.
2. For fixed g20, repeat step 1 for several values of csw and find c∗sw which solves (7.14)
by a linear fit in csw.
3. Repeat the preceding steps for a sufficient range of g20 and fit these data with an
appropriate function to represent the smooth functional dependence of csw on g20.
This procedure is computer time demanding because for each value of β and for each
value of csw, we would need several runs, at least three, for interpolating ∆M in M to
M = 0. To save computer time, we modified this method slightly. As discussed in the
determination of csw for Nf = 0, 2 [54, 55], the weak dependence of ∆M on M holds also
at Nf = 4. For one set of parameters β and csw, we checked the dependence explicitly
(Figure 7.1). Since ∆M depends weakly onM , we contented ourselves with determining












Figure 7.1: Mass dependence of ∆M at β = 5.0 and csw = 2.4. The errors of M are
smaller than the symbol sizes.
∆M for some |M | < 0.03 [55] and used these values of ∆M as an approximation for
∆M at M = 0. A typical result is shown in Figure 7.2. We performed simulations
from β = 12 to β = 5.0. For each β, we calculated the observables ∆M and M at least
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Figure 7.2: Determination of csw at β = 5.4. The desired value c∗sw is located at the
point where the fit curve (solid) passes through zero (dashed). A complete
set of plots for all β can be found in appendix C.
for three different values of csw in such a way that the condition |M | < 0.03 held and
that ∆M had a change of sign. The linear interpolation ∆M = s (csw − c∗sw) + ∆M (0)
yields the desired values c∗sw shown in Table 7.1. We also tried to go below β = 5.0 but
β c∗sw β c
∗
sw
12 1.1429(39) 6.0 1.463(19)
9.6 1.1895(62) 5.7 1.554(17)
7.4 1.2955(76) 5.4 1.583(25)
6.8 1.3375(94) 5.2 1.614(28)
6.3 1.389(12) 5.0 1.717(31)
Table 7.1: Results of the linear interpolation
at β = 4.8, we were not able to locate a significant sign change of ∆M in our data and
therefore after some attempts, we decided to stop searching. The CP-PACS and JLQCD
collaborations computed csw for Nf = 3 in the Schrödinger functional setup of lattice
QCD with the plaquette gauge action [56]. They found that the result for three flavors is
very close to the two flavor result [55]. In addition, they calculated csw with four flavors
for β = 9.6 and found c∗sw = 1.1954(48) in good agreement with our c∗sw = 1.1895(62) .
After obtaining the proper values c∗sw which satisfy the improvement condition (7.14),
we want to represent and interpolate our data by a simple Padé formula, appropriate
for the achieved precision, which also incorporates the known 1-loop perturbative result.
The solution that we want to advocate here for Nf = 4 is
csw(g20) =
1− 0.1372g20 − 0.1641g40 + 0.1679g60
1− 0.4031g20
0 ≤ g20 ≤ 1.2. (7.18)
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Figure 7.3: Comparison of different Padé-approximation formulae for our data.
This curve appears as Fit1 in Figure 7.3. The two other lines Fit2 and Fit3 include
one and two more powers in the numerator. The deviation of the different fit formulae in
the range g20 ∈ [0, 1.2] (β = [12.0, 5.0]) is negligible and beyond g20 = 1.2, Fit1 and Fit2
are almost the same down to β = 4.5 but Fit3 deviates slightly. Our non-perturbatively
determined formula (7.18) for csw with four flavors is valid down to β = 5.0 (g20 = 1.2)
but may perhaps be used to β = 4.5 within a small uncertainty. To conclude in Figure
7.4, we juxtapose our new data and fit formula at Nf = 4 to those known for Nf = 0, 2, 3.
7.2 An estimation of κc
As we already discussed in section 5.4, the PCAC mass has to be tuned to zero in the
determination of the step scaling function. The position of the critical line where the
current quark mass vanishes is a priori not known and κ has to be tuned explicitly to
κc (critical κ). However considering the raw data for the determination of csw, a rough
estimate of κc can be given. In Table 7.2, we can see that the numerical values of M
are rather small. Due to this, we will use the 1-loop formula to determine κc [55, 126]
M = Zmmq(1 + b ·mq) (7.19)
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Nf = 0 ALPHA col.
Nf = 2 ALPHA col.
Nf = 3 JLQCD&CP-PACS col.
Nf = 4 ALPHA col.
pertur.








Zm = 1 + 0.0905 · g20 (7.21)
b = −1/2− 0.0962 · g20. (7.22)
Equation (7.19) connects M with κc. Hence the statistical uncertainties of M can be
transformed into uncertainties of κc. Since the values for M in Table 7.2 are rather




1− 2κ · MZm
. (7.23)
Now, we have to calculate κc for every value of M in Table 7.2 and fit the obtained
values of κc for each β linearly with (7.24) to find the desired value κ∗c
κc = κ∗c + k(csw − cimprsw ). (7.24)
cimprsw in (7.24) is given by (7.18). The result of our analysis and the known formula for
1-loop [52, 120] perturbation theory, Nf = 2 [55] and Nf = 3 [56] are depicted in Figure
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β κ M β κ M
12 0.130280 0.000224(75) 5.7 0.140327 -0.0082(16)
12 0.129897 -0.001510(74) 5.7 0.138229 0.00034(63)
12 0.129449 -0.001371(82) 5.7 0.137008 0.00081(55)
9.6 0.131516 -0.00004(11) 5.7 0.135685 0.00564(63)
9.6 0.131164 0.00595(11) 5.7 0.133940 -0.00004(38)
9.6 0.131164 -0.00853(11) 5.4 0.141417 -0.00032(77)
7.4 0.134626 -0.00196(20) 5.4 0.139111 -0.00712(89)
7.4 0.133753 0.00072(20) 5.4 0.137815 -0.00762(70)
7.4 0.132989 0.00018(20) 5.4 0.135028 -0.00117(69)
7.4 0.132349 0.00027(20) 5.4 0.133775 -0.00854(39)
6.8 0.135638 0.00128(30) 5.2 0.143363 -0.0004(14)
6.8 0.135082 -0.00642(32) 5.2 0.140628 -0.00032(87)
6.8 0.134896 -0.00333(29) 5.2 0.139206 -0.00326(69)
6.8 0.133813 0.00320(29) 5.2 0.138147 0.00162(94)
6.8 0.133056 -0.00141(30) 5.2 0.136248 0.00030(91)
6.3 0.137098 -0.00129(38) 5.2 0.134556 0.00372(62)
6.3 0.136018 0.00142(36) 5.0 0.146056 0.0051(25)
6.3 0.135028 0.00140(36) 5.0 0.142554 0.0021(13)
6.3 0.134028 -0.00251(31) 5.0 0.138141 -0.0053(11)
6.0 0.138358 -0.00090(85) 5.0 0.136527 0.0009(11)
6.0 0.136669 0.00214(47) 5.0 0.135039 -0.00826(90)
6.0 0.134375 0.00677(43) 5.0 0.129603 0.00033(42)
Table 7.2: An extract of the table with the data for csw. The full table can be found in
the appendix B.
7.5. Our interpolation formula can be summarized in
κc = 1/8 + κ(1)c g20 + 0.000129g40 + 0.007470g60 − 0.007716g80 + 0.002748g100 (7.25)
for 0 ≤ g20 ≤ 1.2. Here, κ
(1)
c is the 1-loop value κ(1)c = 0.008439857 [120]. To conclude,
all three non-perturbative lines of κc are very close to each other but we can see a small
dependence on the number of flavors. In the considered range in Figure 7.5, the critical
line is close to the 1-loop result. To emphasize, equation (7.24) is a rough estimate of


















Nf = 2 ALPHA col.
Nf = 3 JLQCD&CP-PACS col.
Nf = 4 ALPHA col.
1-loop pert.
Figure 7.5: Estimations for κc: Nf = 2 [55], Nf = 3 [56], Nf = 4 eq. (7.25) and 1-loop
(lowest line) [52, 120] perturbation theory.
7.3 Determination of the step scaling function and the running
coupling of QCD
7.3.1 Introduction
As we discussed in detail (chapter 1), QCD is believed to describe the strong interaction
between quarks and gluons. The theory has six free mass parameters for the six quarks
and one coupling parameter for the strength of interaction. As a peculiarity, all param-
eters of QCD run with the energy scale. This fact is expressed in the Callan-Symanzik
β- and τ -functions (section 5.3). For example, in the Review of Particle Physics [6], the
quark masses and the coupling are quoted at a particular scale in MS scheme. In the
following, we want to concentrate on the non-perturbative calculation of the coupling
and refer to [114, 141] for the non-perturbative determination of the quark masses.
In the context of non-perturbative determination of the coupling, the step scaling
function (section 5.4) plays a key role. When the step scaling function σ(u) is known
non-perturbatively, the running of the coupling can be computed easily. For this purpose,
one solves the equation
ui = σ(ui+1), i = 0, . . . , n, u0 = umax = ḡ2 (Lmax) , (7.26)
where umax is chosen such that the corresponding scale Lmax is in the hadronic regime
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of QCD, for some steps (in our case n = 10) recursively. Proceeding in this way the
coupling can be obtained over a wide range of the energies. At a sufficiently large
energy µ = 2k/Lmax (k . n), the perturbation theory can be applied for determining
the quantity ΛLmax using (5.13) with the β function truncated at 2-loop and 3-loop
respectively. The physical value of Lmax has not been determined yet. Therefore, we
will show our result of running coupling as a function of µ/Λ.
The step scaling function [113, 142–145] and the running coupling [113, 146–148] have
been examined for different numbers of flavors. In our calculation, we want to determine
the step scaling function and the running coupling with four flavors of O(a) improved
Wilson quarks in Schrödinger functional scheme and compare to the corresponding per-
turbative predictions.
7.3.2 Numerical computation and results
Simulation parameters and raw data
The simulations were performed in the Schrödinger functional scheme. The choice of the
improvement coefficients ct , c̃t were as in section 5.5. For the improvement coefficient
csw, we used our formula (7.18). As pointed out in [118], the choice of the fermion phase
θ is made on the basis of practical considerations. It is observed that the additional gap
to the mass in the spectrum of the Dirac operator which is caused by the Schrödinger
functional boundary conditions can be extended additionally by varying θ. A maximum
was obtained by θ ≈ π/5. In other words, the choice θ ≈ π/5 led to a significantly
smaller condition number of the Dirac matrix. This result was also confirmed by [113]
in the case of Nf = 2 O(a) improved Wilson quarks. Hence we adopted this choice of θ,
too. The matrices Ck and C ′k in (5.33) were chosen according to the boundary point ’A’
of [112] and ν was set to zero [112]. The range of β for our simulations was limited by the
validity range of csw with four flavors (β ≤ 5.0) (7.18). Since our code allowed only an
even number of lattice points in each direction and lattices beyond L/a = 16 are too time-
consuming for our present resources, we chose lattices (T = L) L/a = 4, 6, 8. We picked
a sufficient number of values of β = 5.0, . . . , 9.5 to map out a range ḡ2(L) = 0.9, . . . , 3.7,
ḡ2(2L) = 1.0, . . . , 3.5 adequately. We performed our simulations on 4-5 crates of the
apeNEXT machine in DESY Zeuthen over a period of about a year. The raw data can
be found in the appendix D. We used the 1-loop result for the improvement coefficient
cA (Table 5.2) in (5.73) and (5.74). As a first guess for the value of critical κ, we used
(7.25) and with some tuning we could keep the quark mass small enough (|m1L| ≤ 0.005)
such that mass-effects in the step scaling function are negligible.
Analysis of data and results
The computation of the step scaling function on the lattice as described in section
5.4 requires ḡ2(L) to be fixed to certain values u while the resolution a/L is changed.
Previously this was realized by tuning β for each pair u, L/a [112, 113, 149]. Instead
we here followed the more convenient proposal of [145] to pick a sufficient range and
number of bare couplings for each considered L/a and interpolate the running coupling
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Figure 7.6: Data points for L/a = 8 and L/a = 16 and their interpolations. The pa-
rameter n in (7.28) is set to three. The hopping parameter κ was tuned
only on the small lattices L/a = 4, 6, 8 such that the PCAC mass (5.74)
vanished. The complete set of plots for all L/a and the associated tables of
fit parameters can be found in appendix E.
ḡ2(β, L/a) with a smooth function of β. Afterward the function allows access to any
value of ḡ2 in the covered range. The authors of [145] argued that in perturbation theory








= β6 [1 +O (1/β)] (7.27)














But they emphasize that this approach is based on empirical observation and does not
mean that perturbation theory is valid in the non-perturbative regime. They reported
also that different functional forms for modeling their data did not change the fit quality
bNote: Here, we write down explicitly the factor 1 in (7.28) on the r.h.s and do not absorb it into the
coefficient c0,L/a in contrast to our notation in [150]. The values for the coefficients cm,L/a can be
found in appendix E.
86
7.3 Determination of the ssf and the running coupling of QCD
L/a u Σ(u, a/L) Σ(2)(u, a/L) u Σ(u, a/L) Σ(2)(u, a/L)
4 0.9300 0.9953(16) 0.9986(16) 1.4435 1.6084(34) 1.6079(34)
6 1.0004(29) 1.0035(29) 1.6266(63) 1.6328(63)
8 0.9945(50) 0.9966(50) 1.6318(80) 1.6370(81)
4 1.0000 1.0762(15) 1.0794(15) 1.6285 1.8441(50) 1.8394(49)
6 1.0827(31) 1.0862(31) 1.8677(83) 1.8750(83)
8 1.0789(40) 1.0813(40) 1.874(11) 1.880(11)
4 1.0813 1.1710(19) 1.1740(19) 1.8700 2.1685(77) 2.1551(76)
6 1.1794(41) 1.1834(41) 2.199(13) 2.208(13)
8 1.1778(47) 1.1807(48) 2.203(17) 2.212(17)
4 1.1787 1.2860(24) 1.2886(24) 2.2003 2.650(11) 2.617(11)
6 1.2968(50) 1.3014(50) 2.688(17) 2.698(17)
8 1.2977(61) 1.3011(61) 2.684(24) 2.697(24)
4 1.2972 1.4283(28) 1.4299(28) 2.6870 3.462(22) 3.378(21)
6 1.4423(56) 1.4476(57) 3.507(40) 3.517(40)
8 1.4455(72) 1.4497(72) 3.477(44) 3.496(44)
Table 7.3: Results for Σ(u, a/L) and Σ(2)(u, a/L) for different lattices and couplings u.
significantly.
We adopted this method and calculated the coupling for different values of β and
L/a. The tables of raw data can be found in the appendix D. Different forms and
values n were checked and we verified that our results did not depend on the details of
these interpolations. The coefficients cm,L/a were determined by a standard χ2 fit. An
example is shown in Figure 7.6 for a pair of lattice sizes, namely L/a = 8 and L/a = 16
(all details can be found in appendix E). Starting from the interpolations of our data,
we obtained Σ(u, a/L) in the following way. First we chose an initial coupling uin = 0.9
which was around our lowest coupling in the simulations and used the interpolations to
determine the corresponding values of β in the smaller lattices L/a = 4, 6, 8. In a second
step, we took these β values and used the interpolations of data for the larger lattices
L/a = 8, 12, 16 to determine the corresponding couplings. For the choice of couplings u
starting from uin, we took roughly a sequence which was given by the recursion (7.26).
Our result for both step scaling functions Σ(u, a/L) and the perturbatively corrected
Σ(2)(u, a/L) are listed in Table 7.3. As one can see in Figure 7.7 which is a visualization
of our data in Table 7.3, the cutoff effects seem to be very small except for L/a = 4.
As a precaution against higher order cutoff effects, we thus excluded the data set of our
coarsest lattice from our analysis leading to the continuum step scaling function. As one
can see in Figure 7.7 by eye, the data for L/a = 6, 8 for each coupling u is compatible
with a fit to a constant. Hence we looked at different fit strategies which were based
on the constant fit. The first strategy was to fit the data for L/a = 6, 8 with a simple
constant fit for each u. The result can be seen in Table 7.4. As mentioned before, we
excluded our coarsest lattice to avoid the inclusion of cutoff effects into the results but
there was still a danger of introducing systematic cutoff effects coming from L/a = 6, 8
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Figure 7.7: Continuum extrapolation of the step scaling function.
lattices. Hence, we performed a combined continuum extrapolation (“global fit”) of all
data sets for L/a = 6, 8 with the approach [113]
Σ(2)(u, a/L) = σ(u) + ρu4(a/L)2 (7.29)
which has a separate, independent parameter σ(u) for each value u but a common pa-
rameter ρ. This two-parameter approach was used in the case of Nf = 2 from the
ALPHA collaboration for modeling the cutoff effects of their data sets. Application of
such a fit to our data for L/a = 6, 8 resulted in a value for the parameter ρ = 0.007(85)
which is a good indication that cutoff effects are negligible. Therefore as a third pro-
cedure, we looked at only L/a = 8 data set and assumed that we already reached the
continuum. All the results are recorded in Table 7.4. These different procedures were
used to investigate the uncertainties of the continuum limit. In Figure 7.7, we depicted
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u σ(u)
constant fit global fit L = 8 data
0.9300 1.002(3) 1.002(3) 0.997(5)
1.0000 1.084(3) 1.084(3) 1.081(4)
1.0813 1.182(3) 1.182(4) 1.181(5)
1.1787 1.301(4) 1.301(5) 1.301(6)
1.2972 1.448(5) 1.448(7) 1.450(7)
1.4435 1.634(5) 1.634(10) 1.637(8)
1.6285 1.877(7) 1.877(16) 1.880(11)
1.8700 2.209(10) 2.207(27) 2.212(17)
2.2003 2.698(14) 2.694(49) 2.697(24)
2.6870 3.507(30) 3.50(104) 3.496(44)
Table 7.4: Results of different fit procedures (as described in the text) for the continuum
extrapolation of the step scaling function.
the continuum extrapolation with the constant fit. However, as our final results we take
just the L/a = 8 data. This is more conservative and we can count on the statistical
errors dominating over residual cutoff effects. In particular these data agree with the
L/a = 6 data and also using Σ(u, a/L) instead of Σ(2)(u, a/L) has a negligible effect.
Using a polynomial of degree five in u, we performed a constrained interpolation of the
data in fourth column in Table 7.4. The coefficients up to u3 were fixed by perturbation
theory. Our result for the fit is
σ(u) = u+ s0u2 + s1u3 + 0.0036u4 − 0.0005u5, 0 ≤ u ≤ 2.7. (7.30)
which is shown in Figure 7.8 (thick line). The perturbative step scaling functions are close
to the one sigma range of the non-perturbative data points over the whole interval of the
coupling u. Hence our interpolation is also close to the perturbation theory. In Figure
7.8, a peculiarity in the perturbation theory occurs. The 3-loop result lies below the
2-loop truncation of the β function and further away from the non-perturbative result.
This is due to the fact that the 3-loop coefficient b2 (equation (5.10)) in Schrödinger
functional scheme changes its sign between Nf = 2 and Nf = 3 and it is rather small for
Nf = 4. It is hence not unlikely that the 4-loop term would move the perturbative curve
closer again.
Using the parametrization (7.30) of the step scaling function, we calculated the com-
bination ln(ΛLmax). We started from the highest coupling umax = ḡ2(Lmax) which was
covered by our non-perturbative step scaling function and solved the recursion step
(7.26) numerically. In this way we obtained the couplings ui which correspond to the
energy scales µ = 2i/Lmax. With the help of (5.13) and using the truncated 3-loop β
function, we computed the values for ln(ΛLmax) which are recorded in Table 7.5. From
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2-loop β function for Nf = 4
3-loop β function for Nf = 4
Figure 7.8: The step scaling function for Nf = 2, 4 and the perturbative results. The
thickest line is the fit of our data points. The upper solid line is the Nf = 2
result and the lower lines show the perturbative results. It should be noticed
that the perturbative result with the truncated 3-loop β function (black sold
line) is below the 2-loop β function result (black dashed line).
the L/a = 8 results we quote
ln(ΛLmax) = −2.294(83) at umax = 3.45 (7.31)
as our final result. This determination of the Λ-parameter in units of Lmax has a precision
of ≈ 8%. It remains to gauge Lmax in physical units through a large volume computation.
Therefore we here show the running of the coupling in the Schrödinger functional scheme
in units of Λ. Figure 7.9 displays αSF computed from the sixth column of Table 7.5. We
observe that upon the iterative application of the step scaling function the difference
between the perturbative (using (7.31)) and the non-perturbative coupling is around a
3-sigma effect at the strongest coupling.
Error propagation
The uncertainties of the initial MC data which can be found in the appendix are statis-
tically uncorrelated. For the purpose of propagating their errors, let us collect them in
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7.3 Determination of the ssf and the running coupling of QCD
constant fit global fit L = 8 data
i ui ln(ΛLmax) ui ln(ΛLmax) ui ln(ΛLmax)
0 3.45 −2.028 3.45 −2.028 3.45 −2.028
1 2.660(14) −2.074(17) 2.666(46) −2.066(56) 2.660(21) −2.073(26)
2 2.173(13) −2.117(24) 2.179(45) −2.105(83) 2.173(20) −2.116(37)
3 1.842(11) −2.155(28) 1.847(37) −2.141(97) 1.842(17) −2.153(44)
4 1.6013(90) −2.188(32) 1.606(30) −2.17(10) 1.602(14) −2.185(50)
5 1.4187(78) −2.217(35) 1.422(25) −2.20(11) 1.419(13) −2.213(56)
6 1.2748(70) −2.241(39) 1.278(20) −2.23(11) 1.275(11) −2.238(63)
7 1.1583(63) −2.263(43) 1.161(17) −2.25(12) 1.159(10) −2.259(70)
8 1.0620(58) −2.282(47) 1.064(15) −2.27(12) 1.0626(95) −2.278(76)
9 0.9809(53) −2.299(50) 0.982(13) −2.29(12) 0.9815(87) −2.294(83)
10 0.9117(49) −2.315(54) 0.913(11) −2.30(12) 0.9122(81) −2.309(89)
Table 7.5: Results for ln(ΛLmax) with different fit strategies (as described in the text).
a vector x with components xi. The above fit function ḡ2(β, L/a) may then be regarded









Since f is a relatively complicated function, it is convenient to avoid computing the




= f(x1, . . . , xi + h, xi+1, . . . , xn)− f(x1, . . . , xi − h, xi+1, . . . , xn)2h . (7.33)










This convenient method is applied for estimating the errors of all quantities derived from
our data above. If desired also the correlation matrix of the errors of different observables
can be obtained this way. As one can see in Figure 7.9, the highest coupling (the most
right data point in Figure 7.9) has errorbars but in Table 7.5 there is no uncertainty
quoted at this coupling. This is due to how the recursion relation (7.26) is solved. To
calculate the errorbars of the highest coupling, we did the recursion two times. Once
cWe neglect that in the way we determine the interpolation of ḡ2 there is also a dependence on the
uncertainties δxi. In the fit we could also replace the errors δxi by a smooth predefined function of




























Figure 7.9: The running coupling in the Schrödinger functional scheme. The gray vertical
dashed line is only for the guidance of the eyes to show what the perturbation
theory predicts for αSF at the lowest energy which we could reach.
forwards and once backwards. In forward direction, we first obtained the couplings ui
as quoted in Table 7.5. Then, we looked at the coupling uk where our non-perturbative
result goes into the perturbative results and regarded the errors of this coupling (we
chose i = 9) as negligible. We started then the recursion backwards from this coupling
and obtained the uncertainties which were shown in Figure 7.9. The uncertainties of Λ
are also transformed and add to uncertainties of αSF (Figure 7.9).
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8 Summary and Outlook
In the first two chapters, we explained some aspects of the continuum QCD briefly
and gave then an overview of the lattice formulation. After discussing numerical and
algorithmic issues we gave a brief summary about the theoretical foundations on which
this thesis is based. Then we discussed our idea of extending the ALPHA code with two
flavors of O(a) improved Wilson quarks to four flavors of O(a) improved Wilson quarks.
We presented then the results of our studies. The first part of our results concerned the
determination of the improvement coefficient csw with four flavors (with plaquette gauge
action). As one can see in equation (2.50) and Table 2.2, this coefficient was only known
from perturbation theory up to 1-loop and non-perturbatively for Nf = 0, 2, 3 [54–56].
Hence, it was essential to determine this coefficient for four flavors to O(a)-improve
the action. So, we have performed simulations for the calculation of the improvement
coefficient csw for four flavors of Wilson fermions in the range of β ≥ 5.0. A determination
of csw beyond β = 5.0 was not possible because we could not show unambiguously that
our improvement condition ∆M = 0 (7.13) was fulfilled at β = 4.8. The errorbars of the
raw data became too large and we were not able to determine the value for csw where
∆M vanishes. The raw data can be found in the appendix B. Then we gave a detailed
description of how we determined csw from our raw data in section 7.1.5 and quoted
csw(g20) =
1− 0.1372g20 − 0.1641g40 + 0.1679g60
1− 0.4031g20
, 0 ≤ g20 ≤ 1.2.
as a suitable parametrization of our data (eq. (7.18)). We compared three simple-
minded different Padé-approximation formulae for our data and could show that a small
extrapolation of csw beyond β = 5.0 to β = 4.5 with the above formula may still be
acceptable.
In the second part we gave an estimation of critical κ (abbreviated with κc) where
the quark mass vanishes. This estimation was extracted from the raw data of the csw
determination (Table 7.2). We quoted
κc = 1/8 + κ(1)c g20 + 0.000129g40 + 0.007470g60 − 0.007716g80 + 0.002748g100 ,
0 ≤ g20 ≤ 1.2
where κ(1)c is the 1-loop value κ(1)c = 0.008439857 [120] as our interpolation for κc. We
emphasize that the above formula for κc was used as a first estimate in the simula-
tions for the step scaling function and we tuned κ explicitly such that the PCAC mass
vanishes. We compared then the non-perturbative estimations for κc with Nf = 2, 3, 4
[55, 56] and the 1-loop perturbation theory [52, 120]. As one can see in Figure 7.5, the
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non-perturbative results are never far from the 1-loop perturbative result but a small
dependence on the number of flavors can be seen.
In the third part we used our determination of csw with our estimation of κc to
determine the non-perturbative running of the Schrödinger functional coupling forNf = 4
massless flavors. For this purpose we computed first the step scaling function of the QCD
coupling in the Schrödinger functional scheme with four massless flavors. As can be seen
in Figure 7.7 and Table 7.3 the resulting cutoff effects were very small allowing for a
continuum extrapolation. While the data are compatible with a constant for L/a ≥ 6, we
assumed this form only for L/a ≥ 8; the smaller lattices thus only entered the analysis by
demonstrating that cutoff effects were small. We emphasize that this statement refers
to the present level of statistical errors. If in the future statistical errors are further
reduced, larger L/a will be necessary at the same time. It will be very interesting to
see also the efficiency of computations with different regularizations of the Schrödinger
functional as well as the corresponding test of the universality of the continuum limit.
Most notably there are chirally rotated boundary conditions for the quarks [151–153]
and staggered quarks [154, 155] for which results are expected soon.
Our interpolation of the step scaling function based on our data resulted in
σ(u) = u+ s0u2 + s1u3 + 0.0036u4 − 0.0005u5, 0 ≤ u ≤ 2.7.
which is close to the perturbative results as shown in Figure 7.8. Using this parametriza-
tion we calculated the Λ parameter in units of Lmax with ≈ 8% precision and quoted
ln(ΛLmax) = −2.294(83) at umax = 3.45
as our final result. Due to the undetermined technical scale Lmax in physical units in
our studies, we showed the running of the coupling in Schrödinger functional scheme in
units of Λ (Figure 7.9). As one can see in Figure 7.9, we observed a small but significant
deviation from 3-loop perturbation theory at the largest reached coupling. It is about
10% (three standard deviations) and the Schrödinger functional coupling has a value of
αSF ≈ 0.28. For Nf = 2 a similar effect was visible only for larger coupling [113]a. These
findings underline the necessity of going to weak coupling before applying renormalized
perturbation theory in the continuum.
The present work has brought us a good step closer to the computation of the Λ-
parameter in 4-flavor QCD, which may then be perturbatively connected to e.g. the 5-
flavor MS coupling at the Z-pole. However, the technically introduced scale Lmax remains
to be expressed in physical units through large volume 4-flavor simulations. Apart from
the challenge of tuning more parameters, one needs to treat a massive charm quark
at small enough lattice spacing. Presently this appears to be a considerable challenge
due to a severe slowing down of lattice simulation algorithms at small lattice spacings
[156, 157].
aFor αSF ≈ 0.45 a similar deviation is visible but there are no non-perturbative data points in between
αSF ≈ 0.28 and αSF ≈ 0.45 to see better where this sets in.
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A representation of the SU(3) generators is given by the eight Gell-Mann matrices,
which are hermitian and traceless
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =




 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =




 0 0 00 0 −i
0 i 0
 , λ8 = 1√3
















The structure constants fabc are given by
f123 = 1
f147 = −f156 = f246 = f257 = f345 = −f367 = 12





These matrices have also the property
tr(λaλb) = 2δab (4)
where δab is the Kronecker δ.
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The projection operator and γ matrices




and satisfies the following relations
P 2± = P±, P+P− = 0. (6)
γ5 is defined by
γ5 = iγ0γ1γ2γ3 (7)


















































The anticommutation relation of the γ matrices is given by
{γµ, γν} = 2gµν14×4 (10)
where gµν is the Minkowski metric gµν = diag(1,-1,-1,-1). The Pauli matrices obey the
following relations
[σi, σj ] = 2iεijkσk (11)
σiσj = δij + iεijkσk (12)
where εijk is the Levi-Civita tensor
εijk =

+1, if (i, j, k) is an even permutation of (1, 2, 3)
−1, if (i, j, k) is an odd permutation of (1, 2, 3)




Data for the determination of csw
β κ csw M ∆M δτ Nmeas accept. ∆H
12 0.130280 1.028654 0.000224(75) 0.001735(89) 0.04 4800 84.1% 0.0783(41)
12 0.129897 1.128654 -0.001510(74) 0.000468(84) 0.04 4800 83.4% 0.0822(42)
12 0.129449 1.228654 -0.001371(82) -0.000827(86) 0.04 4800 83.5% 0.0878(42)
9.6 0.131516 1.140488 -0.00004(11) 0.00077(12) 0.04 4800 82.7% 0.0995(44)
9.6 0.131164 1.170488 0.00595(11) 0.00053(11) 0.04 4800 82.6% 0.0924(45)
9.6 0.131164 1.250488 -0.00853(11) -0.00040(12) 0.04 4800 82.6% 0.1033(45)
7.4 0.134626 1.163222 -0.00196(20) 0.00169(19) 0.04 4800 81.5% 0.1095(47)
7.4 0.133753 1.263222 0.00072(20) 0.00069(15) 0.04 4800 82.0% 0.1082(47)
7.4 0.132989 1.363222 0.00018(20) -0.00036(16) 0.04 4800 81.3% 0.1166(49)
7.4 0.132349 1.443222 0.00027(20) -0.00162(17) 0.04 4800 80.5% 0.1174(50)
6.8 0.135638 1.209613 0.00128(30) 0.00169(26) 0.04 4000 81.3% 0.1082(54)
6.8 0.135082 1.299613 -0.00642(32) 0.00033(26) 0.04 4000 80.7% 0.1173(54)
6.8 0.134896 1.309613 -0.00333(29) 0.00079(24) 0.04 4000 80.4% 0.1190(54)
6.8 0.133813 1.409613 0.00320(29) -0.00000(24) 0.04 2960 80.7% 0.1123(63)
6.8 0.133056 1.509613 -0.00141(30) -0.00204(22) 0.04 4000 79.8% 0.1266(55)
6.3 0.137098 1.239058 -0.00129(38) 0.00199(24) 0.02 4000 80.3% 0.1224(55)
6.3 0.136018 1.339058 0.00142(36) 0.00077(27) 0.02 4000 80.7% 0.1212(57)
6.3 0.135028 1.439058 0.00140(36) -0.00075(27) 0.02 2960 92.9% 0.0173(24)
6.3 0.134028 1.550580 -0.00251(31) -0.00115(24) 0.04 4800 79.5% 0.1341(54)
6.0 0.138358 1.250000 -0.00090(85) 0.00270(30) 0.02 6400 94.9% 0.0064(12)
6.0 0.136669 1.387912 0.00214(47) 0.00022(48) 0.02 2840 94.8% 0.0096(17)
6.0 0.134375 1.587912 0.00677(43) -0.00123(34) 0.02 2840 94.7% 0.0105(18)
5.7 0.140327 1.250000 -0.0082(16) 0.00369(38) 0.02 6400 94.5% 0.0097(12)
5.7 0.138229 1.387912 0.00034(63) 0.00107(43) 0.02 3232 94.4% 0.0088(18)
5.7 0.137008 1.487912 0.00081(55) 0.00076(48) 0.02 3200 94.4% 0.0093(18)
5.7 0.135685 1.587912 0.00564(63) -0.00032(37) 0.02 2840 94.8% 0.0111(20)
5.7 0.133940 1.754350 -0.00004(38) -0.00156(28) 0.01 5360 98.5% 0.00097(37)
5.4 0.141417 1.307912 -0.00032(77) 0.00258(36) 0.02 6400 93.9% 0.0119(13)
5.4 0.139111 1.487912 -0.00712(89) 0.00112(55) 0.02 2960 93.9% 0.0140(20)
5.4 0.137815 1.587912 -0.00762(70) -0.00056(57) 0.02 2960 93.8% 0.0126(21)
5.4 0.135028 1.787912 -0.00117(69) -0.00164(47) 0.02 2960 93.6% 0.0150(21)
5.4 0.133775 1.907912 -0.00854(39) -0.00202(31) 0.02 6400 93.6% 0.0128(14)
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β κ csw M ∆M δτ Nmeas accept. ∆H
5.2 0.143363 1.307912 -0.0004(14) 0.00196(48) 0.02 5200 92.8% 0.0202(16)
5.2 0.140628 1.487912 -0.00032(87) 0.00076(42) 0.02 5360 93.3% 0.0155(16)
5.2 0.139206 1.587912 -0.00326(69) 0.00102(39) 0.02 5360 93.4% 0.0131(16)
5.2 0.138147 1.655891 0.00162(94) 0.00028(47) 0.02 2960 93.2% 0.0133(21)
5.2 0.136248 1.787912 0.00030(91) -0.00084(65) 0.02 2960 93.3% 0.0122(23)
5.2 0.134556 1.907912 0.00372(62) -0.00189(38) 0.02 4000 93.0% 0.0156(20)
5.0 0.146056 1.307912 0.0051(25) 0.00252(62) 0.01 6480 97.9% 0.00192(44)
5.0 0.142554 1.507912 0.0021(13) 0.00125(41) 0.01 8160 98.2% 0.00176(38)
5.0 0.138141 1.787912 -0.0053(11) 0.00102(68) 0.02 2960 92.2% 0.0161(26)
5.0 0.136527 1.885463 0.0009(11) 0.00004(55) 0.02 2960 92.9% 0.0173(24)
5.0 0.135039 2.000000 -0.00826(90) -0.00070(59) 0.01 2960 98.2% 0.00028(65)
5.0 0.129603 2.400000 0.00033(42) -0.00482(27) 0.01 7040 97.9% 0.00085(45)
4.8 0.158255 1.100000 -0.351(26) -0.0012(22) 0.005 1072 99.1% 0.00140(47)
4.8 0.157000 1.300000 -0.526(45) 0.0026(25) 0.01 2400 96.6% 0.0149(79)
4.8 0.145928 1.500000 0.0083(54) -0.0002(12) 0.01 3680 97.8% 0.00150(75)
4.8 0.142201 1.700000 -0.0022(31) -0.0000(11) 0.01 2560 97.8% 0.00046(87)
4.8 0.138295 1.910000 0.0017(13) 0.00060(62) 0.01 5440 97.6% 0.00139(54)
4.8 0.137971 1.930000 0.0031(12) -0.00054(48) 0.01 5440 97.7% 0.00192(54)
4.8 0.136844 2.000000 0.0008(11) -0.00044(50) 0.01 5600 97.7% 0.00246(54)
4.8 0.135327 2.100000 -0.00492(87) -0.00116(44) 0.01 6560 97.6% 0.00294(50)
4.8 0.132358 2.300000 -0.00550(72) -0.00244(41) 0.01 5440 97.4% 0.00309(56)
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Appendix C
The fits of the data in appendix B for the determination of csw. The improvement
condition ∆M −∆M (0) = 0 is only fulfilled at the point where the solid line hits the
dashed line. The numerical results of interpolation can be seen in table 7.1:



















Figure 1: ∆M −∆M (0) for β = 12



















Figure 2: ∆M −∆M (0) for β = 9.6
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Figure 3: ∆M −∆M (0) for β = 7.4




















Figure 4: ∆M −∆M (0) for β = 6.8



















Figure 5: ∆M −∆M (0) for β = 6.3
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Figure 6: ∆M −∆M (0) for β = 6.0



















Figure 7: ∆M −∆M (0) for β = 5.7



















Figure 8: ∆M −∆M (0) for β = 5.4
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Figure 9: ∆M −∆M (0) for β = 5.2




















Figure 10: ∆M −∆M (0) for β = 5.0
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Appendix D
We here list the results of our MC simulations for the determination of the step scaling
function. Each row refers to a separate simulation of about 50000 trajectories unless
otherwise noted. Some of these simulations consist of independent replica (between 1
and 16). Measurements were taken after every trajectory for which we chose trajectory
length τ = 1.
L/a = 4 L/a = 8
β κ ḡ2 am1 ḡ
2 am1
5.0 0.137975 2.913(10) 0.00033(42) 3.932(39) 0.03752(13)
5.3 0.137110 2.4700(76) 0.00040(34) 3.049(22) 0.02934(10)
5.6 0.136371 2.1505(49) 0.00042(29) 2.575(15) 0.024981(80)
6.2 0.135082 1.7300(31) 0.00162(24) 1.9853(91) 0.020192(61)
6.8 0.134053 1.4556(21) 0.00080(20) 1.6256(61) 0.016432(52)
7.4 0.133188 1.2609(13) 0.00032(18) 1.3844(42) 0.013977(47)
8.0 0.132455 1.1119(10) 0.00070(15) 1.2074(32) 0.012435(40)
8.6 0.131860 0.99575(77) −0.00021(14) 1.0678(25) 0.010382(35)
9.2 0.131309 0.90315(54) 0.00094(11) 0.9662(20) 0.010176(33)
Table 1: The raw data for L/a = 4 and L/a = 8.
L/a = 6 L/a = 12
β κ ḡ2 am1 ḡ
2 am1
5.25 0.138027 2.749(13) −0.00005(16) 3.635(46) 0.000929(56)
5.55 0.137173 2.3507(92) 0.00110(13) 2.904(29) 0.000704(43)
5.85 0.136443 2.0865(71) 0.00053(11) 2.529(23) −0.000031(37)
6.45 0.135190 1.6948(46) −0.000294(94) 1.953(14) −0.000922(31)
7.05 0.134123 1.4361(32) 0.000488(78) 1.6211(88) −0.000227(25)
7.65 0.133261 1.2500(24) 0.000437(69) - -
8.25 0.132538 1.1025(18) 0.000435(62) 1.2051(50) −0.000347(20)
8.85 0.131935 0.9908(14) 0.000154(57) - -
9.45 0.131411 0.8975(12) 0.000237(51) 0.9628(31) −0.000547(16)
Table 2: The raw data for L/a = 6 and L/a = 12.
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L/a = 8 L/a = 16
β κ ḡ2 am1 ḡ
2 am1
5.0 0.138910 3.638(34) 0.00037(14) - -
5.44 0.137507 2.705(16) 0.000640(83) 3.548(45) −0.000872(23)
5.88 0.136393 2.225(11) 0.000306(66) 2.643(38) −0.001120(25)
6.32 0.135433 1.8728(77) 0.000288(57) 2.252(25) −0.000875(22)
6.76 0.134597 1.6319(56) 0.000748(58) 1.861(16) −0.000350(18)
7.2 0.133903 1.4364(42) 0.000041(44) - -
7.64 0.133275 1.3046(35) 0.000233(40) 1.4502(94) −0.000666(15)
8.08 0.132736 1.1852(29) 0.000069(38) - -
8.52 0.132249 1.0886(24) 0.000328(36) 1.1860(67) −0.000552(12)
8.96 0.131821 1.0034(20) 0.000368(33) - -
9.4 0.131442 0.9308(17) 0.000284(32) 0.9961(48) −0.000504(11)




Here, we show the fits for all L/a of the data in appendix D. Details about the fits are
given in section 7.3.2. The parameter n in (7.28) is set to three in all fits. The fit
parameters and the covariance matrices can be found below.
L/a = 4, 8:
















Figure 11: The raw data and the fits for L/a = 4 and L/a = 8.
L/a c0,L/a c1,L/a c2,L/a c3,L/a χ
2/dof
4 0.083(49) −0.71(17) 0.37(19) −0.208(72) 0.35
8 0.19(12) −1.21(42) 0.94(48) −0.45(18) 1.21
Table 4: Fit parameters of L/a = 4 and L/a = 8.
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cov(L/a = 4) =

0.0024 −0.0082 0.0094 −0.0035
−0.0082 0.0289 −0.0329 0.0122
0.0094 −0.0329 0.0377 −0.0140
−0.0035 0.0122 −0.0140 0.0052
 (14)
cov(L/a = 8) =

0.0150 −0.0518 0.0582 −0.0213
−0.0518 0.1791 −0.2018 0.0741
0.0582 −0.2018 0.2281 −0.0840
−0.0213 0.0741 −0.0840 0.0310
 (15)
L/a = 6, 12:















Figure 12: The raw data and the fits for L/a = 6 and L/a = 12.
L/a c0,L/a c1,L/a c2,L/a c3,L/a χ
2/dof
6 0.158(92) −1.01(33) 0.66(38) −0.31(15) 0.53
12 0.26(23) −1.48(81) 1.16(94) −0.52(36) 0.72
Table 5: Fit parameters of L/a = 6 and L/a = 12.
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cov(L/a = 6) =

0.0084 −0.0300 0.0350 −0.0133
−0.0300 0.1075 −0.1258 0.0480
0.0350 −0.1258 0.1476 −0.0565
−0.0133 0.0480 −0.0565 0.0217
 (16)
cov(L/a = 12) =

0.0518 −0.1843 0.2135 −0.0807
−0.1843 0.6577 −0.7639 0.2893
0.2135 −0.7639 0.8897 −0.3378
−0.0807 0.2893 −0.3378 0.1285
 (17)
L/a = 8, 16:















Figure 13: The raw data and the fits for L/a = 8 and L/a = 16.
L/a c0,L/a c1,L/a c2,L/a c3,L/a χ
2/dof
8 0.180(95) −1.14(33) 0.82(38) −0.38(14) 1.29
16 0.43(35) −2.05(1.27) 1.75(1.49) −0.73(57) 1.32
Table 6: Fit parameters of L/a = 8 and L/a = 16.
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cov(L/a = 8) =

0.0091 −0.0318 0.0362 −0.0134
−0.0318 0.1115 −0.1273 0.0473
0.0362 −0.1273 0.1459 −0.0544
−0.0134 0.0473 −0.0544 0.0204
 (18)
cov(L/a = 16) =

0.1246 −0.4464 0.5222 −0.1997
−0.4464 1.6027 −1.8791 0.7200
0.5222 −1.8791 2.2083 −0.8480
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