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ABSTRACT
An intelligent reflecting surface (IRS), consisting of reconfigurable
metamaterials, can be used to partially control the radio environment
and thereby bring new features to wireless communications. Previ-
ous works on IRS have particularly studied the range extension use
case and under what circumstances the new technology can beat re-
lays. In this paper, we study another use case that might have a
larger impact on the channel capacity: rank improvement. One of
the classical bottlenecks of point-to-point MIMO communications
is that the capacity gains provided by spatial multiplexing are only
large at high SNR, and high SNR channels are mainly appearing in
line-of-sight (LoS) scenarios where the channel matrix has low rank
and therefore does not support spatial multiplexing. We demonstrate
how an IRS can be used and optimized in such scenarios to increase
the rank of the channel matrix, leading to substantial capacity gains.
Index Terms— Intelligent reflecting surfaces, MIMO communi-
cations, rank improvement.
1. INTRODUCTION
An intelligent reflecting surface (IRS) is a thin two-dimensional
metamaterial (i.e., engineered material) that can control and trans-
form electromagnetic waves [1, 2]. It has been demonstrated ex-
perimentally that metasurfaces can dynamically produce unusual
scattering, polarization, and focusing properties to obtain desired ra-
diation patterns [3,4]. Thanks to rapid recent development in lumped
elements such as micro-electro-mechanical-systems (MEMS), var-
actors and PIN diodes, and tunable materials such as liquid crystals
and graphene, metasurfaces with flexible functionalities can be suc-
cessfully realized with low implementation cost and light weight [5].
This has opened up exciting opportunities to use metasurfaces to
solve problems in wireless communication research.
Metasurfaces are implemented as an array of discrete scatter-
ing elements. Each element (also known as a meta-atom or lattice)
has the ability to introduce a phase shift to an incident wave. The
change in the local surface phase is achieved by tuning the surface
impedance which enables manipulation of the impinging wave. This
operation creates phase discontinuities and requires abrupt phase
changes over the surface. The IRSs obey the generalized Snell’s
law [6] and their discrete structure provide great design flexibility.
The metasurface technology has recently gained interest in wire-
less communications, under names such as IRS [7], large intelligent
surface [8], and software-controlled metasurfaces [9, 10]. Several
promising use cases of this technology, such as for range extension
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to users with obstructed direct links [7, 8, 11, 12], joint wireless in-
formation and power transmission in internet of things (IoT) net-
works [13], physical layer security [14, 15], unmanned air vehicle
(UAV) communications [16] have been studied. Still, the IRS-aided
wireless communication systems are new and remain largely unex-
plored.
1.1. Relation to Prior Work
The existing works on IRS have particularly focused on the range ex-
tension application. In this use case, the IRS is deployed between the
base station (BS) and user equipment (UE) and assists the communi-
cation. Generally speaking, the optimized selection of the phase of
each discrete element in the IRS leads to phase alignment of the di-
rect channel (BS to UE) and scattered channel (BS to IRS to UE). If
the direct path is totally blocked then the coherent phase alignment
of the scattered path is the main goal.
In particular, [7] pointed out that an IRS has the capability
of improving poorly-conditioned multi-user MIMO channels by
adding controllable multipaths in cases where each user is equipped
with a single antenna. IRS-aided point-to-point multiple data stream
MIMO setups with Rician fading channels are studied in [17], [18].
In [17], the direct path is assumed to be totally blocked. In [18], the
authors propose an alternating optimization algorithm for capacity
maximization.
In this paper, we study the rank improvement ability of an IRS-
aided single-user MIMO system while preserving the coherent phase
alignment by optimizing the phase shifts. One of the classical bot-
tlenecks of point-to-point MIMO communications is that the capac-
ity gains provided by spatial multiplexing are only large at high
SNR, and high SNR channels are mainly appearing in LoS scenarios
where the channel matrix has low rank and therefore does not sup-
port spatial multiplexing [19, 20]. Using a different setup than [18],
we demonstrate how an IRS can be used and optimized in an LoS
environment to increase the rank of the channel matrix, leading to
substantial capacity gains. The classical waterfilling algorithm is
adapted to perform power allocation between the data streams.
2. SYSTEMMODEL
We consider communication from a multiple-antenna BS to a
multiple-antenna UE. An IRS with total area a × b is placed on
the yz-plane to assist the communication between the BS and UE.
Both the BS and UE have two antennas whereas the IRS is equipped
with Ny ×Nz = N elements.
The first BS antenna (the one that is closest to the origin) is
located at (xb, yb, zb) and the first antenna of UE is at (xu, yu, zu).
The location of each antenna can be written in three dimensions as
follows. The location of the (m,n)th element at IRS is
(0, (m− 1)drHλc, h+ (n− 1)drHλc), (1)
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where m ∈ {1, . . . , Ny}, n ∈ {1, . . . , Nz}, h is the height, λc is
the carrier frequency, and drH is the length of a square IRS element in
wavelengths. Similarly, the location of the lth antenna at UE is (xu+
(l − 1)duHλc sin θr sinϕr, yu + (l − 1)duHλc sin θr cosϕr, zu +
(l−1)duHλc cos θr) where l ∈ {1, 2} and duH is the antenna spacing
of the uniform linear array (ULA) at UE. The parameters ϕr and
θr denote the azimuth and elevation angles, respectively, in local
spherical coordinates at UE.
The location of antenna s at BS is (xb+(s−1)dbHλc sin θt sinϕt,
yb + (s − 1)dbHλc sin θt cosϕt, zb + (s − 1)dbHλc cos θt) where
s ∈ {1, 2} and dbH is the antenna spacing of the ULA at BS. The
parameters ϕt and θt denote the azimuth and elevation angles,
respectively, in local spherical coordinates at BS.
The BS is assumed to be in the far-field of the IRS and the chan-
nel between them is denoted with Hbr ∈ CN×2. We define the
distance between the first elements of the IRS and BS as dbr =
(x2b + y
2
b + (zb − h)2)1/2. In the far-field case, the antenna ar-
ray lengths are negligible compared to the propagation distance, i.e.,
dbr  2duHλc and dbr  max(Ny, Nz)drHλc. Then, we write
down the distances between each antenna pair and use the Maclau-
rin series expansion (1 + ∆)1/2 ≈ 1 + ∆
2
to obtain
dm,n,s ≈ dbr + λcΩbrm,n,s(θt, ϕt), (2)
where Ωbrm,n,s = Ωbri,s = 1dbr ((s − 1)xbd
b
H sin θt sinϕt + yb((s −
1)dbH sin θt cosϕt − (m − 1)drH) + (zb − h)((s − 1)dbH cos θt −
(n − 1)drH)) where i = (m − 1)Nz + n ∈ {1, . . . , N}. Note that
Ωbr1,1 = 0 and d111 = dbr . The normalized channel between the BS
and IRS becomes
Hbr = e
j
2pidbr
λc

ej2piΩ
br
1,1 ej2piΩ
br
1,2
...
...
ej2piΩ
br
N,1 ej2piΩ
br
N,2
 .
Similarly, the normalized channel between the IRS and UE is de-
noted by Hru ∈ C2×N and has entries [Hru]l,i = ej
2pidru
λc ej2piΩ
ru
l,i ,
where
Ωrul,i =
1
dru
[(l − 1)xuduH sin θr sinϕr
+ yu((l − 1)duH sin θr cosϕr − (m− 1)drH)
+(zu − h)((l − 1)duH cos θr − (n− 1)drH)] (3)
and dru = (x2u+y2u+(zu−h)2)1/2. For the direct channel between
the BS and UE, we write the steering vectors as
abs =
[
1
ej2piΩbs
]
, aue =
[
1
ej2piΩue
]
, (4)
where
Ωbs =
1
dbu
[
(xb − xu)dbH sin θt sinϕt (5)
+ (yb − yu)dbH sin θt cosϕt + (zb − zu)dbH cos θt ] ,
Ωue =
1
dbu
[(xb − xu)duH sin θr sinϕr (6)
+ (yb − yu)duH sin θr cosϕr + (zb − zu)duH cos θr ] ,
where the distance between BS and UE is dbu = ((xb − xu)2 +
(yb − yu)2 + (zb − zu)2)1/2. Then, the channel is Hbu =√
βbue
jφbuauea
H
bs where βbu is the direct channel pathloss and
ejφbu = e
j
2pidbu
λc .
3. DOWNLINK TRANSMISSION
In this section, we compare two cases: direct and IRS-aided down-
link transmission. We will thereby demonstrate the channel rank
improvement ability of the IRS.
3.1. Case 1: Direct Transmission
In this setup, the BS directly sends a signal to the UE without an
assisting IRS. The received signal y1 ∈ C2×1 is
y1 = HbuV1x + n, (7)
where x ∈ C2×1 is the transmitted signal with power allocation
matrix P, V1 ∈ C2×2 is the downlink pre-processing matrix, and
n ∼ CN (0, σ2I) is AWGN. The matrix Hbu has singular value
decomposition (SVD) Hbu = U1Λ1VH1 where U1 ∈ C2×2, V1
are unitary matrices and Λ1 ∈ R2×2 is the diagonal singular value
matrix. Then, the processed received signal at the UE is written as
UH1 y1 = U
H
1 HbuV1x + n˜1
= Λ1x + n˜1, (8)
where n˜1 = UH1 n. The singular values of Hbu are λd1 = 2
√
βbu
and λd2 = 0. Therefore, the matrix is rank-deficient and can only
support a single data stream. Then, the BS transmits the signal and
allocates all available power Ptot along the first right singular-vector
of Hbu i.e., P = diag (Ptot, 0). The direct channel capacity is [21]
R1 = log2
(
1 +
Ptot(λ
d
1)
2
σ2
)
. (9)
3.2. Case 2: IRS-aided transmission
In this case, we assume that an IRS assists the communication
through BS and UE. The received signal y2 ∈ C2×1 is
y2 = (HruΦHbr + Hbu) V2x + n, (10)
where V2 is the downlink pre-processing matrix, Φ = αdiag(ejφ1 ,
ejφ2 , . . . , ejφN ) ∈ CN×N is the local phase matrix with phase co-
efficients φ1, φ2 . . . , φN at each surface element. We assume that
the scattering amplitude coefficient is α = 1.
In order to support multiple data streams, the channel H =
HruΦHbr + Hbu should have rank (H) = 2 and a good condition
number λ1
λ2
where λ1 and λ2 are the singular values of H. As men-
tioned in the previous section, the direct channel has rank (Hbu) =
1. The compound channel Hc = HruΦHbr ∈ C2×2 is
Hc =
√
βce
jφc
×

N∑
i=1
ej(φi+2piΩ
ru
1,i+2piΩ
br
i,1)
N∑
i=1
ej(φi+2piΩ
ru
1,i+2piΩ
br
i,2)
N∑
i=1
ej(φi+2piΩ
ru
2,i+2piΩ
br
i,1)
N∑
i=1
ej(φi+2piΩ
ru
2,i+2piΩ
br
i,2)
 ,
(11)
where βc is the pathloss of the scattered path and ejφc = e
j 2pi
λc
(dbr+dru).
The total channel can be decomposed as H = U2Λ2VH2 . All ma-
trices (i.e., the pre-processing matrix V2, post-processing matrix
U2 and Λ2) depend on the phase matrix Φ. For any given Φ, we
can write the processed signal at UE as
UH2 y2 = Λ2x + n˜2, (12)
where n˜2 = UH2 n. The singular value matrix Λ2 is not a function
of P = diag(P1, P2). We can write the rate as a function of the
local phases as
R2 (φ1, . . . , φN ) =
2∑
j=1
log2
(
1 +
Pjλ
2
j (φ1, . . . , φN )
σ2
)
. (13)
For any singular values, the optimal power allocation between the
data streams is accomplished by using the water filling algorithm as
Pj =
(
µ− σ
2
λ2j
)+
, (14)
where µ is chosen to satisfy the total power constraint P1 + P2 =
Ptot. The eigenvalues of HHH , λ21 and λ22, are in the form of
roots of a quadratic function i.e., λ21 =
−b+
√
b2−4c
2
and λ22 =
−b−
√
b2−4c
2
where
b =− (|[H]11|2 + |[H]12|2 + |[H]21|2 + |[H]22|2) , (15)
c =|[H]11|2|[H]22|2 + |[H]12|2|[H]21|2
− 2Re {[H]11[H]∗12[H]∗21[H]22} (16)
are functions of the local surface phases. Using the waterfilling
algorithm with µ = 1
2
(
Ptot − σ2bc
)
, we can write the rate as
R2 = log2
((
Ptot − σ2bc
)2
c
4σ4
)
. In the high SNR regime,
R2 ≈ log2
(
P2totc−2σ2Ptotb
4σ4
)
and it is maximized by the selection
of φi that maximizes∣∣∣∣∣√βcejφc
N∑
i=1
ej(φi+2piΩ
ru
1,i+2piΩ
br
i,1) +
√
βbue
jφbu
∣∣∣∣∣
2
×
∣∣∣∣∣√βcejφc
N∑
i=1
ej(φi+2piΩ
ru
2,i+2piΩ
br
i,2) +
√
βbue
jφbuej2pi(Ωue−Ωbs)
∣∣∣∣∣
2
+
∣∣∣∣∣√βcejφc
N∑
i=1
ej(φi+2piΩ
ru
1,i+2piΩ
br
i,2) +
√
βbue
jφbue−j2piΩbs
∣∣∣∣∣
2
×
∣∣∣∣∣√βcejφc
N∑
i=1
ej(φi+2piΩ
ru
2,i+2piΩ
br
i,1) +
√
βbue
jφbuej2piΩue
∣∣∣∣∣
2
. (17)
From (17), we select φi at each surface element that maximizes
cos(2φi + 2pi(Ω
ru
1,i + Ω
br
i,1 + Ω
ru
2,i + Ω
br
i,2 + Ωbs − Ωue)) that is
φ∗i = −pi
(
Ωru1,i + Ω
br
i,1 + Ω
ru
2,i + Ω
br
i,2 + Ωbs − Ωue
)
. (18)
3.3. Deployment Analysis
In the high SNR regime, inserting φ∗i from (18) and Pj from (14)
into the rate expression (13) gives
R2 (φ
∗
1, . . . , φ
∗
N ) =
2∑
j=1
log2
(
1 +
Pjλ
2
j (φ
∗
1, . . . , φ
∗
N )
σ2
)
≈ log2
(
P 2totλ
2
1(φ
∗
1, . . . , φ
∗
N )λ
2
2(φ
∗
1, . . . , φ
∗
N )
4σ4
)
= log2
(
P 2totN
2βcβbu
σ4
Υ
)
, (19)
where Υ = (1− cos (2pi(Ωbr + Ωbs))) (1− cos (2pi(Ωru − Ωue))) ,
where Ωru = Ωru2,i−Ωru1,i = 1dru (xud
u
H sin θr sinϕr +yud
u
H sin θr
cosϕr+(zu−h)duH cos θr) and Ωbr = Ωbri,2−Ωbri,1 = 1dbr (xbd
b
H sin θt
sinϕt + ybd
b
H sin θt cosϕt + (zb − h)dbH cos θt) do not depend on
i. From (19), we note that the SNR scales with N2 and the rate is
a function of the BS, IRS and UE positions and their deployment
angles. The arguments of the cosine functions in Υ are
Ωbr + Ωbs = d
b
H sin θt sinϕt
(
xb
dbr
+
(xb − xu)
dbu
)
+ dbH sin θt cosϕt
(
yb
dbr
+
(yb − yu)
dbu
)
+ dbH cos θt
(
(zb − h)
dbr
+
(zb − zu)
dbu
)
, (20)
Ωru − Ωue = duH sin θr sinϕr
(
xu
dru
− (xb − xu)
dbu
)
+ duH sin θr cosϕr
(
yu
dru
− (yb − yu)
dbu
)
+ duH cos θr
(
(zu − h)
dru
− (zb − zu)
dbu
)
. (21)
For different scenarios, the positions of the BS, IRS, and UE can be
optimized according to given deployment requirements using these
formulas. In the numerical results section, we assume that the BS
and IRS have fixed locations and optimize the position of the UE.
4. NUMERICAL RESULTS
In this section, we quantify the capacity gains of adding scattering
paths to a MIMO system using an IRS. The simulation parameters
are given in Table I and the simulation setup is illustrated in Fig. 1.
The pathloss of the direct path βbu is calculated for fc = 5 GHz
using the model in [22, Table B.1.2.1-1] that is defined for dbu ≥
10 m. In the simulations, we keep Nz = 5 fixed and increase Ny
linearly. The pathloss of the scattered path is calculated as [23]
βc =
GtGr
(4pi)2
(
ab
dbrdru
)2
cos2(ϕi), (22)
where a = NzdrHλc and b = Nyd
r
Hλc are the surface dimensions
and ϕi = arctan
(
yb
xb
)
is the angle of arrival to the surface. Note
that yb  max(a, b) and xb  max(a, b).
Parameter Value
Antenna and element spacings dbH = d
u
H = 0.5, d
r
H = 0.25
Location of BS (xb, yb, zb) (120, 120, 12) m
Location of UE (xu, yu, zu) (5,−5, 1.5) m
Location of IRS (0, 0, 2) m
Orientation angles of BS θt = pi/2, ϕt = 0
Orientation angles of UE θr = pi/2, ϕr = 0
Carrier frequency fc = 5 GHz
Receiver noise power −94 dBm
Total power Ptot = 10 dBm
Antenna gains at BS and UE Gt = Gr = 3 dBi
Pathloss of direct path, βbu dB −41.97− 22 log10 (dbu) +Gt +Gr
Table 1: System parameters for the running example.
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Fig. 1: Top view of simulation setup.
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Fig. 2: Condition number λ1
λ2
versus number of IRS elements.
Fig. 2 shows the condition number λ1
λ2
of the matrix H for differ-
ent numbers of IRS elements. A matrix is said to be well-conditioned
if the condition number is close to 1 and such channel matrices sup-
port spatial multiplexing in the high SNR regime. As seen from the
figure, λ1
λ2
→ ∞ without an IRS (i.e., the matrix is rank deficient)
while the ratio goes down as N increases. After some point, it starts
to increase again because λ1 increases faster than λ2 when the scat-
tered path becomes stronger than the direct path.
In Fig. 3, we compare the rates of IRS-aided and direct trans-
missions. As expected, the rate increases with the number of IRS
elements. Until N = 15, the direct path dominates since it has
smaller pathloss (i.e., larger SNR) but after N = 15, we observe
that the SNR in the IRS-aided case increases asN2 and starts to out-
perform the direct transmission. The required N to make the IRS
practically useful highly depends on the locations of the BS and UE
(i.e., pathlosses). If the direct path is strong then the required value
of N for which the IRS becomes useful will also be high.
Fig. 4 compares the rates of direct transmission and IRS-aided
transmission with N = 50 for the optimum or random selection of
the local phase matrix Φ. As seen from the figure, the phase matrix
should be properly selected otherwise the phases at the UE may be
destructively aligned, leading to a reduced rate when using the IRS.
As the number of N increases, the performance gap between the
random and optimized selection of phases will increase.
Fig. 5 shows the rate versus different UE locations on the y-
axis. The locations of the BS and IRS are assumed fixed and the UE
is moved from the point yu = −5 to yu = 2. By applying a line-
search algorithm, the maximum of the rate log2
(
P2totN
2βcβbu
σ4
Υ
)
from (19) is obtained at yu = −0.94. Inside the logarithm, there
are three terms that are functions of the position yu: the pathloss
term βcβbu, and cos (2pi(Ωbr + Ωbs)), cos (2pi(Ωru − Ωue)). The
pathloss term βcβbu has its maximum value around yu = 0, how-
ever the cosine functions also affect the result and the maximum is
obtained by the trade-off of these terms.
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Fig. 3: Rate versus number of IRS elements.
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Fig. 4: CDF of the rate for IRS with optimum and random phase
matrix and direct transmission where N = 50.
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Fig. 5: Rate versus location of UE on y-axis where N = 100.
5. CONCLUSION
In this paper, we demonstrated the rank improvement ability of the
recently emerged IRS technology. It enriches the propagation en-
vironment by adding multipaths with distinctively different spatial
angles, so that a multiplexing gain is achieved even when the direct
path has low rank. The performance greatly depends on the channel
pathlosses and deployment angles. In order to reach its full potential,
a careful deployment is necessary and the phases in the IRS must be
properly selected, otherwise the rate can even be reduced.
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