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Abstract
We represent the Lebesgue measure on the unit interval as a boundary
measure of the Farey tree and show that this representation has a certain
symmetry related to the tree automorphism induced by Dyer’s outer au-
tomorphism of the group PGL(2,Z). Our approach gives rise to three new
measures on the unit interval which are possibly of arithmetic significance.
§1. Introduction. Lebesgue’s measure on R enjoys two important invariance
properties: λ(x+A) = λ(A) and λ(xA) = |x|λ(A) for x ∈ R and A any measurable
set. Our aim here is to represent Lebesgue’s measure on the unit interval as a
measure on the boundary of the Farey tree and show that it is symmetric under a
natural operation which we shall introduce later in the paper.
Here, the Farey tree F is the first left-branch of Stern-Brocot’s tree of rationals
in Q ∩ [0, 1]. If we specify left and right-turning probabilities at each vertex for
a non-backtracking random walker starting at the top of F , we obtain a measure
on the boundary ∂F inducing a natural Borel measure on the unit interval [0, 1].
In this paper we consider the left/right turning probabilities inducing Lebesgue’s
measure on [0, 1].
Automorphisms of F act by pre-composition of the left/right turning probabil-
ities. The reflection of F around its symmetry axis is an automorphism K acting
by pre-composition, and the Lebesgue measure is invariant under it. On the other
hand, every automorphism of F also act on the boundary ∂F and hence on [0, 1]
via the continued fraction map. K acts by sending the probability r ∈ [0, 1] to
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1− r, i.e. K has a second action (by post-composition) on left/right turning prob-
abilities. The Minkowski measure (see §8) is the only measure left invariant by
this latter action.
The subtle symmetry in question states that, in case of Lebesgue’s measure,
there is a second F -automorphism J (jimm) acting both by pre- and post-
composition and such that the two actions coincide. This automorphism is in-
duced by Dyer’s outer automorphism of the group PGL(2,Z) (see [5] and [6]).
The precise definition of this symmetry is given and proved in the final paragraph
§10, and a proper understanding of its statement should require all the preceding
paragraphs.
The paper is self-contained, except that the basic facts about the Stern-Brocot
tree from [4] and [3] are used freely in the text.
§2. The Farey tree. The Farey tree F is the first left-branch of the the Stern-
Brocot tree, whose vertices are labeled with the rational numbers in (0, 1). It
is generated from the rationals 0/1 and 1/1 by the well-known process of taking
medians. If p/q < r/s are consecutive fractions in F , then qr − ps = 1.
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Figure 1: The Farey tree
The vertex set of F is identified with the set Q ∩ (0, 1). For every vertex
x ∈ Q ∩ (0, 1), there is the corresponding ocean lying beneath that vertex in the
tree, which we also label by x. The leftmost ocean is labeled 0/1 and the rightmost
one 1/1. Every edge I of the tree is an isthmus between the two seas p/q and r/s,
and we label this edge by the Farey interval I = [p/q, r/s] ⊂ R with qr − ps = 1.
Its length is
|I| = p
q
− r
s
=
qr − ps
qs
=
1
qs
.
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If (and only if) the path joining the vertex u/v to the root passes through I =
[p/q, r/s], then u/v ∈ I. We may index the edges of F by the downward vertices
of these edges, i.e. by the rationals in Q ∩ (0, 1). The index of I = [p/q, r/s] is
then the median p/q ⊕ r/s. For example, the index of [0, 1/(n− 1)] is 1/n.
§3. A monoid structure on Q ∩ (0, 1). Now we endow the set of vertices of
F with a monoid structure. We identify each vertex of F (=element of Q∩ (0, 1))
by the path from the root to that vertex. To multiply vertices we concatenate
the corresponding paths. This is essentially the structure of the modular group
PSL2(Z) transferred over to Q ∩ (0, 1).
To be more precise, consider the set
X := {(n1, n2, . . . nk) | k, n1, n2, . . . , nk = 1, 2, 3, . . . }
For x = (n1, n2, . . . nk) ∈ X set ‖x‖ := n1 + n2 + · · ·+ nk − 1 and `(x) := k. The
set X is in bijection with Q ∩ (0, 1) via the continued fraction map
θ : (n1, n2, . . . nk) ∈ X → [0, n1, n2, . . . nk + 1] = [0, n1, n2, . . . nk, 1] ∈ Q ∩ (0, 1),
(1)
where we denote as usual
[0, n1, n2, . . . , nk] =
1
n1 +
1
. . . +
1
nk
.
Every rational in (0, 1) is uniquely represented by a tuple in X. The two chil-
dren of the node [0, n1, . . . , nk + 1] = [0, n1, . . . , nk, 1] are [0, n1, . . . , nk + 2] and
[0, n1, . . . , nk, 2]. In other words, the two children of the node (n1, . . . , nk) are
(n1, . . . , nk + 1) and (n1, . . . , nk, 1). The concatenation operation on X mentioned
(1)
(2)
(3)
(4)
(5) (4,1)
(3,1)
(3,12) (3,2)
(2,1)
(2,12)
(2,1,2) (2,13)
(22)
(22,1) (2,3)
(12)
(13)
(12,2)
(12,3) (12,2,1)
(14)
(15) (13,2)
(1,2)
(1,2,1)
(1,22) (1,2,12)
(1,3)
(1,3,1) (1,4)
Figure 2: The monoid X (1k denotes the sequence 1, 1, . . . , 1 of length k). The map θ
gives an isomorphism of the above tree with the Farey tree.
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above is made precise as follows: Let x = (n1, n2, . . . nk), y = (m1,m2, . . . ,ml).
We say that x is a right-child if k = `(x) is even and a left-child otherwise.
x ? y :=
{
(n1, n2, . . . nk−1, nk,m1 − 1,m2,m3, . . . ,ml), x is a right-child
(n1, n2, . . . nk−1, nk +m1 − 1,m2, . . . ,ml), x is a left-child,
(2)
where it is understood that (. . . ,m, n, k, . . . ) = (. . . ,m + k, . . . ) if n = 0. This is
an associative operation and endows X with the structure of a monoid.
Examples. One has
(1, 1) ? (1, 1) ? · · · ? (1, 1)︸ ︷︷ ︸
n times
= (1, n), and (2) ? (2) ? · · · ? (2)︸ ︷︷ ︸
n times
= (n+ 1). (3)
We transfer this operation to an operation on Q ∩ (0, 1) via the bijection θ. We
denote this operation by ? as well.
Examples. The two examples above becomes
2
3
?
2
3
? · · · ? 2
3︸ ︷︷ ︸
n times
=
n+ 1
n+ 2
, and
1
3
?
1
3
? · · · ? 1
3︸ ︷︷ ︸
n times
=
1
n+ 2
(4)
The neutral element for this product is e = (1) (which is a left-child). It corre-
sponds to the top vertex = 1/2 of the Farey tree. One has
∀x, y ∈ X, ‖x ? y‖ = ‖x‖+ ‖y‖.
This monoid is freely generated by the elements L := (2), R := (1, 1), with
(n1, n2, . . . ) = L
n1−1 ? Rn2 ? . . .
An element x ∈ X is a right (left) child if and only if its expansion in 〈L,R〉 ends
with an R (L); equivalently, `(x) is even (odd).
We shall identify the set Q ∩ (0, 1), the vertex of set of F , and the monoid X.
The Farey intervals will be indexed by the elements of X via this identification
and using the indexing given at the end of §2. The Farey interval indexed by
(n1, . . . , nk) ∈ X will be denoted by I(n1, . . . , nk).
§4. The boundary of F . There is the following passage from the boundary
of F to the unit interval [0, 1]. Recall that the boundary ∂F is the set of non-
backtracking infinite paths (ends) based at the root vertex. Its natural topology is
generated by the open sets OI , where OI is the set of ends through the edge I of F .
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The space ∂F is a Cantor set. Furthermore, it has the ordering induced from the
planar embedding of F and this ordering is compatible with its topology. An end
can be encoded as an infinite sequence α := (n1, n2, n3, . . . ) of positive integers,
possibly terminating with ∞, and the map sending α to the continued fraction
[0, n1, n2, n3, . . . ] is a continuous order-preserving surjection from ∂F onto the unit
interval [0, 1]. It is injective with the exception that the ends [0, . . . , nk + 1,∞]
and [0, . . . , nk, 1,∞] are sent to the same rational [0, . . . , nk + 1] = [0, . . . , nk, 1].
The open set OI is sent to the Farey interval I = [p/q, r/s] ⊂ [0, 1].
§5. The automorphism K. The monoid (X, ?) has the automorphism K
exchanging its generators
K(1, 1) := (2), K(2) := (1, 1) (5)
We transfer K to Q∩ (0, 1) via θ and denote the resulting involution by K again.
If x = θ(n1, n2, . . . ) = R
n1−1 ? Ln2 . . . , then we see that K has a very nice form:
K(n1, n2, . . . ) = L
n1−1 ? Rn2 ? · · · = (1, n1 − 1, n2, . . . ) =⇒ Kx = 1− x.
On F , the involution K is nothing but the reflection with respect to the symmetry
axis. As such, K determines an automorphism of F as well. Moreover, it induces
a homeomorphism of ∂F which induces the homeomorphism of the unit interval
sending x ∈ [0, 1] to 1− x.
Remark. K is related to the outer automorphism of the modular group PSL2(Z).
It respects the topology of ∂F and reverses its ordering, inducing a homeomor-
phism of [0, 1].
§6. The flip. The flip ϕ is the involutive unary operation on X defined as
x = (n1, n2, . . . , nk)→ ϕ(x) = (nk, nk−1, . . . , n1). (6)
Via the bijection θ, we may transfer this involution to Q ∩ (0, 1) as
ϕ([0, n1, n2, . . . , nk]) = [0, nk − 1, nk−1, . . . n2, n1 + 1]
where we assumed that nk > 1.
Examples. For n > 1 one has ϕ(1/n) = 1/n and ϕ(n/(n + 1)) = ϕ([0, 1, n]) =
[0, n− 1, 2] = 2/(2n− 1).
Remark. The flip operation is related to the inversion in the modular group. It
has no extension to ∂F nor to [0, 1] as it terribly violates the topology. In the
appendix, we provide a Maple code to evaluate the flip directly on Q.
5
1
2
1
3
1
4
1
5
1
6
5
6
4
5
5
9
4
9
3
4
4
7
4
11
7
11
3
7
7
10
3
10
2
3
3
5
3
8
3
11
8
11
5
8
8
13
5
13
2
5
5
7
5
12
7
12
2
7
7
9
2
9
Figure 3: The flipped Farey tree. The two children of p/q are p/(p+ q) and q/(p+ q).
(this is a close relative of Calkin-Wilf’s tree [3]).
§7. The involution Jimm. We define another unary operation on X by
x = (n1, n2, . . . , nk)→ J(x) = (1n1−1, 2, 1n2−2, 2, 1n3−2, 2, . . . , 1nk−1−2, 2, 1nk−1),
where it is assumed that k > 1 and the emerging 1−1’s are eliminated with the
rule [. . .m, 1−1, n, . . . ] = [. . .m+n−1, . . . ] and 10 with the rule [. . .m, 10, n, . . . ] =
[. . .m, n, . . . ], until all entries are≥ 1. The latter rule includes the case [10,m, . . . ] =
[m, . . . ]. These rules are applied once at a time. For k = 1, set J(x) = (1n1).
Examples. We have
J((1, 1, 1, 1)) = (10, 2, 1−1, 2, 1−1, 2, 10) = (3, 1−1, 2, 10) = (4, 10) = (4),
J((2, 2, 2, 2)) = (11, 2, 10, 2, 10, 2, 11) = (1, 2, 2, 10, 2, 1) = (1, 2, 2, 2, 1),
J((1, 2, 2, 2, 1)) = (10, 2, 10, 2, 10, 2, 10, 2, 10) = (2, 2, 2, 2).
Loosely speaking, J sends the zig-zag segments in the path of x to straight
segments and vice versa. Observe that ‖J(x)‖ = ‖x‖ for any x ∈ X, i.e. J
preserves the depth on F , but not always the length `(x); at a given depth it
sends shorter tuples to longer tuples.
Every automorphism of the Farey tree determines a unique bijection of Q ∩
(0, 1), i.e. there is a map Aut(F) → Sym(Q ∩ (0, 1)). Conversely, a permutation
of the set Q ∩ (0, 1) determines an automorphism of F if it preserves siblings. As
it obviously preserves siblings, J defines an automorphism of F .
Via θ, we may transfer J to Q ∩ (0, 1) as
J([0, n1, n2, . . . , nk]) = [0, 1n1−1, 2, 1n2−2, 2, 1n3−2, 2, . . . , 1nk−1−2, 2, 1nk−1],
where it is assumed that nk > 1.
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Examples. We have J((1)) = (1) ⇐⇒ J(1/2) = 1/2, J((1, 1)) = (2) ⇐⇒
J(1/3) = 2/3 and J((2)) = (1, 1) ⇐⇒ J(2/3) = 1/3.
Observe that, for x = [0, n1, n2, . . . , nk], one has
x
1 + x
= [0, n1 + 1, n2, . . . , nk] =⇒ J
(
x
1 + x
)
= [0, 1n1 , 2, 1n2−2, . . . , 2, 1nk−1]
= [0, 1, 1n1−1, 2, 1n2−2, . . . , 2, 1nk−1] =
1
1 + J(x)
Hence, we have the functional equations
J
(
1
1 + x
)
=
J(x)
1 + J(x)
, J
(
x
1 + x
)
=
1
1 + J(x)
. (7)
The following simple fact is a direct consequence of definitions:
Observation. The involutions ϕ and K commutes with J.
In the appendix, we provide a Maple code to evaluate J directly on Q.
Remark 1. J extends in a natural manner to [1,∞)∩Q via J(1/x) := 1/J(x) and
to (−∞, 0] ∩ Q via J(−x) := −1/J(x). Applying J to the Calkin-Wilf sequence
gives another “twisted” enumeration of Q+:
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Remark 2. In fact, J involutive and it is related to the outer automorphism of
PGL2(Z). It respects the topology of ∂F though not its ordering. For every x ∈
R \Q, the limit limq→x J(q) exists and the limiting involution JR is continuous at
irrationals, jumps at rationals and is a.e. differentiable with a derivative vanishing
a.e.. Equations(7) hold for JR as well. Furthermore, JR preserves the quadratic
irrationals set-wise, commuting with the quadratic conjugation. It also respects
the PSL2(Z)-action on R. For proofs of these facts and more details about J and
JR, see [6] (beware the use of a different notation for J in that paper).
§8. Measures on ∂F . Imagine a random walker W on F starting at the root
and advancing towards the absolute without backtracking. For every vertex p, we
are given the probability pi(p) of arriving to that vertex from its parent. Hence we
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Figure 4: The Jimm-transform of the Farey tree.
have a function pi : Q ∩ (0, 1) → [0, 1] with the property: if p and q are siblings
then pi(p) + pi(q) = 1. For the root vertex, set pi(1) := 1. A function pi with these
properties will be called a transition function.
Let P be the set of all transition functions pi : Q ∩ (0, 1) → [0, 1] on the set
of vertices of F . Then Aut(F) acts on P by pre-composition, i.e. α ∈ Aut(F)
sending pi to pi ◦ α. On the other hand, if α commutes with K ∈ Aut(F) (there
are many such), then α ◦ pi is also in P (provided α is well-defined on the image
set of pi).
The probability that the walker ends up in the Farey interval I = [p/q, r/s]
is the product of probabilities of choices he makes to go from the root to the
vertex p/q⊕r/s. Since the boundary topology is generated by the Farey intervals,
this puts a probability measure on the Borel algebra of ∂F and since the map
∂F → [0, 1] is measurable with respect to Borel algebras, we obtain a probability
measure µpi on [0, 1]. Here, we assumed that µ has no point masses as it allows us
to be sloppy about the endpoints of the Farey intervals. This is not an essential
assumption, however.
Let Fpi be the cumulative distribution function (c.d.f.) of µpi. Since ∂F is an
ordered space, inducing on [0, 1] its linear ordering, we will take the liberty to
consider Fpi simultaneously as a c.d.f. on ∂F and on [0, 1].
Consider the “flipped Farey map”
TϕF : (n1, n2, . . . , nk−1, nk) ∈ X → (n1, n2, . . . , nk−1, nk − 1) ∈ X, (8)
where a zero at the end of a tuple is ignored. Then TϕFx is the parent of x in F .
The naming of TϕF is due to the fact that TF := ϕTϕFϕ is the usual Farey map
TF : (n1, n2, . . . , nk−1, nk) ∈ X → (n1 − 1, n2, . . . , nk−1, nk) ∈ X, (9)
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where a zero at the beginning of a tuple is ignored. Indeed, if we express TF in
terms of continued fractions, we get the usual Farey map ([4]):
TF (x) :=
{
x/(1− x), x < 1/2
(1− x)/x, x ≥ 1/2. (10)
Now consider the interval I(n1, . . . , nk). Then
µpi(I(n1, . . . , nk)) =
d−1∏
i=0
pi(T iϕF (n1, n2, . . . , nk)),
where d = ‖n1, . . . , nk‖+1 = n1+ · · ·+nk. In a more compact form, we may write
x ∈ X =⇒ µpi(x) =
‖x‖∏
i=0
pi(T iϕF (x)). (11)
Suppose now that x ∈ (0, 1), x = [0, n1, n2, . . . ]. Then for the c.d.f. of µpi one has
Fpi(x) = µpi([0, x]) =
∞∑
k=1
(−1)kµpi{W ∈ I(n1, n2, . . . , nk)} (12)
=
∞∑
k=1
(−1)1+k
d−1∏
i=0
pi(T iϕF (n1, n2, . . . , nk)). (13)
Note that every α ∈ Aut(F) commutes with TϕF (but not always with TF ).
This implies, for the c.d.f. of the measure defined by pi ◦ α,
Fpi◦α(x) = Fpi(αx).
Example: Minkowski’s measure and Denjoy’s measures. When pi ≡ 1/2
(except the root vertex), then µpi is “Minkowski’s measure” as Fpi is nothing but
the Minkowski question mark function [1], [8]. This measure is invariant under
the full Aut(F)-action and is the only measure with this property. One has
µpi{W ∈ I(n1, . . . , nk)} = 21−n1−n2···−nk .
Its c.d.f. is
Fpi(x) =
∞∑
k=1
(−1)1+k21−n1−n2···−nk . (14)
When pi assumes a constant value a on left-children (and thus the constant value
1 − a on right-children), then the resulting measure generalising Minkowski’s is
called Denjoy’s measure.
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§9. Lebesgue’s measure. Denote this measure by λ and its pi-function by piλ.
Let x = (n1, . . . , nk) ∈ X with θ(x) = [0, n1, . . . , nk−1, nk + 1] and let I(x) be the
corresponding Farey interval. Then µpi(I(x)) equals the length of I(x), which is
λ(I(x)) =
‖x‖∏
i=0
piλ(T
i
ϕF (x)).
Denote [0, n1, . . . , nk] =: pk/qk. Then pk and qk satisfy the recursions
pk = nkpk−1 + pk−2, qk = nkqk−1 + qk−2.
The endpoints of I(x) are [0, n1, . . . , nk−1] and [0, n1, . . . , nk−1, nk], so
λ(I(x)) =
∣∣∣∣nkpk−1 + pk−2nkqk−1 + qk−2 − pk−1qk−1
∣∣∣∣ = 1qk−1qk = (15)
1
〈n1, . . . , nk−1〉〈n1, . . . , nk−1, nk〉 . (16)
Now let y be the parent of x. Then y = TϕFx = (n1, . . . , nk − 1) (zeros at the
end are ignored) and θ(y) = [0, n1, . . . , nk−1, nk]. Since the end points of I(y) are
[0, n1, . . . , nk − 1] and [0, n1, . . . , nk−1],
λ(I(y)) =
∣∣∣∣(nk − 1)pk−1 + pk−2(nk − 1)qk−1 + qk−2 − pk−1qk−1
∣∣∣∣ = 1〈n1, . . . , nk−1〉〈n1, . . . , nk−1, nk − 1〉 .
(17)
From (15) and (17) we obtain
piλ(x) =
λ(I(x))
λ(I(y))
=
〈n1, . . . , nk−1, nk − 1〉
〈n1, . . . , nk〉 =
〈n1, . . . , nk〉 − 〈n1, . . . , nk−1〉
〈n1, . . . , nk〉
= 1− 〈n1, . . . , nk−1〉〈n1, . . . , nk−1, nk〉 = 1− [0, nk, nk−1, . . . , n1].
Hence, with our usual convention . . . ,m, 0, k, . . . = . . .m+ k . . . we may write
piλ(x) = [0, 1, nk − 1, nk−1, . . . , n1] (18)
We may express this in terms of r ∈ Q ∩ (0, 1) as:
piλ[0, n1, . . . , nk] = 1−[0, nk−1, nk−1, . . . , n1] ⇐⇒ piλ(r) = 1−ϕ(TF r) = KϕTF (r)
(19)
Alternatively, we may express this as a map X → X as
piλ(n1, . . . , nk) = (1, nk − 1, nk−1, . . . , n1 − 1),
where the zeros at the end are ignored. In this description, the two-to-one nature
of piλ becomes evident:
piλ(n1, . . . , nk) = piλ(1, n1 − 1, . . . , nk) ⇐⇒ piλ(x) = piλ(Kx)
This is simply the K-invariance of Lebesgue’s measure.
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Figure 5: The “Lebesgue tree” L. This is obtained by replacing each node of the Farey
tree, by the probability of arriving to that node from its parent. The two nephews
(offsprings of a sibling) of p/q are q/(p+ q) and q/(p+ q) in L. Multiplying the numbers
in a lineage, yields always a reciprocal integer.
§10. The symmetry. Here is the symmetry of Lebesgue’s measure promised in
the title, enshrouded deeply in the Farey tree:
piλJ(x) = Jpiλ(x)
This is because, as shown in (19), piλ = KϕTF and J commutes both with K,
ϕ and TF . The commutativity with K and ϕ was observed in §7. It remains to
see that J commutes with the Farey map TF , which is easily observed from the
description of TF in (9).
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Figure 6: The jimm-transform of Lebesgue’s tree. The two nieces (offsprings of a sibling)
of p/q are q/(p+ q) and q/(p+ q). Multiplying the numbers in a lineage, yields always
a reciprocal integer.
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§11. Conclusion. We are currently trying to understand how this symmetry
manifests itself on the superficial level, i.e. on the arithmetic-related analysis and
dynamics of the unit interval. There are many questions pertaining to the measures
induced by the transition functions pi(x) := Kpiλ(x), pi(x) := Jpiλ(x) = piλJ(x)
and pi(x) := KJpiλ(x) = JKpiλ(x). These are, in a sense, basic deformations of
Lebesgue’s measure. Their c.d.f.’s are depicted below (Figs 7-9); see our forthcom-
ing paper [7] for more details.
Figure 7: c.d.f. of Kpiλ(x)
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Figure 8: c.d.f. of Jpiλ(x)
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Appendix: Maple code to evaluate Jimm and the Flip
>with(numtheory)
>jimm := proc (q) local M, T, U, i, x;
T := matrix([[1, 1], [1, 0]]);
U := matrix([[0, 1], [1, 0]]);
M := matrix([[1, 0], [0, 1]]);
x := cfrac(q, quotients);
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if x[1] = 0 then for i from 2 to nops(x) do
M := evalm(‘&*‘(‘&*‘(M, T^x[i]), U)) end do;
return M[2, 2]/M[1, 2] else for i to nops(x) do
M := evalm(‘&*‘(‘&*‘(M, T^x[i]), U)) end do;
return M[1, 2]/M[2, 2] end if
end proc;
>flip := proc (q) local x, y, n;
y := [0];
x := cfrac(q, quotients);
n := nops(x);
y := [op(y), x[n]-1];
for i to n-3 do y := [op(y), x[n-i]] end do;
y := [op(y), x[2]+1];
return cfrac(y)
end proc;
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