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Abstract. We consider the nonlinear Schro¨dinger equation on the half-line with
a given Dirichlet boundary datum which for large t tends to a periodic function.
We assume that this function is sufficiently small, namely that it can be expressed
in the form αgb0(t), where α is a small constant. Assuming that the Neumann
boundary value tends for large t to the periodic function gb1(t), we show that g
b
1(t)
can be expressed in terms of a perturbation series in α which can be constructed
explicitly to any desired order. As an illustration, we compute gb1(t) to order α
8 for
the particular case that gb0(t) is the sum of two exponentials. We also show that
there exist particular functions gb0(t) for which the above series can be summed
up, and therefore for these functions gb1(t) can be obtained in closed form. The
simplest such function is exp(iωt), where ω is a real constant.
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1. Introduction
The problem of determining the Dirichlet to Neumann map for elliptic PDEs is well
known. Actually, an analogous problem also exists for evolution PDEs. For eample,
for the nonlinear Schro¨dinger (NLS) equation formulated on the half-line with given
initial and boundary data, this problem amounts to expressing the spatial derivative
at the boundary in terms of the given data. This problem is analyzed in [6] and [10]
using two different formulations, both of which are based on the analysis of the so-
called global relation: The formulation in [6] is based on the eigenfunctions involved
in the definition of the spectral functions {A(k), B(k)} (see also [3, 4]), whereas
the formulation in [10] is based on an extension of the Gelfand-Levitan-Marchenko
approach first introduced in [1]. It was shown in [10] for the NLS, and in [8, 9] for the
mKdV and sine-Gordon equations, that if u(0, t) = α sin t, α ∈ R, then the function
ux(0, t) for the NLS, and the functions {ux(0, t), uxx(0, t)} for the mKdV and the
sine-Gordon, can be computed explicitly at least up to and including terms of O(α3),
and furthermore the above functions become periodic as t → ∞. Unfortunately, the
E-mail addresses: jlenells@kth.se, T.Fokas@damtp.cam.ac.uk.
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perturbative approach of [10] is quite cumbersome and it is practically impossible to
go beyond terms of O(α3).
Here we consider the NLS equation
iut + uxx − 2λ|u|2u = 0, x > 0, t > 0, λ = ±1, (1.1)
on the half-line and denote by u0(x) and g0(t) the given initial datum and the given
Dirichlet boundary datum; we also denote by g1(t) the unknown Neumann boundary
value:
u0(x) = u(x, 0), 0 < x <∞;
g0(t) = u(0, t), g1(t) = ux(0, t), 0 < t <∞. (1.2)
We assume that u0(x) ∈ S([0,∞)), where S([0,∞)) denotes the Schwartz class
S([0,∞)) = {u ∈ C∞([0,∞)) |xnu(m)(x) ∈ L∞([0,∞)) for all n,m ≥ 0}. (1.3)
Furthermore, we assume that g0(t) is asymptotically periodic as t→∞, namely,
g0(t)− gb0(t) = O(t−7/2), t→∞, (1.4)
where gb0(t) is a given periodic function of period τ > 0.
We consider perturbative solutions of the NLS equation (1.1) with the initial and
boundary conditions specified by equations (1.2) and (1.4). Under the basic assump-
tion that there exists a solution for which
g1(t)− gb1(t) = O(t−7/2), t→∞, (1.5)
where gb1(t) is a periodic function with period τ , we show that g
b
1(t) is uniquely deter-
mined from gb0(t) to all orders in a perturbative expansion. Moreover, we characterize
the coefficients of the Fourier series of gb1(t) in terms of an infinite system of algebraic
equations. It is straightforward to solve this algebraic system perturbatively and
we show that the perturbative solution can be continued to all orders. Thus, under
the basic assumption (1.5) of the asymptotic periodicity of the Neumann boundary
value, this result provides an explicit construction of the Dirichlet to Neumann map
for asymptotically t-periodic data in the limit of large t and small data.
As illustrations, we consider the example of a single exponential,
gb0(t) = αe
iωt, α > 0, ω ∈ R, t > 0, (1.6)
as well as the example of the sum of two exponentials
gb0(t) = αe
iωt + βe−iωt, α, β ∈ C, ω > 0, t→∞. (1.7)
For these two examples we solve the relevant algebraic system perturbatively up to
eighth order.
The main difference of this new perturbative approach compared with the one used
in [10] is that in the latter approach the analysis was first carried out for all t and
then the limit t → ∞ was computed, whereas in the new approach the analysis is
carried out directly in the limit of t→∞. The advantage of the approach presented
here is that it is computationally much easier and can be used to find coefficients
of higher order. The advantage of the approach of [10] is that it does not require
the assumption that the Neumann boundary value is t-periodic as t→∞. However,
regarding the latter assumption we note that the new approach gives by construction
the large t asymptotics of g1(t). Thus, if one can use PDE techniques to guarantee
existence and uniqueness, the periodicity assumption can be justified a posteriori.
There exist particular functions gb0(t) for which the corresponding functions g
b
1(t)
can be obtained in closed form. Among these functions there exists a subclass which
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have a ‘linear limit’. For example, among the three pairs defined in (1.6) and (1.8)
the pairs (αeiωt,−α√ω − α2eiωt) and (αeiωt, iα
√
|ω|+ 2α2eiωt) have ‘linear limits’.
The above perturbative approach provides a simple and effective way for obtaining
gb1(t) for this subclass. Indeed, this can be achieved by ‘summing up’ the relevant
perturbative series. This approach is illustrated using the particular function gb0(t)
defined by the right-hand side of (1.6)
For completeness, in addition to the NLS, we also consider the linearized version of
the NLS, namely the equation obtained from (1.1) by deleting the nonlinear term. For
this equation, which we call the free Schro¨dinger equation, we derive an expression
for the solution in the quarter plane with the same initial and boundary conditions
as those specified for the NLS. We show that the Neumann boundary value g1(t)
approaches a periodic function as t→∞. Moreover, we show that this periodic func-
tion, which we denote by gb1(t), is uniquely determined from g
b
0(t) and we give explicit
expressions for its Fourier coefficients. This result is consistent with the perturbative
result mentioned earlier for the NLS, since in both cases gb1(t) is independent of u0(x)
in the linear limit.
All results stated in the paper are rigorous. At times, this level of rigor has been
achieved at the expense of making assumptions which are stronger than what one
would ideally prefer from the point of view of applications. For example, for the NLS
we assume that the Dirichlet and Neumann values approach periodic functions at
least as fast as t−7/2 as t→∞ (see equation (3.4)). This assumption can presumably
be weakened. For the free Schro¨dinger equation, in order to keep the presentation
at a reasonable length, we assume infinite compatibility of the initial and boundary
data at the origin.
Remark 1.1. For the nonlinear problem, the asymptotic Neumann profile gb1(t) is
not uniquely determined from gb0(t). This can be seen already from the example (1.6)
of the single exponential. Indeed, it was shown in [2] that for the focusing NLS there
exists a solution u satisfying u(0, t) ∼ αeiωt and ux(0, t) ∼ ceiωt if and only if the
triplet of constants (α, ω, c) satisfies either
c = ±α
√
ω − α2 and ω ≥ α2, (1.8a)
or
c = iα
√
|ω|+ 2α2 and ω ≤ −6α2. (1.8b)
Given α and ω, equation (1.8a) allows for two different values for c. Thus gb1(t)
depends not only on gb0(t), but also on u0(x). It turns out that among the three
branches of solutions given in (1.8a) and (1.8b), only the branches for which c =
−α√ω − α2 and c = iα
√
|ω|+ 2α2 have linear limits. There does exist a solution of
the NLS for which the branch c = α
√
ω − α2 occurs (in fact, this branch includes
certain stationary soliton solutions), but this solution has no linear limit, see remark
3.4.
2. Linear problem
Let {D0j }41 denote the four quadrants of the complex k-plane:
D01 = {Re k > 0} ∩ {Im k > 0}, D02 = {Re k < 0} ∩ {Im k > 0},
D03 = {Re k < 0} ∩ {Im k < 0}, D04 = {Re k > 0} ∩ {Im k < 0}.
Let D0+ = D
0
1 ∪D03 and D0− = D02 ∪D04.
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Definition 2.1. A solution of the free Schro¨dinger equation in the quarter plane is a
smooth function u : [0,∞) × [0,∞) → C such that u(·, t) ∈ S([0,∞)) for each t ≥ 0,
and such that
iut + uxx = 0 (2.1)
for x > 0 and t > 0.
Proposition 2.2. Suppose u(x, t) is a solution of the free Schro¨dinger equation in
the quarter plane and let u0(x) = u(x, 0) and g0(t) = u(0, t). Then
u(x, t) =
1
π
∫
R
e−2ikx−f(k)tuˆ0(k)dk
+
1
2iπ
∫
∂D0
3
e−2ikx−f(k)t
[
f ′(k)g˜0(f(k), t) + 2iuˆ0(−k)
]
dk, (2.2)
where, f(k) = 4ik2,
uˆ0(k) =
∫ ∞
0
e2ikxu0(x)dx, Im k ≥ 0,
g˜0(κ, t) =
∫ t
0
eκsg0(s)ds, κ ∈ C. (2.3)
Moreover, the Neumann value g1(t) = ux(0, t) is given by
g1(t) =
e−
ipi
4√
π
[
u0(0)− g0(0)√
t
+
1√
t
∫ ∞
0
e
ix2
4t u′0(x)dx−
∫ t
0
g˙0(s)√
t− sds
]
, t > 0,
(2.4)
or, alternatively, by
g1(t) =
e−
ipi
4√
πt
(
u0(0) +
∫ ∞
0
e
ix2
4t u′0(x)dx
)
+
2
π
∫
∂D0
3
(
g0(t)− f(k)
∫ t
0
ef(k)(s−t)g0(s)ds
)
dk, t > 0. (2.5)
Proof. Equation (2.1) is the compatibility condition of the Lax pair equations{
ϕx + 2ikϕ = u,
ϕt + 4ik
2ϕ = 2ku+ iux,
(2.6)
where k ∈ C is the spectral parameter and ϕ(x, t, k) is a scalar-valued eigenfunction.
We write (2.6) in the differential form
d
(
e2ikx+f(k)tϕ
)
=W,
where the closed one-form W (x, t, k) is defined by
W = e2ikx+f(k)t
[
udx+ (2ku+ iux)dt
]
.
Green’s Theorem implies that the integral of W around the boundary of the domain
(0,∞) × (0, t) in the (x, t)-plane vanishes. This yields the global relation
uˆ0(k)− ef(k)tuˆ(k, t) + g˜(k, t) = 0, Im k ≥ 0, (2.7)
where
g˜(k, t) = −2kg˜0(f(k), t)− ig˜1(f(k), t),
uˆ(k, t) =
∫ ∞
0
e2ikxu(x, t)dx, g˜1(κ, t) =
∫ t
0
eκsg1(s)ds,
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and uˆ0, g˜0 are defined in (2.3).
Multiplying equation (2.7) by 1pie
−2ikx−f(k)t and integrating the resulting equation
along R with respect to k, we find
u(x, t) =
1
π
∫
R
e−2ikx−f(k)tuˆ0(k)dk − 1
π
∫
∂D0
3
e−2ikx−f(k)tg˜(k, t)dk, (2.8)
where we have used Jordan’s lemma to deform the contour from R to −∂D03 in the
second integral.
The next step consists of using the global relation to eliminate the unknown func-
tion g˜1(k, t) from (2.8). Letting k → −k in (2.7) and solving for g˜1, we find
g˜1(f(k), t) = −iuˆ0(−k) + ief(k)tuˆ(−k, t)− 2ikg˜0(f(k), t), Im k ≤ 0.
Substituting this expression into the solution formula (2.8) and simplifying, we find
(2.2). Indeed, the contribution from the term involving uˆ(−k, t) vanishes since the
exponential e−2ikx has decay in D03.
In order to derive (2.4), we note that (2.2) implies
u(x, t) =
1
π
∫
R
e−2ikx−f(k)tuˆ0(k)dk +
1
π
∫
∂D0
3
e−2ikx−f(k)tuˆ0(−k)dk
+
1
2iπ
∫
∂Dˆ0
3
f ′(k)e−2ikx−f(k)t
(
ef(k)tg0(t)− g0(0)
f(k)
−
∫ t
0
ef(k)s
f(k)
g˙0(s)ds
)
dk,
where ∂Dˆ03 denotes the contour ∂D
0
3 deformed so that it passes to the right of the
removable singularity at k = 0. Since we have deformed the contour to ∂Dˆ03 , we can
split the k-integral and compute the part involving g0(t) using Cauchy’s theorem. We
also let k → −k in the first integral. This gives
u(x, t) =
1
π
∫
R
e2ikx−f(k)tuˆ0(−k)dk + 1
π
∫
∂D0
3
e−2ikx−f(k)tuˆ0(−k)dk + 2g0(t)
− 1
2iπ
∫
∂Dˆ0
3
f ′(k)
f(k)
e−2ikx−f(k)t
(
g0(0) +
∫ t
0
ef(k)sg˙0(s)ds
)
dk.
Hence, applying ∂∂x
∣∣
x=0
to both sides and using Jordan’s lemma we find
g1(t) =
4
iπ
∫
∂D0
3
ke−f(k)tuˆ0(−k)dk
+
1
π
∫
∂D0
3
kf ′(k)
f(k)
e−f(k)t
(
g0(0) +
∫ t
0
ef(k)sg˙0(s)ds
)
dk. (2.9)
Changing the order of integration in (2.9) and using the identity∫
∂D0
3
e−f(k)t−2ikxdk = −e
− ipi
4
√
π
2
√
t
e
ix2
4t , x ≥ 0, t > 0, (2.10)
we find (2.4). If we integrate by parts in the second term on the right-hand side of
(2.9) instead, we find (2.5). ✷
Remark 2.3. Definition 2.1 requires that the solution u is smooth [0,∞)× [0,∞)→
C. In particular, this means that u0(0) = g0(0). We have kept u0(0) and g0(0)
separate in the derivation of equations (2.4) and (2.5) in order to illustrate the con-
tributions these terms would make in cases when u0(0) 6= g0(0). The assumption
that u : [0,∞) × [0,∞) → C is smooth is made for convenience and is stronger than
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necessary. Under the assumption of infinite compatibility of the initial and boundary
data at the origin, wellposedness for (2.1) in the quarter plane is proved in [7] in
the smooth setting. However, it is possible to prove analogous results under weaker
assumptions [5].
2.1. Asymptotically admissible pairs for the linear problem.
Definition 2.4. A pair of smooth functions {gb0(t), gb1(t)}, t ≥ 0, is asymptotically
admissible for the free Schro¨dinger equation if there exists a solution u(x, t) of the free
Schro¨dinger equation in the quarter plane (see Definition 2.1) such that the Dirichlet
and Neumann boundary values of u asymptote towards gb0(t) and g
b
1(t) respectively
in the sense that
u(0, ·) − gb0 ∈ S([0,∞)), ux(0, t) − gb1(t) = O(t−3/2), t→∞.
Proposition 2.5. Let
gb0(t) =
∞∑
n=−∞
ane
inωt, t > 0, (2.11)
be a smooth periodic function of period τ = 2piω > 0 with Fourier coefficients an ∈ C,
n ∈ Z, and mean value zero, i.e. a0 = 0. Then, there exists a unique periodic
function gb1(t), such that {gb0(t), gb1(t)} is an asymptotically admissible pair for the free
Schro¨dinger equation. This function gb1(t) also has period τ and its Fourier series is
given by
gb1(t) =
∞∑
n=−∞
cne
inωt, t > 0, (2.12)
where
cn =


−√nωan, n > 0,
0, n = 0,
i
√−nωan, n < 0.
(2.13)
Proof. We first prove that the pair {gb0, gb1} with gb1 given by (2.12) is indeed asymp-
totically admissible. Since gb0 is smooth, the coefficients {an} and {cn} converge to
zero faster than any power of n as |n| → ∞ and the Fourier series in (2.11) and
(2.12) converge uniformly in t. Let u be the solution in (2.2) with Dirichlet datum
g0(t) = g
b
0(t) and any initial datum u0 ∈ S([0,∞)). We will show that g1(t) = ux(0, t)
satisfies g1(t)− gb1(t) = O(t−3/2). Note that
u0(0) +
∫ ∞
0
e
ix2
4t u′0(x)dx = −
i
2t
∫ ∞
0
xe
ix2
4t u0(x)dx = O(t
−1), t→∞.
Thus, equation (2.5) implies that the contribution from u0(x) to g1(t) is of order
O(t−3/2). Noting that kf ′(k) = 2f(k), equation (2.5) yields
g1(t) = J(t) +O(t
−3/2), t→∞, (2.14)
where
J(t) =
1
π
∫
∂D0
3
kf ′(k)
(
g0(t)
f(k)
−
∫ t
0
ef(k)(s−t)g0(s)ds
)
dk
=
1
π
∫
∂D0
3
kf ′(k)
∑
n 6=0
an
(
einωt
f(k)
−
∫ t
0
ef(k)(s−t)einωsds
)
dk
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=
1
π
∫
∂D0
3
kf ′(k)
∑
n 6=0
an
(
einωt
f(k)
− e
inωt − e−f(k)t
f(k) + inω
)
dk. (2.15)
For each n ∈ Z, the equation f(k) + inω = 0 has a unique root k = K(n) in ∂D03
given by
K(n) =
{
− i
√
nω
2 , n ≥ 0,
−
√−nω
2 , n < 0.
Since the integrand on the right-hand side of (2.15) has removable singularities at
the points {K(n) |n 6= 0}, we deform the contour to ∂Dˆ03, where ∂Dˆ03 denotes a
deformation of ∂D03 which passes to the right of these removable singularities. We
can then split the integral as follows:
J(t) =
1
π
∑
n 6=0
ane
inωt
∫
∂Dˆ0
3
kf ′(k)
(
1
f(k)
− 1
f(k) + inω
)
dk
+
1
π
∫
∂Dˆ0
3
kf ′(k)
(∑
n 6=0
an
f(k) + inω
)
e−f(k)tdk, (2.16)
where we have used the decay of the an’s to interchange the order of integration
and summation in the first term on the right-hand side of (2.16). Cauchy’s theorem
implies that the first term on the right-hand side of (2.16) equals
2i
∑
n 6=0
ane
inωt Res
k=K(n)
kf ′(k)
(
1
f(k)
− 1
f(k) + inω
)
= −2i
∞∑
n=−∞
anK(n)e
inωt = gb1(t).
On the other hand, the function
∑
n 6=0
an
f(k)+inω is analytic in a neighborhood of the
steepest descent contour Γ = {ue 3ipi4 |u ∈ R}. Hence, deforming the contour ∂Dˆ03 to
Γ, a steepest descent argument implies that the second term on the right-hand side
of (2.16) is given by
1
π
∫
Γ
kf ′(k)
(∑
n 6=0
an
f(k) + inω
)
e−f(k)tdk = O
(
t−
3
2
)
, t→∞.
This estimate together with equations (2.14) and (2.16) yield
g1(t) = g
b
1(t) +O(t
−3/2), t→∞.
This completes the proof of the admissibility of {gb0, gb1}.
In order to prove uniqueness of gb1, suppose that {gb0, g˜b1} is another asymptotically
admissible pair, where g˜b1 is periodic of period τ˜ > 0. Let u(x, t) and u˜(x, t) be
solutions corresponding to {gb0, gb1} and {gb0, g˜b1} as in Definition 2.4. First note that
g˜b1(t)− gb1(t) = g˜b1(t)− u˜x(0, t) + u˜x(0, t)− ux(0, t) + ux(0, t) − gb1(t)
= u˜x(0, t)− ux(0, t) +O(t−3/2), t→∞.
Moreover, the representation (2.4) for the Neumann value yields
u˜x(0, t)− ux(0, t) = e
− ipi
4√
π
∫ t
0
∂tu(0, s)− ∂tu˜(0, s)√
t− s ds+O(t
− 1
2 ) = O(t−
1
2 ), t→∞,
where the last step uses the fact that u(0, ·)−u˜(0, ·) ∈ S([0,∞)). Hence g˜b1(t)−gb1(t) =
O(t−1/2). This shows that g˜b1 = g
b
1. Indeed, letting n →∞ in the following estimate
shows that g˜b1 has the same period τ as g
b
1:
|g˜b1(t0 + τ)− g˜b1(t0)| = |g˜b1(t0 + nτ˜ + τ)− g˜b1(t0 + nτ˜)|
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≤ |g˜b1(t0 + nτ˜ + τ)− gb1(t0 + nτ˜ + τ)|+ |gb1(t0 + nτ˜)− g˜b1(t0 + nτ˜)|
= O((t0 + nτ˜)
−1/2), n→∞, n ∈ Z.
The equation
|g˜b1(t0)− gb1(t0)| = |g˜b1(t0 + nτ)− gb1(t0 + nτ)| → 0, n→∞, n ∈ Z,
then shows that g˜b1 = g
b
1. ✷
The above uniqueness argument also yields the following result.
Proposition 2.6. Suppose u(x, t) is a solution of the free Schro¨dinger equation in
the quarter plane (see Definition 2.1) such that u(0, ·) − gb0 ∈ S([0,∞)), where
gb0(t) =
∞∑
n=−∞
ane
inωt, t > 0,
is a smooth periodic function of period τ = 2piω > 0 and mean value zero, i.e. a0 = 0.
Then
ux(0, t)− gb1(t) = O(t−1/2), t→∞,
where gb1(t) is the periodic function given in (2.12)-(2.13).
Remark 2.7 (Uniqueness of gb1 in the linear limit). Proposition 2.5 shows that for
the free Schro¨dinger equation, the periodic function gb1 is uniquely determined from
gb0. In particular, the initial datum and the behavior of the Dirichlet datum for small
t have no effect on the long-time behavior of the Neumann datum.
Remark 2.8. If the assumption of periodicity on the function gb1(t) is dropped in
Proposition 2.5, the uniqueness of gb1(t) is clearly lost since any perturbation of g
b
1(t)
induced by a small change in u0(x) gives rise to another asymptotically admissible
pair with the same gb0(t). However, if we define two pairs {gb0, gb1} and {gb0, g˜b1} to be
equivalent provided that gb1 − g˜b1 = O(t−1/2), then uniqueness is valid also without
the assumption of periodicity.
2.2. Single exponential. As an application of the above results, we consider the
case where the Dirichlet datum is a single exponential.
Proposition 2.9. Let u(x, t) be any solution of the free Schro¨dinger equation equation
(2.1) in the quarter plane such that the Dirichlet datum g0(t) satisfies g0(t) − eiωt ∈
S([0,∞)), ω ∈ R. Then the Neumann value g1(t) = ux(0, t) satisfies
g1(t) = O
(
t−
1
2
)
+


−√ωeiωt, ω > 0,
0, ω = 0,
i
√
|ω|eiωt, ω < 0.
(2.17)
If g0(t) = e
iωt, then
g1(t) = O
(
t−
3
2
)
+


−√ωeiωt, ω > 0,
− e−
ipi
4√
pit
, ω = 0,
i
√|ω|eiωt, ω < 0.
(2.18)
Proof. The cases ω > 0 and ω < 0 of (2.17) follow immediately from proposition 2.6.
In the case of ω = 0, gb0 = 1 does not have zero mean, hence proposition 2.6 does not
apply. However, the case ω = 0 of (2.17) follows from (2.4).
The cases ω > 0 and ω < 0 of (2.18) follow from the proof of Proposition 2.5; the
case ω = 0 follows from (2.4) and an integration by parts. ✷
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3. A new perturbative approach
The most challenging problem in the analysis of boundary value problems for non-
linear integrable PDEs is the problem of expressing the unknown boundary value(s)
in terms of the given initial and boundary conditions. For the Dirichlet problem
for the NLS on the half-line, this amounts to determining the Neumann value g1(t)
in terms of the Dirichlet value g0(t) and the initial datum u0(x). In the context of
asymptotically t-periodic data, there are situations where we do not necessarily need
to know the Neumann value g1(t) for all t > 0, but it is sufficient to know its as-
ymptotic form gb1(t). It is therefore natural to ask the following questions: Given the
asymptotic form gb0(t) of the Dirichlet datum, can we find the asymptotic form g
b
1(t)
of the Neumann value? Is gb1(t) uniquely determined by g
b
0(t) alone, or does g
b
1(t) also
depend on the initial data u0(x) or on the difference between g0(t) and g
b
0(t)?
The second of these questions is easy to answer: In general, gb1(t) is not uniquely
determined from gb0(t) alone. Indeed, consider the stationary one-soliton
u(x, t) =
√
ω
cosh(x
√
ω − γ)e
itω , γ ∈ R, ω > 0, (3.1)
for which
g0(t) = g
b
0(t) = αe
iωt, g1(t) = g
b
1(t) = ce
iωt,
with
α =
√
ω
cosh(γ)
, c = σα
√
ω − α2, σ = sgn(γ). (3.2)
Letting γ → −γ in (3.1) leaves the Dirichlet datum invariant but switches the sign
of the Neumann value.
However, in the following sections we will show that if a certain boundedness
assumption is satisfied, then gb1(t) is indeed uniquely determined from g
b
0(t) alone to
all orders in a perturbative expansion. This is consistent with the results of section 2,
where it was shown that gb1(t) is uniquely determined from g
b
0(t) in the linear limit.
The stationary one-solitons with c = α
√
ω − α2 do not have a linear limit (see Remark
3.4 below), thus their existence does not contradict the result of this section.
3.1. Main result. Before stating the main result, we define what we mean by a
perturbative solution.
Definition 3.1. A perturbative solution of the NLS equation (1.1) in the quarter
plane is a sequence of smooth functions {uN (x, t)}∞1 defined for x > 0 and t > 0 with
the following properties:
(i) The formal power series
u = ǫu1 + ǫ
2u2 + ǫ
3u3 + · · · (3.3)
satisfies (1.1) in the quarter plane {x > 0, t > 0} to all orders in a perturbative
expansion, that is,
O(ǫ) : iu1t + u1xx = 0,
O(ǫ2) : iu2t + u2xx = 0,
O(ǫ3) : iu3t + u3xx − 2λ|u1|2u1 = 0,
O(ǫ4) : iu4t + u4xx − 2λ(u21u¯2 + 2u1u2u¯1) = 0,
...
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O(ǫN ) : iuNt + uNxx − 2λ
{|u|2u}
N
= 0,
...
where {· · · }N denotes the coefficient of ǫN of the enclosed expression.
(ii) For each N , uN (x, t) and all its partial derivatives have continuous extensions
to {x ≥ 0, t ≥ 0}.
(iii) For each N and t ≥ 0, uN (·, t) ∈ S([0,∞)).
The following main result provides a constructive algorithm for computing the
asymptotic form of the Neumann value {gb1N (t)}∞N=1 from the asymptotic form of the
Dirichlet datum {gb0N (t)}∞N=1. In other words, it provides an explicit construction of
the Dirichlet to Neumann map for asymptotically t-periodic data in the limit of large
t and small data.
Theorem 3.2. Let {gb0N (t), gb1N (t)}∞1 be smooth periodic functions of period τ =
2pi
ω > 0. Suppose {uN (x, t)}∞1 is a perturbative solution of NLS in the quarter plane
such that, for each N , the Dirichlet and Neumann boundary values of uN asymptote
towards gb0N (t) and g
b
1N (t) respectively in the sense that{
uN (0, t)− gb0N (t) = O(t−7/2),
uNx(0, t) − gb1N (t) = O(t−7/2),
t→∞, N ≥ 1. (3.4)
Suppose the set {uN (·, t)|t ≥ 0} is bounded in L1([0,∞)) for each N ≥ 1.1
Then the asymptotic Neumann values {gb1N (t)}∞N=1 can be constructed explicitly
from the asymptotic Dirichlet values {gb0N (t)}∞N=1 as follows: Let {aN,n}∞n=−∞ denote
the Fourier coefficients of gb0N :
gb0N (t) =
∞∑
n=−∞
aN,ne
inωt, N ≥ 1. (3.5)
Then the Fourier coefficients {cN,n}∞n=−∞ of
gb1N (t) =
∞∑
n=−∞
cN,ne
inωt, N ≥ 1, (3.6)
are given by
cN,n =
{(
− 2iλk
∞∑
l,m=−∞
a¯ldm(k)dn+l−m(k)− λ
∞∑
l,m=−∞
c¯ldm(k)dn+l−m(k)
+ 2λ
∞∑
l,m=−∞
a¯lamdn+l−m(k) + 2ikan
)∣∣∣∣
k=k1(n)
}
N
, (3.7)
where
• an =
∑∞
N=1 aN,nǫ
N , cn =
∑∞
N=1 cN,nǫ
N , and dn(k) =
∑∞
N=1 dN,n(k)ǫ
N .
• The coefficients dN,n(k), N ≥ 1, n ∈ Z, satisfy
dN,n(k) =
1
4ik2 + inω
{
−2λk
∞∑
l,m=−∞
a¯ldm(k)dn+l−m(k)
1This assumption can be weakened if V approaches V b faster than O(t−7/2), see Remark 5.1
below.
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+ λi
∞∑
l,m=−∞
c¯ldm(k)dn+l−m(k)− 2iλ
∞∑
l,m=−∞
a¯lamdn+l−m(k) + 2kan + icn
}
N
,
n ∈ Z, N ≥ 1, k ∈ ∂D01. (3.8)
• k1(n) denotes the unique root of 4k2 + nω = 0 in ∂D01, i.e.
k1(n) =
{
i
√
nω
2 , n ≥ 0,√−nω
2 , n < 0.
The proof of theorem 3.2 will be presented in section 5. In the remainder of this
section, we explain how the cN,n’s are determined from equations (3.7)-(3.8) and we
also provide several examples.
3.2. Construction of the cN,n’s. Equation (3.7) with N = 1 yields
c1,n = 2ik1(n)a1,n, n ∈ Z. (3.9a)
Substituting this into equation (3.8) with N = 1, we find
d1,n(k) =
2ka1,n + ic1,n
4ik2 + inω
=
a1,n
2i(k + k1(n))
, n ∈ Z, k ∈ ∂D01 . (3.9b)
Similarly, equations (3.7) and (3.8) with N = 2 yield
c2,n = 2ik1(n)a2,n, n ∈ Z, (3.10a)
d2,n(k) =
a2,n
2i(k + k1(n))
, n ∈ Z, k ∈ ∂D01. (3.10b)
Continuing in this way, equations (3.7) and (3.8) with N = 3 yield
c3,n =
(
− 2iλk
∞∑
l,m=−∞
a¯1,ld1,m(k)d1,n+l−m(k)− λ
∞∑
l,m=−∞
c¯1,ld1,m(k)d1,n+l−m(k)
+ 2λ
∞∑
l,m=−∞
a¯1,la1,md1,n+l−m(k) + 2ika3,n
)∣∣∣∣
k=k1(n)
, n ∈ Z, (3.11a)
d3,n(k) =
1
4ik2 + inω
(
−2λk
∞∑
l,m=−∞
a¯1,ld1,m(k)d1,n+l−m(k)
+ λi
∞∑
l,m=−∞
c¯1,ld1,m(k)d1,n+l−m(k) (3.11b)
− 2iλ
∞∑
l,m=−∞
a¯1,la1,md1,n+l−m(k) + 2ka3,n + ic3,n
)
, n ∈ Z, k ∈ ∂D01 .
This process can be continued indefinitely. Indeed, suppose we have determined
{cM,n}∞n=−∞ and {dM,n(k)}∞n=−∞ for N ≤M − 1. Then equation (3.7) with N =M
yields
cM,n =
(
FMn(k) + 2ikaM,n
)∣∣∣∣
k=k1(n)
, n ∈ Z,
where the function FMn(k) is given in terms of known lower order terms:
FMn(k) = λ
∞∑
l,m=−∞
{
− 2ika¯ldm(k)dn+l−m(k)− c¯ldm(k)dn+l−m(k)
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+ 2a¯lamdn+l−m(k)
}
M
.
We can now use equation (3.8) with N =M to determine dM,n(k):
dM,n(k) =
1
4ik2 + inω
(−iFMn(k) + 2kaM,n + icM,n), n ∈ Z.
This determines {cM,n}∞n=−∞ and {dM,n(k)}∞n=−∞ for N = M and completes the
inductive step.
3.3. Examples.
Example 3.3 (Single exponential). Suppose
gb0(t) = ǫe
iωt, t ≥ 0, ω > 0.
In this case, all coefficients aN,n are zero except for a1,1 = 1. Equations (3.9) imply
that all the coefficients c1,n and d1,n(k) vanish except for
c1,1 = −
√
ω, d1,1(k) = − i
2k + i
√
ω
.
Equations (3.10) yield c2,n = d2,n(k) = 0 for all n. Equations (3.11) imply that all
the coefficients c3,n and d3,n(k) vanish except for
c3,1 = − λ
2
√
ω
, d3,1(k) =
λ
2(2ik −√ω)2√ω .
Continuing in this way, we find that the nonzero coefficients cN,n with N ≤ 8 are
c1,1 = −
√
ω, c3,1 = − λ
2
√
ω
, c5,1 =
1
8ω3/2
, c7,1 = − λ
16ω5/2
.
In summary, we have found that
gb1(t) = −ǫ
(√
ω +
ǫ2λ
2
√
ω
− ǫ
4
8ω3/2
+
ǫ6λ
16ω5/2
+O(ǫ8)
)
eiωt.
The summation of this perturbative expansion suggests
gb1(t) = −ǫ
√
ω + λǫ2eiωt, (3.12)
which, upon identifying α and ǫ, is in agreement with (1.8a) (note that the inequality
ω ≥ α2 is automatically satisfied in the perturbative limit α→ 0).
Remark 3.4. In addition to the branch c = −α√ω − α2 found in (3.12), equation
(1.8a) also allows for c = α
√
ω − α2. The reason the latter branch of solutions does
not show up in example 3.3 is that the associated solutions of NLS do not have a linear
limit which decays as x → ∞. This can be understood in terms of the stationary
one-solitons. Indeed, according to (3.2) the triple (α, ω, c) associated with the soliton
(3.1) satisfies c = σα
√
ω − α2 where σ = sgn γ (we assume that γ 6= 0; if γ = 0, then
ω = α2 and hence c = 0). Writing the solution (3.1) in terms of α =
√
ω
cosh(γ) > 0 as
u(x, t) =
α
√
ωeiωt√
ω cosh (x
√
ω)− σ√ω − α2 sinh (x√ω) ,
we find the following expansion as α→ 0:
u(x, t) = eσx
√
ω+iωt
(
α+ α3
1− eσ2x
√
ω
4ω
+ α5
4− 6eσ2x
√
ω + 2eσ4x
√
ω
32ω2
+O(α7)
)
.
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The coefficients of this expansion decay as x → ∞ if σ = −1, but not if σ = 1.
Consequently, the coefficients constitute a perturbative solution {uN (x, t)}∞1 of the
NLS on the half-line if γ < 0, but not if γ > 0. In other words, the one-solitons
associated with c = −α√ω − α2 have perturbative limits, whereas those associated
with c = α
√
ω − α2 do not.
Example 3.5 (Single exponential). Suppose
gb01(t) = ǫe
−iωt, t ≥ 0, ω > 0.
In this case, all coefficients aN,n are zero except for a1,−1 = 1. Proceeding as in the
previous example, we find that the nonzero coefficients cN,n with N ≤ 8 are
c1,−1 = i
√
ω, c3,−1 = − iλ√
ω
, c5,−1 = − i
2ω3/2
, c7,−1 = − iλ
2ω5/2
.
In summary,
gb1(t) = iǫ
(√
ω − ǫ
2λ√
ω
− ǫ
4
2ω3/2
− ǫ
6λ
2ω5/2
+O(ǫ8)
)
e−iωt.
The summation of this perturbative expansion suggests
gb1(t) = iǫ
√
ω − 2λǫ2e−iωt,
which, upon identifying α and ǫ and letting ω → −ω, is in agreement with (1.8b)
(note that the inequality ω ≤ −6α2 is automatically satisfied in the perturbative limit
α→ 0).
Example 3.6 (Sum of exponentials). We consider the case of
gb0(t) = ǫ(αe
iωt + βe−iωt), t ≥ 0, (3.13)
where α, β ∈ C and ω > 0 are constants. In this case, all coefficients aN,n vanish
except for
a1,1 = α, a1,−1 = β.
Equations (3.9) imply that all the c1,n’s and d1,n(k)’s vanish except for
c1,1 = −α
√
ω, c1,−1 = iβ
√
ω, d1,1(k) = − iα
2k + i
√
ω
, d1,−1(k) = − iβ
2k +
√
ω
.
Equations (3.10) yield c2,n = d2,n(k) = 0 for all n. In general, cN,n = 0 unless both
N and n are odd and N ≥ n. Continuing in this way, we find that the nonzero
coefficients cN,n with N ≤ 8 are
c1,1 = −α
√
ω, c1,−1 = iβ
√
ω, (3.14a)
c3,3 = − i(
√
3 + (−2− i))α2β¯λ
2
√
ω
, c3,1 = −αλ(|α|
2 + 4|β|2)
2
√
ω
,
c3,−1 = − iβλ(|β|
2 + (1− i)|α|2)√
ω
, c3,−3 =
(
√
3− 2− i)β2α¯λ
2
√
ω
, (3.14b)
c5,5 =
((2 + i)− (5 + 2i)√3− (2 + 3i)√5 + (3 + 2i)√15)α3β¯2
16ω3/2
,
c5,3 = − iα
2β¯(((3 + 6i) + (2 + 3i)
√
3)|α|2 + (5 + 2i)((3 + 2i) + (2 + i)√3)|β|2)
2((12 + 3i) + (7 + 2i)
√
3)ω3/2
,
c5,1 =
α(|α|4 − 4(√3− 6)|α|2|β|2 + 2(9 − i√3)|β|4)
8ω3/2
,
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c5,−1 =
β((
√
3 + (−2 + 3i))|α|4 − 2(√3 + (2− 5i))|α|2|β|2 − 2i|β|4)
4ω3/2
,
c5,−3 = −β
2α¯(((48 + 9i) + (29 + 4i)
√
3)|α|2 + 8((3 + 5i) + (2 + 3i)√3)|β|2)
4((21 + 12i) + (12 + 7i)
√
3)ω3/2
,
c5,−5 =
((1− 2i) − (2− 5i)√3− (3− 2i)√5 + (2− 3i)√15)β3α¯2
16ω3/2
, (3.14c)
c7,7 =
α4β¯3λ
32(56 + 23
√
7)ω5/2
{
(−595 + 147i) + (525 − 147i)
√
3 + (196 + 49i)
√
5
− (223 − 30i)
√
7− (189 − 14i)
√
15 + (192 − 39i)
√
21 + (67 + 19i)
√
35
− (63 + i)
√
105
}
,
c7,5 =
iα3β¯2λ
8((26 + 97i) + (15 + 56i)
√
3)((25 + 10i) + (11 + 4i)
√
5)ω5/2
×
{(
(1110 + 2345i) + (645 + 1350i)
√
3 + (106 + 1011i)
√
5
+ (63 + 582i)
√
15
)|α|2 + (1 + i)((4542 + 903i) + (2623 + 524i)√3
+ (1612 + 1359i)
√
5 + (931 + 786i)
√
15
)|β|2},
c7,3 =− α
2β¯λ
96((627 + 2340i) + (362 + 1351i)
√
3)ω5/2
{(
(42588 + 1476i)
+ (24588 + 852i)
√
3
)|α|4 − (6− 6i)((−25328 − 35261i)
− (14623 + 20358i)
√
3 + (3594 + 1545i)
√
5 + (2075 + 892i)
√
15
)|α|2|β|2
+
(
(395885 + 21770i) + (228564 + 12569i)
√
3− (9405 + 7020i)
√
5
− (5430 + 4053i)
√
15
)|β|4 − 96i((795 + 627i) + (459 + 362i)√3)|α|2|β|2},
c7,1 =− αλ
48ω5/2
{
3|α|6 + 6(4 + 5
√
3)|α|4|β|2 + 2((162 + 51i)
− (13 + 12i)
√
3
)|α|2|β|4 − 6|α|2|β|2((√3− 6)|α|2
+ (2 + 2i)(
√
3 + (2 + 5i)
)|β|2) + 16(15 − 2i√3)|β|6},
c7,−1 =
βλ
24ω5/2
{
3(3 − 2i
√
3)|α|6 + ((39 + 42i) + (28 − 45i)√3)|α|4|β|2
+ ((36− 15i) + (23 + 36i)
√
3)|α|2|β|4 + 3|α|2|β|2((−2 + 2i)(√3− 6)|α|2
− (
√
3 + (2 + 5i))|β|2)− 12i|β|6},
c7,−3 =
(1 + i)β2α¯λ
96((2340 + 8733i) + (1351 + 5042i)
√
3)ω5/2
{
3
(
(32088 + 120795i)
+ (18526 + 69741i)
√
3 + (8106 − 6393i)
√
5 + (4680 − 3691i)
√
15
)|α|4
+ 6i((168629 + 32048i) + (97358 + 18503i)
√
3 + (8733 + 11700i)
√
5
+ (5042 + 6755i)
√
15)|α|2|β|2 − (4− 4i)β(4((265 + 7718i)
+ (153 + 4456i)
√
3)|β|2β¯ − 9((892 + 3329i) + (515 + 1922i)
√
3)|α|2β¯)},
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c7,−5 =− (1− i)β
3α¯2λ
24((97 + 26i) + (56 + 15i)
√
3)((15 + 40i) + (7 + 18i)
√
5)ω5/2
×
{
3
(
(3820 + 3375i) + (2205 + 1950i)
√
3 + (1464 + 1395i)
√
5
+ (845 + 806i)
√
15
)|α|2 + (1 + i)((7755 + 7962i) + (4466 + 4602i)√3
+ (2742 + 2586i)
√
5 + (1578 + 1495i)
√
15
)|β|2},
c7,−7 =
β4α¯3λ
32(56 + 23
√
7)ω5/2
{
(−147 − 595i) + (147 + 525i)
√
3− (49− 196i)
√
5
− (30 + 223i)
√
7− (14 + 189i)
√
15 + (39 + 192i)
√
21− (19− 67i)
√
35
+ (1− 63i)
√
105
}
. (3.14d)
Example 3.7 (Sine wave). It was proved in Theorem 3.2 of [10] that if g0(t) = ǫg01(t)
with g01(t) = sin t, then
λg13(t) = A cos t+ B sin t+ (1−
√
3)(
√
3 + i)
16
(cos 3t− sin 3t) +O(t−1/16), t→∞,
(3.15)
where A,B ∈ C are constants. In [10] rather complicated integral expressions for A,B
were derived. Using the results of this section, we can now determine A,B explicitly.
Indeed, letting α = 12i and β = − 12i in (3.14b), we find
A = 1
4
+
3i
16
, B = − 7
16
− i
4
.
Example 3.8 (Stationary solitons). The focusing NLS equation admits the following
family of N -soliton solutions (see [12], Section 1.7.1):
u(x, t) =
detR(x, t)
detM(x, t)
,
where the N ×N matrix M(x, t) is defined by
Mn,k =
1 + g¯kgn
λ¯n − λk
, n, k = 1, . . . , N,
the (N + 1)× (N + 1) matrix R(x, t) is given by
Rn,k =Mn,k, n, k = 1, . . . , N ; Rn,N+1 = gn, n = 1, . . . , N ;
RN+1,k = 1, k = 1, . . . , N ; RN+1,N+1 = 0,
the scalar-valued function gn(x, t) is defined by gn(x, t) = γne
i(λnx−λ2nt), and {λn}N1
and {γn}N1 are arbitrary complex constants such that Imλn > 0, λn 6= λk for n 6= k,
and γn 6= 0. If the λn’s belong to i[0,∞) and the quotients λn/λm for 1 ≤ n,m ≤ N
are rational numbers, then the solution is t-periodic.
Consider the particular case of
N = 2, λ1 = i, λ2 = 2i, γ1 = γ2 = −iǫ,
so that
u(x, t) = − 6ǫe
x+4it
(−2ǫ2ex+3it + ǫ2 − 2e3x+3it + e4x)
ǫ4e3it + ǫ2e2x (−8ex+6it + 9e2x+3it + 9e3it − 8ex) + e6x+3it .
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We will use the results of theorem 3.2 to reconstruct the Neumann value of this
solution from its Dirichlet datum
g0(t) =
6ǫ
(
ǫ2 + 1
)
e4it
(−1 + 2e3it)
ǫ4e3it − 2ǫ2 (−9e3it + 4e6it + 4) + e3it
= (12e4it − 6eit)ǫ+ (198eit − 48e−2it − 252e4it + 96e7it)ǫ3 +O(ǫ5), ǫ→ 0.
Since both u(x, t) and ux(x, t) are t-periodic with period 2π, we have g
b
0 = g0 and
gb1 = g1. The nonzero coefficients aN,n with N ≤ 4 are
a1,1 = −6, a1,4 = 12, a3,−2 = −48, a3,1 = 198, a3,4 = −252, a3,7 = 96.
Equations (3.9) imply that all the c1,n’s and d1,n(k)’s vanish except for
c1,1 = 6, c1,4 = −24, d1,1(k) = 6i
2k + i
, d1,4(k) = − 6i
k + i
.
Equations (3.10) yield c2,n = d2,n(k) = 0 for all n. Equation (3.11a) implies that all
coefficients c3,n vanish except for
c3,−2 = 192, c3,1 = −882, c3,4 = 1224, c3,7 = −480.
This yields
g1(t) = (6e
it − 24e4it)ǫ+ (192e−2it − 882eit + 1224e4it − 480e7it)ǫ3 +O(ǫ5), ǫ→ 0,
which is indeed the correct expansion of the Neumann value.
4. Eigenfunctions
In preparation for the proof of Theorem 3.2, we introduce three eigenfunction
solutions {φj(x, t, k)}31 of the Lax pair of (1.1) which is given by{
φx + ikσ3φ = Uφ,
φt + 2ik
2σ3φ = V φ,
(4.1)
where
U =
(
0 u
λu¯ 0
)
, V =
( −iλ|u|2 2ku+ iux
2λku¯− iλu¯x iλ|u|2
)
, σ3 =
(
1 0
0 −1
)
.
The solutions φ2(x, t, k) and φ3(x, t, k) of (4.1) are normalized at (x2, t2) = (0, 0),
and (x3, t3) = (∞, t) respectively. Namely, these eigenfunctions are defined by
φj(x, t, k) = µj(x, t, k)e
−i(kx+2k2t)σ3 , j = 2, 3,
where {µj(x, t, k)}32 are the unique solutions of the linear Volterra integral equation
µj(x, t, k) = I +
∫ (x,t)
(xj ,tj)
ei[k(x
′−x)+2k2(t′−t)]σˆ3Wj(x′, t′, k), j = 2, 3, (4.2)
with
Wj = (Udx+ V dt)µj .
The solution φ1(x, t, k) of (4.1) is defined as follows (we refer to [11] for further
details). Let V b denote the function obtained by replacing u(0, t) and ux(0, t) by g
b
0(t)
and gb1(t), respectively, in the expression for V (0, t, k). Let ψ(t, k) be the solution of
the background t-part
ψt + 2ik
2σ3ψ = V
bψ, (4.3)
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normalized by ψ(0, k) = I. We define the entire 2 × 2-matrix valued function Z(k)
by Z(k) = ψ(τ, k). The eigenvalues of Z(k) are given by z(k) and z(k)−1 where
z(k) =
1
2
(
trZ(k)−
√
G(k)
)
, G(k) = (trZ(k))2 − 4. (4.4)
Let P denote the set of branch points defined by
P = {k ∈ C | G(k) = 0, or Z12(k) = 0, or Z21(k) = 0}, (4.5)
where Zij denotes the (ij)’th entry of Z. The set P is the union of a finite number of
zero sets of entire functions, thus P is a countable set without accumulation points.
Let C denote a set of branch cuts connecting all points in P. We choose these
branch cuts so that C is invariant under the involution k 7→ k¯. Letting
Sb(k) =
√
−Z11 − Z22 −
√
G
2
√
G
(
1 − 2Z12
Z11−Z22−
√
G
2Z21
Z11−Z22−
√
G
1
)
, k ∈ C \ C, (4.6)
we find that Sb(k) has unit determinant and that
Z(k) = Sb(k)
(
z(k) 0
0 z−1(k)
)
Sb(k)−1, k ∈ C \ C.
The identity
(Z11 − Z22 −
√
G)(Z11 − Z22 +
√
G) = −4Z12Z21,
implies that the zeros of Z11 − Z22 −
√
G are included in the set of branch points P.
We next define the 2× 2-matrix valued function B(k) by
B(k) = log z(k)
τ
Sb(k)σ3S
b(k)−1, k ∈ C \ C. (4.7)
By adding, if necessary, branch cuts to C to ensure that log z(k) is single valued on
C \ C, we find eτB(k) = Z(k) and
e−tB(k) = Sb(k)eitΩ˜(k)σ3Sb(k)−1, k ∈ C \ C,
where
Ω˜(k) = − log z(k)
iτ
.
Floquet theory implies that the matrix valued function P (t, k) defined by
P (t, k) = ψ(t, k)e−tB(k), k ∈ C \ C,
is t-periodic with period τ . Defining E(t, k) by
E(t, k) = P (t, k)Sb(k), k ∈ C \ C, (4.8)
we deduce that the function ψb(t, k) defined by
ψb(t, k) = ψ(t, k)Sb(k) = E(t, k)e−iΩ˜(k)tσ3 , k ∈ C \ C, (4.9)
is a solution of (4.3), where E(t, k) is time-periodic with period τ . We define the
solution φ1(x, t, k) of (4.1) by
φ1(x, t, k) = µ1(x, t, k)e
−i(kx+Ω˜(k)t)σ3 ,
where µ1(x, t, k) is the unique solution of the linear Volterra integral equation
µ1(x, t, k) = e
−ikxσˆ3
{
E(t, k)− E(t, k)
∫ ∞
t
eiΩ˜(k)(t
′−t)σˆ3[E−1(t′, k)
× (V − V b)(0, t′, k)µ1(0, t′, k)
]
dt′ +
∫ x
0
eikx
′σˆ3 [U(x′, t)µ1(x′, t, k)]dx′
}
. (4.10)
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Let
D1 = {Im k > 0} ∩ {Im Ω˜(k) > 0}, D2 = {Im k > 0} ∩ {Im Ω˜(k) < 0},
D3 = {Im k < 0} ∩ {Im Ω˜(k) > 0}, D4 = {Im k < 0} ∩ {Im Ω˜(k) < 0}, (4.11)
and let D+ = D1 ∪D3 and D− = D2 ∪D4. The eigenfunctions {µj(x, t, k)}31 possess
the following analyticity and boundedness properties:
• The first (resp. second) column of µ1(0, t, k) is defined and analytic for D−\C
(resp. D+ \ C).
• µ1(0, t, k) approaches E(t, k) as t → ∞. More precisely, if K± are compact
subsets of (D± \ C) \ P, then
|µ1(0, t, k) − E(t, k)| ≤ C(1 + t)−5/2, k ∈ (K−,K+), t ≥ 0, (4.12)
where the notation k ∈ (K−,K+) indicates that the first and second columns
are valid for k ∈ K− and k ∈ K+, respectively.
• µ2(x, t, k) is defined and analytic for all k ∈ C.
• The first (resp. second) column of µ3(x, t, k) is defined and analytic for Im k <
0 (resp. Im k > 0) with a continuous extension to Im k ≤ 0 (resp. Im k ≥ 0).
4.1. The global relation. The expression
C(t, k) = eiΩ˜(k)tσ3µ−11 (0, t, k)µ3(0, t, k)e
−2ik2tσ3
is independent of t. Letting t′ →∞ in the (12) entry of the relation
C(t, k) = C(t′, k), (4.13)
we find
(µ1(0, t, k))22b(t, k) − (µ1(0, t, k))12a(t, k) = 0,
k ∈ D1 \ C, Im(Ω˜(k) + 2k2) > 0, t ≥ 0, (4.14)
where a(t, k) and b(t, k) are defined by
a(t, k) = (µ3(0, t, k))22, b(t, k) = (µ3(0, t, k))12. (4.15)
5. Proof of Theorem 3.2
Before we present the detailed proof, we provide an argument motivating the rel-
evant constructions.
5.1. Motivation. Assuming that the branch cuts have been chosen in such a way
that D1 \ C is connected, equation (4.14) is valid in all of D1 \ C by analytic continu-
ation. Since a(t, k) and b(t, k) are continuous in Im k ≥ 0, it follows that, away from
the possible zeros of a(t, k), the function
Q(t, k) =
(µ1(0, t, k))12
(µ1(0, t, k))22
=
b(t, k)
a(t, k)
, k ∈ D1 \ C, (5.1)
has a continuous extension to D¯1.
On the other hand, equation (4.12) shows that Q(t, k) asymptotes towards the
t-periodic function Qb(t, k) defined by
Qb(t, k) =
(E(t, k))12
(E(t, k))22
as t→∞, that is,
Q(t, k) ∼ Qb(t, k), t→∞, k ∈ D¯1 \ C. (5.2)
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Since ψb(t, k) = E(t, k)e−iΩ˜(k)tσ3 satisfies the background t-part, we find that Qb
satisfies the Ricatti equation
Qbt + λ(2kg¯
b
0 − ig¯b1)(Qb)2 + (2iλ|gb0|2 + 4ik2)Qb − (2kgb0 + igb1) = 0. (5.3)
Denoting the Fourier coefficients of gb0(t), g
b
1(t), and Q
b(t, k) by an, cn, and dn(k)
respectively,
gb0(t) =
∞∑
n=−∞
ane
inωt, gb1(t) =
∞∑
n=−∞
cne
inωt, (5.4)
Qb(t, k) =
∞∑
n=−∞
dn(k)e
inωt, t→∞, k ∈ D¯1 \ C, (5.5)
and substituting these Fourier series representations into the Ricatti equation (5.3),
we find
∞∑
n=−∞
{
inωdn(k) + 2λk
∞∑
l,m=−∞
a¯ldm(k)dn+l−m(k) − λi
∞∑
l,m=−∞
c¯ldm(k)dn+l−m(k)
+ 2iλ
∞∑
l,m=−∞
a¯lamdn+l−m(k) + 4ik2dn(k)− 2kan − icn
}
einωt = 0, k ∈ D¯1 \ C.
This yields the following infinite hierarchy of algebraic equations:
dn(k) =
1
4ik2 + inω
{
−2λk
∞∑
l,m=−∞
a¯ldm(k)dn+l−m(k) + λi
∞∑
l,m=−∞
c¯ldm(k)dn+l−m(k)
− 2iλ
∞∑
l,m=−∞
a¯lamdn+l−m(k) + 2kan + icn
}
, n ∈ Z, k ∈ D¯1 \ C. (5.6)
At this stage we would like to: (a) Use the fact that Q(t, k) is continuous in D¯1
together with equation (5.2) and the time-periodicity of Qb(t, k) to conclude that
Qb(t, k) (and hence also dn(k)) is nonsingular in D¯1. (b) Use the nonsingularity of
the dn(k)’s to solve the algebraic system (5.6) for the cn’s and the dn(k)’s.
The nonlinear nature of (5.6) together with the unknown structure of Ω˜(k), makes
this a challenging problem in general. However, it is a remarkable fact that in the
perturbative limit, the system (5.6) can be solved uniquely to all orders. The key
observations that make this perturbative solution possible can be summarized as
follows:
1. In the perturbative limit, the domains {Dj}41 simplify to the four quadrants {D0j }41.
2. In the perturbative limit, a(t, k) has no zeros since a(t, k) = 1 +O(ǫ).
3. In the perturbative limit,
G(k) = −4 sin2(2k2τ) + ǫ2G2(k) + ǫ3G3(k) · · · , ǫ→ 0,
B(k) = −2ik2σ3 + ǫB1(k) + ǫ2B2(k) + · · · , ǫ→ 0,
E(t, k) = I + ǫE1(t, k) + ǫ2E2(t, k) + · · · , ǫ→ 0,
where the coefficients {GN (k)}∞2 , {BN (k)}∞1 , and {EN (t, k)}∞1 are analytic in the
whole complex k-plane except for possible poles at the zeros of sin(2k2τ). In
particular, no branch cuts survive in the limit ǫ→ 0.
4. The zeros of sin(2k2τ) occur at
k = ±
√−nω
2
, n ∈ Z,
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which are also the points at which the denominator in (5.6) vanishes. By enforcing
that the poles of dn(k) at these points must be removable singularities, we can
solve the system (5.6) to all orders.
5.2. Proof of theorem 3.2. Since we do not assume that the series in (3.3) con-
verges, the power series in ǫ utilized in this proof should be considered merely as a
convenient way of organizing the coefficients of these series. We emphasize that the
coefficients of these series are rigorously defined.
Step 1. We define coefficients {ψN (t, k)}∞0 of a perturbative solution ψ =
∑∞
N=0 ǫ
NψN
of (4.3) satisfying ψ(0, k) = I by substituting the expansions
gb0(t) =
∞∑
N=1
ǫNgb0N (t), g
b
1(t) =
∞∑
N=1
ǫNgb1N (t), (5.7)
into (4.3) and solving the resulting equation order by order. This yields
ψ0(t, k) = e
−2ik2tσ3 ,
ψ1(t, k) =
(
0
∫ t
0 e
4ik2(t′−t)(2kgb01 + ig
b
11)dt
′
λ
∫ t
0 e
−4ik2(t′−t)(2kg¯b01 − ig¯b11)dt′ 0
)
e−2ik
2tσ3 ,
etc. Defining entire functions {ZN (k)}∞0 by ZN (k) = ψN (τ, k), it follows that Z =∑∞
N=0 ǫ
NZN satisfies
Z(k) = e−2ik
2τσ3
+ ǫe−2ik
2τσ3
(
0
∫ τ
0 e
4ik2t(2kgb01 + ig
b
11)dt
λ
∫ τ
0 e
−4ik2t(2kg¯b01 − ig¯b11)dt 0
)
+O(ǫ2).
We introduce coefficients {GN (k)}N1 of G(k) and {zN (k)}N1 of z(k) by substituting
the above expression for Z(k) into (4.4):
G(k) = −4 sin2(2k2τ) +O(ǫ2),√
G(k) = 2i sin(2k2τ)
[
1 +O
(
ǫ2
sin2(2k2τ)
)]
,
z(k) = e−2ik
2τ +O
(
ǫ2
sin(2k2τ)
)
.
We next define coefficients {SbN (k)}∞1 of Sb = I + ǫSb1+ · · · by taking the N ’th order
terms of (4.6). Each coefficient of
√
G, z, and Sb can be written as an entire function
divided by some power of sin(2k2τ). It follows that the same is true for the coefficients
{Ω˜N (k)}∞0 , {BN (k)}∞0 , and {EN (t, k)}∞0 defined by
Ω˜N (k) =
i
τ
{log z(k)}N , BN (k) =
{
log z(k)
τ
Sb(k)σ3S
b(k)−1
}
N
,
EN (t, k) =
{
ψ(t, k)e−tB(k)Sb(k)
}
N
.
In particular, these coefficients are analytic in the whole complex k-plane except for
possible poles at the zeros of sin(2k2τ). To leading order,
Ω˜(k) = 2k2 +O(ǫ2), B(k) = −2ik2σ3 +O(ǫ), E(t, k) = I +O(ǫ).
Step 2. We define functions µjN (x, t, k), j = 1, 2, 3, N ≥ 1, by substituting the
expansions
µj(x, t, k) = I + ǫµj1(x, t, k) + ǫ
2µj2(x, t, k) + · · · , j = 1, 2, 3, (5.8)
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into the integral equations (4.2) and (4.10) and equating the coefficients of ǫN for
each N ≥ 1:
µ1N (x, t, k) = e
−ikxσˆ3
{
E(t, k)− E(t, k)
∫ ∞
t
eiΩ˜(k)(t
′−t)σˆ3[E−1(t′, k)
× ((V − V b)µ1)(0, t′, k)
]
dt′ +
∫ x
0
eikx
′σˆ3(Uµ1)(x
′, t, k)dx′
}
N
, (5.9a)
µjN(x, t, k) =
∫ (x,t)
(xj ,tj)
ei[k(x
′−x)+2k2(t′−t)]σˆ3{(Uµj)(x′, t′, k)dx′ + (V µj)(x′, t′, k)dt′}N ,
j = 2, 3. (5.9b)
These equations define the coefficients µjN (x, t, k) recursively for all N ≥ 1. For
N = 1, we have
µ11(x, t, k) = e
−ikxσˆ3
[
E1(t, k) −
∫ ∞
t
e2ik
2(t′−t)σˆ3(V1 − V b1 )(0, t′, k)dt′
+
∫ x
0
eikx
′σˆ3U1(x
′, t)dx′
]
,
µj1(x, t, k) =
∫ (x,t)
(xj ,tj)
ei[k(x
′−x)+2k2(t′−t)]σˆ3 [U1(x′, t′)dx′ + V1(x′, t′, k)dt′], j = 2, 3,
where
U1 =
(
0 u1
λu¯1 0
)
, V1 =
(
0 2ku1 + iu1x
2λku¯1 − iλu¯1x 0
)
.
Using the expansion
eiΩ˜(k)t = e2ik
2t
(
1 + ǫ2itΩ˜2(k) +O(ǫ
3)
)
(5.10)
and the assumption that V1 − V b1 = O(t−7/2), we deduce that the µjN ’s have the
following properties for any N ≥ 1.
• The first (resp. second) column of µ1N (x, t, k) is defined and analytic for
k ∈ D02 (resp. k ∈ D03). For x = 0, the first (resp. second) column of
µ1N (0, t, k) is defined and analytic for k ∈ D0− (resp. k ∈ D0+).
• µ2N (x, t, k) is defined and analytic for all k ∈ C.
• The first (resp. second) column of µ3N (x, t, k) is defined and analytic for
Im k < 0 (resp. Im k > 0) with a continuous extension to Im k ≤ 0 (resp.
Im k ≥ 0).
• As k → ∞, µ1N (0, t, k) = O(k−1) where the first column is valid for arg k ∈
(pi2 + δ, π − δ) ∪ (3pi2 + δ, 2π − δ) and the second column is valid for arg k ∈
(δ, pi2 − δ) ∪ (π + δ, 3pi2 − δ), where δ > 0 is arbitrarily small. Moreover, as
k →∞,
µ2N (0, t, k) = O(k
−1), k ∈ (D¯0+, D¯0−), (5.11a)
µ3N (x, t, k) = O(k
−1), k ∈ (C¯−, C¯+). (5.11b)
Step 3. Equation (5.1) suggests defining functions {QN (t, k)}∞1 by
QN (t, k) =
{
(µ1(0, t, k))12
(µ1(0, t, k))22
}
N
= (µ1N (0, t, k))12 − (µ1,N−1(0, t, k))12(µ11(0, t, k))22 + · · · , k ∈ D0+.
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The terms of order O(ǫN ) of equation (4.13) imply
CN (t, k) = CN (t
′, k), (5.12)
where
CN (t, k) =
{
eiΩ˜(k)tσ3µ−11 (0, t, k)µ3(0, t, k)e
−2ik2tσ3
}
N
.
Letting t′ → ∞ in the (12) entry of (5.12), using (5.10) and the fact that the µ1N ’s
and µ3N ’s are defined and continuous for k ∈ D01, we find{
eiΩ˜(k)t[(µ1(0, t, k))22b(t, k) − (µ1(0, t, k))12a(t, k)]
}
N
= 0, k ∈ D01, t ≥ 0, (5.13)
where a and b are defined in (4.15). Since equation (5.13) is valid for all N ≥ 1, it
follows that{
(µ1(0, t, k))22b(t, k)− (µ1(0, t, k))12a(t, k)
}
N
= 0, k ∈ D01, t ≥ 0.
Hence
QN (t, k) =
{
b(t, k)
a(t, k)
}
N
= bN (t, k) − bN−1(t, k)a1(t, k) + · · · , k ∈ D01, (5.14)
where
b(t, k) =
∞∑
N=1
ǫNbN (t, k), a(t, k) = 1 +
∞∑
N=1
ǫNaN (t, k).
In particular, QN (t, k) is a continuous function of k ∈ D¯01 for all N ≥ 1 and t ≥ 0.
Step 4. Define {QbN (t, k)}∞1 by
QbN (t, k) =
{
(E(t, k))12
(E(t, k))22
}
N
= (EN (t, k))12−(EN−1(t, k))12(E1(t, k))22+· · · , k ∈ C.
The analyticity properties of the EN ’s imply that the functions QbN (t, k) are analytic
for k ∈ C except for possible poles at the zeros of sin(2k2τ). We claim that QbN (t, k)
cannot have poles at the zeros of sin(2k2τ) in D¯01. To see this, note that the second
column of (5.9b) yields

(µ3N (x, t, k))12 = −
∫∞
x e
2ik(x′−x)
{
u(x′, t)(µ3(x′, t, k))22
}
N
dx′,
(µ3N (x, t, k))22 = −
∫∞
x λ
{
u¯(x′, t)(µ3(x′, t, k))12
}
N
dx′,
N ≥ 1.
Together with the assumption that the set {uN (·, t)|t ≥ 0} is bounded in L1([0,∞))
this implies
sup
Im k≥0
t≥0
|aN (t, k)| <∞, sup
Im k≥0
t≥0
|bN (t, k)| <∞, N ≥ 1.
In particular, by (5.14), there exist constants CN > 0 such that
sup
Im k≥0
t≥0
QN (t, k) ≤ CN , N ≥ 1. (5.15)
Let K ∈ D¯01 be a zero of sin(2k2τ). Fix N ≥ 1 and t0 ≥ 0. Equation (5.9a) implies
the pointwise convergence
lim
t→∞
|QN (t, k) −QbN (t, k)| = 0, k ∈ D01 , N ≥ 1. (5.16)
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For each k ∈ D01, (5.16) shows that there exists a Tk > 0, such that |QN (t, k) −
QbN (t, k)| < 1 whenever t > Tk. For each k ∈ D01, let nk be an integer such that
t0 + nkτ > Tk. The periodicity of Q
b
N then implies
|QbN (t0, k)| = |QbN (t0 + nkτ, k)|
≤ |QbN (t0 + nkτ, k)−QN (t0 + nkτ, k)|+ |QN (t0 + nkτ, k)| ≤ 1 +CN ,
showing that QbN (t0, k) is a bounded function of k ∈ D01. It follows that QbN cannot
have any poles in D¯01 and is in fact continuous for k ∈ D¯01.
Step 5. Let aN,n, cN,n denote the Fourier coefficients of g
b
0N (t), g
b
1N (t) as in (3.5)
and (3.6). Moreover, let
dN,n(k) =
1
τ
∫ τ
0
QbN (t, k)e
−inωtdt,
denote the Fourier coefficients of the t-periodic function QbN (t, k):
QbN (t, k) =
∞∑
n=−∞
dN,n(k)e
inωt, t→∞, N ≥ 0, k ∈ D¯01. (5.17)
Since QbN is continuous for k ∈ D¯01 so is dN,n(k) for each N ≥ 1 and n ∈ Z. The
Ricatti equation (5.3) is satisfied to all orders in ǫ; the terms of order O(ǫN ) imply
that the functions {QbN (t, k)}∞1 satisfy the following hierarchy of equations:{
Qbt + λ(2kg¯
b
0 − ig¯b1)(Qb)2 + (2iλ|gb0|2 + 4ik2)Qb − (2kgb0 + igb1)
}
N
= 0,
k ∈ D¯01 , N ≥ 1. (5.18)
Substituting the Fourier series (3.5), (3.6), and (5.17) into (5.18), we find
∞∑
n=−∞
{
inωdn(k) + 2λk
∞∑
l,m=−∞
a¯ldm(k)dn+l−m(k)− λi
∞∑
l,m=−∞
c¯ldm(k)dn+l−m(k)
+ 2iλ
∞∑
l,m=−∞
a¯lamdn+l−m(k) + 4ik2dn(k)− 2kan − icn
}
N
einωt = 0, k ∈ D¯01 .
This yields the infinite hierarchy of algebraic equations (3.8). The requirement that
dN,n(k) has a removable singularity at each zero k1(n) of 4k
2 + nω = 0 in ∂D01 then
yields (3.7). This completes the proof. ✷
Remark 5.1. In the above proof, we assumed that ‖uN (·, t)‖L1([0,∞)) remains bounded
as t → ∞ for each N ≥ 1. This assumption can be weakened if V approaches V b
faster than O(t−7/2). For example, suppose (3.4) is replaced with
uN (0, ·) − gb0N ∈ S([0,∞)), uNx(0, ·) − gb1N ∈ S([0,∞)), N ≥ 1. (5.19)
Then the conclusion of Theorem 3.2 remains valid under the weaker assumption that,
for each N ≥ 1,
‖uN (·, t)‖L1([0,∞)) grows slower than some power of t as t→∞. (5.20)
Indeed, fix N ≥ 1 and let K ∈ D¯01 be a zero of sin(2k2τ). By (5.20), there exist a
P > 0 such that (cf. equation (5.15))
QN (t, k) ≤ CtP , Im k ≥ 0, t ≥ 1. (5.21)
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On the other hand, it follows from (5.19) and (5.9a) that there exists a B ≥ 0 such
that, for any A > 0,
|QN (t, k) −QbN (t, k)| ≤
C
tA|k −K|B , (5.22)
for all k ∈ D01 close to K and all t ≥ 1. Let t0 ≥ 1. Using the periodicity of QbN , the
inequality (5.21), and the estimate (5.22) with A = 4BP , we find
|QbN (t0, k)| = |QbN (t0 + nτ, k)|
≤ |QbN (t0 + nτ, k)−QN (t0 + nτ, k)|+ |QN (t0 + nτ, k)|
≤ C
(t0 + nτ)4BP |k −K|B + C(t0 + nτ)
P ,
for each integer n ≥ 0. Now assume k(s), s ∈ [0, 1], is a continuous path in D01 such
that k(0) = K. For each sufficiently small s, there exists an n = n(s) such that
|k(s)−K|− 14P ≤ t0 + n(s)τ ≤ |k(s)−K|−
1
2P .
Then (t0 + n(s)τ)
−4BP |k(s)−K|−B ≤ 1 and (t0 + n(s)τ)P ≤ |k(s)−K|−1/2. Hence
|QbN (t0, k(s))| ≤ C + C|k(s)−K|−1/2,
for all small enough s. This shows that QbN (t0, ·) cannot have a pole at K. Thus
QbN (t0, k) is a bounded function of k ∈ D01 and the conclusion of Theorem 3.2 follows
as in Step 5 above.
Remark 5.2. The above proof shows that the perturbative coefficients {QN (t, k)}∞1
and {QbN (t, k)}∞1 do not have poles in ∂D01 . This result only holds in the perturbative
limit. Indeed, consider the example of stationary one-solitons. For these solitons (see
[11])
Q(t, k) =
(µ1(0, t, k))12
(µ1(0, t, k))22
=
√
ωeitω√
ω sinh(γ) + 2ik cosh(γ)
and
Qb(t, k) =
(E(t, k))12
(E(t, k))22 =
√
ωeitω√
ω sinh(γ) + 2ik cosh(γ)
.
Hence Q(t, k) = Qb(t, k) has a simple pole at k0 =
i
2
√
ω tanh(γ). If γ ≥ 0, k0 lies in
∂D01. The existence of this pole is related to the zero of a(t, k) which generates the
soliton. Indeed,
a(t, k) =
2k − i√ω tanh(γ)
2k + i
√
ω
has a simple zero at k0. Thus, for γ ≥ 0, both sides of the generalized global relation
(5.1) have simple poles in ∂D01 , whereas in the perturbative limit no such pole may
exist.
Remark 5.3. The perturbative expansion of the exponential eiΩ˜(k)t typically gen-
erates secular terms involving powers of t, see (5.10). One advantage of considering
the quotient Q(t, k), which does not involve eiΩ˜(k)t, is that these secular terms are
avoided.
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