This paper analyzes the influence of the long-run decline in US energy intensity on projections of energy use and carbon emissions to the year 2050. We build on our own recent work which decomposes changes in the aggregate US energy-GDP ratio into shifts in sectoral composition (structural change) and adjustments in the energy demand of individual industries (intensity change), and identifies the impact on the latter of price-induced substitution of variable inputs, shifts in the composition of capital and embodied and disembodied technical progress. We employ a recursive-dynamic computable general equilibrium (CGE) model of the US economy to analyze the implications of these findings for future energy use and carbon emissions. Comparison of the simulation results against projections of historical trends in GDP, energy use and emissions reveals that the range of values for the rate of autonomous energy efficiency improvement (AEEI) conventionally used in CGE models is consistent with the effects of structural changes at the sub-sector level, rather than disembodied technological change. Even so, our results suggest that US emissions may well grow faster in the future than in the recent past. r
Introduction
This paper projects the energy use and greenhouse gas emissions of the US economy to the year 2050, embodying the results of recent work by the authors which indicates that there is substantial variability across industries in the drivers of changes in their energy intensities. Our projections employ a recursive-dynamic computable general equilibrium model of the US economy in which the rates of change in the coefficients on energy use are constrained to match the empirically determined values of various drivers of energyintensity change. We find that the effects of structural changes at the sub-sector level, rather than disembodied technological change, are most consistent with the historical growth rates of aggregate energy use and carbon dioxide (CO 2 ) emissions. Moreover, our results suggest that we may well experience faster growth of emissions than have been observed historically, even when the energy-saving effects of such sub-sectoral changes are accounted for.
To analyze potential climate change, it is necessary to forecast the evolution of the stock of atmospheric greenhouse gases (GHGs) into the far future. These predictions in turn require long-run forecasts of the emission of GHGs, which are based on the projected expansion of the world's economies and their demand for energy from fossil fuels. Making such economic projections raises unusual and uncomfortable problems that do not exist in conventional, shorter-term economic forecasts. Perhaps the thorniest problem is the issue of how to model the effect of technological progress, which, some have argued, has been the major influence on the intensity of fossil fuel use. But the projection of technological change is, in turn, one of the most difficult tasks that economists have undertaken, and the literature is strewn with efforts that are at best only partially successful. The conventional technique for taking technological change into account in making long-term projections of fossil fuel use and their emissions is to assume some continuing ''autonomous energy efficiency improvement'' (AEEI). The basic idea is to specify a declining trend in the coefficients on energy use in the production functions of the simulated economy, with the AEEI parameter being the rate of decline. Use of this device has been justified by the evident reduction in the ratio of energy use to GDP over the last 40 years in many economies, especially those which are industrialized. The AEEI's first recorded use appears to be Edmonds and Reilly (1985) , who constructed an energy-economic simulation model in which the coefficients on energy use in the economy's sectoral production functions were made to decline according to the inverse of an index of energy-saving technological progress. This trick is still used in state-of-the-art intertemporal computable general equilibrium (CGE) models for climate policy analysis (e.g. Bernstein et al., 1999; Paltsev et al., 2005) .
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The need for the AEEI arises because, without drastic changes in prices and economic quantities, the production and utility functions in the economic simulations used to project energy use and GHG emissions retain the characteristics of their initial conditions when run forward into the future. This problem occurs because there are a range of processes that are imperfectly represented within these models. The main contributor is the use of homogenous production and utility functions such as the multilevel Cobb-Douglas or constant-elasticity of substitution (CES) functions with fixed distribution and elasticity parameters, whose homothetic, input-share-preserving character tends to maintain both the ratio of energy use to economic output and the structural composition of the economy that prevails in the initial period. The result is that in the absence of exogenous shocks simulation models generally lack the ability to endogenously generate important trends in the inter-sectoral evolution of the economy that one might expect over a long time-horizon.
The upshot of these difficulties is that model projections of the future growth of energy use and emissions may have significantly different characteristics from the corresponding historical time series. In particular, without some adjustment that reduces the coefficient on fossil fuel inputs in the models' production functions, energy use and GHG emissions over the twenty-first century rise to levels that are deemed implausibly high by modelers and policy makers alike. Thus, as a practical matter, the AEEI is a ''fudge factor'' which allows the results of climate-economy simulations to be tuned according to the analyst's sense of plausibility. Nevertheless, it has long been recognized that the AEEI is also a short-hand approximation for several, more fundamental processes. Energy-saving technological progress, which is implied by its namesake, is only one of these. Others are the shift in the composition of the economy toward activities that demand smaller quantities of fossil fuels (i.e., structural change), environmental policies restricting the use of fossil fuels and the removal of ''market barriers'' to the diffusion of more energy-efficient technologies, in a sense that has not as yet been precisely defined (Williams, 1987 (Williams, , 1990 Williams et al., 1987; Weyant, 2000) .
Without the means to attribute the observed changes in energy intensity to the processes outlined above, the origins of the AEEI remain unknown. Values of this parameter employed in modeling studies have tended to cluster around one percent (Weyant, 2000) , but, as Manne and Richels (1990) acknowledge, there is no well-established empirical basis for such a secular decline in the coefficient on energy. Indeed, studies of the US economy by Jorgenson and Fraumeni (1981) and Jorgenson (1984) find an energy-using bias of technical progress in the majority of US industries over the period , which is inconsistent with the assumption of energy-saving technical change, so much so that Hogan and Jorgenson (1991) argue that the AEEI may actually be negative.
Still, the last 50 years have seen a marked decline in aggregate energy intensity, which has coincided with substantial shifts in the composition of output. In a previous paper (Sue Wing and Eckaus, 2004) , we decomposed the trend in the energy-GDP ratio into the contributions of structural change and shifts in the intensity of energy use within individual sectors in order to highlight the importance of the latter effect. Our econometric estimations in that paper also indicated that while these intra-sectoral reductions in intensity were driven by the substitution of variable inputs and the embodied energy-saving technology within accumulating stocks of capital (particularly equipment and information technology), the overall influence of disembodied technological progress was small and, moreover, energy using in its overall character.
The present paper takes a first step toward using these empirical results to constrain the values of the AEEI parameter in CGE models for climate policy analysis. Section 2 develops a theoretical framework for attributing changes in aggregate energy intensity to the influences of prices and technology on changes in the mix of industries and changes in the efficiency of energy use within industries. We demonstrate the sensitivity of the results of this procedure to the level of sectoral aggregation, and show that the measure of efficiency's influence on the energy intensity of broad sectors may be substantially contaminated by the effects of sub-sectoral changes in industrial composition. Consequently, the influences of structural and efficiency changes on energy intensity vary widely, not only among industrial sectors but also between industries and final consumption, and may sometimes have an energyusing effect rather than an energy-saving effect. The general implication is that it may be more appropriate to model the AEEI as a vector of values applied to different industries, whose elements vary both in magnitude and sign.
In Section 3, we take our analysis a step further by imposing our empirically determined, sectorally heterogeneous rates of change in the components of energy intensity as trends in the coefficients on energy use in a CGE model of the US economy. Section 4 presents and analyzes the model's projections of GDP, energy use and emissions to 2050. Our results highlight the importance of specifying an AEEI parameter for the household sector's consumption of energy. We also find that the trajectories of energy use and emissions generated by simulations with the ''consensus'' value of one percent for the AEEI differ markedly from those in which we impose the effect of disembodied technological progress on energy intensity within the detailed industries that make up the broad sectors in our model. However, they are consistent with simulations in which the AEEI values reflect the changes in energy intensity at the sub-sector level, and the AEEI for the household sector reflects the historical declines in energy's share of consumption expenditures. Nevertheless, even in these cases the emission trajectories generated by the model are substantially higher than projections based on historical growth rates would suggest, due to a variety of factors that influence inter-fuel substitution. Section 5 concludes.
2. Changes in energy intensity: the influences of substitution and technical progress on the contributions of structural shifts and energy efficiency
Theoretical framework and decomposition analysis
We begin by outlining the mechanisms through which technical progress and shifts in relative prices precipitate changes in aggregate output, energy use and CO 2 emissions. Considering first the effect of a change in the relative price of energy commodities, firms will substitute non-energy inputs for energy and cheaper fuels for more expensive ones. The result will be adjustments in firms' unit costs of production, the quantities of inputs they consume and the output they produce, and changes in their contributions to the output and energy use of the industry sectors to which they belong. In turn, the outputs and energy demands of these more aggregate sectors will change as well, precipitating changes in the shares of the latter in GDP and aggregate energy use. Moreover, holding prices constant, similar effects will arise as a result of interfirm differences in the rate and energy-saving or -using bias of technical progress.
This description suggests that shifts in the aggregate energy-output ratio can be decomposed into the effects of changes in the distribution of firms and industries on energy use and output (i.e., structural change), and those of changes in the intensity with which energy is used per unit of product (i.e., efficiency change). A further implication is that each of these influences embodies price-based and non-price components.
We formalize this intuition using a variant of the simple model developed in Sue Wing and Eckaus (2004) . We consider an economy which is divided into k detailed industry groups, each of which uses energy E and produces output Y. Let E* denote the economy's aggregate energy use and Y* denote its GDP. We assume that at time t aggregate energy intensity is given by the weighted average of the industry sectors' intensities of energy use in that period, where industry k's weight (f k ) is the ratio of its share of GDP to its share of total energy use, and e k,t ¼ E k,t /Y k,t represents the energy intensity of an individual industry at the finest level of detail available:
The effects of prices and technology are easily incorporated in Eq. (1) by assuming that f and e both depend on the economy's price vector, P, as well as its vector of firmor industry-specific technology levels T:
The logarithmic time-derivative of this expression is
which says that the observed fractional change in aggregate energy intensity, q ln(E*/Y*)/qt, is the result of two effects: F*, the change in industries' contributions to aggregate energy intensity, which is a measure of structural change, and C*, the change in energy intensity within industries, which is a measure of efficiency change. We note that this decomposition has the attractive property of being exact in the sense that there is no residual.
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Eq. (2) may be further decomposed into the influences of substitution and innovation on the economic structure's contribution to intensity change (F Ã P and F Ã T , respectively), and on the efficiency's contribution (C Ã P and C Ã T , respectively):
Here, a dot over a variable indicates its time derivative, so that price shocks are represented by _ P and technological change by _ T. While the effect of the latter on efficiency (C efficiency on intensity, but also disentangle their price-and non-price components.
In our previous work, we employed data at the approximate 2-digit SIC level of industry aggregation to first decompose the evolution of aggregate energy intensity into the impacts of structural change and efficiency change, and then estimate the contributions of substitution and technological progress to C*. These aggregate-level results are the starting point for our inquiry into the origins of the AEEI. We build on them by elaborating their underpinnings at the typical level of sectoral disaggregation employed in the CGE models used to simulate the economic effects of climate change mitigation policies.
A key issue which must be dealt with in moving between empirical and computational analyses is the bias induced by aggregation. Suppose that the economy above is represented in a CGE model which only resolves j broad sectoral groupings, with jjjojkj. Letting x j,t ¼ E j,t /Y j,t represent the energy intensity of these aggregated sectors, the aggregate intensity can be specified in the same way as Eq. (1), i.e., as a weighted average of sectoral intensities,
where sector j's weight (o j ) is the ratio of its share of GDP to its share of total energy use, as before. In like manner, the logarithmic derivative of Eq. (4) decomposes changes in energy intensity into measures of structural change,F Ã , and efficiency change,C Ã , which are analogous to the components of Eq. (3), but at a higher degree of aggregation
It is important to note thatF Ã aF Ã andC Ã aC Ã . This is easy to see if we model the energy intensity of each broad sector in the same way as that of the entire economy, i.e., as the weighted sum of the detailed industries that it encompasses:
In this expression, industry k's weight (l k,j ) is the ratio of its share of the output of sector j to its share of j's energy use. Expressing the weights o and l as functions of prices and the state of technology, substituting Eq. (6) into Eq. (5), and simplifying allow us to further decompose the broad structural and efficiency effects as follows: 
These expressions make clear that changes in aggregate energy intensity are made up of: the effects of structural changes at the level of the broad
in each broad sector, the effects of sub-sectoral changes in the structure of output in detailed industries: F Two key implications follow from Eq. (7). First, the aggregate index of efficiency change may be thought of as the sum of the contributions of the price and technology effects in each broad sector,C
These quantities will generally differ among sectors, a fact which calls into question the custom of simultaneously applying a uniform AEEI coefficient in the production functions of different industries. Second, a comparison with Eq. (3) reveals that when the characteristics of detailed industries are observed, the ''true'' disaggregate measures of the effects of structure and efficiency are
The implication is that the more highly aggregated the sectors j, the larger the bias in estimates of both aggregate structural change and sectoral efficiency change, as a result of misattribution of sub-sectoral shifts in the mix of industries to the latter. These are important results, which will figure prominently in our subsequent empirical and numerical analyses.
Although the CGE models' strength is their ability to capture the substitution effects associated with relative price movements, they have only limited ability to endogenously represent the impacts of technical advance. The substitution possibilities represented in a model's sectoral production functions therefore tend to capture the effect ðF T . The missing effect of technological progress can then be captured by using these indices to adjust the coefficients of the model's production and demand functions over time.
In this regard, our previous results suffer from several limitations. First, they cannot be used to develop measures of the non-price components of either sub-sectoral changes in industrial composition, F 0 j;T , or broad structural change,
We have not separately estimated the influences of variable input price changes, capital accumulation and technological progress on the impacts of changes in the weights l k,j or o j . Consequently, we lack accurate estimates of the composite impact of non-price influences at the subsectoral level, ðF 0 j;T þ C 0 j;T Þ. We are able, however, to approximate the effect C 0 j;T . Our earlier econometric analysis, which regressed industries' energy-output ratios on variable input prices and the input quantities of five different types of capital, attributed observed changes in e k to the influences of substitution and capital accumulation. The regression equations also included a time trend, whose estimated coefficient,â Etk , indicates the average secular trend in energy intensity which is customarily attributed to the effect of disembodied technological change. We therefore approximate the technological component of efficiency change in each broad sector as
We are careful to emphasize that Eq. (8) only captures the effect of disembodied technology, not innovation, which has been capitalized into industries' stocks of quasifixed inputs.
Our admittedly imperfect remedy to the lack of appropriate estimates is to compute indices of the combined price and nonprice effects of structure and efficiency at the sub-sectoral level:
and C 0 j;T . We employ the latter two variables to bound the range of the AEEI in the sectoral production functions of a CGE model. In particular, (F 0 +c 0 ) assumes that the relevant sub-sectoral impacts are omitted entirely in the model's solution, while C 0 T assumes that they are fully incorporated. All of these measures are biased indicators of the true value of the AEEI. The first three will be contaminated by the influence of prices to an unknown degree, while the last omits the effects of non-price influences on sub-sectoral structural change. Nevertheless, this approach allows us to use the empirical estimates we have to at least partially constrain the range of values for the AEEI within various industries.
An additional problem is the lack of estimates of the technology component of the effects of structural changes at broad sectoral scales,F Ã T . Historically, a powerful driver of the sectoral succession represented by this index has been changes in the final demands for industries' outputs associated with the introduction of new goods or improvements in the characteristics of existing commodities. In particular, the decline in energy's share of households' expenditure in conjunction with falling energy prices has been cited as evidence of energy-saving progress in the technology of consumption. 2 The implication is that the AEEI exists not only within industries, but at the level of final energy use as well. Indeed, the foregoing process has been parameterized using a secular decline in the coefficient on energy in models' end-use demand functions.
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We too adopt this strategy in an attempt to proxy for the effect ofF Ã T . The industry focus of our earlier analysis cannot be used to derive the necessary estimates of the AEEI for the household sector. Furthermore, it is not possible to disentangle how much of the decline in energy's share of consumption is due to technological progress alone without an additional, dedicated econometric analysis. Our partial solution is therefore to attribute the historically observed average change in energy's share of final expenditure to technical progress. As with our sectoral estimates above, this measure is contaminated by the influence of prices to an unknown degree. We attempt to mitigate this shortcoming by performing a sensitivity analysis which illustrates the effect of different values of the final-use AEEI on the emission projections of a CGE model.
Sectoral contributions to energy intensity change
We begin by accounting for the influence of technological progress on the contributions of broad sectors to changes in aggregate intensity. First, however, it is useful to review the results of our previous analysis, which computed chained indices of F* and C* using data on the quantities of output and energy input for the 35 detailed industries in Table 1 . These data are taken from the KLEM dataset developed by Jorgenson and associates. 4 We also constructed chained indices of the joint impact of changes in structure and efficiency (F*+C*), and of the change in the aggregate energy-GDP ratio, q ln(E*/Y*)/qt, which we compute using real GDP from the NIPAs and aggregate energy consumption from DOE/EIA (2004) .
The results are shown in Fig. 1 , which indicates that the marked reduction in aggregate energy intensity was primarily due to changes in the sectoral composition of the economy prior to 1973. This change is responsible for a 14 percent decline in aggregate energy intensity from its 1958 level, but is largely offset by a decline in energy efficiency within industries. After the first OPEC oil shock, the effects of the two sources of change are virtually reversed, however. Subsequently, throughout the 1980s and 1990s, changes in the sectoral composition of output have little persistent impacts on aggregate energy intensity, while industries' energy efficiency rises rapidly until the end of the sample period, by which point their energy-output ratio is 25 percent below its 1958 level.
Moving to the level of broad sectors, we construct chained indices of the effects F 0 , C 0 , q ln x j /qt and C 0 j;T ,
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using the Jorgenson dataset and our previous econometric estimates ofâ Etk . We present the results for the years 1980-1996, the period that is most recent (and therefore relevant) and coincides with a sustained reduction in aggregate energy intensity of the kind used to casually justify the existence of the AEEI. The set j is given by the 10 broad sectors in Table 1 ; however, we focus our attention on the non-energy sectors of the economy, because it is within these industries that policy models usually apply the AEEI to generate a reduction in energy use per unit output.
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The results of our calculations are shown in Fig. 2 . Panel A indicates that changes in the mix of industries within the large sectors gave rise to modest reductions in aggregate energy intensity, and that their influence on individual sectors varied substantially. For example, the energy intensity of services declined rapidly in the early 1980s but stagnated thereafter, while in the rest-of-economy aggregate of mining and construction industries intensity fluctuated before increasing substantially after the late 1980s. The influence of the changes in energy efficiency of the industries within each aggregate sector is shown in panel B. In line with Fig. 1 , the economy-wide effect of these changes has been to substantially reduce the overall energy intensity, with the reductions in the rest-of-economy sector being the largest and those in the transportation and electricity sectors being the smallest.
Panel C traces the joint effects of the two prior influences. Together, they are responsible for large reductions in energy intensity at both the sectoral and the aggregate levels. The energy-intensive, manufacturing and service sectors all exhibit greater-than-average reductions in energy intensity, while the reverse is the case for the restof-economy aggregate.
Panel D shows the estimated effects on changes in energy intensity due only to disembodied technological progress at the sub-sector level, which are perhaps the most surprising results. Overall, the effects of technological change are energy using. Indeed, the effect is energy saving only for the transportation sector. While technologically induced increases in energy intensity are modest in the manufacturing, energy-intensive and residual sectors, the effect in the service sector is substantial. The time series described above are summarized in Table 2 as annual average rates of change. The effects on energy intensity of the structural changes at the sub-sector level in panel A (F 0 ) are generally smaller in magnitude than those of the efficiency changes in Panel B (C 0 ). However, while the former effect has uniformly reduced the energy intensity of the aggregate sectors, the latter is equivocal in its influence, increasing the energy intensity of energy-supply industries. The joint effect of 
Impacts of broad structural change on energy intensity
Our final empirical task is to estimate how shifts in the structure of consumption might influence the effect of changes in the mix of broad industries on the energy-GDP ratio. To do this, we use data from the NIPAs to estimate the average annual rate of change in the consumption shares of our aggregate fuel sectors from 1980 to 2000. These rates of change are shown in Fig. 3 . The shifts in the trends in consumption shares of motor gasoline, fuel oil and coal and natural gas follow similar patterns, over the decade of the 1980s falling from growth into steep decline, contracting slowly throughout the 1990s and finally exhibiting a small expansion by the end of the decade. By contrast, electricity's share of consumption shrank much less dramatically over the early part of this period, and has shown a slow and steady contraction. It is customary to omit the AEEI in the energy-supply sectors of a CGE model (see, e.g., Paltsev et al., 2005) . Otherwise, its inclusion causes a reduction in the quantity of resource inputs necessary to produce energy commodities, which, along the solution trajectory, can create problems for energy and CO 2 accounting so much so that the models' economic solution may violate the laws of thermodynamics! 6 Obviously, we cannot resolve structural changes within those sectors which correspond to detailed industry groupings in the Jorgenson dataset. This result reflects our previous finding that disembodied technical change had a statistically significant impact in 18 of the 35 industries we considered, in ten of which its effect was energy using. This provides some support for Jorgenson's argument that the predominant influence of technological change is energy using. 1 9 6 0 1 9 6 2 1 9 6 4 1 9 6 6 1 9 6 8 1 9 7 0 1 9 7 2 1 9 7 4 1 9 7 6 1 9 7 8 1 9 8 0 1 9 8 2 1 9 8 4 1 9 8 6 1 9 8 8 1 9 9 0 1 9 9 2 1 9 9 4 1 9 9 6 Percent change from 1958 level 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 Year 1996 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 Year Percent change from 1980 level 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 The dashed horizontal lines plotted in Fig. 3 indicate the average annual rates of change of the shares of the different fuels over the entire period in question. These values are summarized in panel E of Table 2 . Although their negative values confirm the decline in energy's share of consumption identified by other authors, we are quick to re-emphasize that these averages reflect additional influences besides the effect of energy-saving technology. Thus, similar to our estimates in panels A-C, the rates of change tabulated in panel E do not isolate the effects of substitution responses to changing energy supply and demand conditions from the secular trend in energy intensity. Consequently, they are likely to overestimate the true impact of technology on the coefficients on energy goods in consumers' demand functions.
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We now turn to the question of what these results imply for the projection of CO 2 emissions into the long-term future.
Model description and experimental setup
To investigate the effect of the foregoing factors on future CO 2 emissions, we incorporate the results of the previous section into a recursive-dynamic CGE model of the US. The model treats households as a single representative agent, aggregates the firms in the economy 1980-1996. b 1980-2000. c In the absence of data to further disaggregate the fuel categories in the NIPAs, we attribute the rate of change in the consumption share of fuel oil and coal to coal alone. into 11 industry sectors, and solves for a sequence of static equilibria over the policy horizon 2000-2050 on a 5-year time-step. Industries are treated as representative firms and are modeled using nested constant elasticity of substitution (CES) production functions according to Bovenberg and Goulder's (1996) KLEM structure and parameterization. The representative agent divides her income from factor rentals to the firms between consumption and saving/ investment, which is determined by a balanced growth path condition. The path of the economy through time is driven by expansion of the aggregate labor supply at the rate of population growth, growth of the aggregate capital endowment through accumulation, growth of labor and capital in efficiency units due to augmentation at the rate of total factor productivity increase. The details of the model's structure and parameterization are given in Appendix A. Most relevant to our purposes here, we scale the coefficients on the inputs of energy commodities to nonenergy industries and the consumption of the representative agent according to assumed rates of autonomous change in energy intensity.
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8 Using the empirical estimates developed in Section 2, we conduct a number of numerical experiments, whose characteristics are described in the cases outlined in Table 3 . Focusing first on the industries in the economy, we first simulate a control run with no AEEI (I), before setting the AEEI to the commonly used value of one percent in non-energy sectors (II). Runs III and IV assess the implications of using our empirical results to bound the values of the AEEI. Here, the values of the AEEI in non-energy sectors equal the rates of change of the components of energy intensity given in panels C and D of Table 2 , respectively. Lastly, in run V, we investigate the importance of differentiating the AEEI by sector. We perform a simulation with a uniform AEEI coefficient equal to the average rate of decline in aggregate energy intensity in run III. 9 We repeat these five runs for three settings of the AEEI in the household sector: (a) no trend in energy's share of consumption, (b) a common one-percent decline in the consumption of all energy commodities and (c) reductions in the coefficients on energy in the household's expenditure function at the rates of historical decline given in Fig. 3 .
Finally, in order to evaluate the reasonableness of the model results, we need a yardstick against which to judge their performance. As the model simulates the growth of GDP, energy use, intensity and CO 2 emissions over the coming half-century, a natural candidate for a counterfactual is the corresponding rates of change in these variables over the past 50 years, which are shown in Fig. 4 . The historical average annual rates are 3.5 percent for GDP, 2.2 percent for energy use, À1.3 percent for energy intensity and 1.6 percent for emissions. But assuming that the future projections ought to be consistent with these trends is not without controversy, as Section 4 illustrates.
Results and discussion
The major features of solutions to 2050 of the CGE model with alternative specifications of the AEEI parameter are presented in Table 4 . We begin our discussion with an examination of the cases, which correspond to a zero value for the AEEI in the household sector.
Panel A of the table summarizes the feedback effect of the assumed improvements in energy intensity on GDP. In the base case where the AEEI is zero within industries (Case I(a)), the annual rate of GDP growth falls from 3.5 percent in 2010 to 3.1 percent in 2050. The slowdown is due to the decline in the rate of growth of the labor force, diminishing returns to new investment, and the increasing cost of extracting resources in the energy supply sectors. To the extent that the AEEI diminishes sectors' demand for scarce and relatively costly energy inputs, it will boost the growth of aggregate output. Likewise, GDP growth rates in cases II(a) and III(a) with larger AEEI values are slightly higher. Case IV(a) is the exception, as the AEEI attributed to the estimated effect of technical progress on energy use actually increases energy intensity in the energy-intensive sector, manufacturing industries and, especially, services. Because these sectors' shares of aggregate output rise over time, the increased intensity of use of costly energy inputs slows the growth of the entire economy. Notwithstanding all these effects, the overall influence of the AEEI on GDP is very slight. Average annual rate of change in consumption expenditures by fuel 8 We do not apply the AEEI to the energy-producing sectors in our model, because of the problems that this creates for the ability to account for flows of energy in the simulated economy. Imposing a declining trend on the coefficient on energy resource inputs to the energy supply sectors progressively increases the quantities of energy outputs which can be produced from given quantities of resources, which quickly raises the simulated efficiency of energy conversion to the point where it violates the laws of thermodynamics. McFarland et al. (2004) discuss this issue as it pertains to the representation of electric power generation in a CGE model. 9 We thank a referee for suggesting this test to us.
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The specification of the AEEI does have important consequences for the growth rate of aggregate energy use, however, as panel B illustrates. Again, with the exception of Case IV(a), the effect of the specified alternative values of this parameter is to slow the growth of energy use relative to its rate in the absence of an AEEI in Case I(a). In the early years, growth of energy use slows by only a small amount, but by the end of the simulation its value is more than 10 percent smaller than in Case I(a). A uniform one-percent AEEI value (Case III(a)) has the strongest influence in this regard, while for the reasons cited above technical progress alone (Case IV(a)) has the opposite effect of increasing the growth of energy use relative to the baseline.
As indicated in Panel C, these changes in energy use generally translate into a decline in the aggregate energy-GDP ratio. Interestingly, aggregate energy intensity declines over the simulation horizon even without the AEEI, as constraints on the supply of energy resources raise the relative prices of energy inputs to production and consumption, which induces substitution toward nonenergy commodities. As with total energy, the largest reductions in intensity occur in the early periods before onset of the deceleration in GDP growth. By the end of the simulation horizon, an AEEI of one percent (Case II(a)) results in the largest decline in intensity, while setting the AEEI at the rate attributed to technical progress alone (Case IV(a)) generates a sizeable intensity increase.
The effects of the AEEI on the growth of CO 2 emissions, shown in Panel D, are similar to its influences on energy. Like aggregate energy use, declining growth rates of emissions occur everywhere except case IV. Emissions grow fastest when the AEEI is zero or is set equal to the rate of intensity change attributed to technological progress. The next highest growth of emissions occurs when structural and efficiency changes are attributed to the AEEI, while setting the AEEI to one percent yields the slowest growth in emissions. An interesting feature of the table is that the simulated growth rates of aggregate variables in Cases III and V are almost identical. This result suggests that our empirically based estimates produce different trajectories of energy use and emissions because of the difference in the magnitude of their aggregate energy-saving effect, as opposed to the manner in which such influences are distributed across sectors with heterogeneous demands for fossil fuels with different carbon contents.
Overall, the model results are more consistent with historical average growth rates in their projections of GDP than either energy use or CO 2 emissions. Such overestimation of energy and emissions relative to historical trends is precisely the problem that motivates the need for the AEEI, and is an issue to which we return below.
First, however, we examine the results of the simulations in which the value of the AEEI for the final consumption of energy goods was set at one percent (the (b) cases). Within this suite of model runs the overall characteristics of the solutions for the different values of the AEEI within industries are similar to those in Cases I(a)-VI(a). In the (b) cases, however, GDP growth rates are slightly higher, reflecting the additional influence of the consumption AEEI in alleviating the costs of energy in generating output, while energy use and emissions experience substantially slower growth, and energy intensity exhibits a much faster decline.
While the relative importance of the differing specifications of the industry AEEI in cases I-V remain unchanged, the magnitudes of the changes wrought by variations in the values of this parameter diverge markedly. Where the AEEI within industries is zero, the growth of energy use and emissions slows by 6-7 percent and the rate of decline in energy intensity more than doubles relative to the corresponding scenarios with a household sector AEEI of zero. In Case IV, there is a substantial attenuation of growth in the level and intensity energy use early in the simulation, but not in later periods. Setting industries' AEEI values at one percent results in 10 percent slower growth in energy and emissions than the corresponding cases with no AEEI in the household sector, while setting the AEEI at the rates attributable to structural and efficiency change (Case III(b)) slows the increase of energy and emissions by 10-14 percent relative to the corresponding earlier case.
The resulting energy and emission projections are much closer to the historical average rates of growth than those in Case (a), which indicates the importance of changes in the structure of consumption away from energy. The simulated rates of growth of energy use are within a few tenths of a percent of the historical long-run average, especially in Case II(b). However, simulated trajectories of emissions still increase at rates 35-165 percent faster than projections based on history would suggest.
The last five rows of Table 4 summarize the effects of setting the household sector AEEI at the historical rate of change in the expenditure shares of the different energy commodities (Case (c) ). While the general patterns in these results mirror those just discussed for the (b) cases, GDP growth rates remain essentially unchanged, while the growth rates of aggregate energy use and emissions slow by a further 2-6 percent. As before, the results of Case II(c), in which the combined effects of structural change and efficiency improvement are attributed to the AEEI, match the historical growth of energy use most closely. But even here the simulated growth rates of emissions remain some 25-167 percent higher than seen in recent history.
Despite the fact that the trends in the aggregate variables simulated in the Case (c) model runs are closer to their corresponding historical averages, one might expect the rapid rates of decline in coal and natural gas consumption due to the AEEI to have a more dramatic effect on energy use and emissions. However, as indicated in the social accounting matrix (Fig. A-2) , final demands account for half of total electricity use, one third of total petroleum and natural gas use and only a negligible fraction of coal use. The large values for the AEEI in the household sector therefore directly influence only a fraction of the least polluting components of aggregate energy demand (i.e., petroleum and natural gas), while their strongest influence on carbon emissions remains indirect, reducing the demand for electricity generated from coal.
Our assessments of the agreement between historical trends and the GDP, energy use and emissions series produced by the model under the various parameter assumptions are summarized in Table 5 . Our goodnessof-fit statistic is the coefficient of variation (CV), which measures the average of the absolute deviations of the simulated trajectories of the variables from the relevant baseline historical growth rates.
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The growth rate of TFP, which is the key exogenous parameter that controls the model's dynamic behavior, is calibrated to achieve reasonably good compliance with historical GDP growth. Yet despite this, the projected rates of growth of output steadily diverge from the long-run historical trend, on average deviating from the benchmark by approximately six percent, as indicated by panel A of
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A more traditional method of establishing the consistency between the model's solution and historical trends is backcasting analysis (see, e.g., Dowlatabadi and Oravetz, 2006) . We do not undertake such analysis here due to the considerable effort necessary to make valid comparisons between model results and observations. Of particular concern is the need to control for factors that CGE simulations will have difficulty capturing endogenously, such as historical shifts in industry structure, exogenous price shocks, or non-market influences such as regulatory changes. To fully elucidate the implications of these forces for model construction and calibration requires a separate investigation, which we defer to future research.
the table. Nonetheless, we consider our results to be a reasonable approximation, considering the limitations of our empirical estimates and modeling approach.
By comparison, panel B indicates much less agreement between the simulated trajectory of energy use and the historical trend. Across cases I-V the main features of the pattern of errors are as follows. We have seen that the simulations tend to exhibit higher growth rates of energy use than have prevailed historically. This phenomenon is most apparent in the cases, where the AEEI is zero or is attributed to the effect of technical change within industries. Within industries, the AEEI is consistently associated with the smallest deviation from the historical trend in energy when it is set at the one-percent consensus value, or where it is attributed to sub-sectoral changes in the energy intensity within industries. Viewed in the context of Eq. (7), this is a key finding which casts doubt on the popular attribution of the AEEI to energy-saving changes in technology.
The results also highlight the importance of including a declining trend in energy's share of consumption in the model. A household sector AEEI value of zero gives rise to CVs on the order of 27-85 percent. Increasing the value of this parameter to one percent lowers the range of average deviations to 11-77 percent, while specifying the AEEI as the historical rates of change of energy expenditure shares gives rise to deviations of 4-75 percent. As the results in panel C illustrate, the implication is that these AEEI values in the household sector enable the model's projections to be more consistent with historical trends in energy intensity, especially in conjunction with industry AEEI values that reflect sub-sectoral intensity change.
We once again qualify our results by noting that the AEEI, which we specify in the household sector reflects the joint impacts of substitution, technological progress, or other non-price phenomena such as changes in tastes or the introduction of new goods. Given that substitution by the representative agent in the model also influences aggregate energy use, it remains unclear how robust these results may be to specifying the household sector AEEI as only the non-price component of the decline in energy's share of consumption. Given the large impact on emissions exerted by this parameter, an empirical investigation to isolate the secular component of this decline is a priority for future work.
The fact that the average deviations of simulated emissions from historical trends shown in panel D are larger than the corresponding figures for energy use and intensity in panels B and C suggests that the model's projections of inter-fuel substitution are either not as large as occurred historically, or embody progressive shifts toward more carbon-intensive fuels such as coal. Such influences reflect the changes in the vectors of energy prices and quantities, which are solved for by the general equilibrium sub-model at each time step. Therefore, in order to understand the origins of this phenomenon we examine the details of the model's solutions. Table 6 summarizes the average rates of growth of the prices and quantities of energy commodities across our suite of model runs. The prices of energy commodities tabulated in panel A change very little over time. In all cases, the price of electricity declines and the price of coal increases monotonically throughout the simulation. The patterns of growth in coal and electricity prices are largely insensitive to the different specifications of the AEEI in the household sector. However, the latter is much more responsive to the specification of the AEEI across industries. The price indices for petroleum, natural gas and aggregate energy behave similarly to one another. In the absence of an AEEI in the household sector, these prices generally increase, where the AEEI for industries is zero or energy-using (Cases I and VI) and for the most part decline where it is energy-saving (Cases II, III and V), but exhibit net declines as the value of the household sector AEEI increases. In general, the larger the values in both specifications of the AEEI, the faster the shift inward of the demand curve for energy, and the slower the growth or the faster the decline exhibited by energy prices, as one might expect.
The growth rates of the quantities of energy commodities tabulated in panel B explain the progressive increase in CO 2 emissions relative to energy use. Despite the rapid rise in coal's price, demand for that fuel increases substantially in the majority of simulations. The origin of this behavior is the high value of the resource supply elasticity parameter in the coal sector relative to that for crude oil and gas mining.
11 Additionally, the low value of this elasticity in , where x is the simulated average annual rate of change for the variable in question,x is the corresponding historical average rate of change from Fig. 4 , and t ¼ {1,y, T} is the number of future periods projected by the model.
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Table A-1 gives the values of this parameter (Z R ), which determines the responsiveness of the size of the endowment of natural resource inputs the carbon-free electric sub-sector explains why electricity from nuclear and renewables is the slowest-growing form of energy in almost all runs of the model.
As with prices, the growth rates of the quantities of coal and primary electricity are insensitive to the magnitude of the household sector AEEI. By contrast, the quantities of natural gas and petroleum used by the economy are generally more responsive to the AEEI, especially in Case II, where the growth in the use of these fuels is significantly attenuated by the combined effects of the industry and household specifications of the AEEI. Interestingly, the growth rates of petroleum and natural gas use are similar when the household sector's AEEI is zero, but when this parameter increases the growth rates diverge, with a clear substitution away from natural gas. The overall effect of these substitution patterns is to make the economy progressively more coal-and oil-intensive, raising the carbon intensity of aggregate energy use.
Further, sensitivity analyses can be undertaken to examine the influence of the nested structure of production and the values of the elasticities of substitution on the emission intensity of energy use. However, in the interest of conserving space we leave such experiments to future research.
The final step in our analysis is to examine the implications for projections of energy use and emissions, which are summarized in Fig. 5 . Short dashes indicate the series corresponding to AEEI values which reflect the joint effect of sub-sectoral structural and efficiency changes (Case III). Long dashes identify the series with the slowest increases of energy and emissions, which correspond to the one-percent value for the AEEI (Case II). Solid lines identify the series with the fastest increases of energy and emissions, which reflect the isolated technological component of efficiency changes in detailed industries (Case IV). Squares, diamonds and triangles indicate, respectively, the series for which the rate of decline of the coefficient on energy goods in the household sector is zero, one percent, or given by the historical averages in Table 2 .E. By way of comparison, the crosses illustrate the 5-year data points of the reference case energy and emissions forecasts from the 2007 Annual Energy Outlook (DOE/EIA, 2007) , while the heavy solid lines are the projections of these variables from benchmark levels using the corresponding historical rates of growth.
The ranges of projections of energy use and emissions are spanned by Cases II and IV, in 2050 extending from 310 to 706 exajoules (EJ) of energy and 16.5-44.6 GT of CO 2 . This divergence indicates the importance of assumptions about the character and magnitude of non-price influences, and suggests that the effect on aggregate energy use and emissions of the AEEI within sectors is six times as large as that of the AEEI in consumption. Even so, our model projections are uniformly higher than EIA's forecasts, which, notably, lie below the historical trends. By 2050, the latter predict energy use of 138 EJ and CO 2 emissions of 8 GT for the US economy. In that year, the gap between the projection of history and the closest simulated trajectory (Case II(c)) for energy is 62 EJ, or 31 percent of the historical benchmark, while for emissions the a Quantity-weighted average of coal, electricity, natural gas and petroleum prices. b Primary electricity (nuclear and renewables) only.
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(footnote continued) to a given industry to the price of that sector's output. The values used here are based on econometric estimates by Dahl and Duggan (1996) and assumptions discussed in Sue Wing (2001) . To test whether the results were being driven by this parameter, we simulated the cases discussed in the text with Z R set to 0.5, or 25 percent of its benchmark value. The resulting growth rates of aggregate energy use were only slightly smaller than those reported in the text.
more carbon-intensive fuel mix accounts for a minimum deviation of 3.1 GT of emissions, or 33 percent of the historical benchmark. These results suggest that the disposition of future energy supplies is likely to result in significantly higher CO 2 emissions than has been the case in recent history, despite substantial energy-saving structural and technological change. Of course, there are numerous reasons why one might expect the future to differ from the past. If technological progress in oil and gas mining does not keep pace with the depletion of the petroleum resource base then the long-run marginal costs and relative prices of these commodities will rise over time, inducing firms to substitute toward coal. One might also expect less vigorous substitution of less carbon-intensive forms of energy for coal in the future due to the low likelihood of additional environmental restrictions on coal use on the scale of those in the past 50 years.
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Nevertheless, we cannot rule out the possibility that this puzzling feature of our simulation is simply the result of misspecification of the CGE model's structure and parameters, especially if projections based on history are considered ''truth''. We have noted that our empirical estimates do not resolve the technological components of structural change, either at the sub-sectoral level or across broad sectors. Remedies for these shortcomings await further econometric investigation. An additional issue, which we have not discussed is embodied technical change. Our previous econometric research found that the accumulation of certain types of capital-particularly information technology and electrical equipment-were associated with substantial energy efficiency improvements within detailed industries. Integrating these kinds of estimates into our simulations must await the construction of a more complicated CGE model capable of resolving several classes of capital assets in each sector.
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Conclusions
Our main results may be summarized as follows. First and foremost, in multi-sectoral top-down emission projection models, the customarily employed values for the AEEI-whether differentiated by industry sector or specified as a ''one-size-fits-all'' parameter-are unlikely to generate trajectories of energy use and CO 2 emissions which are consistent with historical trends. Although changes in both the price-and non-price components of movements in energy intensity within detailed industry groupings exhibit substantial inter-sectoral variability, which suggests that the AEEI is more appropriately modeled as a vector of values with heterogeneous signs and magnitudes applied to different industries, our simulation results indicate that the AEEI's aggregate energy-saving impact (not its inter-industry distribution) exerts a far larger influence on energy and emission projections.
Second, our empirical findings cast doubt on the popular attribution of the AEEI to energy-saving changes in technology. It might perhaps be more accurate to re-name the AEEI the ''autonomous energy-intensity decline'' (AEID) parameter, in recognition of the fact that structural changes appear to play an important role in not only reducing aggregate energy intensity but also moderating the growth of CO 2 emissions. When we incorporate our empirical results into a CGE model of the US economy, the influence of disembodied technological change on aggregate trends in energy use and CO 2 emissions is the opposite of the conventional one percent per year value of the AEEI. Conversely, attributing sub-sectoral changes in structure and efficiency to the AEEI generates faster reductions in aggregate energy and emissions than does its conventional counterpart.
Third, projections of energy use and emissions are sensitive to changes in the mix of broad sectors in the economy, an influence which is parameterized via the AEEI in the household sector. Our inclusion of the historical rates of decline of energy's share of consumption expenditure in the household sector of the model widens the gap between the results generated using the conventional AEEI and those arising from its specification purely as an industry phenomenon. Across the range the computational experiments conducted, the simulations that included an AEEI for the household sector exhibited trends of energy use that were consistent with projections of historical rates of growth.
Fourth, even in the latter cases, emissions might still increase much more rapidly compared to the average rates of growth of CO 2 over the last 50 years. This result depends on the structural characteristics of the model and the elasticities of substitution and supply used in its numerical parameterization, but based on a variety of factors it seems reasonable to expect that the share of coal in aggregate energy use will increase over the next half century. The consequences will be an increase in the carbon-intensity of energy use and more rapid growth of emissions than has historically been the norm.
There are general cautions for modelers from this exercise. In models with highly aggregated sectors, which employ the conventional specification for the AEEI, the inability to represent inter-sectoral differences in the drivers and effects of sub-sectoral structural change may well result in biased estimates of the future decline in aggregate energy intensity. The implications for CO 2 emission projections are equivocal, because they depend on the way in which the AEEI interacts with the details of model's sectoral aggregation, as well as the structural and parametric attributes of the model's production and demand functions. The corollary is that in relatively disaggregated models where the AEEI parameter does permit the changes in the energy intensity of detailed sectors to be represented, the conventional one percent AEEI value may drastically overstate potential reductions in energy intensity, biasing emission projections downward.
Finally, these conclusions are subject to the caveats that the empirical estimates incorporated into our model do not resolve the technological components of structural change, either at the sub-sectoral level or across broad sectors, nor do they capture the influence of embodied technical change at the sectoral level. Addressing these limitations will likely prove a fruitful area for future econometric and simulation studies.
A.1. The static equilibrium sub-model: a CGE model in a small open economy format
The static equilibrium sub-model is the one used in Sue Wing (2007) , which models the US as an open economy in the same way as Harrison et al. (1997) . Imports and exports are linked by a balance-of-payments constraint, commodity inputs to production or final uses are modeled as Armington (1969) constant elasticity of substitution (CES) composites of imported and domestically produced varieties, and industries' production for export and the domestic market are modeled according to constant elasticity of transformation (CET) functions of their output.
Commodities, which are indexed by i, are of two types, energy goods (coal, oil, natural gas and electricity, denoted eCi) and non-energy goods (denoted mCi). Each good is produced by a single industry (indexed by j), which is modeled as a representative firm that generates output (Y 0 ) from inputs of primary factors (v) and intermediate uses of Armington commodities (x) .
Households are modeled as a representative agent who is endowed with three factors of production, labor (L), capital (K) and industry-specific natural resources (R), indexed by f ¼ {L, K, R}. The supply of capital is assumed to be perfectly inelastic. The endowment of labor is assumed to increase with the wage according to an aggregate labor supply elasticity, Z L , and the endowments of the different natural resources increase with the prices of domestic output in the industries to which these resources correspond, according to sector-specific supply elasticities, Z R . Income from the agent's rental of these factors to the firms finances her consumption of commodities, consumption of a government good, and savings.
The representative agent's preferences are modeled according to a CES utility function. The level of savings is endogenously determined by the aggregate return to capital through an investment demand function that maintains the economy on a balanced growth path in the short run. The government sector is modeled as a passive entity, which demands commodities and transforms them into a government good, the demand for which is assumed to evolve exogenously at the rate of GDP growth. Aggregate investment and government output are produced according to CES transformation functions of the goods produced by the industries in the economy. The demand for investment goods is specified according to a balanced growth path rule.
Industries are modeled according to the multi-level CES production function shown schematically in Fig. A1 , which are adaptations of Bovenberg and Goulder's (1996) KLEM production structure. Each node of the tree in the diagram represents the output of an individual CES function, and the branches denote its inputs. Thus, in the nonresource based production sectors shown in panel A, output (Y 0 j ) is a CES function of a composite of labor and capital inputs (KL j ) and a composite of energy and material inputs (EM j ). KL j represents the value added by primary factors' contribution to production, and is a CES function of inputs of labor, v Lj , and capital, v Kj . EM j represents the value of intermediate inputs' contribution to production, and is a CES function of two further composites: E j , which is itself a CES function of energy inputs, x ej , and M j , which is a CES function of non-energy material inputs, x mj .
The production structure of resource-based industries is shown in panel B. In line with its importance to production in these industries, the natural resource is modeled as a sector-specific fixed factor whose input enters at the top level of the hierarchical production function. Output is thus a CES function of the resource input, v Rj , and the composite of the inputs of capital, labor, energy and materials (KLEM j ) to that sector. In both resource-based and non-resource-based industries, the fungibility among inputs at the various levels of the nesting structure is controlled by the values of the corresponding elasticities of substitution:
The production function for electric power embodies characteristics of both primary and non-primary sectors described above. The top-down model therefore represents the electricity sector as an amlgam of the production functions in panels A and B. Conventional fossil electricity production combines labor, capital and materials with inputs of coal, oil and natural gas according to the production structure in panel A. Nuclear and renewable electricity are generated by combining labor, capital and intermediate materials with a composite of non-fossil fixedfactor energy resources such as uranium deposits, wind energy and hydrostatic head using a production function similar to that in panel B, but without the fossil fuel composite, E. The resulting production structure is shown in panel C, where total output is a CES function of the outputs of the fossil (F) and non-fossil (NF) electricity production sub-sectors. The elasticity of substitution between y F and y NF is s F-NF b1, reflecting the fact that they are near-perfect substitutes.
A.2. Static calibration: data and parameters
We formulate the general equilibrium of the simulated economy in a complementarity format (Scarf and Hansen, 1973; Mathiesen, 1985a, b) . Profit maximization by industries and utility maximization by the representative agent give rise to vectors of demands for commodities and factors. These demands are functions of goods and factor prices, industries' activity levels and the income level of the representative agent. Combining the demands with the general equilibrium conditions of market clearance, zeroprofit and income balance yields a square system of non-linear inequalities that forms the aggregate excess demand correspondence of the economy ). The CGE model solves this system of equations as a mixed complementarity problem (MCP) using numerical techniques.
The equilibrium system described above is numerically calibrated on a social accounting matrix (SAM) for US economy in the year 2000, using values for the elasticities of substitution (based on Bovenberg and Goulder, 1996) and factor supply summarized in Table A1 . The basic SAM is constructed using data from BEA for 1999 on input-output transactions and the components of GDP by industry. The resulting benchmark table was then scaled to approximate the US economy in the year 2000 using the growth rate of real GDP, deflated to year 2000 prices, and aggregated according to the industry groupings in Table 1 .
The economic accounts do not record the contributions to the various sectors of the economy of key natural resources that are germane to the climate problem. Sue Wing (2001) employs information from a range of additional sources to approximate these values as shares of the input of capital to the agriculture, oil and gas, mining, coal, and electric power, and rest-of-economy industries. Applying these shares allows the value of natural resource inputs to be disaggregated from the factor supply matrix, with the value of capital being decremented accordingly.
The electric power sector in the SAM is disaggregated into fossil and non-fossil electricity production (y F and y NF , respectively) using the share of primary electricity (i.e., nuclear and renewables) in total net generation for the year 2000, given in DOE/EIA (2004). The corresponding share of the electric sector's labor, capital and non-fuel intermediate inputs is allocated to the between non-fossil subsector, as is the entire endowment of the electric sector's natural resource. The remainder of the labor, capital and intermediate materials, along with all of the fuel inputs to electricity, are allocated to the fossil sub-sector.
The final SAM, shown in Fig. A2 , along with the parameters in Table A1 , specify the numerical calibration point for the static sub-model. The latter is formulated as an MCP and numerically calibrated using the MPSGE subsystem (Rutherford, 1999) for GAMS (Brooke et al., 1998) before being solved using the PATH solver (Dirkse and Ferris, 1995) . 
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A.3. Dynamic calibration: projecting energy use and CO 2 emissions
Projections of future energy use and emissions of CO 2 are constructed by simulating the growth of the economy to 2050. The static equilibrium sub-model is embedded within a dynamic process, which is responsible for updating the economy's endowments of labor and capital, as well as the supply of imports and demand for exports, and the growth of energy-saving and factor-augmenting technical progress.
Growth of the aggregate labor endowment is determined by the increase of labor supply, which is assumed to occur at the rate of growth of population as specified by the middle series of Hollmann et al (2000) . The value of the aggregate endowment of capital, V K , is scaled according to the growth of the capital stock, KS, assuming a constant rate of return in which I denotes the value of the supply of investment. In each period, the demands for investment and the government good are specified within the static equilibrium subproblem through an ad-hoc side-constraint that attempts to maintain the economy on a balanced growth path CðtÞ Cð0Þ ¼ IðtÞ Ið0Þ ¼ GðtÞ Gð0Þ , (A-3)
where C and G denote aggregate final consumption and government output, respectively. The model's endowments of labor, capital and sectorspecific natural resources in natural units are assumed to be augmented by exogenous technical progress. This is achieved by means of a total factor productivity (TFP) augmentation coefficient whose value is specified to increase from unity in the base year at the average annual rate of TFP growth. The TFP growth rate is calibrated to be 1.5 percent per annum, which results in a long-run average annual GDP growth rate of just under 3.5 percent, comparable to the value in Fig. 4. 14 Single-region open-economy simulations require the modeler to make assumptions about the characteristics of international trade and the current account over the simulation horizon. Since trade is not our primary focus, we simply reduce the economy's base-year current account deficit from the benchmark level at the constant rate of one percent per year.
We project energy use and emissions by scaling the exajoules of energy used and megatons of CO 2 emitted in the base year according to the growth in the corresponding quantity indices of Armington energy demand. We do this by constructing energy-output factors (w E ) and emissionsoutput factors (w C ), each of which assumes a fixed relationship between the benchmark values of the coal, refined oil and natural gas use in the SAM and the delivered energy and the carbon emission content of these goods in the benchmark year. 15 The resulting coefficients, whose values are shown in Table A1 , are applied to the quantities of the corresponding Armington energy goods solved for by the model at each time-step.
