The problem of clustering fingerprint vectors with missing values is an interesting problem in Computational Biology that has been proposed in Figueroa et al. (J. Comput. Biol. 11(5):887-901, 2004). In this paper we show some improvements in closing the gaps between the known lower bounds and upper bounds on the approximability of variants of the biological problem. Moreover, we have studied two additional variants of the original problem proposed in Figueroa et al. (Proc. 11th Computing: The Australasian Theory Symposium (CATS), CRPIT, vol. 41, pp. 57-60, 2005). We prove that all such problems are APX-hard even when each fingerprint contains only two unknown positions and we present a greedy algorithm that has constant approximation factors for these variants. Despite the hardness of these restricted versions of the problem, we show that the general clustering problem on an unbounded number of missing values such that they occur for every fixed position of an input vector in at most one fingerprint is polynomial time solvable.
Introduction
High-throughput approaches for the examination of microbial communities are becoming increasingly important, especially after the oligonucleotide fingerprinting strategy has found wide application, allowing the identification of thousands of cDNA clones [4-6, 10, 11] . After the rDNA clone libraries are constructed, the clones are classified by individual hybridization experiments on DNA microarrays with a series of short DNA oligonucleotides into clone types or operational taxonomic units (OTUs), where an OTU is a set of DNA clones sharing the same set of oligonucleotides that have successfully hybridized. Once classified, the nucleotide sequence of representative clones from each OTU can then be obtained by DNA sequencing to provide phylogenetic descriptions of the microorganisms. One of the key features of this strategy is that after a comprehensive database correlating hybridization patterns with nucleotide sequence data has been compiled, little additional rDNA clone sequencing will be required, resulting in significant reduction of cost and effort. The effectiveness of this general strategy has been demonstrated in the biotechnology arena, where it is currently being used to screen and identify millions of cDNA clones [4] .
The oligonucleotide fingerprinting method is commonly used to study DNA clone libraries. Such method naturally leads to a combinatorial problem where for each oligonucleotide we are given a fingerprint over the alphabet {0, 1, N}, where the values 0 or 1 represent respectively that a hybridization has happened or not with a certain clone, while the value N stands for the fact that we are unable to determine if the hybridization has happened or not (typically this is due to the fact that there are two control signals, and the values between those two control signals suggest that both of the two possible outcomes are equally likely to have happened).
Some combinatorial problems naturally arise. The CLUSTERING WITH MISSING VALUES (CMV) problem, aims to resolve the fingerprints using the minimum number of resolved vectors.
As already stated above, an instance of CMV consists of a set F of fingerprints, and we would like to find a minimum-size partition of F where each pair of fingerprints in a set are compatible. Equivalently we want to find a minimum-size set R of resolved fingerprints such that each input fingerprint is resolved by some fingerprint in R.
Unfortunately the problem is NP-hard [7] , therefore it is important to find some restrictions under which the problem becomes tractable. For instance it is possible to restrict the problem to instances where each input fingerprint contains at most p Ns, and we will call such problem CMV(p). It is already known that CMV(2) is NP-hard [8] , while CMV(1) can be solved in polynomial-time [7] , so for all interesting values of p we have to concentrate on developing approximation algorithms. CMV(p) is known to be approximable within factor 2 p [7] and min(1 + ln n, 2 + p ln l) [8] . In this paper we strengthen the NP-hardness result proving that CMV(2) is APX-hard, that is it cannot be approximated within an arbitrarily small (1 + )-approximation polynomial-time algorithm unless P = NP [2] .
Moreover, we will study two related optimization problems introduced in [8] . These two problems, INSIDE EDGE CLUSTERING (IEC) and OUTSIDE EDGE CLUS-TERING (OEC), aims to cluster the fingerprints in sets of compatible fingerprints such that the number of compatible fingerprints clustered is maximized (IEC) or the number of compatible fingerprints not clustered is minimized (OEC).
Just as for the CMV problem, we analyze the restrictions of IEC and OEC to instances where each input fingerprint contains at most p Ns; we will call such restrictions respectively IEC(p) and OEC(p). We will prove that both are APX-hard and we will present a fixed-parameter approximation algorithm whose running time is O(2 p n 3 l) and show that our algorithm achieves 2 and 1 2 -approximation factors for IEC and OEC respectively. Those results settle some questions posed in [8] .
Finally, we show that the restriction of CMV to instances where, for each given position, missing values occur in at most one fingerprint vector, leads to a polynomial time solution.
Preliminary Definitions
Formally we define a fingerprint vectors (in short fingerprint) as a vector with values in {0, 1, N}. The number of elements of a fingerprint is its length. All problems that we will study in this paper have as instance a set of fingerprint vectors having equal length, which is usually denoted by l. 
. If a resolved vector r and a fingerprint f are compatible, r is said to be a resolution of f or to resolve f , this means that r is obtained by replacing each occurrence of N in f with 0 or 1. Some combinatorial problems naturally arise, most notably the following one.
Problem 1 CLUSTERING WITH MISSING VALUES-CMV(p)
Instance: a set F of n fingerprint vectors (in short fingerprint). Feasible solutions: any partition P of F , P = {P 1 , . . . , P k }, such that in each set P i of P there are only pairwise compatible fingerprints. Goal: to minimize k.
Moreover, we will study two related optimization problems introduced in [8] .
Problem 2 INSIDE CLUSTERING WITH p MISSING VALUES-IEC(p)
Instance: a set F of n equal-length fingerprints, where each fingerprint contains at most p missing values (N). Feasible solutions: any partition P of F , P = {P 1 , . . . , P k }, such that in each set P i of P there are only pairwise compatible fingerprints. Goal: to maximize
Instance: a set F of n equal-length fingerprints, where each fingerprint contains at most p missing values (N). Feasible solutions: any partition P of F , P = {P 1 , . . . , P k }, such that in each set P i of P there are only pairwise compatible fingerprints. Goal: to minimize |{(x, y) : x ∈ P i , y ∈ P j , i = j , and x is compatible with y}|.
Informally the goal of IEC is to maximize the number of pairs of elements belonging to the same set of the partition (clearly all such pairs must consist of compatible fingerprints), while the goal of OEC is to minimize the number of compatible pairs of fingerprints belonging to different sets of P . Notice that, as observed in [8] , an exact solution to IEC(p) is also an exact solution to OEC(p) and vice versa.
Next we state a property of fingerprints that will be applied in the rest of the paper.
Remark 2.1 Let f be a fingerprint. Then the following properties hold:
• If f contains one N , then there are exactly two resolutions r f 1 and r f 2 of f and r f 1 , r f 2 have Hamming distance 1.
• If f contains two N s, then there are exactly four resolutions of f ; there exist two resolution r f 1 , r f 2 of f that have Hamming distance 2; any other resolution of f has distance 1 from both r f 1 , r f 2 .
A Fixed-Parameter Approximation Algorithm for IEC and OEC
In this section we present a fixed-parameter approximation algorithm for both IEC and OEC problems (Algorithm 1), where the parameter is the maximum number p of N s appearing in a fingerprint. More precisely, the algorithm applies the following greedy strategy: while the set F of remaining fingerprints is not empty, pick the resolved vector r * that resolves a largest subset C ⊆ F , add the cluster C to the solution, and remove the fingerprints in C from F . The algorithm we present has a time complexity O(2 p nl). We are able to provide two different analysis, one for each problem, showing that we achieve a 2-approximation ratio for IEC and a 1 2 -approximation ratio for OEC.
The choice of the data structures in Algorithm 1 are closely related to those of [8] . We will follow [8] for the analysis of the time complexity of Algorithm 1 which is based on the simple observation that, given a set F of n fingerprints, in O(2 p nl) time we are able to compute the set R consisting of exactly the set of resolved vectors that are compatible with at least one fingerprint in F (please note that |R| ≤ 2 p n) following the idea of [8] .
The main data structure is a binary search tree T where each leaf corresponds to a possible resolved vector; moreover the resolved vector r can be read on the path from the root of T to the leaf corresponding to r (since the only possible symbols of a resolved vector are 0 and 1, the tree is binary.) Notice that all operations on the binary search tree can be performed in time proportional to the depth of the tree, that is O(l). 
Result:
We also keep n + 1 double linked lists, where each element is a resolved fingerprint. Moreover each resolved fingerprint r is in exactly one of the double linked lists, and r is in the list L i if and only if there are i fingerprints that are resolved by r.
Notice that adding an element and removing an element from a double linked list can be performed in constant time. The elements stored in those lists, are pairs consisting of a resolved fingerprint r and the set S(r) of fingerprints resolved by r. Also the sets S(r) are implemented as search trees, only this time as ternary search trees, since fingerprints are over the alphabet {0, 1, N}. Again, adding or removing an element to S(r) requires O(l) time.
By the above observations, the initialization phase can be performed in O(nl2 p ) time, as for each fingerprint f ∈ F there are at most 2 p resolved vectors R(f ) compatible with f , and R = f ∈F R(f ). Moreover, each execution of lines 9-18 takes O(l) time. Now, we can focus on the time complexity of the second phase. Notice that the body of the for loop at lines 26-34 is executed exactly once for each fingerprint in the whole algorithm, as the loop ends with the removal of the fingerprint. Since the set of resolved vectors resolving a fingerprint f is completely determined by f , the total time spent in the loop for each fingerprint f is O(l2 p ). Summing up for all fingerprints we obtain a total time O(nl2 p ).
It is immediate to notice that the other parts of the second phase requires only O(n) time over the execution of the algorithm, therefore the overall time complexity of the algorithm is (Onl2 p ).
For the analysis of the approximation ratio, first notice that at the i-th iteration the algorithm computes a resolved vector r i and adds to the solution a set S i containing all fingerprints of F that are compatible with r i and that have not been assigned to any set of during one of the previous iterations. For ease of analysis, we will denote by U i the set of fingerprints that have not been assigned to a set of at the beginning of the i-th iteration. Consequently,
where k is the number of sets in the final solution. Then, the algorithm computes the partition = {S 1 , . . . , S k }. The optimal partition for both IEC and OEC is denoted by Opt = {O 1 , . . . , O h }, where h can be different from k. Let = {S 1 , . . . , S k } be a solution of IEC(p), we denote by P (S i ) the set of distinct pairs of fingerprints in S i . Generalizing this notion, we denote by P ( ) the set of all the pairs co-clustered in the partition , that is P ( ) = | | i=1 P (S i ). The value of the approximate solution is equal to |P ( )|. Let W ⊆ U be a subset of fingerprints, we denote by P ( , W ) the set of pairs (x, y) in P ( ) such that at least one of x, y is in W .
We will start by proving that Algorithm 1 achieves a 1/2 approximation factor for IEC(p), for all p. Such fact will be established by proving that, for each in-
where Opt is an optimal solution of I and is the solution computed by Algorithm 1. We introduce some sets as follows; let P (Opt, 0) = ∅, then P (Opt, i) = P (Opt, S i ) \ 1≤j<i P (Opt, j) for 1 ≤ i ≤ k. Informally P (Opt, i) is the set of pairs (x, y) in P (Opt), where x ∈ S i and y ∈ S j , with j ≥ i, that is a fingerprint x computed in the i-th iteration of Algorithm 1 and a fingerprint y computed not earlier than in the i-th iteration of Algorithm 1. A fundamental property is that {P (Opt, i) : 1 ≤ i < k} is a partition of P (Opt), which is implied by that fact that = {S 1 , . . . , S k } is a partition of F . Consequently the value of the optimal solution is equal to i |P (Opt, i)|.
Since both {P (Opt, i)} and {P (S i )} contains k sets, in order to prove that |P (Opt)| ≤ 2|P ( )| it suffices to prove the following lemma. 
by definition of P (Opt, i).
Each fingerprint x ∈ U i in the optimal solution is co-clustered with at most |S i | − 1 other fingerprints of U i , otherwise the algorithm would not have chosen S i at the ith iteration as a maximum set of compatible fingerprints. Hence there are at most |S i |(|S i | − 1) pairs of compatible fingerprints in P (Opt, i), which completes the proof, since in S i there are exactly |S i |(|S i | − 1)/2 pairs of compatible fingerprints.
We can now prove that Algorithm 1 achieves a 2-approximation for OEC, along the same lines of the proof for IEC. The cost of the approximate solution is the number of compatible fingerprints that are not co-clustered in and is denoted by C( ). It holds that
is the set of pairs (x, y) of compatible fingerprints such that exactly one of x, y is in S i . Generalizing this notion, we denote by L( ) the set of all unordered pairs of compatible fingerprints that are not co-clustered in the partition , that is
By definition, the value of the optimal solution is |L(Opt)|; therefore our goal will be to show that 2|L(Opt)| ≥ |L( )|. We introduce some sets as follows: let
is the set of pairs (x, y) ∈ L(Opt) where x ∈ S i and y ∈ S j , with i ≤ j , that is a fingerprint x computed in the i-th iteration and a fingerprint y computed not earlier than the i-th iteration.
As for the analysis of IEC(p), it is easy to see that {L(Opt, i) :
, and the value of the optimal solution is equal to i |L(Opt, i)|.
Also we introduce the sets
Consequently, in order to prove that our greedy algorithm achieves a 2 approximation, it suffices to show that, for each i,
As for the analysis of IEC(p), it is easy to see that the following lemma holds. 
Proof Given a fingerprint x ∈ S i , we define C(x) as the set of all fingerprints in U i that are compatible with x, and D(x) as the set of elements in C(x) that are not co-clustered with
(for simplicity, we will assume that U k+1 = ∅). Notice that, by construction of
and the proof is completed.
It is easy to see that the approximation factor is tight for IEC(p) and OEC(p). Consider the following set of fingerprints:
Observe that there are three pairs of compatible fingerprints (
More precisely, the resolved vector r 1,2 that resolves both f 1 and f 2 , that is s(r 1,2 ) = {f 1 , f 2 }, is the following vector: r 1,2 = 100. The resolved vector r 2,3 that resolves both f 2 and f 3 , that is s(r 2,3 ) = {f 2 , f 3 }, is the following vector: r 2,3 = 110. Finally, the resolved vector r 3,4 that resolves both f 3 and f 4 , that is s(r 3,4 ) = {f 3 , f 4 }, is the following vector: r 3,4 = 010.
Assume that the approximation algorithm chooses s(r 1,2 ) as the first set and then {f 1 }, {f 4 } as the sets to complete the partition. Thus the approximated solution has value 1 for IEC(p) and cost 2 for OEC(p). It is easy to see that the optimal solution consists of sets s(r 1,2 ) = {f 1 , f 2 }, s(r 3,4 ) = {f 3 , f 4 }, hence it has value 2 for IEC(p) and cost 1 for OEC(p).
APX-Hardness of CMV(2)
In this section we will prove that CMV(2) is APX-hard via an L-reduction from minimum vertex cover on cubic graphs (MVCC) [2] ), which is known to be APXhard [1] . In particular, we will combine two L-reductions: the first from minimum vertex cover on a graph G to minimum vertex cover on a graph gadget G; the second from minimum vertex cover on a graph gadget G to CMV (2) .
Let G = (V , E) be a cubic graph, the MVCC problem asks for the subset V ⊆ V of minimum cardinality, such that for each edge (i, j ) ∈ E at least one of i, j belongs to V .
Next we define the graph gadget VG associated with G, where for each vertex v i ∈ V we define a vertex gadget VG i consisting of 5 vertices c i 1 , c i 2 , c i 3 , c i 4 , c i 5 as in Fig. 1 The fundamental observation that we will exploit for proving that vertex cover problem is APX-hard even on gadget graphs (that is the class of graphs that are obtained by the previously described reduction from cubic graphs), regards the number of vertices of each edge gadget that must be covered in any optimal solution. Proof Let C be a vertex cover of VG. The first step is to compute a vertex cover C where exactly two private vertices of each edge gadget are in C and such that |C | ≤ |C|. Observe that since (e i,j,1 , e i,j,2 ), (e i,j,3 , e i,j,4 ) are two edges of VG, at least one of e i,j,1 , e i,j,2 , and at least one of e i,j,3 , e i,j,4 are in C. W.l.o.g. we can consider the case e i,j,1 , e i,j,2 ∈ C. In this case we obtain a new vertex cover C by removing e i,j,1 from C and making VG i covered by a bad cover in C . Repeat such step for all edge gadgets. It is immediate to notice that C is not larger than C, because each vertex cover of VG must include at least two vertices of each vertex gadget.
After having applied the above transformation to all edge gadgets, we transform C into C * so that C * is a good cover or a bad cover for each vertex gadget. For each vertex gadget VG i for which C is not a good cover or a bad cover, modify the cover of VG i so that C * is a bad cover for VG i . Notice that C * is equal to C for all private vertices of an edge gadget or all vertex gadgets that were in a bad or good cover in C . By the uniqueness of the optimal vertex cover for a vertex gadget (i.e. a good cover), C * does not contain more vertices than C .
Also notice that exactly two vertices of each edge gadget are in C * , by construction of our first transformation and since the second transformation has not modified the vertex cover of any edge gadget.
We can prove that in C * at least one of VG i and VG j has a bad cover in C * . Assume that both VG i and VG j have a good cover in C * (by construction of C * there are no other possibilities). Let a, b be respectively the docking vertices of VG i and VG j used for connecting the edge gadget EG i,j . Then the edges (a, e i,j,1 ), (b, e i,j,2 ), (a, e i,j,3 ), (b, e i,j,4 ) must be covered by private vertices of the edge gadget, since both VG i and VG j have a good cover in C * . But this fact implies that all four vertices of EG i,j are in C * , contradicting the fact that exactly two such vertices are in C * .
The following result completes our proof that vertex cover is APX-hard even on gadget graphs.
Theorem 4.2 Let VG a vertex gadget associated with a graph G = (V , E). Then there exists a vertex cover C of VG, with
|C| = 3k + 2(|V | − k) + 2|E| = 4|V | + k, if
and only if G has a vertex cover of k vertices.
Proof Given a vertex cover C G of G containing k vertices, compute a vertex cover C of VG by building a bad cover for all vertex gadgets associated with vertices in C G and a good cover for all other vertex gadgets. Moreover for each edge (i, j ), at least one of i and j is in C G , w.l.o.g. we can assume that i ∈ C G . Let VG i , VG j be the two vertex gadgets associated with i, j . Then add to C the two private vertices of EG i,j that are adjacent to VG j . It is immediate to notice that C is a vertex cover of VG with exactly 3k + 2(|V | − k) + 2|E| vertices. Now consider a vertex cover of size 3k + 2(|V | − k) + 2|E|. Then by Lemma 4.1 we can construct a solution C of size at most 3k + 2(|V | − k) + 2|E| such that for each edge gadget EG ij at least one of VG i , VG j has a bad cover in C and exactly two vertices of EG ij are in C. Let C G be the set of vertices of G corresponding to vertex gadgets with a bad cover in C, by construction C G is a vertex cover of G with k vertices.
Notice that in a cubic graph |E| = 3 2 |V |, and any vertex cover contains at least |V |/4 vertices. These facts, together with the observation that all transformations of the previous proofs can be computed in polynomial time, implies that the above reduction is an L-reduction. Now we reduce minimum vertex cover on graph gadgets to CMV(2). The idea in our reduction is that it is possible to assign a resolved vector to each vertex and a fingerprint to each edge of a graph gadget G. The instance of CMV(2) consists of the set of fingerprints F G associated with the graph gadget G, and all interesting solutions will pick their resolved vectors from those assigned to the vertices. More precisely, we construct the set F G in such a way that each fingerprint assigned to an edge (x, y) will be resolved by one of the resolved vectors assigned to x or y.
Recall that n denote the number of vertex gadgets. Each fingerprint in F G consists of n blocks of 7 positions, and each resolved vector associated with a vertex in VG i consists only of 0s block, except for the i-th block. Given vertex c x , then r x denotes the resolved vector associated with c x while r x i denotes the i-th block of r x . Given the resolved vectors associated with the vertices of VG i , we define the For example, let r i 1 , r i 2 be two resolved vectors associated with VG i and recall that the i-th block of these vectors is r i 1 i = 1110000 and r i 2 i = 1111100 respectively. Let e be the edge having c i 1 and c i 2 as endpoints, it follows that f e , the fingerprint associated with e, has the i-th block equal to 111NN00, and all other blocks set to 0. Since by Proposition 4.3 two resolved vectors associated with an edge of the gadget graph have Hamming distance 2, each fingerprint in F G has exactly two positions with value N . A fundamental property of F G is the following:
Lemma 4.4 Two fingerprints f i , f j in F G have a common resolution if and only if the edges of the gadget graph associated with such fingerprints share a common vertex v. The resolved vector associated with v is the only common resolution of f i , f j .
Proof Let us prove the only if part of the Lemma, as the other direction is immediate. By construction, there are 4 possible resolved vectors that resolve a fingerprint f i in F G . Observe that two resolutions of f i have at most Hamming distance 2. Let r i 1 and r i 2 be two resolutions of f i having Hamming distance 2, that is r i 1 and r i 2 have opposite values in the two positions t 1 , t 2 where f i has value N . It follows that any other resolution r i x of f i has Hamming distance 1 from both r i 1 and r i 2 , since it cannot have opposite values to each r i 1 , r i 2 in both t 1 , t 2 .
Let f i be a fingerprint encoding edge e i = (i 1 , i 2 ) and let f j be a fingerprint encoding edge e j = (j 1 , j 2 ). Observe that there is at least one pair of vertices not adjacent vertices in {i 1 , i 2 , j 1 , j 2 }. Hence, by Proposition 4.3, there is at least one pair of resolved vectors in R associated with the endpoints of e i and e j having Hamming distance at least 4; assume w.l.o.g. those vectors are r(i 1 ) and r(j 1 ). Note that none of r(i 1 ) and r(j 1 ) can be a common resolution for both f i and f j . Any resolution r * i of f i different from r(i 1 ) and r(i 2 ), has Hamming distance 1 from r(i 1 ), hence r * i has Hamming distance at least 3 from r(j 1 ), thus it can not be a resolution of f j . Similarly, any resolution r * j of f j different from r(j 1 ) and r(j 2 ) can not be a resolution of f i . Hence f i and f j have a common resolution only if r(i 2 ) and r(j 2 ) are the same vector, that is they encode the same vertex.
We are now able to prove the main result of this section.
Theorem 4.5 Let G be a gadget graph, and let F G be its associated instance of CMV(2). Given a vertex cover C of G, then it is possible to compute in polynomial time a solution S of F G with |C| = |S| and vice versa.
Proof As a consequence of Lemma 4.4, if C is a vertex cover of the graph gadget, then we can define a solution S of CMV (2) over F G as the sets s v of fingerprints resolved by a vector r(v) associated with a vertex v in the vertex cover, that is such a solution is of size |C|.
To prove the converse, let us consider a solution S for CMV(2) over instance F G . If a fingerprint is resolved by a vector v not associated with a vertex of the gadget graph, then this resolution is not shared by any other fingerprint of the instance. Thus, we can replace v with a resolved vector associated with a vertex of the graph, obtaining a solution S for CMV(2) that has at most the same size of the solution S. Consequently, we can assume that the solution of CMV(2) consists only of sets associated with resolved vectors in R. By Lemma 4.4, it is immediate that the set of vertices associated with resolved vectors taken in the solution S of CMV(2) over F G is a vertex cover of the gadget graph. By the above two observations, it follows that the graph gadget G has a vertex cover of size k if and only if the instance F G of CMV(2) has a solution of size k.
An immediate consequence of Theorems 4.5, is that both reductions in this section are actually L-reductions, therefore CMV(2) is APX-hard. We can now establish a precise lower bound on the approximability of CMV (2), noticing that combining the two reductions in this section means that a cubic graph G = (V , E) has a vertex cover of size k if and only if the associated instance F G of CMV (2) has a solution of size 4n + k. We recall that an L-reduction has (α, β) pair of constants [9] if opt(G) ≤ αopt(F G ) and given a solution C of CMV(2) over instance F g , we compute a solution C G of MVCC over instance G such that |cost(
If such a reduction exists, then a (1 + ) approximation algorithm for CMV(2) implies a 1 + αβ 1− approximation algorithm for vertex cover on cubic graphs.
First notice that in our reduction β = 1. To determine the value of α, we exploit the property that, in a cubic graph, the size of any vertex cover is at least |V |/4. Therefore let k be the size of a minimum vertex cover of G, by our reduction opt(F G ) = 4|V | + k. We can now determine the smallest value of α which make the inequality 4|V | + k ≤ αk true. The inequality can be rewritten as 4|V | ≤ (α − 1)k which, exploiting the stated property of cubic graphs, holds if 4|V | ≤ (α − 1)|V |/4 that is α ≥ 17. Therefore we set α = 17. Let (1 + γ ) be a lower bound on the approximation factor for MVCC under a certain assumption (for instance, it could be P ⊂ NP, or RP ⊂ NP, or the unique games conjecture). Then, under the same assumption, there cannot exist a (1 + γ ) approximation algorithm for MVCC; at the same time a 1 + approximation algorithm for CMV(2) implies a 1 + αβ 1− approximation algorithm for MVCC, therefore αβ 1− ≥ γ . The inequality can be rewritten as ≥ γ αβ+γ . Since α = 17 and β = 1, it follows that γ 17+γ is a lower bound on the approximation ratio of any efficient algorithm for CMV (2) , under the given assumption.
A concrete application of our general result stems from the fact that vertex cover on cubic graphs is NP-hard to approximate better than 1 + 1 99 , therefore there it is NP-hard to approximate CMV(2) better than 1 + 1 1684 .
APX-Hardness of IEC(2) and OEC(2)
In the following section we prove that IEC (2) is APX-hard via an L-reduction from Maximum Independent Set on Cubic Graphs (MIS), which is known to be APX-hard [1] . Let G = (V , E) be a cubic graph, the MIS problem asks for the subset V ⊆ V of maximum cardinality, such that vertices in V are not adjacent. Let G = (V , E) be an instance of MIS, the reduction builds an instance F G of IEC (2) The idea is quite similar to that of our proof for CMV (2) , in that we will deal with a gadget graph, whose edges correspond to fingerprints in F G and whose vertices corresponds to possible resolutions. We associate with each vertex v i ∈ V a vertex gadget VG i with 8 vertices and 9 edges, with the structure represented in Fig. 3 Observe that each resolved vector not associated with a docking vertex has value not null only in the i-th block. Hence let us consider the resolved vectors associated Given the set R of all resolved vectors of graph G, we can construct the set F G of fingerprints instance of IEC(2) as in the second reduction of Section 4 by applying the same rule. More precisely, for each edge (u, v) of the graph gadget, we build a fingerprint f (u, v) where for each position t, f (u, v) 
[t] ← r(u)[t] if r(u)[t] = r(v)[t], and f (u, v)[t] := N otherwise.
Let v i be a vertex of G adjacent to v j , v h , v k and the corresponding extended vertex gadget X(VG i ) associated with v i . For simplicity's sake, in Table 3 are represented the values of all non-null blocks of all edges (fingerprint) of the extended gadget X(VG i ).
Notice that, by construction, two resolved vectors associated with adjacent vertices in G have at most Hamming distance 2, thus each fingerprint in F G has at most 2 positions with value N .
Moreover, observe that fingerprints f (i 2 , i 7 ), f (i 4 , i 6 ) and f (i 5 , i 6 ) associated with edges (i 2 , i 7 ), (i 4 , i 6 ) and (i 5 , i 6 ) respectively, have exactly one position with value N , since the resolved vectors associated with the endpoints of such edges have Hamming distance 1. In what follows we point out some relevant properties of the fingerprints in F G . associated with one endpoint of f x and one endpoint of f y respectively such that they have Hamming distance at least 4. Assume w.l.o.g. that these vectors are r(x 1 ) and r(y 1 ). It follows that none of r(x 1 ), r(y 1 ) can be a common resolution for f x and f y . By Remark 2.1 any other resolution r h of f y different from r(y 1 ), r(y 2 ) has Hamming distance 1 from r(y 1 ). Similarly, by Remark 2.1, any other solution r k of f x different from r(x 1 ), r(x 2 ) has Hamming distance 1 from f x . It follows that r h has Hamming distance at least 3 from r(x 1 ), hence it cannot be a resolution for f x . By the same argument, r k cannot be a resolution for f y . Since none of the resolved vectors in r(x 1 ), r(x 2 ), r(y 1 ), r(y 2 ) can be a resolution of both f x and f y , the lemma follows.
We observe that if f x , f y are incident on a common vertex v then by construction they are resolved by the resolved vector r(v) associated with vertex v. Resolved vector r(v) is the only vector in R which is a common resolution of f x , f y . Observe that there exists a unique common resolution of two fingerprints f x and f y , unless f x , f y belong to the same vertex gadget VG i and they are associated with edges incident on the same docking vertex i z . In this case they can have two common resolutions, r(i z ) and r z 2 , the former one associated with a docking vertex i z , the latter which is not represented in the graph.
Lemma 5.2 Let S be a solution of IEC(2) over instance F G co-clustering two fingerprints f x and f y that belong to the same vertex gadget VG i and that are associated with edges incident on the same docking vertex i z . Then, we can assume that their common resolution is the resolved vector associated with i z .
Proof Given two fingerprints f x , f y , by Lemma 5.1 they are compatible if and only if they are associated with two edges incident on a common vertex. Observe that f x and f y can have two common resolutions, r(i z ) and r z 2 , the former one associated with a docking vertex i z , the latter which is not represented in the graph. Observe that there is a single position l, with l not in [5i − 4, 5i], where r(i z ) has value 1, while r z 2 has value a 0 in position l. In any other position r z 2 is equal to r(i z ). Since by Lemma 5.1 and by construction no other fingerprint is compatible with r z 2 , it follows that if f x and f y are clustered together we can assume that r(i z ) is their common resolution.
By Lemmas 5.1 and 5.2, we can restrict ourselves to solutions where each fingerprint is resolved by a resolved vector associated with a vertex of the vertex gadget. This is equivalent to say that each edge e of the graph gadget must be assigned to one of the endpoints of e.
Thus we can restrict to the solution where each set s(v) corresponds to a resolved vector r(v) associated with a vertex v of the graph VG and the fingerprint vectors associated with (some) edges incident on v are assigned to s (v) . In what follows we show that for a solution of IEC(2) of an extended vertex gadget X(VG i ) we can restrict to the following cases: It is easy to see that the following properties hold. Next we show that solution B is the (only) optimal solution of IEC (2) for X(VG i ).
Lemma 5.5 Solution B is the optimal solution of IEC(2) over instance X(VG i ).
Proof By Lemma 5.4, a solution S that assigns 3 pairs for each of the docking vertex of X(VG i ) and is different from solution B, can co-cluster at most 9 pair of fingerprints.
Assume that a solution S assigns no pairs to the docking vertices of X(VG i ). It follows that the fingerprints associated with edge gadgets are not co-clustered with any other element of X(VG i ). Since there are 9 edges left in X(VG i ), the edges of VG i , and each vertex in VG i has degree at most three, it follows that there can be at most three clusters of size 3 in S.
Assume now that a solution S assigns some edges to the docking vertices of X(VG i ). Observe that a solution B consists of three clusters of size 3 and one cluster of size 2. A solution S containing less than three clusters of size 3, co-clusters less pairs of compatible fingerprints than a solution B. Indeed the number of coclustered pairs of S is z 3,S + z 1,S , where z 3,S represents the number of clusters of S of size 3, while z 1,S represents the number of clusters of S of size 2. Observe that z 1,S ≤ 1 2 (12 − 3z 3,S ). Thus an optimal solution for X(VG i ) must contain three clusters of size 3. Now observe that the possible clusters of size 3 consists of the three edges assigned to a vertex of X(VG i ) different from i 6 and i 7 .
It is easy to see that there are exactly two possible sets of clusters of size 3 corresponding respectively to assign the edges incident to vertices i 1 , i 3 , i 8 Since for each cubic graph |E| = 3 2 |V | and there exists an independent set of size at least |V |/4, it follows that the above reduction is an L-reduction.
Notice that the proof shows implicitly a polynomial-time algorithm for computing such an independent set, given a solution S of IEC(2). Since for each cubic graph |E| = 3 2 |V | and there exists an independent set of size at least |V |/4, the above reduction is an L-reduction. Now we can show that this L-reduction is actually also an APX-hardness proof for OEC (2) .
Indeed let us consider an extended vertex gadget; there are exactly 19 compatible pairs of fingerprints. We recall that a solution B co-clusters 10 of such pairs, a solution A co-clusters 9 of such pairs. We recall that a solution B is the optimal solution of an extended vertex gadget EVG i for IEC (2) and hence also for OEC (2) .
An immediate corollary of this observation is the following: Corollary 5.8, together with the observation that we have made for IEC(2), suffices to prove that OEC(2) is APX-hard. A reasoning similar to that for CMV(2) lead to the observation that our reduction for OEC(2) has a (37, 1) pair of constants, therefore any lower bound (1 + γ ) on the approximation ratio for vertex cover on cubic graphs implies a corresponding 1 + = 1 + γ (37+γ ) lower bound for OEC (2) , which is exactly the same as CMV(2).
Determining a lower bound for IEC(2) requires a slightly different argument, as our reduction is from Independent Set on cubic graphs, instead of Vertex Cover. In fact we can exploit a property of cubic graphs stating that any independent set contains at least |V |/4 vertices. Following the same reasoning as for OEC (2) we can prove that our reduction has a (37, 1) pair of constants, therefore any lower bound (1 + γ ) on the approximation ratio for independent set on cubic graphs implies a corresponding 1+ = 1+ γ (37+γ ) lower bound for OEC (2) . To the best of our knowledge, it is NP-hard to approximate independent set on cubic graphs with a ratio better than 1 + 1 94 [3] . Consequently it is NP-hard to approximate IEC(2) with a ratio better than 1 + 1 3479 .
A Polynomial Time Algorithm for Restricted CMV
In this section we will present a polynomial-time algorithm for solving the CMV problem in the case where for each position of a fingerprint vector, there is at most one fingerprint in F with a N symbol in such position (notice that the number of N s in each fingerprint is unbounded). We denote such a restriction by 1-CMV.
Given an instance F of 1-CMV, we can associate with F a graph G, called compatibility graph, whose vertices are the input fingerprints of F and where the pair (f i , f j ) is an edge of G if and only if f i and f j are compatible (that is they can be resolved by a common fingerprint). Notice that the definition of restricted 1-CMV immediately implies that there are at most l edges in G, where l is the length of the fingerprints.
Let F be an instance of 1-CMV, in [7] it has been shown that the CMV problem is equivalent to MINIMUM CLIQUES PARTITION on the compatibility graph of F . We recall that MINIMUM CLIQUES PARTITION asks for a partition P of V into cliques (i.e. complete subgraphs of G) where P contains the fewest sets.
In this section we will exploit the fact that in each position there is only one fingerprint with N in such position. In the following we will denote a cycle in a graph with a sequence c 1 , c 2 , . . . , c k of vertices such that each pair (c i , c i+1 ) is an edge and c 1 = c k . Moreover given a set S, by π(S) we denote any sequence which is a permutation of the elements of S. Conversely, given a sequence s, by σ (s) we denote the set of all elements appearing in s. Also we assume that sequences can be combined by juxtaposition, therefore p 1 , . . . p k t 1 , . . . t l = p 1 , . . . p k , t 1 , . . . t l . Proposition 6.1 Let F be an instance of 1-CMV, and let G be its associated compatibility graph. Then: f i 1 , f i u are in C t , there are two vertex-disjoint paths in C T from f i 1 to f i u , where each edge in the paths consists of a pair of compatible fingerprints and thus in both paths there must be a fingerprint with an N in position z. Since the paths are vertex disjoint, there must be two distinct fingerprints with an N in position z, contradicting the assumption that for each position only one fingerprint contains an N in that position.
Now we can prove that any two maximal cliques K 1 and K 2 share at most one vertex v * . Assume to the contrary that K 1 and K 2 share two vertices v 1 and v 2 . Let us build a new cycle v 1 π(K 1 − K 2 ) v 2 π(K 2 − K 1 ) v 1 . Consequently, by the first part of the proof, K 1 ∪ K 2 is a clique, contradicting the maximality of K 1 and K 2 .
The following lemma is pivotal in describing our algorithm. Algorithm 2 simply finds such a maximal clique K containing a private vertex v * , adds K to the current clique cover, and removes all vertices of K from G updating G. The algorithm iterates until G contains no vertex. The correctness of the algorithm follows from a simple observation: each vertex must be covered in some solution, therefore each private vertex must be covered by one clique. Clearly covering all private vertices of K with K is an optimal choice, therefore let us consider a non-private vertex w ∈ K. Given an optimal solution C 1 where w is covered by a clique different from K, then we can modify C 1 constructing a new solution C 2 by imposing that w is covered by K. Since the transformation does not increase the total number of cliques in the solution, C 2 is an optimal solution where all vertices in K are covered by K. Now we can analyze the time complexity of Algorithm 2. The compatibility graph can be built in O(n 2 l) time, by simply comparing each pair of fingerprint. Assume that G is represented as an incidence matrix as well as an adjacency list, and the list is ordered according to a predefined order of the vertices of G.
At each While iteration, the number of vertices of G is decreased by at least one, therefore the iteration is repeated at most n times. Finding a vertex v * requires taking 
