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Abstract. Let f(x) be a complex rational function. In this work, we study
conditions under which f(x) cannot be written as the composition of two rational
functions which are not units under the operation of function composition. In
this case, we say that f(x) is prime. We give sufficient conditions for complex
rational functions to be prime in terms of their degrees and their critical values,
and we derive some conditions for the case of complex polynomials. We consider
also the divisibility of integral polynomials, and we present a generalization of a
theorem of Nieto. We show that if f(x) and g(x) are integral polynomials such
that the content of g divides the content of f and g(n) divides f(n) for an integer
n whose absolute value is larger than a certain bound, then g(x) divides f(x)
in Z[x]. In addition, given an integral polynomial f(x), we provide a method to
determine if f is irreducible over Z, and if not, find one of its divisors in Z[x].
Key words and phrases : Prime polynomials; Prime rational functions; Critical Values; Resul-
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11. Introduction
Given a set of elements or a single element of a set, it is natural to seek a way
to simplify the given object. One of the motivating examples is the set of prime
numbers. This concept can be extended to that of irreducible elements in integral
domains. These considerations deal with the operation of multiplication, where we
look to take elements of a ring and write them as products of irreducible elements
of that ring. This naturally leads us to consider similar approaches for different
operations.
Let f(x) be a non-constant polynomial. Ayad’s paper [1] and Beardon’s paper [2]
deal with the possibility of expressing f(x) as the composition of two polynomials
g(x) and h(x) with degrees at least 2. In this case f(x) is said to be composite,
otherwise f(x) is said to be prime. We will look to extend this definition to rational
functions.
In Chapter 2, we recall some definitions and results concerning rings, fields,
and vector spaces. We present the material required to define polynomial rings
and fields of fractions, which are two important concepts that will be required for
many of the results found in this work. In Chapter 3, we present a few of Ayad’s
results from [1] which will serve as the foundation for many of the definitions and
main results presented in the following chapter. In Chapter 4, we motivate the
definitions of prime and composite rational functions. We make use of the set
of units under function composition to show that the multiplicities of a rational
function’s zeros and poles are useful to determine if that rational function is prime
or composite. Among other results, we show that a complex rational function
f(x) of degree n is prime if it has a zero or a pole whose multiplicity is divisible
by a prime number p > d, where d is the greatest proper divisor of n. We also
extend the definition of the resultant to rational functions, which is then used to
define the multiplicity of a critical value of a rational function. The multiplicities
of a rational function’s critical values, as well as the number of critical values it
possesses, can also provide more prime rational functions. In particular, a rational
function f(x) of degree n is prime if it has at least 2d non-zero critical values with
multiplicity 1, where d is the greatest proper divisor of n. In Chapter 5, we extend
the work of Nieto [7] on the divisibility of integral polynomials, who showed that if
f(x) and g(x) are polynomials over Z such that cont(g) divides cont(f) and g(n)
divides f(n) for infinitely many integers n, then the polynomial g(x) divides f(x).
We improve upon this result by showing that it is sufficient for g(n) to divide
f(n) for any integer n greater than a certain bound. We also provide a method to
determine if an integral polynomial f(x) is irreducible over Z, and if not, find one
of its divisors in Z[x].
22. Rings, Fields, and Vector Spaces
In this chapter we establish results regarding the structures of rings and fields.
We begin on the topic of rings, and we present the necessary results to motivate
and introduce unique factorization domains and fields, which are rings which pos-
sess certain particular and desirable properties. We then introduce vector spaces.
Among other results, we define a basis for a vector space and use this concept as
motivation to define the dimension of a vector space. We lastly discuss extension
fields. The results developed for rings and vector spaces lead to the definition of
extension degrees, which are useful in the justification of results regarding algebraic
field extensions.
2.1. Rings.
The material presented here covers the theorems we will require on rings. We
recall the definitions and some properties of integral domains, polynomial rings,
principal ideal domains, unique factorization domains, ideals, and fields of frac-
tions. Unless otherwise stated, these results can be found in [3].
Definition 2.1. A ring R is a set with two binary operations called addition and
multiplication, denoted by a + b and ab respectively, such that the following prop-
erties hold for all a, b, c ∈ R:
i) a+ b = b+ a;
ii) (a+ b) + c = a+ (b+ c);
iii) there exists an element 0 ∈ R such that a+ 0 = a for all a ∈ R;
iv) for each a ∈ R there exists an element −a such that a+ (−a) = 0;
v) a(bc) = (ab)c;
vi) a(b+ c) = ab+ ac and (b+ c)a = ba+ ca.
A commutative ring is a ring where multiplication is commutative. We note
that there is no requirement in our definition that a ring must possess an identity
element under the operation of multiplication. A non-zero element of a ring that
is an identity under multiplication is called a unity, and we denote it by 1. Simi-
larly, there is no requirement that a non-zero element of a commutative ring with
unity must have a multiplicative inverse. A non-zero element of a ring which does
possess a multiplicative inverse is called a unit. If a and b are two elements of a
commutative ring and a is non-zero, we say that a is a divisor or a factor of b if
there exists an element c in the ring such that b = ac.
It will be useful to consider rings with properties which mimic the familiar
properties of the integers. This important class of rings is described with the
following definition.
Definition 2.2. A zero-divisor is a non-zero element a of a commutative ring R
such that there exists a non-zero element b ∈ R with ab = 0. An integral domain
is a commutative ring with unity and no zero-divisors.
3Definition 2.3. Elements a and b of an integral domain R are said to be associates
if a = ub for some unit u ∈ R. A non-zero element a of an integral domain R is
called an irreducible if a is not a unit and, whenever a = bc for elements b, c ∈ R,
then b or c is a unit. A non-zero element a of an integral domain R is called a
prime if a is not a unit and if a divides b or a divides c whenever a divides bc for
b, c ∈ R.
Prime and irreducible elements of an integral domain are related by the following
result.
Theorem 2.1. Let R be an integral domain, and let p ∈ R be prime. Then p is
irreducible in R.
Proof. Suppose that p = ab for some a, b ∈ R. Since p is prime, it must divide
either a or b. Assume without loss of generality that p divides a, then a = pc for
some c ∈ R. Then p = ab = (pc)b = pcb and thus 1 = cb. Then b is a unit, so p is
irreducible in R. 
Another important class of rings are given in the next definition.
Definition 2.4. A field is a commutative ring with unity in which every non-zero
element is a unit.
Definition 2.5. A subset K of a field F is called a subfield of F if K is a field
with the operations of F .
Given a field F and a subset K of F , the following result provides a convenient
way to determine if K is itself a field without needing to verify all of the required
properties of a field.
Theorem 2.2. Let F be a field and let K be a subset of F with at least two
elements. Then K is a subfield of F if a − b, ab−1 ∈ K for all a, b ∈ K where
b 6= 0.
Proof. Since the operation of addition of K is the same as the operation of addition
of F , it is both associative and commutative. Since K is non-empty, we choose an
element x ∈ K and let a = x and b = x so that 0 = x − x = a − b ∈ K by our
hypothesis. Letting a = 0 and b = x, we have −x = 0 − x = a − b ∈ K as well.
To show that addition is closed, we let x, y ∈ K and show that x + y ∈ K. Since
−y ∈ K, we set a = x and b = −y so that x+ y = x− (−y) = a− b ∈ K.
Since the operation of multiplication of K is the same as the operation of mul-
tiplication of F , it is associative, commutative, and multiplication distributes over
addition. Since K has at least two elements, we choose x, y ∈ K such that y 6= 0
and let a = y and b = y so that 1 = yy−1 = ab−1 ∈ K by our hypothesis. Letting
a = 1 and b = y, we have y−1 = 1y−1 = ab−1 ∈ K as well. To show that multi-
plication is closed, we let x, y ∈ K such that y 6= 0 and show that xy ∈ K. Since
y−1 ∈ K, we set a = x and b = y−1 so that xy = x(y−1)−1 = ab−1 ∈ K. Therefore
K is a field with the operations of F . 
4In the same way that we have considered subfields of fields, it will be of use to
consider particular subsets of rings in general.
Definition 2.6. A subset A of a ring R is called a subring of R if A is a ring
with the operations of R. A subset A of a ring R is called a two-sided ideal of R if
i) A is a subring of R;
ii) ra ∈ A and ar ∈ A for every r ∈ R and every a ∈ A.
We will call a two-sided ideal of a ring R simply an ideal of R.
Given a ring R and a subset A of R, the following result provides a way to
determine if A is an ideal of R.
Theorem 2.3. A non-empty subset A of a ring R is an ideal of R if
i) a− b ∈ A for all a, b ∈ A;
ii) ra, ar ∈ A for every a ∈ A and every r ∈ R.
Proof. Since the operation of addition of A is the same as the operation of addition
of R, it is both associative and commutative. Since A is non-empty, we choose an
x ∈ A and let a = x and b = x so that 0 = x− x = a− b ∈ A by our hypothesis.
Letting a = 0 and b = x, we have −x = 0− x = a− b ∈ A as well. To show that
addition is closed, we let x, y ∈ A and show that x + y ∈ A. Since −y ∈ A, we
set a = x and b = −y so that x + y = x − (−y) = a − b ∈ A. Lastly, since the
operation of multiplication of A is the same as the operation of multiplication of
R, it is both associative and distributive over addition. Then for all x, y ∈ A, we
have y ∈ R so that xy ∈ A by our hypothesis. Therefore A is a subring of R. The
second condition of the theorem is then sufficient to conclude that A is an ideal of
R. 
Let R be a commutative ring with unity and let a ∈ R. We note that the set
〈a〉 = {ra | r ∈ R} is an ideal of R, and we call such an ideal a principal ideal of
R generated by the element a.
Let R be a ring and let A be a subset of R. For all r ∈ R, we define the set
r + A by
r + A = {r + a | a ∈ A}.
If A is an ideal of R, we have the following result.
Lemma 2.1. Let A be an ideal of a ring R and let a ∈ R. Then a+A = A if and
only if a ∈ A.
Proof. Suppose that a + A = A. Then a = a + 0 ∈ a + A = A, thus a ∈ A. Now
assume that a ∈ A. Since A is closed under addition, we have a + A ⊆ A. To
show that A ⊆ a + A, we let b ∈ A. We then have b − a ∈ A and b = 0 + b =
(a− a) + b = a+ (b− a) ∈ a+ A. Therefore A = a+ A. 
For two ideals A1 and A2 of R, the sets
A1 + A2 = {a1 + a2 | a1 ∈ A1, a2 ∈ A2},
5A1A2 = {a1b1 + a2b2 | a1, a2 ∈ A1, b1, b2 ∈ A2}
are ideals of R respectively called the sum and product of the ideals A1 and A2.
We will now present some notation and the Chinese Remainder Theorem. Let
R be a ring, let x1, x2 ∈ R, and let I be an ideal of R. We write x1 ≡ x2 (mod I)
to denote x1 + I = x2 + I. Similarly, if a ∈ R, then we write x1 ≡ x2 (mod a) to
denote x1 + 〈a〉 = x2 + 〈a〉.
Theorem 2.4. [5] Let R be a ring with unity and let A1, ..., An be ideals of R such
that Ai + Aj = R for all i 6= j. Given elements r1, ..., rn ∈ R, there exists an
element r ∈ R such that r ≡ ri (mod Ai) for all i = 1, ..., n.
Proof. We first prove the result for n = 2. Since A1 +A2 = R, we have a1 +a2 = 1
for some elements a1 ∈ A1 and a2 ∈ A2. We let r = r2a1 + r1a2 and the result
holds.
We now prove the general result. For each i = 2, ..., n, we choose elements
ai ∈ A1 and bi ∈ Ai such that ai + bi = 1. We let x =
∏n
i=2(ai + bi) and
I =
∏n
i=2Ai, where x = 1 and x ∈ A1 + I. Then A1 + I = R, so we can find an
element y1 ∈ R such that y1 ≡ 1 (mod A1) and y1 ≡ 0 (mod I). We repeat this
argument to find elements y2, ..., yn ∈ R such that yj ≡ 1 (mod Aj) and yj ≡ 0
(mod Ak) for k 6= j. We then set r = r1y1 + r2y2 + · · · + rnyn and the result
holds. 
Given a ring R, the ideals of R can be used to construct new rings.
Theorem 2.5. Let R be a ring and let A be a subring of R. The set R/A =
{r + A | r ∈ R} is a ring under the operations (s+ A) + (t+ A) = s+ t+ A and
(s+ A)(t+ A) = st+ A if and only if A is an ideal of R.
Proof. We show first that addition is well defined if A is an ideal of R. Let s+A =
s′+A and t+A = t′+A. Then s = s′+a and t = t′+b for some elements a, b ∈ A.
We obtain
s′ + t′ + A = s+ a+ t+ b+ A
= s+ a+ t+ A
= s+ a+ A+ t
= s+ A+ t
= s+ t+ A.
We now show that multiplication is well defined if and only if A is an ideal of
R. Suppose that A is an ideal and let s + A = s′ + A and t + A = t′ + A. Then
s = s′ + a and t = t′ + b for some elements a, b ∈ A. We obtain
st = (s′ + a)(t′ + b) = s′t′ + at′ + s′b+ ab
so that
st+ A = s′t′ + at′ + s′b+ ab+ A = s′t′ + A.
Thus multiplication is well defined when A is an ideal.
6Next we suppose that A is a subring of R that is not an ideal of R. Then there
exist elements a ∈ A and r ∈ R such that ar /∈ A or ra /∈ A. Consider the
elements a + A = A and r + A. If ar /∈ A, then (a + A)(r + A) = ar + A but
(0 + A)(r + A) = A 6= ar + A. We apply the same argument to the case ra /∈ A.
Therefore multiplication is not well defined when A is not an ideal.
It remains to show that the properties of a ring are satisfied. Let a, b, c ∈ R.
(a+A) + (b+A) = (a+ b) +A = (b+ a) +A = (b+A) + (a+A) so that addition
is commutative. (a + b + A) + (c + A) = (a + b + c) + A = (a + A) + (b + c + A)
so that addition is associative. 0 + A is the additive identity and −a + A is the
additive inverse of a+A. (a+A)
(
(b+A)(c+A)
)
= (a+A)(bc+A) = a(bc) +A =
(ab)c + A = (ab + A)(c + A) =
(
(a + A)(b + A)
)
(c + A) so that multiplication is
associative. (a+A)(b+ c+A) = a(b+ c) +A = ab+ ac+A = (ab+A) + (ac+A)
and (b+ c+A)(a+A) = (b+ c)a+A = ba+ ca+A = (ba+A) + (ca+A) so that
multiplication distributes over addition. This shows that the set R/A is indeed a
ring. 
Given an ideal A of a ring R, it is sometimes possible to determine information
about the structure of R/A if we know the structure of A. The following definition
is necessary to provide the condition under which R/A is a field.
Definition 2.7. An ideal A of a commutative ring R is a maximal ideal of R if
it is a proper ideal of R such that, for any ideal B of R satisfying A ⊆ B ⊆ R,
either B = A or B = R.
Theorem 2.6. Let R be a commutative ring with unity and let A be an ideal of
R. Then R/A is a field if and only if A is maximal.
Proof. Suppose that R/A is a field and B is an ideal of R that properly contains
A. Let b ∈ B, where b /∈ A. Then b + A is a non-zero element of R/A and there
exists an element c + A such that (b + A)(c + A) = 1 + A. Since b ∈ B, we have
bc ∈ B. We obtain
1 + A = (b+ A)(c+ A) = bc+ A,
so that 1 − bc ∈ A ⊂ B and thus 1 = (1 − bc) + bc ∈ B. Then B = R and A is
maximal.
Suppose that A is maximal. Since R/A is a ring, it suffices to show that
multiplication is commutative, R/A has a unity, and that all non-zero elements
of R/A are units. Let r, s ∈ R, then since R is a commutative ring we have
(r + A)(s + A) = rs + A = sr + A = (s + A)(r + A) so that multiplication is
commutative. 1 +A is the unity. Let b ∈ R where b /∈ A. It remains to show that
b+A has a multiplicative inverse. We consider the set B = {br+a | r ∈ R, a ∈ A}.
B is an ideal of R that properly contains A, thus B = R since A is maximal. It
follows that 1 ∈ B, so we write 1 = br0 + a0 where r0 ∈ R and a0 ∈ A. We then
have
1 + A = br0 + a0 + A = br0 + A = (b+ A)(r0 + A)
so that r0 + A is the desired multiplicative inverse of b+ A. 
7While the structure of a ring R can be quite complicated, the ideals of R can
provide some information about the structure of R since they are subsets of the ring
R itself. Another useful method to determine information about R is to compare
R to other rings with similar structures. This motivates the following definition.
Definition 2.8. A ring homomorphism φ from a ring R to a ring S is a mapping
from R to S such that
φ(a+ b) = φ(a) + φ(b) and φ(ab) = φ(a)φ(b)
for all a, b ∈ R. A ring homomorphism that is also a bijection is called a ring
isomorphism.
Given a ring homomorphism φ from a ring R to a ring S, the following subset
of R is of particular importance.
Definition 2.9. Let φ be a ring homomorphism from a ring R to a ring S, then
we define
kerφ = {r ∈ R | φ(r) = 0}.
Lemma 2.2. Let φ be a homomorphism from a ring R to a ring S. Then the
following properties hold:
i) φ(0) = 0;
ii) φ(−a) = −φ(a) for all a ∈ R.
iii) φ(a) = φ(b) if and only if a+ kerφ = b+ kerφ for all a, b ∈ R.
Proof. We have 0 = φ(0) − φ(0) = φ(0 + 0) − φ(0) = φ(0) + φ(0) − φ(0) = φ(0),
so that the first property holds. We let a ∈ R, then φ(a) − φ(a) = 0 = φ(0) =
φ(a − a) = φ(a) + φ(−a). Thus −φ(a) = φ(−a) and the second property holds.
To prove the third, we let a, b ∈ kerφ. Then
φ(a) = φ(b) ⇔ 0 = φ(a)− φ(b)
⇔ 0 = φ(a) + φ(−b) = φ(a− b)
⇔ a− b ∈ kerφ
⇔ a− b+ kerφ = kerφ
⇔ a+ kerφ = b+ kerφ.

Lemma 2.3. Let φ be an onto homomorphism from an integral domain R to an
integral domain S. Then the following properties hold:
i) φ(1) = 1;
ii) φ(a−1) =
(
φ(a)
)−1
for all units a ∈ R such that φ(a) 6= 0.
Proof. Suppose that R and S are integral domains and that φ is onto. If φ(1) = 0,
then φ(r) = φ(r · 1) = φ(r)φ(1) = φ(r) · 0 = 0 for all r ∈ R. Thus φ(R) = {0} = S
since φ is onto. This contradicts S being an integral domain, since an integral
domain must have a unity. Thus φ(1) 6= 0. Then 1 · φ(1) = φ(1) = φ(1 · 1) =
φ(1)φ(1) so that φ(1) = 1, proving the first property. Next, we let a ∈ R be a unit
8such that φ(a) 6= 0. Then there exists a−1 ∈ R and we have φ(a)(φ(a))−1 = 1 =
φ(1) = φ(aa−1) = φ(a)φ(a−1) so that φ(a−1) =
(
φ(a)
)−1
. 
The following result regarding the kernel of a ring homomorphism links the
notions of ring homomorphisms and ideals.
Theorem 2.7. Let φ be a ring homomorphism from a ring R to a ring S, then
kerφ is an ideal of R.
Proof. kerφ is a non-empty subset of R since φ(0) = 0. For all a, b ∈ kerφ we have
φ(a− b) = φ(a)− φ(b) = 0− 0 = 0 so that a− b ∈ kerφ. For all a ∈ kerφ and all
r ∈ R we have φ(ra) = φ(r)φ(a) = φ(r) ·0 = 0 and φ(ar) = φ(a)φ(r) = 0 ·φ(r) = 0
so that ra, ar ∈ kerφ. Therefore kerφ is an ideal of R. 
Given an ideal A of a ring R, it is of interest to observe the structure of R/A. The
following important result, the First Isomorphism Theorem for Rings, considers
the ring R/A where the ideal A is the kernel of a ring homomorphism.
Theorem 2.8. Let φ be a ring homomorphism from R to S. Then the mapping
from R/ kerφ to φ(R) given by r + kerφ 7→ φ(r) is an isomorphism.
Proof. Let ψ : R/ kerφ → φ(R) be the mapping given by r + kerφ 7→ φ(r). It
follows from the third property of Lemma 5.1 that ψ is well-defined and one-
to-one. For every φ(r) ∈ φ(R), the element r + kerφ ∈ R/ kerφ is such that
ψ(r+kerφ) = φ(r) so that ψ is also onto. It only remains to show that ψ preserves
the operations of addition and multiplication:
ψ
(
(x+ kerφ) + (y + kerφ)
)
= ψ
(
(x+ y) + kerφ
)
= φ(x+ y)
= φ(x) + φ(y)
= ψ
(
x+ kerφ
)
+ ψ
(
y + kerφ
)
and
ψ
(
(x+ kerφ)(y + kerφ)
)
= ψ
(
(xy) + kerφ
)
= φ(xy)
= φ(x)φ(y)
= ψ
(
x+ kerφ
)
ψ
(
y + kerφ
)
.
Therefore ψ is an isomorphism from R/ kerφ to φ(R). 
Ring isomorphisms can also be useful in the construction of fields. We begin with
the following definition of an equivalence relation, which generalizes the concept
of equality.
Definition 2.10. An equivalence relation on a set S is a set ∼ of ordered pairs
of elements of S such that the following properties hold:
i) (a, a) ∈∼ for all a ∈ S;
ii) (a, b) ∈∼ implies (b, a) ∈∼;
9iii) (a, b) ∈∼ and (b, c) ∈∼ imply that (a, c) ∈∼.
When ∼ is an equivalence relation on a set S, we write a ∼ b to denote (a, b) ∈∼,
and the set [a] = {x ∈ S | x ∼ a} is called the equivalence class of S containing a.
The following result now allows us to construct a field F , starting from an
integral domain R, in such a way that a ring isomorphic to R exists in F .
Theorem 2.9. Let R be an integral domain. Then there exists a field F , called
the field of fractions of R, that contains a subring isomorphic to R.
Proof. Let S = {(a, b) | a, b ∈ R, b 6= 0}. We define an equivalence relation ∼ on
S by (a, b) ∼ (c, d) if ad− bc = 0. We let F be the set of equivalence classes under
the relation ∼ and denote the equivalence class that contains (a, b) by a/b. We
define addition and multiplication on F by
a/b+ c/d = (ad+ bc)/(bd) and a/b · c/d = (ac)/(bd).
Since R is an integral domain, we have bd 6= 0 when b 6= 0 and d 6= 0, thus addition
and multiplication are closed.
We must now show that the operations are well defined. Suppose that a/b = a′/b′
and c/d = c′/d′ so that ab′ = a′b and cd′ = c′d. Then
(ad+ bc)b′d′ = adb′d′ + bcb′d′
= (ab′)dd′ + (cd′)bb′
= (a′b)dd′ + (c′d)bb′
= a′d′bd+ b′c′bd
= (a′d′ + b′c′)bd,
so that (ad + bc)/(bd) = (a′d′ + b′c′)/(b′d′). Therefore addition is well defined.
Similarly, we have
(ac)(b′d′) = (ab′)(cd′)
= (a′b)(c′d)
= (a′c′)(bd),
so that (ac)/(bd) = (a′c′)/(b′d′). Therefore multiplication is well defined. Since
multiplication is commutative in R, it follows that multiplication is also commu-
tative in F . Let 1 denote the unity of R, then 0/1 is the additive identity of F .
The additive inverse of a/b is −a/b, and the multiplicative inverse of a non-zero
element a/b is b/a.
We let the mapping φ : R → F be given by x 7→ x/1. For all x, y ∈ R,
φ(x) = φ(y) implies x/1 = y/1 so that x · 1 = y · 1 and x = y. We also have
φ(x + y) = (x + y)/1 = (x · 1 + y · 1)/(1 · 1) = x/1 + y/1 = φ(x) + φ(y) and
φ(xy) = (xy)/1 = (xy)/(1 · 1) = (x/1)(y/1) = φ(x)φ(y) for all x, y ∈ R. Then φ is
one-to-one and it preserves both operations, so that φ is a ring isomorphism from
R to φ(R). 
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Given a ring R, we have shown that it is possible to construct new rings by
considering the ideals of R or the field of fractions of R. It is also possible to
construct new rings by considering the polynomials with coefficients in R.
Definition 2.11. Let R be a commutative ring. The set of formal sums
R[x] =
{
n∑
i=0
aix
i | ai ∈ R, n is a non-negative integer
}
is called the ring of polynomials over R in the indeterminate x. The two elements
f(x) =
n∑
i=0
aix
i and g(x) =
m∑
i=0
bix
i
of R[x] are considered equal if and only if ai = bi for all non-negative integers i,
where we define ai = 0 when i > n and bi = 0 when i > m. We define addition
and multiplication by
f(x) + g(x) =
max{n,m}∑
i=0
(ai + bi)x
i
and
f(x)g(x) =
n+m∑
i=0
cix
i where cj =
j∑
k=0
akbj−k
for j = 0, ..., n+m.
If f(x) = anx
n + an−1xn−1 + · · · + a1x + a0 where an 6= 0 and f(x) 6= 0, we say
that f(x) has degree n and denote this by deg f = n. The term an is called the
leading coefficient of f(x), and if the leading coefficient is the unity of R, we say
that f(x) is monic.
The polynomial ring R[x] can share some properties with the ring R. The
following result is an important example of one such property.
Theorem 2.10. If R is an integral domain, then R[x] is an integral domain.
Proof. We must show that the ring R[x] is commutative, possesses a unity, and
has no zero-divisors. R[x] is commutative since R is commutative. If 1 is the unity
of R, then f(x) = 1 is the unity of R[x]. Suppose that
f(x) =
n∑
i=0
aix
i and g(x) =
m∑
i=0
bix
i
where an 6= 0 and bm 6= 0. Then f(x)g(x) has leading coefficient anbm 6= 0 since R
is an integral domain. 
Another very useful property, frequently called the division algorithm, can be
observed for polynomial rings F [x] where F is a field. We present first the Division
Algorithm for Z, and we then consider the similar result for F [x].
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Theorem 2.11. Let a, b ∈ Z where b > 0. Then there exists unique integers q and
r, respectively called the quotient and remainder in the division of a by b, such
that a = qb+ r and 0 ≤ r < b.
Proof. Let S = {a − bk | k ∈ Z and a − bk ≥ 0}. If 0 ∈ S, then the result holds
with q = a/b and r = 0. Assume then that 0 /∈ S. Since S is non-empty, there
exists a smallest element r = a − qb of S. Then a = qb + r and r ≥ 0. If r ≥ b,
then 0 ≤ r − b = a− qb− b = a− b(q + 1) ∈ S where a− b(q + 1) < a− bq. This
contradicts r being the smallest element of S, thus r < b.
Let q1, q2 and r1, r2 be integers such that a = q1b+r1 and a = q2b+r2 where 0 ≤
r1, r2 < b. Assume without loss of generality that r1 ≤ r2, then r2− r1 = (q1− q2)b
so that b divides r2 − r1 and 0 ≤ r2 − r1 ≤ r2 < b. It follows that r2 − r1 = 0 so
that r1 = r2 and q1 = q2. 
We now state and prove the Division Algorithm for F [x].
Theorem 2.12. Let F be a field and let f(x), g(x) ∈ F [x] where g(x) 6= 0. Then
there exist unique polynomials q(x), r(x) ∈ F [x], respectively called the quotient
and the remainder in the division of f(x) by g(x), such that f(x) = q(x)g(x)+r(x)
and either deg r(x) < deg g(x) or r(x) = 0.
Proof. Let n = deg f and m = deg g. If f(x) = 0 or n < m, we set q(x) = 0, and
r(x) = f(x). We now assume that n ≥ m, and let f(x) = anxn + an−1xn−1 + · · ·+
a1x+ a0 and g(x) = bmx
m + bm−1xm−1 + · · ·+ b1x+ b0. We prove the existence of
the polynomials q(x) and r(x) by induction.
We first prove the basis step. If n = 0, then m = 0 so we set q(x) = a0b
−1
0
and r(x) = 0.
Assume now that the result holds when we divide all polynomials in F [x] of
degree less than n by g(x). We let p(x) = f(x)− anbm−1xn−mg(x), then p(x) = 0
or deg p < n. If either p(x) = 0 or deg p < deg g, we set q(x) = anbm
−1xn−m, and
r(x) = p(x) so that
f(x) = q(x)g(x) + r(x).
Then q(x), r(x) ∈ F [x] where r(x) = 0 or deg r < deg g as required. If deg g ≤
deg p < n, then by the induction hypothesis there exist polynomials q(x) and r(x)
in F [x] such that
p(x) = q(x)g(x) + r(x),
where either r(x) = 0 or deg r < deg g. We obtain
f(x) = anbm
−1xn−mg(x) + p(x)
= anbm
−1xn−mg(x) + q(x)g(x) + r(x)
=
(
anbm
−1xn−m + q(x)
)
g(x) + r(x).
We set q(x) = anbm
−1xn−m + q(x) and r(x) = r(x), so that q(x), r(x) ∈ F [x] and
either r(x) = 0 or deg r < deg g as required.
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To prove the uniqueness of the polynomials q(x) and r(x), we suppose that
f(x) = q1(x)g(x) + r1(x) and f(x) = q2(x)g(x) + r2(x) where r1(x) = 0 or deg r1 <
deg g and r2(x) = 0 or deg r2 < deg g. We then have r2(x) − r1(x) =
(
q1(x) −
q2(x)
)
g(x). Thus either r2(x) − r1(x) = 0 or deg
(
r2(x) − r1(x)
) ≥ deg g(x).
Since deg
(
r2(x) − r1(x)
) ≤ max{deg r1(x), deg r2(x)} < deg g(x), we must have
r2(x)− r1(x) = 0 so that r1(x) = r2(x) and q1(x) = q2(x). 
One of the most important aspects of a polynomial are its zeros. We make the
following definitions.
Definition 2.12. Let F be a field and let f(x) ∈ F [x]. An element a ∈ F is called
a zero of multiplicity k, where k ≥ 1, if (x− a)k is a factor of f(x) but (x− a)k+1
is not.
Let F (x) be the field of fractions of F [x]. Let f(x) ∈ F (x), then f(x) =
f1(x)/f2(x) for some f1(x), f2(x) ∈ F [x]. The zeros of f2(x) are called the poles
of f(x), and the set F excluding the poles of f(x) is called the domain of definition
of f(x).
The Division Algorithm for F [x] allows us to obtain the following results regard-
ing the zeros of a polynomial.
Corollary 2.1. Let F be a field, a ∈ F , and f(x) ∈ F [x]. Then f(a) is the
remainder in the division of f(x) by x− a.
Proof. By the division algorithm for F [x], there exist unique polynomials q(x), r(x) ∈
F [x] such that f(x) = q(x)(x − a) + r(x) and either r(x) = 0 or deg r(x) < 1.
It follows that r(x) must be a constant, so that f(x) = q(x)(x − a) + b for some
b ∈ F . Then f(a) = q(a)(a− a) + b = b so that f(x) = q(x)(x− a) + f(a). 
Corollary 2.2. Let F be a field, a ∈ F , and f(x) ∈ F [x]. Then a is a zero of
f(x) if and only if x− a is a factor of f(x).
Proof. Suppose that a is a zero of f(x). Since f(a) is the remainder in the division
of f(x) by x − a, there exists a unique polynomial q(x) ∈ F [x] such that f(x) =
q(x)(x − a) + f(a). Then f(x) = q(x)(x − a) since f(a) = 0, so that (x − a) is a
factor of f(x).
Suppose that x − a is a factor of f(x). Then f(x) = g(x)(x − a) for some
polynomial g(x) ∈ F [x] and it follows that f(a) = g(a)(a − a) = 0 so that a is a
zero of f(x). 
The division algorithms for Z and F [x] can also be used to determine properties
of the ideals of these two rings. We present a definition which motivates the results
that follow.
Definition 2.13. A principal ideal domain is an integral domain R in which every
ideal is a principal ideal.
Theorem 2.13. Z is a principal ideal domain.
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Proof. Let I be an ideal of Z. If I = {0} then I = 〈0〉. If I 6= {0}, let n be the
smallest positive integer in I. We have 〈n〉 ⊆ I since n ∈ I. Let m ∈ I. There
exist integers q and r such that m = qn + r where r < n. Since I is an ideal, we
have r = m − qn ∈ I where n is the smallest positive integer in I, thus we must
have r = 0. Then m = qn so that I ⊆ 〈n〉. Therefore I = 〈n〉. 
Theorem 2.14. Let F be a field, then F [x] is a principal ideal domain. Moreover,
for any nonzero ideal I in F [x] and any element g(x) of F [x], I = 〈g(x)〉 if and
only if g(x) is a nonzero polynomial of minimum degree in I.
Proof. Let I be an ideal of the integral domain F [x]. If I = {0}, then I = 〈0〉. If
I 6= {0}, let g(x) ∈ I be an element of minimum degree among all of the elements
of I. We have 〈g(x)〉 ⊆ I since g(x) ∈ I. Let f(x) ∈ I. By the division algorithm,
we write f(x) = q(x)g(x) + r(x) where either deg r(x) < deg g(x) or r(x) = 0.
Since r(x) = f(x) − q(x)g(x) ∈ I, we conclude that r(x) = 0 since g(x) ∈ I was
chosen to have minimal degree. Thus f(x) ∈ 〈g(x)〉 and I ⊆ 〈g(x)〉. Therefore
I = 〈g(x)〉. 
In integral domains, a prime is always an irreducible. In principal ideal domains,
the notions of prime and irreducible coincide.
Theorem 2.15. Let R be a principal ideal domain. Then a ∈ R is prime if and
only if it is irreducible.
Proof. Since R is an integral domain, it follows that a is irreducible if it is prime.
To show the converse, we suppose that a is an irreducible element of R such that a
divides bc. We consider the ideal I = {ax+ by | x, y ∈ R}, where I = 〈r〉 for some
element r ∈ R since R is a principal ideal domain. Since a ∈ I is irreducible, we
have a = rs where either r or s is a unit. If r is a unit, then I = R and 1 = ax+by
for some x, y ∈ R so that c = acx+ bcy. Then a divides c since it divides acx and
bcy. If s is a unit, then 〈a〉 = 〈r〉 = I. Since b ∈ I, there exists t ∈ R such that
b = at, thus a divides b. Therefore a is prime. 
We have seen that maximal ideals are useful in the construction of fields. For
polynomial rings over fields, we have the following characterization for maximal
ideals.
Theorem 2.16. Let F be a field and let p(x) ∈ F [x]. Then 〈p(x)〉 is a maximal
ideal in F [x] if and only if p(x) is irreducible over F .
Proof. Suppose that 〈p(x)〉 is a maximal ideal in F [x]. Since neither {0} nor F [x]
is a maximal ideal in F [x], p(x) is neither the zero polynomial nor a unit in F [x].
If p(x) = g(x)h(x) is a factorization of p(x) over F , then 〈p(x)〉 ⊆ 〈g(x)〉 ⊆ F [x].
Thus 〈p(x)〉 = 〈g(x)〉 or F [x] = 〈g(x)〉. The first case yields deg p(x) = deg g(x).
The second case yields deg g(x) = 0 and thus deg p(x) = deg h(x). Therefore p(x)
is irreducible over F .
Suppose that p(x) is irreducible over F , and let I be any ideal of F [x] such that
〈p(x)〉 ⊆ I ⊆ F [x]. Since F [x] is a principal ideal domain, I = 〈g(x)〉 for some
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g(x) ∈ F [x]. Then p(x) ∈ 〈g(x)〉 and p(x) = g(x)h(x), where h(x) ∈ F [x]. Since
p(x) is irreducible over F , either g(x) or h(x) is constant. If g(x) is constant,
then I = F [x]. If h(x) is constant, then 〈p(x)〉 = 〈g(x)〉 = I. Therefore 〈p(x)〉 is
maximal in F [x]. 
Corollary 2.3. Let F be a field and let p(x) be an irreducible polynomial over F ,
then F [x]/〈p(x)〉 is a field
Proof. If p(x) is an irreducible polynomial over F , then 〈p(x)〉 is a maximal ideal
of F [x] and F [x]/〈p(x)〉 is a field. If F [x]/〈p(x)〉 is a field, then 〈p(x)〉 is a maximal
ideal of F [x] and p(x) must be an irreducible polynomial over F . 
We now present the definition for one last important class of rings.
Definition 2.14. An integral domain R is a unique factorization domain if
i) every non-zero element of R that is not a unit can be written as a product
of irreducible elements of R;
ii) the factorization into irreducible elements is unique up to associates and
the order in which the factors are written.
It can be shown that principal ideal domains are unique factorization domains.
To this end, we prove here the ascending chain condition for ideals in a principal
ideal domain.
Lemma 2.4. In a principal ideal domain, any strictly increasing chain of ideals
I1 ⊂ I2 ⊂ · · · must be finite in length.
Proof. Let I1 ⊂ I2 ⊂ · · · be a chain of strictly increasing ideals of an integral
domain R, and let I =
⋃
Ik be the union of the ideals Ik over every index k. We
claim that I is an ideal of R. Indeed, 0 ∈ Ik for every index k, thus I is a nonempty
subset of R. For all a, b ∈ I, there exist ideals Ik1 and Ik2 in the given chain such
that a ∈ Ik1 and b ∈ Ik2 . We let k0 = max{k1, k2} so that a, b ∈ Ik0 . Then for all
r ∈ R, since Ik0 is an ideal of R we have a − b ∈ Ik0 ⊆ I and ra, ar ∈ Ik0 ⊆ I.
Thus I is an ideal of R.
Since R is a principal ideal domain, there exists an element a ∈ R such that
I = 〈a〉. Then a ∈ I = ⋃ Ik, so that a ∈ In for some ideal In of the chain. Then
for any ideal Im of the chain, we have Im ⊆ I = 〈a〉 ⊆ In so that In is the last
ideal of the chain. 
We are now able to prove the claim that principal ideal domains are unique
factorization domains. Two important examples of unique factorization domains
follow the result.
Theorem 2.17. Every principal ideal domain is a unique factorization domain.
Proof. Let R be a principal ideal domain and let a1 be a nonzero element of R
which is not a unit. We first show that a1 has an irreducible factor. If a1 is
irreducible, then a1 is an irreducible factor of a1. We now assume that a1 = b2a2,
where a2 is nonzero and neither a2 nor b2 is a unit. If a2 is not irreducible, we
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write a2 = b3a3 where a3 is nonzero and neither a3 nor b3 is a unit. We repeat this
process to obtain the sequence b2, b3, ... of elements which are not units of R and
the sequence a1, a2, ... of nonzero elements of R where ai = bi+1ai+1 for each i. If
ai ∈ 〈biai〉, then ai = xbiai for some x ∈ R. Since ai 6= 0, we obtain 1 = xbi so that
bi is a unit. We conclude that for each i, we have the strict inclusion 〈biai〉 ⊂ 〈ai〉.
Then 〈a1〉 ⊂ 〈a2〉 ⊂ · · · is a strictly increasing chain of ideals, which must be finite
by the ascending chain condition. We let 〈a1〉 ⊂ 〈a2〉 ⊂ · · · ⊂ 〈aj〉 be the finite
chain, so that aj is an irreducible factor of a1.
We next show that a1 is a product of irreducible factors. We let a1 = p2c2
where p2 is irreducible and c2 is not a unit. If c2 is not irreducible, then we write
c2 = p3c3 where p3 is irreducible and c3 is not a unit. We repeat this process to
obtain another strictly increasing sequence 〈a1〉 ⊂ 〈c2〉 ⊂ 〈c3〉 ⊂ · · · which must be
finite by the ascending chain condition. We let 〈ck〉 be the last ideal of the chain,
then ck is irreducible and a1 = p2p3 · · · pkck where pi is irreducible for i = 2, ..., k.
Therefore every nonzero element of R which is not a unit is a product of irreducible
elements of R.
We now show that the factorization is unique up to associates and the order in
which the factors are written. We let a ∈ R and write
a = p1p2 · · · pn = q1q2 · · · qm,
where pi and qj are irreducible elements of R for i = 1, ..., n and j = 1, ...,m. We
apply induction on n. If n = 1, then a is irreducible and m = 1 so that p1 = q1.
We now assume that the factorization of an element into a product of less than n
irreducible elements is unique up to associates and the order in which the factors
are written. Since p1 divides q1q2 · · · qm, p1 must divide an element qm0 for some
1 ≤ m0 ≤ m. Suppose without loss of generality that m0 = 1, then q1 = up1 for
some unit u ∈ R. Now
up1p2 · · · pn = uq1q2 · · · qm = q1uq2 · · · qm
so that
p2 · · · pn = uq2 · · · qm.
By the induction hypothesis, these two factorizations are identical up to associates
and the order in which the elements are written. Therefore the two factorizations
of a are also identical up to associates and the order in which the factors are
written. 
Corollary 2.4. Z is a unique factorization domain.
Corollary 2.5. Let F be a field, then F [x] is a unique factorization domain.
The following definition can be made for elements in unique factorization do-
mains.
Definition 2.15. Let R be a unique factorization domain and let a, b ∈ R. We
call an element d ∈ R a common divisor of a and b if d is a divisor of both a and
b. Let S be the set of all common divisors of a and b, then we define a greatest
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common divisor of a and b, denoted gcd(a, b), to be an element of S such that d
divides gcd(a, b) for all d ∈ S. If gcd(a, b) = 1, we say that a and b are relatively
prime.
Relatively prime elements of a principal ideal domain possess the following prop-
erty.
Theorem 2.18. Let R be a principal ideal domain. If gcd(a, b) = 1 for a, b ∈ R,
then there exist s, t ∈ R such that sa+ tb = 1.
Proof. Let I = 〈a〉 + 〈b〉. Since R is a principal ideal domain, there exists c ∈ R
such that I = 〈c〉 = 〈a〉 + 〈b〉. Thus c must divide both a and b where a and b
are relatively prime. The element c must then be a unit in R. Since c ∈ I, there
exist s′, t′ ∈ R such that s′a + t′b = c. Setting s = c−1s′ and t = c−1t′, we obtain
sa+ tb = 1. 
2.2. Vector Spaces.
We recall the axioms of a vector space. Among other results, we establish the
concept of the dimension of a vector space, found in [4], which is useful in the
discussion of fields.
Definition 2.16. A vector space V over a field F is a set with two binary opera-
tions called addition and scalar multiplication, denoted by v+u and av respectively,
such that the following properties hold for all v, u, w ∈ V and all a, b ∈ F :
i) v + u = u+ v;
ii) (v + u) + w = v + (u+ w);
iii) there exists an element 0 ∈ V such that v + 0 = v for all v ∈ V ;
iv) for each v ∈ V there exists an element −v ∈ V such that v + (−v) = 0;
v) 1v = v for all v ∈ V , where 1 is the unity of F ;
vi) (ab)v = a(bv);
vii) a(v + u) = av + au;
viii) (a+ b)v = av + bv.
The following are two important examples of vector spaces.
Example 2.1. Let F be a field. The set
F n = {(a1, ..., an) | a1, ..., an ∈ F}
is a vector space over F with the operations of component-wise addition and scalar
multiplication.
Example 2.2. Let n be a non-negative integer and let F be a field. The set Pn(F )
consisting of the zero polynomial and all polynomials of degree less than or equal
to n with coefficients from F is a vector space over F with the standard operations
of addition and scalar multiplication.
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Example 2.3. Let E be a field and let F be a subfield of E. Then E is a vector
space over F . The operations of addition and scalar multiplication are respectively
the operations of addition and multiplication of E.
As with rings and fields, it will be useful to consider subsets of vector spaces
which are themselves vector spaces.
Definition 2.17. Let V be a vector space over a field F . A subset W of V is
called a subspace of V if W is a vector space over F with the operations of V .
The following result provides a way to determine when a subset of a vector space
is a subspace without verifying all of the axioms of a vector space.
Theorem 2.19. Let V be a vector space over a field F and let W be a subset of
V . Then W is a subspace of V if and only if the following hold:
i) 0 ∈ W ;
ii) v1 + v2 ∈ W for all v1, v2 ∈ W ;
iii) cv ∈ W for all v ∈ W and all c ∈ F .
Proof. If W is a subspace of V , then W is a vector space with the operations of
V . There must exist a vector 0W ∈ W such that v + 0W = v for all v ∈ W , and
since v + 0 = v = v + 0W for all v ∈ W , it follows that 0W = 0 ∈ W .
Next, we must show that W is a subspace of V when the given conditions hold.
Since the operations of W are the same as the operations of the vector space
V , we know that addition in W is commutative and associative, and that scalar
multiplication in W is associative and distributes over addition. We are given that
the zero vector is in W and we also have 1v = v for all v ∈ W . It only remains
to show that for every vector v ∈ W , there exists a vector −v ∈ W such that
v + (−v) = 0. We have (−1)v ∈ V and v + (−1)v = ((1 + (−1))v = 0 so that
(−1)v is the desired additive inverse. Thus W is a subspace of V . 
Of particular importance are the notions of spanning sets and linear indepen-
dence. We present first the definition of the span of a subset S of a vector space
V , and we prove that such a set is a subspace of V .
Definition 2.18. Let S be a non-empty subset of a vector space V . The span of
S, denoted span(S), is the set of all linear combinations of the vectors of S. We
define the span of the empty set to be {0}. We say that the subset S generates V
if span(S) = V .
Theorem 2.20. Let V be a vector space over a field F and let S be a subset of V .
Then span(S) is a subspace of V . Any subspace of V that contains S must also
contain span(S).
Proof. If S is empty, then {0} is a subspace of the vector space V . If S is non-
empty, then there exists v ∈ S so that 0v = 0 ∈ span(S). Let v1, v2 ∈ span(S),
then there exist u1, ..., un, w1, ..., wm ∈ S and a1, ..., an, b1, ..., bm ∈ F such that
v1 = a1u1+ · · · anun and v2 = b1w1+ · · · bmwm. Then v1+v2 is a linear combination
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of vectors in S and cv1 is a linear combination of vectors in S for any c ∈ F . Thus
v1 + v2, cv1 ∈ span(S) and span(S) is a subspace of V .
Let W be a subspace of V such that S ⊆ W . If w ∈ span(S), then there exists
v1, ..., vn ∈ S and a1, ..., an ∈ F such that w = a1v1 + · · · anvn. Then v1, ..., vn ∈ W
since S ⊆ W , so that w ∈ W since W is a subspace of V . Thus span(S) ⊆ W . 
We now present the definition of linear independence.
Definition 2.19. A subset S of a vector space V is called linearly dependent if
there exists a finite number of distinct vectors v1, ..., vn in S and scalars a1, ..., an,
not all zero, such that a1v1 + · · · + anvn = 0. We also say that the vectors of
S are linearly dependent. A subset S of a vector space V that is not linearly
dependent is called linearly independent. We also say that the vectors of S are
linearly independent.
For any set of vectors v1, ..., vn of a vector space V , we have a1v1+ · · ·+anvn = 0
for a1 = · · · = an = 0 and we call this the trivial representation of 0 as a linear
combination of v1, ..., vn. If a set S of a vector space V is linearly dependent, there
exists a non-trivial representation of 0 as a linear combination of the vectors of S.
A set S of a vector space V is linearly independent if and only if the only repre-
sentation of 0 as a linear combination of its vectors is the trivial representation.
Definition 2.20. Let V be a vector space. A basis β for V is a linearly independent
subset of V that generates V .
A basis for a vector space V is a very useful concept, since we may generate all
of the vectors of V with the vector of the basis in a unique way.
Theorem 2.21. Let V be a vector space and let β = {v1, ..., vn} be a subset of V .
Then β is a basis for V if and only if each element v ∈ V can be uniquely expressed
as a linear combination of vectors of β.
Proof. Let β be a basis for V . If v ∈ V , then v ∈ span(β) since span(β) = V . Thus
v is a linear combination of the vectors of β. Suppose that v = a1v1 + · · · + anvn
and v = b1v1 + · · ·+ bnvn are two representations of v. We obtain
0 = (a1 − b1)v1 + · · ·+ (an − bn)vn
where β is linearly independent. Thus a1− b1 = · · · = an− bn = 0 and a1 = b1, ...,
an = bn, so that v can be expressed uniquely as a linear combination of the vectors
of β.
Suppose that every element of V can be expressed uniquely as a linear combi-
nation of vectors of β. It follows that V ⊆ span(β), thus it only remains to show
that β is a linearly independent subset of V . Suppose that 0 = a1v1 + · · · + anvn
is a representation of 0 ∈ V as a linear combination of vectors of β. One such
representation is obtained by taking a1 = · · · = an = 0, and by assumption this
representation of 0 ∈ V is unique. Therefore β is linearly independent. 
The number of vectors in a basis for a vector space is unique.
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Theorem 2.22. Let β = {v1, ..., vn} and γ = {w1, ..., wm} be two bases of a vector
space V over a field F . Then n = m.
Proof. Suppose that n 6= m. Assume without loss of generality that n < m and
consider the set {w1, v1, v2, ..., vn}. Since the elements of β span V , w1 is a linear
combination of v1, ..., vn. Let w1 = a1v1 + · · ·+ anvn where ai ∈ F for i = 1, ..., n.
There exists at least one ai 6= 0 from a1, ..., an. Assume without loss of generality
that a1 6= 0, then
v1 =
1
a1
w1 +
(−a2)
a1
v2 + · · ·+ (−an)
a1
vn
so that v1 is a linear combination of w1, v2, ..., vn. It follows that the set {w1, v2, ..., vn}
spans V .
Next we consider the set {w1, w2, v2, ..., vn}. Since w2 ∈ V and the set {w1, v2, ..., vn}
spans V , w2 must be a linear combination of w1, v2, ..., vn. Let w2 = b1w1 + b2v2 +
· · · + bnvn where bi ∈ F for i = 1, ..., n. Since the elements of γ are linearly inde-
pendent, there must exist at least one bi 6= 0 from the elements b2, ..., bn. Assume
without loss of generality that b2 6= 0, then {w1, w2, v3, ..., vn} spans V .
Repeating the argument, it follows that {w1, ..., wn} spans V , thus wn+1 ∈ V
is a linear combination of w1, ..., wn. This contradicts the set γ being linearly
independent. 
Since the number of vectors in a basis for a vector space is independent of the
choice of basis, we have motivation for the following definition.
Definition 2.21. We say that a vector space V is finite-dimensional if it has a
basis consisting of a finite number of vectors. The unique number of vectors in a
basis for V is called the dimension of V and is denoted by dimV . The empty set
is a basis for the vector space {0}, and we say that this vector space has dimension
0.
We briefly recall the Lagrange interpolation formula. Let c0, c1, ..., cn be distinct
scalars in an infinite field F and define the Lagrange polynomials
fi(x) =
∏
k 6=i
x− ck
ci − ck .
Each fi(x) is a polynomial in Pn(F ), and as a function fi : F → F we have
fi(cj) =
{
0 if i 6= j
1 if i = j.
Suppose that, for some scalars a0, a1, ..., an,
n∑
i=0
aifi = 0,
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where 0 is the zero function. Then
n∑
i=0
aifi(cj) = 0 and
n∑
i=0
aifi(cj) = aj
for j = 0, 1, ..., n. Thus aj = 0 for j = 0, 1, ..., n so the set β = {f0, f1, ..., fn} is
linearly independent. Since Pn(F ) has dimension n+ 1, it follows that β is a basis
for Pn(F ). Every polynomial function g in Pn(F ) is then a linear combination of
elements of β. Let g = b0f0 + b1f1 + · · ·+ bnfn. Then
g(cj) =
n∑
i=0
bifi(cj) = bj
so that
g =
n∑
i=0
g(ci)fi
is the unique representation of g as a linear combination of elements of β called
the Lagrange interpolation formula. Given any scalars b0, b1, ..., bn, the Lagrange
interpolation formula yields the unique polynomial in Pn(F ) such that g(cj) = bj
for j = 0, 1, ..., n.
As with rings, it will be useful to introduce a notion for vector spaces similar to
that of ring homomorphisms for rings.
Definition 2.22. Let V and W be vector spaces over a field F . A function T :
V → W is called a linear transformation from V to W if the following properties
hold for all x, y ∈ V and all a ∈ F :
i) T (x+ y) = T (x) + T (y);
ii) T (ax) = aT (x).
Lemma 2.5. Let V and W be vector spaces and let T : V → W be linear. Then
the following properties hold:
i) T (0) = 0;
ii) T (v1 − v2) = T (v1)− T (v2) for all v1, v2 ∈ V .
Proof. The first property follows from 0 = T (0) − T (0) = T (0 + 0) − T (0) =
T (0) + T (0) − T (0) = T (0), so that T (0) = 0. To prove the second property, we
let v ∈ V . Then T (v) − T (v) = 0 = T (0) = T (v − v) = T (v) + T (−v) so that
−T (v) = T (−v). It then follows that for all v1, v2 ∈ V we have T (v1 − v2) =
T (v1) + T (−v2) = T (v1)− T (v2). 
The kernel and image of a linear transformation are of interest, motivating the
following definitions and results.
Definition 2.23. Let V and W be vector spaces and let T : V → W be linear.
The null space of T is the set N(T ) = {v ∈ V | T (v) = 0}. The range of T is
the set R(T ) = {T (v) | v ∈ V }. We call the dimension of N(T ) the nullity of T ,
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denoted by nullity(T ), and we call the dimension of R(T ) the rank of T , denoted
by rank(T ).
Theorem 2.23. Let V and W be vector spaces and let T : V → W be linear.
Then N(T ) is a subspace of V , and R(T ) is a subspace of W .
Proof. Since T (0) = 0, we have 0 ∈ N(T ). Let v1, v2 ∈ N(T ) and let c ∈ F , then
T (v1+v2) = T (v1)+T (v2) = 0 and T (cv1) = cT (v1) = 0. Thus v1+v2, cv1 ∈ N(T )
so that N(T ) is a subspace of V .
Since T (0) = 0, we have 0 ∈ R(T ). Let w1, w2 ∈ R(T ) and let c ∈ F . There
exist v1, v2 ∈ V such that T (v1) = w1 and T (v2) = w2. Then T (v1 + v2) =
T (v1) + T (v2) = w1 + w2 and T (cv1) = cT (v1) = cw1. Thus w1 + w2, cw1 ∈ R(T )
so that R(T ) is a subspace of W . 
Theorem 2.24. Let V and W be vector spaces, and let T : V → W be linear. If
β = {v1, ..., vn} is a basis for V , then
R(T ) = span
(
T (β)
)
.
Proof. We have T (vi) ∈ R(T ) for i = 1, ..., n. Since R(T ) is a subspace of the
vector space W , it follows that span
(
T (β)
) ⊆ R(T ).
Now suppose that w ∈ R(T ), then w = T (v) for some v ∈ V . Since β is a
basis for V , we have v = a1v1 + · · · + anvn where ai ∈ F for i = 1, ..., n. Then
w = T (v) = a1T (v1) + · · · + anT (vn) ∈ span
(
T (β)
)
since T is linear. Therefore
R(T ) ⊆ span(T (β)). 
The following result relating the dimension of a vector space with those of the
null space and range of a linear transformation is called the Dimension Theorem.
Theorem 2.25. Let V and W be vector spaces and let T : V → W be linear. If
V is finite-dimensional, then nullity(T ) + rank(T ) = dimV .
Proof. Suppose that dimV = n and dim
(
N(T )
)
= k. Let β′ = {v1, ..., vk} be
a basis for the subspace N(T ) of V and extend β′ to a basis β = {v1, ..., vn}
for V . We prove that the set γ = {T (vk+1), ..., T (vn)} is a basis for R(T ).
Since T (vi) = 0 for i = 1, ..., k, we have R(T ) = span
({T (v1), ..., T (vn)}) =
span
({T (vk+1), ..., T (vn)}) = span(γ). Suppose that
n∑
i=k+1
biT (vi) = 0
for some bk+1, ..., bn ∈ F . Since T is linear, we have
T
(
n∑
i=k+1
bivi
)
= 0
and
n∑
i+k+1
bivi ∈ N(T ).
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We have that β′ is a basis for N(T ), so there exist c1, ..., cn ∈ F such that
n∑
i=k+1
bivi −
k∑
i=1
civi = 0.
Since β is a basis for V , we must have bk+1 = · · · = bn = 0, thus γ is linearly
independent. Since the elements of γ are distinct, it follows that rank(T ) = n −
k. 
We define here a similar concept to that of a ring isomorphism. We then present
results that will allow us to determine exact conditions under which two vector
spaces are isomorphic.
Definition 2.24. Let V and W be vector spaces. We say that V is isomorphic to
W if there exists a linear transformation T : V → W that is both one-to-one and
onto, and we call T an isomorphism from V onto W .
Theorem 2.26. Let V and W be vector spaces and let T : V → W be linear.
Then T is one-to-one if and only if N(T ) = {0}.
Proof. Suppose that T is one-to-one and v ∈ N(T ). Then T (v) = 0 = T (0). Since
T is one-to-one, it follows that v = 0, thus N(T ) = {0}.
Assume that N(T ) = {0}, and suppose that T (v1) = T (v2). Then 0 = T (v1)−
T (v2) = T (v1 − v2), thus v1 − v2 = 0 and v1 = v2. Therefore T is one-to-one. 
Theorem 2.27. Let V and W be vector spaces over a field F , and suppose that
β = {v1, ..., vn} is a basis for V . For w1, ..., wn ∈ W , there exists a unique linear
transformation T : V → W such that T (vi) = wi for i = 1, ..., n.
Proof. Let v ∈ V . Since β is a basis for V , we have v = a1v1 + · · · anvn for unique
a1, ..., an ∈ F . Define T : V → W by T (v) = a1w1 + · · · anwn. To show that T is
linear, suppose that we also have u ∈ V and c ∈ F . Then u = b1v1 + · · · bnvn for
some b1, ..., bn ∈ F . Thus
cv + u =
n∑
i=1
(cai + bi)vi
and
T (cv + u) =
n∑
i=1
(cai + bi)wi = c
n∑
i=1
aiwi +
n∑
i=1
biwi = cT (v) + T (u),
where T (vi) = wi for i = 1, ..., n.
To verify that T is unique, we let U : V → W be a linear transformation such
that U(vi) = wi for i = 1, ..., n and let v ∈ V . Since β is a basis for V , we have
v = a1v1 + · · · anvn for unique a1, ..., an ∈ F . Then
U(v) =
n∑
i=1
aiU(vi) =
n∑
i=1
aiwi = T (v)
so that T = U . 
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We are now able to state and prove the following important result.
Theorem 2.28. Let V and W be finite-dimensional vector spaces over a field F .
Then V is isomorphic to W if and only if dimV = dimW .
Proof. Suppose that V is isomorphic to W and that T : V → W is an isomorphism
from V to W . Then T is one-to-one so that N(T ) = {0} and nullity(T ) = 0. Then
rank(T ) = dim
(
R(T )
)
= dimW and dimV = 0 + dimW = dimW .
Next, suppose that dimV = dimW . Let β = {v1, ..., vn} and γ = {w1, ..., wn} be
bases for V and W respectively. Then there exists a linear transformation T : V →
W such that T (vi) = wi for i = 1, ..., n, thus R(T ) = span
(
T (β)
)
= span(γ) = W .
Then T is onto, so that rank(T ) = dimW = dimV and nullity(T ) = 0. It follows
that N(T ) = {0} so that T is one-to-one. Therefore T is an isomorphism. 
Corollary 2.6. Let V be a vector space over F . Then V is isomorphic to F n if
and only if dimV = n.
Proof. Let e1 = (1, 0, 0, ..., 0, 0), e2 = (0, 1, 0, ..., 0, 0), ..., en = (0, 0, 0, ..., 0, 1) ∈ F n.
The set {e1, ..., en} is linearly independent and it spans F n, thus it forms a basis
for F n. Then dimF n = n and it follows that a vector space V is isomorphic to F n
if and only if dimV = n. 
2.3. Extension Fields.
We recall here the definitions and some properties of field extensions which can
be found in [3]. We describe the elements of field extensions through ring isomor-
phisms, and we relate extension fields to vector spaces to utilize the concept of
vector space dimension in the context of field extensions. We also introduce the
derivative for polynomials and rational functions over fields.
Definition 2.25. A field E is an extension field of a field F if F ⊆ E and the
operations of F are those of E restricted to F .
The following result concerning the zeros of a polynomial in an extension field
is of great importance.
Theorem 2.29. Let F be a field and let f(x) be a non-constant polynomial in
F [x]. Then there exists an extension field E of F in which f(x) has a zero.
Proof. Since F [x] is a unique factorization domain, there exists an irreducible factor
p(x) = anx
n + · · · + a1x + a0 of f(x). Since p(x) is irreducible, E = F [x]/〈p(x)〉
is a field. We let φ : F → E be the mapping given by φ(a) = a + 〈p(x)〉. For
all a, b ∈ F , φ(a) = φ(b) implies a + 〈p(x)〉 = b + 〈p(x)〉 so that a = b. We also
have φ(a + b) = a + b + 〈p(x)〉 = (a + 〈p(x)〉) + (b + 〈p(x)〉) = φ(a) + φ(b) and
φ(ab) = ab + 〈p(x)〉 = (a + 〈p(x)〉)(b + 〈p(x)〉) = φ(a)φ(b). Thus φ is one-to-
one and preserves both operations. Since φ maps the identity and unity of F to
the identity and unity of E respectively, φ(F ) has at least two elements. We let
x, y ∈ φ(F ) where y 6= 0. Then there exist elements a, b ∈ F such that b 6= 0 and
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x = φ(a), y = φ(b). We then have x − y = φ(a) − φ(b) = φ(a − b) ∈ φ(F ) and
xy−1 = φ(a)φ(b)−1 = φ(a)φ
(
b−1
)
= φ
(
ab−1
) ∈ φ(F ) so that φ(F ) is a subfield of
E which is isomorphic to F . Since
p
(
x+ 〈p(x)〉) = n∑
i=0
ai
(
x+ 〈p(x)〉)i
=
n∑
i=0
ai
(
xi + 〈p(x)〉)
=
(
n∑
i=0
aix
i
)
+ 〈p(x)〉
= p(x) + 〈p(x)〉
= 0 + 〈p(x)〉,
it follows that x+ 〈p(x)〉 is a zero of p(x) in E. 
Let F be a field and let a1, ..., an be elements of some extension field E of F .
We write F (a1, ..., an) to denote the smallest subfield of E that contains both F
and the set {a1, ..., an}. It will be useful to have a way to describe the elements of
F (a1, ..., an).
Theorem 2.30. Let F be a field and let p(x) ∈ F [x] be irreducible over F . If
a is a zero of p(x) in some extension field E of F , then F (a) is isomorphic to
F [x]/〈p(x)〉. Furthermore, if deg p(x) = n, then every element of F (a) can be
expressed in the form
bn−1an−1 + bn−2an−2 + · · ·+ b1a+ b0
where b0, ..., bn−1 ∈ F .
Proof. We consider the ring homomorphism φ : F [x] → F (a) given by φ(f(x)) =
f(a). We show that kerφ = 〈p(x)〉. Since p(a) = 0, we have 〈p(x)〉 ⊆ kerφ.
We also know that 〈p(x)〉 is a maximal ideal in F [x] since p(x) is irreducible
over F , so we conclude from kerφ 6= F [x] that kerφ = 〈p(x)〉. Now φ(F [x])
is a subfield of F (a), and φ
(
F [x]
)
contains both F and a. Since F (a) is the
smallest field containing both F and a, we have that F [x]/〈p(x)〉 is isomorphic to
φ
(
F [x]
)
= F (a).
We now prove the final claim of the theorem. Every element of F [x]/〈p(x)〉 has
the form f(x)+〈p(x)〉 for some polynomial f(x) ∈ F [x]. By the division algorithm,
there exists unique polynomials q(x), r(x) ∈ F [x] such that f(x) = q(x)p(x)+ r(x)
where r(x) = 0 or deg r(x) < deg p(x) = n. Thus every element of F [x]/〈p(x)〉 can
be expressed uniquely in the form
bn−1xn−1 + · · ·+ b0 + 〈p(x)〉,
where b0, ..., bn−1 ∈ F . The natural isomorphism from F [x]/〈p(x)〉 to F (a) then
sends bkx
k + 〈p(x)〉 to bkak. 
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The previous result motivates the following definitions.
Definition 2.26. Let E be an extension field of a field F and let a ∈ E. We call
a algebraic over F if a is the zero of some nonzero polynomial in F [x]. We call a
transcendental over F if it is not algebraic over F . An extension E of F is called
an algebraic extension of F if every element of E is algebraic over F . E is called
a transcendental extension of F if it is not an algebraic extension of F .
An extension E of F of the form E = F (a) is called a simple extension of F ,
and we call an element a such that E = F (a) a primitive element of E.
We now present a way to describe the elements of algebraic and transcendental
extension fields.
Theorem 2.31. Let E be an extension field of the field F and let a ∈ E. If a
is transcendental over F , then F (a) is isomorphic to F (x). If a is algebraic over
F , then F (a) is isomorphic to F [x]/〈p(x)〉, where p(x) is a polynomial in F [x] of
minimum degree such that p(a) = 0. Moreover, p(x) is irreducible over F .
Proof. Consider the homomorphism φ : F [x] → F (a) given by f(x) 7→ f(a). If
a is transcendental over F , then kerφ = {0}. We extend φ to an isomorphism
ψ : F (x)→ F (a) by defining ψ(f(x)/g(x)) = f(a)/g(a).
If a is algebraic over F , then kerφ 6= {0}, thus there exists a polynomial p(x)
in F [x] such that kerφ = 〈p(x)〉 and p(x) has minimum degree among all of the
nonzero elements of kerφ. Then p(a) = 0 and p(x) is irreducible over F since it is
a polynomial of minimum degree satisfying this property. 
If E is an extension field of F , we observe that E is a vector space over F . This
motivates the following definition of extension degrees.
Definition 2.27. Let E be an extension field of a field F . We say that E has
degree n over F , denoted by [E : F ] = n, if E has dimension n as a vector space
over F . E is called a finite extension of F if [E : F ] is finite, otherwise we call E
an infinite extension of F .
Theorem 2.32. If E is a finite extension of F , then E is an algebraic extension
of F .
Proof. Suppose that [E : F ] = n and a ∈ E. The set {1, a, ..., an} is linearly
dependent over F , so there are elements b0, b1, ..., bn ∈ F which are not all zero
such that
bna
n + bn−1an−1 + · · ·+ b1a+ b0 = 0.
Then a is a zero of the polynomial
f(x) = bnx
n + bn−1xn−1 + · · ·+ b1x+ b0.

Results regarding vector spaces can also be used to prove the following result
regarding field extensions.
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Theorem 2.33. Let K be a field extension of F . Then [K : F ] = n if and only if
K is isomorphic to F n as vector spaces.
Proof. K and F n will be isomorphic as vector spaces if and only if K has dimension
n as a vector space over F . It follows that K is isomorphic to F n as vector spaces
if and only if [K : F ] = n. 
The following important result relates the extension degrees of multiple field
extensions.
Theorem 2.34. Let K be a finite extension field of the field E and let E be a
finite extension field of the field F . Then K is a finite extension field of F and
[K : F ] = [K : E][E : F ].
Proof. Let [K : E] = n and [E : F ] = m. Then K is isomorphic to En and E is
isomorphic to Fm as vector spaces. It follows that K is isomorphic to (Fm)n and
thus Fmn as vector spaces. Therefore [K : F ] = mn. 
We present some final properties of algebraic extensions.
Theorem 2.35. If K is an algebraic extension of E and E is an algebraic extension
of F , then K is an algebraic extension of F .
Proof. Let a ∈ K. Since a is algebraic over E, a is the zero of an irreducible
polynomial p(x) = cnx
n + · · · + c1x + c0 ∈ E[x]. Let F0 = F (c0), F1 = F0(c1),
..., Fn−1 = Fn−2(cn−1), and Fn = Fn−1(cn) = F (c0, c1, ..., cn). Thus p(x) ∈ Fn[x]
and [Fn(a) : Fn] = n. Since ci is algebraic over F for i = 0, 1, ..., n, we obtain
finite values [Fi+1 : Fi] for i = 0, 1, ..., n. Then [Fn(a) : F ] = [Fn(a) : Fn][Fn :
Fn−1] · · · [F1 : F0][F0 : F ] is finite so that a belongs to a finite extension of F . 
Corollary 2.7. Let E be an extension field of the field F . Then the set of all
elements of E that are algebraic over F , called the algebraic closure of F in E, is
a subfield of E.
Proof. Suppose that a, b ∈ E are algebraic over F and b 6= 0. We have [F (a, b) :
F ] = [F (a, b) : F (b)][F (b) : F ] where a is algebraic over F (b) since it is algebraic
over F . Then [F (a, b) : F ] is finite and the elements a + b, a− b, ab, a/b ∈ F (a, b)
are algebraic over F . 
It will be of use to know when a polynomial or a rational function over a field
F has a zero of multiplicity greater than 1 in some extension field E of F . The
derivative will allow us to determine when this is the case.
Definition 2.28. Let F be a field and let f(x) = anx
n+· · ·+a2x2+a1x+a0 ∈ F [x].
We call the polynomial f ′(x) = nanxn−1 + · · · + 2a2x + a1 the derivative of f(x).
Let f(x) = f1(x)
f2(x)
∈ F (x). We call f ′(x) = f ′1(x)f2(x)−f1(x)f2′(x)
f2(x)2
the derivative of f(x).
We present some properties of the derivative in the following results. We consider
first properties of the derivative for polynomials.
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Lemma 2.6. Let F be a field, let f(x), g(x) ∈ F [x], and let c ∈ F . Then the
following properties hold:
i)
(
cf(x) + g(x)
)′
= cf ′(x) + g′(x);
ii)
(
f(x)g(x)
)′
= f ′(x)g(x) + f(x)g′(x);
Proof. Let
f(x) =
n∑
i=0
aix
i and g(x) =
m∑
j=0
bjx
j
and assume without loss of generality that n ≥ m and let bk = 0 for k > m. Then(
cf(x) + g(x)
)′
=
(
n∑
i=0
(cai + bi)x
i
)′
=
n∑
i=1
i(cai + bi)x
i−1
= c
n∑
i=1
iaix
i−1 +
n∑
j=1
jbjx
j−1
= cf ′(x) + g′(x).
We prove the second property by induction on the number of terms of the
polynomial f(x). For the basis step, we assume that f(x) is a monomial so we let
f(x) = anx
n and
g(x) =
m∑
j=0
bjx
j.
Then (
f(x)g(x)
)′
=
(
m∑
j=0
anbjx
j+n
)′
=
m∑
j=1
(j + n)anbjx
j+n−1
= anx
n
m∑
j=1
jbjx
j−1 + nanxn−1
m∑
j=1
bjx
j
= f(x)g′(x) + f ′(x)g(x).
We assume now that the result holds when f(x) has n or less terms, and we show
that the result holds when f(x) has n+ 1 terms. Let
f(x) =
n∑
i=0
aix
i and g(x) =
m∑
j=0
bjx
j.
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Let f(x) = f(x)− anxn, then f(x) is a polynomial with at most n terms. By the
first proved property and our induction hypothesis, we obtain
(
f(x)g(x)
)′
=
(
f(x)g(x) + anx
ng(x)
)′
= f
′
(x)g(x) + f(x)g′(x) + anxng′(x) + nanxn−1g(x)
=
(
anx
n + f(x)
)
g′(x) +
(
nanx
n−1 + f
′
(x)
)
g(x)
= f ′(x)g(x) + f(x)g′(x).

We can extend the properties of the derivative from the previous result to the
derivative of rational functions.
Lemma 2.7. Let F be a field, let f(x), g(x) ∈ F (x), and let c ∈ F . Then the
following properties hold:
i)
(
cf(x) + g(x)
)′
= cf ′(x) + g′(x);
ii)
(
f(x)g(x)
)′
= f ′(x)g(x) + f(x)g′(x).
Proof. Let f(x) = f1(x)
f2(x)
and g(x) = g1(x)
g2(x)
. The properties follow from the definition
of the derivative for elements in F (x) and applications of Lemma 2.6:
(
cf(x) + g(x)
)′
=
(
cf1(x)g2(x) + f2(x)g1(x)
f2(x)g2(x)
)′
=
[
f2(x)g2(x)
[
cf1(x)g2
′(x) + cf1
′(x)g2(x) + f2
′(x)g1(x)
+f2(x)g1
′(x)
]− (cf1(x)g2(x) + f2(x)g1(x))[f2(x)g2′(x)
+f2
′(x)g2(x)
]]
/
(
f2(x)g2(x)
)2
=
(
c
(
f1
′(x)f2(x)− f1(x)f2′(x)
)
g2(x)
2
+
(
g1
′(x)g2(x)− g1(x)g2′(x)
)
f2(x)
2
)
/
(
f2(x)g2(x)
)2
= c
f1
′(x)f2(x)− f1(x)f2′(x)
f2(x)2
+
g1
′(x)g2(x)− g1(x)g2′(x)
g2(x)2
= cf ′(x) + g′(x).
29(
f(x)g(x)
)′
=
(
f1(x)g1(x)
f2(x)g2(x)
)′
=
(
f2(x)g2(x)
(
f1
′(x)g1(x) + f1(x)g1′(x)
)
−f1(x)g1(x)
(
f2
′(x)g2(x) + f2(x)g2′(x)
)/(
f2(x)g2(x)
)2
=
((
f1
′(x)f2(x)− f1(x)f2′(x)
)
g1(x)g2(x)
+f1(x)f2(x)
(
g1
′(x)g2(x)− g1(x)g2′(x)
)/(
f2(x)g2(x)
)2
=
f1
′(x)f2(x)− f1(x)f2′(x)
f2(x)2
g1(x)
g2(x)
+
f1(x)
f2(x)
g1
′(x)g2(x)− g1(x)g2′(x)
g2(x)2
= f ′(x)g(x) + f(x)g′(x).

We present one final property of the derivative for rational functions called the
Chain Rule, which considers the derivative of a composition of functions.
Proposition 2.1. Let F be a field and let f(x), g(x) ∈ F (x). Then (f ◦ g)′(x) =
(f ′ ◦ g)(x) · g′(x).
Proof. We first prove the result for the case f(x) ∈ F [x]. Let
f(x) =
n∑
i=0
aix
i.
For any positive integer m, we have(
g(x)m
)′
=
m∑
j=1
g(x)m−1g′(x) = mg(x)m−1g′(x)
so that
(f ◦ g)′(x) =
(
n∑
i=0
aig(x)
i
)′
=
n∑
i=0
(
aig(x)
i
)′
=
n∑
i=1
iaig(x)
i−1g′(x)
= f ′
(
g(x)
)
g′(x).
To prove the result for f(x) ∈ F (x), we let f(x) = f1(x)/f2(x) and note that(
1
f(x)
)′
=
(
f2(x)
f1(x)
)′
=
−(f1′(x)f2(x)− f1(x)f2′(x))
f1(x)2
=
−f ′(x)
f(x)2
.
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We now obtain the following:
(f ◦ g)′(x) =
(
f1
(
g(x)
) · 1
f2
(
g(x)
))′
=
(
f1
(
g(x)
))′ · 1
f2
(
g(x)
) + f1(g(x)) ·( 1
f2
(
g(x)
))′
= f1
′(g(x))g′(x) · 1
f2
(
g(x)
) + f1(g(x)) ·(−f2′(g(x))g′(x)
f2
(
g(x)
)2
)
=
(
f1
′(g(x))f2(g(x))− f1(g(x))f2′(g(x)))g′(x)/f2(g(x))2
= f ′
(
g(x)
)
g′(x).

The derivative can be used to prove the following result regarding the zeros of
multiplicity greater than 1 of polynomials over a field F .
Theorem 2.36. A polynomial f(x) over a field F has a zero of multiplicity greater
than 1 in some extension field E if and only if f(x) and f ′(x) have a common factor
of positive degree in F [x].
Proof. Let a be a zero of f(x) of multiplicity greater than 1 in some extension
E of F . Then there exists g(x) ∈ E[x] such that f(x) = (x − a)2g(x). Since
f ′(x) = (x − a)2g′(x) + 2(x − a)g(x), we have f ′(a) = 0 so that x − a is a factor
of both f(x) and f ′(x) in E. Suppose that f(x) and f ′(x) have no common
divisor of positive degree in F [x], then there exist g(x), h(x) ∈ F [x] such that
f(x)g(x) + f ′(x)h(x) = 1. Then x− a is a factor of f(x)g(x) + f ′(x)h(x) in E[x],
so that x − a is a factor of 1, yielding a contradiction. Therefore f(x) and f ′(x)
must have a common divisor of positive degree in F [x].
Suppose that f(x) and f ′(x) have a common factor of positive degree in F [x]
and let a be a zero of that common factor. Since a is a zero of f(x), there exists
a polynomial q(x) such that f(x) = (x− a)q(x). Then f ′(x) = q(x) + (x− a)q′(x)
and a is a zero of f ′(x) so that 0 = f ′(a) = q(a). Thus x − a is a factor of q(x)
and a is a zero of f(x) with multiplicity greater than 1. 
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3. Prime Polynomials
Let f(x) be a non-constant polynomial. If f(x) can be expressed as the compo-
sition of two polynomials g(x) and h(x) with degrees at least 2, f(x) is said to be
composite. Otherwise, f(x) is said to be prime. In this chapter we present a few
of Ayad’s results from [1] regarding prime polynomials. We will first require some
definitions, so we present them here.
Let f(x) be a non-constant complex polynomial and let x0 ∈ C. The smallest
integer i ≥ 1 such that f (i)(x0) 6= 0 is called the valency of f(x) at x0 and is
denoted by vf (x0). The number x0 is called a critical point of f(x) provided that
vf (x0) ≥ 2. The number t0 ∈ C is a critical value of f(x) if there exists a critical
point x0 of f(x) such that f(x0) = t0.
Let R be an integral domain and let K be its field of fractions. Let u(x) =
anx
n + · · ·+ a1x+ a0 and v(x) = bmxm + · · ·+ b1x+ b0 be polynomials over R. Let
α1, ..., αn and β1, ..., βm be the all of the roots of u(x) and v(x) respectively in an
algebraic closure of K. The resultant of u(x) and v(x) is given by
Resx
(
u(x), v(x)
)
= amn b
n
m
n∏
i=1
m∏
j=1
(αi − βj).
We then define the discriminant of the polynomial u(x) by
D
(
u(x)
)
=
(−1)n(n−1)/2
an
Resx
(
u(x), u′(x)
)
.
The following properties of the resultant follow from the definition.
i) Let u(x) and v(x) be polynomials as described above. Then
Resx
(
v(x), u(x)
)
= (−1)nmResx
(
u(x), v(x)
)
.
ii) Under the same hypotheses as the first property,
Resx
(
u(x), v(x)
)
= amn
n∏
i=1
v(αi).
iii) u(x) and v(x) have a zero in common if and only if
Resx
(
u(x), v(x)
)
= 0.
iv) For an additional polynomial w(x) over R, we have
Resx
(
u(x), v(x)w(x)
)
= Resx
(
u(x), v(x)
)
Resx
(
u(x), w(x)
)
.
Let f(x) be a complex polynomial, let f ′(x) be the derivative of f(x), and let
β1, ..., βn−1 be all of the zeros of f ′(x). Let t be a variable, let b be the leading
coefficient of f ′(x), and let n = deg f(x). Consider the discriminant D(t) =
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Resx
(
f(x)− t, f ′(x)). Using the properties of the resultant, we have the following:
D(t) = Resx
(
f(x)− t, b
n−1∏
i=1
(x− βi)
)
= (−1)n(n−1)bn
n−1∏
i=1
(
f(βi)− t
)
.
We remark that since βi is a zero of f
′(x), βi is a critical point of f(x) and f(βi)
is a critical value of f(x) for i = 1, ...,m. It immediately follows that D(t0) = 0 if
and only if t0 is a critical value of f(x). We define the multiplicity of the critical
value t0 as the multiplicity of t0 as a root of D(t), and we call a critical value with
multiplicity equal to one a simple critical value.
Under certain conditions, the critical values of a polynomial can be used to
identify if a polynomial is a prime polynomial.
Lemma 3.1. Let f(x) be a composite polynomial of the from f(x) = g
(
h(x)
)
where g(x), h(x) are polynomials of degree m and k respectively. Let D(t) be the
discriminant of f(x)− t, then there exists a ∈ C such that
D(t) = a[D(g(x)− t)]kResx(f(x)− t, h′(x)).
Proof. Write u(t) ∼ v(t) to denote that the polynomials u(t) and v(t) are equal up
to multiplication by a constant. We have
D(t) ∼ Resx (f(x)− t, f ′(x))
∼ Resx
(
f(x)− t, g′(h(x))) · Resx (f(x)− t, h′(x)) .
We also have
Resx
(
f(x)− t, g′(h(x))) = Resx (g(h(x))− t, g′(h(x)))
= Resx
[
g(h(x))− t,mb
m−1∏
i=1
(
h(x)− βi
) ]
,
where b is the leading coefficient of g and β1, ..., βm−1 are the roots of g′(x). Thus
Resx
(
f(x)− t, g′(h(x))) ∼ Resx [ g(h(x))− t,m−1∏
i=1
(
h(x)− βi
) ]
∼
m−1∏
i=1
Resx
(
g
(
h(x)
)− t, h(x)− βi)
∼
[
m−1∏
i=1
(
g(βi)− t
)]k
∼ [ Resx
(
g(x)− t, g′(x))]k
∼ [D(g(x)− t)]k.
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We conclude that D(t) ∼ [D(g(x)− t)]k · Resx(f(x)− t, h′(x)). 
Corollary 3.1. Let f(x) be a polynomial of degree n and let D(t) be the discrimi-
nant of f(x)−t. Suppose that f(x) is composite and has a right composition factor
of degree k ≥ 2, then there exists two non-constant polynomials A(t) and B(t) such
that degB = k − 1 and D(t) = [A(t)]kB(t).
Proof. We let f(x) = g
(
h(x)
)
where h(x) is a right composition factor of degree
k ≥ 2. By Lemma 3.1, there exists a ∈ C such that D(t) = a[D(g(x) − t)]k ·
Resx
(
f(x)−t, h′(x)). We set A(t) = D(g(x)−t) and B(t) = aResx(f(x)−t, h′(x)),
and the result follows. 
Theorem 3.1. Let f(x) be a complex polynomial of degree n and let d be the
greatest proper divisor of n. Suppose that f(x) has at least d simple critical values,
then f(x) is prime.
Proof. Suppose by contradiction that f(x) is composite. There exist complex
polynomials g(x) and h(x) of degrees m ≥ 2 and k ≥ 2 respectively such that
f(x) = g
(
h(x)
)
. We let D(t) be the discriminant of f(x) − t, and we write
D(t) = [A(t)]kB(t) where degB(t) = k − 1. Let δ be the number of simple
critical values of f(x). Since these critical values must be roots of the polynomial
B(t), we obtain
k − 1 = degB(t) ≥ δ ≥ d ≥ k
which is a contradiction. Therefore f(x) is prime. 
The valencies of the critical points of a polynomial can also be used to determine
if a polynomial is a prime polynomial.
Lemma 3.2. Let f1(x) and f2(x) be non-constant polynomials, then there exists
a polynomial l(x) of degree 1 such that f2 = l ◦ f1 if and only if for every x0 ∈ C,
we have vf2(x0) = vf1(x0).
Proof. If there exists a polynomial l(x) such that f2 = l ◦ f1, then there exist
a, b ∈ C such that f2(x) = af1(x) + b. We then have f2′(x) = af1′(x), and it
follows that vf1(x0) = vf2(x0) for all x0 ∈ C.
Now, let α be any root of f ′1(x) of order e ≥ 1. There exists a polynomial q1(x)
with q1(α) 6= 0 such that f ′1(x) = (x − α)eq1(x). Hence there exists a polynomial
p1(x) with p1(α) 6= 0 such that f1(x)− f1(α) = (x − α)e+1p1(x). We deduce that
vf2(α) = vf1(α) = e+ 1. This implies that α is a root of f
′
2(x) of order e. Since the
roles of f ′1(x) and f
′
2(x) are symmetric, we conclude that there exists some a ∈ C∗
such that f ′2(x) = af
′
1(x) and then f2(x) = af1(x) + b with b ∈ C. 
Proposition 3.1. Let f(x), g(x), and h(x) be three non-constant polynomials, then
the following assertions are equivalent:
i) There exists a polynomial l(x) of degree 1 such that l ◦ f = g ◦ h;
ii) for any x0 ∈ C we have vf (x0) = vh(x0) · vg
(
h(x0)
)
.
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Proof. Suppose that there exists a polynomial l(x) of degree 1 such that l◦f = g◦h,
then f = l−1 ◦ g ◦ h. Set
(l−1 ◦ g)′(x) = c(x− α1)e1 · · · (x− αs)es
where e1, ..., es are positive integers. Then
f ′(x) = h′(x) · (l−1 ◦ g)′(h(x)) = ch′(x)(h(x)− α1)e1 · · · (h(x)− αs)es .
From this we deduce that for any x0 ∈ C, we have
vf (x0)− 1 = vh(x0)− 1 +
(
vh(x0)
) · (vl−1◦g(h(x0))− 1),
hence
vf (x0) = vh(x0)vl−1◦g
(
h(x0)
)
and vf (x0) = vh(x0)vg
(
h(x0)
)
.
Suppose that for any x0 ∈ C we have vf (x0) = vh(x0)vg
(
h(x0)
)
and set f1 =
g ◦ h. We conclude from the first half of the proof that for any x0 ∈ C, we have
vf1(x0) = vh(x0)vg
(
h(x0)
)
, hence vf (x0) = vf1(x0) for any x0 ∈ C. Then there
exists a polynomial l(x) of degree 1 such that g ◦ h = f1 = l ◦ f . 
Theorem 3.2. Let f(x) be a complex polynomial of degree n. Let d be the greatest
proper divisor of n and suppose that f(x) has a critical point x0 ∈ C such that its
valency vf (x0) is a prime number p > d, then f(x) is prime.
Proof. Suppose that f = g ◦ h where g(x) and h(x) are polynomials of degree at
least 2 and that vf (x0) = p is a prime number for some x0 ∈ C. We consider two
cases:
vh(x0) = p and vg
(
h(x0)
)
= 1
or
vh(x0) = 1 and vg
(
h(x0)
)
= p.
In the first, we have
d− 1 ≥ deg h− 1 =
∑
x∈C
(
vh(x)− 1
) ≥ p− 1.
Thus p ≤ d, yielding a contradiction. The same method also yields a contradiction
in the second case. Therefore f(x) is prime. 
Corollary 3.2. Let f(x) = (x − x0)pu(x) be a complex polynomial, where p is a
prime number, deg u(x) < p, and x0 ∈ C is such that u(x0) 6= 0. Then f(x) is
prime.
Proof. Let n = deg f(x) and let d be the greatest proper divisor of n. Then
2p > p+ deg u(x) = n ≥ 2d
so that p > d. Since vf (x0) = p > d, the polynomial f(x) is prime. 
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4. Main Results on Prime Rational Functions
In this chapter1 we present the main results regarding prime rational functions.
This work is motivated by existing work on polynomials, which we will briefly
recall here. Beardon proved in [2] that if a polynomial f(x) of degree n has more
than n/2 critical values, then f(x) is prime. In [1], Ayad defined the multiplicity
of a critical value and proved that if a polynomial f(x) of degree n has more than d
simple critical values where d is the greatest proper divisor of n, then f(x) is prime.
Ayad also provided examples of prime polynomials by considering the valencies of
their critical points.
We extend this concept to rational functions as follows. Let C[x] be the ring
of complex polynomials and let C(x) be its field of fractions. When we refer to
the complex rational function f(x), we mean the unique ratio f1(x)
f2(x)
of complex
polynomials f1(x) and f2(x) where f2(x) is monic and no linear factor divides
both f1(x) and f2(x). We then define the degree of f(x) by
deg f(x) = max{deg f1(x), deg f2(x)}.
Let f(x) be a non-constant complex rational function. We call f(x) composite if
there exist complex rational functions g(x) and h(x), both with degrees at least 2,
such that f(x) = g
(
h(x)
)
. Otherwise, we call f(x) prime.
In the sections that follow, we make use of the set of units under function
composition to provide conditions on the multiplicities of the zeros and poles of
a rational function f(x) which are sufficient to conclude that f(x) is prime. We
define the resultant of two rational functions, and motivated by Ayad’s results in
[1], we present conditions on the critical values of a rational function f(x) under
which f(x) is prime and use these results to provide examples of prime rational
functions.
4.1. Units and composite rational functions.
Let f(x) be a complex rational function. Then f(x) can be expressed as the
ratio of two complex polynomials such that no linear factor divides both of the
polynomials in its numerator and its denominator, and we say that f(x) is in its
most reduced form. Since such a reduced form is useful when trying to determine
the degree of a rational function, we provide here an expression for the reduced
form of a composition of two rational functions.
Lemma 4.1. Let g(x) and h(x) be rational functions in their most reduced forms
with
g(x) =
b
∏m1
i=1(x− αi)∏m2
j=1(x− βj)
and h(x) =
h1(x)
h2(x)
.
1A version of this chapter has been submitted for publication
Kihel, O., Larone, J., 2014
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Then the expression for g
(
h(x)
)
given by
g
(
h(x)
)
=
bh2(x)
deg g−m1∏m1
i=1
(
h1(x)− αih2(x)
)
h2(x)deg g−m2
∏m2
j=1
(
h1(x)− βjh2(x)
)
is in its most reduced form.
Proof. Let m = deg g. We suppose by contradiction that the given expression for
g
(
h(x)
)
is not in its most reduced form, then there exists a linear factor `(x) which
divides both the numerator and denominator of g
(
h(x)
)
. We consider the possible
cases:
i) If `(x) divides h2(x) and h1(x) − γh2(x) for any γ ∈ C, then `(x) divides(
h1(x) − γh2(x)
)
+
(
γh2(x)
)
= h1(x) which contradicts h(x) being in its
most reduced form. Thus we reject the case where `(x) divides h2(x)
m−m1
and h1(x) − βjh2(x) for some j = 1, ...,m2 as well as the case where `(x)
divides h2(x)
m−m2 and h1(x)− αih2(x) for some i = 1, ...,m1.
ii) If `(x) divides h1(x) − αih2(x) for some i and h1(x) − βjh2(x) for some j,
then there exist polynomials q1(x) and q2(x) such that h1(x) − αih2(x) =
q1(x)`(x) and h1(x) − βjh2(x) = q2(x)`(x). Solving these two expressions
for h1(x) yields
q1(x)`(x) + αih2(x) = h1(x) = q2(x)`(x) + βjh2(x).
From this we obtain(
q1(x)− q2(x)
)
`(x) = (βj − αi)h2(x).
Since g(x) is in its most reduced form, we have αi 6= βj, thus `(x) must
divide h2(x). This leads us again to case (i), which yields a contradiction.

We prove here a proposition which will be essential for the rest of this paper.
Proposition 4.1. Let K be a field and let f(x) = f1(x)
f2(x)
be a rational function over
K in its most reduced form, then
deg f = [K(x) : K(f)].
Proof. We have K(f) ⊂ K(x) = K(f, x) where x is a primitive element of K(x)
over K(f). Then x is a root of the polynomial
F (y) = f1(y)− f · f2(y) ∈ K(f)[y]
and degF = max{deg f1, deg f2}. F is irreducible in K[f, y] = K(f)[y], thus it
is irreducible in K(f)[y]. Then [K(x) : K(f)] = degF = max{deg f1, deg f2} =
deg f . 
Proposition 4.2. Let K be a field and let f(x) = g
(
h(x)
)
where f(x), g(x), and
h(x) are rational functions over K, then
deg f = deg g · deg h.
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Proof. We have K(f) ⊂ K(h) ⊂ K(x), [K(x) : K(f)] = deg f , [K(x) : K(h)] =
deg h, and [K(h) : K(f)] = deg g. The desired result follows. 
Corollary 4.1. Let f(x) be a complex rational function of degree p where p is a
prime number. Then f(x) is prime.
We recall that a rational function µ(x) is a unit under function composition if
there exists another rational function µ−1(x) such that µ
(
µ−1(x)) = µ−1
(
µ(x)
)
=
x. Then deg µ(x) ·deg µ−1(x) = deg x = 1 and it follows that both µ(x) and µ−1(x)
must have degree 1. We claim that the complex rational functions of degree 1
form the group of units under function composition, which is the motivation for
the requirement that the composition factors of a composite function have degree
at least 2. One can verify that the function µ(x) = ax+b
cx+d
has degree 1 if and only
if ad − bc 6= 0, and in this case it has an inverse given by µ−1(x) = dx−b−cx+a . When
we refer to a unit µ(x), we mean that µ(x) is a unit under function composition.
This group of units will be very useful in the study of whether a function is
prime due to the following result.
Lemma 4.2. Let f be a complex rational function and let µ be a unit. Then f ◦µ
and µ ◦ f are composite if and only if f is composite.
Proof. If µ ◦ f is composite, then µ ◦ f = g ◦h for some complex rational functions
g and h with degrees at least 2, so that f = (µ−1 ◦ g) ◦h is composite. Similarly, if
f ◦ µ is composite, then f ◦ µ = g ◦ h for complex rational functions g and h with
degrees at least 2, so that f = g ◦ (h ◦ µ−1) is composite.
Conversely, if f is composite, then f = g ◦ h for complex rational functions g
and h with degrees at least 2, so that µ ◦ f = (µ ◦ g) ◦ h and f ◦ µ = g ◦ (h ◦ µ) are
both composite. 
The results provided by the two following lemmas will be frequently used in this
paper. The first provides a particular pair of composition factors for composite
rational functions, and the second relates the numerator and denominator degrees
of a composite rational function with those of its composition factors.
Lemma 4.3. Let f(x) be a complex composite rational function. There exist com-
plex rational functions g(x) and h(x) of degrees at least 2 such that f(x) = g
(
h(x)
)
where the numerator degree of h(x) is larger than its denominator degree.
Proof. We are given that f(x) is composite, so there exist complex rational func-
tions G(x) and H(x) of degrees at least 2 such that f(x) = G
(
H(x)
)
. We let µ(x)
be a complex rational function of degree 1. We consider the expression µ
(
H(x)
)
explicitly, and we will choose µ(x) so that µ
(
H(x)
)
has larger numerator degree
than denominator degree. Let H(x) = H1(x)
H2(x)
and consider two cases.
i) If degH1 > degH2 we let µ(x) = x;
ii) if degH1 ≤ degH2, we write H1(x) = aH2(x) + r(x) where a ∈ C and
deg r < degH2. Then H(x) = a+
r(x)
H2(x)
and we let µ(x) = 1
x−a .
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In both cases, µ
(
H(x)
)
has numerator degree greater than its denominator degree.
Since µ(x) has degree 1, there exists µ−1(x) such that µ−1
(
µ(x)
)
= x. We define
g(x) = G
(
µ−1(x)
)
and h(x) = µ
(
H(x)
)
. Then
f = G ◦H = G ◦ µ−1 ◦ µ ◦H = (G ◦ µ−1) ◦ (µ ◦H) = g ◦ h
is a decomposition of f such that f(x) = g
(
h(x)
)
where the numerator degree of
h(x) is larger than its denominator degree. 
Lemma 4.4. Let f(x) be a composite complex rational function with f(x) =
g
(
h(x)
)
. Let n1,m1, and k1 be the numerator degrees of f(x), g(x), and h(x)
respectively and let n2,m2, and k2 be the denominator degrees of f(x), g(x), and
h(x) respectively. If k1 > k2, then
(n1 − n2) = (m1 −m2)(k1 − k2).
Proof. Let h(x) = h1(x)
h2(x)
and let
g(x) =
b
∏m1
i=1(x− αi)∏m2
j=1(x− βj)
have degree m. Then we have
f(x) =
f1(x)
f2(x)
=
bh2(x)
m−m1∏m1
i=1
(
h1(x)− αih2(x)
)
h2(x)m−m2
∏m2
j=1
(
h1(x)− βjh2(x)
) .
Since we have k1 > k2 by assumption, the numerator and denominator degrees of
f(x) satisfy n1 + (m −m2)k2 + m2k1 = n2 + (m −m1)k2 + m1k1. It follows that
n1 − n2 = (m1 −m2)(k1 − k2) as desired. 
The following property extends the relationship between the degree of a poly-
nomial and that of its derivative to the case of a rational function.
Lemma 4.5. Let f(x) be a complex rational function with numerator degree n1 and
denominator degree n2, and let f
′(x) have numerator degree n1′ and denominator
degree n2
′. If n1 − n2 6= 0, then n1′ − n2′ = n1 − n2 − 1
Proof. Let f(x) = ax
n1+f1(x)
xn2+f2(x)
where a 6= 0, deg f1(x) < n1, and deg f2(x) < n2.
Then the reduced form of f ′(x) can be obtained by simplifying the expression
F (x) =
(an1x
n1−1 + f1
′(x))(xn2 + f2(x))− (axn1 + f1(x))(n2xn2−1 + f2′(x))
(xn2 + f2(x))2
.
We first expand the numerator and denominator of the previous expression to write
it in the form
F (x) =
a(n1 − n2)xn1+n2−1 + g1(x)
x2n2 + g2(x)
where deg g1(x) < n1 + n2− 1 and deg g2 < 2n2. The numerator and denominator
degrees of f ′(x) then satisfy n1′ + 2n2 = n2′ + n1 + n2 − 1, and it follows that
n1
′ − n2′ = n1 − n2 − 1. 
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Theorem 4.1. Let f(x) be a complex rational function with numerator degree n1
and denominator degree n2. Let d be the greatest proper divisor of n = deg f .
If |n1 − n2| > 0 is divisible by a prime number p > d, then f(x) is prime. If
|n1−n2| > 0 is divisible by a prime number p = d and f(x) = g
(
h(x)
)
is composite,
then either g(x) or h(x) is a polynomial.
Proof. Suppose that f(x) is composite. There exist complex rational functions g(x)
and h(x) of degrees m, k ≥ 2 respectively such that f(x) = g(h(x)) and h(x) has
larger numerator degree than denominator degree. Let m1 and k1 be the numerator
degrees of g(x) and h(x) respectively, and let m2 and k2 be the denominator degrees
of g(x) and h(x) respectively. Assume without loss of generality that n1 > n2, then
n1 − n2 = (m1 −m2)(k1 − k2) and it follows that m1 > m2.
To prove the first claim, we assume that p > d. Since p|(n1 − n2) where n1 −
n2 = (m − m2)(k − k2), we have either p|(m − m2) or p|(k − k2). Then either
p ≤ m − m2 ≤ m ≤ d < p or p ≤ k − k2 ≤ k ≤ d < p, both cases yielding a
contradiction. Therefore f(x) is prime.
To prove the second claim, we assume that p = d. Since p|(n1 − n2), we have
either p|(m −m2) or p|(k − k2). Then either d = p ≤ m −m2 ≤ d −m2 so that
m2 = 0 and g(x) is a polynomial, or d = p ≤ k − k2 ≤ d − k2 so that k2 = 0 and
h(x) is a polynomial. 
Corollary 4.2. Let f(x) be a complex rational function of degree n and let d be
the greatest proper divisor of n. If f(x) has a zero or a pole whose multiplicity is
divisible by a prime number p > d, then f(x) is prime.
Proof. Let f(x) have numerator degree n1, denominator degree n2, and let
f(x) =
c
∏m1
i=1(x− αi)ai∏m2
j=1(x− βj)bj
.
We first consider when f(x) has a zero whose multiplicity is divisible by a prime
number p > d, and we assume without loss of generality that this zero is α1 which
has multiplicity a1. We define the unit µ(x) =
α1x+1
x
where α1 · 0− 1 · 1 = −1 6= 0,
then
f
(
µ(x)
)
=
cxn−n1
∏m1
i=1
(
(α1x+ 1)− αix
)ai
xn−n2
∏m2
j=1
(
(α1x+ 1)− βjx
)bj = cxn−n1
∏m1
i=2
(
(α1 − αi)x+ 1
)ai
xn−n2
∏m2
j=1
(
(α1 − βj)x+ 1
)bj
has numerator degree N1 and denominator degree N2 satisfying N1+(n−n2)+n2 =
N2 +(n−n1)+(n1−a1). Then N2−N1 = a1 is divisible by p > d, so that f
(
µ(x)
)
satisfies the conditions of Theorem 4.1 and is prime. Therefore f(x) is also prime.
If f(x) has a pole with multiplicity divisible by p > d, we consider the unit
ν(x) = 1
x
. Then ν
(
f(x)
)
will have a zero with multiplicity divisible by p > d, so
that ν
(
f(x)
)
and f(x) are prime. 
The remainder of this section is primarily dedicated to providing examples of
prime rational functions. We compose these prime rational functions with units to
provide examples of prime polynomials.
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Theorem 4.2. Let f(x) be a complex rational function with numerator degree n1
and denominator degree n2, where n1 and n2 are relatively prime integers such that
n1 > n2. If the denominator of f(x) is of the form (x− γ)n2 for some γ ∈ C, then
f(x) is prime.
Proof. Suppose by contradiction that f(x) is composite. There exist complex ra-
tional functions g(x) and h(x) such that f(x) = g
(
h(x)
)
, where g(x) is prime and
h(x) = h1(x)
h2(x)
satisfies deg h1(x) > deg h2(x). Let k1 = deg h1 and k2 = deg h2, and
let
g(x) =
c ·∏m1i=1(x− αi)∏m2
j=1(x− βj)
.
Since n1 > n2 and k1 > k2, it follows from Lemma 4.4 that m1 > m2. Then f(x)
is given by the expression
f(x) =
c ·∏m1i=1 (h1(x)− αih2(x))
h2(x)m1−m2
∏m2
j=1
(
h1(x)− βjh2(x)
) .
The denominator of f(x) is (x− γ)n2 , thus we obtain
(x− γ)n2 = h2(x)m1−m2
m2∏
j=1
(
h1(x)− βjh2(x)
)
.
The linear factor (x − γ) must then divide either h2(x)m1−m2 or
∏m2
j=1
(
h1(x) −
βjh2(x)
)
, but this factor cannot divide both as this implies that (x − γ) will
also divide h1(x) where h(x) has no linear factor dividing both its numerator
and its denominator. Thus we obtain two cases: (x − γ)n2 = h2(x)m1−m2 and∏m2
j=1
(
h1(x)−βjh2(x)
)
is a non-zero constant, or (x−γ)n2 = ∏m2j=1 (h1(x)−βjh2(x))
and h2(x)
m1−m2 is a non-zero constant.
i) If h2(x)
m1−m2 is constant, then h2(x) is constant since m1 > m2, and h(x)
is a polynomial. Then f(x) = g
(
h(x)
)
has numerator degree n1 = m1k1
and denominator degree n2 = m2k1 contradicting n1 and n2 being relatively
prime.
ii) If
∏m2
j=1
(
h1(x) − βjh2(x)
)
is constant, then m2 = 0 or h1(x) − βjh2(x) =
cj ∈ C∗ for j = 1, ...,m2. We reject m2 = 0, as this would imply that f(x)
has numerator degree n1 = m1k1 and denominator degree n2 = m1k2, con-
tradicting n1 and n2 being relatively prime. We now consider the remaining
possibility by choosing any two values βj1 and βj2 where 1 ≤ j1, j2 ≤ m2.
We solve the expressions h1(x)− βj1h2(x) = cj1 and h1(x)− βj2h2(x) = cj2
for h1(x) to obtain
cj1 + βj1h2(x) = cj2 + βj2h2(x).
It follows that cj1 − cj2 = (βj2 − βj1)h2(x). Since h2(x) is not constant, we
have cj1 = cj2 and βj1 = βj2 for every pair j1 and j2. We set βj = β and
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cj = c for all j = 1, ...,m2. Now h1(x) = c+ βh2(x), and we let
ν(x) = c+ βx, µ(x) =
ν(x)
x
, and G(x) =
G1(x)
G2(x)
= g
(
µ(x)
)
so that h1(x) = ν
(
h2(x)
)
and f(x) = G
(
h2(x)
)
. We note that µ(x) is a
unit since β · 0− c · 1 = −c 6= 0.
If k2 > 1, then f(x) has numerator degree n1 = degG1 ·k2 and denomina-
tor degree n2 = degG2 · k2, contradicting n1 and n2 being relatively prime
integers. If k2 = 1, then h2(x) is a unit. Since g(x) is prime, it follows that
G(x) is prime and therefore f(x) is prime.
All possible cases have been considered, and we conclude that f(x) is prime. 
Corollary 4.3. Let f(x) = (x−α1)e1(x−α2)e2 be a complex polynomial such that
e1, e2 ≥ 1 and α1 6= α2. Then f(x) is prime if and only if e1 and e2 are relatively
prime.
Proof. Suppose that e1 and e1 are not relatively prime. There exists an integer
b ≥ 2 such that e1 = a1b and e2 = a2b for some positive integers a1 and a2. We
can then write g(x) = xb and h(x) = (x − α1)a1(x − α2)a2 , where both g(x) and
h(x) have degree at least 2. Then f(x) = g
(
h(x)
)
is composite.
Conversely, suppose that e1 and e2 are relatively prime. Then e2 and e1 + e2 are
relatively prime as well. We define the units ν(x) = 1
x
and µ(x) = α1x+1
x
where
α1 · 0− 1 · 1 = −1 6= 0, then the function
ν
(
f
(
µ(x)
))
= ν
((
(α1x+ 1)− α1x
)e1((α1x+ 1)− α2x)e2
xe1+e2
)
=
xe1+e2(
(α1 − α2)x+ 1
)e2
is prime by Theorem 4.2 since e2 and e1 + e2 are relatively prime. Therefore f(x)
is prime. 
Theorem 4.3. Let f(x) = (x−α1)e1(x−α2)e2(x−α3)e3 be a complex polynomial
of degree n such that α1, α2 and α3 are distinct complex numbers and e1, e2, e3 ≥ 1.
If e1, e2, and e3 are pairwise relatively prime integers all relatively prime to n, then
f(x) is prime.
Proof. Suppose by contradiction that f(x) is composite. Then there exist poly-
nomials g(x) and h(x) with degrees at least 2 such that f(x) = g
(
h(x)
)
. We
write
g(x) =
m∏
i=1
(x− βi)bi
where β1, ..., βm are all of the roots of g(x). Then
f(x) =
m∏
i=1
(
h(x)− βi
)bi .
Since h(x) − βi and h(x) − βj do not have any roots in common when i 6= j, it
follows that 1 ≤ m ≤ 3.
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If m = 1, then f(x) =
(
h(x)− β1
)b1 , and we obtain h(x)− β1 = (x− α1)r1(x−
α2)
r2(x − α3)r3 for some integers r1, r2, and r3. Then e1 = r1b1, e2 = r2b1, and
e3 = r3b1 so that b1 divides the pairwise relatively prime integers e1, e2, and e3.
Thus b1 = 1 and deg g = 1, yielding a contradiction.
If m = 2, then f(x) =
(
h(x) − β1
)b1(h(x) − β2)b2 . We assume without loss of
generality that h(x) − β1 = (x − α1)r1 and h(x) − β2 = (x − α2)r2(x − α3)r3 for
some integers r1, r2, and r3. Then r1 = deg h = r2 + r3, e1 = r1b1, e2 = r2b2, and
e3 = r3b2 so that b2 divides the relatively prime integers e2 and e3. Thus b2 = 1
and r1 = r2 + r3 = e2 + e3. It follows that r1 = deg h > 1 divides both e1 and
n = e1 + e2 + e3, yielding a contradiction.
If m = 3, then f(x) =
(
h(x) − β1
)b1(h(x) − β2)e2(h(x) − β3)e3 . We assume
without loss of generality that h(x)− β1 = (x− α1)r1 , h(x)− β2 = (x− α2)r2 , and
h(x)− β3 = (x− α3)r3 where r1 = r2 = r3 = deg h. Then e1 = r1b1, e2 = r2b2, and
e3 = r3b3, so that deg h > 1 divides the pairwise relatively prime integers e1, e2,
and e3, yielding a contradiction.
All of the possible values of m have been rejected, therefore f(x) is prime. 
Theorem 4.4. Let f(x) be a complex rational function with numerator degree n1
and denominator degree n2. Let d be the greatest proper divisor of n = deg f . If
n2−n1 > d and n2−n1 is relatively prime to n1 as well as the multiplicities of all
zeros of f(x), then f(x) is prime.
Proof. Suppose by contradiction that f(x) is composite. There exist complex ra-
tional functions g(x) and h(x) such that f(x) = g
(
h(x)
)
. Let
f(x) =
a
∏N
i=1(x− ai)ei
f2(x)
, g(x) =
b
∏m1
i=1(x− αi)∏m2
j=1(x− βj)
, h(x) =
h1(x)
h2(x)
where k1 = deg h1 > deg h2 = k2. Since n2−n1 > d > 0, we conclude from Lemma
4.4 that n2 − n1 = (m2 −m1)(k1 − k2) so that m2 > m1, and we obtain
a
∏N
i=1(x− ai)ei
f2(x)
=
bh2(x)
m2−m1∏m1
i=1
(
h1(x)− αih2(x)
)∏m2
j=1
(
h1(x)− βjh2(x)
) .
If m2 − m1 = 1, then n2 − n1 = k1 − k2 ≤ k1 ≤ d yields a contradiction to
n2 − n1 > d, so we have m2 −m1 ≥ 2. Since n1 and n2 − n1 are relatively prime,
so are n1 and n2. It follows that h2(x) cannot be constant, since if h(x) is a
polynomial, its degree must divide both n1 and n2. Then h2(x) has degree at least
1 and h2(x)
m2−m1 divides a
∏N
i=1(x− ai)ei , where m2−m1 must then divide ei for
some i = 1, ..., N . m2 −m1 also divides n2 − n1, which contradicts n2 − n1 being
relatively prime to the multiplicities of all of the zeros of f(x), therefore f(x) is
prime. 
The following example shows that the condition n2 − n1 relatively prime to the
multiplicities of all of the zeros of f(x) is necessary.
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Example 4.1. Let
f(x) =
(x− 3)4(x3 − 3x2 + 2x+ 2)
(x− 1)15 .
The zeros of x3− 3x2 + 2x+ 2 all have multiplicity 1, thus n2−n1 = 8 is relatively
prime to all of these multiplicities as well as n1 = 7. The condition n2−n1 > d = 5
is also satisfied. n2 − n1 = 8 is not relatively prime to 4, and this is sufficient for
the above theorem to fail, for f(x) = g
(
h(x)
)
where g(x) = x−1
x5
and h(x) = (x−1)
3
x−3 .
Corollary 4.4. Let f(x) be a complex polynomial of degree n with at least two
distinct roots and let d be the greatest proper divisor of n. If there exists a root
of f(x) with multiplicity e > d such that e is relatively prime to n as well as the
multiplicities of all other roots of f(x), then f(x) is prime.
Proof. Let
f(x) = a
N∏
i=1
(x− αi)ei
where N ≥ 2 and assume without loss of generality that α1 is the root with
multiplicity e1 > d which is relatively prime to n and to all other multiplicities.
Define the unit µ(x) = α1x+1
x
where α1 · 0− 1 · 1 = −1 6= 0, then the function
f
(
µ(x)
)
=
a
∏N
i=1
(
(α1x+ 1)− αix
)ei
xn
=
a
∏N
i=2
(
(α1 − αi)x+ 1)
)ei
xn
has numerator degree n1 = n − e1 and denominator degree n2 = n. Since e1 and
n are relatively prime, so are n1 and n2. Then n2 − n1 = e1 > d and n2 − n1 is
relatively prime to n1 as well as ei for all i = 2, ..., N . Then f
(
µ(x)
)
satisfies the
conditions of Theorem 4.4 and is prime. Therefore f(x) is also prime. 
4.2. Critical values of composite rational functions.
Let f(x) be a non-constant complex rational function. Let x0 ∈ C lie in the
domain of the function f(x). The smallest integer i ≥ 1 such that f (i)(x0) 6= 0 is
called the valency of f(x) at x0 and is denoted by vf (x0). x0 is called a critical
point of f(x) provided that vf (x0) ≥ 2. The number t0 ∈ C is a critical value of
f(x) if there exists a critical point x0 of f(x) such that f(x0) = t0.
Theorem 4.5. Let f(x) be a complex rational function of degree n and let d be
the greatest proper divisor of n. Suppose that f(x) has a critical point x0 ∈ C such
that its valency vf (x0) is divisible by a prime number p > d, then f(x) is prime.
Proof. Let vf (x0) = e be the valency of some critical point x0 of f(x) such that e is
divisible by a prime number p > d. It follows that f (i)(x0) = 0 for all i = 1, ..., e−1
and f (e)(x0) 6= 0. Then f ′(x) has a zero of order e−1 at x0, so there exists a rational
function q(x) such that f ′(x) = (x−x0)e−1q(x) where q(x0) 6= 0. Then there exists
a rational function y(x) such that f(x)− f(x0) = (x− x0)ey(x) where y(x0) 6= 0.
We define the unit µ(x) = x− f(x0), then x0 is a zero of µ
(
f(x)
)
= (x− x0)ey(x)
44
with multiplicity e divisible by the prime number p > d. Thus µ
(
f(x)
)
is prime
by Corollary 4.2 and f(x) is prime as well. 
A useful tool in the study of a polynomial’s critical values is the discriminant,
which can be described through the resultant of two polynomials. Let R be an
integral domain and let K be its field of fractions. Let u(x) = anx
n+ · · ·+a1x+a0
and v(x) = bmx
m+· · ·+b1x+b0 be polynomials over R. Let α1, ..., αn and β1, ..., βm
be the all of the roots of u(x) and v(x) respectively in an algebraic closure of K.
The resultant of u(x) and v(x) is given by
Resx
(
u(x), v(x)
)
= amn b
n
m
n∏
i=1
m∏
j=1
(αi − βj).
We then define the discriminant of the polynomial u(x) by
D
(
u(x)
)
=
(−1)n(n−1)/2
an
Resx
(
u(x), u′(x)
)
.
We extend this concept to rational functions as follows. Let K be a field, and let
u(x) = u1(x)
u2(x)
and v(x) = v1(x)
v2(x)
be rational functions over K in their most reduced
forms, where we assume without loss of generality that u2(x) and v2(x) are monic.
We then define the resultant of the rational functions u(x) and v(x) by
Resx
(
u(x), v(x)
)
= Resx
(
u1(x), v1(x)
)
.
From this definition, we may obtain information regarding the critical values of
rational functions similar to what can be obtained for polynomials from the stan-
dard definition of the resultant. We require the following properties, which are
analogous to those for the resultant of two polynomials found in [1]. The proof of
the properties are omitted.
i) Let u(x) and v(x) be rational functions as described above. Let u1(x) =
anx
n + · · · + a1x + a0 and v1(x) = bmxm + · · · + b1x + b0 be polynomials
with roots α1, ..., αn and β1, ..., βm respectively in an algebraic closure of
K. Then
Resx
(
v(x), u(x)
)
= (−1)nmResx
(
u(x), v(x)
)
.
ii) Under the same hypotheses as the first property,
Resx
(
u(x), v(x)
)
= amn
n∏
i=1
v1(αi).
iii) u(x) and v(x) have a zero in common if and only if
Resx
(
u(x), v(x)
)
= 0.
iv) For an additional rational function w(x) = w1(x)
w2(x)
over K, we have
Resx
(
u(x), v(x)w(x)
)
= Resx
(
u1(x), p(x)
)
Resx
(
u1(x), q(x)
)
,
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where p(x) is the quotient obtained from dividing v1(x) by the monic great-
est common divisor of v1(x) and w2(x), and q(x) is the quotient obtained
from dividing w1(x) by the monic greatest common divisor of w1(x) and
v2(x).
Let f(x) be a complex rational function and let f ′(x) be the derivative of f(x). We
write f(x) = f1(x)
f2(x)
and f ′(x) = ϕ1(x)
ϕ2(x)
, where we assume without loss of generality
that ϕ2(x) is monic. This expression for f
′(x) is the most reduced expression of
F (x) = f1
′(x)f2(x)−f1(x)f2′(x)
f2(x)2
, and it follows that ϕ2(x) divides f2(x)
2. Since the
reduced expression for f ′(x) is obtained by simplifying linear factors from the
numerator and denominator of F (x), where f1(x) and f2(x) share no common
linear factors, the only such linear factors which can be simplified must divide
both f2(x) and f2
′(x). We conclude that f2(x) divides ϕ2(x) and thus f(x) and
f ′(x) have the same domain.
Let β1, ..., βm be all of the zeros of f
′(x), then βi is in the domain of f ′(x),
and also the domain of f(x), for i = 1, ...,m. Let t be a variable, let b be the
leading coefficient of ϕ1(x), and let n = deg f(x). Consider the function R(t) =
Resx
(
f(x)− t, f ′(x)). Using the properties of the resultant, we have the following:
R(t) = Resx
(
f1(x)− tf2(x)
f2(x)
,
ϕ1(x)
ϕ2(x)
)
= Resx
(
f1(x)− tf2(x), b
m∏
i=1
(x− βi)
)
= (−1)nmbn
m∏
i=1
(
f1(βi)− tf2(βi)
)
= (−1)nmbn
m∏
i=1
f2(βi)
m∏
i=1
(
f(βi)− t
)
We remark that since βi is a zero of f
′(x), βi is a critical point of f(x) and f(βi)
is a critical value of f(x) for i = 1, ...,m. It immediately follows that R(t0) = 0 if
and only if t0 is a critical value of f(x). Similar to the definition of the multiplicity
of a critical value of a polynomial found in [1], we define the multiplicity of the
critical value t0 as the multiplicity of t0 as a root of R(t), and we call a critical
value with multiplicity equal to one a simple critical value.
Lemma 4.6. Let f(x) be a composite complex rational function of degree n and
let d be the greatest proper divisor of n. Let f(x) = g
(
h(x)
)
where h(x) = h1(x)
h2(x)
satisfies k = deg h1(x) > deg h2(x), and let n1 and n2 be the numerator and
denominator degrees of f(x) respectively. Let R(t) be the resultant of f(x)− t and
f ′(x), then there exists c ∈ C∗, a non-negative integer `, and a polynomial p(x)
dividing the numerator of h′(x) such that
R(t) = ct`
(
Resx
(
g(x)− t, g′(x)))kResx(f(x)− t, p(x)),
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where ` > 0 if n1 and n2 are relatively prime integers satisfying n2 − n1 > d.
Proof. We will write u(t) ∼ v(t) to denote that the functions u(t) and v(t) are
equal up to multiplication by a constant. Let
g′(x) =
b
∏m1
i=1(x− αi)∏m2
j=1(x− βj)
, h′(x) =
h1
′(x)h2(x)− h1(x)h2′(x)
h2(x)2
=
q1(x)
h2(x)q2(x)
where q1(x) and q2(x) share no common factor, and let m = deg g
′(x). Then
f ′(x) =
bh2(x)
m−m1q1(x)
∏m1
i=1
(
h1(x)− αih2(x)
)
h2(x)m−m2+1q2(x)
∏m2
j=1
(
h1(x)− βjh2(x)
) .
The only linear factors which can be simplified in this expression for f ′(x) are
shared factors between h2(x)
m−m1 and h2(x)m−m2+1q2(x) or shared factors be-
tween q1(x) and
∏m2
j=1
(
h1(x) − βjh2(x)
)
. We let H(x) be the quotient obtained
from dividing h2(x)
m−m1 by the monic greatest common divisor of h2(x)m−m1 and
h2(x)
m−m2+1q2(x), and we let p(x) be the quotient obtained from dividing q1(x) by
the monic greatest common divisor of q1(x) and
∏m2
j=1
(
h1(x) − βjh2(x)
)
. Letting
R(t) be the resultant of f(x)− t and f ′(x), we then have
R(t) = Resx
(
f1(x)− tf2(x), bH(x)p(x)
m1∏
i=1
(
h1(x)− αih2(x)
))
.
We consider the above expression as a product of three factors. The first factor is
Resx
(
f1(x)− tf2(x),
m1∏
i=1
(
h1(x)− αih2(x)
))
.
For each i = 1, ...,m1, the equation h1(x) − αih2(x) has k solutions si,1, ..., si,k.
For any index r, the solution si,r then satisfies h1(si,r) − αih2(si,r) = 0, so that
h(si,r) = αi. Since αi is a zero of g
′(x) for i = 1, ...,m1, each of these zeros must
also be in the domain of g(x) and g(αi) = g
(
h(si,r)
)
= f(si,r) for i = 1, ...,m1 and
r = 1, ..., k. We then have
Resx
(
f1(x)− tf2(x),
m1∏
i=1
(
h1(x)− αih2(x)
))
∼
m1∏
i=1
(
k∏
r=1
(
f1(si,r)− tf2(si,r
))
∼
m1∏
i=1
(
k∏
r=1
(
f(si,r)− t
))
∼
m1∏
i=1
(
k∏
r=1
(
g(αi)− t
))
∼
(
m1∏
i=1
(
g(αi)− t
))k
∼
(
Resx
(
g(x)− t, g′(x)))k.
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The second factor is
Resx
(
f1(x)− tf2(x), H(x)
)
.
If m1 ≥ m2, then H(x) is constant and this factor is constant. If m2 > m1, H(x)
will not be constant if h2(x) is not constant and m2 − m1 > 2. In this case, we
let ` = degH and let s1, ..., s` be all of the roots of H(x). Since H(x) divides
h2(x)
m2−m1 , every such a root s of H(x) satisfies h2(s) = 0 and so |h(s)| is infinite.
Since m2 > m1, the function f(x) = g
(
h(x)
)
has a value of zero at x = sr for
r = 1, ..., `. Then we have
Resx
(
f1(x)− tf2(x), H(x)
)
∼
∏`
r=1
(
f1(sr)− tf2(sr)
)
∼
∏`
r=1
(
f(sr)− t
)
∼ (−t)`.
In particular, if n2 − n1 > d where n1 and n2 are relatively prime integers,
from Lemma 4.4 we have d < n2 − n1 = (deg g2 − deg g1)(deg h1 − deg h2) ≤
(deg g2 − deg g1)d, so that deg g2 − deg g1 > 1. From Lemma 4.5, we then have
m2 − m1 = −(deg g1 − deg g2 − 1) = deg g2 − deg g1 + 1 > 2. h2(x) cannot be
constant, as this would imply that k = deg h1 would divide both n1 and n2 yielding
a contradiction. It follows that H(x) will not be constant in this case, and by our
definition of the function H(x) we have ` = degH ≥ (m2 −m1 − 1)k2 − deg q2 ≥
(m2 −m1 − 2)k2 = (deg g2 − deg g1 − 1)k2.
The final factor is
Resx
(
f(x)− t, b · p(x)),
and we conclude that for some non-zero complex number c we have
R(t) = ct`
(
Resx
(
g(x)− t, g′(x)))kResx(f(x)− t, p(x))
where ` is a non-negative integer such that ` > 0 when n1 and n2 are relatively
prime integers satisfying n2 − n1 > d. 
Corollary 4.5. Let f(x) be a composite complex rational function of degree n
which has a right composition factor of degree k. Let R(t) be the resultant of
f(x) − t and f ′(x). Then there exists a non-negative integer ` and polynomials
A(t) and B(t) such that R(t) = t`[A(t)]kB(t) and degB(t) ≤ 2k − 1. Moreover, if
d is the greatest proper divisor of n, n1 and n2 are the numerator and denominator
degrees of f(x) respectively, and n1 and n2 are relatively prime integers such that
n2 − n1 > d, then ` > 0.
Proof. We write u(t) ∼ v(t) to denote that the functions u(t) and v(t) are equal
up to multiplication by a constant. Since f(x) is composite with right composition
factor of degree k, there exist complex rational functions g(x) and h(x) = h1(x)
h2(x)
such
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that f(x) = g
(
h(x)
)
and k = deg h1(x) > deg h2(x). Then there exists c ∈ C∗,
a non-negative integer `, and a polynomial p(x) which divides the numerator of
h′(x), such that R(t) = ct`
(
Resx
(
g(x)− t, g′(x)))kResx(f(x)− t, p(x)), and where
` > 0 if n1 and n2 are relatively prime integers satisfying n2 − n1 > d.
Setting A(t) =
(
Resx
(
g(x)− t, g′(x))) and B(t) = c ·Resx(f(x)− t, p(x)) yields
the desired expression for R(t), so it only remains to show that degB(t) ≤ 2k− 1.
We let p(x) = b
∏r
i=1(x− αi). Since p(x) divides the numerator of h′(x), it follows
that p(x) must divide the numerator of h1
′(x)h2(x)−h1(x)h2′(x)
h2(x)2
, so that r ≤ deg h1(x)+
deg h2(x)− 1 ≤ 2k − 1. Writing B(t) explicitly, we obtain
B(t) = c · Resx
(
f1(x)− tf2(x)
f2(x)
, p(x)
)
∼ Resx
(
f1(x)− tf2(x),
r∏
i=1
(x− αi)
)
∼
r∏
i=1
(
f1(αi)− tf2(αi)
)
so that degB(t) ≤ r ≤ 2k − 1. 
The following two results show that the polynomial R(t) obtained by taking the
resultant of a complex rational function f(x)− t and its derivative can be useful in
determining whether f(x) is prime. The first result considers the non-zero critical
values of f(x), and its proof follows the same method as the proof of Theorem 1
from [1]. The second result considers only the critical value zero.
Theorem 4.6. Let f(x) be a complex rational function of degree n and let d be
the greatest proper divisor of n. Suppose that f(x) has at least 2d non-zero simple
critical values, then f(x) is prime.
Proof. Suppose by contradiction that f(x) is composite. There exist complex ra-
tional functions g(x) and h(x) of degrees m, k ≥ 2 respectively such that f(x) =
g
(
h(x)
)
. We let R(t) be the resultant of f(x) − t and f ′(x), and we write
R(t) = t`[A(t)]kB(t) where ` is a non-negative integer and degB(t) ≤ 2k − 1.
Let δ be the number of non-zero simple critical values of f(x). Since these critical
values must be roots of the polynomial B(t), we obtain
2k − 1 ≥ degB(t) ≥ δ ≥ 2d ≥ 2k
which is a contradiction. Therefore f(x) is prime. 
Theorem 4.7. Let f(x) be a complex rational function of degree n, let d be the
greatest proper divisor of n, and let n1 and n2 be the numerator and denominator
degrees of f(x) respectively. If n1 and n2 are relatively prime integers such that
n2 − n1 > d, and if zero is a critical value of f(x) with multiplicity e < n2−n1−dd ,
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then f(x) is prime. In particular, if zero is not a critical value of f(x), then f(x)
is prime.
Proof. Suppose by contradiction that f(x) is composite. There exist complex ra-
tional functions g(x) and h(x) such that f(x) = g
(
h(x)
)
and where h(x) has larger
numerator degree than denominator degree. Let m1 and k1 be the numerator de-
grees of g(x) and h(x) respectively and let m2 and k2 be the denominator degrees
of g(x) and h(x) respectively. Since we assume that k1 > k2 and n2 > n1, we have
(n2 − n1) = (m2 −m1)(k1 − k2). It follows that m2 > m1 and
m2 −m1 − 1 = n2 − n1
k1 − k2 − 1 ≥
n2 − n1
k1
− 1 ≥ n2 − n1
d
− 1 = n2 − n1 − d
d
.
Since n1 and n2 are relatively prime, we know that h(x) cannot be a polynomial
as this would imply deg h divides both n1 and n2. Then k2 ≥ 1 and we obtain
(m2 − m1 − 1)k2 ≥ m2 − m1 − 1 ≥ n2−n1−dd . We now let R(t) be the resultant
of f(x) − t and f ′(x), and we write R(t) = t`[A(t)]k1B(t). From the arguments
presented in the proof of Lemma 4.6, we have ` ≥ (m2 − m1 − 1)k2. It follows
that zero is a critical value of f(x) of multiplicity at least (m2 −m1 − 1)k2, but
by assumption the multiplicity e of this critical value satisfies e < n2−n1−d
d
≤
(m2 −m1 − 1)k2 yielding a contradiction. 
The following result provides some examples of prime functions.
Proposition 4.3. Let f(x) = x
n+a
xm+b
where a, b ∈ C are not both zero, let d be
the greatest proper divisor of deg f , and let n and m be relatively prime positive
integers such that |n−m| > d. Then f(x) is prime.
Proof. We assume without loss of generality that n ≤ m, and we consider two cases.
Assume first that a 6= 0. Suppose by contradiction that f(x) is composite. Since
m and n are relatively prime integers, it follows that n 6= m and thus n < m. Then
zero must be a critical value of f(x) by Lemma 4.6. We show that no critical point
of f(x) yields zero as a critical value.
If b 6= 0, then
f ′(x) =
xn−1
(
(n−m)xm + (−am)xm−n + (bn))
(xm + b)2
.
Let ξ1, ..., ξm+n−1 be all of the zeros of f ′(x). Then ξ1, ..., ξm+n−1 are the critical
points of f(x), and for each i = 1, ...,m + n − 1 we have either ξn−1i = 0 or
(n−m)ξmi +(−am)ξm−ni +(bn) = 0. A critical point ξ with ξn−1 = 0 satisfies ξ = 0
and thus f(ξ) = a
b
6= 0. For the second case we proceed by contradiction, where we
assume a critical point ξ satisfies (n−m)ξm+(−am)ξm−n+(bn) = 0. f(ξ) = 0 gives
ξn+a = 0, so that ξn = −a 6= 0 and (n−m)ξm+(m)ξm−nξn+(bn) = n(ξm+b) = 0.
Then ξm + b = 0 yields a contradiction, since f(x) has no linear factor dividing
both its numerator and its denominator.
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If b = 0, then
f ′(x) =
(n−m)xn + (−am)
xm+1
.
Let ξ1, ..., ξn be all of the zeros of f
′(x). Then ξ1, ..., ξn are the critical points of
f(x), and for each j = 1, ..., n we have ξnj =
−am
m−n . If f(ξj) = 0, then −a = −amm−n
yields m− n = m contradicting n > 0.
Therefore zero cannot be a critical value of the function f(x) and we conclude
that f(x) is prime.
Assume now that a = 0. Then by assumption b 6= 0, and f(x) = xn
xm+b
is prime
if and only if F (x) = x
m+b
xn
is prime. Since m and n are relatively prime integers
such that m > n, we conclude by Theorem 4.2 that F (x) is prime and therefore
f(x) is prime. 
We conclude this section by providing some examples which show that, in gen-
eral, knowing whether the numerator and denominator polynomials of a rational
function f(x) are prime or composite is not sufficient to conclude whether f(x) is
prime or composite.
Example 4.2. Let
f(x) =
f1(x)
f2(x)
=
4x3 + 6x2 + 4x+ 1
x4 − 2x3 − x2 .
Then f1(x) is prime, f2(x) is prime by Theorem 1 from [1] since all of its critical
values are simple, and f(x) is composite since it is the composition of g(x) = −x2−1
x−2
and h(x) = x
2+2x+1
x2
.
Example 4.3. Let
f(x) =
f1(x)
f2(x)
=
x5 + 1
x3
.
Then f1(x) and f2(x) are both prime, and f(x) is prime.
Example 4.4. Let
f(x) =
f1(x)
f2(x)
=
x2 + 1
x4
.
Then f1(x) is prime, f2(x) is composite, and f(x) is composite.
Example 4.5. Let
f(x) =
f1(x)
f2(x)
=
x5 + 1
x4
.
Then f1(x) is prime, f2(x) is composite, and f(x) is prime.
Example 4.6. Let
f(x) =
f1(x)
f2(x)
=
x9 + 1
x6
.
Then f1(x), f2(x), and f(x) are all composite.
51
Example 4.7. Let
f(x) =
f1(x)
f2(x)
=
x9 + 1
x4
.
Then f1(x) and f2(x) are composite, and f(x) is prime by Theorem 4.2.
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5. Main Results on Integral Polynomials
In this chapter 2 we prove a result on the divisibility of integral polynomials. We
also provide a way to determine if an integral polynomial is irreducible over Z, and
if not, we find one of its divisors. To begin, we recall the work of Nieto in [7]. Let
f, g ∈ Z[x], then it is proved that g divides f if and only if cont(g) divides cont(f)
and g(n) divides f(n) for infinitely many n ∈ Z. We will show that a similar result
holds where g(n) need only divide f(n) for a single integer n whose absolute value
larger than a certain bound.
We recall the definitions of the content and the height of a polynomial.
Definition 5.1. Let f(x) = anx
n + · · ·+ a1x+ a0 ∈ Z[x] be a nonzero polynomial.
The content of f , denoted by cont(f), is the greatest common divisor of the integers
an, an−1, ..., a0.
Definition 5.2. Let f(x) = anx
n + an−1xn−1 + · · · + a1x + a0 ∈ C[x]. We define
the height of f by
H(f) = max
i=0...n
{|ai|}.
The following result extends the usual division algorithm for polynomials over
a field to polynomials in Z[x].
Proposition 5.1. Let f(x), g(x) ∈ Z[x] where g(x) 6= 0, and let b be the leading
coefficient of g(x). Then there exists a non-negative integer k ≤ | deg f−deg g |+1
and polynomials q(x) and r(x) in Z[x] such that
bkf(x) = q(x)g(x) + r(x)
and either r(x) = 0 or deg r < deg g. Moreover,
H(r) ≤ H(f)[2H(g)]|deg f−deg g |+1.
Proof. Let n = deg f and m = deg g. If f(x) = 0 or n < m, we set k = 0,
q(x) = 0, and r(x) = f(x). We now assume that n ≥ m, and let f(x) =
anx
n + an−1xn−1 + · · · + a1x + a0 and g(x) = bmxm + bm−1xm−1 + · · · + b1x + b0.
We prove the desired result by induction.
We first prove the basis step. If n = 0, then m = 0 so we set k = 1, q(x) = a0 and
r(x) = 0.
Assume now that the result holds when we divide all polynomials in Z[x] of
degree less than n by g(x). We let p(x) = f(x)− anbm−1xn−mg(x), then p(x) = 0
or deg p < n. Thus either bmp(x) = 0 or bmp(x) = bmf(x) − anxn−mg(x) is a
polynomial in Z[x] of degree less than n. If either bmp(x) = 0 or deg p < deg g, we
set k = 1, q(x) = anx
n−m, and r(x) = bmp(x) so that
bmf(x) = q(x)g(x) + r(x).
2A version of this chapter has been submitted for publication
Ayad, M., Kihel, O., Larone, J., 2014
53
Then q(x), r(x) ∈ Z[x] where deg r < deg g and
H(r) ≤ H(f)[2H(g)] ≤ H(f)[2H(g)]| deg f−deg g |+1
as required. If deg g ≤ deg p < n, then by the induction hypothesis there exists a
non-negative integer k ≤ | deg p− deg g |+ 1 = deg p− deg g + 1 and polynomials
q(x) and r(x) in Z[x] such that
bm
kbmp(x) = bm
k+1p(x) = q(x)g(x) + r(x),
where H(r) ≤ |bm|H(p)[2H(g)]deg p−deg g+1 and either r(x) = 0 or deg r < deg g.
We obtain
bm
k+1f(x) = anbm
kxn−mg(x) + bm
k+1p(x)
= anbm
kxn−mg(x) + q(x)g(x) + r(x)
=
(
anbm
kxn−m + q(x)
)
g(x) + r(x).
We set q(x) = anbm
kxn−m + q(x) and r(x) = r(x), so that q(x), r(x) ∈ Z[x] and
either r(x) = 0 or deg r < deg g. The non-negative integer k + 1 then satisfies
k+ 1 ≤ (deg p+ 1)− deg g+ 1 ≤ deg f − deg g+ 1 = | deg f − deg g |+ 1 and H(r)
satisfies
H(r) ≤ |bm|H(p)[2H(g)]deg p−deg g+1
≤ H(f)[2H(g)][2H(g)]deg p−deg g+1
= H(f)[2H(g)](deg p+1)−deg g+1
≤ H(f)[2H(g)]deg f−deg g+1
≤ H(f)[2H(g)]| deg f−deg g|+1
as required. 
We will require the following result, due to Cauchy ([6]), which provides a bound
on the roots of a polynomial.
Lemma 5.1. Let f(x) = anx
n+an−1xn−1 + · · ·+a1x+a0 be a complex polynomial
and let β be a root of f(x). Then
|β| ≤ 1 + H(f)|an| .
Proof. The result holds immediately if |β| ≤ 1, thus we suppose that |β| > 1. Since
β is a root of f(x), we have
anβ
n + an−1βn−1 + · · ·+ a1β + a0 = 0
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so that
|an||β|n = | − an−1βn−1 − · · · − a1β − a0|
≤ |an−1βn−1|+ · · ·+ |a1β|+ |a0|
≤ H(f)(|β|n−1 + · · ·+ |β|+ 1)
= H(f)
|β|n − 1
|β| − 1 .
Since |β| > 1, we have
|β| − 1 ≤ H(f)|an|
|β|n − 1
|β|n =
H(f)
|an|
(
1− 1|β|n
)
≤ H(f)|an|
and the result follows. 
We now proceed to state and prove the main result of this chapter.
Theorem 5.1. Let f(x), g(x) ∈ Z[x] where 0 ≤ deg g(x) ≤ deg f(x) and cont(g)
divides cont(f). If there exists an integer N such that
|N | > 1 +H(g) +H(f)[2H(g)]deg f−deg g+1,
g(N) divides f(N), and g(N)f(N) 6= 0, then g(x) divides f(x) in Z[x].
Proof. We first consider the case N > 0. Let g(x) = bmx
m + · · · + b1x + b0, and
assume without loss of generality that bm > 0. By Proposition 5.1, there exists a
non-negative integer k ≤ | deg f − deg g |+ 1 = deg f − deg g + 1 and polynomials
q(x) and r(x) in Z[x] such that
bm
kf(x) = q(x)g(x) + r(x)
where H(r) ≤ H(f)[2H(g)]deg f−deg g+1 and either r(x) = 0 or deg r < deg g. We
obtain
bm
kf(N) = q(N)g(N) + r(N),
thus g(N) must divide r(N) since g(N) divides f(N). It follows that |g(N)| divides
|r(N)|.
We show that r(x) = 0. Assume that r(x) 6= 0, then deg r < deg g. Consider
the functions g(t) and r(t) of the complex variable t and let ϕ1(t) = g(t)−r(t) and
ϕ2(t) = g(t)+r(t). Let α1, ..., αm and β1, ..., βm be all of the zeros of ϕ1(t) and ϕ2(t)
respectively, and let M1 = max{|α1|, ..., |αm|} and M2 = max{|β1|, ..., |βm|}. Then
either ϕ1(t) > 0 or ϕ1(t) < 0 for all real values of t > M1, and either ϕ2(t) > 0 or
ϕ2(t) < 0 for all real values of t > M2.
Since deg g > deg r, there exists a number t1 > M1 such that g(t) > r(t) for all
t ≥ t1. This implies that ϕ1(t) > 0 for t ≥ t1, therefore we must have ϕ1(t) > 0
for all t > M1. Similarly, there exists a number t2 > M2 such that g(t) > −r(t)
for all t ≥ t2, so that ϕ2(t) > 0 for t ≥ t2 and ϕ2(t) > 0 for all t > M2. Let
M = max{M1,M2}, then we have ϕ1(t) > 0 and ϕ2(t) > 0 for all t > M . We
obtain −g(t) < r(t) < g(t) for all t > M , yielding g(t) > |r(t)| for t > M . It
follows that for all x ∈ Z such that x > M , we have |g(x)| ≥ g(x) > |r(x)|.
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By Lemma 5.1, for any zero αi of ϕ1(t) we have
|αi| ≤ 1 + H(ϕ1)|bm| ≤ 1 +H(ϕ1) = 1 +H(g − r) ≤ 1 +H(g) +H(r).
It follows that for all zeros αi, i = 1, ...,m, of ϕ1(t) we have
|αi| ≤ 1 +H(g) +H(r) ≤ 1 +H(g) +H(f)[2H(g)]deg f−deg g+1.
Similarly, for all zeros βi, i = 1, ...,m, of ϕ2(t) we have
|βi| ≤ 1 +H(ϕ2) ≤ 1 +H(g) +H(f)[2H(g)]deg f−deg g+1.
We then have
N > 1 +H(g) +H(f)[2H(g)]deg f−deg g+1 ≥M,
thus |g(N)| > |r(N)|. Since |g(N)| divides |r(N)|, we must have r(x) = 0 and
bm
kf(x) = q(x)g(x). Since cont(g) divides cont(f), we conclude that g(x) divides
f(x) as required.
If N < 0, we define G(x) = g(−x), F (x) = f(−x), and N0 = −N . We then
have F (x), G(x) ∈ Z[x] where 0 ≤ degG(x) ≤ degF (x), cont(G) divides cont(F ),
and the integer N0 satisfies
N0 > 1 +H(G) +H(F )[2H(G)]
degF−degG+1.
By the first part of the proof, we conclude thatG(x) divides F (x) in Z[x]. Therefore
g(x) divides f(x) in Z[x]. 
Remark 5.1. The assumption in Theorem 5.1 on the contents of f and g cannot
be omitted, as it is shown by the example g(x) = px and f(x) = x(xp − x), where
p is a prime number.
Corollary 5.1. Let f(x), g(x) ∈ Z[x] where 0 ≤ deg g(x) ≤ deg f(x). If there
exists an integer N such that |N | > 1 +H(g) +H(f)[2H(g)]deg f−deg g+1 and g(N)
divides f(N), then g(x) divides f(x) in Q[x].
Proof. Let a ∈ N \ {0} be the content of g(x), then g(x) = ag1(x), where g1(x) ∈
Z[x] and cont(g1) = 1. From the assumptions, we conclude that
|N | > 1 +H(g1) +H(f)[2H(g1)]deg f−deg g1+1
and g1(N) divides f(N). Therefore g1(x) divides f(x) in Z[x] by Theorem 5.1. It
follows that g(x) divides f(x) in Q[x]. 
5.1. An Application.
Let f(x) be a polynomial with integral coefficients and let k be a positive in-
teger. We may determine the divisors of f(x) of degree at most k in Z[x], if any,
in the following way.
Select distinct integers a0, a1, ..., ak such that f(ai) 6= 0 for i ∈ {0, 1, ..., k}. For
any i = 0, 1, ..., k, select a divisor bi of f(ai) and compute, by using Lagrange’s
interpolation formula, the unique polynomial g(x) ∈ Q[x] of degree at most k
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such that g(ai) = bi for i = 0, 1, ..., k. By varying the values of the k + 1-tuple
(a0, a1, ..., ak), we obtain a set of polynomials of degree at most k with rational
coefficients containing those polynomials g(x) ∈ Z[x] of degree at most k dividing
f(x) in Z[x].
Using Theorem 5.1, we will prove the following.
Corollary 5.2. Let f(x) be a polynomial with integral coefficients of degree n.
Let k = bn/2c and N > 1 + (n
k
)√
n+ 1H(f) + H(f)
[
2
(
n
k
)√
n+ 1H(f)
]n
. Let
a0, a1, ..., ak−1 be distinct integers such that ai 6= N for any i ∈ {0, 1, ..., k− 1} and
set ak = N . Suppose that f(ai) 6= 0 for i ∈ {0, ..., k}.
Let E = { g(x) ∈ Z[x] : 1 ≤ deg g ≤ k, g(ai)|f(ai) for i = 0, ..., k }. Then either
f is irreducible over Z, or E is nonempty and any g(x) ∈ E of minimal height is
a divisor of f(x) in Z[x].
For the proof of this result, we will require the following, whose proof follows
from Proposition 2.1.12 of Mignotte and Stefanescu ([8]) and from the definition
of the height of a polynomial.
Lemma 5.2. Let
P (x) =
d∑
i=0
pix
i and Q(x) =
m∑
i=0
qix
i
be polynomials with integral coefficients of degree d and m respectively such that
Q(x) divides P (x) in Z[x]. Then
|qi| ≤
(
m
i
)√
d+ 1H(P ).
Proof of Corollary 5.2. Suppose that f(x) is reducible over Z, then f(x) has
an irreducible factor of degree less than or equal to bn/2c = k and greater than or
equal to 1. Let g(x) ∈ Z[x] be one of its irreducible factors of degree greater than
or equal to 1 and less than or equal to k. Then g(x) ∈ E, hence E is nonempty.
Let g0(x) ∈ E be such that H(g0) is minimal. Then we have
N > 1 +
(
n
k
)√
n+ 1H(f) +H(f)
[
2
(
n
k
)√
n+ 1H(f)
]n
≥ 1 +H(g) +H(f)[2H(g)]n
≥ 1 +H(g0) +H(f)[2H(g0)]deg f−deg g0+1.
Since H(g0) is minimal, then cont(g0) = 1. By Theorem 5.1, we conclude that
g0(x) divides f(x) in Z[x]. 
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6. Conclusion
The units under function composition are useful in providing examples of prime
rational functions. One may accomplish this by manipulating the zeros and poles of
the rational function obtained through the composition of a given rational function
and a suitably chosen unit. These units can additionally be useful in providing
some examples of prime polynomials.
The resultant is also an effective way to provide examples of prime rational func-
tions. One may consider the resultant of a chosen composite rational function and
its derivative to provide conditions on the critical values of the composite function,
which present opportunities to consider some results whose proofs proceed by way
of contradiction.
One of the most important concepts in the motivation and the proofs of the
results found in this work is the degree of a polynomial or of a rational function.
As such, it would be of interest to generalize the concept and find other results
similar to Proposition 4.1 and Lemma 4.4, both of which can be used to provide a
relationship between the degrees of the numerator and denominator of a composite
rational function with those of its composition factors. In particular, another map-
ping ψ : C(x)→ Z for which ψ(g◦h) = ψ(g) ·ψ(h) is satisfied for rational functions
g and h could potentially provide many more examples of prime functions.
We have also considered polynomials and their reducibility. We have improved
upon an existing result regarding the divisibility of integral polynomials by consid-
ering a form of the division algorithm for polynomials in Z[x]. Given a polynomial
with integral coefficients, we have also provided a method to determine if that
polynomial is irreducible over Z, and if not, we have provided one of its divisors
in Z[x].
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