O Oz zg gu ur r K Ki is si i 1 1 , , J Ja al la al l S Sh hi ir ri i 2 2* * , , O Ol le eg g M Ma ak ka ar ry yn ns sk ky yy y 3 3 1 Engineering Faculty, Civil Engineering Department, Hydraulics Divisions, University of Erciyes, Kayseri, Turkey. 2 Water Engineering Department, Faculty of Agriculture, University of Tabriz, IR-51664 Tabriz, Iran. *Corresponding author, Email: j_shiri2005@yahoo.com, Phone: +00984113392775, Fax: +00984113342006 3 URS Australia, 17/240 Queen St., Brisbane 4000, Australia A Ab bs st tr ra ac ct t Three wavelet conjunction models, wavelet-genetic programming (WGEP), waveletneuro-fuzzy (WNF) and wavelet-neural network (WNN) were introduced in this paper for predicting hourly and daily wind speed values with three lag times. Hourly wind speed measurements from Darwin Airport synoptic station and daily wind speed data from Tabriz Station (North-western Iran) were used as inputs to the wavelet conjunction models to predict 1-, 2-and 3-hour and 1-, 2-and 3-days ahead wind speeds. First, conventional GEP, NF and ANN models were applied to the wind speed time series. Then WGEP, WNF and WANN conjunction models were also used for the same purpose and their results were compared with those of the conventional GEP, NF and ANNs. The correlation coefficient, root mean squared error, scatter index and mean absolute error were used to evaluate the performance of the models. Inter-comparisons of model results indicated that the use of wavelet conjunction models increased the performance of the conventional GEP, ANFIS and ANN in forecasting hourly and daily wind speeds.
1. . I IN NT TR RO OD DU UC CT TI IO ON N
Wind speed predictions are important for such areas as aviation safety because winds determine planes' departure and landing conditions; for agriculture with winds impacting pesticide spraying and crop water requirements; for industrial sites with winds determining the extent of smoke and fine-particle plumes; for hydrodynamic, wind wave, coastal and ocean environmental studies, for which winds are an important ambient parameter to account for in description of ambient conditions and modeling studies.
A number of investigations have been carried out to forecast wind speed with the use of electrical system dependencies (Njau, 1994a) , semi-empirical type of correlation (Naju, 1994b) and the stochastic time series analysis (Rehman and Halawani, 1994) . Artificial Intelligence (AI) methods (i.e., genetic programming, neuro-fuzzy systems and neural networks) may provide an appropriate alternative for such methods. Application of AI techniques has become viable in different engineering fields in the recent years (e.g. ASCE, 2000; Makarynskyy et al. 2004; Kisi, 2004a, b; Makarynskyy et al. 2005) . Mohandes et al. (1998) compared Artificial Neural Networks (ANNs) with auto-regressive (AR) models for mean monthly and daily wind speed predictions and found that the ANNs outperform the AR models. More and Deo (2003) applied ANNs to forecast daily, weekly and monthly wind speeds in coastal regions. Mohandes et al. (2004) applied Support Vector Machine (a latest versions of ANNs) to forecast daily wind speeds. Cadenas and Rivera (2010) applied a hybrid auto regressive 2 2. . U US SE ED D M ME ET TH HO OD DO OL LO OG GI IE ES S 2 2. .1 1. . G Ge en ne e E Ex xp pr re es ss si io on n P Pr ro og gr ra am mm mi in ng g ( (G GE EP P) ) GEP (Gene Expression Programming) is comparable to GP yet evolves computer programs of different sizes and shapes encoded in linear chromosomes of fixed lengths. The chromosomes are composed of multiple genes, each gene encoding a smaller subprogram. Furthermore, the structural and functional organization of the linear chromosomes allows the unconstrained operation of important genetic operators such as mutation, transposition and recombination. One strength of the GEP approach is that the creation of genetic diversity is extremely simplified as genetic operators work at the chromosomes level. Another strength of GEP consists of its unique, multigenic nature which allows the evolution of more complex programs composed of several subprograms (Ferreira, 2001a; Ferreira, 2001b) . The most important advantages of GEP are (Ferreira, 2001b) : (i) the chromosomes are simple entities: linear, compact, relatively small, easy to manipulate genetically (replicate, mutate, recombine, etc); (ii) the expression trees are exclusively the expression of their respective chromosomes; they are entities upon which selection acts, and according to fitness, they are selected to reproduce with modification.
The procedure to forecast wind speed is as follows. In the first step the fitness function should be chosen. For this problem, the fitness function, f i , of an individual program, i, is expressed as (Ferreira, 2001b) :
; in which M is the range of selection, Ci,j is the value predicted by individual program i for fitness case j, and T j is the target value for fitness case j. For a perfect fit, C i,j =T j . The second step consists of choosing the set of terminals T and the set of functions F, to create the chromosomes. In the current problem, the terminal set includes hourly and daily wind speeds: {S t , S t-1 and S t-2 , where S i denotes the wind speed value at time i}. These variables were added into input combinations several times with one different variable added into the input combination. The choice of the appropriate function depends on the viewpoint of user. In this study, different mathematical functions were utilized ({+, -, *, /},{ , x, x 2 }). The third step is to choose the chromosomal architecture. Length of head, h=8, and three genes per chromosomes were employed. The fourth step is to choose the linking function, which was "addition" for this study. The fifth and final step is to choose the genetic operators. The parameters used per run are summarized as follows: Number of chromosomes: 30, head size: 8, number of genes: 3, linking function: addition, fitness function error type: root relative squared error, mutation rate: 0.044, inversion rate: 0.1, one point recombination rate: 0.3, two point recombination rate: 0.3, gene recombination rate: 0.1, gene transposition rate: 0.1, insertion sequence transposition rate: 0.1, root insertion sequence transposition: 0.1. 2 2. .2 2. . A Ad da ap pt ti iv ve e n ne eu ur ro o--f fu uz zz zy y i in nf fe er re en nc ce e s sy ys st te em m ( (A AN NF FI IS S) ) As a simple example assume a fuzzy inference system having two inputs x and y and one output f. The first-order Sugeno fuzzy model, a typical rule set with two fuzzy If-Then rules can be given as:
Rule 1: If x is A 1 and y is B 1, then
Rule 2: If x is A 2 and y is B 2, then
where A 1 , A 2 and B 1 , B 2 are the MFs for inputs x and y, respectively, p 1 , q 1 , r 1 and p 2 , q 2 , r 2 are the parameters of the output function. The ANFIS have five layers comprising different node functions. The node functions in each layer are described next. The output of the i th node in layer l is denoted as O l,i . Every node i in Layer 1 is an adaptive node with node , for i = 1, 2, or , for i = 3, 4, where x (or y) is the input to the i th node and A i (or B i-2 ) is a linguistic label (such as 'low' or 'high') associated with this node. The MFs for A and B are generally described by generalized bell functions, e.g. 
where {a i , b i , c i } is the parameter set. In fact, any continuous and piecewise differentiable functions, such as commonly used triangular-shaped membership functions, are also qualified candidates for node functions in this layer (Jang, 1993) . Parameters in this layer are called as premise parameters. The outputs of this layer are the membership values of the premise part. Layer 2 consists of the nodes labelled ( which multiply incoming signals and sending the product out. For instance,
Each node output represents the firing strength of a rule. The nodes labelled N calculates the ratio of the i th rule's firing strength to the sum of all rules' firing strengths in Layer 3,
The outputs of this layer are called normalized firing strengths. The nodes of the Layer 4 are adaptive with node functions (6) where is the output of Layer 3, and {p i , q i , r i } are the parameter set. Parameters of this layer are referred to as consequent parameters. The single fixed node of the Layer 5 labelled Σ computes the final output as the summation of all incoming signals (7) Thus, an adaptive network which is functionally equivalent to a Sugeno first-order fuzzy inference system is built. More detailed information about ANFIS theory can be found in Jang (1993) . AN NN N) ) ANNs are basically parallel information-processing systems. The internal architecture of ANNs is similar to the structure of a biological brain with a number of layers of fully interconnected nodes or neurons. Each neuron is connected to other neurons by means of direct communication links, each with an associated weight. The neural network usually has two or more layers of neurons in order to process nonlinear signals. The input layer admits the incoming information, which is processed by the hidden layer(s), and the output layer presents the network result. During the learning process, the weights of the interconnections and the neural biases are adjusted in trial and error procedures, to minimize the errors. Two-layer feed-forward networks were employed in this study, with a sigmoid transfer function in the hidden layer and a linear transfer function in the output layer. The hidden-layer-node numbers of each model were determined after an iterative process, because there is not yet a definite theoretical background for determining the interconnections of neurons. The basic details and concepts of the working of an ANN can be found in Bishop (1995) or Haykin (1999) . Wavelet function ψ(t) called the mother wavelet, can be defined as can be obtained through compressing and expanding ψ(t):
where ψ a,b (t) = the successive wavelet, a = scale or frequency factor, b = a time factor; R = the domain of real numbers. If ψ a,b (t) satisfies Equation (1), for the time series f(t) ε L 2 (R) or finite energy signal, successive wavelet transform of f(t) is defined as: (9) where = complex conjugate functions of ψ(t). It can be seen from Equation (2) that the wavelet transform is the decomposition of f(t) under different resolution level (scale).
The successive wavelet is often discrete in real applications. Let b 0 ε R, k, j are integer numbers. Discrete wavelet transform of f(t) can be written as: (10) The most common (and simplest) choice for the parameters a 0 and b 0 is 2 and 1 time steps, respectively. This power of two logarithmic scaling of the time and scale is known as dyadic grid arrangement and is the simplest and most efficient case for practical purposes (Mallat, 1989) . Equation (3) 
When the frequency resolution of wavelet transform is low, but the time domain resolution is high a or j becomes small. When the frequency resolution of wavelet transform is high, but the time domain resolution is low a or j becomes large (Wang and Ding, 2003) .
For a discrete time series f(t), where occurs at different time t (i.e., here integer time steps are used), the DWT can be defined as (12) where W ψ f(j,k) is wavelet coefficient for the discrete wavelet of scale a = 2 j , b = 2 j k.
DWT operates two sets of function viewed as high-pass and low-pass filters (Kisi 2009 ). The original time series are passed through high-pass and low-pass filters and separated at different scales. The time series is decomposed into one comprising its trend (the approximation) and one comprising the high frequencies and the fast events (the detail). In the present study, the detail coefficients and approximation (A) sub-time series are obtained using the Equation (13).
2. .5 5. . H Hy yb br ri id d m mo od de el ls s
Hybrid models were obtained combining two methods, DWT and GEP (for WGEP), DWT and ANFIS (for WANFIS) and DWT and ANN (for WANN). For instance, the WGEP is a GEP model which uses sub-time series components obtained using DWT on original data. For the WGEP model inputs, the original time series were decomposed into a certain number of sub-time series components (Ds) by Mallat DWT algorithm (Mallat, 1989) . The WGEP was then constructed in which the Ds of original input time series were input of the GEP and the original output time series were output of the GEP. Similar procedures were also repeated for building WANFIS and WANN conjunction models. In the study, the current and previous wind speed time series were decomposed into various Ds at different resolution levels by using DWT to forecast wind speeds three time steps ahead. 2 2. .6 6. . U Us se ed d D Da at ta a Two sets of wind speed data (hourly as well as daily records) were used in this study. Time series of hourly wind speed records from the Darwin Airport synoptic station (latitude: -12.42°W, longitude:
130.89°N, altitude: 30.4m above mean sea level) from January 01, 2008 to August 31, 2008 were used to forecast hourly wind speeds. Time series of daily wind speed records from Tabriz synoptic station in Northwestern Iran (latitude: -38.05°W, longitude: 46.17°N, altitude: 1361m above mean sea level) were used to predict daily wind speeds.
For each model, the hourly data from 1st January to 15th July were used for training, while the remaining data were reserved for testing of the models. In case of the daily data, the wind speed records from March 1982 to March 2000 were used to train the models, and the remaining data (from April 2000 to March 2007) were reserved for testing. Temporal variation hourly and daily wind speed data is shown in Figure 1 . Table 1 represents the statistical parameters of the data used for both training and testing. In the table, X mean , X max , X min , SD, C V and C SX denote the mean, maximum, minimum, standard deviation, coefficient of variation and skewness coefficient, respectively. An analysis of the presented statistics, C SX in particular, suggests that the wind speeds are not distributed normally.
3. . R RE ES SU UL LT TS S A AN ND D D DI IS SC CU US SS SI IO ON NS
S 3 3. .1 1. . P Pe er rf fo or rm ma an nc ce e e ev va al lu ua at ti io on n m me ea as su ur re es s To provide an insight into the performance of the applied models, it was evaluated in terms of the correlation coefficient (R), root mean squared error (RMSE), scatter index (SI) and mean absolute error (MAE) computed as follows: 
MAE (16) where S o is the wind speed value observed (recorded) at the i th time step, S M is the corresponding simulated wind speed value, n is number of time steps, is mean of observational values and is mean value of the simulations. The correlation coefficient (R) ranges between 0 and 1, with higher values indicate the better performance of the model. The RMSE describes the average magnitude of the errors (differences between the observational values and model results) with considering their weighting. It can be ranged between 0 and ∞, with lower values corresponded to better performance of the model. Also a weighted RMSE value (i.e. SI) provides relative measure with respect to mean wind speed values. Finally, the MAE is a linear scouring of the differences between the recorded (observational) and modeled values. Ten resolution levels of sub-time series components (called details) indicating (2 1 -hour mode, 2 2 -hour mode, 2 3 -hour mode, 2 4 -hour mode, 2 5 -hour mode, 2 6 -hour mode, 2 7 -hour mode, 2 8 -hour mode, 2 9 -hour mode and 2 10 -hour mode), and one approximation signal were respectively employed for the hourly wind speed in this study. The details show high frequency of the original wind speed time series while the approximate signal indicates the low frequency (trend). Table 2 gives the correlation coefficients between each D sub-time series and original wind speed time series. In this table, the D t and S t+1 denote the D sub-time series at time t and measured wind speed at time t+1, respectively. As an example, the -0.235 indicates the correlation value between the D1 sub-time series at time t (D1 t ) and the measured wind speed at time t+1, S t+1 . Thus, the D1 t , D2 t , ... denote the sub time series of the S t and vice versa. The correlation values given in Table 2 provide information for the determination of effective wavelet components on wind speed. It can be seen from the table that D8, D9, D10 and approximate components show low correlations. D4 component has the highest correlations. According to these correlation analyses between the Ds (inputs) and the original wind speed data (outputs), the Ds components, which have correlations lower than 0.1, were eliminated and other components were summed. The correlation coefficients between each summed effective component and the original wind speed data are also given in Table 2 . It is clear from Table 2 that the correlations between 
3. .3. . S Si in ng gl le e G GE EP P, , A AN NF FI IS S a an nd d A AN NN N m mo od de el ls s
The present study aimed at appropriate representation of wind speeds by different AI methodologies, including GEP, ANFIS and ANN as well as more complex WGEP, WANFIS and WANN conjunction models. Therefore, to begin with, several input combinations were tested using GEP, ANFIS and ANN models. The numbers of lags were selected according to the partial auto-correlation function (PACF). The PACFs of the hourly wind speed data are shown in Figure 2 , which clearly indicates that the first three lags have a significant effect on S t+1 . Thus, the first three lags were considered as inputs to the models in this study. The evaluated combinations of inputs were:
(i) S t (ii) S t-1 , S t (iii) S t-2 , S t-1 , S t Wind Speed Prediction by using Different Wavelet Conjunction Models
International Journal of O Oc ce ea an n a an nd d C Cl li im ma at te e S Sy ys st te em ms s 
4. . W WG GE EP P, , W WA AN NF FI IS S a an nd d W WA AN NN N m mo od de el ls s
The hourly and daily wind speed records were divided into training and testing data sets as described in the previous section. The same three input combinations were evaluated. Tables 5 and 6 exhibit the forecasting statistics of the hybrid models for hourly and daily records, respectively. It is clear that the triple-input WGEP model produces the best predictions for all three prediction intervals (i.e. S t+1 , S t+2 , S t+3 ) in both hourly and daily predictions, with lower errors and higher correlations, compared to the other models. Increasing the number of input variables beyond the S t-2 leads to decrease of the WGEP accuracy, in good agreement with the PACF of the used testing dataset (see Figure 2) . A comparison of the results produced by the WGEP model reveals that increasing the forecast horizon from 1 hour to 3 hours also decreases the model accuracy: R decreases from 0.837 (for S t+1 ) to 0.738 (for S t+3 ) and RMSE, SI and MAE indices increase from 0.816 to 1.033, from 0.308 to 0.390, and from 0.613 to 0.790, respectively. The same trend can be observed for daily wind speed predictions. A comparison of the single GEP and WGEP model results was also conducted (see Tables 3-6 ). It can be concluded that application of the WGEP improves the accuracy of the wind speed predictions to a great extent. Figure 3 displays the observed and predicted wind speeds for the test period. The figure shows that 1-hour ahead predictions are also expectedly better than 2-and 3-hour ahead predictions. The straight ideal fit line demonstrates that the WGEP predictions are close to the recorded values highlighting a high level of WGEP performance.
The triple-input combination produced the best results for WANFIS models as well with relatively low values of errors (in terms of RMSE, SI and MAE) and high correlations. A comparison of the results of the single ANFIS and WANFIS indicates that the use of the wavelet coefficients as input parameters to the ANFIS significantly improves the quality of forecasts (Figure 4 ). An inter-comparison of the WGEP and WANFIS results leads to a conclusion that both these approaches can be successfully applied for short-term wind speed predictions. Similarly with the WGEP and WANFIS models, the triple-input WANN model outperforms the single-input and double-input models. Increasing the prediction interval from 1 to 3 hours and from 1 to 3 days decreases the model accuracy. This can be clearly seen from Figure 5 .
One of the strong points of using GEP over other data driven techniques (e.g., ANFIS and ANN) is that it can produce explicit formulations (model expression) of the relationship that rules the physical phenomenon. Figure 6 shows the expression tree of the GEP model formulation (triple-input hybrid WGEP model) for the S t+1 (1-hour ahead) prediction interval: (2))) where:
d(0)= DW t-2 , d(1)=DW t-1 and d(2)=DW t
and the constants in the formulation are: G2C0=1.497, and G2C1=0.641.
Replacing the corresponding variables, the final equation becomes
Here, the DW i denotes the discrete wavelet coefficient for the time step i. The final equation of optimal WGEP model for 1-day ahead prediction becomes:
To compare the performance of the proposed methodologies with traditional techniques, the Auto Regressive Moving Average (ARMA) approach was also used to forecast hourly and daily wind speeds. conventional single models (GEP, ANFIS and ANN). Figure 7 illustrates the temporal variations of optimal WGEP, GEP and ARMA simulations for the period of 0-200 hourly wind speeds during the test period. It is clear from this figure that the WGEP model superior to the GEP and ARMA models.
The wavelet conjunction models are more adequate than the single models for forecasting wind speeds by the following reasons. The original signal in the studied hourly and daily wind speed time series is better resolved by DWT compared to GEP, ANFIS and ANN approaches due to clear separation of daily, monthly, annual etc. periods. Therefore, making periodicity more obvious, wavelet conjunction forecasts at the same time become more accurate compared to the approaches, which use the original, non-separated signals (see e.g. Ning & Yunping, 1998; Kisi, 2009) . This is why the wavelet conjunction models perform better than the single models. 
C CO ON NC CL LU US SI IO ON NS S
The study investigated the applicability and accuracy of wavelet conjunction models to/in the task of wind speed prediction at hourly and daily time scales. In the first part of the study, conventional single GEP, ANFIS and ANN models were developed and used for wind speed predictions. In the second part of the study, WGEP, WANFIS and WANN conjunction models were developed and used for the same purpose. An inter-comparison of the simulation results and statistics indicated that the wavelet conjunction models (WGEP, WANFIS and WANN) performed better compared to the single models (GEP, ANFIS and ANN) when forecasting hourly wind speeds. A comparison was also carried out between the results of these models with those produced by ARMA, which demonstrated undisputed superiority of the applied hybrid models to ARMA technique.
