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Abstract
A self-adjoint operator H with an eigenvalue λ embedded in the continuum spectrum is con-
sidered. Boundedness of all operators of the form AnP is proved, where P is the eigenprojection
associated with λ and A is any self-adjoint operator satisfying Mourre’s inequality in a neighbor-
hood of λ and such that the higher commutators of H with A up to order n+2 are relatively bounded
with respect to H .
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1. Introduction
In the year 1981 Mourre [1] introduced a powerful estimate, now known as Mourre’s
inequality, that if fulfilled leads to important knowledge about the spectrum of an Hamilton
operator H on some Hilbert spaceH, and in particular about its continuous spectrum. This
avoids in particular the use of the previous techniques of complex scalings [2–4].
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E∆(H)i[H,A]E∆(H) θE∆(H)+K,
where E∆(H) is the spectral projection of H for an interval ∆, A some self-adjoint opera-
tor, θ some strictly positive constant, and K some compact operator. It was first formulated
using the generator
A = 1
2
(x · p + p · x) (1)
of the dilation group as operator A (x, p being the position, resp. momentum operator), but
in a second time the consequences related to it were also generalized to every self-adjoint
operator A (for which the inequality holds).
Mourre used the above inequality to prove that on the interval were it holds the Hamil-
tonian H has point spectrum of finite multiplicity, no accumulation point of this point
spectrum and no singular continuous spectrum. For this, besides the inequality he required
further conditions of relative boundedness with respect to H for the commutators of first
and second order. His results were generalized from the cases N = 2,3 to any N -body sys-
tem by Perry, Sigal, and Simon in the fundamental work [5]. In this paper too, conditions
of relative boundedness for the first and the second order commutators are required.
As shown in [6], Mourre’s inequality can also be used to generalize the instability crite-
rion for an embedded eigenvalue λ of H with eigenprojection P under small perturbations
κV , known as the Fermi Golden Rule criterion, proved by Simon in the framework of spec-
tral deformation [7], to the case without analyticity assumptions on N -body systems (see,
e.g., [8]). The result can be summarized as follows: let H and A be self-adjoint operators
such that the commutator [H,A] is relatively bounded with respect to H (H -bounded), let
λ be an eigenvalue of H with eigenprojection P , and let ∆ be an open interval containing
λ on which Mourre’s inequality holds for some compact operator K and θ > 0. Because of
the inequality we can choose ∆ sufficiently small such that λ is the only eigenvalue of H
in ∆. Under a small perturbation κV , where V is assumed to be symmetric, the quantity
Γ in the Fermi Golden Rule
Γ = −Im(PV (1− P)(λ+ i0 −H)−1(1− P)V P )
(cf. [9]) exists and when Γ > 0 the spectrum of H + κV in ∆ is absolutely continuous
for small κ = 0, if the commutators of H , resp. V , with A are H -bounded for the orders
k = 0,1,2 and if
RanP ⊂D(A2). (2)
For the case of N -body systems, where A is the dilation generator (1) and λ is any
nonthreshold eigenvalue of H , condition (2) follows from the Froese–Herbst exponential
bound [10].
The purpose of this paper is to prove that (2) follows from Mourre’s inequality and the
assumption that a sufficiently number of higher commutators of H with A are H -bounded.
We prove actually that, more generally, the operator AnP is well defined and bounded if
Mourre’s inequality is fulfilled and the higher commutators of H with A are H -bounded
up to a given order ν. This will be of great use to prove for example metastable behavior
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to the notion of complex resonance also in the case where it is not possible to extend the
resolvent below the real axis and apply analytic dilation, for such results see [11].
In Section 2 the framework for our work is described. In particular, we discuss the
assumption of a Mourre interval ∆ around the considered embedded eigenvalue λ and
present the mathematically correct definition of the higher commutators, which have to be
H -bounded up to some order ν. Similar conditions can be found in [5,12]. The section is
completed by some remarks about the given conditions. Section 3 contains the main theo-
rem and its proof, which is first presented for the special case n = 1 and then generalized to
n > 1. In particular, a lower and an upper bound of the first commutator are proved using
Mourre’s inequality and the Helffer–Sjöstrand formula [13]. In Section 4 we go back to the
Fermi Golden Rule Criterion, to give a new formulation of it based on the results acquired.
The appendices contain the needed estimates obtained applying the Helffer–Sjöstrand for-
mula and further calculational tools used to estimate terms containing higher commutators.
This paper is based on part of the author’s PhD thesis [14] at the ETH Zürich.
2. Framework and conditions
In this section we describe the frame of our work and we list the assumptions which are
needed in order to prove (2). Let H be an infinite-dimensional complex Hilbert space and
assume the existence of two unbounded operators H and A, of an orthogonal projection P
on H, of λ ∈R, and of an open finite interval ∆ ⊂R.
Condition 1. The following conditions are fulfilled.
• The operator H is self-adjoint and λ is an eigenvalue of H , with eigenprojection P ,
embedded in the continuous spectrum of H .
• Smoothness condition. A is a self-adjoint operator and there is an integer ν  1 such
that
(i) eisA preserves D(H) for all s ∈R;
(ii) let ad(0)A (H) = H ; for every integer k (1 k  ν), the (sesquilinear) form
(ϕ,ψ) −→ i〈ad(k−1)A (H)ϕ,Aψ 〉− i〈Aϕ, ad(k−1)A (H)ψ 〉
on D(ad(k−1)A (H))∩D(A) extends to the form
(ϕ,ψ) −→ 〈ϕ, ad(k)A (H)ψ 〉
on D(ad(k)A (H)), where ad(k)A (H) is a H -bounded self-adjoint operator.• Mourre’s inequality. The open interval ∆ is covered by the continuous spectrum of H
and contains the point λ. There is a strictly positive constant θ and a compact operator
K such that on ∆
E∆(H)ad(1)A (H)E∆(H) θE∆(H)+K, (3)
where E∆(H) is the spectral projection of H for the interval ∆.
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(1) When more convenient, we will use instead of ad(k)A (H) the equivalent notation
ik[. . . [[H,A],A] . . . ,A], with A repeated k times.
(2) The name smoothness is motivated by the formal relation(
−i d
dξ
)k
eiAξHe−iAξ = eiAξ ad(k)A (H)e−iAξ
for ξ ∈R. The smoothness degree ν will be specified according to the context.
(3) The inequality (3) is named after Mourre [1] and has been established mainly for
Schrödinger type Hamiltonians, in particular for N -body systems [5,10,15] (cf. [16]).
We quote its immediate consequences for the spectrum of H in the interval ∆: the
eigenvalues of H in ∆ are of finite multiplicity and cannot accumulate in ∆.
The domain D(H), equipped with the inner product
〈ϕ,ψ〉+2 =
〈
(H + i)ϕ, (H + i)ψ 〉,
is a Hilbert space H+2 densely and continuously embedded in H with
‖ϕ‖ ‖ϕ‖+2
for every ϕ ∈D(H).
From eisA preserving D(H) it follows thatH+2 ∩D(A) is ‖ · ‖+2-dense inH+2, hence
‖ · ‖-dense in H, and that, for ψ ∈H+2,
sup
|s|1
∥∥HeisAψ∥∥< ∞.
In fact, the strongly continuous 1-parameter group s → eisA on H is also a strongly con-
tinuous 1-parameter group on H+2 by [17, Proposition 3.2.5], and therefore H+2 ∩D(A)
contains the densely defined domain of the infinitesimal generator of the latter group.
Moreover, for every ϕ ∈H+2 the real function
s −→ ∥∥eisAϕ∥∥+2 = ∥∥(H + i)eisAϕ∥∥
is continuous and hence bounded for |s| 1.
As remarked in [18], Condition 1(i) and the assumption∣∣〈Hϕ,Aϕ〉 − 〈Aϕ,Hϕ〉∣∣ c(‖Hϕ‖2 + ‖ϕ‖2)
on H+2 ∩D(A) imply the virial theorem
P ad(1)A (H)P = 0.
By Condition 1(ii) we obtain∣∣〈Hϕ,Aϕ〉 − 〈Aϕ,Hϕ〉∣∣= ∣∣〈ϕ, ad(1)A (H)ϕ〉∣∣
 c‖ϕ‖‖ϕ‖+2  c
(‖Hϕ‖2 + ‖ϕ‖2)on H+2 ∩D(A); therefore the virial theorem holds under our Condition 1.
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(1) If B is a self-adjoint operator with D(B) ⊇D(H), then
‖Bϕ‖ = ∥∥B(H + i)−1(H + i)ϕ∥∥ c‖ϕ‖+2 = c(‖Hϕ‖ + ‖ϕ‖)
for all ϕ ∈ D(H), i.e., B|H+2 ∈ B(H+2,H) and B is H -bounded. In this work we
never require any particular value for the relative bound of the operator ad(k)A (H) with
respect to H and thus our condition on the H -boundedness of ad(k)A (H) is equivalent
to D(ad(k)A (H)) ⊇D(H) and to ad(k)A (H)|H+2 ∈ B(H+2,H).
(2) The assumptions that eisA preserves D(H), H+2 ∩ D(A) is dense in H+2, and
sup|s|1 ‖HeisAψ‖ < ∞ are conditions a) and b) of [5] and [12]. Moreover, condi-
tion cν) in [12] implies our Condition 1(ii).
(3) The calculations in this paper are based on the existence of the H -bounded self-adjoint
commutators ad(k)A (H), but our results could still be true under weaker conditions.
However, it is not our goal to look for optimal conditions and we will not investigate
this issue further.
3. Embedded bound states: Main Theorem
As already stated, the goal of this work is to prove (2) under the conditions presented in
Section 2. The main result is then the following.
Theorem 4 (Main Theorem). Let H , A, P , λ, and ∆ fulfill Condition 1 for ν  n + 2,
where n is an arbitrary positive integer. Then
RanP ⊂D(An).
Since P has finite rank, this is equivalent to say that the operators AnP are bounded, i.e.,
‖Anϕ‖ cn‖ϕ‖
for any eigenvector ϕ of P to the eigenvalue 1, namely ϕ = Pϕ.
We prove this statement by induction on n. That is, we show first that AP is bounded
and then consider AnP under the assumption that AmP is bounded for every m n − 1.
To this purpose we introduce the real function fε defined by
fε(x) = x〈εx〉 ,
where 〈x〉 = (1+x2)1/2 and 0 < ε < 1. The function fε tends pointwise to x when ε ↓ 0; if
we show that fε(A)ϕ and fε(A)An−1ϕ are uniformly bounded in ε, the theorem is proved
by virtue of the following lemma.
Lemma 5. Let ψ ∈H. If fε(A)ψ is uniformly bounded in ε, then ψ ∈D(A) and
Aψ = limfε(A)ψ.ε↓0
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|fε(x)| |x|; therefore fε(A) converges strongly to A: if χ ∈D(A), we have
fε(A)χ
ε↓0−→ Aχ.
It follows that∣∣〈Aχ,ψ〉∣∣= ∣∣lim
ε↓0
〈
fε(A)χ,ψ
〉∣∣= ∣∣lim
ε↓0
〈
χ,fε(A)ψ
〉∣∣ c‖χ‖
for every χ ∈ D(A) and some constant c independent of ε, when fε(A)ψ is uniformly
bounded in ε. By the definition of A∗, this means that ψ ∈ D(A∗) but, since A is self-
adjoint, D(A∗) =D(A) and ψ ∈D(A). 
Let h ∈ C∞(R) with h|∆ = 1 and (x(h))′ rapidly decreasing as |x| → ∞. The idea of
the proof of the Main Theorem is to enclose the expectation value〈
ad(1)A
(
Hh(H)
)〉
fε(A)An−1ϕ =
〈
fε(A)A
n−1ϕ, ad(1)A
(
Hh(H)
)
fε(A)A
n−1ϕ
〉
,
where ϕ is as in Theorem 4, between a lower and an upper bound depending on
‖fε(A)An−1ϕ‖, which imply the uniform boundedness in ε of fε(A)An−1ϕ.
In order to simplify the notation, we write Hh instead of Hh(H) and Bk instead of
ad(k)A (Hh): the assumptions of the Main Theorem imply then that Bk is bounded for k 
n+ 2 (Appendix A.2).
Without loss of generality, we will set λ = 0, assume that 0 is the only eigenvalue of H
in ∆, and put ‖ϕ‖ = 1. The hypotheses of Theorem 4 hold for all propositions and lemmas.
All the constants considered are understood to be independent of ε.
Let us first consider the case n = 1.
3.1. The case n = 1
Proposition 6 (Lower bound for n = 1). There exist strictly positive constants θ˜ and δ1
such that
〈B1〉fε(δA)ϕ  θ˜
∥∥fε(δA)ϕ∥∥2 − c1
for 0 < δ  δ1 and some constant c1 > 0.
Proof of Proposition 6. For every ψ ∈H we can write
〈B1〉ψ = 〈E∆B1E∆〉ψ + 〈B1E¯∆〉ψ + 〈E¯∆B1〉ψ − 〈E¯∆B1E¯∆〉ψ
 〈E∆B1E∆〉ψ − 2‖B1‖
∥∥E¯∆ψ∥∥‖ψ‖ − ‖B1‖∥∥E¯∆ψ∥∥2, (4)
where E∆ is the spectral projection of H for the Mourre interval ∆ and E¯∆ denotes 1−E∆.
For the first term of the second member of the inequality, we need the following lemmas.Lemma 7. s-limε↓0 i[Hh,fε(A)] = B1.
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for some positive constant c, then Ran(Hh|D(A)) ⊆D(A). Therefore,
lim
ε↓0 i
[
Hh,fε(A)
]
χ = iHh
(
lim
ε↓0 fε(A)χ
)− lim
ε↓0 fε(A)(iHhχ) = B1χ.
Using the commutator expansion (A.6) of Appendix A for n = 2, we can write
i
[
Hh,fε(A)
]= f ′ε(A)B1 − i
∫
df˜ε(z) (z −A)−2B2(z −A)−1,
and the two terms are uniformly bounded in ε since |f ′ε(x)|  1 and since the in-
tegral is bounded by ‖B2‖ times a positive constant, by virtue of (A.18). Hence
s-limε↓0 i[Hh,fε(A)] = B1. 
Remark 8.
(1) If we consider fε(δA) instead of fε(A), we obtain∥∥[Hh,fε(δA)]∥∥ c (5)
for some positive constant c dependent on δ, with c ↓ 0 when δ ↓ 0. In fact,
i
[
Hh,fε(δA)
]= δ(f ′ε(δA)B1 − iδ
∫
df˜ε(z) (z − δA)−2B2(z − δA)−1
)
.
(2) The inclusion Ran(Hh|D(A)) ⊆D(A) extends to Ran(Bk|D(A)) ⊆D(A) and the strong
limit s-limε↓0 i[Hh,fε(A)] = B1 to s-limε↓0 i[Bk,fε(A)] = Bk+1 for k  n + 1
(cf. Remark A.3).
Lemma 9. Let ψ ∈H. There exist strictly positive constants θ ′ and c′ (independent of ψ )
such that
〈E∆B1E∆〉ψ  θ ′‖E∆ψ‖2 − c′‖Pψ‖2. (6)
Proof of Lemma 9. So far ∆ was any open interval containing only the eigenvalue 0 of
H , so that Ec∆ = E∆ − P is the spectral projection of H corresponding to the continuous
spectrum of H in ∆. Therefore, by Mourre’s inequality, we can pick ∆  0 sufficiently
small so that
Ec∆B1E
c
∆  θEc∆ (7)
for some θ > 0. This inequality follows from (3) by using (A.5) and mimicking the argu-
ment in the proof of the corollary of Theorem 6.1 in [16]. Applying (7) to 〈E∆B1E∆〉ψ we
obtain
〈E∆B1E∆〉ψ = 〈Ec∆B1Ec∆〉ψ + 〈PB1P 〉ψ + 〈Ec∆B1P 〉ψ + 〈PB1Ec∆〉ψ
 θ‖Ec∆ψ‖2 − 2‖B1‖‖Ec∆ψ‖‖Pψ‖,
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2‖Ec∆ψ‖‖Pψ‖ α‖Ec∆ψ‖2 + α−1‖Pψ‖2,
and therefore
〈E∆B1E∆〉ψ 
(
θ − α‖B1‖
)‖Ec∆ψ‖2 − α−1‖B1‖‖Pψ‖2
 θ ′‖Ec∆ψ‖2 − c′′‖Pψ‖2,
where θ ′ > 0 for α sufficiently small and c′′ = α−1‖B1‖. This gives us the expected result,
since
‖Ec∆ψ‖2 = ‖E∆ψ‖2 − ‖Pψ‖2. 
Let now ψ be fε(δA)ϕ. By Lemma 9 we have
〈B1〉fε(δA)ϕ  θ ′
∥∥E∆fε(δA)ϕ∥∥2 − c′∥∥Pfε(δA)ϕ∥∥2
− 2‖B1‖
∥∥E¯∆fε(δA)ϕ∥∥∥∥fε(δA)ϕ∥∥− ‖B1‖∥∥E¯∆fε(δA)ϕ∥∥2. (8)
To complete the proof of Proposition 6 we need the following lemma.
Lemma 10. ‖Pfε(δA)ϕ‖ 1 +N(δ)‖fε(δA)ϕ‖, where N(δ) ↓ 0 when δ ↓ 0.
Proof of Lemma 10. Let χJ be the characteristic function of the set J = {x ∈R | |x| 1}.
Then
χJ (δA) =
∫
|x|1
dEδA(x),
where {EδA(x)} denotes the spectral family of δA. Since |fε(x)| 1 for |x| 1, we have∥∥Pfε(δA)ϕ∥∥ ∥∥PχJ (δA)fε(δA)ϕ∥∥+ ∥∥PχR\J (δA)fε(δA)ϕ∥∥
 ‖ϕ‖ +N(δ)∥∥fε(δA)ϕ∥∥,
where N(δ) = ‖PχR\J (δA)‖ δ↓0−→ 0, because P is bounded. 
By Remark 8(1) and Lemma 10 we can find δ small enough, so that our lower bound
(8) becomes
〈B1〉fε(δA)ϕ  θ ′′
∥∥fε(δA)ϕ∥∥2 − c1(1 + N˜(δ)∥∥fε(δA)ϕ∥∥2)
for some constants θ ′′ > 0, c1 > 0; moreover, N˜(δ) ↓ 0, θ ′′ ↓ θ ′, and c1 ↓ c′ when δ ↓ 0.
Remark 8(1) implies indeed∥∥E¯∆fε(δA)ϕ∥∥= ∥∥(HhE¯∆)−1E¯∆Hhfε(δA)ϕ∥∥ c′′′
for a constant c′′′  0 with c′′′ ↓ 0 when δ ↓ 0, because∥∥Hhfε(δA)ϕ∥∥= ∥∥[Hh,fε(δA)]ϕ∥∥ c; (9)
in addition, ‖fε(δA)ϕ‖ ‖fε(δA)ϕ‖2 + 1. Since there is δ1 > 0 such that, for 0 < δ  δ1,′′the value θ˜ = θ − c1N˜(δ) is strictly positive, Proposition 6 is proved. 
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such that
〈B1〉fε(δA)ϕ  c2
(∥∥fε(δA)ϕ∥∥+ 1)
for 0 < δ  δ2.
Proof of Proposition 11. Let ψ ∈ D(A). Since Ran(Hh|D(A)) ⊆ D(A) (proof of
Lemma 7), we can write
〈B1〉fε(δA)ψ = −2Re
〈
ψ, i
[
Hh,fε(δA)
]
Afε(δA)ψ
〉
+ 〈ψ, i[Hh,fε(δA)Afε(δA)]ψ 〉. (10)
Consider the first term on the right side of (10). Using the symmetric commutator expan-
sion for n = 2 (A.14), we have
i
[
Hh,fε(δA)
]= δ
2
(
f ′ε(δA)B1 +B1f ′ε(δA)
)+Rs2, (11)
where
Rs2 =
δ2
2
∫
df˜ε(z) (z − δA)−2B3(z − δA)−2.
Therewith the first term on the right side of (10) can be written as
−2Re〈ψ, i[Hh,fε(δA)]Afε(δA)ψ 〉= −〈ψ,E1ψ〉 − 〈ψ,E2ψ〉 − 〈ψ,Rψ〉,
with
E1 = δ2
(
fε(δA)Af
′
ε(δA)B1 +B1f ′ε(δA)Afε(δA)
)
,
E2 = δ2
(
f ′ε(δA)B1Afε(δA)+ fε(δA)AB1f ′ε(δA)
)
,
R = Rs2Afε(δA)+ fε(δA)ARs2.
The operators E1, E2, and R are bounded on D(A), since |xf ′ε(δx)| 1δε , since
f ′ε(δA)B1Afε(δA) = f ′ε(δA)AB1fε(δA)− if ′ε(δA)B2fε(δA)
on D(A), and by Remark A.3. We denote by E˜1, E˜2, and R˜, respectively, their continuous
extensions to H. Then
〈B1〉fε(δA)ϕ = −
〈
ϕ, E˜1ϕ
〉− 〈ϕ, E˜2ϕ〉− 〈ϕ, R˜ϕ〉. (12)
In fact, 〈ϕ, i[Hh,fε(δA)Afε(δA)]∼ϕ〉 = 0 by virtue of the following lemma.
Lemma 12.
s-lim
τ↓0
[
Hh,fε(δA)fτ (A)fε(δA)
]= [Hh,fε(δA)Afε(δA)]∼, (13)
where [Hh,fε(δA)Afε(δA)]∼ is the continuous extension to H of the operator [Hh,
fε(δA)Afε(δA)] bounded on D(A).
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i
[
Hh,fε(δA)
]
fτ (A) = δ2
(
f ′ε(δA)B1fτ (A)+B1f ′ε(δA)fτ (A)
)+Rs2fτ (A),
where Rs2fτ (A) and B1f
′
ε(δA)fτ (A) are uniformly bounded in τ , since Rs2A is bounded on
D(A) (Remark A.3), Rs2fτ (A) = Rs2Ahτ (A) with hτ (x) = 〈τx〉−1, and |f ′ε(δx)fτ (x)| 
(δε)−1. Moreover, [B1, fτ (A)] is uniformly bounded in τ (Remark 8(2)). It follows that[
Hh,fε(δA)fτ (A)fε(δA)
]= [Hh,fε(δA)]fτ (A)fε(δA)
+ fε(δA)
[
Hh,fτ (A)
]
fε(δA)
+ fε(δA)fτ (A)
[
Hh,fε(δA)
]
is uniformly bounded in τ . Since
lim
τ↓0
[
Hh,fε(δA)fτ (A)fε(δA)
]
χ = [Hh,fε(δA)Afε(δA)]χ
for all χ ∈D(A), the operator [Hh,fε(δA)Afε(δA)] is bounded on D(A) and (13) is sat-
isfied. 
The last term of (12) is bounded by c′′′‖fε(δA)ϕ‖ with a constant c′′′ > 0 independent
of δ, since the operator ARs2 is uniformly bounded in ε (Remark A.3). In order to estimate−〈ϕ, E˜1ϕ〉, we define a new function gε by
gε(x) = x〈εx〉2 =
x
1 + ε2x2
and we have fε(δA)δAf ′ε(δA) = g2ε (δA).
Lemma 13. There exists a strictly positive constant c′ such that
−〈ϕ, E˜1ϕ〉= −12 〈ϕ, (g2ε (δA)B1 +B1g2ε (δA))ϕ〉 c′(
∥∥fε(δA)ϕ∥∥+ 1)
for 0 < δ  δ2.
Proof of Lemma 13. We consider the operator
g2ε (δA)B1 +B1g2ε (δA) =
[[
B1, gε(δA)
]
, gε(δA)
]+ 2gε(δA)B1gε(δA).
We may write (Remark A.3)[
B1, gε(δA)
]= −iδg′ε(δA)B2 − δ2
∫
dg˜ε(z) (z − δA)−2B3(z − δA)−1,
where g′ε(δA)B2 is uniformly bounded in ε since |g′ε(x)|  1, and so is the last term by
(A.20). We have therefore∥∥[B1, gε(δA)]∥∥ c
for some constant c > 0. In particular, since |gε(x)| |fε(x)|,∣〈 [[ ] ] 〉∣ ∥ ∥ ∥ ∥∣ ϕ, B1, gε(δA) , gε(δA) ϕ ∣ 2c∥gε(δA)ϕ∥ 2c∥fε(δA)ϕ∥. (14)
L. Cattaneo / Bull. Sci. math. 129 (2005) 591–614 601We are left with the term 2gε(δA)B1gε(δA). Because of the minus sign in front of
〈ϕ, E˜1ϕ〉, what we need is a lower bound for 〈B1〉gε(δA)ϕ . The calculation is analogous
to the one done for fε(δA)ϕ in the proof of Proposition 6. There exists a constant δ2 > 0
such that, for 0 < δ  δ2,
〈B1〉gε(δA)ϕ  θ˜ ′
∥∥gε(δA)ϕ∥∥2 − c′1
with θ˜ ′ and c′1 strictly positive. Together with (14), this gives us the bound c′(‖fε(δA)ϕ‖+
1) for −〈ϕ, E˜1ϕ〉, where c′ > 0. 
The last estimate needed to finish the proof of Proposition 11 is the following.
Lemma 14. There exists a strictly positive constant c′′ such that
−〈ϕ, E˜2ϕ〉 c′′(∥∥fε(δA)ϕ∥∥+ 1)
for 0 < δ  δ2.
Proof of Lemma 14. Using the Helffer–Sjöstrand formula (A.1) and the correspond-
ing formula (A.4) for the derivatives, and expanding the bounded commutator [(z −
δA)−2,B1], we have[
f ′ε(δA),B1
]= i
2
δ
(
f ′′ε (δA)B2 +B2f ′′ε (δA)
)
+ δ2
∫
df˜ε(z) (z− δA)−3B3(z− δA)−1 − δ2
∫
df˜ε(z) (z− δA)−1B3(z− δA)−3.
The operator δA
∫
df˜ε(z) (z − δA)−1B3(z − δA)−3 is uniformly bounded in ε, because
of (A.19), just as the operators δAf ′′ε (δA)B2 and δAB2f ′′ε (δA), since |δxf ′′ε (δx)| 1 and
|f ′′ε (δx)| ε. Therefore A[f ′ε(δA),B1] is uniformly bounded in ε and we have
−〈ϕ, E˜2ϕ〉= 12 〈δA[f ′ε(δA),B1]ϕ,fε(δA)ϕ〉− 12 〈fε(δA)ϕ, δA[B1, f ′ε(δA)]ϕ〉
− 〈ϕ, E˜1ϕ〉
 c′′
(∥∥fε(δA)ϕ∥∥+ 1)
for some constant c′′ > 0 when 0 < δ  δ2, because of Lemma 13. 
Inserting the results of Lemmas 13 and 14 in (12), we obtain
〈B1〉fε(δA)ϕ  c2
(∥∥fε(δA)ϕ∥∥+ 1),
where c2 = c′ + c′′ + c′′′. This completes the proof of Proposition 11. 
Proposition 15 (Main Theorem for n = 1). Let H , A, P , λ, and ∆ fulfill Condition 1 for
ν  3. Then
RanP ⊂D(A).
Since P has finite rank, this is equivalent to say that the operator AP is bounded.
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θ˜
∥∥fε(δA)ϕ∥∥2 − c1  〈B1〉fε(δA)ϕ  c2(∥∥fε(δA)ϕ∥∥+ 1);
hence, for 0 < δ min{δ1, δ2},
θ˜
∥∥fε(δA)ϕ∥∥2 − c2∥∥fε(δA)ϕ∥∥− (c1 + c2) 0
and ‖fε(δA)ϕ‖ is uniformly bounded in ε. By virtue of Lemma 5, for any ϕ ∈ Ran(P ) we
have
ϕ ∈D(A) and Aϕ = lim
ε↓0
fε(δA)
δ
ϕ. 
Now we consider AnP , when AmP is bounded for m n− 1.
3.2. Proof of the Main Theorem
Proposition 16 (Lower bound). Let AmP be bounded for m  n − 1. There exist strictly
positive constants θ˜ and δ1 such that
〈B1〉fε(δA)An−1ϕ  θ˜
∥∥fε(δA)An−1ϕ∥∥2 − c1
for 0 < δ  δ1 and some constant c1 > 0.
Proof of Proposition 16. The estimates (4) and (6) hold also for ψ = fε(δA)An−1ϕ. What
we need to complete the proof of the general case is a version for fε(δA)An−1ϕ of Lemma
10 and of the estimate (9). For the projection P we obtain∥∥Pfε(δA)An−1ϕ∥∥ ‖An−1ϕ‖ +N(δ)∥∥fε(δA)An−1ϕ∥∥, (15)
where N(δ) ↓ 0 when δ ↓ 0, mimicking the proof of Lemma 10 with An−1ϕ instead of ϕ.
Lemma 17. There exists a positive constant c dependent on δ, with c ↓ 0 when δ ↓ 0, such
that ∥∥Hhfε(δA)An−1ϕ∥∥ c.
Proof of Lemma 17. Applying (B.1) of Appendix B, we can write
Hhfε(δA)A
n−1ϕ = [Hh,fε(δA)]An−1ϕ − n−1∑
k=1
ik
(
n− 1
k
)
fε(δA)BkA
n−1−kϕ. (16)
By (5), the first term of the second member of (16) is bounded by some positive constant
which tends to 0 when δ ↓ 0. For the second term we generalize the calculation done for
the first one:[
Bk,fε(δA)
]= −iδf ′ε(δA)Bk+1 − δ2
∫
df˜ε(z) (z − δA)−2Bk+2(z − δA)−1
and ∥[ ]∥ ( )∥ Bk,fε(δA) ∥ c′′ δ‖Bk+1‖ + δ2‖Bk+2‖ (17)
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operators Bk , Bk+1, and Bk+2 are bounded as 1 k  n − 1. Moreover, An−1−kP is also
bounded for 1 k  n− 1 and∥∥fε(δA)An−1−kϕ∥∥ c′′′
for some constant c′′′  0 with c′′′ ↓ 0 when δ ↓ 0, because
fε(δA)A
n−1−kϕ = δhε(δA)An−kϕ
with hε(x) = 1〈εx〉 . 
As in the case n = 1, by (15) and Lemma 17 we may write, if δ is small enough,
〈B1〉fε(δA)An−1ϕ  θ ′′
∥∥fε(δA)An−1ϕ∥∥2 − c1(1 +N(δ)∥∥fε(δA)An−1ϕ∥∥2)
for some constants θ ′′ > 0, c1 > 0, with N(δ) ↓ 0, θ ′′ ↓ θ ′, c1 ↓ c′ when δ ↓ 0, and then the
assertion of Proposition 16 follows. 
Proposition 18 (Upper bound). Let AmP be bounded for m  n − 1. There exist strictly
positive constants c2 and δ2 such that
〈B1〉fε(δA)An−1ϕ  c2
(∥∥fε(δA)An−1ϕ∥∥+ 1)
for 0 < δ  δ2.
Proof of Proposition 18. As in Proposition 11, for ψ ∈D(A) we can write
〈B1〉fε(δA)ψ = −〈ψ,E1ψ〉 − 〈ψ,E2ψ〉 − 〈ψ,Rψ〉 +
〈
ψ, i
[
Hh,fε(δA)Afε(δA)
]
ψ
〉
.
Mimicking the arguments of the proofs of Lemmas 13 and 14, we obtain
−〈E˜1〉An−1ϕ − 〈E˜2〉An−1ϕ − 〈R˜〉An−1ϕ  c′(∥∥fε(δA)An−1ϕ∥∥+ 1) (18)
for some constant c′ > 0, when 0 < δ  δ2.
Lemma 19. If n 2,〈
An−1ϕ, i
[
Hh,fε(δA)Afε(δA)
]∼
An−1ϕ
〉
−2(n− 1)〈B1〉fε(δA)An−1ϕ + c′′
(∥∥fε(δA)An−1ϕ∥∥+ 1) (19)
for some positive constant c′′.
Proof of Lemma 19. By Lemma B.1 we can write
HhA
n−1P = −
n−1∑
k=1
ik
(
n− 1
k
)
BkA
n−1−kP .
The operators ABkAn−1−kP are bounded for 1 k  n − 1, because of (B.2). Therefore
AHhA
n−1P is bounded and we can write
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An−1ϕ, i
[
Hh,fε(δA)Afε(δA)
]∼
An−1ϕ
〉
= i〈fε(δA)AHhAn−1ϕ,fε(δA)An−1ϕ〉− i〈fε(δA)An−1ϕ,fε(δA)AHhAn−1ϕ〉
=
n−1∑
k=1
ik+1
(
n− 1
k
)[
(−1)k+1〈fε(δA)ABkAn−1−kϕ,fε(δA)An−1ϕ〉
+ 〈fε(δA)An−1ϕ,fε(δA)ABkAn−1−kϕ〉].
Again by virtue of (B.2) and using (17) we obtain, if k  2,∥∥fε(δA)ABkAn−1−kϕ∥∥ ∥∥fε(δA)BkAn−kϕ∥∥+ ∥∥fε(δA)Bk+1An−1−kϕ∥∥ c′′1
for some constant c′′1  0. If k = 1, then
fε(δA)AB1A
n−2P = fε(δA)B1An−1P + ifε(δA)B2An−2P,
where the term ifε(δA)B2An−2P is uniformly bounded in ε. For the term fε(δA)B1An−1P
we have〈
fε(δA)B1A
n−1ϕ,fε(δA)An−1ϕ
〉
= 〈An−1ϕ, [B1, fε(δA)]fε(δA)An−1ϕ〉+ 〈B1〉fε(δA)An−1ϕ,
where∣∣〈An−1ϕ, [B1, fε(δA)]fε(δA)An−1ϕ〉∣∣ c′′2∥∥fε(δA)An−1ϕ∥∥
with a constant c′′2  0, because of (17). Hence we can write (19). 
By (18) and Lemma 19, we have
〈B1〉fε(δA)An−1ϕ  c′2
(∥∥fε(δA)An−1ϕ∥∥+ 1)− 2(n− 1)〈B1〉fε(δA)An−1ϕ,
where c′2 = c′ + c′′, and Proposition 18 is proved with c2 = c
′
2
2n−1 . 
Proof of the Main Theorem (Theorem 4). The case n = 1 was already proved in Propo-
sition 15. By virtue of Proposition 16 and of Proposition 18, the argument of that proof
allows the induction on n. 
4. Instability of embedded eigenvalues
As an application of the Main Theorem, we consider in this section the behavior of an
embedded eigenvalue under a small perturbation. With “small perturbation” we mean a
term κV for some real parameter κ = 0, with |κ| sufficiently small.
Condition 20. The following conditions are fulfilled.• Condition 1 holds for some integer ν.
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• Let ad(0)A (V ) = V ; for every integer k (1 k  ν) the form
(ϕ,ψ) −→ i〈ad(k−1)A (V )ϕ,Aψ 〉− i〈Aϕ, ad(k−1)A (V )ψ 〉
on D(ad(k−1)A (V ))∩D(A) extends to the form
(ϕ,ψ) −→ 〈ϕ, ad(k)A (V )ψ 〉
on D(ad(k)A (V )), where ad(k)A (V ) is a H -bounded self-adjoint operator.
The instability of embedded eigenvalues for a strictly positive Fermi Golden Rule oper-
ator Γ was already proved in [6] and involves the assumption of a Mourre interval around
λ and the relative boundedness of the higher commutators up to order two. But in the
generalized proof presented by Hunziker and Sigal in [16] a further technical condition is
needed, namely
RanP ⊂D(A2). (20)
The results presented in Section 3 allow us to write a slight different version of this theo-
rem, free of the assumption (20).
Proposition 21 (Fermi Golden Rule criterion). Let the operators H , P , V and A, λ ∈ R,
and the open interval ∆ fulfill Condition 20 for ν = 4. Then
Γ = −Im(PV (1− P)(λ+ i0 −H)−1(1− P)V P )
exists and Γ  0.
If Γ > 0, there exists an open interval ∆′  λ such that Hκ = H + κV has no eigenval-
ues in ∆′ for κ = 0 sufficiently small.
Proof. The relative boundedness of ad(k)A (H) up to order k = 4 implies the boundedness
of the operator A2P , as proved in the Main Theorem, and thus RanP ⊂D(A2). The proof
of the proposition can then be found in [16]. 
This proposition implies that if the Fermi Golden Rule criterion is fulfilled, that is,
Γ > 0, then the eigenvalue λ disappears.
The proof of a metastable behavior of the related eigenvectors and a generalization of
the notion of resonance to all operators fulfilling Condition 20 will be given in [11].
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A.1. The Helffer–Sjöstrand formula
Functions of a self-adjoint operator A on H can be written using the following formula
by Helffer and Sjöstrand [13]:
f (A) = − 1
2π
∫
R2
dx dy (z −A)−1∂z¯f˜ (z), (A.1)
where z = x + iy and ∂z¯ = ∂x + i∂y , and f˜ is a largely arbitrary extension of the real
function f to the complex plane which must be almost analytic, i.e., satisfy the Cauchy–
Riemann equations on the real axis, namely ∂z¯f˜ (z) = 0 for z ∈R. We abbreviate it by
f (A) =
∫
df˜ (z) (z −A)−1, where df˜ (z) = − 1
2π
∂z¯f˜ (z)dx dy.
Now let f ∈ Cn+2(R) for some n 0. Following [19] we can construct the almost analytic
extension
f˜ (z) = χ
(
y
〈x〉
) n+1∑
k=0
f (k)(x)
(iy)k
k! , (A.2)
where χ ∈ C∞0 (R) with χ = 1 on some open interval containing 0. To simplify the nota-
tion, we write
f˜ (z) = χ
(
y
〈x〉
)
f0,n+1(z), where f0,n+1(z) =
n+1∑
k=0
f (k)(x)
(iy)k
k! .
Note that since f ∈ Cn+2(R), we can derive f0,n+1:
∂z¯f0,n+1(z) = f (n+2)(x) (iy)
n+1
(n+ 1)! . (A.3)
The Helffer–Sjöstrand formula (A.1) can be extended to the derivatives of f :
f (p)(A) = p!
∫
df˜ (z) (z −A)−p−1, (A.4)
as showed in [19].
A.2. Rn and its estimates
Let H be a self-adjoint operator on H satisfying (i) and (ii) in Condition 1; in partic-
ular, ad(k)A (H) is H -bounded for 0 k  ν. Then the operator ad
(k)
A ((z − H)−1), defined
recursively by
(k)( −1) 1( −isA (k)( −1) isA (k−1)( −1))adA (z −H) = s- lim
s→0 s
e adA (z −H) e − adA (z −H)
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extension of the form (A.2) of a function f ∈ C∞0 (R), the operator
ad(k)A
(
f (H)
)= ∫ df˜ (z) ad(k)A ((z −H)−1) (0 k  ν) (A.5)
is also bounded and the form
(ϕ,ψ) −→ 〈ϕ, ad(k)A (f (H))ψ 〉
on H is an extension of the form
(ϕ,ψ) −→ i〈ad(k−1)A (f (H))ϕ,Aψ 〉− i〈Aϕ, ad(k−1)A (f (H))ψ 〉
on D(A) [17,19].
Define Hh and Bk as in Section 3. Then the results above can be extended to xh(x) and
Bk is bounded for 0 k  ν.
We are interested in estimations of the operator
Rn =
∫
df˜ (z) (z −A)−nBn(z −A)−1 =
∫
df˜ (z) gn(z),
gn(z) = (z −A)−nBn(z −A)−1
for 1 n ν. In fact, as proved in [19], such operators occur, with n 2, when we write
expansions like
[
Hh,f (A)
]= n−1∑
k=1
(−i)k
k! f
(k)(A)Bk(Hh)+ (−i)nRn. (A.6)
Remark that, because of the self-adjointness of A, we have
‖gn‖ ‖Bn‖|y|−n−1, (A.7)
since ‖(z −A)−1‖ = (dist(z, σ (A)))−1  |y|−1.
At first, we consider the case f ∈ C∞0 (R). To reach our purpose we decompose ∂z¯f˜ in
three parts:
∂z¯f˜ (z) = χ
(
y
〈x〉
)
∂z¯f0,n+1(z)+
(
∂z¯χ
(
y
〈x〉
))(
f0,n+1(z)− f0,n−1(z)
)
+
(
∂z¯χ
(
y
〈x〉
))
f0,n−1(z).
Consequently, we decompose Rn in
Rn = − 12π
∫
dx dy χ
(
y
〈x〉
)(
∂z¯f0,n+1(z)
)
gn(z)
− 1
2π
∫
dx dy
(
∂z¯χ
(
y
〈x〉
))(
f0,n+1(z) − f0,n−1(z)
)
gn(z)
− 1
2π
∫
dx dy
(
∂z¯χ
(
y
〈x〉
))
f0,n−1(z)gn(z)
= R′n +R′′n +R′′′n , (A.8)
and estimate the three parts separately.
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stant. Moreover, |χ | 1 and therefore, by (A.3) and (A.7), R′n is bounded by
1
2π
∫
dx dy
∣∣∣∣χ
(
y
〈x〉
)(
∂z¯f0,n+1(z)
)∣∣∣∣‖gn‖ c′‖Bn‖
∫
dx
∣∣f (n+2)(x)∣∣〈x〉 (A.9)
for a constant c′ < ∞.
Estimate of R′′n . The second integral of (A.8) contains
(f0,n+1 − f0,n−1)(z) = f (n+1)(x) (iy)
n+1
(n+ 1)! + f
(n)(x)
(iy)n
n!
and ∂z¯χ . This derivative is supported on c˜1〈x〉 |y| c˜2〈x〉, with c˜1, c˜2 positive constants,
where we have∣∣∣∣∂z¯χ
(
y
〈x〉
)∣∣∣∣=
∣∣∣∣〈x〉−1χ ′
(
y
〈x〉
)(
i − xy〈x〉2
)∣∣∣∣ (c˜2 + 1)〈x〉−1.
We can estimate R′′n as follows:
‖R′′n‖ c′′1‖Bn‖
∫
c˜1〈x〉|y|c˜2〈x〉
dx dy 〈x〉−1(∣∣f (n+1)∣∣|y|n+1 + ∣∣f (n)(x)∣∣|y|n)|y|−n−1
 c′′‖Bn‖
(∫
dx
∣∣f (n+1)∣∣+ ∫ dx ∣∣f (n)(x)∣∣〈x〉−1) (A.10)
for constants c′′1 , c′′ < ∞.
Estimate of R′′′n . We note that the function gn is holomorphic on supp(1 − χ ) and there-
fore ∂z¯gn(z) = 0 on it:∫
dx dy ∂z¯
(
1 − χ
(
y
〈x〉
))
f0,n−1(z)gn(z)
=
∫
dx dy
(
χ
(
y
〈x〉
)
− 1
)(
∂z¯f0,n−1(z)
)
gn(z).
Since |y| c˜〈x〉 on supp(1 − χ ) and by virtue of (A.7), we have that R′′′n is bounded by
c′′′1 ‖Bn‖
∫
|y|c˜〈x〉
dx dy
∣∣f (n)(x)∣∣|y|−2  c′′′‖Bn‖∫ dx ∣∣f (n)(x)∣∣〈x〉−1 (A.11)
for constants c′′′1 , c′′′ < ∞.
Putting the three estimates (A.9), (A.10), and (A.11) together, we obtain
‖Rn‖ c‖Bn‖
( ∫
dx
∣∣f (n+2)(x)∣∣〈x〉 + ∫ dx ∣∣f (n+1)(x)∣∣
+
∫
dx
∣∣f (n)(x)∣∣〈x〉−1) (A.12)for a constant c < ∞.
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we needed its derivatives only up to order ν, we can extend the validity of the result to
all f ∈ Cν(R) such that the integrals of (A.12) are bounded. As already mentioned, such
functions have an almost analytic extension of the form (A.2).
A.3. Estimate of ARn
We proceed as in the case of Rn. Since
ARn = −
∫
df˜ (z) (z −A)−n+1Bn(z −A)−1 +
∫
df˜ (z) z(z −A)−nBn(z −A)−1,
we obtain
‖ARn‖ c‖Bn‖
(∫
dx
∣∣f (n+2)(x)∣∣〈x〉2 + ∫ dx ∣∣f (n+1)(x)∣∣〈x〉
+
∫
dx
∣∣f (n)(x)∣∣+ ∫ dx ∣∣f (n−1)(x)∣∣〈x〉−1) (A.13)
for a constant c < ∞.
Note that, in order to have a convergent integral in y for the term AR′′′n , we have to
consider f0,n+1(z)− f0,n−2(z), instead of f0,n+1(z)− f0,n−1(z), in (A.8). This may cause
a problem in the case n = 2. To avoid it, we introduce the symmetric operator Rs2.
A.4. The operator Rs2
In the case n = 2 we can combine the two expansions[
Hh,f (A)
]= −if ′(A)B1 −R2,[
Hh,f (A)
]= −iB1f ′(A)−Rc2,
where
Rc2 = −
∫
df˜ (z) (z −A)−1B2(z −A)−2,
in the symmetric form[
Hh,f (A)
]= − i
2
(
f ′(A)B1 +B1f ′(A)
)+Rs2 (A.14)
with
Rs2 = −
i
2
∫
df˜ (z) (z −A)−2B3(z −A)−2.
For Rs2 we have
‖ARs2‖ c‖B3‖
(∫
dx
∣∣f (5)(x)∣∣〈x〉2 + ∫ dx ∣∣f (4)(x)∣∣〈x〉
+
∫
dx
∣∣f (3)(x)∣∣+ ∫ dx ∣∣f (2)(x)∣∣〈x〉−1) (A.15)for a constant c < ∞.
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We consider now the specific real function fε defined by
fε(x) = x〈εx〉
for 0 < ε < 1. The derivatives of fε are given by the following lemma.
Lemma A.1. For every integer m 1 we have
f (2m−1)ε (x) = ε2(m−1)
m∑
i=1
〈εx〉−2m−2i+1ai(m),
f (2m)ε (x) = ε2mx
m∑
i=1
〈εx〉−2m−2i−1(1 − 2i − 2m)ai(m),
where
a1(m) = (2m)!2 , am(m) =
(4m)!(−1)m+1
(4m− 1)(2m)!22m ,
ai(m) = ai(m− 1)(2m+ 2i − 3)(2m+ 2i − 2)
− ai−1(m− 1)(2m+ 2i − 3)(2m+ 2i − 5) for 2 i m− 1.
Proof. The second formula is simply the derivative of the first one, which can be proved
easily by induction on m. Note that we need to go up to m = 3 in order to use the recursive
formula for ai(m) (2 i m− 1). 
The integrals of (A.12), (A.13), and (A.15) are bounded as follows.
Proposition A.2. There exists a constant c such that∫
dx
∣∣f (l)ε (x)∣∣〈x〉−1  cεl−2 for l  2, (A.16)∫
dx
∣∣f (l)ε (x)∣∣〈x〉k−2  cεl−k for k  2 and l  k. (A.17)
Proof. We prove first (A.16). Consider l = 2m − 1 with m  2 (l odd). By virtue of
Lemma A.1,∫
dx
∣∣f (2m−1)ε (x)∣∣〈x〉−1  ε2m−2 m∑
i=1
ai(m)
∫
dx 〈εx〉−2m−2i+1
= ε2m−3
m∑
i=1
ai(m)
∫
dy 〈y〉−2m−2i+1  c1εl−2for some constant c1, since 〈x〉−1  1 and −2m− 2i + 1−5.
L. Cattaneo / Bull. Sci. math. 129 (2005) 591–614 611Analogously, in the case l = 2m and m 1, one proves∫
dx
∣∣f (2m)ε (x)∣∣〈x〉−1  c2εl−1
for some constant c2, since |x|〈x〉−1  1 and −2m− 2i − 1−5.
We prove now (A.17). Consider l = 2m− 1 (l odd). By Lemma A.1,∫
dx
∣∣f (2m−1)ε (x)∣∣〈x〉k−2
 ε2m−2
m∑
i=1
ai(m)
∫
dx 〈εx〉−2m−2i+1〈x〉k−2
= ε2m−1−k
m∑
i=1
ai(m)
∫
dy 〈y〉k−2m−2i−1〈y〉2−kεk−2
〈
y
ε
〉k−2
 c3εl−k
for some positive constant c3, since 〈y〉2−kεk−2〈 yε 〉k−2  1 for k  2 and k−2m−2i−1 =
k − l − 2i − 2−4.
The same result follows analogously in the case l = 2m. 
Remark A.3. It follows from Proposition A.2 that Rn and ARn are uniformly bounded in
ε for 2 < n ν, as well as R2, Rs2, and ARs2. More generally, for m 2 and k  ν,∫
df˜ε(z) (z −A)−mBk(z −A)−1 (A.18)
and ∫
df˜ε(z)A(z −A)−m−1Bk(z −A)−1 (A.19)
are uniformly bounded in ε by ‖Bk‖ times a constant. The operators (A.18) occur in the
commutator expansion [19]
[
Bk,fε(A)
]= n−1∑
l=1
(−i)l
l! f
(l)
ε (A)Bk+l + (−i)n
∫
df˜ε(z) (z −A)−nBk+n(z −A)−1
for n 2 and k + n ν.
A.6. Rn for the function gε
In this section we apply the results of Section A.2 to the real function gε defined by
gε(x) = x〈εx〉2 =
x
1 + ε2x2
for 0 < ε < 1. The proofs of the following lemma and proposition are analogous to those
of the previous section.Lemma A.4. For every integer m 1 we have
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m∑
i=0
〈εx〉−2m−2ibi(m),
g(2m)ε (x) = −ε2mx
m∑
i=0
〈εx〉−2m−2i−2(2i + 2m)bi(m),
where
b0(m) = −(2m− 1)!, bm(m) = 2(−4)m−1(2m− 1)!,
bi(m) = bi(m− 1)(2m+ 2i − 1)(2m+ 2i − 2)
− bi−1(m− 1)(2m+ 2i − 2)(2m+ 2i − 4) for 1 i m− 1.
Proposition A.5. There exists a constant c such that∫
dx
∣∣g(l)ε (x)∣∣〈x〉−1  cεl−2 for l  2,∫
dx
∣∣g(l)ε (x)∣∣〈x〉k−2  cεl−k for k  2 and l  k.
Remark A.6. It follows from Proposition A.5 that, for m 2 and k  ν,∫
dg˜ε(z) (z −A)−mBk(z −A)−1 (A.20)
and ∫
dg˜ε(z)A(z −A)−m−1Bk(z −A)−1
are uniformly bounded in ε by ‖Bk‖ times a constant. The operators (A.20) occur in the
expansion of [Bk,gε(A)] (cf. Remark A.3).
Appendix B. Calculation tools: Higher-order commutators
Let Hh, A, P , and Bk be as in Section 3, with Bk bounded for 0 k  n+2, and let λ be
an eigenvalue of H . In addition, assume that the operator AmP is bounded for m n− 1.
Lemma B.1. For 1m n− 1, the bounded operator HhAmP satisfies
HhA
mP = −
m∑
k=1
ik
(
m
k
)
BkA
m−kP + λAmP. (B.1)
Proof. As Ran(Bk|D(A)) ⊆D(A) for k  n + 1 (Remark 8(2)), the operator ABkAm−1P
is bounded for 0 k  n+ 1 and 1m n− 1; it satisfiesABkA
m−1P = BkAmP + iBk+1Am−1P. (B.2)
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HhAP = λAP − iB1P,
i.e., (B.1) for m = 1. Assume now that (B.1) is satisfied for m = l  n− 2; then
HhA
l+1P = AHhAlP − iB1AlP
= −
l∑
k=1
ik
(
l
k
)
ABkA
l−kP + λAl+1P − iB1AlP.
By virtue of (B.2) we obtain
HhA
l+1P = −
l∑
k=2
ik
[(
l
k
)
+
(
l
k − 1
)]
BkA
l−k+1P
− il+1Bl+1P − i(l + 1)B1AlP + λAl+1P
= −
l+1∑
k=1
ik
(
l + 1
k
)
BkA
l+1−kP + λAl+1P. 
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