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a b s t r a c t
In this paper, we discuss the existence and monotone iterative method of nonnegative
solutions for fractional functional differential equations. The main conclusion is that the
nonnegative solutions can be derived from the monotone iterative method, which starts
off with a nonnegative upper solution or the zero function under different conditions. Our
approach of obtaining nonnegative solutions is feasible for computational purposes.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The use of fractional calculus to deal with engineering and physical problems has become increasingly popular in recent
decades. It is widely applied in material and mechanics, signal processing and systems identification, anomalous diffusion,
wave propagation, etc. At the same time, more and more fractional differential equations appear, for instance, fractional
partial differential equations, fractional ordinary differential equations, fractional functional differential equations,
see [1–7].
Fractional functional differential equations considered in this paper are of interest in their own right. Moreover, they
constitute the principal part in solving fractional partial functional differential equations, since it is natural to obtain
fractional functional differential equations by the spatial discretization of fractional partial functional differential equations.
The basic theory of fractional differential equations has led to an intensive investigation in recent years, see [1,8,2,9–17,
6,18–22]. However, the work on the numerical solution of fractional functional differential equations is relatively sparse.
In this paper, we consider the existence and monotone iterative method of nonnegative solutions of fractional functional
differential equations, since the equations have great utility only when they have nonnegative solutions in practice. It is
well-known that the monotone iterative technique is a constructive approach to solving the nonlinear problems via linear
iterates. The advantage of this method is that it can decouple complex system into easily solvable independent subsystems.
Recently, this method has been widely used to discuss fractional differential equations, see [8,18,20–22]. In addition,
waveform relaxation is also an approach to treat iterative solutions of differential equations, see [23–26].
As we have known, the initial iterative function is key to monotone iterative method. All literatures above mentioned
dealt with the initial iterative functions by lower and upper solutions in theory. However, in practice, the choice of the initial
lower and upper solutions is still difficult. Thus, it is necessary to develop some techniques for choosing the initial lower
and upper solutions.
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Motivated by the above ideas, we consider fractional functional differential equations of the form:C
0D
α
t x

(t) = f (t, xt), 0 < α < 1, t ∈ [0, T ],
x(t) = ϕ(t), t ∈ [−h, 0], h > 0, (1)
where C0D
α
t is the Caputo derivative operator of order α, the function f (t, xt) : [0, T ] × C([−h, 0], Rn)→ Rn is continuous,
ϕ(t) ∈ C([−h, 0], Rn), and the function xt is defined by
xt(s) = x(t + s), s ∈ [−h, 0].
In this paper, we have two aims. One aim is to give the existence and monotone iterative scheme of nonnegative solutions
of problem (1). The monotone iterative method can change nonlinear problems into linear problems. The advantage of this
method is that it canminimize the computational complexity,more importantly, in thiswaywe completely avoid computing
any functional equation during iterations. The other aim is to provide a concrete method for seeking the initial lower and
upper solutions in the monotone iterative technique.
The outline of this paper is as follows. In Section 2, we give the existence and uniqueness result of the solution for
problem (1). Based on the preceding section, we present the existence and monotone iterative method of nonnegative
solutions of this problem in Section 3. Section 4 provides two methods of seeking the initial lower and upper solutions.
Additionally, two examples demonstrate the effectiveness of these methods. Finally, in Section 5, some conclusions are
drawn.
2. Existence and uniqueness of solutions
In this section, we give the existence and uniqueness result of the solution of problem (1). First, we introduce some
notations and definitions.We use the expression x ≤ y tomean that xi ≤ yi for all i = 1, 2, . . . , n, where x = (x1, x2, . . . , xn)
and y = (y1, y2, . . . , yn). C([a, b], Rn) is the space of all continuous functions defined on [a, b]with values in the n-Euclidean
space Rn. This is a Banach space with the norm ∥x∥ = maxt∈[a,b] ∥x(t)∥, x ∈ C([a, b], Rn), where ∥ · ∥ is the Euclidean norm
on Rn.
Let [0, T ] be a finite interval on the real axis on R, and α ∈ R with k − 1 < α ≤ k, k ∈ N+. The Riemann–Liouville
fractional integral 0Iαt and derivative 0D
α
t are defined by
(0Iαt x)(t) =
1
Γ (α)
 t
0
(t − τ)α−1x(τ )dτ and (0Dαt x)(t) =
dk
dtk
(0Ik−αt x)(t), t > 0.
Here and elsewhere Γ (·) denotes the Gamma function. Using the Riemann–Liouville fractional derivative 0Dαt , the Caputo
fractional derivative C0D
α
t is defined byC
0D
α
t x

(t) =

0Dαt

x−
k−1
j=0
x(j)(0)
j! t
j

(t), t > 0.
For establishing the existence and uniqueness of problem (1), we give some useful conclusions.
Lemma 2.1 ([27]). Let 0 < α < 1, x(t) ∈ C([0, T ], R). Then we have (0Iαt C0Dαt x)(t) = x(t)− x(0), t ∈ [0, T ].
Lemma 2.2 ([17]). Let {xϵ(t)} be a family of continuous functions defined on [−h, T ] with x0,ϵ = ϕ, where (C0Dαt xϵ)(t) =
f (t, xϵ,t) and ∥f (t, xϵ,t)∥ ≤ M for t ∈ [0, T ]. Then the family {xϵ(t)} is equi-continuous on 0 ≤ t ≤ T .
Lemma 2.3. Let v,w ∈ C([−h, T ], Rn), f ∈ C([0, T ] × C([−h, 0], Rn), Rn), f (t, xt) be nondecreasing in xt for each t on [0, T ]
and satisfy
(i) v(t) ≤ v(0)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , vτ )dτ , (ii) w(t) ≥ w(0)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , wτ )dτ .
Then v(t) < w(t) on t ∈ [−h, 0] implies v(t) < w(t), t ∈ [0, T ].
Proof. Suppose that the conclusion of this lemma is not true. Because of the relation v(t) < w(t) on t ∈ [−h, 0] and the
continuity of the functions involved, there exists t0 ∈ (0, T ] such that v(t0) = w(t0), v(t) < w(t), t ∈ [−h, t0). It follows
that vt0 ≤ wt0 . Since f (t, xt) is nondecreasing in xt for each t , by (i) and (ii), it has
w(t0) ≥ w(0)+ 1
Γ (α)
 t0
0
(t0 − τ)α−1f (τ , wτ )dτ > v(0)+ 1
Γ (α)
 t0
0
(t0 − τ)α−1f (τ , vτ )dτ ≥ v(t0),
which is a contradiction sincew(t0) = v(t0). So, the claim of this lemma is true and the proof is completed. 
Remark 2.1. Lemma 2.3 can be considered as a special case of Theorem 2.1 in Ref. [17].
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Theorem 2.1. Let f ∈ C([0, T ] × C([−h, 0], Rn), Rn), f (t, xt) be nondecreasing in xt for each t. Let v(t) ∈ C([−h, T ], Rn) and
satisfy
v(t) ≤ v(0)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , vτ )dτ , t ∈ [0, T ]. (2)
Also let w(t) be the maximal solution of m(t) = m(0)+ 1
Γ (α)
 t
0 (t − τ)α−1f (τ ,mτ )dτ , t ∈ [0, T ], existing on [0, T ] such that
v(0) ≤ m(0). Then we have v(t) ≤ w(t), t ∈ [0, T ].
Proof. For proving this conclusion, we need to show that v(t) < w(t, ϵ), t ∈ [0, T ], where ϵ > 0 andw(t, ϵ) is any solution
ofm(t) = m(0)+ ϵ + 1
Γ (α)
 t
0 (t − τ)α−1(f (τ ,mτ )+ ϵ)dτ , t ∈ [0, T ]. Noting thatw(0, ϵ) = m(0)+ ϵ, so, we have
v(0) ≤ m(0) < m(0)+ ϵ = w(0, ϵ) (3)
and
w(t, ϵ) = w(0, ϵ)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , wτ ,ϵ)dτ + ϵt
α
Γ (α + 1)
≥ w(0, ϵ)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , wτ ,ϵ)dτ . (4)
Based on (2)–(4), by Lemma 2.3, we can conclude v(t) < w(t, ϵ) on [0, T ]. Since ϵ > 0 is arbitrary, v(t) ≤ w(t) for t ∈ [0, T ]
and this proof is completed. 
Now we give the existence and uniqueness result of the solution of problem (1). Since f is assumed to be continuous,
problem (1) is equivalent to the following Volterra integral equationx(t) = ϕ(0)+
1
Γ (α)
 t
0
(t − τ)α−1f (τ , xτ )dτ , 0 < α < 1, t ∈ [0, T ],
x(t) = ϕ(t), t ∈ [−h, 0],
(5)
that is, every solution of (1) is also a solution of (5) and vice versa. Based on the equivalence of (1) and (5), we may look
closely at the solution of problem (5).
Theorem 2.2. Assume that
(a) There exists a constant M1 > 0 such that ∥f (t, xt)∥ ≤ M1;
(b) g ∈ C([0, T ]× R+, R+), g(t, u) ≤ M2, g(t, 0) ≡ 0, g(t, u) is nondecreasing in u for each t ∈ [0, T ] and u(t) ≡ 0 is the only
solution of the following initial value problemC
0D
α
t u

(t) = g(t, |ut |0), t ∈ [0, T ],
u(t) = 0, t ∈ [−h, 0], (6)
where ut(s) = u(t + s), and |ut |0 = max−h≤s≤0 |ut(s)|;
(c) ∥f (t, xt)− f (t, yt)∥ ≤ g(t, |xt − yt |0) for any t ∈ [0, T ] and xt , yt ∈ C([−h, 0], Rn).
Then the successive approximations for problem (5) defined by
x(0)(t) = ϕ(0), x(n+1)(t) = ϕ(0)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , x(n)τ )dτ , t ∈ [0, T ], n = 0, 1, . . . (7)
are continuous functions and converge uniformly to the unique solution x(t) of problem (1).
Proof. We divide the proof into four steps. First, we show that the function x(n)(t) is continuous on the interval [0, T ] for
every n ∈ N . For any 0 ≤ t1 ≤ t2 ≤ T , we have
∥x(1)(t1)− x(1)(t2)∥ ≤ M0
Γ (α)
 t1
0
((t1 − τ)α−1 − (t2 − τ)α−1)dτ +
 t2
t1
(t2 − τ)α−1dτ

≤ M0
Γ (α + 1) (t
α
1 − tα2 + 2(t2 − t1)α) ≤
2M0
Γ (α + 1) (t2 − t1)
α < ε
provided that |t2 − t1| < δ = ( εΓ (α+1)2M0 )
1
α such thatM0 = max{M1,M2}. This implies that x(1)(t) is continuous on [0, T ]. By
induction, it is easy to prove that x(n)(t) is continuous on the interval [0, T ] for every n ∈ N .
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Second, we prove that the successive approximations {u(n)(t)} for problem (6) defined byu(0)(t) =
M0tα
Γ (α + 1) , u
(n+1)(t) = 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |u(n)τ |0)dτ , t ∈ [0, T ], n = 0, 1, . . . ,
u(n+1)(t) = 0, t ∈ [−h, 0]
converge uniformly to the only zero-solution of problem (6).
By induction on n, we can prove that the sequence {u(n)(t)} is nonincreasing with respect to n, i.e.,
u(n+1)(t) ≤ u(n)(t) (8)
for any n ∈ N . Obviously, it has u(1)(t) = 1
Γ (α)
 t
0 (t − τ)α−1g(τ , |u(0)τ |0)dτ ≤ u(0)(t). So, the relation (8) is valid for n = 0.
Suppose that (8) holds for any fixed n ∈ N . Let us verify that (8) also holds for n+ 1. According to the induction hypothesis
and the definition of | · |0, we have |u(n+1)t |0 ≤ |u(n)t |0. Since the function g(t, u) is nondecreasing in u for each t ∈ [0, T ], we
also get
u(n+2)(t) = 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |u(n+1)τ |0)dτ ≤
1
Γ (α)
 t
0
(t − τ)α−1g(τ , |u(n)τ |0)dτ = u(n+1)(t).
So, (8) holds for any n ∈ N .
On the other hand, we can easily obtain that |u(n)(t)| ≤ M0Tα
Γ (α+1) on [0, T ] for any n ∈ N , that is, the sequence {u(n)(t)} is
bounded uniformly. Due to g(t, u) is bounded, by Lemma 2.2, the sequence {u(n)(t)} is equi-continuous. By the Arzela–Ascoli
theorem and (8), the sequence {u(n)(t)} is uniformly convergent: limn→∞ u(n)(t) = u(t). It is easy to verify that u(t) is the
solution of problem (6). Since the zero function is the only solution of problem (6), we get u(t) ≡ 0.
Third, we are in a position to prove that the successive approximations {x(n)(t)} converge uniformly to the solution
of (1). Let us consider
∥x(n)(t)− x(m)(t)∥ ≤ 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |x(n)τ − x(n−1)τ |0)dτ +
1
Γ (α)
 t
0
(t − τ)α−1g(τ , |x(n)τ − x(m)τ |0)dτ
+ 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |x(m)τ − x(m−1)τ |0)dτ
≤ u(n)(t)+ u(m)(t)+ 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |x(n)τ − x(m)τ |0)dτ ,
where u(n)(t) = ∥x(n+1)(t)− x(n)(t)∥. Let n ≤ m, then, by (8), we get
∥x(n)(t)− x(m)(t)∥ ≤ 2u(n)(t)+ 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |x(n)τ − x(m)τ |0)dτ .
This inequality, by Theorem 2.1, means that ∥x(n)(t) − x(m)(t)∥ ≤ ηn(t), t ∈ [0, T ], where ηn(t) is the maximal solution of
the following integral equationv(t) = 2u(n)(t)+
1
Γ (α)
 t
0
(t − τ)α−1g(τ , |vτ |0)dτ , t ∈ [0, T ],
v(t) = 0, t ∈ [−h, 0].
As n →∞, it holds u(n)(t)→ 0. Then, we have limn→∞ ηn(t) = η(t), where η(t) is the solution of problem (6), i.e., η(t) ≡ 0
on [0, T ]. So, the sequence {x(n)(t)} converges uniformly to x(t). Clearly, x(t) is the solution of problem (5).
Finally, we can prove that the solution of (5) is unique. Let y(t) be another solution of problem (5) on [0, T ]. Denote
m(t) = ∥x(t)− y(t)∥ and note that x(0)− y(0) = 0. Then, it follows
m(t) = ∥x(t)− y(t)∥ ≤ 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |xτ − yτ |0)dτ = 1
Γ (α)
 t
0
(t − τ)α−1g(τ , |mτ |0)dτ .
Applying Theorem 2.1, we have m(t) ≤ 0 on [0, T ]. It proves that x(t) ≡ y(t) on [0, T ]. Hence, the limit of the successive
approximations is the unique solution of problem (5). The proof is completed. 
From the above theorem we can obtain the result discussed in [27].
Corollary 2.1. Assume that the function f : [0, T ] × C([−h, 0], Rn) is continuous and there exists a positive constant K such
that
∥f (t, xt)− f (t, yt)∥ ≤ K |xt − yt |0, xt , yt ∈ C([−h, 0], Rn).
Then problem (1) has a unique solution x(t) ∈ C([−h, T ], Rn).
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Proof. Note that the function g(t, |ut |0) = K |ut |0, K ≥ 0 is nondecreasing in ut for each t ∈ [0, T ], and g(t, 0) ≡ 0. On the
other hand, the initial value problemC
0D
α
t u

(t) = K |ut |0, t ∈ [0, T ],
u(t) = 0, t ∈ [−h, 0],
has the only zero solution (see [17], Theorem 4.1). So, the function g(t, |ut |0) = K |ut |0 satisfies (b) in Theorem 2.2. It follows
that the conclusion of this corollary is true. The proof is completed. 
3. Monotone iterative of nonnegative solutions
In this section, based on the previous analysis, we give the existence of nonnegative solutions for fractional functional
differential equations. For obtaining the nonnegative solutions, we then construct a monotone iterative scheme. First, we
give the definition of lower and upper solutions and some useful conclusions.
Definition 3.1. A functionw(t) ∈ C([−h, T ], Rn) is called an upper solution of problem (1), if it satisfiesC
0D
α
t w

(t) ≥ f (t, wt), 0 < α < 1, t ∈ [0, T ],
w(t) ≥ ϕ(t), t ∈ [−h, 0], h > 0.
Analogously, a function v(t) ∈ C([−h, T ], Rn) is called a lower solution of problem (1) if it satisfies the reversed inequalities.
Lemma 3.1. Assume that p(t) ∈ C([−h, T ], Rn) and satisfiesC
0D
α
t p

(t)+ λpt ≥ 0, t ∈ [0, T ],
p(t) = φ ≥ 0, t ∈ [−h, 0],
where λ ≥ 0, then, it has p(t) ≥ 0 for any t ∈ [0, T ].
Proof. Suppose that the conclusion of this lemma is not true. Then there exist t0, t1 ∈ (0, T ] such that p(t0) = 0, p(t1) < 0
and p(t) ≥ 0 for t ∈ [0, t0], p(t) < 0 on (t0, t1]. So, the function pt1 has negative values. Noting that the relation
(C0D
α
t1p)(t1) ≥ −λpt1 , we get (C0Dαt1p)(t1) ≥ 0. Since Riemann–Liouville integral operator 0Iαt is monotone, by Lemma 2.1, it
has (0Iαt1
C
0D
α
t1p)(t1) = p(t1)− p(0) ≥ 0. This leads to p(t1) ≥ p(0) ≥ 0, which contradicts p(t1) < 0. Hence, the conclusion
of this lemma is valid and the proof is completed. 
Before investigating nonnegative solutions of problem (1), we give a lemma, which is useful for the existence and
monotone iterative method of nonnegative solutions.
Lemma 3.2. Let v(0)(t), w(0)(t) ∈ C([−h, T ], Rn) be lower and upper solutions of problem (1) such that v(0)(t) ≤ w(0)(t).
Further suppose that f ∈ C([0, T ] × C([−h, 0], Rn), Rn) and satisfies
f (t, xt)− f (t, yt) ≥ −L(xt − yt), L ≥ 0, xt ≥ yt . (9)
Then, there exist monotone sequences {v(n)(t)} and {w(n)(t)} such that v(n)(t)→ v(t), w(n)(t)→ w(t) as n →∞ uniformly
and monotonically on [−h, T ], and v(t), w(t) are the extremal solutions of problem (1) in the sector [v(0)(t), w(0)(t)].
Additionally, if f also satisfies the following condition
f (t, xt)− f (t, yt) ≤ K(xt − yt), K ≥ 0, xt ≥ yt , (10)
then problem (1) has a unique solution in the sector [v(0)(t), w(0)(t)].
Proof. Notice that problem (1) is equivalent to the following problemC
0D
α
t x

(t)+ Lxt = Lxt + f (t, xt), t ∈ [0, T ],
x(t) = ϕ(t), t ∈ [−h, 0], (11)
where L is the constant in (9). We divide this proof into five steps.
Step 1. Construct two sequences {v(n)(t)} and {w(n)(t)}. Based on the equivalence of (1) and (11), we can use (11) to obtain
successive approximations for problem (1) in the following way:C
0D
α
t v
(n+1) (t)+ Lv(n+1)t = Lv(n)t + f (t, v(n)t ), t ∈ [0, T ],
v(n+1)(t) = ϕ(t), t ∈ [−h, 0] (12)
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and C
0D
α
t w
(n+1) (t)+ Lw(n+1)t = Lw(n)t + f (t, w(n)t ), t ∈ [0, T ],
w(n+1)(t) = ϕ(t), t ∈ [−h, 0]. (13)
Sine the right-hand side of (12) satisfies the conditions of Theorem 2.1, there exists a unique solution for problem (12)
on [0, T ]. This shows that the definition of {v(n)(t)} is suitable. For the same reason, the sequence {w(n)(t)} in (13) is
well-defined, too.
Step 2. We show the monotone property of the two sequences. Setting p(t) = v(1)(t) − v(0)(t), we have (C0Dαt p)(t) ≥
−Lv(1)t + Lv(0)t + f (t, v(0)t )− f (t, v(0)t ) = −Lpt . Then, by Lemma 3.1, we get p(t) ≥ 0 for t ∈ [0, T ]. So, it has v(0)(t) ≤ v(1)(t)
on [0, T ]. Using the same arguments, we can prove thatw(1)(t) ≤ w(0)(t) on [0, T ].
In the same way, setting p(t) = w(1)(t)− v(1)(t), we haveC
0D
α
t p

(t) = −Lw(1)t + Lw(0)t + f (t, w(0)t )+ Lv(1)t − Lv(0)t − f (t, v(0)t ) ≥ −Lpt .
Then, by Lemma 3.1, we get p(t) ≥ 0 for t ∈ [0, T ]. This leads to v(1)(t) ≤ w(1)(t) on [0,T]. So, we get v(0)(t) ≤ v(1)(t) ≤
w(1)(t) ≤ w(0)(t), t ∈ [0, T ].
Now we suppose that v(n)(t) ≤ v(n+1)(t) ≤ w(n+1)(t) ≤ w(n)(t) for some n ∈ N on [0, T ]. Let us verify that
v(n+1)(t) ≤ v(n+2)(t) ≤ w(n+2)(t) ≤ w(n+1)(t), t ∈ [0, T ]. Setting p(t) = v(n+2)(t) − v(n+1)(t), we have (C0Dαt p)(t) =
−Lv(n+2)t + Lv(n+1)t + f (t, v(n+1)t ) + Lv(n+1)t − Lv(n)t − f (t, v(n)t ) ≥ −Lpt . So, by Lemma 3.1, we get p(t) ≥ 0 for t ∈ [0, T ].
It follows that v(n+2)(t) ≥ v(n+1)(t) on [0, T ]. Similarly, we can show that v(n+2)(t) ≤ w(n+2)(t) ≤ w(n+1)(t) on [0, T ]. This
has proved that the sequence {v(n)(t)} is monotonically increasing and the sequence {w(n)(t)} is monotonically decreasing.
Step 3. We show that two sequences converge uniformly on [0, T ]. In fact, by Lemma 2.2, we know that two sequences are
both equicontinuous on [0, T ]. And, by the monotone property, the sequences are uniformly bounded. So, according to the
known Ascoli–Arzela theorem, we can confirm that two sequences converge uniformly on [0, T ], i.e., it holds
v(n)(t)→ v(t), w(n)(t)→ w(t), as n →∞ uniformly on [−h, T ].
Obviously, v(t) andw(t) are solutions of problem (1).
Step 4. We verify that the above v(t) and w(t) are the minimal and maximal solutions of problem (1) in the sector
[v(0)(t), w(0)(t)]. For this purpose, we only need to prove that v(0)(t) ≤ v(t) ≤ x(t) ≤ w(t) ≤ w(0)(t), where x(t) is
any solution of problem (1) in the sector [v(0)(t), w(0)(t)]. To do this, suppose that x(t) ≥ v(n)(t) for any fixed n ∈ N . Let us
verify that x(t) ≥ v(n+1)(t). Setting p(t) = x(t)−v(n+1)(t), we get (C0Dαt p)(t) = f (t, xt)+Lv(n+1)t −Lv(n)t − f (t, v(n)t ) ≥ −Lpt .
It follows that, by Lemma 3.1, p(t) ≥ 0 for t ∈ [0, T ]. So, it holds x(t) ≥ v(n+1)(t) on [−h, T ]. In the sameway, we can derive
that x(t) ≤ w(n)(t). So, we have v(n)(t) ≤ x(t) ≤ w(n)(t). Taking the limit as n →∞, it concludes that v(t) ≤ x(t) ≤ w(t)
on [−h, T ].
Step 5. In this step, we show that if (10) is satisfied, then the solution of (1) is unique in the sector [v(0)(t), w(0)(t)]. Setting
p(t) = v(t)− w(t), by (10), we haveC
0D
α
t p

(t) = C0Dαt v (t)− C0Dαt w (t) = f (t, vt)− f (t, wt) ≥ −Kpt .
By Lemma 3.1, it leads to p(t) ≥ 0 on [−h, T ]. This means that v(t) = w(t) for t ∈ [−h, T ]. We complete this proof. 
Now we are in a position to give the existence and iterative method of nonnegative solutions for fractional functional
differential equations.
Theorem 3.1. Let w(0)(t) ∈ C([−h, T ], Rn) be an upper solution of (1) and w(0)(t) ≥ 0. Further suppose that the following
conditions hold: (a′) f : [0, T ] × C([−h, 0], Rn) → [0,+∞)n; (b′) ϕ(t) ≥ 0 for any t ∈ [−h, 0] and ϕ(0) = 0; (c′) f still
satisfies (9)mentioned in Lemma 3.2.
Then, there exist monotone sequences {v(n)(t)} and {w(n)(t)} such that v(n)(t) → v(t), w(n)(t) → w(t) as n → ∞
uniformly and monotonically on [−h, T ], and v(t), w(t) are the extremal nonnegative solutions of problem (1) in the sector
[v(0)(t), w(0)(t)], where {v(n)(t)} and {w(n)(t)} are produced by the method of (12) and (13) in Lemma 3.2, but here v(0)(t) =
ϕ(t) on [−h, 0] and v(0)(t) = 0 on [0, T ].
Additionally, if f also satisfies (10)mentioned in Lemma 3.2, then problem (1) has a unique nonnegative solution in the sector
[v(0)(t), w(0)(t)].
Proof. Let v(0)(t) = ϕ(t), t ∈ [−h, 0]; v(0)(t) = 0, t ∈ [0, T ]. Also let p(t) = v(1)(t) − v(0)(t), t ∈ [−h, T ]. Then, we have
p(t) = v(1)(t), t ∈ [0, T ]; p(t) = 0, t ∈ [−h, 0], andC
0D
α
t v
(1) (t) = C0Dαt p (t) = C0Dαt v(1) (t)− C0Dαt v(0) (t) = −Lv(1)t + Lv(0)t + f (t, v(0)t ).
Since v(0)t ≥ 0,we get f (t, v(0)t ) ≥ f (t, 0)−Lv(0)t . Based on this consideration and (a′), it has (C0Dαt v(1))(t) ≥ −Lv(1)t +f (t, 0) ≥
−Lv(1)t . Then, by Lemma 3.1, we obtain v(1)(t) ≥ 0, t ∈ [0, T ]. It follows that v(1)(t) ≥ v(0)(t) on [0, T ].
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Using the same arguments as in Lemma 3.2, we can conclude that v(1)(t) ≤ v(2)(t) ≤ · · · ≤ v(n)(t) ≤ w(n)(t) ≤ · · · ≤
w(1)(t) ≤ w(0)(t) and v(n)(t) → v(t), w(n)(t) → w(t) as n → ∞ uniformly and monotonically on [−h, T ]. It is easily
shown that 0 ≤ v(t) and 0 ≤ w(t) are extremal nonnegative solutions in the sector [v(0)(t), w(0)(t)]. This proof of this
theorem is completed. 
It is seen from the above theorem that the nonnegative upper solution is a key question in obtaining the nonnegative
solution. So, in the next section, we will introduce how to find the nonnegative upper solution.
In the preceding part, we consider the existence andmonotone iterativemethod of the nonnegative solution of fractional
functional differential equations by upper and lower solutions. In fact, we can also discuss these issues on nonnegative
solutions from another perspective.
Theorem 3.2. Let ϕ(t) ≥ 0 on [−h, 0] and ϕ(0) = 0, and assume that the function f (t, xt) satisfies the following conditions:
(a∗) f is a continuous function mapping [0, T ] × C([−h, 0], Rn) into [0,+∞)n;
(b∗) there exists a positive constant M1 such that, for any t ∈ [0, T ] and xt ∈ C([−h, 0], Rn), ∥f (t, xt)∥ ≤ M1;
(c∗) f (t, xt) is nondecreasing with respect to the second argument.
Then, there exists a monotone sequence {v(n)(t)} defined byC
0D
α
t v
(n+1) (t) = f (t, v(n)t ), t ∈ [0, T ],
v(n+1)(t) = ϕ(t), t ∈ [−h, 0],
where v(0)(t) = ϕ(t), t ∈ [−h, 0], v(0)(t) = 0, t ∈ [0, T ], such that v(n)(t)→ v(t) as n →∞ uniformly and monotonically
on the interval [−h, T ], in which v(t) is a nonnegative solution of problem (1).
Proof. Let d = max{∥ϕ∥, MTα
Γ (α+1) }, Bd = {u ∈ C([−h, T ], Rn) : u(t) ≥ 0 and ∥u∥ ≤ d}. Clearly, Bd is nonempty closed
set in C([−h, T ], Rn). We choose v(0)(t) = ϕ(t), t ∈ [−h, 0]; v(0)(t) = 0, t ∈ [0, T ]. It is easy to check that v(0)(t) ∈ Bd.
Then, by the definition of v(1)(t), (a∗) and (b∗), we get v(1)(t) ∈ Bd and v(0)(t) ≤ v(1)(t) on t ∈ [−h, T ]. Suppose that
v(n)(t) ≤ v(n+1)(t) for some fixed n ∈ N . Let us verify that v(n+1)(t) ≤ v(n+2)(t). Since f is nondecreasing with the second
argument, it has
v(n+2)(t)− v(n+1)(t) = 1
Γ (α)
 t
0
(t − τ)α−1f (τ , v(n+1)τ )dτ −
1
Γ (α)
 t
0
(t − τ)α−1f (τ , v(n)τ )dτ ≥ 0.
Combining with the proved fact v(0)(t) ≤ v(1)(t), it follows that v(n)(t) ≤ v(n+1)(t) for any n ∈ N on t ∈ [−h, T ]. On
the other hand, by induction, it was shown that v(n)(t) ∈ Bd for any n ∈ N , which shows that the sequence {v(n)(t)} is
uniformly bounded on t ∈ [−h, T ]. Also, by Lemma 2.2, the sequence {v(n)(t)} is equicontinuous on t ∈ [−h, T ]. So, by the
known Arzela–Ascoli theorem, the sequence {v(n)(t)} converges uniformly to v(t). Obviously, v(t) is a nonnegative solution
of problem (1). This completes the proof of this theorem. 
Remark 3.1. In Theorem 3.2, we proved that problem (1) has one nonnegative solution by the monotone iterative method
under the monotone condition for the function f . Notice that the iterative scheme is independent of the existence of the
lower and upper solutions. Moreover, the iterative method starts off with ‘zero function’ and is feasible for computational
purposes.
4. The selection of initial lower and upper solutions
FromTheorem3.1, it can be seen that nonnegative upper solution is very important for the existence and iterativemethod
of nonnegative solutions for fractional functional differential equations. So, in this section, we mainly present two methods
of finding lower and upper solutions.
Theorem 4.1. Assume that the function f (t, xt) : [0, T ] × C([−h, 0], Rn) → Rn is continuous such that for any t ∈ [0, T ],
xt ≥ yt , f (t, xt) ≤ f (t, yt). Then problem (1) has lower and upper solutions.
Proof. Set p(t) = ϕ(0) + 1
Γ (α)
 t
0 (t − τ)α−1f (τ , 0)dτ , t ∈ [0, T ], and R0 = maxt∈[0,T ] ∥p(t)∥, and then we define v(t) =
−R0+ p(t), w(t) = R0+ p(t), t ∈ [0, T ]; v(t) = −maxt∈[0,T ] ∥ϕ(t)∥+ϕ(t), w(t) = maxt∈[0,T ] ∥ϕ(t)∥+ϕ(t), t ∈ [−h, 0].
Clearly, it has v(t) ≤ 0 ≤ w(t), t ∈ [−h, T ]; v(t) ≤ ϕ(t), w(t) ≥ ϕ(t), t ∈ [−h, 0]. On the other hand, we have
(C0D
α
t v)(t) = (C0Dαt p)(t) = f (t, 0) ≤ f (t, vt), and (C0Dαt w)(t) = (C0Dαt p)(t) = f (t, 0) ≥ f (t, wt). So, v(t) and w(t) are lower
and upper solutions of problem (1). This completes the proof of this theorem. 
Theorem 4.2. Assume that the function f (t, xt) : [0, T ] × C([−h, 0], Rn) → Rn is continuous and uniformly bounded, i.e., for
any t ∈ [0, T ], xt ∈ C([−h, 0], Rn), and there exists a positive constant M1 such that ∥f (t, xt)∥ ≤ M1. Then problem (1) has
lower and upper solutions.
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Proof. Setting
p1(t) = ϕ(0)+ t
α
Γ (α + 1) inft∈[0,T ],xt∈C([−h,0],R) f (t, xt), t ∈ [0, T ], R1 = maxt∈[0,T ] ∥p1(t)∥
and
p2(t) = ϕ(0)+ t
α
Γ (α + 1) supt∈[0,T ],xt∈C([−h,0],R)
f (t, xt), t ∈ [0, T ], R2 = max
t∈[0,T ]
∥p2(t)∥.
Now we construct
v(t) = −R1 + p1(t), w(t) = R2 + p2(t), t ∈ [0, T ];
v(t) = − max
t∈[0,T ]
∥ϕ(t)∥ + ϕ(t), w(t) = max
t∈[0,T ]
∥ϕ(t)∥ + ϕ(t), t ∈ [−h, 0].
By the definitions of v(t) andw(t), it has v(t) ≤ ϕ(t),w(t) ≥ ϕ(t), t ∈ [−h, 0]. On the other hand, we haveC
0D
α
t v

(t) = C0Dαt p1 (t) = inft∈[0,T ],xt∈C([−h,0],R) f (t, xt) ≤ f (t, vt)
and C
0D
α
t w

(t) = C0Dαt p2 (t) = sup
t∈[0,T ],xt∈C([−h,0],R)
f (t, xt) ≥ f (t, wt),
which shows that v(t) andw(t) are lower and upper solutions of problem (1). 
Remark 4.1. Obviously, Theorems 4.1 and 4.2 not only tell us the existence of lower and upper solutions under some
conditions, but also provide two methods of constructing lower and upper solutions.
Finally, we demonstrate the effectiveness of the above theorems for seeking lower and upper solutions of some fractional
functional differential equations.
Example 4.1. Consider the following initial value problem of fractional functional differential equation:(C0D1/2t x)(t) = −x(t − 1)+
2t3/2
Γ (5/2)
+ (t − 1)2, t ∈ [0, 2]
x(t) = t2, t ∈ [−1, 0].
Clearly, the function f (t, xt) = −x(t − 1)+ 2t3/2Γ (5/2) + (t − 1)2 satisfies the conditions in Theorem 4.1, so, the lower and
upper solutions of this problem can be given by
v(t) = t2 − 1, w(t) = t2 + 1, t ∈ [−1, 0];
v(t) = −R0 + p(t), w(t) = −R0 + p(t), t ∈ [0, 2],
where R0 = maxt∈[0,2] |p(t)| = p(2), and
p(t) = ϕ(0)+ 1
Γ (α)
 t
0
(t − τ)α−1f (τ , 0)dτ = t2 + 2t
5/2
Γ (7/2)
− 2t
3/2
Γ (5/2)
+ 2t
1/2
Γ (1/2)
, t ∈ [0, 2].
Example 4.2. Consider the following initial value problem of fractional functional differential equation:

C
0D
1/2
t x

(t) =
 0
−1
cos xt(s)ds+ sin(t − 1)− sin t + 2t
1/2
Γ (1/2)
, t ∈ [0, 2],
x(t) = t, t ∈ [−1, 0].
We can see that the function f (t, xt) =
 0
−1 cos xt(s)ds + sin(t − 1) − sin t + 2t
1/2
Γ (1/2) is uniformly bounded. So, by
Theorem 4.2, the lower and upper solutions of this problem can be given by
v(t) = t − 1, w(t) = t + 1, t ∈ [−1, 0];
v(t) = −3t
1/2
Γ (3/2)
, w(t) = 3+ 2
√
2
Γ (1/2)
·
√
2+ t1/2
Γ (3/2)
, t ∈ [0, 2].
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5. Conclusions
In this paper, we give sufficient conditions for the existence of nonnegative solutions of fractional functional differential
equations, and then use themonotone iterativemethod to obtain nonnegative solutions. So far, we proved that nonnegative
solutions exist if the equation has nonnegative upper solutions or f satisfies somemonotone condition. For the case where a
nonnegative upper solution exists, we can take the nonnegative upper solution as the initial iterative functions to obtain the
nonnegative solution. For the case where f satisfies some monotone condition, we can take the zero function as the initial
iterative function to obtain the nonnegative solution. The existence of positive solutions of fractional functional differential
equations will be the subject of our ongoing research.
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