Dynamical processes exhibiting non-Poissonian kinetics with nonexponential waiting times are frequently encountered in nature. Examples are biochemical processes like gene transcription which are known to involve multiple intermediate steps. However, often a second process, obeying Poissonian statistics, affects the first one simultaneously, such as the degradation of mRNA in the above example. The aim of the present article is to provide a concise treatment of such random systems which are affected by regular and non-Poissonian kinetics at the same time. We derive the governing master equation and provide a controlled approximation scheme for this equation. The simplest approximation leads to generalized reaction rate equations. For a simple model of gene transcription we solve the resulting equation and show how the time evolution is influenced significantly by the type of waiting time distribution assumed for the non-Poissonian process.
I. INTRODUCTION
Complex systems are dominated by nonlinear and random behavior. Consequently their dynamical evolution is significantly influenced by fluctuations. In general, the discrete nature of individual events, such as for example the birth or death of an individual in a population or the production or degradation of a molecule in a chemical reaction, is a main source of intrinsic fluctuations. The occurrence of such events is usually modeled by Poissonian statistics, implying that the probability per unit time for an event to happen is assumed to be constant. Many complex systems, however, exhibit, in part significant, deviations from Poissonian statistics entailing a violation of the assumption of a constant rate. Fluctuations following a non-Poissonian behavior are ubiquitous. They are observed in the dynamics of complex molecules such as in the switching behavior of blinking quantum dots [1] , the conformational fluctuations of proteins [2] , or the dynamics of voltage-gated ion channels [3] and in a multitude of complex systems that range from the dynamics of supercooled liquids and glass-forming systems [4] to the reorientation behavior of foraging animals [5] . Interestingly the movement and activity behavior of humans is also dominantly governed by non-Poissonian fluctuations [6, 7] .
In many cases the state of the system governed by nonPoissonian statistics is affected by a second regular Poissonian process with a constant rate. For example, the production of mRNA in gene expression has been found to be governed by non-Poissonian, intermittent statistics [8] [9] [10] [11] , while its degradation occurs at a constant rate. Another example is the switching behavior of a single flagellum of an Escherichia coli bacterium under chemotaxis. Here it was observed that the transitions from the counterclockwise (CCW) rotating state to the clockwise (CW) rotating state follow non-Poissonian statistics while transitions from the CW to the CCW state are governed by an exponential waiting time distribution [12] . Further examples are the transitions between the active and inactive conformations in voltage-gated ion channels which * Deceased are non-Poissonian in one direction and regular in the other direction [13] , or transmission of infectious diseases which follows the activity behavior of humans and thus is governed by a non-Poissonian pattern [7] , whereas the recovery from the disease is commonly modeled as a Poisson process.
A concise treatment to quantify the temporal behavior of systems consisting simultaneously of normal Poissonian fluctuations and anomalous non-Poissonian fluctuations is, despite its evident importance, still missing. In this article we derive a master equation for the case where the non-Poissonian fluctuations are governed by a renewal process with a general waiting time distribution. This equation exhibits a nontrivial structure which accounts for the fact that the state of the system is affected by the regular reaction during the waiting time of the reaction which is controlled by the non-Poissonian fluctuations. We provide a systematic approximation scheme and show in an analytical treatment of a simple model of gene transcription that even the simplest approximation of the master equation, leading to generalized reaction rate equations, exhibits a dynamical behavior significantly deviating from the standard reaction rate equations. For convenience we use exemplarily the language of chemical reactions throughout this paper.
II. THE MODEL
We consider a reaction which consists of two reaction channels. Take for example the production and degradation of an A molecule ∅ → A → ∅ or the conversion reaction X Y . One of these reaction channels is now assumed to follow Poissonian (regular) statistics while the other channel is governed by some nonexponential (anomalous) waiting time distribution. We first consider the two reaction channels separately and restrict ourselves for simplicity to the onedimensional case of just one type of molecule without other degrees of freedom. The regular channel naturally obeys a standard master equation for the probability distribution function (PDF) P (n,t) to have n molecules at time t,
where W n,j denotes the transition matrix of the reaction [14] . If the second reaction also was regular, one could formulate the corresponding master equation for this reaction and merge it with Eq. (1) to obtain a master equation describing the two reactions within a single framework. The situation gets considerably more complicated if nonexponential waiting times have to be taken into account. The underlying mathematical reason is that only for exponentially distributed waiting times does the process have the memoryless property. Thus other waiting time distributions necessarily introduce a memory and the process is non-Markovian.
To describe the anomalous reaction with a waiting time distribution W (τ ), we introduce the probability distribution η(n,t) that at time t a reaction occurred and the new chemical state is n. For η(n,t) the relation
holds, where T n,m is the transition kernel of the anomalous reaction and P 0 (n) is the initial condition. Furthermore it is necessary to introduce the survival distribution w(τ ), i.e., the probability that no reaction occurred during the time interval τ . As is well known from the theory of renewal processes [15] the survival distribution is related to the waiting distribution according to
Employing the survival distribution we can relate the distributions η(n,t) and P (n,t),
Equation (4) simply states that the probability to be in the chemical state n at time t is given in terms of the probability that the result of the last reaction is this state and since then no further reaction occurred. From Eqs. (2)- (4) a generalized master equation can be derived which describes the time evolution of P (n,t). This master equation will be presented later as a special case. The crucial point now is to realize that the chemical state is affected by the regular reaction during the waiting period of the anomalous reaction. This effect has to be included as soon as nonexponential waiting times are considered. To account for it in Eqs. (2) and (4), it is convenient to rewrite the chemical state variable n as x n = ln and recast Eq. (1) into an operator equation for the transition probability,
Here L KM (x n ) is the Kramers-Moyal operator,
corresponding to the transition matrix W n,m , where the Kramers-Moyal coefficients
can be obtained in terms of the birth rate b(x n ) and the death rate d(x n ) respectively of the reaction.
Equation (5) has the formal solution (denoting from now on
where we have employed the initial condition P (x,t; x ,t) = δ(x − x ). It is intuitive to visualize the Kramers-Moyal operator as the infinitesimal generator of the time translations of the corresponding chemical reaction in the space of probability densities of the chemical state. For instance, the first factor generates the drift of the chemical state,
. (8) To account for the effect of the regular reaction dynamics during the waiting times of the anomalous reaction we apply Eq. (7) and insert it into Eqs. (2) and (4). We obtain
and
where P 0 (x) = P (x,0) is the initial condition. Although these equations have an intricate appearance, they possess an intuitive interpretation. Equation (10) simply states that the probability of finding the system in the state x at time t is given in terms of the PDF that the last non-Poissonian transition occurred at time t and then evolved under the regular dynamics during the time interval t − t to the state x integrated over all the intermediate times. Equation (9) can be interpreted in a similar way. From Eqs. (9) and (10) a closed equation for the observable quantity P (x,t) can be formulated in Laplace space,
wheref (s) = L{f (t)} denotes the Laplace transform of a function and the shifting and convolution theorems of Laplace transforms were applied. The functionˆ (s) is uniquely determined by the waiting time distributionŴ (s) or the survival distributionŵ(s), respectively,
Observe that Laplace inversion of the second equality identifies (τ ) as the the evolution kernel determining the survival density w(τ ). The master equation governing our model is obtained by Laplace inversion of Eq. (11),
where we have used the constraint x T x ,x = 1. The master equation (13) is exact and describes the time evolution of the probability density P (x,t) of finding n = x/ l molecules at time t. It depends on the transition rates of the particular reactions and the waiting time distribution of the anomalous reaction. The extension to a chemical state vector x for more than one molecule type and to more than one regular reaction is straightforward. The extension to multiple anomalous reactions, however, is in the presented framework possible only if the additional reactions obey the same waiting time statistics. It is easy to check that exponentially distributed waiting times with survival density w(τ ) = exp(−νt) lead to (t − t ) = νδ(t − t ). In this case one recovers from Eq. (13) the standard master equation, as one should. Only in this special case does the master equation describe a Markovian process. In general, however, the master equation is nonlocal in time. If the Poissonian reaction were absent, i.e., L KM (x) = 0, the generalized master equation for the non-Poissonian reaction would be recovered [16] . Equation (13), which is valid for any system whose nonPoissonian fluctuations are governed by a renewal process, is the main result of this article. A systematic approximation of this equation is discussed in the following.
III. SYSTEMATIC APPROXIMATION
The potentially large number of possible states and reaction channels dooms any attempt to solve even the regular master equation to failure, and exact solutions are known only for simple linear reactions. Even an exact numerical treatment is impractical in most situations and one resorts to the famous Gillespie algorithm [17] .
In the following we show how the master equation (13) can be approximated systematically in terms of the KramersMoyal coefficients. Let us first introduce the Kramers-Moyal operator A KM of the anomalous reaction corresponding to the transition matrix T x,x . This allows us to rewrite Eq. (13):
t ). (14)
In this context it is important to note that the operators on the right-hand side of Eq. (13) do no commute and the correct order is important. Following an idea of van Kampen, we now introduce a parameter in such a way that the jumps of the master equation become relatively smaller by increasing [18, 19] . That means that we increase the system n = 1, . . . ,N by a factor to a system of size m = 1, . . . , N such that extensive quantities will also increase by this factor, i.e., x = ml = x nor but the reaction rates are functions of the intensive quantities x nor = x/ . The master equation is then written in terms of the intensive quantities x nor and the Kramers-Moyal operators A KM (x nor ) and L KM (x nor ), respectively, with the coefficients
where the subscripts a and r indicate the birth and death rates of the anomalous reaction and the regular reaction, respectively. It is evident that by increasing the system size parameter the Kramers-Moyal coefficients decrease more rapidly for higher orders j . It is therefore reasonable to approximate the master equation by a suitable truncation of the Kramers-Moyal expansion. If the expansion is truncated after the second term the Fokker-Planck approximation is obtained. Truncation after the first term results in a Liouville-type equation. It is important to keep in mind that the approximation method based on an expansion of the Kramers-Moyal expansion is not tantamount to the system size expansion by van Kampen. However, in the Fokker-Planck approximation, it can be shown that they coincide in the lowest order of van Kampen's system size parameter [14] . The validity of the Fokker-Planck approximation in the context of chemical reactions and the conditions for this approximation to apply have been thoroughly discussed by Gillespie [20] .
IV. GENERALIZED REACTION RATE EQUATIONS
The simplest approximation of the master equation clearly is a truncation of the Kramers-Moyal expansion already after the first term. For regular linear reaction kinetics governed by Poissonian statistics this approximation simply yields the deterministic reaction rate equations for the mean value and thus is not particularly interesting. If nonexponential waiting times are taken into account, however, the first-order approximation of Eq. (13) already exhibits interesting new features.
Let us consider the simple yet important example of a nonPoissonian production of molecules A which are regularly degraded with rate d r (x nor ) = γ x nor , i.e., the reaction ∅ → A → ∅ where the production channel is assumed to be a zeroorder reaction with b a (x nor ) = µ and with a common waiting time distribution W (τ ). This reaction is a simple model to describe the production and degradation of mRNA in gene transcription where it has been observed that the production of mRNA molecules can deviate significantly from the standard Poissonian pattern [8] [9] [10] . Although the degradation of mRNA molecules also is a complex process, it is in most situations reasonable to assume it to be a Poisson process. Taking now only the first-order terms into account, we get a Liouville-type equation
whereγ = γ / andμ = µ/ are the normalized rates of the degradation and production processes, respectively. From (full magenta) with ν = 1 and ratesγ = 1,μ = 1, -distributed waiting times W (τ ) = [t; a,ν] (dashed-dotted yellow) with a = 2, ν = 1 and ratesγ = 0.5,μ = 1, and power-law-distributed waiting times W (τ ) ∼ τ −(1+α) (dashed blue) with α = 0.5 and ratesγ = 1, µ = 1, respectively. The initial condition is x 0 = 0.5 in all three examples.
Eq. (16) the evolution equation for the mean x nor can be readily derived:
Equation (17) can be interpreted as a generalized reaction rate equation. For the Poissonian case, i.e., exponentially distributed times between the production events with (t − t ) ∼ δ(t − t ), the standard reaction rate equation for the reaction under consideration is recovered. By imposing the initial condition x nor (0) = x 0 , Eq. (17) can be solved in Laplace space:
Laplace inversion then yields
In Fig. 1 the solution Eq. (19) is depicted for three different types of waiting time distributions. In contrast to the regular case of an exponential waiting time distribution (magenta curve) which shows the well-known exponential relaxation towards the stationary state, -distributed waiting times can exhibit a nonmonotonic behavior before tending towards the steady state (yellow curve). The third case, which considers a waiting time distribution with a slowly decaying power-law tail with infinite mean value, always exhibits a decay towards the molecule-free state (blue curve). This behavior can be intuitively understood due to the scale-free waiting periods between successive production events and is to be expected. Thus even the deterministic approximation exhibits a rich variety of different behaviors which is not present in the case of standard reaction rate equations.
In fact, waiting times following a distribution [t; N,ν] play an important role in kinetics as they can be used to model processes which need N (internal) Poisson steps of rate ν to be completed. Hence they appear frequently when the production of a molecule is a result of nonobservable hidden steps. On the other hand -distributed waiting times are applied for a coarse-grained description of a process where one is not interested in the intermediate steps. The same holds true for power-law-distributed waiting times which can provide a good approximation for processes where a spectrum of rates is involved. Note that the rate µ can be absorbed by a proper redefinition of the waiting time distribution.
V. THE FOKKER-PLANCK APPROXIMATION
If the Kramers-Moyal expansion is truncated after the second term, we obtain the Fokker-Planck approximation, which often provides a good approximation to the chemical master equation [20] . The resulting equation is Eq. (13) with the Kramers-Moyal operators substituted by the appropriate Fokker-Planck operators.
As a concrete example we consider the reaction S + I 2I where we are interested in the number of I molecules. In epidemiology this model is known as the susceptible-infectivesusceptible (SIS) model. Of particular interest in this context is the situation where both reaction channels have the same rate. In the context of epidemiology this case corresponds to a critical epidemic threshold parameter of unity. If we furthermore assume that S is very large, corresponding to a large pool of susceptible individuals, so that the concentration of S is approximately constant, both reactions are of first order. This implies that the birth and death terms coincide and all terms with odd j in the Kramers-Moyal expansion vanish. We now discuss the situation where we have two such reservoirs of S and the production from and degradation to one of these reservoirs is anomalous. In the Fokker-Planck approximation we then obtain for the normalized number of I (denoting from now on x nor = x)
whereγ = γ /2 2 andμ = µ/2 2 are the scaled rates of the regular and the anomalous reactions, respectively. This equation can further simplified by employing the ansatz W (x,t) = exp{γ (t − t ) ∂ 2 ∂x 2 x}P (x,t) leading to the non-Markovian diffusion equation
where we have exploited the fact that the two FokkerPlanck operators commute. The solution of this kind of non-Markovian diffusion equation can be expressed through solution of the corresponding Markovian equation with the same diffusion operator via an integral transform [21] W (x,t) = ∞ 0 h(τ,t)W 0 (x,τ ) dτ,
where h(τ,t) is determined by (t − t ) and the relation in Laplace space readŝ
Here W 0 (x,τ ) is the solution of Eq. (21) with (t − t ) = δ(t − t ). We thus have obtained an analytical solution for Eq. (20) . Observe that this solution method is not limited to this special case but applicable whenever the Fokker-Planck operators of the anomalous and the regular reactions commute.
VI. CONCLUSIONS AND DISCUSSION
In conclusion, we have derived a quantitative description for the time evolution of stochastic systems whose dynamics is controlled by Poissonian and non-Poissonian statistics at the same time. Furthermore we have shown how the corresponding master equation can be approximated in a controlled way and devised generalized reaction rate equations. In a simple model of gene transcription, we have shown how different types of waiting time distributions affect the temporal behavior significantly already in this approximation. It would be interesting to compare our analytical predictions for the time behavior of the mean Eq. (19) to experiments where molecules are produced in a non-Poissonian fashion and degraded at constant rate as in gene transcription. Interestingly, such processes can also be analyzed from the perspective of queuing theory [11, 22] . The time evolution of the probability distribution which has been discussed in this article, however, is beyond the scope of this field. An interesting further application is the description of epidemiological models with bursty (nonPoissonian) infections but regular recoveries. In this context, it is certainly interesting to investigate the dynamics of such a model on a scale-free contact network.
