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Stochastic model of self-driven two-species objects in the context of the pedestrian
dynamics.
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In this work we propose a model to describe the statistical fluctuations of the self-driven objects
(species A) walking against an opposite crowd (species B) in order to simulate the regime char-
acterized by stop-and-go waves in the context of pedestrian dynamics. By using the concept of
single-biased random walks (SBRW), this setup is modeled both via partial differential equations
and by Monte-Carlo simulations. The problem is non-interacting until the opposite particles visit
the same cell of the considered particle. In this situation, delays on the residence time of the particles
per cell depends on the concentration of particles of opposite species. We analyzed the fluctuations
on the position of particles and our results show a non-regular diffusion characterized by long-tailed
and asymmetric distributions which is better fitted by some chromatograph distributions found in
the literature. We also show that effects of the reverse crowd particles is able to enlarge the disper-
sion of target particles in relation to the non-biased case (α = 0) after observing a small decrease
of this dispersion.
PACS numbers: 02.50.-r; 05.40.-a; 89.65.-s
A large number of stochastic phenomena in litera-
ture are related to the passage of particles through ran-
dom media generated, for example, by imperfections of
the environment. Examples can be found as disordered
linear chains generated by arbitrary mass and spring-
constants1, random walks in random environments and
diffusion (see for example2–4, charge trapping phenom-
ena (electron transport) in semiconductor devices (see for
example6–11), and transport of molecules (chromatogra-
phy) in Chemistry (12–14).
On the other hand, the environment can be ”perfect”
but the particles can interact by occupying the same re-
gion in the space and statistical fluctuations can be gen-
erated not because imperfections but from the interaction
among those particles. The attempts to give explanations
about the dynamics of particles in these situations can be
translated into problems related to the movement of hu-
man beings in corridors, crosswalks, sidewalks and public
places in general. But which are the minimal physical as-
pects necessary to explain the concentration phenomena
of human beings as a phenomena of concentration of in-
teracting particles or hard bodies?
The corresponding literature in this case is highly con-
centrated into evacuation rooms in the context of phe-
nomena related to crowd stampede induced by panic,
driven naturally by the huge importance of the problem.
Results related to optimal strategy for the escape from a
smoke-filled room were, for example, studied in15. Such
problem is deeply related to occurrences of tragedies. A
recent example was the love parade occurred in the Ger-
many, in 201019 when a bad estimate of number of peo-
ple in this electronic music party generated more than
twenty deaths and several injured. However no modeling
were developed to study, for example, statistical effects
of people in contrary flux although some works have al-
ready explored the problem under other point of view.
In16 comparisons of intersecting pedestrian flows were
analyzed based on experiments.
For the modeling of pedestrian dynamics some models
were explored in order to study the influence of several
effects for the interaction of pedestrian on the resulting
velocity-density relation. An interesting point on those
models is the transition from laminar flow regime to the
regime of known stop-and-go wave phenomena that oc-
curs when density of pedestrian increases above critical
value of density (see for example17 and18)
We believe that peculiar characteristics of these
“crowd” effects can be modeled in terms of a simple
stochastic approach by adding some important ingredi-
ents. Let us imagine a problem that considers a straight
line divided into cells where there are two crowds, de-
noted by groups (or species) A and B. Without loss of
generality all participants of group A are initially placed
in the far left-hand cell and all participants of group B
are initially placed in the far right-hand cell.
The idea is that group A has the aim to arrive at the
far right-side (starting point of species B, target of specie
A) and the group B to arrive at the far left-side (starting
point of species A, target of specie B). Since the popula-
tion A and B disturb each other, a natural approach for
the problem is to describe it in terms of modified random
walks in which there are only two possibilities of move-
ment to each element at any given time-step: to stay
still or take a step to the nearest neighbor cell towards
its target.
Naturally, many similar phenomena can be imag-
ined even from a theoretical point of view: the flux of
molecules in chromatographic columns or the electronic
transport in non-homogeneous media. Surely we are not
simply comparing human beings crossing a corridor with
molecules crossing a chromatographic column, but we are
calling the attention to some similar aspects from con-
centration phenomena that can also ocurr when many
bodies directed by some field (for example to arrive at
2bus or subway) cross reverse crowds.
In the context of mean field regime, Montroll and
West20 described a problem which has some relation to
the present one: the problem of “clannish random walks”.
In that case two species, A and B, execute concurrent
random walks characterized by the intensification of the
clannishness of the members of one species as a func-
tion of the concentration of the other species. However
our problem has the opposite sense of that one arising
from clannishness since in our model a particle can still
in same cell or step towards for the next cell (directed
random walk) in the direction of its target and its aim
is simply to cross de corridor and not to make part of a
clan.
By capturing this idea, we propose in this paper a
model where species A(B), with opposite targets, has a
decrease in the probability to step to the right(left) pro-
portional to the concentration of other particles B(A)
offering resistance during the passage. Therefore we de-
fine the following probabilities:
Pr(A,B)(k → k ± 1|ρB,A) = p− α(1− ρA,B)
= p− α(1− ρ)− αρB,A
= 1− Pr(A,B)(k → k|ρB,A)
(1)
Here Pr(A,B)(k → k ± 1|ρB,A) denotes the probabil-
ity of particle A[B] at position x = ka to move to the
nearest neighbor (k + 1)a [(k − 1)a] cell given that the
concentration of species A (B) in its cell is ρA (ρB) where
ρ = ρA+ρB. Naturally, Pr
(A,B)(k → k|ρB,A) denotes the
probability of this particle to stay still at the cell under
same restrictions. Here p = 1 − q define the probability
of a given particle to move to the nearest neighbor cell
towards its respective target when the current cell con-
tains only particles of its specie. The parameter α, such
that 0 < α < p < 1 measures the resistence level bias
which, as well as p, at least in a first analysis, assumes
the same value for all players. The problem is symmet-
ric, and therefore we use the referential of the particles
A, since particles B present a similar behavior.
We define n(ka, lτ) = nk,l as the number of particles
at cell k after l steps. Here a is the size of each cell and
τ the time-step. In mean field regime we can write the
recurrence relation nk,l+1 = Pr
(A)(k − 1 → k|n(k−1,l)N ) ·
nk−1,l + Pr
(A)(k → k|n(k,l)N ) · nk,l and so
nk,l+1 =
[
p− α (1− nk−1,lN )]nk−1,l+[
q + α
(
1− nk,lN
)]
nk,l
(2)
So nk,l+1 =
[
p− α (1− nk−1,lN )]nk−1,l +[
1− p+ α (1− nk,lN )]nk,l, and so
nk,l+1 − nk,l = −p(nk,l − nk−1,l)+
α
[(
1− nk,lN
)
nk,l −
(
1− nk−1,lN
)
nk−1,l
] (3)
Here the number N deserves some discussion. In the
strict sense of random walkers, and not for the adaptation
of this model to explain the phenomena of human beings
crossing corridors, we postulate that the number of walk-
ers in each cell in mean-field approximation is supposed
to remain constant, hence N = 〈n〉 = ρa, with ρ = ρA+
ρb being the total density of particles per cell. How-
ever, for computer simulations we can study the problem
by using the ρA and ρb correctly calculated per cell and
compare it with the results obtained for the mean field
approximation.
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FIG. 1: Distribution of particles A for p = 1/2. We can
observe a stronger deformation from the quadratic behavior
in mono-log scale (Gaussian behavior) for α = 0.4 than for
α = 0.1. Continuous curves correspond to the solution of
PDE while points correspond to MC simulations.
So by completing our mean-field results, since nk,l+1−
nk,l in first approximation is Nτ
∂cA
∂t , (nk,l − nk−1,l)
is Na∂cA∂x and
(
1− nk,lN
)
nk,l −
(
1− nk−1,lN
)
nk−1,l is
Na∂[cA(1−cA)]∂x we have τ
∂cA
∂t = −ap∂cA∂x + αa∂[cA(1−cA)]∂x
which results in
∂cA(t, x)
∂t
= −A1 ∂cA(t, x)
∂x
−A2cA(t, x)∂cA(t, x)
∂x
(4)
where A1 = lima,τ→0
a
τ (p−α) and A2 = lima,τ→0 2αa/τ .
An ”ansatz” for the solution is cA(t, x) = f(x− t(A1+
A2cA)). Deriving both sides with respect to t one obtains
∂cA
∂t = −(A1+A2cA+A2t∂cA∂t )f ′(z) where z = x+t(A1+
A2cA). Similarly, deriving both sides with respect to x
one obtains
∂cA
∂x
= (1 −A2t∂cA
∂x
)f ′(z). (5)
3From Eq. 5 and the expression for ∂cA/∂t we have
(1 − A2t∂cA∂x )∂cA∂t = −(A1 + A2cA + A2t∂cA∂t )∂cA∂x , which
leads to Eq. 4. So given an initial distribution cA(0, x) =
f(x) the time evolution of concentrations can be deter-
mined. However for the present case f(x) = δ(x) =
1
2pi
∫∞
−∞
eikxdk such solution is not suitable22. Moreover,
by keeping N constant, as suggested by Montroll in the
context of clannish random walks, is not interesting since
given our initial condition such solution does not capture
the essential behavior of the problem. So changing N by
its real value: nk,l+mk,l where mk,l denotes the number
of particles of specie B in the k-th cell at time t = lτ ,
instead of Eq. 3 we have now the concentrations of A
and B described by two coupled equations:
mk−1,l+1 = mk−1,l + p(mk,l −mk−1,l)−
α
[(
1− mk,lnk,l+mk,l
)
mk,l −
(
1− mk−1,lnk−1,l+mk−1,l
)
mk−1,l
]
,
(6)
and
nk,l+1 = nk,l − p(nk,l − nk−1,l)+
α
[(
1− nk,lnk,l+mk,l
)
nk,l −
(
1− nk−1,lnk−1,l+mk−1,l
)
nk−1,l
]
.
(7)
We end up with two coupled PDE equations which
describe the problem instead of the uncoupled equation
4:
∂cA
∂t
= −k1 ∂cA
∂x
+ k2
∂
∂x
(
cAcB
cA + cB
)
(8)
∂cB
∂t
= k1
∂cB
∂x
− k2 ∂
∂x
(
cAcB
cA + cB
)
resulting in ∂(cA+cB)∂t = −k1 ∂(cA−cB)∂x , where k1 =
lima,τ→0
a
τ p and k2 = lima,τ→0
a
τ α.
We numerically solved the recurrences 6 and 7 and
concurrently we also performed Monte Carlo simulations
of the problemmonitoring 3 aspects of the cA distribution
(since cB presents symmetric behavior):
1. Since cA reflects the residence time of particles in
the medium, which are the aspects of distribution
cA?
2. Which are the temporal aspects 〈x〉 and σ(t) =(〈
x2(t)
〉− 〈x(t)〉2)1/2 as well as of the skewness
and kurtosis?
3. What about the effects of α?
Our MC simulations were performed synchronously, in
the context of cellular automata, i.e., all particle actions
are taken simultaneously. The simulations have the ini-
tial condition as required by our aims: a given number
of particles A (Npart) in the position x = 0 and the same
number of particles B in the position x = aNcel, where
Ncel is the number the total number of cells. The other
cells are initially empty which means an initial delta dis-
tribution as desired. On the other hand the similar con-
dition for the integration of equations 6 and 7 is to set:
n0,0 = 1 and mNcel,0 = 1 and nk,0 = mk,0 for all k 6= 0
and k 6= Ncel.
Here, we keep our analysis restricted to the fundamen-
tal case p = 1/2. It is important to emphasize that the
analysis for p 6= 1/2 follows in a similar fashion respect-
ing the natural scale of the problem: T = Ncel/p. Fig. 1
shows the distribution of particles for two different val-
ues of the resistance parameter α = 0.1 (upper panel)
and α = 0.4 (lower panel). We analyzed the concentra-
tion of particles at 8 different times (t = (k − 1)T/k,
for k = 1, 2, .., 8. The reason is simple: since the par-
ticle A leaps to the right with probability p, the prob-
ability that m trials are necessary for a given parti-
cle to jump Ncels is a negative binomial distribution:
pm,Ncel =
(
m+Ncel−1
Ncel−1
)
pNcel(1 − p)m−Ncel which leads to
T = 〈m〉 = ∑∞m=Ncel m pm,Ncel = Ncel/p. This is the
average crossing time for a particle when α = 0, which
is always larger than Tα6=0 and therefore our baseline.
We used Ncel = 100 for all experiments in this paper by
default, except when stated otherwise.
For a small value (α = 0.1) we observe something next
of a Gaussian behavior (quadratic function in mono-log
scale). For (α = 0.4) we observe a strong deformation
of such behavior. The continuous curves correspond to
the solution of PDE while the points correspond to MC
simulations.
In order to describe with more details the dy-
namic behavior of the particle distribution along
the environment, we compute the average posi-
tion, its standard deviation as well as two other
important quantities: the skewness and kurtosis of
particle distribution for α = 0.1, 0.2, 0.3, and 0.4,
which can be calculated via the equations: 〈x(t)〉 =∑Ncel
x=0 x cA(x, t)/
∑Ncel
x=0 cA(x, t), σ(t) =
√
〈x2〉 − 〈x〉2 =[
(
∑Ncel
x=0 x
2 cA(x, t)/
∑Ncel
x=0 cA(x, t))
2 − 〈x〉2
]1/2
,
skew(t) = 1σ(t)3
∑Ncel
x=0 (x − 〈x〉)3 cA(x, t) and ex-
cess kurtosis kurt(t) = 1σ(t)4
∑Ncel
x=0 (x−〈x〉)4 cA(x, t)− 3.
The temporal monitoring of such quantities has showed
important aspects about the fluctuations of the particle
concentration.
For example in Fig. 2, the plots (a) and (b) show re-
spectively the behavior of the average ( 〈x(t)〉 ) and vari-
ance σ(t) of the particle position as a function of t. The
inset plots show respectively the same plots in log-log
scale. We can observe the particle position (plot a) has
the same behavior for all values of α up to a branching
point, which corresponds to the moment where particles
A and B start encountering each other on their way to
their targets. From that, the bigger is α, the bigger is
the decrease of 〈x(t)〉 in relation to the non-interacting
problem (α = 0). More interesting effects emerge from
the behavior of the variance (plot b). In this case par-
ticles A have a decreasing in dispersion as they start to
41 10 100
10
100
 
 
50 100 150 200
40
60
80
100
 
 
<x
>
t  
 
 
 
< 
x 
>
t
0 50 100 150 200
0
2
4
6
8
10
100 200
2
4
6
8
10
 
 
 
 
 
  = 0.1
  = 0.2
  = 0.3
  = 0.4
 (t
)
t
FIG. 2: Temporal description of average (upper panel) and
variance (lower panel) of particle position along the environ-
ment. The inset plot in upper panel describes a zoom of
selected region and in the lower panel one corresponds to the
log-log plot of the dispersion vs time.
interact with particles B, then increasing again arriving
at a ”iso-variance” point, i.e., the variance of the parti-
cle distribution is the same independent of the α value.
Following, the dispersion becomes higher than the non-
interacting case arriving at a peak that is higher as α
increases. After this point the particles start to leave the
environment and dispersion starts to decrease again.
Following we measured the asymmetry and tail weight
of the particle distribution. The results are surprising
and very interesting (see Fig. 3). In the upper panel of
Fig. 3 we firstly check the peculiar behavior of skewness.
After the confrontation of particles we have a cross-over
from skew = 0 (Gaussian) to a non-symmetrical distri-
bution skew < 0. A general pattern is observed for all
values of α: initial valley followed by a shoulder and a
subsequent decrease (this last one due to the scape of
particles from the confined environment).
In the lower panel we observe an analogous cross-over
for the behavior of the kurtosis (kurt = 0 to positive
kurtosis). The kurtosis has a little peak around t = 100
MCsteps, coincidently the same point at which the skew-
ness presents the valley. After we check a increase of the
tail, which is longer as α increases. By performing the
simulations for different values of system with the same p
value, we observe the maximum of the kurtosis peak and
the minimum of the skewness valley occur at same time
of evolution according to the scaling τ = Ncel, which is
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FIG. 3: Temporal description of skewness (upper panel) and
kurtosis excess (lower panel) of particle position along the
environment.
intuitively expected.
Finally we observe the possible fits for the particle dis-
tribution due to nature of phenomena. So considering
the larger resistance factor studied (α = 0.4) we fit the
particle distribution at two different times: t = 2T/3 and
t = 3T/4 where the effects of resistance can be better ob-
served (Fig. 4). We can check the deviation from normal
behavior and fits with two important chromatographic
functions from literature were checked:
1 - Gram-Charlier peak function
f(x) =
e−z
2/2
√
2piσ2
[
1 +
a1
3!
H1(z) +
a2
4!
H2(z)
]
where H1(z) = z
3 − 3z, H2(z) = z4 − 6z3 + 3 with z =
(x− µ)/σ.
2 - Edgeworth-Cramer peak function
f(x) =
e−z
2/2
√
2piσ2
[
1 +
a1
3!
H1(z) +
a2
4!
H2(z) +
10a21
6!
H3(z)
]
where H3(z) = z
6− 15z4+45z2− 15. In both cases, µ is
the center, σ is the width and a1 and a2 are the unknown
parameters.
By using the Levenberg Maquardt method for non-
linear regression we obtain the convergentR2 (i.e., the co-
efficient of determination) after the iterations. We start
by reporting the case where the interaction among parti-
cles is less intense, i.e., t = 2T/3. We obtain respectively
50 20 40 60 80 100
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
 
 
 t=2T/3
 Gauss
 ECS
 GCASC
A
(x
)
x
40 60 80 100
0.000
0.005
0.010
0.015
0.020
0.025
0.030
 
 
 t=3T/4
 Gauss
 ECS
 GCASC
A
(x
)
x
FIG. 4: Fits for particle density for the different times. We
can see deviation from Gaussian distribution chromatographic
functions as ECS and GCAS present better results although
both use 3 parameters for fitting.
for Gaussian, ECS and GCAS: 0.9905, 0.9987 and 0.9977.
For t = 3T/4 we can observe a difference even bigger be-
tween the chromatographic ones and the normal: 0.9703,
0.9977 and 0.9992.
The deviation of gaussian transport occurs in many
contexts including chromotography14 and noise flicker in
semiconductors devices8,9, for example. One can suppose
that a similar mechanism responsible for generating such
distributions could be related to our problem since that
in transport phenomena of molecules, or by thinking in
electrons oriented by a field, a similar resistance mecha-
nism occurs: looking at the capture/emission of electrons
by traps given a Fermi level in semiconductor devices in
the first case, or by the capture of molecules and their
reemission in the chromatographic column as we reported
in14.
So in this paper we propose a stochastic model to de-
scribe the movement of particles against a contrary flux.
This model is promising in order to understand some
peculiarities in the pedestrian dynamics alternatively to
the interesting social force models21 since one analyzes
the non-normal behavior in particle density generated by
interaction among the particles. Such interaction was
modeled in a simple way by a decreasing term on the
probabilities of a special random walk oriented by an ‘ex-
ternal field’ which does not allow the return of particles
to previous cell. The interesting phenomena of reduc-
tion/increasing of dispersion of the particles is accentu-
ated by the resistance term (α) and a non-trivial behavior
for the symmetry and tail of distribution was monitored.
We are sure that such studies brings out an interesting
class of stochastic process with future universalities to
be explored in the transport physics in random mediums
with applications in pedestrian dynamics under specific
conditions.
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