Abstract: This paper proposes a strain prediction method for wind turbine blades using genetic algorithm back propagation neural networks (GA-BPNNs) with applied loads, loading positions, and displacement as inputs, and the study can be used to provide more data for the wind turbine blades' health assessment and life prediction. Among all parameters to be tested in full-scale static testing of wind turbine blades, strain is very important. The correlation between the blade strain and the applied loads, loading position, displacement, etc., is non-linear, and the number of input variables is too much, thus the calculation and prediction of the blade strain are very complex and difficult. Moreover, the number of measuring points on the blade is limited, so the full-scale blade static test cannot usually provide enough data and information for the improvement of the blade design. As a result of these concerns, this paper studies strain prediction methods for full-scale blade static testing by introducing GA-BPNN. The accuracy and usability of the GA-BPNN prediction model was verified by the comparison with BPNN model and the FEA results. The results show that BPNN can be effectively used to predict the strain of unmeasured points of wind turbine blades.
Introduction
Wind turbine blades are one of the core force-bearing components of the wind turbine, and their stability and reliability directly affect the safety of the whole machine. Structural testing is a main way to check the rationality of the design and to verify the safety of manufacturing for turbine blades, and it is also a necessary means to ensure the operational reliability and safety of wind turbines [1] . The purposes of full-scale static testing of wind turbine blades are mainly to obtain two kinds of information from the blade by applying static loads to the blade. One is to verify the blade's ability under complex design loads, and another is to obtain structural characteristics, such as strain and deformation of the blade. Many studies have been conducted regarding blade structural testing. For example, Fagan et al. [2] presented an experimental testing on a 13-m long wind turbine blade and used the test results to calibrate finite element models, and then the materials used in the blade construction and manufacturing costs were reduced by optimization design using a genetic algorithm. Yang et al. [3] tested the limit loads in full-scale static testing of a wind turbine blade and the deformation situation of the blade under the limit loads. The test results can provide important technical parameters for the blade design. Pan [4] studied the effects of structural non-linearity on the full-scale static testing of wind turbine blades, and analyzed the relationship between bending moment, represents the excitation function of the output layer; k Y represents the output of the k-th node of the output layer. The data about the location of strain gauge, the loads with different percentage, and the displacement of loading positions were used as input data, and the data about strains and stresses were used as output data.
The Principles of GA-BPNN
Since the gradient descent method is used by BPNN algorithms, it is easy to fall into a situation of local optimization. Using a genetic algorithm to optimize the weight and threshold of BPNNs, which is improved by the Levenberg-Marquardt formula, can minimize the training error of the neural network, which can effectively avoid the training falling into a local optimization situation [22, 23] . The weight and threshold of the BPNN are the chromosomes of the genetic algorithm. Each element of a chromosome is called a gene. The chromosomes with poor fitness values are eliminated, and the best genomes are selected to obtain the optimal solution by calculating the fitness values of each chromosome continuously. The method of BPNN improved on the basis of the genetic algorithm is shown in Figure 2 [24, 25] . In Figure 1 , X i represents the input of the j-th node of the input layer, j = 1, 2, · · · , m; w ij represents the weight value between the i-th node of the hidden layer and the j-th node of the input layer; and θ i represents the threshold value of the i-th node of the hidden layer. φ(x) represents the excitation function of the hidden layer; w ki represents the weight between the k-th node of the output layer and the i-th node of the hidden layer, i = 1, 2, · · · , q; a k represents the threshold value of the k-th node of the output layer, k = 1, 2, · · · , l; ψ(x) represents the excitation function of the output layer; Y k represents the output of the k-th node of the output layer. The data about the location of strain gauge, the loads with different percentage, and the displacement of loading positions were used as input data, and the data about strains and stresses were used as output data.
Since the gradient descent method is used by BPNN algorithms, it is easy to fall into a situation of local optimization. Using a genetic algorithm to optimize the weight and threshold of BPNNs, which is improved by the Levenberg-Marquardt formula, can minimize the training error of the neural network, which can effectively avoid the training falling into a local optimization situation [22, 23] . The weight and threshold of the BPNN are the chromosomes of the genetic algorithm. Each element of a chromosome is called a gene. The chromosomes with poor fitness values are eliminated, and the best genomes are selected to obtain the optimal solution by calculating the fitness values of each chromosome continuously. The method of BPNN improved on the basis of the genetic algorithm is shown in Figure 2 [24, 25] . Step 1
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Figure 2. Flow chart of genetic algorithm (GA)-BPNN.
Step 1: Data processing. The input and output variables are determined. The input data are trained to speed-up network calculating.
Step 2: The weight and threshold are optimized.
(1) The evolution numbers, population size, crossover probability, and mutation probability are initialized. (2) The network weight and threshold are encoded, and the fitness function, which is the reciprocal of the sum of errors squared is determined. (3) The selection operation: the chromosome with the fitness value "good" from the current population is selected as the parent. The higher the individual fitness value is, the greater the probability of the chromosome selected. The roulette method is used to select chromosomes. That is, a uniformly distributed random number is generated in [0, 1], and if r ≤ q1, the chromosome x1 is selected. If qk-1 < r ≤ qk (2 ≤ k ≤ N), the chromosome xk is selected, and qi is called the accumulation probability of chromosome xi (i = 1,2,…,n), and its calculation formula is as shown in Equation (1) . (4) Cross: two chromosomes are selected according to a certain probability, one or more points in the two chromosomes are exchanged with each other randomly to obtain two new chromosomes. (5) Variation: according to a certain mutation probability, in the binary coding of chromosomes, 1 becomes 0, and 0 becomes 1. This operation can effectively avoid premature convergence in the evolution process and thus falling into a local optimum. (6) Repeat steps (3), (4), and (5) until the number of evolutions is reached, then the optimal weights as well as the thresholds will be obtained.
Step 3, the BPNN model is built. The optimal initial weights and thresholds are obtained to construct the BPNN [25] . Any non-linear mapping can be realized by the three-layer BPNN in theory. The hidden-layer number, number of times, step size, and target of the BPNN are constructed. A tangent S-type transfer function as Equation (2) is used between the input layer and the hidden layer, while a linear transfer function as Equation (3) is used between the hidden layer and the output layer.
Step 4: the results are obtained by BPNN. The sample data are inputted into the BPNN model to predict the output data and then the output data are obtained if the results meet the terminal condition. Step 1: Data processing. The input and output variables are determined. The input data are trained to speed-up network calculating.
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(1) The evolution numbers, population size, crossover probability, and mutation probability are initialized. (2) The network weight and threshold are encoded, and the fitness function, which is the reciprocal of the sum of errors squared is determined. (3) The selection operation: the chromosome with the fitness value "good" from the current population is selected as the parent. The higher the individual fitness value is, the greater the probability of the chromosome selected. The roulette method is used to select chromosomes. That is, a uniformly distributed random number is generated in [0, 1], and if r ≤ q 1 , the chromosome x 1 is selected. If q k-1 < r ≤ q k (2 ≤ k ≤ N), the chromosome x k is selected, and q i is called the accumulation probability of chromosome x i (i = 1,2, . . . ,n), and its calculation formula is as shown in Equation (1) . (4) Cross: two chromosomes are selected according to a certain probability, one or more points in the two chromosomes are exchanged with each other randomly to obtain two new chromosomes. (5) Variation: according to a certain mutation probability, in the binary coding of chromosomes, 1 becomes 0, and 0 becomes 1. This operation can effectively avoid premature convergence in the evolution process and thus falling into a local optimum. (6) Repeat steps (3), (4), and (5) until the number of evolutions is reached, then the optimal weights as well as the thresholds will be obtained.
Step 4: the results are obtained by BPNN. The sample data are inputted into the BPNN model to predict the output data and then the output data are obtained if the results meet the terminal condition. 
f (x) = kx (3)
Full-Scale Static Test of Wind Turbine Blades

The Wind Turbine Blade Specification
The full-scale static testing was conducted in cooperation with a certain blade company, and the testing result was used to verify the safety of the blade prototype, and was also used for further improvement. The testing process followed GB/T 25384-2010 [26] .
The blade prototype was mainly made of fiber reinforced polymer. The blade had a mass of 15,968 kg and a natural frequency of 1.41 Hz. The maximum chord length was 3.8 m. The main elements of a wind turbine blade are shown in Figure 3 .
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The Wind Turbine Blade Specification
The blade prototype was mainly made of fiber reinforced polymer. The blade had a mass of 15,968 kg and a natural frequency of 1.41 Hz. The maximum chord length was 3.8 m. The main elements of a wind turbine blade are shown in Figure 3 . In the full-scale static testing, 56 strain gauges were attached to the surface of the wind turbine blade on the center of the pressure side (PS), the center of suction side (SS), the leading edge, and the trailing edge before testing. The locations and positions of strain gauges attached on the blade are shown in Figure 4 . 
Testing Procedure
The blade is fixed to the test platform by 64 bolts on the blade root, the limit loading was performed by pulling from one side, and the applied loading diagram is shown in Figure 5 , where P1-P5 are the positions of the tensile machine, S1-S5 are the load application points. From Figure 5 , we can see that the loading points were respectively arranged at a distance of 18.00 m, 30.00 m, 42.00 In the full-scale static testing, 56 strain gauges were attached to the surface of the wind turbine blade on the center of the pressure side (PS), the center of suction side (SS), the leading edge, and the trailing edge before testing. The locations and positions of strain gauges attached on the blade are shown in Figure 4 .
Full-Scale Static Test of Wind Turbine Blades
The Wind Turbine Blade Specification
Testing Procedure
The blade is fixed to the test platform by 64 bolts on the blade root, the limit loading was performed by pulling from one side, and the applied loading diagram is shown in Figure 5 , where P1-P5 are the positions of the tensile machine, S1-S5 are the load application points. From Figure 5 , we can see that the loading points were respectively arranged at a distance of 18.00 m, 30.00 m, 42.00 
The blade is fixed to the test platform by 64 bolts on the blade root, the limit loading was performed by pulling from one side, and the applied loading diagram is shown in Figure 5 , where P1-P5 are the positions of the tensile machine, S1-S5 are the load application points. From Figure 5 , we can see that the loading points were respectively arranged at a distance of 18.00 m, 30.00 m, 42.00 m, 50.00 m, and 60.00 m from the root of the blade, and the loading direction was perpendicular to the normal direction of the loading section. m, 50.00 m, and 60.00 m from the root of the blade, and the loading direction was perpendicular to the normal direction of the loading section. As this paper aims at proposing a strain-predictive method, it only considers the situation of static testing in the flap+ direction as an example. The structure of every cross-section is different, thus their load bearing capacity is different. The target load of each loading point in the static testing was the design load which was obtained by finite element analysis (FEA) during the initial phase of design, and the applied target load had a certain deviation from the design value for existing equipment loading errors. In the direction of the flap+, the target load of each loading point is shown in Table 1 . Following the test process of GB/T 25384-2010, the applied load, displacement, and strain of the blade were cleared before starting the test. Then, using the lateral loading device, the blade was loaded step by step according to 0%, 40%, 60%, 80%, and 100% of the target load, and the data was recorded. The load of each stage is shown in Table 2 . The duration of each stage of load was not less than 10 s. After the loading was completed, the unloading was performed step by step, the blade load was unloaded to the zero state, and the displacement data and the strain gauge data were recorded during the loading process. 
GA-BPNN-Based Strain Prediction in Full-Scale Static Testing
GA-BPNN-Based Strain Prediction for the Center of Suction Side
During the loading process of the full-scale static testing, there was a non-linear mapping relationship between the strain and the applied load, loading positions, and displacements. The neural network, with its good learning method, can approximately express the non-linear mapping relationship between the above parameters through the establishment of the network model. Thereby, the strain of the blade is predicted. In the GA-BPNN model for strain prediction, the As this paper aims at proposing a strain-predictive method, it only considers the situation of static testing in the flap+ direction as an example. The structure of every cross-section is different, thus their load bearing capacity is different. The target load of each loading point in the static testing was the design load which was obtained by finite element analysis (FEA) during the initial phase of design, and the applied target load had a certain deviation from the design value for existing equipment loading errors. In the direction of the flap+, the target load of each loading point is shown in Table 1 . Following the test process of GB/T 25384-2010, the applied load, displacement, and strain of the blade were cleared before starting the test. Then, using the lateral loading device, the blade was loaded step by step according to 0%, 40%, 60%, 80%, and 100% of the target load, and the data was recorded. The load of each stage is shown in Table 2 . The duration of each stage of load was not less than 10 s. After the loading was completed, the unloading was performed step by step, the blade load was unloaded to the zero state, and the displacement data and the strain gauge data were recorded during the loading process. 
GA-BPNN-Based Strain Prediction in Full-Scale Static Testing
GA-BPNN-Based Strain Prediction for the Center of Suction Side
During the loading process of the full-scale static testing, there was a non-linear mapping relationship between the strain and the applied load, loading positions, and displacements. The neural network, with its good learning method, can approximately express the non-linear mapping relationship between the above parameters through the establishment of the network model. Thereby, the strain of the blade is predicted. In the GA-BPNN model for strain prediction, the applied load, the loading positions, and the displacements were used as training inputs, and the strain of wind turbine blade was output. In the full-scale static test, there were 56 sets of data which all come from actual strain gauges, 50 set of data were trained to construct the NN models, while the remaining six sets of data were used to test the model accuracy, then a GA-BPNN model for wind turbine blade strain prediction was established. The training samples and test samples of the GA-BPNN are shown in Tables 3 and 4 , respectively. The measurement method was up to standard. According to the test program, 14 strain gauges were arranged in the center of the suction side and the target load was imposed gradually by four steps with the duration of every step more than 10 s, thus 56 sets of data were obtained in the four different cases. Since the BPNN model needed enough training samples to ensure effectiveness, and the data used to test could not be selected as training data, the sample size of test data should try to be minimized without too much manual interference, so six samples were randomly selected as the test samples. The specific procedure of the GA-BPNN is set as follows: The input dimension is 13, and the output dimension is 1. Seven neurons are set in the hidden layer, and a tangent S-type transfer function such as Equation (2) was used between the input layer and the hidden layer. A linear transfer function such as Equation (3) between the hidden layer and the output layer was used. The network maximum number of training steps was 2000 steps, the network learning rate was six, the momentum factor is one,
the training target was allowed to have a minimum convergence error of le-3, and the training result were displayed at intervals of 50 steps. The learning process of the training samples was simulated. Set the genetic algorithm population size to 1800 and the genetic iteration to 200. Call the GAOT which is the genetic algorithm toolbox in MATLAB and get the predicted correlation values. In order to verify the accuracy and validity of the GA-BPNN, traditional BPNN was also used to predict the strain. The specific procedure of the BPNN was set as follows: The input dimension was 16, and the output dimension was 1. There were seven neurons in the hidden layer, with a tangent S-type transfer function between the input layer and the hidden layer. In addition, a linear transfer function between the hidden layer and the output layer was used. The network maximum number of training steps was 2000 steps, the network learning rate was two, the training target was allowed to have a minimum convergence error of le-3, and the training result was displayed at intervals of 50 steps. The learning process of the training samples was simulated. The comparison results are shown as Figure 6 . momentum factor is one, the training target was allowed to have a minimum convergence error of le-3, and the training result were displayed at intervals of 50 steps. The learning process of the training samples was simulated. Set the genetic algorithm population size to 1800 and the genetic iteration to 200. Call the GAOT which is the genetic algorithm toolbox in MATLAB and get the predicted correlation values. In order to verify the accuracy and validity of the GA-BPNN, traditional BPNN was also used to predict the strain. The specific procedure of the BPNN was set as follows: The input dimension was 16, and the output dimension was 1. There were seven neurons in the hidden layer, with a tangent S-type transfer function between the input layer and the hidden layer. In addition, a linear transfer function between the hidden layer and the output layer was used.
The network maximum number of training steps was 2000 steps, the network learning rate was two, the training target was allowed to have a minimum convergence error of le-3, and the training result was displayed at intervals of 50 steps. The learning process of the training samples was simulated.
The comparison results are shown as Figure 6 . Figure 6a , it shows regression analysis of the training samples by BPNN model, the relevant regression coefficient was 0.99331, The relevant regression coefficient was good, which means strain prediction in full-scale static testing of wind turbine blades has good performance based on BPNN. However, Figure 6b shows that the relevant regression coefficient of GA-BPNN was 0.99838, the relevant regression coefficient was closer to 1. Figure 6c is the curve graph of mean square error, where the blue line represents the minimum sum of squared errors and the red line represents the sum of squared errors; Figure 6d is the iteration curve graph of the fitness function value, the best fitness function value is shown by a blue line, whereas the average fitness function value is shown by a red line. The genetic algorithm runs 200 times during an iteration step. In addition, from Figure 6e ,f, the curve of the prediction values fitted by GA-BPNN was more similar to that of the actual values than BPNN, so we can conclude that the fitting results of GA-BPNN were better than BPNN, which means GA-BPNN has a better performance than BPNN. From Tables 5 and 6 , the input weighting values of the traditional BPNN method and the GA-BPNN method have been presented, respectively. The input weighting values were a 13 × 7 matrix because of the input data with 13 variables and the 7 hidden-layer nodes and all of the BPNN and GA-BPNN were set this way. The test sample was used to verify the recognition ability of the GA-BPNN compared with the traditional BPNN, the comparison results are shown as Figure 7 . The errors are calculated by difference between the true values which were used as testing samples and the predictive values which were trained by GA-BPNN and BPNN, respectively. It can be seen from Figure 7 that the GA-BPNN corresponding to the variable forecasting results were much more accurate, and the relative error rate of the test sample output was within 6.5%. Moreover, the relative error of every test sample analyzed by GA-BPNN was less than those analyzed by BPNN. So, GA-BPNN was more accurate than BPNN.
In order to verify the reliability and availability of the BPNN and GA-BPNN, the prediction results were used to compare it with the simulation data made by ANSYS. The unmeasured points on the center of the suction side at 33.00 m, 42.00 m, 48.00 m, 52.00 m, 54.00 m, 56.00 m, 58.00 m, 63.00 m, and 65.00 m from the root of the blade were chosen to predict their strain by using BPNN. Comparing the prediction data with the simulation data, the comparison results are shown in Figure 8 . It can be seen from Figure 8 that both BPNN and GA-BPNN have a high accuracy to predict the strain, and that the GA-BPNN had a smaller error. 
GA-BPNN-Based Strain Prediction for the Trailing Edge
As the same with the previous approaches in Section 4.1, the strain forecasting model based on GA-BPNN for the trailing edge was established by GA-BPNN. The training samples and test samples of the GA-BPNN are shown in Tables 7 and 8 , respectively.
The comparison results of the GA-BPNN and traditional BPNN for the strain prediction of the full-scale static testing of the wind turbine blade are shown as Figure 9 . Figure 9f is the iteration curve graph of fitness function value, where the best fitness function value is shown by a blue line, whereas the average fitness function value is shown by a red line. Figure 9a ,b show the regression curve of BPNN model error and GA-BPNN model error, respectively. In Figure 9a , it is regression analysis of training samples by the BPNN model, the relevant regression coefficient was 0.91038, the training result is modest according to the relevant regression coefficient. The regression results trained by the BPNN are more different than the theoretical values compared with the regression results from the center of suction side. The reason for this result is that the trailing edge is the joint of two different materials. In Figure 9b , the relevant regression coefficient of GA-BPNN was 0.96706, which is closer to 1, and the number of relevant regression coefficients of GA-BPNN training was bigger than that of the BPNN, which means the regression results of the GA-BPNN was better than the BPNN. In addition, from Figure  9e ,f, the fitting results of the GA-BPNN were better than the BPNN, so the GA-BPNN training had the better performance than the BPNN training. From Tables 9 and 10 , the input weighting values of the traditional BPNN method and the GA-BPNN method are presented, respectively. The input 
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As the same with the previous approaches in Section 4.1, the strain forecasting model based on GA-BPNN for the trailing edge was established by GA-BPNN. The training samples and test samples of the GA-BPNN are shown in Tables 7 and 8, respectively. The comparison results of the GA-BPNN and traditional BPNN for the strain prediction of the full-scale static testing of the wind turbine blade are shown as Figure 9 . Figure 9f is the iteration curve graph of fitness function value, where the best fitness function value is shown by a blue line, whereas the average fitness function value is shown by a red line. Figure 9a ,b show the regression curve of BPNN model error and GA-BPNN model error, respectively. In Figure 9a , it is regression analysis of training samples by the BPNN model, the relevant regression coefficient was 0.91038, the training result is modest according to the relevant regression coefficient. The regression results trained by the BPNN are more different than the theoretical values compared with the regression results from the center of suction side. The reason for this result is that the trailing edge is the joint of two different materials. In Figure 9b , the relevant regression coefficient of GA-BPNN was 0.96706, which is closer to 1, and the number of relevant regression coefficients of GA-BPNN training was bigger than that of the BPNN, which means the regression results of the GA-BPNN was better than the BPNN. In addition, from Figure 9e ,f, the fitting results of the GA-BPNN were better than the BPNN, so the GA-BPNN training had the better performance than the BPNN training. From Tables 9 and 10 the GA-BPNN method are presented, respectively. The input weighting values are a 13 × 5 matrix because of the input data with 13 variables and the five hidden-layer nodes, and all of the BPNN and GA-BPNN models were set by this way. The test sample was used to verify the recognition ability of the GA-BPNN in contrast to traditional BPNN, and the test results were compared as shown in Figure 10 . It can be seen from Figure 10 that the average error of GA-BPNN was smaller than that of BPNN which means the GA-BPNN corresponding to the variable prediction results were more accurate, and the relative error rate of the test sample output was within 18%. Compared with the prediction results of the center of the suction side, the error was relatively larger. For the trailing edge is the faying surface of the suction side and pressure side, the strain was influenced by more factors such as binder type, binder parameters, physical dimension, etc.; thus, more inputs are needed to get a more accurate prediction. The test sample was used to verify the recognition ability of the GA-BPNN in contrast to traditional BPNN, and the test results were compared as shown in Figure 10 . It can be seen from Figure 10 that the average error of GA-BPNN was smaller than that of BPNN which means the GA-BPNN corresponding to the variable prediction results were more accurate, and the relative error rate of the test sample output was within 18%. Compared with the prediction results of the center of the suction side, the error was relatively larger. For the trailing edge is the faying surface of the suction side and pressure side, the strain was influenced by more factors such as binder type, binder parameters, physical dimension, etc.; thus, more inputs are needed to get a more accurate prediction. The unmeasured points on trailing edge at 33.00 m, 42.00 m, 48.00 m, 52.00 m, 54.00 m, 56.00 m, 58.00 m, 63.00 m, and 65.00 m from the root of the blade were chosen to predict their strain by using the BPNN. The contrast figures of BPNN, GA-BPNN, and the ANSYS simulation data are shown in Figure 11 . The conclusion is the same as the analysis of the center of the suction side, both BPNN and GA-BPNN had a high accuracy to predict the strain, and the GA-BPNN had a smaller error. Thus, GA-BPNN is more suitable for the strain forecast of the full-scale static testing of wind turbine blades. 
Conclusions
The calculation and prediction of blade strain in the full-scale static testing of wind turbine blades are very complex and difficult by traditional numerical methods, and the numbers of measuring points as well as strain gauges arranged on the blade are limited, so the test data have insufficient significance to the calibration of the blade design. As a result of these concerns, this paper proposed a strain prediction method for wind turbine blades using a GA-BPNN with applied loads, loading positions, and displacement as inputs, and tried to provide more data for the wind turbine blades' health assessment and life prediction when the measurement points in full-scale static testing of wind turbine blades are limited:
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