Abstract-We have recently proposed a novel neural network structure called an "Affordable Neural Network" (AfNN), in which affordable neurons of the hidden layer are considered as the elements responsible for the robustness property as is observed in human brain function. We have confirmed that the AfNN gains good performance both of the generalization ability and the learning ability. Furthermore, the AfNN has durability, because the AfNN still performs well even if some of neurons in the hidden layer are damaged after learning process. In this study, we study the characteristics of weights of the AfNN during the learning process to make clear the reason of that the AfNNs can perform well for learning and generalization abilities and operate as usually against damaging neurons.
I. INTRODUCTION
The mechanisms of many kinds of higher brain functions become clear with the advances in neuroscience technology. Therefore, the studies of bio-inspired artificial neural networks have been extensively reported to realize such intelligence systems applying for the future engineering applications. However, the performance of artificial neural networks still lags behind that of biological networks in many respects. In order to fill the gap between biological neural systems and artificial neural systems, it is important to apply these high functional mechanisms of the human brain to novel artificial neural networks.
In our previous work, we have proposed a new network structure of the feedforward neural network with affordable neurons in the hidden layer for Backpropagation (BP) learning [1] . We named this network "Affordable Neural Network (AfNN)." The AfNN was inspired by cell assembly [2] - [5] . which is one of explanations of multiple information processing in the brain and an information is represented by a firing space pattern of a group of plural neurons. In the AfNN, we prepare some extra neurons more than requires in the hidden layer. When the AfNN executes operating, all of the neurons in the hidden layer are not used at every updating. Namely, the AfNN is able to operate with high function by using different neuron patterns in the hidden layer. By computer simulations, the AfNN has been confirmed to gain better performance for the BP learning on both learning ability and generalization ability.
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Neuroscience. It is also important to investigate the performance of the artificial neural network when some neurons are damaged. Several research groups have reported the studies of fault tolerance in the artificial neural networks [6] - [8] . In Ref. [6] , they have proposed the learning algorithm of the multi-layer perceptron to create robustness. The units in the hidden layer are randomly disabled for some pattern presentations during a standard BP training phase. This learning algorithm seems similar as the learning process of the AfNN. Actually, there are completely difference learning processes. Because, in this learning algorithm of Ref. [6] , the disable neurons in the hidden layer are selected "for each pattern." The network learns by using specific neurons in the hidden layer for each input pattern. While, in the case of the AfNN, the affordable neurons are selected "at every updating time." The AfNN learns by using all neurons in the hidden layer with different pattern for every input patterns. Therefore, the learning process of the AfNN is more complex and it has a possibility to create the high functions such as durability and flexibility. In order to confirm that the AfNN can generate a kind of fault tolerance, we also have investigated the durability of the AfNN when some of the neurons in the hidden layer are damaged after the learning process [9] . We have confirmed that the AfNN can operates with keeping its efficiency against damaging neurons.
However, the reason of what property of learning process of the AfNN affect good performance for the learning ability and durability has not yet understood in detail. In this study, we study the characteristics of the weights between the hidden and the output layer of the AfNN during the learning process. First, we investigate an amount of weight change of neurons in the hidden layer during the learning process for the learning ability. Second, we discuss the characteristics of the weight vectors by applying Cosine similarity for the durability. By computer simulations, we observe that the weight vectors of the AfNN and the conventional network have different characteristics. From these results, we conclude that affordable neurons are an important element for the learning ability and the durability against damaging neurons.
II. AFFORDABLE NEURAL NETWORK (AFNN)
We have proposed a network with affordable neurons in the hidden layer of the three-layered feedforward neural network (one input layer, one hidden layer and one output layer) for the BP learning. The output characteristics of the neurons are implemented by a sigmoid function. We introduced the affordable neurons to reflect important properties of the brain. During the BP learning, all of neurons in the 978-1-4244-8126-2/10/$26.00 ©2010 IEEE hidden layer are not used at every updating. Namely, some of the neurons are selected for the learning and the rest of the neurons are deactivated. The affordable neurons are selected by random at every updating time. The network model of the AfNN is shown in Fig. 1 The standard BP learning algorithm was introduced in [10] . The BP is the most common learning algorithm for the feedforward neural networks. In this study, we use the batch BP learning algorithm. The batch BP learning algorithm is expressed by a formula similar to the standard BP learning algorithm. The difference lies in the timing of the weight. The update of the standard BP is performed after each single input data, while for the bath BP the update is performed after all input data has been processed. The total error E of the network is defined as
where P is the number of the input data, N is the number of the neurons in the output layer, t pi denotes the value of the desired target data for the pth input data, and o pi denotes the value of the output data for the pth input data. The goal of the learning is to set the weights between the neurons so as to minimize the total error E. In order to minimize E, the weights are adjusted according to:
were w
is the weight between the ith neuron of the layer k − 1 and the jth neuron of the layer k. m is the learning time, and η is a proportionality factor known as the learning rate. In this study, to the third line of Eq.(2) an inertia term was added, which leads to
where ζ denotes the inertia rate. The inertia term is introduced for efficient learning convergence.
III. LEARNING ABILITY OF AFNN First, we investigate the reason of that the AfNN gains the good learning ability by calculating the amount of weight change between the hidden and the output layers during the learning process.
A. Simulation of Learning Ability for y = x 2
We consider the task to learn the function y(x) = x 2 as a simple learning example. The sampling range of the input data is [−1.0, 1.0] and the step size of the input data is set to be 0.01. Our BP learning used fixed learning and inertia rates of η = 0.1 and ζ = 0.01, respectively; the initial values of the weights were chosen uniformly random from the interval [−1, 1] and the learning time is M = 20000.
In order to measure the learning ability, we define "Average Error E ave " by the following equation:
where P denotes the number of input data (P = 200).
In this study, we focus on simulations using hidden layers consisting of 8 neurons with the number of the affordable neurons ranging between 1 and 4. To give an example: If the number of neurons in the hidden layer is 8 and the number of the affordable neurons is set to 2, only 6 neurons operate at all times. Such a network will be denoted as "AfNN (8−2)." Below we will compare the performance of an AfNN of type (n h − n af f ) with a conventional neural network (n h − 0) without the affordable neurons. Figure 2 shows the simulation result of the error curves when the number of the affordable neurons is changed from 1 to 4. When the number of the affordable neurons is set to 1 to 3, the AfNNs gain the better performance than the conventional neural network. While, the case of the number of the affordable neurons is set to 4, the AfNN does not converge to small error. We can see that the AfNNs have good learning ability and the appropriate number of the affordable neuron is exist for given problems. 
B. Amount of Weight Change of AfNN for y = x 2
In order to make clear the reason that the AfNN gains better learning ability than the conventional neural network, the characteristics of an amount of weight change during the learning process is investigated. In this study, we focus on the weights between the hidden and the output layers of the AfNN. The equation of the amount of weight change is defined as follows,
(5) Figure 3 shows the simulation result of the amount of the weight change by using several types of the AfNNs and the conventional neural network. In this simulation result, in order to understand the characteristics of the weight change easily the obtained weight changes are sorted in ascending order after the computer simulation. The results in Fig. 3 are the average of simulations for 100 times by using the different initial conditions of the weight vectors. Form this figure, we can see that the amount of weight change of the AfNNs and the conventional neural network have similar curves when the neuron number is smaller than 4. By increasing the neuron number, their curves become difference and the amount of weight change of the AfNNs show larger value than the conventional neural network. Table I is summarized the sum of the amount of weight change of the neurons in the hidden layer by using several types of AfNNs. To comparison between the amount of weight change and the network performance, the E ave of each AfNN is also described in Tab. I. The sum of the amount of weight change of the AfNNs are larger than the conventional neural network. The best learning ability (E ave ) is obtained by using the AfNN (8-2).
We assume that in the case of the AfNNs the selected affordable neurons does not operate at every updating time, then other operating neurons update their weights a lot. We consider that this characteristics of the learning process is one of good reason of the AfNN. In order to investigate influence of damaging neurons, we consider that the connections of the damaged neurons to the output layer are temporally cut off (see. Fig. 4) . Namely, the damaged neurons do not operate. In this situation, we investigate the performance of the network when the learned data are inputted to the network. 
2) Random output:
Next, the connections to output layer of the damaged neurons produce random values from 0.0 to 1.0. The diagram of this network model is shown in Fig. 5 . This situation is corresponding to that some neurons are operate randomly without any oder or control. 
B. Simulation Results of Durability for y = x 2
We investigate how after learning damaged neurons affect the total error between the output and the desired target. The learning example is y = x 2 and the same parameters of the AfNN are used as above section. The comparison between the AfNN with the conventional network yields the results displayed in Figs. 6, 7. These figures show the averaged results for 8 neurons in the hidden layer, for 100 computer simulations using different random initial condition of the network. When increasing the number of the damaged neurons, E ave of both the AfNN and the conventional BP network worsen. From the comparison of the performance of the two networks, the AfNNs achieve a clearly superior performance to the conventional neural network. From these results, we can see that AfNNs provide an important element of reliability in cases where neurons are affected by damage. 
C. Characteristics of Weight Vectors for y = x 2
In order to make clear the reason that the AfNN gains the better performance than the conventional NN against for the damaging neurons, we focus on the characteristics of the weight vectors between the hidden an the output layers after learning process. We use the three-layered feedforward neural network and there is one neuron in the output layer for learning y = x 2 , then the weight vector of ith neuron in the hidden layer is composed of two scalar.
where, w
2,3
i,1 means the weight between the ith neuron of the hidden layer (2nd layer) and the 1st neuron of the output layer (3rd layer), and w
i,b denotes the basis of ith neuron in the hidden layer. Figure 8 shows one typical example of the weight vectors of the AfNN and the conventional NN. In the case of the AfNN (Fig. 8 (a) ), each vector spreads in the vector space. While, in the case of the conventional NN (Fig. 8 (b) ), obtained weight vectors shows almost same values. 0 1 2 3 4 5 6 7 8 9 10 wi,b wi,j We compare the characteristics of weight vectors between the hidden layer and the output layer by using Cosine similarity defined as following equation (e.g. ath and bth neurons in the hidden layer).
The resulting similarity ranges from -1 meaning exactly opposite, to 1 meaning exactly same, with 0 indicating independence. The 100 averaged results of similarities of the AfNN (8-4) and the conventional network (8-0) are described as following matrices. In these matrices, the element shows the similarity W s in all combinations and the index number is corresponding to the neuron number in the hidden layer. We can see that the similarity of the conventional NN has large value (e.g. larger than 0.5). Namely, each weight vector of the conventional network has similar value. In order to evaluate these matrices, we calculate the norm and the value of norm are described under the matrices. The norm value of the AfNN is smaller than the conventional network.
Weight vector similarity of the AfNN (8-4):
From these results, in the case of the AfNN, each weight vector becomes difference charactor. Because the network leans by using different neuron pattern at every updating time. We consider that this is one of the reason of the AfNN to obtain good performance against the damaging neurons.
V. SIMULATED RESULTS FOR PATTERN RECOGNITION
As more demanding example for the BP learning, we consider a pattern recognition task, where 4 alphabetical letters (B, U, C, S) are fed into the neural network for recognition (see Fig. 9 ).
In this case, the number of neurons in the input layer is 35 The number of neurons in output layer is fixed to 4, and we choose 16 hidden layer neurons. For recognition, a set of 25 patterns shifted 1 bit from each original pattern was prepared, leading a set of 100 patterns to be recognized. The learning rate and the inertia rate were set to η = 1.0 and ζ = 0.8, respectively, and the initial weights were uniformly randomly chosen from the interval [−1, 1]. The learning time was set to m = 10000 steps. By using 100 different network initial conditions, we obtained reliable averages characterizing the network performance in terms of the recognition rate R defined as 
A. Performance of AfNN against Damaging Neurons
Figures 10, 11 display the recognition rate for the AfNNs (16 − 2), (16 − 10), (16 − 12), (16 − 14) and conventional BP networks (16 − 0), (4 − 0). From these figures, we infer that for this task, the recognition rates of the AfNNs and the conventional networks are similar, if only one neuron is damaged. Upon increasing the number of damaged neurons, the difference between the recognition rates, however, increases, leading to a noticeable higher recognition rate of the AfNNs (16 − 10), (16 − 12), where the difference of recognition rate between the both networks is larger than 10 percent. From these results, we can see that the number of affordable neurons has important role for the network performance. 
B. Characteristics of Weight Vectors for Pattern Recognition
For learning this pattern recognition, 4 neurons are prepared in the output layer. The weight vector of ith neuron in the hidden layer is composed of five scalar as following equation. 
where, w The 100 average results of similarity of the AfNN (16-10) and the conventional network (16-0) are described in the matrices of Fig. 12 . The many similarity value of the AfNN are smaller than the conventional network. Table II is summarized the norm of weight vector similarity which is obtained from 100 average simulations by calculating similarity of each weight vector between the hidden and the output layers after learning process. We can see that norm value of the AfNNs are smaller than the conventional NN. This results show the same as previous task which is function approximation problem (y = x 2 ). Finally, we investigate the relationship between norm of similarity matrix and several recognition rate. The simulation result by changing the number of affordable neuron is shown Relationship between norm of similarity matrix and several recognition rates.
in Fig. 13 . The recognition rate before damage is almost same, however, norm value decreases by increasing the number of the affordable neuron. The recognition rates after 2 neurons are damaged (zero output and random output) gain good performance when the number of the affordable neurons ranges from 10 to 12.
VI. CONCLUSIONS
In this study, we have investigated the characteristics of the weight vectors between the hidden and the output layer after the learning process by using the amount of weight change and the weight vector similarity. We confirmed that the property of the weights of the AfNN and the conventional network have different characteristics. We conclude that such weight vector property obtained from learning process is one of the reason that the AfNN performs well for learning ability and durability against damaging neurons.
For the future works, we apply the theoretical or systematic approaches to analyze the characteristics of the AfNNs and use more practical task as the learning example.
