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Abstract
In this paper, a new type of the discrete fractional Gro¨nwall inequality is developed, which is
applied to analyze the stability and convergence of a Galerkin spectral method for a linear time-
fractional subdiffusion equation. Based on the temporal-spatial error splitting argument technique,
the discrete fractional Gro¨nwall inequality is also applied to prove the unconditional convergence
of a semi-implicit Galerkin spectral method for a nonlinear time-fractional subdiffusion equation.
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1. Introduction
Consider the following nonlinear time-fractional subdiffusion equation

C
0
Dβ
t
u = µ ∂2xu + f (x, t, u), (x, t) ∈ I × (0, T ), I = (−1, 1), T > 0,
u = 0, (x, t) ∈ ∂I × (0, T ),
u(x, 0) = u0(x), x ∈ I,
(1.1)
where C
0
Dβ
t
u denotes the Caputo time-fractional derivative of order 0 < β < 1 defined by (cf. [9])
C
0D
β
t
u(x, t) =
1
Γ(1 − β)
∫ t
0
(t − s)−β∂su(x, s)ds, (1.2)
in which Γ(z) =
∫ ∞
0
sz−1e−sds is the Gamma function.
Various time-stepping schemes have been developed for discretizing (1.1). The time discretiza-
tion technique for the time-fractional operator in (1.1) mainly falls into two categories: interpo-
lation and the fractional linear multistep method (FLMM, which is also called the convolution
quadrature (CQ)) based on generating functions that can be derived from the linear multistep
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method for the initial value problem. For example, piecewise linear interpolation yields the widely
applied L1 method [22, 19]. High-order interpolation can also be applied, see [3, 12, 30]. The
FLMM [23, 24, 25] provides another general framework for constructing high-order methods to
discretize the fractional integral and derivative operators. The FLMM inherits the stability proper-
ties of linear multistep methods for initial value problem, which greatly facilitates the analysis of
the resulting numerical scheme, in a way often strikingly opposed to standard quadrature formulas
[25]. Up to now, the FLMM has been widely applied to discretize the model (1.1) and its variants.
It is well known that the classical discrete Gro¨nwall inequality plays an important role in the
analysis of the numerical methods for time-dependent partial differential equations (PDEs). Due
to the lack of a generalized discrete Gro¨nwall type inequality for the time-stepping methods of
the time-dependent fractional differential equations (FDEs), the analysis of the numerical methods
for time-dependent FDEs is more complicated. Recently, a discrete fractional Gro¨nwall inequality
has been established by Liao et al. [13, 19, 20, 21] for interpolation methods to solve linear and
nonlinear time-dependent FDEs. Jin et al. [8] proposed a criterion for showing the fractional dis-
crete Gro¨nwall inequality and verified it for the L1 scheme and convolution quadrature generated
by backward difference formulas.
Till now, there have been some works on the numerical analysis of nonlinear time-dependent
FDEs. The stability and convergence of L1 finite difference methods were obtained for a time-
fractional nonlinear predator-prey model under the restriction LT β < 1/Γ(1 − β) in [27], where L
is the Lipschitz constant of the nonlinear function, depending upon an upper bound of numerical
solutions [17]. Such a condition implied that the numerical results just held locally in time and
certain time step restriction condition (see, e.g., [2, 7]) were also required. Similar restrictions also
appear in the numerical analysis for the other fractional nonlinear equations (see, e.g. [16, 15]).
In order to avoid such a restriction, the temporal-spatial error splitting argument (see, e.g., [10])
is extended to the numerical analysis of the nonlinear time-dependent FDEs (see, e.g., [14, 17]).
Li et al. proposed unconditionally convergent L1-Galerkin finite element methods (FEMs) for
nonlinear time-fractional Scho¨dinger equations [14] and nonlinear time-fractional subdiffusion
equations[17], respectively.
In this paper, we follow the idea in [19] and develop a discrete fractional Gro¨nwall inequality
for analyzing the FLMM that arises from the generalized Newton–Gregory formula (GNGF) of
order up to two, see [28]. Compared with the approach based on interpolation in [19], the discrete
kernel Pk− j (see Lemmas 2.2 and 2.3 below) originates from the generating function that can
be obtained exactly, which is much simpler than that in [19]. Based on the discrete fractional
Gro¨nwall inequality, the numerical analysis of semi-implicit Galerkin spectral method for the time-
fractional nonlinear subdiffusion problem (1.1) is advanced. The temporal-spatial error splitting
argument is used to prove the unconditional stability and convergence of the semi-implicit method.
The main task of this work is to establish the discrete fractional Gro¨nwall type inequality for
the stability and convergence analysis of the numerical methods for time-fractional PDEs, the
regularity and singularity of the solution at t = 0 is not considered in detail here; readers can refer
to [26, 29] for the graded mesh method and correction method for resolving the singularity of the
solution of the time-fractional PDEs.
The paper is organized as follows. In Section 2, the discrete fractional Gro¨nwall inequality
for the CQ is developed, which is applied to the numerical analysis for the linear time-fractional
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PDE. In Section 3, the unconditional convergence of the semi-implicit Galerkin spectral method
is proved by combining the discrete fractional Gro¨nwall inequality and the temporal-spatial error
splitting argument. Some conclusion remarks are given in Section 4.
2. Numerical analysis for the linear equation
In this section, two numerical schemes are proposed for the linear equation (1.1), i.e., f (x, t, u) =
f (x, t), in which the time direction is approximated by the fractional linear multistep methods
(FLMMs) and the space direction is approximated by the Galerkin spectral method.
Let {tk = kτ}nTk=0 be a uniform partition of the interval [0, T ] with a time step size τ = T/nT ,
nT is a positive integer. For simplicity, the solution of (1.1) is denoted by u(t) = u(x, t) if no
confusion is caused. For function u(x, t) ∈ C(0, T ; L2(I)), denote uk = uk(·) = u(·, tk) and uk−θ =
(1 − θ)uk + θuk−1, θ ∈ [0, 1].
Let PN(I) be the set of all algebraic polynomials of degree at most N on I. Define the approxi-
mation space as follows:
V0N = {v : v ∈ PN(I), v(−1) = v(1) = 0}.
As in [28], we present the time discretization for (1.1) as follows:
D(β)τ u
k = µL(β)p ∂
2
xu
k + L(β)p f
k + Rk, (2.1)
where f k = f (x, tk), R
k is the discretization error in time that will be specified later, L
(β)
p and D
(β)
τ
are defined by
L(β)p u
k =

uk, p = 1,
uk−β/2, p = 2,
(2.2)
and
D(β)τ u
k =
1
τβ
k∑
j=0
̟k− j
(
u j − u0
)
, (2.3)
respectively, in which̟k satisfy the generating function̟(z) = (1 − z)β =
∑∞
k=0 ̟kz
k.
The fully discrete schemes for (1.1) are given as follows: find uk
N
∈ V0
N
such that

(
D
(β)
τ u
k
N
, v
)
+ µ
(
L
(β)
p ∂xu
k
N
, ∂xv
)
=
(
Fkp, v
)
, k = 1, 2, · · · , nT ,∀v ∈ V0N ,
u0 = INu0,
(2.4)
where Fkp = IN
(
L
(β)
p f
k
)
and IN is the Legendre–Gauss–Lobatto (LGL) interpolation operator.
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2.1. Discrete fractional Gro¨nwall inequality
In this subsection, we introduce some useful lemmas and present a discrete fractional Gro¨nwall
inequality that is used in the stability and convergence analysis for (2.4).
Lemma 2.1 (see e.g., [28]). For 0 < β < 1, let ̟ j be given by ̟(z) = (1 − z)β =
∑∞
k=0 ̟kz
k. Then
one has 
̟ j = (−1) j
(
β
j
)
=
Γ( j−β)
Γ(−β)Γ( j+1) ,
̟0 = 1, ̟ j < ̟ j+1 < 0, j ≥ 1,
∑∞
j=0̟ j = 0,
̟0 = −
∑∞
j=1̟ j > −
∑k
j=1 ̟ j > 0,
bk−1 =
∑k−1
j=0 ̟ j > 0, k ≥ 1,
bk−1 =
Γ(k−β)
Γ(1−β)Γ(k) =
k−β
Γ(1−β) + O(k
−1−β), k = 1, 2, · · · .
(2.5)
Furthermore, bk − bk−1 = ̟k < 0 for k > 0, i.e., bk < bk−1.
Lemma 2.2. For 0 < β < 1, let ̟ j be given by ̟(z) = (1 − z)β =
∑∞
k=0 ̟kz
k, ̺ j be given by
̺(z) = (1 − z)−β = ∑∞k=0 ̺kzk, and
ϑm :=
m∑
j=0
̟ j̺m− j, m = 0, 1, 2, · · · .
Then one has 
̺ j = (−1) j
(−β
j
)
=
(−1) jΓ( j+β)
Γ(β)Γ( j+1)
, j ≥ 0,
̺0 = 1, ̺ j > ̺ j+1 > 0, j ≥ 1,
̺ j ≤ ( j + 1)β−1, j ≥ 0,
̺ j ≤ jβ−1, j ≥ 1,
∑k−1
j=0 ̺ j =
Γ(k+β)
Γ(1+β)Γ(k)
≤ kβ
β
, k = 1, 2, · · · ,
ϑ0 = 1, ϑm = 0, m ≥ 1.
(2.6)
Proof. By the binomial theorem, we can easily get the first two lines in (2.6). The middle three
lines in (2.6) can be derived by the technique in [8, p.6]. The last line in (2.6) can be deduced from
the following relation
1 = ̟(z)̺(z) =

∞∑
j=0
̺ jz
j


∞∑
j=0
̟ jz
j
 =
∞∑
j=0
ϑ jz
j.
The proof is complete.
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Lemma 2.3. Let Pk− j := τβ̺k− j. For 0 < β < 1 and any real µ > 0, one has
µ
k−1∑
j=0
Pk− jEβ(µt
β
j
) ≤ Eβ(µtβk ) − 1, 1 ≤ k ≤ nT , (2.7)
where Eβ denotes the Mittag–Leffler function that is defined by
Eβ(z) =
∞∑
l=0
zl
Γ(1 + lβ)
. (2.8)
Proof. Denote vl(t) =
tlβ
Γ(1+lβ)
. It is easy to obtain
k−1∑
j=0
Pk− j
(
C
0D
β
t
vl
)
(t j) =
k−1∑
j=0
Pk− jvl−1(t j).
By the fourth inequality in Lemma 2.2 and Lemma 3.2 in [11], we obtain
k−1∑
j=0
Pk− jvl−1(t j) =
k−1∑
j=0
̺k− j
[
j(l−1)βτlβ
Γ((l − 1)β + 1)
]
=
k−1∑
j=0
[
̺k− j j(l−1)β
Γ((l − 1)β + 1) ·
Γ(lβ + 1)
klβ
]
vl(tk)
≤ vl(tk)
k−1∑
j=0
[
(k − j)β−1 j(l−1)β
Γ((l − 1)β + 1) ·
Γ(lβ + 1)
klβ
]
≤ vl(tk)
Therefore, one has
m∑
l=1
µl
k−1∑
j=0
Pk− jvl−1(t j) ≤
m∑
l=1
µlvl(tk).
Interchanging the sums on the left-hand side of the above inequality and letting m →∞ yields the
desired result. The proof is completed.
We now present the discrete fractional Gro¨nwall inequality in the next theorem.
Theorem 2.1. (discrete fractional Gro¨nwall inequality). Let Pk− j := τβ̺k− j, 0 ≤ θ ≤ 1, and {gk}nTk=0
and {λl}nT−1l=0 be given non-negative sequences. Assume that there exists a constant λ (independent
of the time step size) such that λ ≥ ∑k−1l=0 λl, and that the maximum time step size τ satisfies
τ ≤ 1
β
√
2λ(1 + β)
. (2.9)
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Then, for any non-negative sequence {vk}N
k=0
satisfying
D(β)τ (v
k)2 ≤
k∑
l=1
λk−l(v
l)2 + vk−θgk−θ, 1 ≤ k ≤ nT , (2.10)
it holds that
vk ≤ 2Eβ(2λtβk)
v0 + max1≤m≤k
m∑
j=0
Pm− jg
j−θ
 , 1 ≤ k ≤ nT . (2.11)
Proof. By (2.3) and the last line in Lemma 2.2, one has
k∑
m=0
Pk−mD
(β)
τ (v
m)2 =
k∑
m=0
̺k−m
m∑
j=0
̟m− j
[
(v j)2 − (v0)2
]
=
k∑
j=0
[
(v j)2 − (v0)2
] k∑
m= j
̺k−m̟m− j
=
k∑
j=0
ϑk− j
[
(v j)2 − (v0)2
]
= (vk)2 − (v0)2, (2.12)
where we exchanged the order of summation and rearranged the coefficient
∑k
m= j ̺k−m̟m− j to ϑk− j.
By Lemma 2.3 and the technique for the proof of Theorem 3.1 in [20], we derive the desired
result, which completes the proof.
We also have an alternative version of the above theorem.
Corollary 2.1. Theorem 2.1 remains valid if the condition (2.10) is replaced by
D(β)τ v
k ≤
k∑
l=1
λk−lv
l + gk, for 1 ≤ k ≤ nT . (2.13)
Proof. Similar to the proof of the theorem 3.4 in [20], and by the proof of Theorem 2.1, we can
complete our proof.
Remark 2.1. If λ0, λ1, · · · , λk−1 are non-positive, a simple deduction will show that both Theorem
2.1 and Corollary 2.1 hold for any τ > 0.
2.2. Stability and convergence
We present the stability and convergence result for the scheme (2.4).
Theorem 2.2. Suppose that uk
N
(k = 1, 2, · · · , nT ) are solutions of (2.4), f ∈ C(0, T ;C(I¯)). Then
for any τ > 0, it holds that
‖ukN‖ ≤ C
‖u0‖ + max1≤m≤k
m∑
j=0
Pm− j‖L(β)p f j‖
 , 1 ≤ k ≤ nT , (2.14)
where C is a positive constant independent of τ and N.
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Proof. (i) For p = 1, letting v = 2uk
N
in (2.4), one has
(
D(β)τ u
k
N, 2u
k
N
)
+ 2µ
(
∂xu
k
N , ∂xu
k
N
)
=
(
IN f
k, 2ukN
)
, 1 ≤ k ≤ nT . (2.15)
By (2.3), Lemma 2.1, and the Young’s inequality, we have
(
D(β)τ u
k
N , 2u
k
N
)
=
2
τβ

k∑
j=0
̟k− j
(
u
j
N
, ukN
)
−
k∑
j=0
̟k− j
(
u0, ukN
)
=
1
τβ
2̟0
(
ukN , u
k
N
)
+ 2
k∑
j=1
̟k− j
(
u
j
N
, ukN
)
− 2bk
(
u0, ukN
)
≥ 1
τβ
2̟0‖ukN‖2 +
k∑
j=1
̟k− j‖u jN‖2 +
k∑
j=1
̟k− j‖ukN‖2 − bk‖ukN‖2 − bk‖u0‖2

=
1
τβ

k∑
j=0
̟k− j‖u jN‖2 − bn‖u0‖2
 = D(β)τ
(
‖ukN‖2
)
. (2.16)
Using (2.16), the positive-definiteness of
(
∂xu
k
N
, ∂xu
k
N
)
, and ‖IN f k‖ ≤ C‖ f k‖, one has
D(β)τ
(
‖ukN‖2
)
≤ C‖ukN‖ ‖ f k‖, for 1 ≤ k ≤ nT . (2.17)
Finally, applying the discrete Gro¨nwall inequality (see Theorem 2.1) and introducing the
following notations
vk := ‖ukN‖, v0 := u0, gk−θ := C‖ f k‖ (with θ = 0), λ j := 0 for 0 ≤ j ≤ nT − 1,
we immediately get the stability result (2.14) for p = 1.
(ii) For p = 2, letting v = 2u
k−β/2
N
in (2.4), one has
(
D(β)τ u
k
N , 2u
k−β/2
N
)
+ 2µ
(
∂xu
k−β/2
N
, ∂xu
k−β/2
N
)
=
(
IN f
k−β/2, 2uk−β/2
N
)
. (2.18)
Rearranging the coefficients in (2.3), we have
(
D(β)τ u
k
N , 2u
k−β/2
N
)
=
1
τβ
k∑
j=1
bk− j
(
u
j
N
− u j−1
N
, 2u
k−β/2
N
)
. (2.19)
Similar to the proof of Lemma 4.1 in [20] and by Lemma 2.1, we get(
D(β)τ u
k
N , 2u
k−β/2
N
)
≥ D(β)τ
(
‖ukN‖2
)
. (2.20)
The remaining of the proof is similar to that shown in (i), which is omitted here. The proof
is completed.
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To obtain the convergence results, we introduce the following two lemmas.
Lemma 2.4 ([4, Theorem 6.2, p. 262]). Let s and r be arbitrary real numbers satisfying 0 ≤ s ≤ r.
There exist a projector Π
1,0
N
and a positive constant C depending only on r such that, for any
function u ∈ Hs
0
(I) ∩ Hr(I), the following estimate holds:
‖u − Π1,0
N
u‖Hs(I) ≤ CN s−r‖u‖Hr(I),
where the orthogonal projection operator Π
1,0
N
: H10(I) → V0N is defined as(
∂x
(
Π
1,0
N
u − u
)
, ∂xv
)
= 0, ∀v ∈ V0N.
Lemma 2.5 ([4, Theorem 13.4, p. 303]). Let r be arbitrary real numbers satisfying r > 1/2 and
IN be the usual LGL interpolation operator. There exist a positive constant C depending only on r
such that, for any function u ∈ Hr(I), the following estimate holds:
‖u − INu‖ ≤ CN−r‖u‖Hr(I).
Next, we consider the convergence analysis for the scheme (2.4). We also assume that the
solution u(t) satisfies (see, e.g., [6, 29])
u(t) = u0 + c0t
σ +
∞∑
j=1
ckt
σ j , β < σ < σ j < σ j+1. (2.21)
The singularity index σ determines the accuracy of the numerical solution if tσ is not treated
properly. We do not investigate how to deal with the singularity of the solution in this work,
the interesting readers can refer to [23, 26, 29]. For the time discretization in (2.4), the global
convergence rate is min{σ − β, p}, that is q = min{σ − β, p}.
Denote uk∗ = Π
1,0
N
uk, ek = uk∗ − ukN and ηk = uk − uk∗. Noticing that
(
∂xη
k, ∂xv
)
= 0 from Lemma
2.4, we get the error equation for (2.4) as follows
(
D(β)τ e
k, v
)
+ µ
(
∂xe
k, ∂xv
)
=
(
Gk, v
)
, (2.22)
where Gk =
∑3
i=1G
k
i
and
Gk1 = f
k − Fkp, Gk2 = Rk = O(τσ−βkσ−β−p), Gk3 = −D(β)τ ηk. (2.23)
By Theorem 2.2, Lemmas 2.4 and 2.5, we obtain the convergence result for the scheme (2.4).
Theorem 2.3. Suppose that r ≥ 1, u and uk
N
(k = 1, 2, · · · , nT ) are solutions of (1.1) and (2.4),
respectively. If m ≥ r+ 1, u ∈ C(0, T ;Hm(I)∩H10(I)), f ∈ C(0, T ;Hm(I)) and u0 ∈ Hm(I). Then for
any τ > 0, it holds that
‖uk − ukN‖ ≤ C(τq + N−r), (2.24)
where C is a positive constant, independent of τ,N, q = min{σ − β, p}.
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Proof. We consider p = 1, the case for p = 2 is similarly proved. By Theorem 2.2 and the fifth
line of Lemma 2.2, we need only to evaluate
‖e0‖ + 2C max
1≤k≤nT
{
‖Gk1‖ + ‖Gk2‖ + ‖Gk3‖
}
to get an error bound. By (2.23), Lemmas 2.2, 2.4, and 2.5, we get the error bounds as follows
‖Gk1‖ ≤ CN−r, ‖Gk2‖ ≤ Cτq, ‖Gk3‖ =
1
τβ
∥∥∥∥∥∥∥
k∑
j=0
̟k− j
(
η j − η0
)∥∥∥∥∥∥∥ ≤ CN−r ,
‖e0‖ = ‖u0∗ − INu0‖ ≤ ‖u0 − INu0‖ + ‖u0 − u0∗‖ ≤ CN−r.
The above bounds yield
‖ek‖ ≤ C(τq + N−r).
By using Lemma 2.4 again, one has
‖uk − ukN‖ = ‖uk − uk∗ + uk∗ − ukN‖ ≤ ‖ηk‖ + ‖ek‖ ≤ C(τq + N−r).
The proof is completed.
3. Numerical analysis for the nonlinear equation
In this section, we develop the semi-implicit time-stepping Legendre Galerkin spectral method
for the nonlinear problem (1.1), i.e., f (x, t, u) = f (u). We then combine the discrete fractional
Gro¨nwall inequality and the temporal-spatial error splitting argument (see, e.g., [10, 14]) to prove
the stability and convergence of the numerical scheme. We assume that the solution of problem
(1.1) satisfies the following condition
‖u0‖Hr+1 + ‖u‖L∞(0,T ;Hr+1) ≤ K, (3.1)
where K is a positive constant independent of N and τ.
Throughout this section, C denotes a generic positive constant, which may vary at different
occurrences, but is independent of N and time step size τ. Denote Ci (i = 1, 2, · · · ) as positive
constants independent of N and τ.
The following inverse inequalities (see, e.g., [1, 18, 5]) will be used in the numerical analysis
‖v‖L∞ ≤
N + 1√
2
‖v‖, ∀ v ∈ V0N , (3.2)
‖v‖L∞ ≤ CI‖v‖H2 , ∀ v ∈ H10(I) ∩ H2(I), (3.3)
where CI is a positive constant depending only on the interval I.
We extend the method (2.4) with p = 1 to the nonlinear equation (1.1), while the nonlinear
term f (uk
N
) is approximated by f (uk−1
N
). We obtain the following semi-implicit Galerkin spectral
method: find uk
N
∈ V0
N
such that
(
D
(β)
τ u
k
N
, v
)
+ µ
(
∂xu
k
N
, ∂xv
)
=
(
f (uk−1
N
), v
)
, ∀v ∈ V0
N
, k = 1, 2, · · · , nT ,
u0 = INu0,
(3.4)
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where IN is the LGL interpolation operator.
We also assume that the nonlinear term f (u) satisfies the local Lipschitz condition
‖ f (uk) − f (uk−1)‖ ≤ ‖ f ′(ξ)‖ ‖uk − uk−1‖ ≤ C‖uk − uk−1‖, |ξ| ≤ K1,
where K1 is a positive constant that is suitably large.
3.1. An error estimate of the time discrete system
In order to obtain the unconditionally stability of (3.4), we now introduce a time-discrete
system 
D
(β)
τ U
k = µ∂2xU
k + f (Uk−1), k = 1, 2, · · · , nT ,
Uk(x) = 0, for x ∈ ∂I, k = 1, 2, · · · , nT ,
U0(x) = u0(x), for x ∈ I.
(3.5)
Let Rk
1
be the time discretization error of (3.4). Then we can obtain
D(β)τ u
k = µ∂2xu
k + f (uk−1) + Rk1, k = 1, 2, · · · , nT , (3.6)
where
Rk1 = D
(β)
τ u
k − C0D
β
t
uk + f (uk) − f (uk−1) = O(τq˜), (3.7)
in which q˜ = min{σ − β, 1} when the first-order extrapolation is applied.
Letting εk = uk − Uk and subtracting (3.5) from (3.6) gives
D(β)τ ε
k = µ∂2xε
k + f (uk−1) − f (Uk−1) + Rk1, k = 1, 2, · · · , nT . (3.8)
Define
K1 = max
1≤k≤nT
‖uk‖L∞ + max
1≤k≤nT
‖uk‖H2 + max
1≤k≤nT
‖D(β)τ uk‖H2 + 1.
We now present an error bound of εk = uk − Uk as follows.
Theorem 3.1. Suppose that r ≥ 1, u and Uk (k = 1, 2, · · · , nT ) are solutions of (1.1) and (3.5),
respectively. If u ∈ C(0, T ;H2(I) ∩ H1
0
(I)), | f ′(z)| is bounded for |z| ≤ K1, f ∈ H1(I), and u0 ∈
Hm(I). Then there exists a suitable constant τ∗0 > 0 such that when τ ≤ τ∗0, it holds
‖εk‖H2 ≤ C∗τq˜, (3.9)
‖Uk‖L∞ + ‖D(β)τ Uk‖H2 ≤ 2K1, (3.10)
where C∗ is a constant independent of N and τ, and q˜ = min{σ − β, 1}.
Proof. We use the mathematical induction method to prove (3.9). Obviously, (3.9) holds for k = 0.
Assume (3.9) holds for k ≤ n − 1. Then, by (3.2) and (3.9), one has
‖Uk‖∞ ≤ ‖uk‖L∞ + CI‖εk‖H2 ≤ ‖uk‖L∞ + CIC∗τq˜ ≤ K1 k ≤ n − 1, (3.11)
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provided τ ≤ (CIC∗)−1/q˜. Moreover, for τ ≤ (C∗)−1/q˜, we have
‖Uk‖H2 ≤ ‖uk‖H2 + ‖εk‖H2 ≤ ‖uk‖H2 +C∗τq˜ ≤ K1. (3.12)
The following estimates are easily obtained:
‖ f (uk−1) − f (Uk−1)‖ ≤ C‖εk−1‖, (3.13)∥∥∥∥∂x ( f (uk−1) − f (Uk−1))
∥∥∥∥ ≤ C‖εk−1‖H1 . (3.14)
Next, we prove that (3.9) holds for k ≤ n in (3.8). Multiplying both sides of (3.8) by 2εn and
integrating the result over I yields
D(β)τ
(
‖εn‖2
)
≤ 2
(
f (uk−1) − f (Uk−1), εn
)
+ 2
(
Rn1, ε
n)
≤ C‖εn‖2 + C‖εn−1‖2 + 2‖εn‖ ‖Rn1‖, (3.15)
where (3.13) is used.
Applying (3.7) and Theorem 2.1 with
vn := ‖εn‖, v0 := 0, gn−θ := 2‖Rn1‖ (with θ = 0),
λ0 = λ1 := C, λ j := 0 for 2 ≤ j ≤ nT − 1,
one has
‖εn‖ ≤ C1τq˜, if τ ≤
1
β
√
C(1 + β)
. (3.16)
To derive an estimate of ‖∂xεn‖, we multiply (3.8) by 2D(β)τ εn and integrate the result over I to
obtain
2‖D(β)τ εn‖2 + µD(β)τ
(
‖∂xεn‖2
)
= 2
(
f (un−1) − f (Un−1),D(β)τ εn
)
+ 2
(
Rn1,D
(β)
τ ε
n
)
. (3.17)
By Young inequality, (3.7), (3.13), and (3.16), we can derive
∣∣∣∣( f (un−1) − f (Un−1),D(β)τ εn)
∣∣∣∣ ≤ 3
2
∥∥∥ f (un−1) − f (Un−1)∥∥∥2 + 2
3
‖D(β)τ εn‖2 ≤
2
3
‖D(β)τ εn‖2 +Cτ2q˜,∣∣∣∣(Rn1,D(β)τ εn)
∣∣∣∣ ≤ 3
2
∥∥∥Rn1∥∥∥2 + 23‖D(β)τ εn‖2 ≤
2
3
‖D(β)τ εn‖2 +Cτ2q˜.
Substituting the above estimates into (3.17), we have
D(β)τ
(
‖∂xεn‖2
)
≤ Cτ2q˜. (3.18)
Applying Corollary 2.1 with
vn := ‖∂xεn‖2, v0 := 0, gn := Cτ2q˜, λ j := 0 for 0 ≤ j ≤ nT − 1,
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one has
‖∂xεn‖ ≤ C2τq˜. (3.19)
We can similarly derive an estimate of ‖∂2xεn‖ by multiplying (3.8) by −2D(β)τ
(
∂2xε
n
)
and inte-
grating the result over I. Similar to (3.19), by Young inequality, (3.7), (3.13), (3.14), (3.16) and
(3.19), we can get
‖∂2xεn‖ ≤ C3τq˜. (3.20)
Combing (3.16), (3.19) and (3.20), we obtain
‖εn‖H2 ≤ C∗τq˜, (3.21)
where C∗ =
√
C2
1
+ C2
2
+C2
3
is a constant independent of N and τ.
Moreover, we can derive that
‖Un‖L∞ ≤ ‖un‖L∞ +CI‖εn‖H2 ≤ ‖un‖L∞ +C∗CIτ ≤ K1,
‖D(β)τ Un‖H2 ≤ ‖D(β)τ un‖H2 + ‖D(β)τ εn‖H2 ≤ ‖D(β)τ un‖H2 + C∗τq˜−β ≤ K1,
where τ ≤ τ0 = min
{
(C∗CI)−1,C
1
1−β
∗
}
, and (2.3) is used. Thus, the proof is completed.
3.2. An error estimate of the space discrete system
The weak form of time-discrete system (3.5) satisfies
(
D(β)τ U
k, v
)
= µ
(
∂2xU
k, v
)
+
(
f (Uk−1), v
)
, v ∈ H2(I). (3.22)
Let
Uk∗ = Π
1,0
N
Uk, e¯k = Uk∗ − ukN , k = 1, 2, · · · , nT .
Subtracting (3.4) from (3.22), we have
(
D(β)τ e¯
k, v
)
+ µ
(
∂xe¯
k, ∂xv
)
=
(
f (Uk−1) − f (uk−1N ), v
)
+
(
Rk2, v
)
, (3.23)
where
Rk2 = D
(β)
τ (U
k
∗ − Uk).
It is easy to obtain
∥∥∥Π1,0
N
v
∥∥∥
L∞ ≤ C‖v‖H2 for any v ∈ H2(I). By Theorem 3.1, one has
‖Uk∗‖L∞ ≤ C‖Uk‖H2 ≤ C, k = 1, 2, · · · , nT .
Then, we define
K2 = max
1≤k≤nT
‖Uk∗‖L∞ + 1.
Now, we are ready to give an error estimate of ‖Uk − uk
N
‖.
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Theorem 3.2. Suppose that r ≥ 1, uk
N
and Uk (k = 1, 2, · · · , nT ) are solutions of (3.4) and (3.5),
respectively. Assume that Uk ∈ H2(I) ∩ H10(I), | f ′(z)| is bounded for |z| ≤ K1, f ∈ H1(I), and
U0 ∈ H2(I). Then there exists a positive constant N∗
0
such that when N ≥ N∗
0
, it holds
‖Uk − ukN‖ ≤ N−
3
2 , (3.24)
‖ukN‖L∞ ≤ K2. (3.25)
Proof. We prove (3.24) by using the mathematic induction method. From Lemma 2.5, one has
‖U0 − u0N‖ = ‖u0 − INu0‖ ≤ C4N−2 ≤ N−
3
2
when N ≥ (C4)2. Assume that (3.24) holds for k ≤ n − 1. By the inverse inequality (3.2), we have
‖ukN‖L∞ ≤ ‖Uk∗‖L∞ + ‖Uk∗ − ukN‖L∞ ≤ ‖Uk∗‖L∞ +
N + 1√
2
‖e¯k‖ ≤ ‖Uk∗‖L∞ +C5N−
1
2 ≤ K2,
when N ≥ (C5)2.
By (3.10) and the assumption, ‖Uk‖L∞ and ‖ukN‖L∞ are bounded for k ≤ n − 1. Therefore, f ′(ξ)
is bounded when |ξ| ≤ max{2K1,K2}. Combining Lemma 2.4 and the boundedess of f ′(ξ) yields∥∥∥ f (Uk−1) − f (uk−1N )∥∥∥ = ‖ f ′(ξ)(uk−1N − Uk−1)‖ ≤ C ∥∥∥Uk−1 − uk−1N ∥∥∥ ≤ C‖e¯k−1‖ +CN−2. (3.26)
By Lemma 2.4 and Theorem 3.1, we obtain
‖Rn2‖2 ≤ CN−4
∥∥∥D(β)τ Uk∥∥∥H2 ≤ CN−4. (3.27)
Letting k ≤ n and v = 2e¯k in (3.23), we have(
D(β)τ e¯
k, 2e¯k
)
+ 2µ
(
∂xe¯
k, ∂xe¯
k
)
= 2
(
f (Uk−1) − f (uk−1N ), e¯k
)
+ 2
(
Rk2, e¯
k
)
.
Combing (3.26), (3.27), and the above inequality yields
D(β)τ
(
‖e¯k‖2
)
≤ 2
(
f (Uk−1) − f (uk−1N ), e¯k
)
+ 2
(
Rk2, e¯
k
)
≤
(∥∥∥ f (Uk−1) − f (uk−1N )∥∥∥2 + ‖e¯k‖2
)
+
(
‖Rk2‖2 + ‖e¯k‖2
)
≤ 2‖e¯k‖2 + C‖e¯k−1‖2 + CN−4, k ≤ n. (3.28)
Applying Theorem 2.1 yields ‖e¯k‖ ≤ CN−2(k ≤ n), which leads to
‖Un − unN‖ ≤ ‖Un − Un∗‖ + ‖e¯n‖ ≤ C6N−2 ≤ N−
3
2 , (3.29)
when N ≥ (C6)2. That is to say, (3.24) holds for k = n. Furthermore, we have
‖unN‖L∞ ≤ ‖Un∗‖L∞ + ‖e¯n‖L∞ ≤ ‖Uk∗‖L∞ +
N + 1√
2
‖e¯n‖ ≤ ‖Uk∗‖L∞ +C5N−
1
2 ≤ K2, (3.30)
when N ≥ (C5)2. Letting N∗0 =
⌈
max
{
(C4)
2, (C5)
2, (C6)
2
}⌉
completes the proof.
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3.3. Error estimate of the fully discrete system
By the boundedness of uk
N
and Theorem 2.2, we immediately obtain the following result.
Theorem 3.3. Suppose that r ≥ 1, u and uk
N
(k = 1, 2, · · · , nT ) are solutions of (1.1) and (3.4),
respectively. If m ≥ r + 1, u ∈ C(0, T ;Hm(I) ∩ H10(I)) and satisfies (2.21), | f ′(z)| is bounded for
|z| ≤ K1, f ∈ H1(I), and u0 ∈ Hm(I). Then, there exist two positive constants τ∗0 and N∗0 such that
when τ ≤ τ∗
0
and N ≥ N∗
0
, it holds
‖uk − ukN‖ ≤ C
(
τmin{σ−β,1} + N−r
)
. (3.31)
Remark 3.1. We can also extend the method (2.4) with p = 2 to the nonlinear equation (1.1), and
the nonlinear term f (uk
N
) is approximated by a second-order extrapolation f (2uk−1
N
− uk−2
N
). The
numerical method is given by: find uk
N
∈ V0
N
for k ≥ 2 such that

(
D
(β)
τ u
k
N
, v
)
+ µ
(
∂xu
k−β/2
N
, ∂xv
)
=
(
(1 − β
2
) f (2uk−1
N
− uk−2
N
) +
β
2
f (uk−1
N
), v
)
, ∀v ∈ V0
N
,
u0 = INu0,
(3.32)
where u1N can be derived by the fully implicit method or (3.4) with a smaller step size.
The stability and convergence analysis of the method (3.32) is similar to that of (2.4).
Theorem 3.4. Suppose that r ≥ 1, u and uk
N
(k = 1, 2, · · · , nT ) are solutions of (1.1) and (3.32),
respectively. Assume that m ≥ r + 1, u ∈ C(0, T ;Hm(I) ∩ H1
0
(I)) and satisfies (2.21), | f ′(z)| and
| f ′′(z)| are bounded for |z| ≤ K1, f ∈ H1(I), and u0 ∈ Hm(I). Then, there exist two positive
constants τ∗1,N
∗
1 such that when τ ≤ τ∗1 and N ≥ N∗1 , it holds
‖uk − ukN‖ ≤ C
(
τmin{σ−β,2} + N−r
)
. (3.33)
4. Numerical results
In this section, a numerical example is presented to illustrate the proposed method.
Consider the model problem (1.1) with µ = 1 and f (x, t, u) = u + u2. The initial condition is
chosen as
u0(x) = sin(2πx).
Since the exact solution of the problem is unknown, the reference solutions are derived by
setting N = 29, τ = 1/212. In Table 1, we list the L2-errors and convergence rates of the method
(3.4) in temporal direction with N = 29 and different β. From Table 1, we can observe the first-
order accuracy in time at t = 1 for β = 0.2 and β = 0.9. In Table 2, we show the L2-errors
and convergence rates of the method (3.32) in temporal direction for N = 29. From Table 2, a
second convergence order is obtained for β = 0.9 due to relatively good regularity of the solution.
However, we do not observe second-order accuracy for β = 0.2 due to slightly stronger singularity
of the solution, but second-order convergence can be recovered by adding the correction terms,
which is not investigated here; see [23, 29].
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Table 1: The L2-errors and convergence rate of the method (3.4) in time.
τ β = 0.2 Order β = 0.9 Order
2−5 3.6747e-3 1.85544e-2
2−6 1.7904e-3 1.03 9.22270e-3 1.00
2−7 8.7440e-4 1.03 4.54197e-3 1.02
2−8 4.2187e-4 1.05 2.19854e-3 1.04
2−9 1.9670e-4 1.10 1.02610e-3 1.09
Table 2: The L2-errors and convergence rate of the method (3.32) in time.
τ β = 0.2 Order β = 0.9 Order
2−5 7.9765e-4 4.9601e-03
2−6 3.6951e-4 1.11 1.2854e-03 1.94
2−7 1.7264e-4 1.09 3.3088e-04 1.95
2−8 7.9981e-5 1.11 8.4300e-05 1.97
2−9 3.5914e-5 1.15 2.1181e-05 1.99
5. Conclusion
A discrete fractional Gro¨nwall inequality for convolution quadrature with the convolution coef-
ficients generated by the generating function is developed. We illustrate its use through the stability
and convergence analysis of the Galerkin spectral method for the linear time-fractional subdiffu-
sion equations. We then combined the discrete fractional Gro¨nwall inequality and the temporal-
spatial error splitting argument [10] to prove the unconditional convergence of the Galerkin spec-
tral method for the nonlinear time-fractional subdiffusion equation.
We only developed a discrete fractional Gro¨nwall inequality for the convolution quadrature
with the coefficients generated by the generalized Newton–Gregory formula of order up to or-
der two [28]. How to construct a discrete fractional Gro¨nwall inequality for other convolution
quadratures (see, e.g., [23]) of high-order accuracy will be considered in our future work. It will
be interesting to consider the discrete fractional Gro¨nwall inequality for analyzing the numerical
methods for multi-term nonlinear time-fractional differential equations [29].
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