ABSTRACT. For any finite set of integers X, define its sumset X + X to be {x + y : x, y ∈ X}. In a recent paper, Martin and O'Bryant investigated the distribution of |A + A| given the uniform distribution on subsets A ⊆ {0, 1, . . . , n − 1}. They also conjectured the existence of a limiting distribution for |A + A| and showed that the expectation of |A + A| is 2n − 11 + O((3/4) n/2 ). Zhao proved that the limits m(k) := lim n→∞ P (2n − 1 − |A + A| = k) exist, and that k≥0 m(k) = 1.
The central object of additive number theory [N, TV] is the sumset A + A of a set A of integers:
A + A := {a 1 + a 2 : a 1 , a 2 ∈ A}.
(1.1)
Typically, the theory is concerned with extremal behavior, such as the structure of finite A when |A + A|/|A| is nearly minimal (Freiman's Theorem), or the possible densities of A when |A + A|/ |A| 2 is maximized (Sidon Sets). See [N, R] for surveys and [F, J] for examples. Here we focus on typical behavior: for a randomly chosen set A of integers, what is the expected value and variance of |A + A|? Though this problem was motivated by comparing |A + A| to |A − A|, in this paper we concentrate on |A + A|; see [ILMZ] for recent results comparing the size of (generalized) sum and difference setsg. The answer to our question of course depends on how A is chosen, and we focus our attention on A taken uniformly from the 2 n subsets of [0, n − 1] (see [HM, MS] for some results on |A + A| when we no longer choose subsets of [0, n − 1] uniformly); we denote intervals of integers as [a, b] := {x ∈ Z : a ≤ x ≤ b}. In §1.3 and §7.2 we discuss some variations on the manner of choosing a random set of natural numbers.
Other authors have considered aspects of typical behavior of sumsets. When Erdős and Rényi [ER] first applied the probabilistic method to number theory, they observed that with probability 1, a uniformly random subset C of N has C + C = N \ F for some finite set F , but made no effort to explore F further. The present work concerns itself with properties of the set for every r ≥ 1, give upper and lower bounds on P (|F n | = k) (1.4) for small k, large n, and also as k → ∞, and also bound P ({a 1 , a 2 , . . . , a k } ⊆ F n ) .
(1.5)
Our work is usually quantitatively effective, and we report numerical estimates throughout. The key obstacle to finding the limiting distribution of |F n | is the dependence between different elements occurring or not occurring in A + A. For example, 3 ∈ A + A and 7 ∈ A + A are dependent events since both are affected by whether or not 2 is in A. We develop a graph theoretic framework which makes it much easier to visualize the dependence between such events and to develop bounds that incorporate the dependence. It is possible to avoid this framework, but doing so makes both the notation and the underlying issues less clear.
Graph theory has been used in additive number theory before. For example, Plünnecke (see the description in [R] ) uses graph theory to estimate the size of k-fold sumsets in terms of |A| and |A + A|; Alon and Erdös [AE] use hypergraphs to study Sidon sets. Our use of graph theory seems to be different from these as we investigate the size of A + A for typical A, without reference to the size of A itself.
The next subsection of this introduction sets up our notation and states our main results. The last two subsections provide more motivation and indicate the nature of our proofs and computations. In §2, we develop a graph theoretic framework for handling the dependencies between events like {a 1 ∈ F } and {a 2 ∈ F }. In §3, we find an explicit formula for the limit of the variance of |F | and prove Theorem 1.4, stated below. In §4, we prove the exponential bounds for Theorem 1.1. In §5, we find the probability of missing certain configurations and prove Theorem 1.5, while in §6 we discuss consecutive missing elements and prove Theorem 1.6. We return to the problem of explicit bounds on P (|F n | = k) for small k and the existence of a limiting distribution for |F n | in §7. Finally in §8, we discuss some problems for future research and how the graph theoretic framework may be applied to such problems.
1.1. Terminology and Theorems. The main characteristic of A+A is that it is almost full. Martin and O'Bryant [MO] proved that E [|A + A|] = 2n − 1 − 10 + O (3/4) n/2 .
(1.6)
Since typical sumsets are almost full, it is more natural to investigate the number of missing sums, which is why we write the above as 2n − 1 minus 10. As noted in [MO] , sumsets are almost full because middle elements have many representations as a sum of two elements of [0, n − 1]; each i ∈ [0, 2n − 2] has roughly n/4 − |n − i|/4 representations. We set (1.9)
A special case of Zhao's theorem [Z] is that m(k) is well-defined, strictly positive, and that ∞ k=0 m(k) = 1, so that we can think of m(k) as defining a distribution on N. Thus, we can speak of "the probability that a large finite set A has a sumset that misses exactly 17 elements" and mean something sensible. Zhao's work is numerically impractical and did not give reasonable upper bounds on m(k); we do that in §7, where we also reprove Zhao's results in this easier setting. See Figure 1 for the experimental estimates and rigorous bounds on m(k) for 0 ≤ k < 32.
The result (1.6) above implies that
Equivalently, in light of Zhao's work, ∞ k=0 km(k) = 10. To this, we add the following results. Let φ := (1 + √ 5)/2 be the golden ratio.
where the implied constants are independent of k and n.
Note that 2 −1/2 ≈ 0.707 and φ/2 ≈ 0.809, so that bounds provided by Theorem 1.1 are reasonably close. We suspect, based on numerical data, that the following conjecture represents the truth of the matter, and perhaps even λ = √ φ − 1.
Conjecture 1.2.
There exists λ such that for any ǫ > 0, From numerical data, λ ≈ 0.78.
The exponential bounds of Theorem 1.1 already imply that the rth moment remains bounded for any r ≥ 1. Corollary 1.3. The limit of the r th moment of 
(1.14)
1.2. Variance and Decay Rates of Missing Sums. The bounds in Theorem 1.1 are due to formulas for probabilities of events such as P(a 1 , a 2 , . . . , and a m ∈ A + A), (1.15)
by which we mean the probability that all of a 1 , a 2 , . . . , a m are in the complement of A + A. This represents the probability that a particular configuration is not in A + A. As long as n > a m , there is no dependence on n since this probability just depends on [0, a m ] ∩ A. We therefore can assume that A ⊆ [0, a m ]. Formulas for such probabilities are also important for finding the moments of M [0,n−1] . For example, to find the expectation of |A + A|, [MO] find an exact formula for P(k ∈ A + A), which is approximately
where we say g(n) = Θ(f (n)) if there exist constants C 1 , C 2 such that for all n
Similarly, to find the variance, we can study P(i and j ∈ A + A) as seen from the series expansion in (1.14). In Proposition 3.5, we find an exact formula for this probability, and in Corollary 3.6 we show that for fixed m we have the following approximation: 18) where φ is the golden ratio. The implied constants in (1.18) depend significantly on m, and in Corollary 3.6 we also find these constants. Note that both (1.16) and (1.18) are exponential in k. In fact, we prove that in general such probabilities are approximately exponential in k. Theorem 1.5. For any fixed a 1 , . . . , a m , there exists λ a 1 ,...,am such that 19) where the implied constants depend on a 1 , . . . , a m but not k.
The fact that P(k + a 1 , k + a 2 , . . . , and k + a m ∈ A + A) is approximately exponential supports Conjecture 1.2 that the distribution of missing sums is approximately exponential.
For the particular configuration a 1 = 1, a 2 = 2, . . . , a m = m, the case of consecutive missing elements, we can approximate λ a 1 ,...,am well as seen in the following theorem. 
To be more precise, the exact form of upper bound is (1/2) (k+m)/2 2 k/m .
As we will see in the proof of Theorem 1.1, the lower bound (1/2) (k+m)/2 is essentially the probability of missing the first k + m elements in A + A. By Theorem 1.6, we have that for large m, P(k + 1, k + 2, . . . , and k + m ∈ A + A) is also approximately (1/2) (k+m)/2 . This means that for large m, essentially the only way to miss m consecutive elements in A + A starting at k + 1 is through the trivial way -namely missing all of the first k + m elements of A + A.
1.3. Other types of random sets and the divot. Figure 1 shows a surprising phenomenon: experimentally, m(7) < m(6) < m(8).
(1.21) That is, a random subset of [0, 10 10 ] is more likely to have a sumset missing 6 (or 8) elements than one missing 7. The distribution of M n appears to be bimodal for large n. While the rigorous bounds shown in Figure 1 do not prove that this tiny "divot" at 7 is real, conservative 99.9% confidence intervals for m(7), m(6), m(8) are 0.07133 < m(7) < 0.07153, 0.07172 < m(6) < 0.07191, 0.07240 < m(8) < 0.07261.
As surprising as the reality of the divot will be, in light of these confidence intervals it would be even more surprising were it to not be. We have a large computation currently underway (details in §7) that we expect to sharpen our rigorous bounds enough to prove m(7) < m(6) < m(8).
Closer inspection of Figure 1 also reveals an apparent parity effect:
Here are two plausible explanations for this. The first is that M [0,n−1] is essentially the sum of two iidrvs: the number of missing sums in [0, n − 1] and in [n, 2n − 2]. For any two iidrvs X 1 , X 2 taking integer values, P (X 1 + X 2 even) ≥ P (X 1 + X 2 odd), as the calculation comes down to x 2 + y 2 ≥ 2xy. Another parity effect is observed on the ends: as soon as 0 ∈ A, then both 0 and 1 are not in A + A. Thus, on the ends, A + A always misses an even number of sums.
To compensate for these observations, it is necessary to consider the connections between different ways of selecting a random set. We consider uniformly selecting subsets of [0, n − 1], subsets of [0, n] with diameter n, subsets of N, and subsets of N that contain 0. We lay out our notation as follows:
set setting condition missing sums P(missing k sums)
Additionally, we set m(k) := lim n→∞ m n (k) and w(k) := lim n→∞ w n (k).
Our first parity-effect observation essentially boils down to
a rigorous exposition of this can be found in [I] and is sketched in §7.2. The second observation and Bayes' Theorem leads us to
Similarly to (1.23), one can prove that
Thus, all four distributions can be understood in terms of z(k). Experiments and our bounds (see Figure 2 for small values of k) indicate that M N|{0} has an approximately geometric distribution, and exhibits no obvious parity effect. Computationally, we focus on bounding z and then allow this to determine bounds on m, w and y. 
for each I, and it is then routine to combine these to bound z(k). The computation is already quite massive, and we will replace "32" with "45" when the computations finish. We will update the paper when this happens, probably sometime in June.
If we suppose that M N|{0} is exactly geometric with parameter λ (i.e., set z(k) = (1 − λ)λ k ) and define y(k) and m(k) using (1.23) and (1.24), we find that the distribution of M N|{0} would be bimodal with a divot at k = 7 only for the narrow parameter range 0.756 < λ < 0.771. The best-squares fit 1 for λ is 0.765. If we suppose that M N|{0} has a Poisson distribution, i.e., z(k) = λ k e −λ /k!, we find that there are no λ whatsoever that give a bimodal distribution with divot at k = 7.
This implies that the divot's existence relies not only on the above observations but also on the specific values of z k for small values. We note that z 4 in particular is larger than the geometric model predicts; more than half of the least-squares error is from z 4 . The rigorous bounds we give also show this bias towards 4, though we currently have no understanding as to why this is the situation. This was fitting the values, but it would be more appropriate to fit the logarithms. We do not pursue this as our goal here is only to get a general sense of the behavior. 
GRAPH-THEORETIC FRAMEWORK
We first develop a graph-theoretic framework to study dependent random variables and calculate probabilities like P(a 1 , . . . , and a m ∈ A + A). Note that for odd i {i ∈ A + A} = {(0 ∈ A or i ∈ A) and · · · and ((i − 1)/2 ∈ A or (i + 1)/2 ∈ A)} , (2.1) and for even i {i ∈ A + A} = {(0 ∈ A or i ∈ A) and · · · and (i/2 − 1 ∈ A or i/2 + 1 ∈ A) and i/2 ∈ A}.
(2.2) Therefore for distinct i the events {i ∈ A + A} are dependent as both depend on conditions on A like {0 ∈ A}.
For example, the conditions on A necessary for {3 and 7 ∈ A + A} are i = 3 : 0 or 3 ∈ A j = 7 : 0 or 7 ∈ A and 1 or 2 ∈ A and 1 or 6 ∈ A and 2 or 5 ∈ A and 3 or 4 ∈ A.
(2.3)
Since the two lists have integers in common, there is dependence between the events {3 ∈ A + A} and {7 ∈ A + A}.
We construct a graph to represent the dependencies between the random variables. We call this graph the condition graph for the probability. We construct the condition graph for P(a 1 , . . . , and a m ∈ A + A), where a 1 < · · · < a m , in the following way:
(1) For every integer in [0, a m ], add a vertex labeled with that integer. (2) Add an edge between two vertices labeled with i and j if i + j = a k for some 1 ≤ k ≤ m. See Figure 3 for the condition graph for P(3 and 7 ∈ A + A). By construction, we have a one-to-one correspondence between edges and conditions and vertices and integers in [0, a m ]. For example, the edge between vertices labeled with 1 and 6 represents the condition that 1 or 6 ∈ A, which is one of the conditions necessary for 7 ∈ A + A in (2.3). For each condition, we need to pick at least one element to exclude from A. Therefore in the condition graph, for each edge we need to pick at least one of its vertices. That is, we need to pick a vertex cover (recall a vertex cover of a graph is a set of vertices such that each edge is incident to at least one vertex in the set). Using this method, we get the following lemma.
Lemma 2.1. P(a 1 , . . . , and a m ∈ A + A) equals the probability that we chose a vertex cover for the condition graph.
Note that when we pick vertices in the condition graph for our vertex cover, we are picking to exclude those vertices from A. For example, note that the vertices 7, 0, 4 and 6, 2 form a vertex cover for the condition graph of P(3 and 7 ∈ A + A) in Figure 3 . Then if 7, 0, 4, 6, 2 ∈ A, then 3 and 7 ∈ A + A since all conditions in (2.3) are met.
Finally, note that when we calculate the probability of choosing a vertex cover for the condition graph, we no longer need to consider a labeled graph. This is because vertices represent elements of A, and since each element of A is equally likely to be chosen (as A is chosen uniformly randomly), we do not need to differentiate between different elements.
VARIANCE OF MISSING SUMS
We now use the graph-theoretic framework from the previous section to prove Theorem 1.4 and find the variance.
We first note that the result of [MO] in (1.6) is really that
and we know E [M n (A)] from (3.1), to find the variance we just need to determine E [M n (A) 2 ], which equals the following:
Combining (3.2), (3.1), and (3.3), we get
We first simplify the sum over i, j. Note that if i, j < n, then
and so 0≤i<j<n P(i and j ∈ A + A) = n≤i<j≤2n−2 P(i and j ∈ A + A). (3.6) Also, note that if i < n/2 and j > 3n/2, then {i ∈ A + A} and {j ∈ A + A} are independent. This is because {i ∈ A + A} depends only on [0, i] ∩ A and {j ∈ A + A} depends only on [j − n + 1, n − 1] ∩ A and if i < n/2 and j > 3n/2, these sets are disjoint. Therefore for such i, j, we have
Finally note that if n/2 ≤ i < n or n ≤ j ≤ 3n/2, then
by (1.16). Therefore i<n, n≤j P(i and j ∈ A + A) = i<n/2 and 3n/2<j P(i and j ∈ A + A) + n/2≤i<n or n≤j≤3n/2 P(i and j ∈ A + A)
where we use (3.1) and (3.5) to get the second to last equality. Combining (3.6) and (3.9), we have 10) and so by (3.4)
Therefore to find the variance, we just need to study P(i and j ∈ A + A) for i < j < n.
Since the other cases are handled similarly, we only present the details for the case when i and j are both odd. By Lemma 2.1, we just need to study the condition graph for P(i and j ∈ A + A). Recall that we already found the condition graph for P(3 and 7 ∈ A + A) in Figure 3 . After untangling this graph, we see that it really consists of two components, as seen in FIGURE 4. Untangled condition graph for P(3 and 7 ∈ A + A).
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Also note that each component is a segment graph, a graph that consists of a sequence of vertices such that each vertex is connected only to the vertices to its immediate left and right. A similar situation holds in general, as seen by the following proposition.
Proposition 3.1. The condition graph for P(i and j ∈ A + A) has components that are segment graphs.
Proof. The condition graph for P(i and j ∈ A + A) has vertices with degree less than or equal to 2; if the vertex is labeled with ℓ, it can only be connected to vertices labeled i − ℓ or j − ℓ (if such vertices exist).
Furthermore, there are no cycles in the condition graph. Suppose there is a cycle in the condition graph. Consider the vertex in the cycle with the maximum label ℓ and consider the vertices around this vertex. Each of these vertices must have exactly two neighbors and so we have the following situation as seen in Figure 5 .
Vertices around a labeled vertex ℓ.
Notice that ℓ + j − i > ℓ since j > i. Therefore, ℓ is not the maximum label, which is a contradiction and proves that we cannot have a cycle. Thus all components are trees with all vertices having degree less than or equal to 2, implying that all are segment graphs.
Since labels in different components are distinct and there are no edges between different components, each component is independent. That is, the probability of getting a vertex cover for the entire graph is the product of the probability of getting vertex covers for each component. In this way, we just need to find the probability of getting a vertex cover for each component. To do this, we find the number of vertex covers for an arbitrary segment graph, which we do in the following proposition.
Proposition 3.2. The number of vertex covers g(n) for a segment graph with n vertices satisfies g(n) = F n+2 , where F k is the k th Fibonacci number.
Proof. There are two cases: the first vertex of the segment graph is in the vertex cover, or it is not. If the first vertex is in the cover, then the first edge already has one of its vertices picked. Therefore we just need a vertex cover for the subgraph with n − 1 vertices that follows the first edge, and by definition there are g(n − 1) such covers. If the first vertex is not in the cover, then the second vertex must be the cover since the first edge must have one of its vertices chosen. Since the second vertex is now in the cover, then the second edge automatically has one of its vertices in the cover. Therefore we just need a vertex cover for the subgraph with n − 2 vertices that follows the second edge, and by definition there are g(n − 2) such vertex covers. Therefore, we have the Fibonacci recursive relationship g(n) = g(n − 1) + g(n − 2). As g(2) = 3 = F 4 and g(3) = 5 = F 5 , these initial conditions and the recurrence imply g(n) = F n+2 , completing the proof.
Therefore, we have P(chose a vertex cover for a segment graph with n vertices) = F n+2 2 n . (3.12)
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Returning to our example with 3 and 7, we note that since the condition graph in this case consists of two segment graph components each of length 4, we have
where we can multiply the probabilities by the independence of the components. In general, as the condition graph may have many components we must find how many segment graph components there are in the entire graph for P(i and j ∈ A + A). Proposition 3.3. There are (j − i)/2 segment graph components for the graph of P(i and j ∈ A + A).
Proof. Note that in total j + 1 vertices are used in graph of P(i and j ∈ A + A); since {i and j ∈ A + A} depends just on A ∩ [0, j], the graph uses exactly the integers in [0, j] . Also note that each component must end with a vertex labeled by an integer greater than i. If a component ends with a vertex labeled by ℓ < i, then it can be connected to two other vertices i − ℓ and j − ℓ. Remember that we are assuming i and j are odd (the other cases are similar). As they are odd, i − ℓ = ℓ and j − ℓ = ℓ and so i − ℓ, j − ℓ, ℓ are all distinct. Since ℓ is connected to two other vertices, it cannot be an end vertex. Therefore, each end vertex is labeled by some integer in [i + 1, j]. Also note that each of these integers must be end vertex since it cannot be used to add up to i. Therefore, the set [i + 1, j] coincides with the set of end vertices and since each component has two end vertices with distinct labels, there are (j − i)/2 components.
We also need to find the length of each component. Fortunately, there are only two possible component lengths for the graph of P(i and j ∈ A + A), as seen by the following lemma. 
(3.14)
Proof. First note that the difference between a given vertex and another vertex that is two edges away is j − i. This is because the sum of the vertices that share an edge alternates between i and j, so that we have segments of the form given in Figure 6 . The difference between j − x and i − x is j − i as needed.
. Difference between every other vertex. Now note that these differences can be used to determine the size of each component. Suppose the end vertex of a segment graph is m. Since we decrease by j − i for every two vertices and since we only use non-negative integers, there can only be
decreases. Since we decrease once for every two vertices, we have that the length is twice the number of decreases. Therefore the length is
From Proposition 3.3, we also know that the end vertex m of each segment graph satisfies i < m ≤ j. Therefore, the length of each segment graph is always
as desired.
For simplicity, we denote the first of the two values in (3.14) by q and the second by q + 2. We must find the number of components with size q and q + 2. Suppose there are r components of size q and r ′ components of size q + 2. Then conditions on the number of components from Proposition 3.3 and the length of each component from Proposition 3.4 gives us the following two equations:
Solving these equations for r, r ′ in terms of q gives
Therefore, again by independence of components, we have for odd i, j that
with q, r, r ′ as given in (3.17) and (3.19). Arguing similarly leads to formulas for the other three cases, which we state below. Proposition 3.5. Consider i, j such that i < j.
For i, j both odd:
For i even, j odd:
For i odd, j even:
For i, j both even:
We conclude this section with some bounds on P(i and j ∈ A + A). We have (Binet's formula)
14 where φ = (1 + √ 5)/2 is the golden ratio. Therefore, for even n we have
Since q + 2 and q + 4 are always even, then for any i, j both odd, we have 31) where the second to last equality comes from (3.18). In fact, we can use Proposition 3.5 to show that (3.31) holds for all i, j (slightly better constants hold for the other i, j). If i = k and j = k + m, where m is fixed and k goes to infinity, a lower bound similar to (3.31) also holds. First note that for even n (3.32)
for some c such that 0 < c < 1/φ 2n by Taylor expansion. Therefore for odd i, j, we have 33) and similar formulas hold for the other parity cases. If j/i → 1 not too slowly, then the remainder term on the right-hand-side of (3.33) goes to 1. For example, if i = k and j = k + m, then we have the following corollary by combining (3.31) and (3.33).
Corollary 3.6. For any fixed m, (3.34) as k goes to infinity with k, k + m are both odd. Similar asymptotics hold for general k, k + m. If we ignore the constants related to m, we have
as k goes to infinity with any k, k + m.
Note that since P(i and j ∈ A + A) has exponential decay in i, j as seen in (3.31), then (3.11) converges as n → ∞; that is
exists and is finite. In particular, we know that the limit is an infinite sum of Fibonacci products. However, we could not find a closed form for this sum. Nonetheless, because of the exponential decay in the terms in the sum, we can approximate the variance well. In particular, note that the tail of the sum has exponential decay: Here we use that (3.31) holds for all i, j. Using Mathematica to sum the first 300 terms of (3.36), whose exact form is given in Proposition 3.5, we get the following approximation for the variance:
where |E| < 10 −4 . The error term E comes mostly from truncating the computation of the 300-term series given by Mathematica. By (3.37), the error term from truncating the series at n = 300 is less than 87(0.81) 300 ∼ 3 · 10 −28 , which is much less than the Mathematica error term. This proves Theorem 1.4.
EXPONENTIAL BOUNDS
We now prove Theorem 1.1 and find exponential bounds for the distribution of M n (A).
Proof of Theorem 1.1. For the lower bound, we construct many A such that A + A is missing k elements. First suppose that k is even. Let the first k/2 non-negative integers not be in A. Then let the rest of the elements of A be any subset A ′ that fills in (so A ′ + A ′ has no missing elements 16 between its largest and smallest elements); that is M n−k/2 (A ′ ) = 0. By [MO, Proposition 8] , we can show that
2) independent of n. Therefore,
so the ends fill in, we get that
Letting ℓ = u = 4 so that the first term in the product is positive, we get that
independent of n, which gives us (4.1). Therefore we have 6) where the implied constants are independent of n by (4.1). This proves the lower bound in Theorem 1.1 when k is even. If k is odd, then we can let L = [0, ℓ − 1] \ {2, 3} and U = [n − u, n − 1] so that only the element 3 is missing from A ′ + A ′ . Then we get a bound for P(M n (A ′ ) = 1) as in (4.6). Letting 17 A = (k − 1)/2 + A ′ , we get the desired lower bound in Theorem 1.1 for when k is odd.
For the upper bound, we can use bounds like
from [MO] . Again, first suppose that k is even. Note that if A + A is missing k elements, then one of these missing elements must be at least k/2 elements away from the ends of [0, 2n − 2]. That is, we have the following situation (see Figure 8) .
Note that this bound does not use the fact that there may be missing elements on both ends. We can combine information about missing elements on both ends to show that
for k < n/2 instead of the previous (3/4) k/4 . We first introduce some new random variables to keep track of the missing elements. Let L(A) = max{m ≤ n − 1 : m − 1 ∈ A + A} denote the index of the last missing element of A + A in [0, n − 1]. Similarly, let R(A) = max{m ≤ n − 2 : 2n − 1 − m ∈ A + A} denote the index of the last missing element of A + A in [n, 2n − 2] counted from right to left. Then
where we use P(k ∈ A + A) = Θ((3/4) k/2 ) to get the last equality. Also, note that if M n (A) = k, then L(A) + R(A) ≥ k since the total number of missing sums on the left and right fringes must be at least k. Then we have P(M n (A) = k and L(A) < n/2 and R(A) < n/2) ≤ P(L(A) < n/2 and R(A) < n/2 and L(A) + R(A) ≥ k) = i+j≥k P(L(A) = i < n/2 and R(A) = j < n/2).
(4.11) 18 Finally, note that L(A), R(A) are independent if they are both less than n/2. As in §4, this is because i ∈ A + A depends only on [0, i] ∩ A and j ∈ A + A for j > n depends only on [j − n + 1, n − 1] ∩ A. Thus we have
Combining (4.10) and (4.12), we get that
. (4.13) Therefore if k < n/2, then we get the desired bound
Note that the bound in (4.14) for the distribution is exactly the same as the bound in (4.7) for a single element. Therefore, we can always use this approach to transform bounds on the probability of missing elements in (A + A) ∩ [0, n − 1] to equally good bounds on number of missing elements in all of A + A. So it is sufficient to just develop bounds on missing elements on one side of A + A.
In particular, we can use this approach to transform the bounds in Corollary 3.6 to improve the bounds in (4.14). By Corollary 3.6, we have
Then using the previous approach and introducing L(A), R(A), we get a similar bound on the total number of missing sums:
Note that as in (4.10), we always have an extra (3/4) n/4 term (since this is an upper bound depending only on one element). To make this term negligible, we need to have (3/4) n/4 < (0.81) k , which means n > k · 4 log(0.81)/ log(3/4) ∼ 2.92k or that k < 0.34n. This condition is sufficient in this case where we have the bound (φ/2) k . However in general, we know that we 19 have a lower bound of (1/2) k/2 for the distribution. Therefore, to make the (3/4) n/4 term always negligible, we can have (3/4) n/4 < (1/2) k/2 , which means n > k · 2 log(1/2)/ log(3/4) ∼ 4.82k or that k < 0.2n. Note that then the implied constants are independent of n. Combining (4.6) and (4.16), we get Theorem 1.1. 1 , k + a 2 , . . . , AND k + a m )
APPROXIMATING P(k + a
We now prove Theorem 1.5 which says that for any fixed a 1 , . . . , a m , there exists λ a 1 ,. ..,am such that P(k + a 1 , k + a 2 , · · · , and k + a m ∈ A + A) = Θ(λ k a 1 ,...,am ), (5.1) where the implied constants depend on a 1 , . . . , a m but not k. Therefore, the probability is approximately exponential.
To prove this theorem, we use a version of Fekete's Lemma, which says that sub-additive sequences are approximately linear. From [S] we have the following version in which the sequence is both sub-additive and super-additive.
Lemma 5.1. If a n is a sequence such that a n + a m − 1 ≤ a n+m ≤ a n + a m + 1
( 5.2) for all n, m, then λ = inf a n /n exists and for all n, a n n
Remark 5.2. The proof of this Lemma can be easily modified to get that if
for some constant c, then a n n − λ < c n .
Suppose that a n is approximately multiplicative rather than approximately additive so that c −1 · a m a n ≤ a m+n ≤ c · a m a n (5.6) for all m, n. As log a n satisfies the properties of Lemma 5.1, we have log a n n − λ < c n ( 5.7) for all n. That is, e −c λ n ≤ a n ≤ e c λ n (5.8) for all n, implying a n = Θ(λ n ).
(5.9)
Therefore we just need to relate P(k + a 1 , k + a 2 , · · · , and k + a m ∈ A + A) as a function of k to some approximately multiplicative function satisfying (5.6). For example, consider P(18, 19, and 21 ∈ A + A), whose condition graph is in Figure 9 . Note that this graph has a loop from vertex 9 to itself since 9 + 9 = 18. We can symmetrize this graph by removing this loop and also removing the edge between vertices 8 and 10 and the edge between vertices 9 and 10, resulting in the modified condition graph in Figure 10 .
Denote the probability of getting a vertex cover for graphs like the one in Figure 10 of length n by f (n); so the probability of getting a vertex cover in Figure 10 is f (11). Note that f (11) is an upper bound for the probability in the original condition graph in Figure 9 since we have removed some edges. On the other hand, we have the following lower bound: P(18, 19, and 21 ∈ A + A) ≥ P(18, 19, 21 ∈ A + A and 9, 10, 11, 12 ∈ A) = P(16, 17, 19 ∈ A + A | 10, 11 ∈ A)P(9, 10, 11, 12 ∈ A).
(5.10)
Note that the condition graph for P(18, 19, 21 ∈ A+A | 9, 10, 11, 12 ∈ A) is the original condition graph in Figure 9 with all edges incident on vertices 9, 10, 11 or 12 removed, as depicted in Figure  11 . Note that in Figure 11 we have removed vertices 9, 10, 11 and 12 completely since there are no longer any conditions on them in P(18, 19, and 21 ∈ A + A | 9, 10, 11, 12 ∈ A). Finally, note that the probability of getting a vertex cover in the graph in Figure 11 is just f (9). Therefore, by (5.10), we have
(1/2) 4 f (9) ≤ P(18, 19, and 21
where we use that P(9, 10, 11, 12 ∈ A) = (1/2) 4 .
Since the condition graph for P(k, k + 1, and k + 3 ∈ A + A) is just a longer version of the condition graph for P(18, 19, and 21 ∈ A + A), we can apply the same method as before to get that
for even k, with a similar formula holding for odd k. Therefore we are reduced to studying f (n), which is easier to investigate since the condition graph is more symmetric. We will show that f (n) satisfies (5.6), implying it is approximately exponential. For example, to see that f (11) ≤ f (4)f (7), we can separate the graph in Figure 10 Since the components are independent smaller copies of the original, the probability of getting a vertex cover for the graph in Figure 12 is f (4)f (7). We can do this for any integer less than 11, defining f (n) for small integers by truncating at the n th vertex. Since we have removed some edges to get the graph in Figure 12 , we have f (11) ≤ f (4)f (7) (5.13) as desired.
To get a lower bound for f (11), we use that f (11) ≥ f (11 | 4, 5, 6, 15, 16, 17)P(4, 5, 6, 15, 16, 17 chosen), (5.14)
where f (11 | 4, 5, 6, 15, 16, 17) denotes the probability of getting a vertex cover for the graph in Figure 12 given that the vertices 4, 5, 6, 15, 16, 17 are chosen. The graph for f (11 | 4, 5, 6, 15, 16, 17) is depicted in Figure 13 . The probability of getting vertex covers for the two independent compo -0  1  2  3  4  5  6  7  8  9  10   21  20  19  18  17  16  15  14  13  12  11 FIGURE 13. Lower Bound for f (11).
nents is f (4)f (4). Therefore from (5.14), we get that
with the last inequality since f (n) is decreasing. Therefore, in general we have and so f (n) satisfies the conditions of (5.6). By the modified version of Fekete's Lemma, we have
for some λ. Therefore by (5.12), we have
which proves Theorem 1.5 for the case a 1 = 0, a 2 = 1, a 3 = 3.
The general situation follows in exactly the same way: by first making the configuration graph of P (k + a 1 , . . . , and k + a m ∈ A + A) look more symmetric and then using the modified Fekete's Lemma.
CONSECUTIVE MISSING SUMS
Now we prove Theorem 1.6, which says that
The lower bound comes from the construction in Figure 7 by letting the first (k + m)/2 elements of A be missing, which forces the first k + m elements of A + A to be missing as well. That is,
Therefore, we only need to prove the upper bound.
Before giving the proof, we consider an example with condition graphs which illustrates the idea. Consider P(16, 17, 18, 19, 20 ∈ A + A). The condition graph here is given in Figure 14 . We need to find the probability of getting a vertex cover for this graph. If we remove some edges, the probability of getting a vertex cover for the resulting graph is an upper bound for the probability of getting a vertex cover for the original graph. We can remove some edges to get the graph of Figure 15 . 0  1  2  3  4  5  6  7  8   20  19  18  17  16  15  14  13  12  11  10  9 FIGURE 15. Graph after removing some edges.
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The resulting graph has 3 ∼ 21/6 components that are all complete bipartite graphs with 6 vertices. These are easier to handle since the only way to get a vertex cover for such graphs is to have all vertices on one side be chosen. So the probability of getting a vertex cover for one of these complete bipartite components is less than (1/2) 3 + (1/2) 3 = 2/2 3 . Since the components are also independent, we have P (16, 17, 18, 19, 20 (6.3) and in general we get that
We use this approach in the general proof. Notice that as m → ∞, the size of the complete bipartite graphs grows, and so we will be taking out relatively fewer and fewer constraints. Therefore, this approach gets us closer to the correct answer. Now we give a formal proof of Theorem 1.6 that does not rely on the condition graphs.
Proof. We first do the proof for P(k, k +1, . . . , and k +2m−1 ∈ A+A) with 2m−1 instead of m.
Note that since the probability depends only on [0, k+2m]∩A, we can assume that
We also assume that m divides k and that k = qm (6.5) with q even. We can write A as the following disjoint union:
where
If q is even, we have
For different j, the pairs of sets A j , A q−j are disjoint. Therefore, we have independence:
Finally, note that
Combining (6.9), (6.10), and (6.11), we find (6.12) This inequality is true for all m, k such that q = k/m is an even integer. Changing m to m/2, we get that
for even m and q = k/m still an even integer. Note that (6.13) is similar to the bound we get in (6.4) using the condition graph approach.
For odd m, we just need to use (6.13), noting that P(k, k+1, . . . , k+m−1, and k+m ∈ A+A) ≤ P(k, k+1, . . . , and k+m−1 ∈ A+A). (6.14)
For odd q, we need to partition A such that there is a block in the very middle of A. This ensures that this middle block is matched with itself (just like A q/2 was matched with itself when q was even). This gives us the extra 1/2 m that is needed in order to achieve the bound. For non-integer q, we need to repartition A in a similar way. Therefore the bound in (6.13) holds in general, up to a constant.
Finally, note that as i → ∞, we have 2 1/m → 1. Writing 2 1/m = 1 + ǫ m , we have P(k, . . . , and (6.15) where ǫ m → 0 as m → ∞. By raising 2 1/m = 1 + ǫ m to the m th power, we see that
Therefore a weakened version of the inequality says that (6.17) where the implied constants are independent of m, k.
This bound is interesting since it means that the trivial lower bound is almost the right answer for the exact bound. The trivial lower bound makes us miss all of [0, k + m] in A + A as seen in (6.2) but we only need [k + 1, k + m] to be missing. In this sense, we see that essentially the only way to miss m consecutive elements at k + 1 for large m is to miss all the previous elements as well.
BOUNDS ON
As mentioned in §1.3 and covered in more detail in §7.2, it suffices to bound z(k). Our strategy is this: if D + D (where D is a uniformly chosen subset of N that contains 0) is missing exactly 7 elements, then it is very likely that those 7 missing sums are all smaller than 90 and typically even all smaller than 45. If we loop over all 2 44 possibilities β for D ∩[0, 45), for each possibility we can compute (D+D)∩[0, 45) = (β+β)∩[0, 45) and a subset of (D+D)∩[45, 90) ⊇ (β+β)∩ [45, 90) . From this (with a little theory to handle the tail of the sumset) we can bound the likelihood of missing exactly 7 sums, given D ∩ [0, 45). By combining these estimates, we acquire bounds on z(7).
Let n ≥ 2 be a natural number parameter (the computations reported here use n = 32, and we will replace with n = 45 sometime in June), and set
We have
2) so that it suffices to bound z(k | β) above and below for all 0 ≤ k < 32 (our arbitrary notion of "small k" is 0 ≤ k < 32) and all 0 ∈ β ⊆ [0, n).
If we condition on B = β, then the elements of D are Definitely missing from D + D, the elements of L are Likely but not certain to be missing, and the elements of T , the T ail of the natural numbers, are very likely to be missing. Note that 2n − 1 ∈ L, so L is nonempty and m is well-defined.
Lemma 7.2. We have
Proof. By linearity of expectation
Again using linearity of expectation, we have
(7.7)
8) and so
The proof that
(7.10) is essentially in [MO] , but we sketch it here for the reader's convenience. Using linearity of expectation,
and
Now this has two cases leading to
t is even. (7.13)
The infinite sum (7.11) now simplifies 5 · 2 −|β| .
14)
we also have z(|D| | β) ≥ 1 − η.
Observe that the event |N \ (D + D)| > |D| contains the event {m ∈ D + D}, and so 15) concluding the proof of this lemma.
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Lemma 7.4. max{0, 2µ − η} ≤ z(|D| + 1 | β) ≤ min{1, η}. (7.16) which leaves only the bound 2µ − η ≤ z(|D| + 1 | β) to prove. The idea here is that if exactly |D| + 1 sums are missing, they are very likely to be the |D| elements of D, and m. Formally, (7.17) and so
We note that sometimes this bound is weaker than z(|D| + k | β) ≤ 1. This happens for few enough β that, from a computational vantage point, it is not worth checking for. 20) and so z(|D| + k) ≥ (2η − 2µ)/k. 
The lemmas above imply that that the vector
is bounded below componentwise by
and is bounded above componentwise by
where M is the 32 × 32 matrix whose (i, j)th entry (running the indices from 0 to 31) is 1 j−i if j ≥ i + 2, and is 0 otherwise. This allows us to compute an upper bound on z(0), . . . , z(31) from
Observe that LOWER, UPPER and OVERHANG are always integral, as 2 n µ and 2 n η are both integers; this means that we can compute (7.22), (7.23) and (7.24) using only integer arithmetic.
We need to compute β + β and β ∩ [0, k] (for various k) for each β. This work can be tremendously reduced by using a Gray code. That is, the subsets of [1, n) can be enumerated in such a way that each set differs from its predecessor in only one element (either put in or taken out). By storing the representation function for β + β (that is, the number of times each sum can be written as a sum of two elements of β), we can simply update the necessary computations instead of re-computing.
Unfortunately, the size of the computation requires us to use 2n + 1-bit integers, and this is not a supported data type in most languages for n ≥ 32. The options of using C with GMP, Mathematica, or some other route to arbitrary size integers is prohibited by the size of our computation and the modesty of our actual needs (we add, but never multiply, and know a priori the number of bits we need) we choose to represent our numbers as arrays of 64-bit integers in C++. To further extend our reach, we run the code on the parallel computing cluster at HPCC. To facilitate parallelization, we break β into β 1 = β ∩ [0, n 1 ) and β 2 = β ∩ [n 1 , n). This makes the algorithm "embarrassingly parallel", and allows us to store intermediate calculations both to recover from any system or power failings, and to allow for spot checking of results.
To ensure correctness of the results, we have written the code in Mathematica using the simplest algorithms conceivable. Such code becomes intractably slow around n ≈ 25, but this provides a sequence of values against which we can test our progressively more subtly written code, both in Mathematica and in C++. Our most sophisticated code is in C++.
Finally, we have the bounds on
for all β 1 in a publicly available file. We invite the reader to spot check our implementation.
7.2. Obtaining y(k), m(k), and w(k) from z(k). While it is clear that z(k) is defined, that is, the event "|N \ (D + D)| = k" is measurable, it is less clear that z(∞) = 0. This, and that y(∞) = 0, follows from the Borel-Cantelli lemma and bounds such as (1.16). We can define D (a uniformly chosen subset of N containing 0) as C − min C (where C is a uniformly chosen subset of N), and so y(k) = we refer the reader to [I] . The gist of the argument is that as P ( (0), . . . , z(k) with positive coefficients, the lower bounds on z(0), . . . , z(k) immediately give a lower bound on y(k), and likewise upper bounds on z(0), . . . , z(k) yield an upper bound on y(k). The situation is the same between y and m and between z and w, even though the combination is not linear! To experimentally estimate z(k), we hypothesized that P (N \ (D + D) ⊆ [0, 256)) is sufficiently small as to be ignored. Then, using Mathematica 8, we generated 2 28 pseudorandom subsets E of [0, 256), forced each to contain 0, and then computed k := |[0, 256) \ (E + E)| and kept a running tally of the number of times each value of k arose. This estimates (with an enormous sample size)
The estimates z(k), along with conservative 99.9% confidence intervals, are given in Table 16 and shown in Figure 2 . The implied bounds on w, m, and y are given in Tables 19, 18 , and 17 respectively, and shown in Figure 2 . The tables are collected together in Appendix A.
CONJECTURES AND FUTURE RESEARCH
We end with some conjectures that are supported by numerical data, and discuss some additional projects. Our main conjecture remains Conjecture 1.2, which says that the distribution of missing sums is approximately exponential. One possible method of studying this distribution is finding where the first present sum in A + A occurs, given that A + A has k missing elements. Recall that the lower bound in §4 was proven by constructing A such that M n (A) = k by letting the first k/2 elements of A be missing. In this case, the index of the first present sum in A + A occurs at index k. But from numerical data, the index of the first present element will not be k for typical A + A that is missing k elements. This also suggests that this trivial construction does not account for the real 'random' way of constructing A such that A + A is missing k elements, which is consistent with the fact that conjectured decay constant for the distribution is 0.78 but the lower bound gives only the decay constant 0.70. Even though the index of the first present element is not k, from numerical data, the index seems to be linear in k.
To be precise, let X n (A) = min{m : m − 1 ∈ A + A} be the index of the first present sum of A + A. Then we have the following conjecture. is approximately linear in k.
Here we have a limit in n largely to emphasize that the terms do not depend on n but only on k; however, it may be possible to prove that for any fixed k, this limit exists. It may also be possible to remove the limit by having k < 0.2n.
Similarly, we can consider the first index by which A + A has all of its k missing elements; that is, Y n (A) = min{m : [0, m − 1] ∩ (A + A) has k missing sums}. If Y n (A) = k, then A + A is missing exactly the first k elements, which is the same situation as in the trivial lower bound; however, for typical A this does not seem to be the case, and we conjecture is approximately linear in k.
Another direction is to improve the exponential bounds for P(M n (A) = k). One approach to do this is to find upper bounds on probabilities like P(a 1 , · · · , a m ) for arbitrary a 1 , a 2 , · · · , a m around k. Recall that in §4 we first used P(i ∈ A+A) to get an upper bound for P(M n (A) = k) of (3/4) k/2
