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ABSTRACT
Normative building modeling, addressed in ISO 13790 (Thermal performance of buildings-Calculations of energy
use for space heating), has been adopted in major European countries in various applications, including building
energy certificate and energy forecast for building stock in regional, national, or international scale. This wide
adoption in Europe stems from the capability of normative modeling to deliver objective, yet indicative building
energy performance results. This study presents a simplified approach for building energy model calibration by
coupling normative energy calculation method and the Latin Hypercube Sampling (LHS) method. The light weight
normative energy calculation method requires a limited number of building inputs which could be collected through
a quick walk-through onsite audit. And its minimum computation requirements allow the calibration process to
search the entire feasible space more thoroughly and in a timely manner. Coupling normative energy calculation and
LHS provides users a simple and yet effective tool for building audit and energy model calibration in support of
retrofit decision making. A case study on an existing mix-use university building is presented to demonstrate the
performance of the proposed approach. Limitations and suggestions to future work are also discussed.

1. INTRODUCTION
Improving energy efficiency in the existing building stock is critical in achieving a national building sustainability
goal: achieving a minimum of 20% energy reduction in commercial buildings by 2020 (House 2011). Finding an
effective and economic energy efficiency measure (EEM) for existing building retrofits and renovations is the focus
of this study. There are multiple stake holders involved in this decision making process: building owners, occupants,
investors, and government officials. A holistic approach is often needed in order to reach a retrofit plan that satisfies
all participating parties. Calibrated building simulations are one of the most promising approaches to meet this end.
Calibrated building simulation is the process of developing a building model of an existing building using a building
simulation program and then tuning it against measured performance data (such as utility data) to better represent
the existing building (Reddy 2006). The quality of a calibrated model depends on how well it is able to capture
building performance within the constraints of weather, building usage profile, etc. By using calibrated energy
models in this fashion, energy users may better understand the energy usage of their building pre and post retrofit,
allowing transparency between clients of energy saving services and providers of those services, and also showing
companies that their energy savings are based on on-site measurements and metered utility data (ASHRAE 2002).
Calibration methods for building energy models have been in development since the mid-1980s and have been
utilized for retrofit decision making ever since. These methods can be classified by two general categories: manual
calibration and robust computer based calibration. Due to the large number of building inputs in a building energy
model, building model calibration is essentially an underdetermined problem (i.e. the number of unknowns are
larger than the given knowns). One can get any calibration result if desired but the resulting solution may not be the
true solution. Therefore the quality of manual calibration is highly dependent on the experience and expertise of
analysts. Robust calibration uses mathematical algorithms and computer analysis to locate the best fit for an existing
building model. Regardless of the specific method used, all robust calibration employs a certain level of
optimization. The nonlinearity of a building model and its nature of being an underdetermined problem makes
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robust calibration computation intensive and complicated. A detailed review of these calibration methods has been
conducted by Reddy (Reddy 2006). Given the undetermined nature of building model calibration, Reddy et al. have
proposed to shift the calibration goal from finding a best fit to locating the best set of plausible fits in their recently
completed ASHRAE project (Reddy, Maor et al. 2006; Reddy, Maor et al. 2007; Reddy, Maor et al. 2007). A midpoint Latin Hypercube Monte Carlo (LHMC) method is developed and demonstrated through case studies. This
mid-point LHMC method provides a new perspective to building model calibration. Another recently completed
thesis work, comparing manual calibration and the mid-point LHMC method, concludes that the mid-point LHMC is
most appropriate for models with a high number of uncertain building input parameters and when only monthly
utility data is available (Ricker 2008). One of the biggest constraints in using the mid-point LHMC method for
building calibration is computation time. Detailed building energy simulation can be time consuming when a large
number of runs are needed (thousands of runs are needed in the mid-point LHMC method). The time constraint is
the primary reason that only three points are sampled for each uncertain parameter. It prevents the calibration
process from searching the entire feasible space but only the part represented by combinations of three points of
each uncertain parameter.
In light of the mid-point LHMC method, this study presents a simplified and yet effective approach to support
decision making in existing building retrofits based on limited data collection through a walk-through site audit. The
method couples a normative building modeling method with a general Latin Hypercube Sampling (LHS) method.
The monthly normative building energy model, based on ISO13790 (ISO 2008), is to solve a set of quasi-steady
state formulas of heat balance equations to estimate monthly building energy consumption. The normative energy
modeling method requires much less building input compared to detailed dynamic building simulations and is
developed to provide the right balance between accuracy and data collection costs. Its minimal requirement in
computation allows LHS to scan the entire feasible space with a large number of sample runs. Therefore the
proposed method is able to deliver a sound calibrated model to evaluate energy savings of multiple retrofit design
alternatives. A case study with an institutional building, built in the 1960s, is presented to demonstrate the proposed
approach.

2. METHOD
2.1 Building energy model
The monthly normative energy calculation procedure, specified in ISO13790, uses a utilization factor approach
which has been validated through a few studies (Corrado and Mechri 2009).
The energy needs for space heating is calculated for each zone and each month as:
(1)
Where QH,ht is the heat transfer through transmission (through building envelope) and ventilation, Q H, gn is the heat
gains from solar and internal sources, and the ηH is the gain utilization factor for the heating model. The gain
utilization factor takes account of the fact that only part of the heat gains is utilized to decrease the heating needs and
the “non-utilized” heat gains occur during period of intervals (e.g. day time) when they have no effect to the heating
need occurring during other period of time (e.g. nighttime).
The energy needs for space cooling is calculated for each zone and each month in a similar manner as:
(2)
Where QC, ht is the heat transfer through transmission (through building envelope) and ventilation, during the cooling
season, QC, gn is the heat gains from solar and internal sources, and the ηC is the loss utilization factor for the cooling
model. The loss utilization factor plays a similar role as the gain utilization factor in heating demand calculation. It
accounts for the fact that only part of the heat loss through transmission and ventilation is used to decrease cooling
load. The gain/loss utilization factor is a function of the gain/loss ratio (γ) (or the loss/gain ratio in cooling season)
and of a regression parameter (α) that depends on building inertia:
For heating season:

if

:
if
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if

:

/

and

(5)
(6)

For cooling season:
if

:
if
if

(7)

:

(8)
(9)

and

(10)

the parameter a can be calculated as:
(11)
Where a0 is a parameter, and a0 =1 for continuously heated/cooled buildings in monthly calculations; τ0 is the
reference time constant, and τ0 = 15 hours for continuously heated/cooled building in monthly calculations. The
building time constant, τ, can be calculated as:
(12)
Where Cm is the building internal heat capacity, Htr is the overall heat transfer coefficient by transmission through
building envelope, and Hve is the overall heat transfer coefficient by ventilation.

2.2 The Latin Hypercube Sampling Method
The LHS method is an evolution of the stratified sampling method. The stratified sampling method divides the
probability distribution of the target variable into K strata of equal probability and each stratum has n random
samples generated. The drawback of the stratified sampling method for high-dimensional problems is that the total
number of strata grows exponentially as the number of variables (m) increases. The sample size (N) of a stratified
sampling method is:
.

m=2, K=5, n=6, N=150

(a) Stratified Sampling Method

m=2, K=5, N=150, and each one
dimensional stratum has n=N/K =
30 samples
(b) LHS Method

Figure 1: Stratified sampling and LHS in 2-dimentional (m = 2) problem (Ballarini and Corrado 2009)
The LHS method samples on the m-dimensional hypercube in a way that only the marginal distributions are
stratified. Figure 1(b) shows an illustration. Compared to the stratified sampling shown in Figure 1(a) not all cells in
Figure 1(b) have the same number of samples. Instead, both the horizontal and vertical coordinates are stratified into
K (=5 in the illustrated case) stratum with 30 samples per each. A previous study by Macdonald (2011) shows that
the LHS method, compared to random sampling and stratified sampling, is more robust and leads to less variance in
the expected mean in building simulation related applications.
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2.3 Calibration Criteria
The quality of a calibration can be considered a “goodness of fit” test between the model prediction and the
measurements. Statistics used to measure the “goodness of fit” are: the Mean Bias Error (MBE); and the Coefficient
of Variance of the Root Mean Square Error (CV(RMSE)) (ASHRAE 2002; Corrado and Mechri 2009).
∑
∑

(13)

(14)

√

∑

(15)

Where Actualmonth is the metered monthly utility data and Modeledmonth is the corresponding model estimate for the
same month.
The calibration residual is defined as the difference between the modeled building performance and the measured
one. The MBE measures the mean of calibration residuals, showing how much a calibrated model over or under
estimates building performance compared to the actual measurement. But MBE alone is not sufficient to measure
the goodness of fit as a few overestimates and underestimates may cancel each other and result in a small MBE. The
second statistic, CV(RMSE), is essentially the standard deviation of calibration residuals and shows how widely the
variation of the residual is. Thus it is possible to have a perfect MBE and a less than desirable CV(RMSE) (Haberl
and Bou-Saada 1998). Since a building often consumes energy from multiple energy sources, including electricity,
gas, district heating and cooling, etc., one needs an aggregated index to measure the overall goodness of fit. A
common practice is to weigh calibration statistics, MBE and CV(RMSE), of different energy source by their
corresponding contribution to annual building energy cost. The financially weighted indices can be calculated as
follows:
√

√

(16)

(17)

Where wkwh + wtherm = 1
The overall Goodness of Fit (GOF) of model calibration is measured by combining both MBE and CV(RMSE)
through weight factors. There is no established rule on what values to assign to either weight factor, but ASHRAE
Guideline 14-2002 (ASHRAE 2002) uses a 1:3 weight for (wCV:wMBE), reflecting the preference of building energy
managers that it is more desired to capture the mean more accurately than the month-by-month variation. The study
by (Reddy, Maor et al. 2006) uses a weight of 1:1 for (wCV:wMBE).
√

(18)

Where wCV + wMBE = 1.
Multiple organizations in Measurement and Verification (M&V), including ASHRAE, EERE, and IPMVP, have all
published recommendations on the acceptable levels of MBE and CV(RMSE) below which one can deem a model
as “calibrated”. EERE adopts the standards set by ASHRAE Guideline 14 (ASHRAE 2002) which states an MBE
no greater than 5% and CV(RMSE) no greater than 15% will deem a model as calibrated. This study will use an
equal weight between MBE and CV(RMSE), which leads to an overall GOF to be 11%. Thus a model with GOF no
larger than 11% will be accepted as “calibrated” in the following case study.
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2.4 LHS sample size requirement
Though LHS method is the most robust sampling technique, compared to random sampling and stratified sampling
method, a proper sample size is required to achieve a certain level of accuracy. A common measure for the level of
accuracy of a Monte Carlo (MC) simulation is called the coefficient of variation (CoV MC) of the sample mean, as
shown in Equation (19).
̅

(19)

̅

Where ̅ is the standard deviation of the sample mean ̅ . According to the central limit theory,
estimated through Equation (20):
̅

̅

can be
(20)

√

Where
is the standard deviation of the population x, and n is the sample size. Let ̅ represent a sample mean of a
monthly building energy consumption (in any energy source type) and μ represent the true monthly building energy
consumption. The confidence interval of at a confidence level of (1-δ) can be calculated as:
(̅

̅

̅

̅)

(21)

Theoretically a student t distribution should be used in Equation (21) instead of the normal distribution since the
standard deviation of monthly building energy consumption is unknown. But the difference between the student t
distribution and the normal distribution becomes practically negligible when sample size grows larger than 30. Past
research shows a sample of size 100 is often required for a MC simulation to converge in building applications
(Macdonald 2009). Therefore the normal distribution is used in Equation (21) for simplicity.
As the calibration criterion for MBE is 5% specified by ASHRAE Guideline 14, measures have to be taken to ensure
that the confidence range
for any monthly energy consumption is significantly smaller than the required
calibration criterion for MBE. A conservative measure is taken in this study: the confidence range of any monthly
energy consumption has to be no larger than one hundredth of the MBE calibration criterion. That is:
̅

(22)

Since the true monthly building energy consumption is unknown, the sample mean ̅ is used to approximate
̅. Thus the proper sample size has to be at least large enough to meet the accuracy level specified in Equation
(23) at a given level of confidence (1-δ).
(23)

3. A CASE STUDY
3.1 Background and Data Collection
Originally built in 1960 with an addition built in 1966, Neuberger Hall (NH) at Portland State University is a 6 story
multi-use building including classrooms, administrative services, computer labs, and other offices. It has an overall
dimension of 200ft x 200ft (61m x 61m). The NH has 1 basement, 4 floors, and 3 mezzanines. Lectures for
economics, math, philosophy, engineering, and art classes; and most administrative services such as class
registration, financial aid, cashier, etc. are all held within NH. Figure 2 shows a recent photo of NH from Southeast
view and the floor plan for the 4th floor.
The main construction in NH includes concrete structure and single pane glazing, with some double pane glazing
and aluminum insulating panels on the North façade. Insulation values for glazing range from 4 to 6 W/m2-K; while
insulation of the concrete, brick veneer, and aluminum insulating panels are estimated to be 1.7 W/m2-K.
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Figure 2: Left: Neuberger Hall, Right: 4th Floor plan of Neuberger Hall, computer labs are in the center, bottom
right and bottom left as marked by a shade of grey
The primary mechanical system in NH is a constant air volume (CAV) system with chilled water and steam supplied
by the campus central plant. The only exceptions are the computer labs (as marked by grey shade in Figure 2)
located in the 4th floor. A total of 5 air source heat pumps, located on NH’s roof, serve the computer labs. There is
one electricity meter and one condensate water meter installed in NH. The electricity meter measures total building
electricity consumption, including lighting fixture, computers, plug loads, air handling units (AHU), condensate
water recirculation pumps, and etc. The condensate water meter records monthly condensate water volume from the
AHUs in NH and provides estimates of space heating energy in NH.
Monthly electricity consumption was recorded for the years 2004-2010, but unfortunately condensate water record is
only available for the 2004-2006 academic years due to a recent campus plant loop renovation project. Therefore the
utility data for the 2004-2005 and 2005-2006 academic years are used for the NH case study. And more specifically,
the data set of year 2005-2006 is used for model calibration and the other is used for model validation. There is no
existing record of chilled water usage for NH, thus this research will conduct calibration studies only on electricity
consumption and space heating energy consumption. There is also no onsite historical weather data located for the
2004-2006 academic year. The weather data set for 2004-2006 from a commercial weather service is used instead.
The weather data set is generated based on a new coupled global National Centers for Environmental Prediction
(NCEP) Reanalysis for the period 1979–present at unprecedented spatial (0.5° × 0.5°), vertical (37 pressure levels
for the atmosphere and 40 levels for the ocean), and temporal (hourly) resolution (Saha, Moorthi et al. 2010).
Occupant schedule and building operation schedule are estimated based on observed university schedule, together
with private communications with campus facility. Internal gains are calculated based on estimates for lighting,
equipment, and occupancy through site visits, university course catalogs, building layout, and university office
schedules, etc. (Planning 2010).
The minimum outdoor air ventilation for NH is determined in accordance with ASHRAE 62.1 2010. However
ventilation requirements in the 1960s are different from the present and NH is known to be over ventilated even by
today’s standards (malfunctioning fresh air dampers according to site visits and communications with facility
office). Other power ratings for major mechanical systems components, such as supply and return fans, are acquired
from a building audit report done by Xu and Lin (2010).

3.2 Model Calibration
A normative energy model is developed for NH based on the calculation procedure specified in ISO13790. Table 1
shows a summary of all uncertain variables investigated in this study. There are a total of 104 uncertain variables of
interests. Since the computer labs on the 4th floor use air source heat pumps for space heating and cooling, the
energy source for them is electricity while the rest of the NH uses chilled water (and steam in heating season) from
the campus central plant for space cooling (and heating). Meanwhile, the equipment power intensity is significantly
different between computer labs and the rest of the NH. Therefore computer labs and the rest of the NH are modeled
as separate zones and their distinct parameters are considered separately (denoted by “lab” and “building”
respectively) in the LHS as shown in Table 1. The normal distribution is used as the power density function for
uncertain parameters which we have confidence about their reference values and variation range. The uniform
distribution is used for those parameters that we don’t have confidence on but only have a rough estimate of the
variation range.
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A confidence level of 99% is used in this study. Therefore the minimum acceptable accuracy level for LHS is
0.02%, based on Equation 24. And a series of sample sizes, ranging from 100 to 10000 (only at selected discrete
levels) are tested and the sample size of 5000 is the minimum sample size that meets the accuracy requirement.
Table 1: A summary of uncertain variables

9
10
11
12
13
14
15
16

Parameter
Outside Air Flow Rate (Building)
Outside Air Flow Rate (Lab)
Monthly Fan Electricity
Monthly Pump Electricity
Monthly Occupancy Fraction (Building)
Monthly Occupancy Fraction (Lab)
Monthly Lab Electricity
Transmission Coef Multiplier due to Thermal
Bridging Effect (Building)
Transmission Coef Multiplier due to Thermal
Bridging Effect (Lab)
Heat Exchanger Efficiency
Fraction of month when HVAC operates (Building)
Fraction of month when HVAC operates (Lab)
Window SHGC
Lighting Power Density
Plug Load Power Density
Lighting/Plug Load Fraction Use

Units
m3/s
m3/s
kWh
kWh
kWh
-

PDF
Normal
Normal
Normal
Uniform
Normal
Normal
Normal
Normal

μ (min)
18.70
1.30
119375
8356
0.5
0.4
13719
1.00

σ (max)
3.41
0.24
21771
15519
0.06
0.05
2502
0.18

-

Normal

1.00

0.18

W/m2
W/m2
-

Uniform
Normal
Normal
Normal
Uniform
Uniform
Normal

0.83
0.527
0.527
0.83
10.8
10.8
0.40

0.87
0.096
0.096
0.05
16.1
16.1
0.07

1.8E+12

12000

Heating Energy (Joules)

1.6E+12

10000

1.4E+12
1.2E+12

8000

1E+12

6000

8E+11
6E+11

4000

4E+11

2000

2E+11
0

0
Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Heating Degree Hours (@ 18C)
Avg Daily Solar Intensity (W/m2)

1
2
3
4
5
6
7
8

Actual
Min
Max
Mean
Heating (HDH)
Solar (Igh)

Dec

Figure 3: Comparison of measured and calibrated space heating energy during the academic year of 2005-2006.
Heating degree hours included as dashed line and average daily incident global horizontal radiation as dotted line.
Simulation results show that 32 out of 5000 samples satisfy the GOF criteria, all of which will be used to estimate
potential energy savings of proposed EEMs in the following retrofit study. Figure 3 shows a comparison of the
measured and simulated space heating energy (excluding computer labs) by all resulting calibrated solutions. Figure
4 shows a similar comparison for electricity consumption (of the entire building).
Since this study uses a financially weighted GOF (wtherm:welectricity ≈1:3 in the NH building); heavier weight has been
given to electricity consumption. Therefore less variation is observed in simulated electricity consumption (Figure
4), compared to the simulated space heating energy (Figure 3). The same conclusion can be drawn from a
comparison plot of CV(RMSE) versus MBE among overall calibration, electricity, and heating energy (Figure 5).
The CV(RMSE) and MBE for the overall calibration and electricity fall within a tight range, indicating good
compliance to the specified calibration criteria; while the CV(RMSE) and MBE for space heating energy spread out
a wide range and nearly half of them have MBE values larger than 10% and CV(RMSE) values larger than 20%.
The calibrated model (set) is validated using building performance data collected during the 2004-2005 academic
year. Figure 6 shows the comparison of measured and simulated space heating energy using the calibrated model set
for the academic year of 2004-2005. The majority of the measured monthly space heating energy consumption stays
within the estimated range of space heating energy dictated by the calibrated model set, except for the months of
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June and December. The deviation in the month of June is expected as the space heating energy was zero in the
calibration year June 2006 (thus there is no basis established to calibrate models for this month unless space cooling
energy is collected as well). But the deviation in December is rather surprising. Compared to October and
November, December has higher heating degree hours(HDH) and lower solar radiation level (Igh) (Figure 6) and
therefore is expected to have higher space heating demand based on building physics. The fact that less space
heating energy consumption is observed (measured) in December indicates that there are other factors that affect
space heating demand but are not taken into account properly in the calibration process. Another possible
explanation is that there is a significant difference in terms of occupant activity (including occupancy, HVAC
operation hours, occupancy related plug loads, etc.) between December 2004 and December 2005 in NH. The
calibrated model set, based on the performance measurements during the academic year of 2005-2006, is not able to
capture the occupancy activities that are significantly different from those of the calibration year. Figure 7 shows a
similar comparison in monthly electricity consumption. All measured monthly electricity consumption data are well
within the estimated range by the calibrated model set, with the largest deviation from simulated mean also observed
in December. One should note that a better agreement between the simulated and the measured monthly energy
consumption is reached for electricity consumption compared to space heating energy, even if they are both
influenced by unidentified factor(s) (Figure 8). This difference could be contributed to the fact that the overall GOF
is much better for electricity compared to space heating energy due to the heavier weight given to electricity in this
study (Figure 5). The impact of weight factors to the quality of the calibrated model set shall be further studied in
future investigations.

Electricity Usage
(kWh)

450,000
Actual
350,000

Min

250,000

Max
Mean

150,000
Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

Figure 4: Comparison of the measured and calibrated electricity consumption during the 2005-2006 academic year.
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0
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Avg Daily Solar Intensity (W/m2)

Figure 5: Plot of CV(RMSE) vs. |MBE| of all resulting calibrated solutions

Actual
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Mean
Heating (HDH)
Solar (Igh)
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Figure 6: Comparison of measured and simulated space heating energy during the academic year of 2004-2005

International High Performance Buildings Conference at Purdue, July 16-19, 2012

Electricity Usage (kWh)

3526, Page 9
400,000
350,000

Actual

300,000

Min

250,000

Max
Mean

200,000
150,000
Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

Figure 7: Comparison of the measured and simulated electricity consumption during the 2004-2005 academic year.
0.50

CV(RMSE)

0.40
0.30
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0.20

Electricity

0.10

Heating

0.00
0

0.05

0.1

0.15

0.2

0.25
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Figure 8: Plot of CV(RMSE) vs. |MBE| of all simulated monthly energy consumption against corresponding
measurements for 2004-2005

3.3 Retrofit Options/Results
Retrofit options explored for the NH building in this study includes: (1) to replace the single-pane glazing with
better insulated double pane glazing; (2) to upgrade the mechanical system from current CAV system to a variable
air volume (VAV) system with demand control ventilation; and (3) a combination of both.
All windows in NH are made of standard ¼” clear glass with aluminum frame. They have a solar heat gain
coefficient (SHGC) of approximately 0.85 and U-Value of 5.68 W/m2-K. Replacing current windows with double
pane insulating windows with aluminum frame will result in reduction of the SHGC value to 0.75 and the U-Value
to 3.00 W/m2-K. Using glass with higher thermal resistance will reduce the heat loss to the ambient in heating
season and coldness loss in cooling season. The selection of a double pan window with relative high SHGC is due to
the fact that Portland, OR is a heating dominated climate and the increased heat gains in winter will outweigh the
elevated cooling demand in summer. The current air handling system is comprised of five constant volume fans
totaling 174,265 cfm (81.9 m3/s) and 187.5 horsepower (137.9 kW). By adding variable speed drives (VSDs) and
adding CO2 monitors to the return ducts, current CAV system can be upgraded to a VAV system with demand
control ventilation. Switching from CAV to VAV could save about 70% fan electricity consumption according to
experience from filed professionals (Xu and Lin 2010) and other existing retrofit studies (Star 2008). Meanwhile
the proposed demand control ventilation will re-adjust ventilation supply per the ASHRAE 62.1-2010 requirements
and based on the detected occupancy level.
Table 2: A summary of potential heating energy savings based on TMY weather data for Portland, OR
Min

Windows
Ventilation
Combination

Energy
Savings (J)
2.81E+12
1.83E+12
4.29E+12

Max
Percentage
savings
39.0%
25.1%
59.7%

Energy
Savings (J)
3.78E+12
2.56E+12
5.39E+12

Percentage
savings
52.4%
35.5%
70.0%

Mean
Energy
Percentage
Savings (J)
savings
3.30E+12
45.3%
2.25E+12
30.8%
4.98E+12
68.3%

The potential energy savings of both proposed EEMs are evaluated through the resulting calibrated solutions with
the TMY3 weather data set (Wilcox and Marion 2008). Table 2 shows a summary of estimated potential savings by
window upgrading, mechanical system upgrading, and a combination of both. Obviously upgrading single pane
windows with double pane ones will lead to significant energy saving, ranging from 39% to 52%. Additional
upgrade to the existing mechanical system will boost energy saving to another 23% on average.
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5. CONCLUSION
This research presents a simplified and practical approach for building energy model calibration by coupling
normative energy calculation method and the Latin Hypercube Sampling method. The light weight normative energy
calculation method only requires a very limited number of building inputs which could be collected through a quick
walk-through onsite audit. Furthermore its minimum computation requirement allows the LHS method to search the
entire feasible space more thoroughly but also in a timely manner. Results show that coupling normative energy
calculation and LHS provides users a simple and yet effective tool for building audit and calibration in support of
retrofit decision making. Follow-up verification and validation studies are needed before wider adoption of this
method in practice.
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