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Abstract
We study parametric interactions in a new type of nonlinear photonic structures, which is realized
in the vicinity of a pair of nonlinear crystals. In this kind of structure, which we call binary, multiple
nonlinear optical processes can be implemented simultaneously, owing to multiple phase-matching condi-
tions, fulfilled separately in the constituent crystals. The coupling between the nonlinear processes by
means of modes sharing similar frequency is attained by the spatially-broadband nature of the parametric
fields. We investigate the spatial properties of the fields generated in the binary structure constructed from
periodically poled crystals for the two examples: 1) single parametric down-conversion, and 2) coupled
parametric down-conversion and up-conversion processes. The efficacy of the fields generation in these
examples is analyzed through comparison with the cases of traditional single periodically poled crystal and
aperiodic photonic structure, respectively. It has been shown that the relative shift between the periodic
crystal lattices has a crucial effect on the generated spatial field spectrum and the overall efficiency. In
addition, the influence of the inter-crystal distance on these characteristics has been studied. Therefore,
our study suggests that one can construct optical elements with sophisticated nonlinear properties from
simpler elements without significant sacrifice of the efficacy.
1 Introduction
Nonlinear optical structures play an important role
in modern science and technology, since it forms the
basis for generation of optical fields with unique prop-
erties [1, 2, 3, 4] and provides convenient means to
manipulate them [5, 6, 7, 8].
Among a variety of nonlinear optical processes,
the parametric down-conversion (PDC) process [9]
is extensively exploited today. In particular, differ-
ent types of amplifiers [10, 11, 12, 13, 14, 15, 16]
and wavelength-tunable oscillators [17, 18, 19, 20]
are based on the PDC implemented in media with
quadratic susceptibility. In the quantum domain,
the PDC serves as a source of nonclassical states of
light [21, 22, 23], in particular, entangled states [24,
25] — a resource for quantum-enhanced technolo-
gies; the squeezed quantum states, which are related
to quadrature entanglement, are also produced by
the PDC process [26, 27]. In addition to PDC, the
sum-frequency generation (SFG) process is also im-
plemented in the quadratic media, thereby provid-
ing means to convert and manipulate optical fields,
which has been in both classical [5] and quantum
regimes [7].
Generally, the phase-matching conditions imposes
major limitation to the implementation of nonlin-
ear interactions [9]. The birefringent phase-matching
which only relies on favorable material proper-
ties has very limited use due to material’s con-
straints, whereas the quasi-phase-matching (QPM)
technique [28, 29], does not posses such limitations
and is widely exploited today. Currently, the crys-
tals with inversion of the susceptibility sign in one
dimension are usually dealt with in applications [28].
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The lattice of periodically modulated crystals al-
lows to compensate for single phase mismatch [30],
or, at certain conditions, multiple mismatches [31].
Chirped nonlinear crystals — a kind of aperiodic
structures — are used for adiabatic generation and
conversion of optical fields [32, 33]. Extra control
over the spatial and temporal spectrum of the gener-
ated fields is gained using 2D and 3D photonic struc-
tures [34, 35, 36].
In this work, we are interested in implementing
simultaneously multiple processes in a single pho-
tonic structure, which is motivated by the necessity of
monolithic multicolor optical sources that can be de-
veloped with these structures. In the classical regime,
mutually coupled PDC and SFG processes produce
optical fields that fall into distinctly located spec-
tral regions, which is of applied interest an exam-
ple of which is holography [37]. From the quantum
perspective, the multicolor fields produced by these
processes can carry sophisticated types of entangled
states — the building blocks of quantum-enhanced
algorithms [38, 39, 40]. In turn, these fields can be
utilized in experiments where one needs an interface
between distinct physical systems, for instance, to
bridge the transition wavelengths of trapped atoms,
that are used to perform quantum logic operation or
quantum memory, and the telecommunication wave-
lengths to conveniently communicate with a distant
party [41].
Previously, the authors suggested one-dimensional
structures as means to generate multicolor fields [43,
42, 44]. In these aperiodic structures, the desired
crystal lattice is constructed by superposing several
lattice harmonics, each of which compensates sin-
gle phase mismatch [43, 44]. Moreover, the inverse
problem of finding the peak amplitudes of the lat-
tice spectrum, that define the effective nonlinearity
coefficients, has been solved analytically [44].
Here, we investigate the alternative type of inho-
mogeneous structures that also enables implementa-
tion of multiple processes simultaneously. In con-
trast to the aperiodic nonlinear structures studied
before, we suggest to implement coupled interactions
in 2D structures, constructed from a pair of closely
spaced crystals with generally different lattices, so
that the resulted block of crystals form a binary
structure. Owing to the multimodity of the field spa-
tial spectrum, stemmed from the loosely constraints
of phase-matching, coupling between nonlinear pro-
cesses evolving in the neighboring crystals can be
achieved. The difference of the coupling mechanism
utilized in this study from the waveguide structures,
where the localized eigenmodes are coupled evanes-
cently has to be noted (see examples [45, 46] and
references therein). Additionally, the capability to
operate by large bandwidth fields makes the inhomo-
geneous crystal structures advantageous over waveg-
uides, which spatial spectrum is limited by the eigen-
modes profiles.
We study the field generation in the proposed bi-
nary structures by analyzing nonlinear interactions
comprising both the PDC and SFG processes, and
compare the obtained results with the ones for the
1D nonlinear crystals.
The paper is organized as follows. In Section 2 we
describe the binary structure under study. In Sec-
tion 3 single PDC process taking place in the binary
structure constructed from crystals with equal but
shifted lattices is investigated. Here, in Section 3.1,
we describe the link between the classical and quan-
tum equations to account for vacuum fluctuations
that seed the spontaneous PDC. Following that, in
Section 4, we study the coupled processes of PDC
and SFG, supported by the crystals individually. The
conclusion is given in Section 5.
2 Binary nonlinear structure
The binary structure under study is illustrated in
Fig. 1. The structure consists of two crystals (crystal
1 and crystal 2) placed at a distance d (Fig. 1). We
assume that the crystals’ dimensions along axes x and
y are large enough, thereby the peripheral effects are
negligible. To fulfil the QPM conditions, the sign of
the nonlinear susceptibilities of the crystals is modu-
lated along the direction z, so that the corresponding
quadratic susceptibilities read: χ(2)(z) = χmgm(z),
where gm(z) is the modulation function taking values
¡¡-1¿¿ and ¡¡+1¿¿, χm is the effective quadratic sus-
ceptibility, dependent on the material and the wave-
lengths involved in the processes, m is the index that
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Figure 1: Schematic of the binary nonlinear structure
comprised of two periodically poled crystals with pe-
riods Λ1 and Λ2 separated by distance d. The trans-
verse and longitudinal dimensions are marked by axes
x and z, respectively; the other transverse dimension,
corresponding to y axis (not shown), is irrelevant un-
der the adopted approximations.
Given the structure properties along the transverse
direction (axis x) are defined by the crystals and the
medium in between them, we have the following ex-
pression for the spatial-dependent effective quadratic
susceptibility:
χ(x, z) = θ
(
−x−
d
2
)
χ1(z) + θ
(
x−
d
2
)
χ2(z) =
=χ1θ
(
−x−
d
2
)
g1(z) + χ2θ
(
x−
d
2
)
g2(z),
(1)
where θ(x) is the Heaviside function. Notice, that
at χ1 = χ2 = χ, g1(z) = g2(z) = g(z) and d = 0
expression (1) turns into χg(z) — as for the case of
traditional 1D inhomogeneous crystal.
The linear optical properties of the binary struc-
ture are defined by the ones of the crystals and the
medium in between them. In a general case when
the constituent materials of the structure are dif-
ferent, both radiative and waveguide modes have to
be considered, for rigorous analysis. Here, we as-
sume the linear properties of the constituents identi-
cal, which can be the case of similar materials with
the QPM conditions unfulfilled for the inter-crystal
space. Thus, henceforth we take χ1 = χ2 = χ.
These assumptions allow us to consider the task
solely through the basis of plane waves.
We restrict our analysis to the periodically poled
crystals, so that the modulations functions can be
represented as
gm(z) = sign
[
cos
(
2π
Λm
z + ϕm
)]
, (2)
where Λm is the lattice period of crystalm, ϕm is the
phase parameter, describing the longitudinal shift of
crystal m with respect to the position z = 0, sign[·]
is the signum function.
3 Parametric down-conversion
in the binary structure
Let us consider a binary structure with both crys-
tals supporting a single degenerate PDC process that
obeys the frequency relation:
ωp = 2ω1, (3)
where ωp and ω1 are the pump and signal frequen-
cies, respectively. Given the phase mismatch along
the axis z: ∆k = kp − 2k1, with kp and k1 be-
ing the wavenumbers of the pump and signal, the
period of the compensating lattices is calculated:
Λ1 = Λ2 = Λ = 2π/|∆k|. Since the lattices can
be shifted with respect to each other in direction z,
we introduce the shift δz that is related to the phase
parameters ϕm: δz = Λ(ϕ1 − ϕ2)/2π. Therefore, the
modulation functions of the lattices can be written
as g1(z) = g(z − δz/2) and g2(z) = g(z + δz/2)
To investigate the nonlinear dynamics of the PDC
in the 2D structure, we adopt the slowly-varying am-
plitude approximation [9] and assume that the pump
field is undepleted. Using (1) and taking diffraction
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into account, the equation reads:
∂A1
∂z
+
i
2k1
∆⊥A1 =
= βdApA
∗
1e
−i∆kz
[
θ
(
−x−
d
2
)
g
(
z −
δz
2
)
+ θ
(
x−
d
2
)
g
(
z +
δz
2
)]
,
(4)
where A1 = A1(~ρ, z), Ap = Ap(~ρ, z) are the sig-
nal and pump field amplitudes, respectively, βd =
ω1χ/2n is the nonlinearity strength with χ being
the effective quadratic susceptibility of the crystals,
n is the refractive index at the signal frequency,
∆⊥ = ∂
2/∂x2 + ∂2/∂y2 is the transverse Laplacian.
To simplify analysis, we use some convenient ap-
proximations. Firstly, even though (4) is three-
dimensional, the binary structure is two-dimensional,
thus, we shall solve the problem in two dimensions
implying ∂2/∂y2 = 0. Secondly, we take the pump
wave to be plain, so that in equations that follow it
is a constant value.
Thirdly, using the QPM conditions hold, the right-
hand side of (4) can be simplified to eliminate
the coordinate-dependent modulation functions. For
this, the periodic function g(z) is expanded into the
discrete series (here, we approximate the finite length
function g(z) by sum rather than integral expansion):
g(z) =
+∞∑
m=−∞
gm exp(imqzz), qz =
2π
Λ
, (5)
where gm = 2 sin(mD)/πm is the lattice spectrum
amplitudes (m 6= 0), m is the QPM order, D is the
duty cycle. Further, we consider crystal lattices with
D = 1/2, so that gm = 2/πm.
Using (5), we obtain
g(z±δz/2)e−i∆kz =
∑
m
gm exp [i(mqz −∆k)z ± imqzδz/2]
(6)
In the case of qz = ∆k, the dominant term in ex-
pansion (6) is g1. Neglecting the remaining terms,
which is equivalent to averaging over the structure
length L, the replacement in (4) follows:
g(z ± δz/2)e−i∆kz −→ g exp(±iψ), (7)
where g = 2/π, ψ = ∆kδz/2 = (ϕ2 − ϕ1)/2.
To analyze the field dynamics, it is convenient to
work in the spatial spectrum domain. Using the
Fourier expansion
A(x, z) =
∫ +∞
−∞
a(q, z) exp(−iqx)dq, (8)
(4) is rewritten as
∂a1(q, z)
∂z
− i
q2
2ks
a1(q, z)
= σeiϕpg
∫ +∞
−∞
(
θ˜−(κ)e
−iψ + θ˜+(κ)e
iψ
)
a∗1(κ− q, z)dκ,
(9)
where σ = βd|Ap| is the coupling strength, ϕp is the
pump wave phase (Ap = |Ap| exp(iϕp)). In (9) we
have introduced the functions describing nonlinear
interaction proceeding in the crystals 1 and 2:
θ˜±(κ) =
1
2π
∫ +∞
−∞
θ(±x − d/2) exp(iκx)dx
=
1
2
(
δ(κ)±
i
πκ
)
exp(±iκd/2),
(10)
denoted by ¡¡-¿¿ and ¡¡+¿¿ subscripts, respectively.
Substituting (10) into (9), we arrive at the follow-
ing equation, describing the parametric interaction in
the plane waves basis:
∂a1(q, z)
∂z
− i
q2
2k1
a1(q, z)
= σeiϕpg [cosψa∗1(−q, z)−
−
1
π
∫ +∞
−∞
sin
(
ψ +
(q − q′)d
2
)
a∗1(−q, z)
q − q′
dq′
]
,
(11)
Without loss of generality, we set ϕp = 0, as the field
power grows more efficiently in this case.
It is instructive to consider some limiting
cases of (11). In the first case, when the crys-
tal interfaces are in contact, i.e. d = 0, the
right-hand side of (11) takes a simpler form:
σg [cosψa∗1(−q, z)− sinψH(a
∗
1(−q, z))], where
H(f(q)) = 1pi
∫ +∞
−∞
f(q′)
q−q′ dq
′ is the Hilbert trans-
form [47]. In addition to this, when the lattices
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are not shifted (ψ = 0), we obtain the equa-
tion corresponding to the traditional case of
periodically poled crystal [48, 49]. In the sec-
ond case, at arbitrary separation d and no shift
(ψ = 0), the right-hand side of (11) turns into
σg
[
a∗1(−q, z)−
d
2pi
∫ +∞
−∞
sinc((q − q′)d/2)a∗1(−q
′, z)dq′
]
,
with the second term having the meaning of cutting
out nonlinear interaction in the space between the
crystals.
For the sake of comparison, we use the solution for
the traditional case of single crystal with d = 0 and
ψ = 0 as a benchmark. The equation describing this
case is derived by setting ψ = 0 and d = 0, which
yields the right-hand side of (11): σga∗1(−q, z). Also,
the solution is compared with the one for the step-
like structure, that implement nonlinear interactions
in a half-space. x ≤ 0-half-space is considered here,
thus, taking θ˜+(κ) = 0 in (9) yields the equation for
the structure:
∂a1(q, z)
∂z
− i
q2
2k1
a1(q, z)
=
1
2
σg [a∗1(−q, z)− iH(a
∗
1(−q, z))] .
(12)
Notice the factor of 1/2 that occurs in the right-
hand side of (12).
3.1 Solution method of classical equa-
tions with vacuum input
For the analysis that follows, one needs to solve (11)
and (12). We use the known form of solution for PDC
evolving in the crystal without transverse modulation
((11) at d = 0, ψ = 0) [48, 49]:
a(q, z) = U(q, z)a0(q) + V (q, z)a
∗
0(−q), (13)
where a0(q) = a(q, 0) and a
∗
0(−q) = a
∗(−q, 0) and
are the spectrum amplitudes at the crystal input,
U(q, z) and V (q, z) are the functions describing the
solution. The explicit expressions in this case are also
known [48, 49]:
U(q, z) = coshΓz+i
ε
Γ
sinhΓz, V (q, z) =
σ
Γ
sinhΓz,
(14)
where ε = q2/2k1, Γ =
√
|σ|2 − ε2.
The input-output form of solution (13) is appli-
cable for any input states, as far as the undepleted
and plain pump wave assumpstion holds. However,
the quantum nature of the vacuum states, which is
common in experiments and is implied in this paper,
hinders obtaining solution directly. In this case, to
calculate useful field characteristics the amplitudes a
and a∗ have to be treated as quantum operators that
obey appropriate commutation relations. In particu-
lar, from the commutation relations one can obtain
the link between the functions U(q, z) and V (q, z):
|U(q, z)|2 − |V (q, z)|2 = 1. (15)
For example, ensure that the solution (14) obeys (15).
As for the field evolution in the binary structure,
the solution of (13) can not be written explicitly sim-
ilarly to (14). Thus, we solved them numerically ac-
counting for the caveat of quantum vacuum fluctu-
ations at the input. Before using a numerical algo-
rithm, we establish the relation between the fields in
classical and quantum treatment.
Considering the input spatial amplitudes a0(q) as
statistically broadband and uniformly distributed, we
obtain the mean 〈a0(q)〉 = 0 for all q and the corre-
lations:
〈a∗0(−q
′)a0(q
′′)〉 = S0(q
′)δ(q′ + q′′), (16)
where S0(q) = S0 is the spatial spectral density of
the field.
Using (15) and (16), the spectral density at the
output (z = L) reads
S(c)(q) = S0(1 + |V (q, z = L)|
2). (17)
From the quantum point of view, however, replac-
ing the amplitudes a0(q) and a
∗
0(q) with the corre-
sponding operators aˆ0(q) and aˆ
∗
0(q) yields different
result [49]: S(q)(q) = S0|V (q, z = L)|
2. Given the
spectral density obtained classically and quantum-
mechanically, one can derive the following relation:
S(c)(q)− S0
2S0
= |V (q, z = L)|2 = S(q)(q). (18)
Therefore, we have shown how to calculate the spec-
tral density of the field in PDC in a correct way, based
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Figure 2: The spectral density of the field generated
in PDC in the binary photonic structure as a function
of spatial frequency at a) ψ = 0 (without shift), b)
ψ = π/4, c) ψ = π/2 (maximum shift — the domains
of different signs are against each other). The dashed
curves are the dependencies corresponding to PDC in
standard crystal without transverse modulation and
PDC taking place in the half-space. The graphics
are plotted for the following parameters: σ = 250
m−1, λp = 0.532 um, λ1 = 2λp = 1.064 um, L = 0.5
cm; the coupling coefficient value can be obtained,
for example, in the lithium-niobate at 1 kW pump
power focusing in the 100 um diameter spot size [9].
on the characteristic obtained formally in the classi-
cal input assumption.
To solve (11) numerically, statistical modeling of
the vacuum by classical random noise with the uni-
formly distributed phase can be performed. However,
in our case, this approach is inefficient, since it re-
quires numerical propagation of (11) for the series of
randomly generated input amplitude values and the
final result is significantly noisy due to finite sam-
pling. Fortunately, the linear form of (13) enables
a more efficient approach. For this, assuming con-
stant values of amplitudes a0(q) = a0 we construct
the following combination:
S(det)(q; a0) = a
∗(−q, z)a(q, z)
= |a0|
2
(
1 + 2|V (q, z)|2
)
+U(q, z)V ∗(q, z)a20(q) + U
∗(q, z)V (q, z)a∗20 (−q),
(19)
which is calculated by single numerical propagation
of (11). At random input values, the last two terms
in the right-hand side of (19) are vanished after sta-
tistical averaging. However, it should be noted that
the sign of the interference terms in (19) changes re-
placing a0(q) with ia0(q). Therefore, we have
S(det)(q) = S(det)(q; a0) + S
(det)(q; ia0) =
= a∗(−q, z)a(q, z) = |a0|
2
(
1 + 2|V (q, z)|2
)
,
(20)
from which follows
S(q)(q) = |V (q, z)|2 =
S(det)(q)− 2|a0(q)|
2
4|a0(q)|2
, (21)
thereby arriving at solution in two runs of a standard
numerical scheme. Similarly, we will solve the task
for coupled processes in the following section.
Fig. 2 illustrates S(q)(q) as a function of transverse
spatial frequency with different values of the shift an-
gle ψ and distance d between the crystals. Also, for
comparison, the dependencies corresponding to the
PDC in single crystal, described by solution (14), and
PDC in half-space, which is obtained by solving (12),
are presented. From Fig. 2 we infer that the inte-
gral efficiency of the PDC conversion, as measured by
S(q)(q), is decreased with increasing the separation d.
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This behavior is due to absence of nonlinear interac-
tion in the inter-crystal space. The spectrum profile
is also modified by varying these geometrical parame-
ters — shifting the lattice crystals has profound effect
on the spectrum profile, which is attributed to inter-
ference of the fields originated from different crystals.
For example, considering two configurations — with-
out a shift (ψ = 0) and a maximum shift (ψ = π),
presented in Fig. 2a and Fig. 2d, respectively, we see
the characteristic fringe-like pattern occurred in the
shifted structure.
4 Coupled PDC and SFG pro-
cesses
We now consider a more complex nonlinear interac-
tion, comprising the degenerate PDC process, sup-
ported by one of the crystals:
ωp = 2ω1, (22)
which is accompanied by the process of SFG:
ω1 + ωp = ω3 = 3ω1, (23)
evolving in the other crystal of the binary struc-
ture. In this coupled interaction the two-color field
of the carrier frequency ω1 and the tripled frequency
ω3 = 3ω1 is produced. (The frequency relations be-
tween the generated modes can be different in general
in the case of two pump waves). Different QPM con-
ditions for PDC and SFG require that the crystals
have different modulation periods. Assuming that
the lattice of crystal 1 compensates for the mismatch
occurred in PDC: ∆kd = kp−2k1, while the lattice of
crystal 2 compensates for the mismatch for the SFG:
∆ku = kp+k1−k3, the respective modulation periods
are calculated as Λ1 = 2π/|∆kd| and Λ2 = 2π/|∆ku|.
Let the crystals 1 and 2 be shifted along axis z in
the opposite directions by δz1 and δz2 in such a way
that ∆kdδz1/2 = −∆kuδzu/2 = ψ. Using (1) and
the QPM conditions for the two nonlinear processes,
we obtain the following equations for the field am-
plitudes A1(x, z) and A3(x, z) at frequencies ω1 and
ω3:

∂A1
∂z
+
i
2k1
∂2A1
∂x2
= βdge
−iψθ (−x− d/2)ApA
∗
1+
+ β(1)u ge
iψθ (x− d/2)A∗pA3,
∂A3
∂z
+
i
2k3
∂2A3
∂x2
= β(2)u ge
iψθ (x− d/2)ApA1,
(24)
where βd = ω1χ/2nc and β
(m)
u = ωmχ/2nc are
the nonlinear coefficients, χ and n is the effective
quadratic susceptibility and refractive index of the
crystals, for simplicity, assumed identical for the pro-
cesses involved, km = ωmnm/c is the wavenumber at
frequency ωm. As a result, we have: βd = β
(1)
u = β
and β
(3)
u = 3β.
As before, the field dynamics is analyzed in the spa-
tial Fourier space. Using expansion (8), from (24) we
obtain the following set of equations for amplitudes
a1(q, z) and a3(q, z):

∂a1(q, z)
∂z
− iε1a1(q, z) =
=
1
2
σg
[
ei(ϕp−ψ)a∗1(−q, z) + e
−i(ϕp−ψ)a3(q, z)−
−iei(ϕp−ψ)e−iqd/2H
(
eiqd/2a∗1(−q, z)
)
+
+ie−i(ϕp−ψ)eiqd/2H
(
e−iqd/2a3(q, z)
)]
,
∂a3(q, z)
∂z
− iε3a3(q, z) =
=
3
2
σgei(ϕp+ψ)
[
a1(q, z) + ie
iqd/2H
(
e−iqd/2a1(q, z)
)]
,
(25)
where ε1 = q
2/2k2, ε3 = q
2/2k3 = ε1/3 with the
rest of the parameters having the same meaning as
in (11). (25) are not amenable to analytical solution
and we solve them numerically using the approach
presented in the previous section.
Before proceeding further, for comparison reason,
let us introduce aperiodic nonlinear crystals, in which
the coupled processes under consideration can be im-
plemented. Due to aperiodic modulation of the non-
linearity sign in the longitudinal direction distinct
multiple peaks in the lattice spectrum can occur in
the aperiodic structures. We will compare the effi-
cacy of the binary structures with the crystals having
7
aperiodic modulation.
Several design methods that enable structures sup-
porting multiple nonlinear processes simultaneously
have been proposed. The method of superposition
of modulation of nonlinearity sign (SMNS) has been
proved to be a versatile approach to construct aperi-
odic crystals [42, 43, 44]. According to this method,
to compensate for multiple N phase mismatches by
the structure ∆kj (j = 1, N), the modulating func-
tion is calculated [44]:
gAS(z) = sign

 N∑
j=1
Cj cos
(
2π
Λj
+ ϕj
)
 (26)
where Λj = 2π/|∆kj | is the lattice period that com-
pensates the mismatch ∆kj , ϕj is the phase of the
partial harmonic in the superposition, Cj is the am-
plitude that defines the contribution of the harmonic
to the lattice, subscript j marks the mismatch ∆kj
(j = 1, N). By defining parameters Cj and ϕj at the
construction stage, the coupling coefficients and their
phases can be judiciously engineered.
Following the SMNS method, calculation of the
peak amplitudes that enter the nonlinear equations
((1)) gives the following result [44]:
gAS1 =
2
π
I(C1, C2), gAS3 =
2
π
I(C2, C1), (27)
where I(C1, C2) =
∫ +∞
0
J1(C1x)J0(C2x)/xdx =
2(E(r2) +K(r2)(r2 − 1))/πr, r = C2/C1, K(x) and
E(x) are the elliptical integral of the first and sec-
ond kinds, respectively. Since the crystals in the
binary structure have equal lattice peak amplitudes
(g = 2/π), in (27) we set C1 = C2 for the aperiodic
structure has equal peaks as well. Using (27), the lat-
tice amplitudes that compensate for mismatches ∆kd
and ∆ku are obtained: gAS1 = gAS3 = (2/π)
2 < g,
so that the peak amplitudes of an aperiodic lattice is
lesser than the ones of a periodic one.
Therefore, for the case of aperiodic structure, we
have the following set of equations that describe the
coupled processes [50]:

∂a1(q, z)
∂z
− iε1a1(q, z) =
σgAS1a
∗
1(−q, z) + σgAS3a2(q, z),
∂a3(q, z)
∂z
− iε3a3(q, z) = 3σgAS3a1(q, z).
(28)
(28) are rather simple and has an analytical solution
(see, for example, [50]). In the notations adopted
above, the form of the solution is the following:
a1(q, z) = U11(q, z)a10(q) + V11(q, z)a
∗
10(−q)
+U13(q, z)a30(q) + V13(q, z)a
∗
30(−q),
a3(q, z) = U31(q, z)a10(q) + V31(q, z)a
∗
10(−q)
+U33(q, z)a30(q) + V33(q, z)a
∗
30(−q),
(29)
where the transfer functions Umn(q, z) and Vmn(q, z)
are mutually related by
|Um1(q, z)|
2 + |Um3(q, z)|
2
−|Vm1(q, z)|
2 − |Vm3(q, z)|
2 = 1,
(30)
(m = 1, 3), which follow from commutation relations,
associated with the Fourier amplitudes; the field am-
plitudes a1(q, z), a3(q, z), a
∗
1(q, z) and a
∗
3(q, z) corre-
spond to photon creation and annihilation operators.
Solution of the form of solution (29) holds true for
the case of binary structure.
In the case of vacuum input, the spatial correlation
(16) is applicable to both the low- and high-frequency
modes: 〈a∗m0(−q
′)an0(q
′′)〉 = Sm(q
′)δmnδ(q
′ + q′′)
(m = 1, 3), where δmn is the Kronecker symbol ap-
peared since vacuum modes of different frequencies
are uncorrelated.
From the quantum point of view, the correct spec-
tral densities Sm(q) are derived using (29) using op-
erator mathematics and the vacuum state condition
〈a†m0(−q)am0(q)〉 = 0:
S(q)m (q) = |Vm1(q, L)|
2 + |Vm3(q, L)|
2, (m = 1, 3).
(31)
In the classical domain with random noise model
for the vacuum amplitudes, using (29) and (30), the
spatial spectral densities read:
S(c)m (q) = 〈aˆ
∗
m(−q)aˆm(q)〉 =[
1 + 2(|Vm1(q, L)|
2 + |Vm3(q, L)|
2)
]
|a0|
2,
(32)
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(m = 1, 3).
To relate the solution of (25) obtained by nu-
merical simulation with the correct solution, dic-
tated by quantum physics, we apply the same ap-
proach, that has been used for single PDC process.
It is evident from (25) that the quadratic combina-
tions of field amplitudes, when considered as clas-
sical values, include interference terms proportional
to a210, a
2
30, a10a30, a
∗
10a30 and the complex conju-
gates. To eliminate them, we solve the equation
numerically 4 times with the following set of ini-
tial values: 1) a10 = a30 = a0, 2) a10 = −a30 =
a0, 3) a10 = a30 = ia0 and 4) a10 = −a30 =
ia0. As a result of this, we obtain 4 dependencies:
S
(det)
m (q; a0, a0), S
(det)
m (q; a0,−a0), S
(det)
m (q; ia0, ia0),
S
(det)
m (q; ia0,−ia0), which total, S
(det)
m (q), success-
fully eliminates the unwanted terms giving quadru-
pled classical spectral densities (32). Therefore, from
(31) and (32) readily follows:
S(q)m (q) =
S
(det)
m (q)− 4|a0|
2
8|a0|2
, (m = 1, 3) (33)
where S
(det)
m (q) = S
(det)
m (q; a0, a0) +
S
(det)
m (q; a0,−a0) + S
(det)
m (q; ia0, ia0) +
S
(det)
m (q; ia0,−ia0).
The spatial spectral densities S
(q)
1 (q) and S
(q)
3 (q)
are plotted in Fig. 3 and Fig. 4, respectively, at dif-
ferent values of the crystal shift and the distance be-
tween the crystals. Comparing the dependencies in
the figures with the ones corresponding to the fields
generated in aperiodic structures, described by (28),
it is evident that the integral efficiency of field for-
mation in the binary structure is always lower than
in the aperiodic structure. Especially, we notice that
in the aperiodic structure with the lattice parameters
under study, the high-frequency field is brighter than
the low-frequency field, which is due to the higher
value of the coupling strength responsible for SFG. In
the case of the binary structure, the same behaviour
holds true, however, the difference in efficiency, as
quantified by the ratio between the corresponding
spectral maxima, is not so high. Taking into account
that in (25) and (28) the parameters responsible for
diffraction obey ε3 = ε1/3, the diffraction effects in
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Figure 3: Spectral density S
(q)
1 (q) as a function of the
spatial frequency at different crystal shift values: a)
ψ = 0, b) ψ = π/4, c) ψ = π/2. The dependencies
drawn in dashed correspond to the field generated
in the coupled interactions implemented in the ape-
riodic structure described by (28) with lattice spec-
trum amplitude gAS1 = gAS3 = (2/π)
2. The pump
phase ϕp = ψ. The rest of the parameters are the
same as in Fig. 2.
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Figure 4: Spectral density S
(q)
3 (q) as a function of
the spatial frequency at different crystal shift values:
a) ψ = 0, b) ψ = π/4, c) ψ = π/2. The relevant
parameters are the same as in Fig. 3
the high-frequency range are manifested to lesser de-
gree. Therefore, the interference fringe-like behaviour
observed in the field spectral density and produced by
single PDC in the binary structure is not so apparent
in the case of the coupled PDC and SFG (compare
Fig. 2c) and Fig. 3c)). Moreover, the corresponding
spatial density of high-frequency modes ( Fig. 4c))
does not manifest interference behaviour at all.
5 Conclusion
To summarise, we have proposed the binary nonlinear
structure as means for the implementation of multi-
wave optical processes. Our study suggests that de-
spite each crystal in the structure supports distinct
set of nonlinear processes, coupling between modes
originated from the two crystals can be attained near
the inter-crystal interface, due to loosely constraints
of phase-matching. Also, through consideration of
the coupled PDC and SFG processes, we have shown
that the field generation and conversion efficiencies in
the binary structure is somewhat lower than in the
corresponding nonlinear crystals without transverse
inhomogeneity.
Other configurations of the binary structures,
which are different in constituent materials and mod-
ulation functions, can also be suggested. In particu-
lar, the pulsed regime of parametric interaction with
chirped crystals [51] can be of interest, due to the
intertwining of the material dispersion of the crys-
tals, that can alter the pulse dynamics. Also, the
capability of the binary structures to host structured
film materials, for example, metamaterials [52], in
space between the crystals makes them attractive for
development of potentially new optical sources with
unique temporal and spatial characteristics.
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