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Abstract
A certain two-person in0nite game (between “Robin Hood” and the “Sheri4”) has been
studied in the context of set theory. In certain cases, it is known that for any deterministic
strategy of Robin Hood’s, if the Sheri4 knows Robin Hood’s strategy, he can adapt a win-
ning counter-strategy. We show that in these cases, Robin Hood wins with “probability one”
if he adopts a natural random strategy. We then characterize when this random strategy has
the almost-surely winning property. We also explore the case of a random Sheri4 versus a
deterministic Robin Hood.
c© 2003 Elsevier B.V. All rights reserved.
Keywords: Games; Strategy; Randomized strategy
1. Introduction
The Robin Hood game has been studied by logicians [2–4] in the context of set
theory 2 . The key theorems about it states “if the Sheri4 knows Robin’s Strategy then
the Sheri4 can play a counter-strategy that wins.” What if the Sheri4 does not know
Robin’s strategy? How can we formalize this notion? We will have Robin play a simple
randomized strategy so that the Sheri4 cannot know Robin’s next move.
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For two-player matrix games [5], randomized strategies are provably better than
deterministic strategies. This paper shows that for a class of in0nite games (which are
not matrix games) randomized strategies are provably better than deterministic ones.
In Section 2, we show exactly when a random Robin Hood beats any deterministic
Sheri4 strategy. In Section 3, we show some cases where a Random Sheri4 beats a
particular deterministic Robin Hood strategies and speculate on other possibilities.
Let ! denote the set of positive integers, and !1 denote the 0rst uncountable
ordinal.
Denition 1.1. Let r :!→! and s :!→! be two functions. Let A be a set. The Robin
Hood game with parameters (r; s; A) (henceforth RH (r; s; A)) goes as follows:
1. On day i, the Sheri4 of Nottingham (henceforth ‘the Sheri4’) puts a set of 6s(i)
bags of gold into a cave. He labels the bags with elements of A. No label can ever
be used twice over the course of the game.
2. On night i, Robin Hood (henceforth “Robin”) removes 6r(i) bags of gold from
the cave.
The game goes on forever. If every single bag that ever enters the cave is eventually
removed then Robin wins; otherwise the Sheri4 wins.
Notation 1.2. If r or s is a constant function we can denote it by that constant. So the
phrase “RH (2; 3; !1)” makes sense.
Here are some easy facts about the game:
1. If there are no limits on Robin’s strategy then he has an easy winning strategy:
always remove the bag that has been the longest in the cave.
2. If A is countable then Robin has an easy winning strategy. Before the game begins,
Robin 0xes an ordering of A which we denote A= {a1; a2; : : :}. During the game, if
Robin is looking at a cave with {ai1 ; ai2 ; : : : ; aik} (with i1¡i2¡ · · ·¡ik) then Robin
removes ai1 . More succinctly, Robin removes the least indexed bag. Any bag that is
placed into the cave will eventually be removed since there are only a 0nite number
of possible bags with lower index.
3. If (∀i)[r(i)¿s(i)] then Robin wins easily.
Because of these three facts the game has been studied when Robin’s strategy is
restricted, A is uncountable, and (∀i)[r(i)¡s(i)].
Denition 1.3. A strategy of Robin’s is memoryless if it depends only on the set of
bags of gold (and their labels) that he sees in the cave, and not on when they came
in, or how many times Robin has visited the cave.
Here are some theorems about the game from [4]. See [2,3] for more theorems.
1. Assume Robin has a memoryless strategy. If (r; s) lies in the set {(1; 2); (2; 3); (3; 4)}
and if the Sheri4 knows Robin’s strategy then he can devise a counter-strategy that
wins RH (r; s; !1). The (4; 5; !1) case is open.
2. Assume Robin has a memoryless strategy. There are models of set theory where, for
all constants c, if the Sheri4 knows Robin’s strategy then he can devise a counter-
strategy that wins RH (c; c + 1; !1). (In these models of set theory the axiom of
choice is false.)
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The key to prior results is that the Sheri4 knew Robin’s strategy. What if he did
not? One way to accomplish this is to have Robin adopt a random strategy; it is well-
known that random (or mixed) strategies can be crucial in games [5]. We show, in
particular, that for any positive constants r and s, and for any in0nite set A, Robin
wins RH (r; s; A) almost surely if he adopts a natural random strategy. (Note that this
is in contrast with the above-seen results on deterministic strategies for Robin.) We
use the simplest possible random strategy for Robin:
Denition 1.4. The random strategy for Robin in stage i is to choose r(i) elements
at random out of the cave. (If there are less than r(i) elements then he takes them all
out of the cave. This cannot happen in our discussion, since, as mentioned above, we
will only deal with the case where r(i)6s(i) for all i.)
We also characterize when this random strategy has the almost-surely winning prop-
erty for Robin.
Clearly, if Robin adopts such a strategy, the choice of A does not matter, as long
as it is an in0nite set. Also, since Robin plays randomly, there is no advantage for
the Sheri4 to put in less than s(i) bags, nor for Robin to take out less than r(i) bags.
Hence, we will assume that in round i the Sheri4 puts in exactly s(i) bags and Robin
takes out exactly r(i) bags.
We cannot speak of Robin “winning” or “losing” with this strategy; however, we can
speak of the probability of winning or losing. This probability is taken over Robin’s
sequence of coin tosses. Since we are dealing with an in0nite probability space, we
need some care in de0ning Robin’s probability of winning. There does not appear to
be a unique de0nition but the following one appears natural. Basically, Robin would
like to have removed all bags that arrived in the 0rst n days within some 0nite time,
with high probability; this should hold for arbitrarily large n. Guided by this notion,
we de0ne Robin’s probability of losing (which is 1 minus his probability of winning)
as follows. Let f :!→! be an arbitrary function. De0ne Ef(n) to be the event “there
exists some bag that had arrived on or before day n, which had not been removed by
night n+ f(n)− 1”. Then, we de0ne Robin’s failure probability to be
p(r; s) = inf
f:!→!
lim
n→∞ Pr[Ef(n)]: (1)
It is not clear that this limit should exist, but we shall show that it exists and
is always either 0 or 1 (respectively denoting Robin succeeding and failing almost
surely). Let us now understand these two limiting values better. Suppose p(r; s)= 0.
This means that for any ¿0, there exist f :!→! and n0 such that for all n¿n0,
Pr[Ef(n)]6; in other words, Robin succeeds almost surely (since the waiting time of
bags that arrived by day n is bounded by the 0nite function f(n) + n almost surely,
for any n large enough). Next, suppose p(r; s)= 1. This means that for any ¿0, there
exists n0 such that for all n¿n0 and for all f :!→!, Pr[Ef(n)]¿1− ; i.e., Robin
fails with arbitrarily large probability.
Notation 1.5. Let L(i)=
∑i
j=1 (s(i)−r(i)). This is the number of bags left in the cave
after the ith round.
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2. When does a random Robin Hood win beat a deterministic sheri
Our main result, Theorem 2.1, shows when Robin wins or loses, almost surely: basi-
cally this is shown to depend on whether the series
∑∞
i=1 r(i)=(L(i)+r(i)) converges or
not. Theorem 2.1 in fact says something stronger. If the series
∑∞
i=1 r(i)=(L(i) + r(i))
diverges, it is shown that with arbitrarily high probability, there is some f such that
Ef(n) fails simultaneously for all n. On the other hand, if
∑∞
i=1 r(i)=(L(i)+ r(i))¡∞,
then any bag that arrived after a certain day, will stay forever with arbitrarily high
probability. (We assume without loss of generality that L(i) + r(i)¿0 for all i, so
that this series is well de0ned. Indeed, L(i) + r(i)= 0 is possible, under the condition
“r(j)6s(j) for all j”, only if s(i)= r(i)= 0. Such indices i clearly contribute nothing
to the game, and can be ignored.)
Theorem 2.1. Suppose r(i)6s(i) for all i. Then
(a) If
∑∞
i=1 r(i)=(L(i) + r(i))=∞, then p(r; s)= 0 (i.e., Robin wins almost surely).
In fact, in this case, for any ¿0, there exists an f such that Pr[∃n: Ef(n)]6.
(b) If
∑∞
i=1 r(i)=(L(i) + r(i))¡∞, then p(r; s)= 1 (i.e., Robin loses almost surely).
In fact, in this case, for any ¿0, there exists n0 such that for any given bag
b that arrived on day n0 or later, the probability that b is ever removed is at
most .
Proof. Suppose a bag b is in the cave on night i, before Robin makes his random
choices. Note that the probability that b is removed on night i is
r(i)
L(i − 1) + s(i) =
r(i)
L(i) + r(i)
: (2)
(a) Fix some n∈!, some ∈ (0; 1], and some bag b that arrived on some day d6n.
By (2), the probability that b is not removed by the end of night n+m− 1 (where m
is any positive integer) is
n+m−1∏
i=d
(
1− r(i)
L(i) + r(i)
)
6
n+m−1∏
i=n
(
1− r(i)
L(i) + r(i)
)
6 e−
∑n+m−1
i=1 r(i)=(L(i)+r(i)):
Thus, by a union bound, the probability that at least one bag that had arrived on day
n or earlier is not removed by the end of night n+ m− 1 is at most(
n∑
j=1
s(j)
)
· e−
∑n+m−1
i=1 r(i)=(L(i)+r(i)): (3)
Now since
∑∞
i=1 r(i)=(L(i) + r(i))=∞, we also have
∑∞
i=n r(i)=(L(i) + r(i))=∞.
Therefore, we can choose m=m(n; ) large enough so that the expression in (3) is at
most, say, 6=(2n2). Thus we see that for all , there exists f such that
Pr[∃n: Ef(n)]6
∞∑
n=1
Pr[Ef(n)]6
∞∑
n=1
6=(2n2)= :
This implies that p(r; s)= 0.
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(b) In this case, we proceed as follows. Suppose we are given some positive . Since∑∞
i=1 r(i)=(L(i) + r(i))¡∞, there exists some integer n0 such that
∞∑
i=n0
r(i)
L(i) + r(i)
6 :
Now consider an arbitrary bag that arrived on some day d¿n0. Then, the probability
that it is never removed is
∞∏
i=d
(
1− r(i)
L(i) + r(i)
)
¿ 1−
∞∏
i=n
r(i)
L(i) + r(i)
¿ 1− :
This easily implies that p(r; s)= 1.
We obtain some easy corollaries of interest.
Corollary 2.2. Let A be any in6nite set.
1. If s∈! and s¿1 then Robin almost surely wins RH (1; s; A). (This follows from
the divergence of
∑∞
i=1 1=i.)
2. If s(i)= 
log(i+1) then Robin almost surely wins RH (1; s; A). (This follows from
the divergence of
∑∞
i=1 1=i log(i + 1).)
3. Let ¿0. If s(i)= 
(log(i + 1))1+ then Robin almost surely loses RH (1; s; A).
(This follows from the convergence of the series
∑∞
i=1 1=i(log(i + 1))
1+.)
4. Let ¿0. If s(i)= i then Robin almost surely loses RH (1; s; A). (This follows from
the convergence of
∑∞
i=1 1=i
2.)
3. When does a random Sheri beat a deterministic Robin
We now study a question suggested by one of the referees: what if Robin is deter-
ministic and the Sheri4 plays randomly? Concretely, consider RH (1; s; [0; 1]) for any
integer s¿2. Suppose the Sheri4 chooses s random labels from [0; 1] on each day; with
probability 1, no two labels will ever be the same. What are some good deterministic
strategies for Robin? We are not able to answer this question. We show in Section
3.1 that certain “natural” strategies for Robin do not work, and present a strategy in
Section 3.2 that we conjecture to work.
3.1. Negative results
Our negative result is that strategies for Robin such as “always remove the bag with
the smallest label (or largest label) currently seen” do not work. More generally, if
s¿3, any strategy that on any given day either removes the minimum-labeled or the
maximum-labeled bag, also does not work. We start by recalling the Cherno4 lower-tail
bound [1]. Suppose X is a sum of a 0nite number of independent random variables
each of which takes values in [0; 1]. Letting =E[X ] (the expected value of X ), the
bound shows that for any ∈ (0; 1),
Pr[X 6 (1− )]6 e−2=2:
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Fix any s¿2 and any ∈ (0; 1). We 0rst show that if Robin always removes the
minimum-labeled bag, then there is a bag that will never be removed with probability
at least 1− . Let 0¡¡ 12 be any constant such that 2(1− )2¿1; thus,
s(1− )2 ¿ 1: (4)
Also de0ne
T =
⌈ c0
2
ln(1=)
⌉
(5)
for a suitably large constant c0. Our proof approach will be as follows. Let the random
variable t be the smallest integer that is at least as large as T , such that the Sheri4
placed a bag b with label greater than 1−  on day t; such a t exists with probability
1. We aim to show that the bag b will never be removed with high probability.
In more detail, de0ne the following random variables:
n0 = t; n1 = 
t · (s(1− )2 − 1) for i ¿ 1; ni+1 = 
nis(1− )2:
Call a bag “good” i4 its label is at most 1−. We propose to show that with probability
at least 1− , all of the following events happen:
• Event E0: at least st(1− )2 good bags are placed in days 1 through t;
• Event Ei for i¿1: at least ni+1 good bags are placed in the ni days that belong to
the interval
[1 + n0 + n1 + · · ·+ ni−1; 1 + n0 + n1 + · · ·+ ni]:
Since Robin can only remove one bag per night, event E0 implies that at the end of
night t (i.e., the night of the day when the bag b arrives), at least n1 good bags will
be left; these will clearly be removed by Robin before he can remove bag b. However,
event E1 implies that in the n1 days that follow, at least n2 good bags arrive. Thus, at
the end of night t + n1, at least n2 good bags will have to be removed before bag b
can be removed. E2 then shows that n3 good bags arrive in the next n2 days, etc; thus,
if all these events hold, b can never be removed. We now show using the Cherno4
bound that the probability of even one of the Ei not holding is at most . From now
on, let us condition on an arbitrary but 0xed value of t, and recall that such a value
is at least T ; all probabilities from now on will be conditional on this value of t. In
particular, all values ni are deterministic from now on.
The events Ei for i¿1 are a bit easier to handle: consider any one such Ei. In any
given interval of ni days, the expected number of good bags placed is sni(1−). Thus,
the probability of the complement Ei of Ei can be bounded by the Cherno4 bound:
∀i ¿ 1; Pr[Ei]6 e−sni(1−)2=2: (6)
We now bound Pr[E0]. Since (at least), one non-good bag has been known to be
placed on day t, we e4ectively have st − 1 random label choices in the 0rst t days.
Further, we know that in the days from T up to t − 1, all bags were good; on these
days, we thus have s independent random choices of labels, each of which is uniformly
distributed in [0; 1−]. Thus, even conditional on the value of t, the number X of good
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bags that arrive in the 0rst t days is a sum of independent binary random variables;
also, E[X ]¿st(1− )− 1, which is approximately st(1− ) in the relative sense if the
constant c0 is chosen large enough. Thus, if c0 is large enough, we get
Pr[E0]6 e−st(1−)
2=3: (7)
Therefore,
Pr[∃i ¿ 0: Ei]6 e−st(1−)2=3 +
∑
i¿1
e−sni(1−)
2=2:
Now, we can see from (4) that for any t¿T , the sequence n1; n2; : : : essentially in-
creases geometrically. Thus, the sum on the r.h.s. is dominated by its 0rst term, and
the r.h.s. can be made at most  by choosing c0 large enough. This completes our
proof.
For the more general case where on each night, Robin can choose to remove either
the minimum-labeled or the maximum-labeled bag, we proceed as follows. Assume
s¿3 now, and consider a bag b with label in the range ( 12−=2; 12 +=2). By essentially
the same proof, we can show that bag b will be “swamped” by bags with labels both
smaller and larger, and hence will never be removed (with high probability).
3.2. An approach conjectured to work
We now suggest a “maximum likelihood” type scheme that we conjecture will work
for Robin. Speci0cally, suppose we are again dealing with RH (1; s; [0; 1]) for some
0xed s¿2. Also suppose that we allow Robin to know the day i. Now suppose D
is some known distribution on sets of s distinct labels, each of which lies in [0,1];
furthermore, in any countable number of independent samples from D, we should have
with probability 1 that all generated labels are distinct. Consider the case where the
Sheri4 samples from D independently on each day (for instance, in the discussion
above, D is the uniform distribution on [0; 1]s), and suppose Robin plays as follows.
On each night i Robin examines the labels that he sees, and calculates for each bag b
(recursively knowing his strategy for nights 1 through i − 1, as well as knowing the
distribution D) its expected duration of stay so far, Yb. Then, he chooses to remove the
bag with largest Yb value (breaking ties by a uniformly random choice). We conjecture
that this strategy works for Robin in the case where D is the uniform distribution on
[0; 1]s.
4. Conclusions
In prior papers on the Robin Hood game the results were of the form “for such-and-
such settings of the parameters, if Robin plays a deterministic strategy, and the Sheri4
knows that strategy, then the Sheri4 can win”. In this paper, we have explored both
the assumption that the strategy is deterministic and that the Sheri4 knows it. We have
shown that even a simple randomized strategy can beat the Sheri4. Hence, the key to
prior results was that Robin used a deterministic strategy. Hence, this paper adds to the
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literature showing that randomization helps. Also, Section 3 studies a question raised
by one of the referees. It will be interesting to resolve the conjecture posed therein;
also, if the conjecture is true, can we go further and characterize the distributions D
for which it holds? In addition, a study of a random Robin Hood versus a Random
Sheri4 may be of interest.
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