A dynamic graph is a (locally finite) infinite graph G - (V, E) in which the vertex set is V -{i1,...,n and p } , where Z is the set of integers, and the edge set has the following periodic property: (, f) is an edge of E if and only if (ip+, f+l) is an edge of E. Dynamic graphs may model a wide range of periodic combinatorial optimization problems in workforce scheduling, vehicle routing, and production scheduling.
Introduction
In this paper we consider dynamic/periodic combinatorial optimization problems. The problems are dynamic in the sense that the best __C_]_ _ __ ___.
.t.. UAC t
Lf_ scneauie on any aay aepenas on me scneanes on mte preceamg ana succeeding days. The problems are periodic in the sense that the demands and constraints for any week are the same as those of preceding and succeeding weeks.
A number of problems in transportation planning, communications, and operations management may be modeled as dynamic/periodic optimization problems. For example, Simpson (1968) considers a number of different models for airplane scheduling. As another example, Baker (1976) considers a number of models relating to (cyclical) workforce scheduling. There have also been a number of papers relating to processor scheduling in a periodic environment, e.g. Dhall and Liu (1978) , Labetoulle (1974) , Lawler and Martel (1981) and Liu and Layland (1973) .
The above list of papers comprises just a small sample of papers relating to applications in dynamic/periodic scheduling. In this paper we focus on fundamental combinatorial structures relating directly to dynamic/periodic combinatorial optimization problems. In particular we will investigate and analyze problems on dynamic/periodic graphs.
These graphs are infinite horizon graphs that are "time expansions" of finite graphs. They may be viewed as dynamic/periodic analogs of finite graphs.
Dynamic Graphs
Let G = (V, E, T) be a directed graph with vertex set V = {1,...,n} and such that each edge (u, v) E E has an integral (possibly non-positive) transit time t,,, which may be interpreted as the number of time periods that it takes to travel from u to v along the edge. We make the simplifying assumption that there is at most one edge from u to v so as to simplify the notation (it is easy to show that the results in this paper do extend to graphs in which multiple edges are permitted. )
A static graph G = (V, E, T) is said to induce a directed dynamic graph G" = (', E") via time expansion as follows: Let Z denote the set of integers. Then
The vertex v of G" represents vertex v of G in period p , and edge (U, v P t ') represents "traveling" from u to v starting in period p and arriving t,, periods later. A static graph is portrayed in Figure 1 , and the induced dynamic graph is portrayed in Figure 2 . In this paper we analyse dynamic/periodic analogs of the classical d directe "easy" problems of graph theory, viz., the problems of determining compl (1) the weakly connected components, (2) the strongly connected components, (3) eulerian paths, (4) odd length circuits, and (5) minimum average cost spanning trees. In particular, we provide polynomial time in whi algorithms for each of the above problems. proble In each case the dynamic/periodic problem reduces to a static paper, problem on a finite graph. However, in no case does the dynamic/periodic graph theoretic problem reduce to the same problem S on a finite graph; e. g., determining the strongly connected components that ax of a dynamic graph does not reduce to finding the strongly connected ratio c components of a related static graph unless we allow the related static the pt graph to have an exponentially large number of vertices. Moreover, period there are some problems that cannot be solved in polynomial time on The dynamic network derived by expanding the static network of Figure 1 . dynamic graphs. For example, we show that determining if there is a directed path from vertex u to vertex v in a dynamic graph is NPcomplete. This paper may be viewed as a companion paper to Orlin (1981b) in which the author analysed the complexity of the classical "difficult problems" of graph theory as generalized to dynamic graphs. In that paper, the author showed that many NP-complete problems become PSPACE-hard when generalized to dynamnic graphs.
Some other dynamic/periodic combinatorial optimization problems that are solvable in polynomial time include: the minimum cost-to-time ratio circuit problem (see Dantzig ct al. (1967) and Lawler (1967) ), the problem of minimizing the number of vehicles to meet a fixed periodic schedule (see Bartlett (1957) , Bartlett and Charnes (1957) , Dantzig and Simpson (1962) , Simpson (1969) , Wollmer (1980) , and- Orlin (1982a and b) ). In fact, both of the above problems are special Graph I cases of both the minimum cost dynamic network flow problem solved Su a 121ft ~~~~~ by Orlin (1981a) and of the dynamic matching problem solved by Orlin is an al (1982c) .
where e, The results of this paper contrast with those of Ford and Fulkeris a form son (1958) who considered a finite horizon version of the dynamic net-P. f a] work and those of Gale (1959) who considered dynamic networks with sit time a fixed starting point (and the starting period was an essential element of P mI of his theory.) and we
Some Empirical Observations A terminai
There is no guaranteed method of assessing the complexity of a occurs problem on a dynamic graph given only the complexity of the problem edge on finite graphs. Nevertheless, there are certain "rules of thumb" for P = vo, assessing the complexity, and these rules are quite robust in practice. T (1) If X is an NP-hard problem on graphs, then the problem X (u', ) as applied to dynamic graphs is strongly PSPACE-hard. (See any pat Orlin (1981b) for a detailed explanation of this is a coi phenomenon).
and su( (2) If X is a graph problem that may be solved in polynomial induces time, then problem X as applied to dynamic graphs may also copy of be solved in polynomial time. Moreover, we may solve the describe dynamic variant of X as follows. First defEme an "appropri-LEMM ate" graph problem X' on static graphs that is solvable in vertice. polynomial time. Next show that a feasible solution for X' corresp on G induces a feasible solution for X on G'. Finally, show the set via a duality result for X' that an optimal solution for X' on T G induces an optimal solution for X on G". v via a si Although the above rule of thumb is accurate in general, it does fail for specific problems. Perhaps its failure in certain instances is not L of G. so surprising since a corollary of the rule of thumb would be that and such that the jo edge has a transit time r -rj-i. Similarly P' induces an infinite number of copies in G" , and path P above is the r copy of P. The correspondence between paths in G and paths in G is described in the following Lemma. A vertex assignment for a static graph G = (V, E, T) 
We let t(P) denote the transit time of a path in which T is replaced by r
The following lemma is a well-known property of reduced transit times and is easily established by induction. LEMMA 3. Suppose that G = (V, E, T) is a static network and that d is a vertex assignment. Then for any path P from vertex u to v it fol-
is a static graph and that d is a vertex assignment. Then the dynamicgraph induced by G is isomorphic to the dynamic graph induced by G = (V, E, Td).
is an edge of .
Connectivity in Dynamic Graphs
In this section we consider the following three problems for a given dynamic graph G". First, what are the connected components of G'? Second, what are the strongly connected components of G'? Thirdly, for two specified vertices, u, v of Vr , is there a directed path from to v ? For the first two problems we provide polynomial time algorithms. The third problem is NP-hard and is linearly equivalent to the knapsack problem.
Weak Connectivity
In order to determine the weakly connected components of the graph G" we first make two simplifying assumptions.
(1) The static graph G = (V, E, T) is connected, and (2) G has a spanning tree S such that each arc of S has a transit time of 0.
The first assumption is routine since if G is the union of connected components G,... ,Gk then the set of components of G is the union of the sets of components of G',..., Gk'.
We also can make assumption 2 without loss of generality because of Lemma 4. In particular we can choose a vertex v V and let d be the distance in S from v to u for all u E V. Then each edge of S in G = (V, E, 7T) has a transit time of 0. For each integral valued vector w we let gcd(w) be the greatest common divisor of the components of w. For example, gcd (-12, -20 , 30) = 2. aced by THEOREM 1. Let G = (V, E, T) be a static graph and suppose that there is a spanning tree of G consisting of edges whose transit time is I transit 0. Then the number of components of G' is gcd(T).
PROOF. Let g = gcd(T).
We first observe that the number of com-
ponents o c-IS at least g since oy Lemma i mere is no pain rom v to vp'J for l j s g -1.
To see that G' has exactly g components, let
We shall show that the subgraph of G' induced by V is connected and thus G has at most g components. By assumption there is a path P from v to w in G with t(P) = 0. Thus by Lemma 1, v' is in the same component as w' for all v, w E V and r Z. It follows that v' is in the same component as v ' +s if and only if the subgraph of G' induced by V, is connected. Thus it suffices to show that there is a path P in G from v to v such that t(P) = g.
To this end let S denote the spanning tree whose edges have a transit time of 0, and for each (u, v) S let C,, denote the unique circuit induced by adding edge (u, v) to S . By assumption t(C,,) = t,, Let X = (X,,) be an integral vector determined by Euclid's algorithm such that S X,,t,, = g. Let C' be the eulerian graph consisting of X+ = max (0, ,,) copies of C,, and X; copies of the reversal of C,, for each (u, v) E-S and two copies of S so as to ensure that C' is connected. Then C' induces a path from v to v of transit time g , completing the proof. 0 We observe that we can obtain a spanning tree and compute all reduced costs in 0(E) steps using virtually any tree search approach, and we can compute the gcd in U(IEI log (t.u + 1)), where tra = max (I t,, : (u, v) 
E). Also note that the components of G'
are the subgraphs of G" induced by the vertex sets V,..., V as defined in the above proof. Fminally, we observe that each component of G' is isomorphic to the dynamic graph induced by G' = (V, E, T') where t, = t,,/g. 
A graph is strongly connected if for every ordered pair u, v of prote vertices there is a directed path from u to v . The strongly connected denote components of a graph G are the maximal induced subgraphs that are in G f strongly connected. There are several very efficient algorithms for computing the strongly connected components including Tarjan's (1972) algorithm that runs in O( E ) steps using a depth first search approach.
In order to determine the strongly connected components of a dynamic graph G' we first make 2 simplifying assumptions:
can u, such (1) is strongly connected, and (2) G is connected. If G were not strongly connected, we could determine the strongly conand 0 nected components of G' by applying the procedure described below to 1 each of the strongly connected components of G. Similarly, if G' were copies not connected, then each component G' would itself be a dynamic graph as mentioned above, and thus we could apply the algorithm below to each of the components.
We shall develop an algorithm for determining the strongly connected components of G' by considering two separate cases. a dire THEOREM 2. Suppose that G = (V, E, T) is a strongly connected top Wv fox static graph and that G' is connected. Suppose in addition that there are directed circuits C and C + in G such that
t(C-) < < t(C+). cuits
Then G" is strongly connected. t(C) PROOF. Let S be an arborescence of G with root for some E V. loss c non-n (An arborescence with root is a spanig tree in which there is a nonn directed path from v to every other vertex. ) Without loss of generality, assume that each edge of S has a transit time of 0 . (Otherwise, let d, transi be the distance of the path in S from V to u and replace T by Td). Such (for X an arborescence exists because there is a path from to every other minin vertex.
witho
ChAur halkn, that thor ; at A rorn4tA Ro+k frn,.
.9) + J' frn.
any p, r Z . In this case, the graph G = is strongly connected. To see this, note that since G is strongly connected there i aa directed path P from u to v min G and thus a path from u' to v in G' for all r E Z. Similarly there is a directed path from v to w in S and thus there is a path fqm v to w' in G'. Thus if we assume that there is a path from v to v then there is also a path from u' to w in G"
Our proof that there is a path P from to with t(P)= 1 proceeds similarly to the proof of Theorem 1. For each v E V, let P, denote the path on S from to v and let P; denote some directed path in G from v to v. Let C, = P,, P: and let D, = P, (u, v) , P . We have constructed the directed closed paths C, and D,, so that t(D 51 ) -t(C,) = te,.
Let q = i t(C+)t(C-) . By assumption, gcd(T) = 1 and thus we
can use Euclids algorithm to determine an integral vector X = (k,,) such that 2 X 3 , tt., -l(mod q) and O s X,, s q-1 for all (, v) V.
Let C' be the directed eulerian graph which is the sum of ,, copies of D,, and q -X,, copies of C, for all (, v) E. Then
1(mod q). (uY)C R (alv)Ei
We can then add sufficient multiples of C + and C-so as to obtain a direted circuit whose transit time is i. Thus there is a path from v The remaining case to analyse is the case in which either all circuits c of G are such that t(C) > 0 or else all circuits are such that t(C) s 0. The cases are symmetric, so that we may consider without loss of generality only the case that each directed circuit of G has a non-negative transit time.
Since G = (V, E, T) is strongly connected and has no negative transit time circuits, there is a spanning tree S rooted at vertex E V 
another directed path from v to u in G such that each path consists only of edges whose transit time is 0 . PROOF. If p > r, then there is no path P in G from u to v with t(P) = r -p < O and thus by Lemma 1 there is no path in G from u to v'. If p < r, then there is no path in G from v' to u.
If p = r then u t and v' are in the same strongly connected component if and only if there is a path P from u to v with t(P) = 0 and also a path P' from v to u with t(P') = 0. Since T : 0, it follows that F all directed paths P with t(P) = 0 must consist solely of edges of transit b time 0. o the prc To summarize the results concerning the strongly connected comable it ponents, we first decompose G into strongly connected components and the d further decompose if necessary so that each induced dynamic graph is max(c, connected.
algorit We then consider each resulting strongly connected static graph G there I in the partition. If G hasboth positive transit circuits and negative This It transit time circuits, then G is strongly connected. Otherwise, each tonian strongly connected component of G" has at most I VI vertices, and these components can be located by letting S be a minimum distance sit tim spanning tree (resp., maximum distance spanning tree if t(C) 0 for all circuits C) and applying Lemma 5. THEOREM 3. The directed path problem in G' is NP-complete. of tra PROOF. By Lemma 1, there is a directed path in G' from 9' to u' if PROC and only if there is a directed path in G from u to v with transit time m r -p. We shall show that this latter problem is transformable to the a n knapsack recognition problem which was proved to be NP-complete by fu Karp (1972) , and can be described as follows: INPUT: non-negative integers al, . . . , a, b. sm c QUESTION:
is there an index set S {1,...,n} such that (u, r, ) or else there is no minimum cost path from v to u of transit time r. PROOF. We develop a proof by contradiction. Suppose that P is a minimum cost path from F to u such that t(P) = r and such that P has a minimum number of ed es with respect to all such paths. Suppose further that P has at least t edges.
By flow decomposition theory, we can decompose path P into the sum of one directed path P, from F to u and a collection F of directed circuits. Let S be the union of P, and at most VI circuits of F so that S is connected and such that the vertex set of S is the vertex set of P Let F = F -S. Thus we can delete any collection of circuits of F from P and the resulting graph is connected.
Let n be the number of circuits of F' that have a transit time equal to p. We next note that no = 0. Else there is a circuit C E F' with t(C) = 0. If the cost of C is negative, then P is not a minimum cost path. If the cost of C is not negative, then P is not an optimum path with the fewest number of edges.
Since each circuit C E F' has at most I VI edges and t(C) S t, it
From (3.2) and the fact that no = 0 we obtain the inequality
and from (3.3) we obtain the inequality
Combining (3.1) and (3.4) we see that the number of circuits in F' with a negative transit time is at least t. Using a symmetric argument, we can show that the number of circuits in F' with a positive transit time is at least t. By the pigeon hole principle, there are integers p and q such that p < O < q and np, n, t. Let C' be the sum of q circuits of F' with transit time p plus another -p circuits of F' with transit time q. Then t(C') = 0, and we can devise the same contradictions as before.
0
In order to translate Lemma 6 into a result concerning dynamic graphs, we first define Vp = {v : v E V andl p} and we let GP be the subgraph of G" induced by the vertex set 
Eulerian Paths
In what is usually credited with being the first paper in graph theory, Euler (1736) showed that there is a closed path that passes through each edge exactly once if and only if (1) the graph is connected and (2) every vertex has even degree. In this section we consider the problem of determining eulerian paths on dynamic graphs, i.e., paths that pass through each edge of the dynamic graph exactly once. It is easy to see that conditions (1) and (2) Below we provide necessary and sufficient conditions for dynamic graphs to have either directed eulerian paths or undirected eulerian paths. THEOREM 4. Suppose that G = (V, E, T) is a static graph. Then G' has a directed eulerian path if and only if each of the following conditions holds:
(1) The indegree of each vertex of G is equal to its outdegree, (2) G is connected, and (3) 1 tolj = 1.
PROOF. The necessity of conditions (1) and (2) are obvious. We see the necessity of condition (3) as follows. First, suppose that P is any infinite path in G' that passes through each edge at most once. We say that P crosses the origin from below (resp., from above ) at edge (u, v'r) E P if p < O and r O (resp., p > O and r < 0). Let b + (P), (resp., b (P) ) denote the number of crossings of P from below (resp., from above). Since there is a crossing from above between every two crossings from below, and there is a crossing from below between every two crossings from above, and since b + (P), b-(P) are finite it follows that b+(P) -b-(P)I 1. Moreover, if P is eulerian then .ax t .
.7.
. . the number of crossings from below cannot equal the number of crossings from above. (If the first crossing is from below and if the last crossing is from above, then the path cannot pass through an infinite number of edges (u9, v) with p, r -O, contradicting that P is eulerian. We can derive a similar contradiction if the first crossing is from above and the second crossing is from below). Thus
Furthermore, if P is eulerian then
We see the sufficiency of conditions (i), (ii), and (iii) as follows.
Let C be a directed eulerian cycle in C initiating and ending at vertex v. (Conditions (i) and (ii) ensure that such a cycle exists). Then the pa copy of C is a directed path in GC from vP to v+ 1 or from v to v P-' according as t(C) = +1 or t(C)= -1. In either case, we can concatenate all of the copies of C so as to form an eulerian path. 0 THEOREM 5. Suppose that G = (V, E, T) is a static graph. Then G" has an undirected eulerian path if and only if each of the following conditions holds:
(1) Each vertex of G has even degree, (2) G is connected, and (2) and (3). The necessity of conditions (1) and (2) are immediate. The necessity of condition (3) is proved analogously to the necessity of condition (3) of Theorem 4. First, suppose that P is an undirected infinite path in Gt . We say that P crosses the origin from below at edge (, v') if p < 0 and r Ž 0 and (, v') is a forward edge of P or else p m 0 and r < 0 and (u9, v') is a backward edge of P. We say that P crosses the origin from above at edge (, v') if the reversal of P crosses the origin from i~~~~~~~-1 below at edge (, v) . As before, we let b(P) (resp., b(P) ) denote the number of crossings from below (resp., above). The necessity of condition (3) follows from the fact if P is an eulerian path then
In order to prove the sufficiency of (1) (2) and (3), we reduce the undirected eulerian path problem on dynamic graphs to the directed eulerian path problem. In order to perform the transformation, we will first consider a variant of dynamic graphs.
Let G' = (V", E') where V = {v : v V andp Z}.
We say that E' is periodic with period q if the edges of E' have the following property:
REMARK. Suppose that G' = (V", E') is an infinite graph such that E' is periodic with period q and each vertex of VU is incident to a finite number of other vertices. Then G is a dynamic graph induced by a static graph with ql VI vertices.
PROOF. Let G =(V, E, T) where V = iv : v EV and 1 s p q}.
For each edge (u', v9) E' with 1 r q we choose k and t so that p -r = k + tq and 1 k q and we associate an edge (u', vk) E with transit time t.
PROOF OF SUFICIENCY OF (1), (2) and (3).
Since G is eulerian we can express G as the union of undirected circuits C 1 , . . ., Ck, each with a non-negative transit time. Let us assume without loss of generality that each circuit is directed. Otherwise we could perform a series of edge reversals so as to obtain directed circuits. (An edge reversal is the replacing of edge (u, v) by an edge (v, ) whose transit time is t = -t,,. Edge reversals do not effect transit time of circuits, and they change arc directions in Ge.)
Order reversed (i. e., each edge of these paths in G' is reversed) and (ii) q of the infinite paths induced by Cl are reversed, and (iii) all other edges keep their current orientation.
It can be verified that the resulting infinite graph G* is periodic with period t(Cj) and that the static graph that induces G' satisfies the conditions of Theorem 3. Hence G' is eulerian.
THE( The condition that G' is connected is a necessary condition and G is cannot be replaced by the condition that G is connected as in the PRO( induced dynamic graph G" is bipartite if and only if there is no closed path P in G with an odd number of edges and with t(P) = 0. if we The above remark is an elementary consequence of Lemma . As grapi an example, consider the static graph G = (V, E, T) of Figure 5 .
wher, Then G" is bipartite. However, if the transit time of (1, 2) were changed from 0 to 2p+ 1 then there would be an odd circuit in G" with 6. N 2p + 9 edges. (If we take 2 copies of the triangle in G and 2p +3 copies of the loop then we obtain an odd closed path P in G with t(P) = ). tree
We observe that the shortest odd circuit in G" would have 2p+9 grapl edges and this has an exponential number of edges as p gets large. cost (Recall that the length of the input string is O(log p) ). It is fortunate G that we can detect the odd circuit much faster than we can list the edges ning of the circuit.
Before proceeding to the algorithm we define the graph set V G = (V 2 , E) as follows: Figure 5 . A graph G whose induced dynamic graph is bipartite.
is a static graph and that G' is connected. Then G" is bipartite if and only if G 2 is bipartite. PROOF. Suppose first that G" is not bipartite. Then there is an odd length dosed pa& P in G such that t(P) = 0. Then P induces an odd length closed path in G 2 , and thus G 2 is not bipartite.
Suppose conversely that G 2 is not bipartite. Then there is an odd length closed path in G 2 , and this path induces a dosed path P in G such that t(P) -0 (mod 2). Let k = t(P)/2; and let v be the initial vertex and terminal vertex of P . By assumption G" is connected and thus there is some dosed walk P' in G from v to v with t(P') = -k. Then P' = P, P', P' is an odd closed path in G and t(P*) = 0, thus showing that GC is not bipartite. 0 We observe that the conclusions of Theorem 6 would not be true if we dropped the assumption that G" is connected. In particular, the graph of Figure 5 induces a dynamic graph of G" that is bipartite whereas G 2 is not bipartite.
Minimum Average Cost Spanning Trees
Here we consider the extension of the minimum cost spanning tree problem to dynamic graphs. Let G = (V, E, T, C) be a static graph in which each edge (u, v) E E has a cost c,, . Moreover, the cost of each copy of edge (u, v) in the dynamic graph G = (Vt, Er, C") is c. A dynamic spanning tree refers to a spanning tree of G' 
dynamic spanning tree problem is to determine a dynamic spanning tree S that minimizes the long run average cost per period, i. e., the value
To determine a minimum average cost spanning tree for G' it is possible to use the standard approaches of Kruskal (1956) on GP and let p approach infinity. Instead we use Edmonds' (1971) greedy algorithm to determine a minimum weight basis of the matroid M defined below, In fact, the greedy algorithm as applied to M may be interpreted as an efficient implementation of the greedy algorithm for trees as applied to Et .
For each static graph G = (V, E, T) we define the quasi-dynamic matroid (or Q-matroid ) to be the matroid Q(G) = (E, I) on the edge set of G such that a subset A C E is independent if there is no nontrivial closed path in A whose transit time is 0. For example, the edges of the graph in Figure 6 .1 are independent, but the edges in Figures 6.2a and 6.2b are not. Note that an independent set has at most one simple circuit per component.
To verify that M defined above is a matroid, we will show that M is equivalent to another well known matroid. For a given network G = (V, E, T), let us define another network G' = (V, E, T') where tv = exp (t,,) . For each path P in G', let f(P) be the product of the forward edges of P divided by the product of the backward edges of P. It is easy jo see that t(P) = O if and only if f(P) = 1.
ofA Then G' may be interpreted as a generalized network. In such a I V(h network, if x, is the flow originating in edge (u, v) then the flow by si arriving at the head of (u, v) is tx.,. Let B., be the column vector trans with a 1 in component u and a -t, in component v . Then it is well of ac known (see, for example, Dantzig (1963) ) that a subset A of columns tion of B = (B,,) is linearly independent if and only if there is no nonof S, trivial dosed path P consisting of arcs of A such that f(P) = 1 or, equivalently, t(P) = 0. of G THEOREM 7. Let G = (V, E, T, C) be a static graph such that G' is gree connected and suppose that A C E is a minimum cost basis for the Qspan matroid Q(G). Then the forest FA obtained as the union of the infinite fore: number of copies of A may be extended to a minimum average cost edge dynamic tree via the addition of a finite number of edges. PROOF. By Lemma 1, FA has no simple circuit. We see that FA may be extended to a dynamic tree through the addition of a finite number and of edges as follows. First, G must have some non-zero length circuit and must be connected since G is connected. To see that SA is the minimum average cost dynamic spanning tree of G' , let S' be any other spanning tree. By the construction of the greedy algorithm it follows that FA n E P is a subset of a minimum cost spanning forest of GP. Also S' n EV may be extended to a spanning forest of GP by the addition of at most 2t,, I VI edges, and these edges have a total cost bounded above by c* = 2cut 1 sl VI. Thus 
Summary Dantzi Princet
In the previous sections we have shown how to solve various problems on dynamic graphs by reducing the problems to easily solved Rsar, problems on finite graphs. In each case, the proof that the transformation is correct uses little more than Lemma 1 and some elementary graph theoretic analysis.
cade It may seem plausible that every problem on dynamic graphs Ford, reduce to a problem on the static graph G. While this reduction is Static indeed always possible in the trivial sense that G" is itself defined in Cale, terms of G, in a very real sense there can be no such reduction in gen- Karp, eral. In particular, there is no such reduction if the reduced problem Thatca must be in the class NP, unless NP = PSPACE since the dynamic verKrsk sion of 3-colorability and many other graph problems is PSPACESalesrr complete, as proved by Orlin (1981b) . Labet There are no known general conditions which guarantee that the 
