We introduce the first operator splitting method for composite monotone inclusions outside of Hilbert spaces. The proposed primal-dual method constructs iteratively the best Bregman approximation to an arbitrary point from the Kuhn-Tucker set of a composite monotone inclusion. Strong convergence is established in reflexive Banach spaces without requiring additional restrictions on the monotone operators or knowledge of the norms of the linear operators involved in the model. The monotone operators are activated via Bregman distance-based resolvent operators. The method is novel even in Euclidean spaces, where it provides an alternative to the usual proximal methods based on the standard distance.
Introduction
Let X be a reflexive real Banach space with norm · and let ·, · be the duality pairing between X and its topological dual X * . A set-valued operator M : X → 2 X * with graph gra M = (x, x * ) ∈ X × X * x * ∈ M x is monotone if
(x, y) → f (x) − f (y) − x − y, ∇f (y) , if y ∈ int domf ; +∞, otherwise.
(1.4)
Let C be a closed convex subset of X such that C ∩ int domf = ∅. The Bregman projector onto C induced by f is The fact that, for every y ∈ int domf , P f C y ∈ int domf exists and is unique is established in [6, Corollary 7.9] . It follows from [7, Theorem 5.18] that, under suitable assumptions on f and M , given a sequence (γ n ) n∈N in ]0, +∞[ such that inf n∈N γ n > 0, the sequence defined by x 0 ∈ int domf and (∀n ∈ N) x n+1 = (∇f + γ n M ) −1 • ∇f (x n ) (1.6) converges weakly to a solution to (1.2) (in the case when X is a Hilbert space and f = · 2 /2, (∇f +γ n M ) −1 •∇f reduces to the standard resolvent J γnM and we obtain the classical result of [34, Theorem 1] ). A strongly convergent variant of (1.6) was proposed in [8] . In applications, however, M is typically too complex for (1.6) to be implementable. For instance, given a real Banach space Y, a typical composite model is M = A + L * BL, where A : X → 2 X * and B : Y → 2 Y * are monotone, and L : X → Y is linear and bounded. In Hilbert spaces, if X = Y and L = Id , several wellestablished splitting methods are available to solve (1.2), i.e., to find a zero of A + B using A and B separately at each iteration [9, 27, 28, 37] . Splitting methods for the more versatile composite model M = A + L * BL in Hilbert spaces were first proposed in [14] (see [1, 11, 12, 19, 20, 38] for subsequent developments). These methods provide in general only weak convergence to an unspecified solution and, in addition, they require knowledge of L or potentially costly inversions of linear operators. The recent method primal-dual method of [3] circumvents these limitations and, in addition, converges to the best approximation to a reference point from the Kuhn-Tucker set relative to the underlying hilbertian distance. The objective of this paper is to extend it to reflexive Banach spaces and to best approximation relative to general Bregman distances. Let us stress that the theory of splitting algorithms in Banach spaces is rather scarce as most hilbertian splitting methods cannot be naturally extended to that setting; in particular, to the best of our knowledge there exists at present no splitting algorithm for finding a zero of M = A + L * BL outside of Hilbert spaces. By contrast, the geometric primal-dual construction of [3] , which consists in projecting a reference point onto successive simple outer approximations to the Kuhn-Tucker set of the inclusion 0 ∈ Ax + L * BLx, lends itself to such an extension. Our analysis will borrow tools on Legendre functions and Bregman-based algorithms from [6] and [7] , as well as geometric constructs from [3] and [8] . The proposed results will provide not only the first splitting methods for composite inclusions outside of Hilbert spaces, but also new algorithms in Hilbert, and even Euclidean, spaces.
The problem under consideration is the following.
Problem 1.2
Let X and Y be reflexive real Banach spaces such that X = {0} and Y = {0}, let X be the standard product vector space X × Y * equipped with the norm (x, y * ) → x 2 + y * 2 , and let X * be its topological dual, that is, X * × Y equipped with the norm (x * , y) → x * 2 + y 2 . Let A : X → 2 X * and B : Y → 2 Y * be maximally monotone, and let L : X → Y be linear and bounded. Consider the inclusion problem find x ∈ X such that 0 ∈ Ax + L * BLx, ( let x 0 ∈ int dom f , let y * 0 ∈ int dom g * , and suppose that Z ∩ int dom f = ∅. The problem is to find the best Bregman approximation (x,
Notation. The symbols ⇀ and → denote respectively weak and strong convergence. The set of weak sequential cluster points of a sequence (x n ) n∈N is denoted by W(x n ) n∈N . The closed ball of center x ∈ X and radius ρ ∈ ]0, +∞[ is denoted by B(x; ρ). Let M : X → 2 X * be a setvalued operator. The domain of M is dom M = x ∈ X M x = ∅ , the range of M is ran M = x * ∈ X * (∃ x ∈ X ) x * ∈ M x , and the set of zeros of M is zer M = x ∈ X 0 ∈ M x . Γ 0 (X ) is the class of all lower semicontinuous convex functions f :
Preliminary results

Properties of the Kuhn-Tucker set
The following proposition revisits and complements some results of [2] and [14] on the properties of the Kuhn-Tucker set in the more general setting of Problem 1.2.
Proposition 2.1 Consider the setting of Problem 1.2. Then the following hold:
(i) Let P be the set of solutions to (1.7) and let D be the set of solutions to (1.8) . Then the following hold:
η a,b . Then the following hold:
(iii) Let (a n , a * n ) n∈N be a sequence in gra A, let (b n , b * n ) n∈N be a sequence in gra B, and let (x, y * ) ∈ X . Suppose that a n ⇀ x, b * n ⇀ y * , a * n + L * b * n → 0, and
Proof. Set M : X → 2 X * : (x, y * ) → Ax × B −1 y * and S : X → X * : (x, y * ) → (L * y * , −Lx). Since A and B −1 are maximally monotone, so is M . On the other hand, S is linear, bounded, and positive since
Thus, it follows from [35, Section 17] that S is maximally monotone with dom S = X . In turn, we derive from [35, Theorem 24.1(a)] that
Therefore, we derive from (2.2) and [15, Lemma 1. (ii)(a) : Let a ∈ gra A and b ∈ gra B. Then s * a,
(ii)(b): First, suppose that x = (x, y * ) ∈ a∈gra A b∈gra B H a,b . Then
it follows from (2.2) and (2.5) that ((x, y * ), (−L * y * , Lx)) ∈ gra M , i.e., x ∈ Z. Thus
Conversely, let a ∈ gra A, let b ∈ gra B, and let (x, y * ) ∈ Z. Then (x, −L * y * ) ∈ gra A and (Lx, y * ) ∈ gra B. Since A and B are monotone, we obtain
Adding these two inequalities yields
and, therefore, 
Thus, ∂f is single-valued on
Likewise, since (ii): It follows from Proposition 2.1(i)(a) that Z is a closed convex subset of X . Hence, since Z ∩ int dom f = ∅, we derive from (i) and [6, Corollary 7.9] that (x, y * ) = P f Z (x 0 , y * 0 ) is uniquely defined.
Best Bregman approximation algorithm
The approach we present goes back to Haugazeau's algorithm [23, (see also [9, Theorem 29.3] ) for projecting a point onto the intersection of closed convex sets in a Hilbert space using the projections onto the individual sets. The method was extended in [18] to minimize certain convex functions over the intersection of closed convex sets in Banach spaces. The adaptation to the problem of finding the best Bregman approximation from a closed convex set was investigated in [8] .
Definition 2.3 [7, Definition 3.1] and [8, Section 3] Let X be a reflexive real Banach space, let f ∈ Γ 0 (X ) be a Legendre function, let x 0 ∈ int dom f , let x ∈ int dom f , and let y ∈ int dom f . Then
is the closed affine half-space onto which y is the Bregman projection of
Lemma 2.4 [7, Lemma 3 .2] Let X be a reflexive real Banach space, and let C 1 and C 2 be convex subsets of X such that C 1 is closed and
Proposition 2.5 Let X be a reflexive real Banach space, let f ∈ Γ 0 (X ) be a Legendre function, let C be a closed convex subset of dom f such that C ∩int dom f = ∅, let x 0 ∈ int dom f , and set
and set
Then the following hold:
(ii) (x n ) n∈N is a well-defined bounded sequence in int dom f . 
Then, for every n ∈ N, Definition 2.3 yields
∩ int domf , and we derive from Lemma 2.4 that
On the other hand,
and, therefore, n∈N Fix T n = ∅. 
Coercivity and boundedness of monotone operators
Definition 2.6 Let X be a reflexive real Banach space such that X = {0} and let M : 20) and it is bounded if it maps bounded sets to bounded set.
Lemma 2.7
Let X be a reflexive real Banach space such that X = {0} and let M : X → 2 X * . Suppose that one of the following holds: 
Then M is coercive.
Proof. (i): Let x ∈ X and let z ∈ dom M . Then, if x is sufficiently large, we have M x = ∅ and therefore inf x − z, M x / x = +∞.
(ii): We have
Hence, for every x ∈ dom M such that x > z , we have
Thus,
Hence, the supercoercivity of ϕ yields
and M is therefore coercive.
Lemma 2.8 Let X be a reflexive real Banach space such that
In turn, the monotonicity of
and (2.27) implies that M 1 + M 2 is coercive. 29) and that
Lemma 2.9 Let X be a reflexive real Banach space such that
Proof. Set β = sup n∈N x * n and σ = sup n∈N γ n . It follows from (2.30) that, for every n ∈ N, there exist a
and we reach a contradiction.
Corollary 2.10
Let X be a reflexive real Banach space such that X = {0} and let M : X → 2 X * be coercive. Then M −1 is bounded.
Proof. Take M 1 = M and M 2 = 0 in Lemma 2.9.
Proposition 2.11
Let X be a reflexive real Banach space such that X = {0}, let h ∈ Γ 0 (X ) be essentially smooth, and let M : X → 2 X * be such that dom M ∩ int dom h = ∅. Suppose that one of the following holds:
(iv) M is monotone and h is supercoercive. 
(v) M is monotone and h is uniformly convex at a point
Proof. We first observe that [35, Theorem 18.7] and [6, Theorem 5.6] imply that ∇h is maximally monotone and that dom ∇h = int dom h.
(i): Lemma 2.7(i).
(ii): It follows from Lemma 2.8 that ∇h + M is coercive.
(iii): Since ∇h + M is uniformly monotone at z with a supercoercive modulus, the claim follows from Lemma 2.7(ii).
Thus, ∇h satisfies (2.27) and it follows from Lemma 2.8 that ∇h + M is coercive.
(v): It follows from [39, Definition 2.2 and Remark 2.8] that ∇h is uniformly monotone at z with a supercoercive modulus. Hence, ∇h + M is likewise and Lemma 2.7(ii) implies that ∇h + M is coercive. Alternatively, this is a special case of (iv). 
Then T is bounded on C.
Proof. In view of (2.36), there exists δ ∈ ]0, +∞[ such that
Now fix z ∈ C and ρ ∈ ]0, +∞[ such that C ⊂ x ∈ X x − z ρ , and take an integer m 1 + ρ/δ. Let x ∈ C and set
Then, for every n ∈ {0, . . . , m − 1}, x n+1 − x n = z − x /m ρ/m δ and (2.37) yields
n=0 T x n+1 − T x n m and therefore T x < T z + m. We conclude that sup x∈C T x T z + m.
Best Bregman approximation algorithm
Proposition 2.1(i)(a) asserts that Problem 1.2 reduces to finding the Bregman projection of a reference point (x 0 , y * 0 ) onto the closed convex subset C = Z ∩ dom f of dom f . Our strategy is to employ Proposition 2.5 for this task. The following condition will be used subsequently (see [7, Examples 4.10, 5.11, and 5.13] for special cases).
Condition 3.1 [8, Condition 4.3(ii)
] Let X be a reflexive real Banach space and let h ∈ Γ 0 (X ) be Gâteaux differentiable on int dom h = ∅. For every sequence (x n ) n∈N in int dom h and every bounded sequence (y n ) n∈N in int dom h,
We now derive from Proposition 2.5 our best Bregman approximation algorithm to solve Problem 1.2. 
Theorem 3.2 Consider the setting of Problem 1.2. Let
Then the following are equivalent:
(iv) Suppose that f , g * , h, and j satisfy Condition 3.1, and that ∇h and ∇j are uniformly continuous on every bounded subset of int dom h and int dom j, respectively. Then x n → x and y * n → y * .
Proof. We apply Proposition 2.5 to
3)
It follows from Proposition 2.1(i)(a) and our assumptions that C is a closed convex subset of dom f and that C ∩ int dom f = ∅. Moreover, Proposition 2.2(i) asserts that f is a Legendre function. Now let γ ∈ [ε, +∞[ and let µ ∈ [δ, +∞[. Since h is strictly convex, ∇h is strictly monotone [40, Theorem 2.4.4(ii)] and ∇h + γA is likewise. Let (x * , x 1 ) and (x * , x 2 ) be two elements in gra (∇h + γA) −1 such that x 1 = x 2 . Then (x 1 , x * ) and (x 2 , x * ) lie in gra (∇h + γA) and the strict monotonicity of ∇h + γA implies that
which is impossible. Thus,
The same argument shows that
On the other hand, by assumption, there exists (x, y * ) ∈ Z ∩ int dom f . It follows from (1.9) that x ∈ dom A and Lx ∈ dom B. Furthermore, (2.12) yields x ∈ int dom f . Therefore
Thus, dom A ∩ int dom h = ∅ and dom B ∩ int dom j = ∅. It therefore follows from Lemma 2.8 that
Altogether, (3.5), (3.6), (3.8), and Proposition 2.11 assert that the operators
are well defined and single-valued. Now set
it follows from (3.3), Proposition 2.1(ii)(b), (3.2), and Definition 2.3 that
Hence, appealing to Proposition 2.2(i) and (1.5), we see that
and that
Thus, we derive from (3.10), (3.12), and Proposition 2.5(ii) that (x n ) n∈N and (y * n ) n∈N are welldefined sequences in int dom f and int dom g * , respectively. 
Consequently, the strict monotonicity of ∇h and ∇j yields x n = a n and Lx n = b n .
Furthermore,
On the other hand, since
the strict monotonicity of ∇j yields La n = b n .
(i)(e)⇔(i)(f): Proposition 2.1(ii)(a).
We have
Hence −L * y * n ∈ Ax n . Likewise, as in (3.18), we first obtain Lx n = b n and then
Thus, y * n ∈ B(Lx n ), i.e., Lx n ∈ B −1 y * n . In view of (1.9), the implication is proved.
(ii): Proposition 2.5(iv) yields
(iv): Proposition 2.5(ii) implies that (x n ) n∈N is a bounded sequence in int dom f . In turn,
On the other hand, by (3.2),
and
Therefore,
However, since (iii) yields
and since f and g * satisfy Condition 3.1, (3.1) yields
Since ∇h is uniformly continuous on every bounded subset of int dom h, Lemma 2.12 asserts that ∇h is bounded on every bounded subset of int dom h and hence, since int dom f ⊂ int dom h and L * is bounded, it follows from (3.24) that ∇h(x n ) − γ n L * y * n n∈N is bounded. We therefore deduce from (3.9), (3.2), and Lemma 2.9 that
Similarly, since ∇j is uniformly continuous on every bounded subset of int dom j and L(int dom f ) ⊂ int dom j, it follows from (3.24) and Lemma 2.12 that ∇j(Lx n ) + µ n y * n n∈N is bounded and hence (3.9), (3.2), and Lemma 2.9 yield
Thus, (∇h(x n )) n∈N , (∇h(a n )) n∈N , (∇j(Lx n )) n∈N , and (∇j(b n )) n∈N are bounded and we deduce from (3.2) that
We therefore derive from (3.27), (3.29), (3.30), and (3.31) that
Since h and j satisfy Condition 3.1, we get
x n − a n → 0 and Lx n − b n → 0. Therefore, since ∇h is uniformly continuous on every bounded subset of int dom h and ∇j is uniformly continuous on every bounded subset of int dom j, ∇h(x n ) − ∇h(a n ) → 0 and ∇j(Lx n ) − ∇j(b n ) → 0. Now, let x = (x, y * ) ∈ W(x n ) n∈N , say x kn ⇀ x. Then x kn ⇀ x and y * kn ⇀ y * , and we derive from (3.34) and (3.36) that
It therefore follows from (3.11), Proposition 2.1(iii), and (3.24) that x ∈ Z ∩ dom f = C. Hence, we derive from Proposition 2.5(vii) that
where x = (x, y * ). Hence, D f (x n , x) → 0, D g * (y * n , y * ) → 0, and, since f and g * satisfy Condition 3.1, we conclude that x n → x and y * n → y * .
Remark 3.3
We provide a couple of settings that satisfy the assumptions of Theorem 3.2.
(i) In Problem 1.2, suppose that X and Y are Hilbert spaces, that f = · 2 /2, and that g = · 2 /2. Furthermore, in Theorem 3.2, set h = f and j = g, and note that, for any ε ∈ ]0, +∞[, ∇h + εA = Id +εA and ∇j + εB = Id +εB are strongly monotone and hence coercive by Lemma 2.7(ii). Then we recover the framework of [3] , which has been applied to domain decomposition problems in [4] .
(ii) Let (Ω 1 , F 1 , µ 1 ) and (Ω 2 , F 2 , µ 2 ) be measure spaces, let p and q be in ]1, +∞[, and set p * = p/(p − 1) and q * = q/(q − 1). In Problem 1. 
Remark 3.4
The implementation of algorithm (3.2) requires the evaluation of the operator (∇h + A) −1 . We provide a simple example in the Euclidean plane X of a maximally monotone operator A for which (∇h + A) −1 can be computed explicitly, whereas the classical resolvent (Id +A) −1 is difficult to evaluate. Let β ∈ ]0, +∞[ and let ψ : R → R be a Legendre function with a β Lipschitzcontinuous derivative. Set
Then it follows from [9, Theorem 18.15] that A is the sum of the gradient of the convex function
and of the skew linear operator (ξ 1 , ξ 2 ) → (−ξ 2 , ξ 1 ). Thus, A is a maximally monotone operator [9, Corollary 24.4] which is not the subdifferential of a convex function. In addition, as in Proposition 2.2(i), h is a Legendre function and
Remark 3.5 At every iteration n, algorithm (3.2) requires the computation of x n+1/2 = P f Hn (x n , y * n ) and then of
, and x n = (x n , y * n ), Then, if x n ∈ H n , x n+1/2 is the Bregman projection of x n onto the closed affine hyperplane x ∈ X x, s * n = η n . Thus, x n+1/2 is the solution of the problem
which, using standard first order conditions, is characterized by (see also [5 
In view of [6, Theorem 5.10] , the Lagrange multiplier λ is uniquely determined by the equation ∇f * (∇f (x n ) − λs * n ), s * n = η n . The problem therefore reduces to finding the solution λ to this equation in ]0, +∞[ and then setting x n+1/2 = ∇f * (∇f (x n ) − λs * n ). Likewise, it follows from (2.15) that x n+1 is the unique solution to the problem
Depending on the number of active constraints, this problem boils down to determining up to two Lagrange multipliers in ]0, +∞[.
Next, we consider a specialization of Problem 1.2 to multivariate structured minimization. 
For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, let
, and let L ki : X i → Y k be linear and bounded. Consider the primal problem minimize
and let
be the associated Kuhn-Tucker set. For every i ∈ {1, . . . , m}, let f i ∈ Γ 0 (X i ) be a Legendre function and let x i,0 ∈ int dom f i . For every k ∈ {1, . . . , p}, let g k ∈ Γ 0 (Y k ) be a Legendre function and let
and suppose that Z ∩ int dom f = ∅. The objective is to find the best Bregman approximation
We derive from Theorem 3.2 the following convergence result for a splitting algorithm to solve Problem 3.6.
Proposition 3.7
Consider the setting of Problem 3.6. For every i ∈ {1, . . . , m}, let h i ∈ Γ 0 (X i ) be a Legendre function such that int dom f i ⊂ int dom h i and h i + ε i ϕ i is supercoercive for some
where we use the notation (∀n ∈ N) x n = (x i,n ) 1 i m and y * n = (y * k,n ) 1 k p . Suppose that the following hold: (i) For every i ∈ {1, . . . , m}, f i and h i satisfy Condition 3.1 and ∇h i is uniformly continuous on every bounded subset of int dom h i .
(ii) For every k ∈ {1, . . . , p}, g * k and j k satisfy Condition 3.1 and ∇j k is uniformly continuous on every bounded subset of int dom j k .
Then
(∀i ∈ {1, . . . , m}) x i,n → x i and (∀k ∈ {1, . . . , p}) y * k,n → y * k . 
and the functions 
Next we observe that, for every i ∈ {1, . . . , m}, since h i +εϕ i is supercoercive, (h i +εϕ i ) * is bounded above on every bounded subset of X * i [6, Theorem 3.3] . As a result, (h + εϕ) * :
is bounded above on every bounded subset of X * , and it follows from [6, Theorem 3.3] that h + εϕ is supercoercive. In turn since, as in (3.7), ∅ = dom A ∩ int dom f ⊂ dom ϕ ∩ int dom f , we derive from [40, Theorem 2.8.3] and Lemma 2.7(iii) that
is coercive. We show in a similar fashion that ∇j + δB is coercive. Now set, for every n ∈ N, a n = (a i,n
Likewise,
Thus, (3.50) is a special case of (3.2). In addition, it follows from our assumptions and (3.53) that f , g * , h, and j satisfy Condition 3.1, and that ∇h and ∇j are uniformly continuous on every bounded subset of int dom h and int dom j, respectively. Altogether, the conclusions follow from Theorem 3.2(iv), with x = (x i ) 1 i m and y * = (y * k ) 1 k p .
Remark 3.8
In Problem 3.6, suppose that, for every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, ϕ i and ψ k are supercoercive Legendre functions satisfying Condition 3.1, that ∇ϕ i and ∇ψ k are uniformly continuous on bounded subset of int dom ϕ i and int dom ψ k , respectively, and that
Then, in Proposition 3.7, we can choose, for every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, h i = ϕ i and j k = ψ k , and in (3.50), we obtain
For example, suppose that, for every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, X i = R, Y k = R, and ϕ i = h i is the Hellinger-like function, i.e.,
otherwise.
(3.61) Then (3.59) becomes
Furthermore, as shown in the next section, in finite-dimensional spaces, we can remove Condition 3.1 and the assumption on the uniform continuity of (∇ϕ i ) 1 i m and (∇ψ k ) 1 k p .
Finite-dimensional setting
In finite-dimensional spaces, the convergence of algorithm (3.2) can be obtained under more general assumptions. To establish the corresponding results, the following technical facts will be needed. (ii) ∇f : int dom f → int dom f * is bijective with inverse ∇f * : int dom f * → int dom f [6, Theorem 5.10].
(iii) Let x ∈ int dom f , let y ∈ dom f , and let (y n ) n∈N ∈ (int dom f ) N . Suppose that y n → y and that 
Proof. Set C = Z ∩ dom f . We first observe that, as in (3.24) ,
In addition, we deduce from (3.10), (3.14), and Proposition 2.5(i) that x = (x, y * ) ∈ C ⊂ n∈N H f (x 0 , x n ), and hence from (2.14) that
By virtue of Proposition 2.5(vii) and (4.1), it suffices to show that every cluster point of (x n , y * n ) n∈N belongs to Z. To this end, take x ∈ X , y * ∈ Y, and a strictly increasing sequence (k n ) n∈N in N such that x kn → x and y * kn → y * . Then Lx kn → Lx, x ∈ dom f , and y * ∈ dom g * . Since x ∈ int dom f and since (4.2) implies that (D f (x, x kn ) ) n∈N is bounded, it follows from Lemma 4.1(iii) that x ∈ int dom f . Analogously, y * ∈ int dom g * . In turn, Lemma 4.1(i) asserts that ∇f x kn → ∇f (x) and ∇g * y * kn → ∇g
Furthermore, since int dom f ⊂ int dom h and L(int dom f ) ⊂ int dom j, we obtain x ∈ int dom h and Lx ∈ int dom j. Thus, there exists ρ ∈ ]0, +∞[ such that B(x; ρ) ⊂ int dom h and B(Lx; ρ) ⊂ int dom j. We therefore assume without loss of generality that
In view of Lemma 4.1(i), h(B(x; ρ)) and ∇h(B(x; ρ)) are therefore compact, which implies that (h(x kn )) n∈N and (∇h(x kn )) n∈N are bounded. Hence (D h (x, x kn )) n∈N is bounded and, moreover, it follows from (3.2), (4.1), Lemma 2.9, and (3.9) that (a kn ) n∈N is a bounded sequence in int dom h. We show likewise that (D j (Lx, Lx kn )) n∈N and (b kn ) n∈N are bounded. Next, since the convexity of h yields
we derive from (3.2) that
Similarly,
Since, by Lemma 4.1(i)-(ii), (∇f ) −1 = ∇f * is continuous on int dom f * and (∇g * ) −1 = ∇g is continuous on int dom g, we obtain x p kn +1/2 → x and y * p kn +1/2 → y * . Thus, Since gra A and gra B are closed [9, Proposition 20.33(iii)], we conclude that (x, −L * y * ) ∈ gra A and (Lx, y * ) ∈ gra B, and therefore that (x, y * ) ∈ Z.
Let us note that, even in Euclidean spaces, it may be easier to evaluate (∇h + γ∂ϕ) −1 than the usual proximity operator prox γϕ = (Id +γ∂ϕ) −1 introduced by Moreau [31] , which is based on h = · 2 /2. We provide illustrations of such instances in the standard Euclidean space R m . 
