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We present results for phase structure of lattice QCD with two degenerate flavors (Nf = 2)
of Wilson quarks at finite temperature T and baryon chemical potential µB ≤ piT . The fermion
determinant is positive for imaginary chemical potential. Our simulations are performed in the case
of µ = iµI at several nonzero quark masses mq as well as in the chiral limit mq = 0. By analytic
continuation of the data to real µ, we obtain a phase diagram for µB <∼ 500MeV. We attempt to
determine the nature of transition by histogram, MC history, and finite size scaling. In the infinite
heavy quark limit, the transition is of first order. At intermediate values of mq, the MC simulations
show absence of phase transition. While in the chiral limit mq = 0, the transition is of second order.
PACS numbers: 12.38.Gc, 11.10.Wx, 11.15.Ha, 12.38.Mh
I. INTRODUCTION
QCD at finite temperature and density is of fundamental importance, both on theoretical and phenomenological
grounds. It describes relevant features of particle physics in the early universe, in the neutron stars and in the heavy
ion collisions. At high density and low temperature, some QCD-inspired models suggest a rich phase structure[1],
and at sufficient high temperature and small density, QCD predicts a transition (In this paper we use “transition”
to label the change in dynamics, whether it is a smooth crossover or a first or second order phase transition) from
hadronic matter to quark gluon plasma (QGP), Probing this transition is the main purpose of the experiments of
SPS, LHC(CERN) and RHIC(Brookhaven). Because QCD is strongly interacting, perturbative methods do not apply,
and the only first principles method to investigate these phase transitions is by means of lattice Monte Carlo (MC)
simulation. However, lattice MC simulation is based on importance sampling, which can not be directly applied to
the nonzero baryon density case because of the complex fermion determinant[2] for SU(3) gauge theory.
Recently, enormous efforts have been made to solve this complex action problem. Fodor and Katz [3] used a
two-dimensional generalization of the Glasgow reweighting method[4] to study the phase diagram for lattice QCD
with Kogut-Susskind (KS) fermions[5]; Allton et al.[6] attempted to improve this method by Taylor expansion of the
fermionic determinant and observable around µ = 0.
The imaginary chemical potential method[7, 8] has also been employed to circumvent the “sign problem”. D’Elia
and Lombardo[8] applied it to investigate the phase diagram of lattice QCD with four flavors of KS fermions. De
Forcrand and Philipsen studied the phase diagram of lattice QCD with two flavors [7] and three flavors [9] of KS
fermions.
Working at imaginary µ has a couple of technical advantages. It is computationally simple and much cheaper than
reweighting or computing coefficients of the Taylor expansion. Moreover, both parameters β and mq are varied and
thus one obtains information from statistically independent ensembles. It also offers control on the systematic error
by allowing a judgement on the convergence of the fits. Furthermore, it is a good testing ground for effective QCD
models: analytic results can always be continued to imaginary µ and be compared with the numerics there. The main
disadvantage of this approach is its limitation to the range |µ|/T < π/3.
The KS fermion approach reduces the fermion degrees of freedom in naive fermions, but it does not completely solve
the species doubling problem; it preserves the chiral symmetry while breaking the flavor symmetry. One staggered
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2flavor corresponds to four flavors in reality and the fermion determinant is replaced by its fourth root. Such a
replacement is mathematically unjustified[10], and it might lead to the locality problem in numerical simulations[11].
In Ref.[12], it is pointed out that the fourth root of the staggered fermion determinant has phase ambiguities which
become acute when Re(µ) exceeds half of the pion mass.
Wilson fermions avoid the species doubling and preserve the flavor symmetry, but explicitly break the chiral sym-
metry which is one of the most important symmetries of QCD. Nonperturbative fine-tuning of the bare quark mass m
or hopping parameter κ has to be done, in order to define the chiral limit. In Ref.[13], the QCD phase structure on the
(µ, T ) plane was investigated analytically using Hamiltonian lattice QCD with Wilson fermions at strong coupling,
based on the method proposed in [14, 15, 16]. In Ref.[17] the phase diagram of lattice QCD with four flavors (Nf = 4)
of Wilson fermions was studied by MC simulations at finite temperature T and imaginary chemical potential iµI .
Another important task is to determine the nature of the phase transitions. Theoretical arguments based on QCD-
inspired models[18, 19] suggest that in the chiral limit, the phase transition from the hadronic matter to QGP changes
from first order to probably second order, as Nf decreases from Nf ≥ 3 to Nf = 2. For Nf = 3 and 4, at T 6= 0
and µ = 0, lattice QCD simulation results [20, 21, 22] confirm that the transition is of first order. As for Nf = 2,
lattice simulation with Wilson fermions in the chiral limit[23, 24] suggests that the transition be second order. For
KS fermions, simulation at nonzero KS quark mass[25] suggests that the transition be of first order; However, recent
simulation of χQCD in the chiral limit[26] suggests that the transition be of second order. Therefore, it is very
important to have a direct investigation of the system in the chiral limit.
In this paper, we attempt to investigate a case which is more physical than four flavors: lattice QCD with two
flavors of Wilson fermions, with degenerate light u and d quarks, and infinite heavy s quark. In Sec. II, we define the
lattice action with imaginary chemical potential. Method for determining the chiral limit is introduced in Sec. III.
Our simulation results are presented in Sec. IV. We provide discussions in Sec. V.
II. LATTICE FORMULATION WITH IMAGINARY CHEMICAL POTENTIAL
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where Sg is the Yang-Mills action, and Sf is the quark action with the quark chemical potential µ. Here µ = µR+ iµI ,
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where β = 6/g2, and the plaquette variable Up is the ordered product of link variables U around an elementary
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where κ is the hopping parameter, related to the bare quark mass m and lattice spacing a by κ = 1/(2am+ 8). The
fermion matrix is














−aµU †4 (x− 4ˆ)δx,y+4ˆ
]
. (4)
3As mentioned in Sec. I, MC simulation with importance sampling doesn’t work for µ = µR. Fortunately, the
fermion determinant is positive for µ = iµI . Therefore, we could perform MC simulations at imaginary chemical
potential. We measure the expectation value of the Polyakov loop norm 〈P (~x)〉, the chiral condensate 〈ψ¯ψ〉 and their
susceptibilities χ. The susceptibility χ of a quantity O is defined as:
χ = V Nt〈O
2 − 〈O〉2〉, (5)
where V and Nt are the spatial lattice volume and number of temporal lattice sites, respectively.
When the system is at crossover or criticality, these physical observable will display sharp changes and the suscep-
tibility will display a peak, from which we determine the transition point. The susceptibility at transition point χmax
behaves as χmax ∝ V
α, with α the critical exponent. If α = 0, the transition is just a crossover; If 0 < α < 1, it is a
second order phase transition; If α = 1, it is a first order phase transition, accompanying the double peak structure
in the histogram of the quantity O and flip-flops between the two states in the MC history[17].
III. CHIRAL LIMIT FOR WILSON FERMIONS
The order of the transition depends on the basic parameters of QCD, e.g., the number of flavors, the quark mass,
and the chemical potential. In the chiral limit, arguments based on the the effective σ model[18] and QCD-inspired
models[19] suggest that the chiral phase transition of QCD with two flavors is of second order. When the mass of u
and d quarks is nonzero, the transition becomes a crossover.
However, in the Wilson fermion formulation, the chiral symmetry is explicitly broken even for vanishing bare quark
mass m = 0, defined in Sec. II. A better way to determine the chiral limit is to compute the quark mass mq through
the axial vector Ward-Takahashi identity[23]
2mq〈0|P |π(~p = 0)〉 = −mpi〈0|A4|π(~p = 0)〉, (6)
where P is the pseudoscalar density, A4 is the fourth component of the local axial vector current, and |π〉 and |0〉
stand for the pion and vacuum state, respectively. On the lattice,







x,y,tAz(x, y, z, t)π(0)〉
〈
∑
x,y,t π(x, y, z, t)π(0)〉
. (8)
At finite temperature, we use the quark screening mass for mq, and pion screening mass for mpi. It has been
shown[23, 24] that the PCAC relation mpi
2 ∝ mq in the confining phase is still satisfied. For a given set of (β, κ), the
value of mq doesn’t depend on the temperature and whether the system is in the confining or deconfining phase[24].
Therefore, we can identify the chiral limit as the limit where the quark mass vanishes[24]. We generalize this idea to
QCD at finite µ: the chiral limit surface in the (µ, β, κ) space is defined where the quark mass mq vanishes. We call
it “κc surface”.
IV. MC SIMULATION RESULTS
In this section, we will present our results for simulating QCD with two light degenerate flavors of Wilson fermions
at finite temperature T and imaginary chemical potential iµI . The HMC algorithm is used. The simulations are
performed on the V ×Nt = 8
3×4 lattice at κ = 0, 0.005, 0.165 and chiral limit κc. There are 20 molecular steps with
δτ = 0.02 for each trajectory. We generate 20,000 trajectories after 5,000 trajectories for warmup. Ten or twenty
trajectories are carried out between measurements. To determine the order of phase transition at some parameters,
larger lattices are also used for finite size scaling. When calculating the quark mass mq, we perform simulations on
the 82 × 20 × 4 lattice with 40 trajectories between measurements, while keeping other parameters unchanged. We
use the conjugate gradient method to evaluate the fermion matrix inversion.
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FIG. 1: Histogram of ϕ/pi at RW transition point aµI = pi/12 ≈ 0.262, where ϕ is the Polyakov loop phase.


















FIG. 2: 〈ϕ〉/pi as a function of aµI for some different values of β.
A. RW TRANSITION AT IMAGINARY CHEMICAL POTENTIAL
Beyond some temperature T ≥ TE , lattice SU(3) gauge theory with fermions at imaginary µ has unphysical
periodicity [7, 8, 17, 27], which limits the validity of the method up to µI/T = π/Nc. In our case, i.e., Nc = 3 and
Nt = 4, the first Roberge-Weiss (RW) transition to different Z(3) sectors should appear at aµI = π/12 ≈ 0.262.
Figure 1 shows the history and probability distribution of the phase ϕ of the Polyakov loop at aµI = 0.262,
κ = 0.165 and β = 5.260. Figure 2 shows ϕ/π as a function of aµI at some different values of β. These indicate that
at aµI ≈ 0.262, and T > TE (where β is larger than [5.245, 5.255]), there is a first order phase transition with 〈ϕ〉
rapid change between 0 and −2π/3.
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FIG. 3: Time history and histogram of Polyakov loop at κ = 0.0.

















FIG. 4: Susceptibility of the Polyakov loop norm as a function of β at aµI = 0, and aµI = 0.14 at κ = 0.
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FIG. 5: Time history and histogram of Polyakov loop norm at κ = 0.005.
B. DECONFINEMENT TRANSITION AT IMAGINARY CHEMICAL POTENTIAL
In order to investigate the deconfinement transition, we perform detailed measurements of Polyakov loop norm
〈|P (x)|〉 and its susceptibility χP , chiral condensate 〈ψ¯ψ〉, and its susceptibility χψ¯ψ in the first Z(3) sector aµI <
(π/3Nt).
Let us begin with an infinitely heavy quark system, i.e., κ = 0. This corresponds to pure gauge theory or quenched
approximation. The results for 〈|P (x)|〉 and χP are plotted in Figs. 3 and 4. From the histogram and MC history of
〈|P (x)|〉, shown in Fig. 3, we see that near β = 5.7, there are two-state signals in the system, which are an indication
of first order phase transition. From Fig.4 we can see that the susceptibilities of Polyakov loop norm versus β coincide
for two different values of aµI . We also check this with other imaginary chemical potential and the result is the same.
This is natural, because when κ = 0.0, quarks have no effect on the system. From the peak of χP , we find that the
first transition appears at
βc = 5.70. (9)
Results for 〈|P (x)|〉 at κ = 0.005 are shown Fig. 5, which tell us that for very heavy quarks, the system has the
feature of first order transition.
The results at an intermediate value of quark mass where κ = 0.165 are plotted in Fig. 6, and 7. One sees that
around some β, these quantities change rapidly. Fig. 6, and 7 tell that the location of the peaks for χP and χψ¯ψ are
consistent. From the peak of susceptibility of Polyakov loop norm or chiral condensate, we determine the transition
point βc(aµI): βc = 5.206 at aµI = 0 and βc = 5.242 at aµI = 0.24. A collection of transition points(aµI , βc) is listed
in Table I. In Ref. [7], it has been generally argued that for small aµI , the transition line βc(aµI) can fitted by a
polynomial with even power of aµI . We use the least squares method to fit the data in Table I, and get the expression
for the critical line at imaginary chemical potential
βc = 5.203(1) + 0.649(27)(aµI)
2 +O(a4µ4I). (10)
At κ = 0.165, aµI = 0.18, we evaluate the spatial dependence of susceptibility of chiral condensate and the time
history and histogram of chiral condensate at lattice 83 × 4, 103 × 4, 123 × 4, 143 × 4, 163 × 4, 183 × 4, 203 × 4. We
present the results at lattice 83 × 4, 123 × 4, 163 × 4 and 203 × 4 in Fig. 8 and Fig. 9. From Fig. 8 we find that at
large volume, the peak height of susceptibility does not increase with the spatial volume. The history and histogram
of chiral condensate plotted in Fig. 9, together with the peak height change with spatial volume, shows the absence
of phase transition at κ = 0.165, aµI = 0.18. At κ = 0.165 and large imaginary chemical potential aµI = 0.24, we
make the similar simulation and the results are presented in Fig. 10 and Fig. 11. From Fig. 10 and Fig. 11, we also
conclude that the transition at κ = 0.165, aµI = 0.24 is a crossover.






































FIG. 6: Polyakov loop norm(upper panel) and its susceptibility (lower panel) as a function of β at κ = 0.165 for aµI = 0 and
aµI = 0.24.










































FIG. 7: Chiral condensate (upper panel) and its susceptibility (lower panel) as a function of β at κ = 0.165 for aµI = 0 and
aµI = 0.24.
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FIG. 8: Peak height of susceptibility of chiral condensate as a function of spatial volume at aµI = 0.18.
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FIG. 9: History and histogram of chiral condensate at different spatial volume at aµI = 0.18.
TABLE I: Collection of transition points for κ = 0.165, determined by locating the peak of the susceptibilities, with errors
coming from the scan precision.
aµI 0.00 0.10 0.14 0.18 0.21 0.24
βC 5.206(2) 5.210(2) 5.216(2) 5.223(1) 5.231(1) 5.242(1)
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FIG. 10: Peak height of susceptibility of chiral condensate as a function of spatial volume at aµI = 0.24.
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FIG. 11: History and histogram of chiral condensate at different spatial volume at aµI = 0.24.
C. DECONFINEMENT TRANSITION AT REAL µ
Now it is trivial to get the phase diagram on the (µ, T ) plane with quark mass dependence neglected. Replacing
µI by −iµ in Eq. (10), we obtain βc(µ),
βc(µ) = 5.203(1)− 0.649(27)(aµ)
2 +O(a4µ4). (11)
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To translate our result into physical unit, we use the two loop perturbative solution to the renormalization group
























where a(βc(0), the lattice spacing at T = 0 is set by the critical temperature Tc(µ = 0) = 173(8)MeV in the chiral







where the baryon chemical potential µB is related to the quark chemical potential by µ = µB/Nc.
D. PHASE TRANSITION IN THE CHIRAL LIMIT
In order to determine the location and nature of the phase transition in the chiral limit, we adopt the “on κc
method” proposed by Iwasaki et al.[24], and generalize this idea to the case at finite µ as discussed in Sec. III. We
use Eq. (7) to calculate the quark mass and identify the chiral limit as the limit where the quark mass vanishes. This
defines a surface κc(β, µ) in the (µ, β, κ) space, namely, the “κc surface”.
Chiral limits at some values of β and aµI = 0, 0.1, 0.255 are listed in Table II. From this table, we find that κc
is insensitive to the imaginary chemical potential. The average number of iterations for the fermion matrix inversion
Ninv is extremely useful for discriminating the high temperature (deconfinement) phase from the low temperature
(confinement) phase. According to Ref. [24], we expect that on the κc surface and in the confining phase, Ninv should
be enormously large, which is of order several hundreds larger than in the deconfining phase. i.e., one could check the
change of Ninv to determine not only the transition point, but also the order of the transition. If the transition is of
first order, there should be two-state signal, depending on the initial condition,
TABLE II: Results for κc(κ for chiral limit) at different β at aµI = 0, 0.10, 0.255 on lattice 8
2 × 20× 4.
aµI = 0 aµI = 0.10 aµI = 0.255
β κc β κc β κc
3.0 0.2317(13) 3.0 0.2316(13) 3.0 0.2316(13)
3.5 0.2261(13) 3.5 0.2264(12) 3.5 0.2265(12)
3.8 0.2224(12) 3.8 0.2225(12) 3.8 0.2225(12)
3.9 0.2212(12) 3.9 0.2212(12) 3.9 0.2213(12)
3.95 0.2202(12) 3.95 0.2204(12) 3.95 0.2201(12)
4.0 0.2196(12) 4.0 0.2193(12) 4.0 0.2198(12)
4.2 0.2174(11) 4.2 0.2173(12) 4.2 0.2175(12)
4.5 0.2118(12) 4.5 0.2120(12) 4.5 0.2120(12)
5.0 0.1972(11) 5.0 0.1976(11) 5.0 0.1980(12)
5.25 0.1820(15) 5.25 0.1827(16) 5.25 0.1831(18)
5.5 0.1626(6) 5.5 0.1628(6) 5.5 0.1611(6)
We perform simulations on the κc surface to investigate the Ninv behavior, and plot the results for aµI = 0.1 and
aµI = 0.0 in Figs. 12, 13, and 14. From Fig. 12, one sees that Ninv for β ≤ 3.9 is several order magnitude larger than
that for β ≥ 4.2. Therefore, there should be a deconfinement transition around β = βc ∈ [3.9, 4.0]. Figure 13 tells
that the behavior of Ninv depends little on aµI , which is understandable from Table II. We also perform simulations
at β = 3.95 and κc = 0.2202 to investigate the behavior of Ninv from different initial conditions. From Fig. 14, we
find no two-state signal at β = 3.95 at κc. So we conclude that the chiral phase transition is of second order.
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FIG. 12: Molecular-dynamics time history of Ninv in the chiral limit for aµI = 0.1 from a cold start.












































FIG. 13: Molecular-dynamics time history of Ninv in the chiral limit for aµI = 0.0, 0.10, 0.255 for β = 3.8 and β = 4.0 from a
cold start.
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FIG. 14: Molecular-dynamics time history of Ninv in the chiral limit from different initial conditions.
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V. DISCUSSION
We have studied the phase diagram of lattice QCD with the two flavor of Wilson fermions through the simulations
at imaginary chemical potential. The advantage of Wilson fermion formulation is that it is free of species doubling
and there is one to one correspondence between the flavor on lattice and in the continuum.
Our study shows that there is a first order phase transition at small κ or for heavy quarks. At κ = 0 which
corresponds to infinite heavy quark or quenched limit, the βc or critical temperature has no dependence on the
chemical potential. The Polyakov loop changes rapidly while chiral condensate doesn’t. This is because in quenched
limit the fermions have no effect on the system.






FIG. 15: Expected phase diagram of lattice QCD with two flavors of Wilson fermions. In the chiral limit, the phase transition
is second order; For κ1 < κ < κc, the transition is crossover; for 0 ≤ κ < κ1, the transition is first order; for κ = κ1, the
transition is of second order.
From the experience and literature, we expect that in general, the lighter the quark mass, the stronger effect
of dynamical fermions appears. At κ = 0.165, we observe that the chiral condensate changes rapidly around βc
and transition points determined from the susceptibilities of the Polyakov loop and chiral condensate coincide. The
transition at intermediate quark mass is a crossover, as discussed in preceding section.
As for the nature of the phase transition in the chiral limit, we employ the “on κc” method[24] to investigate the
critical behavior. Our results suggest a second order transition.
Figure 15 is the expected phase diagram of lattice QCD with two flavor of Wilson fermions for µB <∼ 500MeV in
the (µ, T, κ) parameter space. Above the surface κ = κc, there is no phase transition. The real physics is below the
surface: at each κ corresponding to some quark mass, there is a transition line on the (µ, T ) plane. When κ ∈ [0, κ1),
corresponding to the heavy quark case, the transition is of first order; When κ = κ1, the transition is of second order;
At the intermediate quark mass, κ ∈ (κ1, κc), the transition is a crossover; In the chiral limit, κ = κc the transition
is of second order.
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