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1は じめに
本論文であつかう最適化問題 とは,最 も適切な計画,設 計,方 策などを作成
し,または選択する問題を対象 とするものである。最適化は極めて普遍的な問
題であ り,歴史的にも人類の活動 とともに始まったともいえる。その中で,い
くつかの間題が数理的に取 り扱われたのも新 しい話ではない。ここでは特に,
対象が組合せ的 ・離散的な条件の下での最適化である組合せ最適化問題を取 り
扱 う。対象が組合せ的 ・離散的であるとき,独 自の視点が要求される。すなわ
ち,こ れ らの問題は全ての可能解 を列挙 し,その中から最適解を導き出す とい
う自明なアルゴリズムが存在するが,実 用性の観点からは無意味である。組合
せ的爆発により,もはや計算機が扱 える範囲を超えてしまうからである。 した
がって,す べてを列挙することな く最適なものをいかに効率よく見出すかがポ
イントとなる。
組合せ最適化問題では厳密解を求める場合,膨 大な数の可能解の中か ら何 ら
かの方法で最適解を探索するというアプローチが とられる.最適解 を見失 うこ
とな く,探索領域 をいかに限定するかが重要であって,こ の 目的に動的計画法
(DynamicProgramming)や分枝 限定法(Branch-and-Bound)などが用い
られていた。
しか し,組合せ最適化問題の多 くは本質的に複雑度が高 く,厳密な最適解を
効率 よく求めるのは困難である。だが,最 適値に近い値 をもつ可能解でよけれ
ば効率よく求め得る可能性があり,実用上大きな意味がある。近似最適解をう
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まく求めるには,問 題の解や構造に関する知識をいかに利用するかがポイント
になるのでヒューリスティック解法 と呼ばれる。さらに,近 年ではそのヒュー
リスティックな知識を組み合わせてより高度なアルゴリズムを構成するための
メ タ戦略の研究が盛んに行われている[6]。その中にはLocalSearch法,
SimulatedAnnealing法,遺伝アルゴリズム,TabuSearch法など,最 近話
題のアプローチ も含 まれている。 しか し,こ れらのアルゴリズムの優劣,お よ
び,性 能,特 性などは数値実験な どにより判別され経験的な評価の域をでてい
ない。
本論文ではこれ らのアルゴリズムの優位性 を明確にするため,理 論的にその
求まる解の特性 を考察する。ここでは,各種のメタヒュー リスティックスアル
ゴリズムのベースとなっているLocalSearchアルゴリズムについて,代 表的
な組合せ最適化問題である巡回セールスマン問題を対象 として検討 したい。 こ
の研究 に関してEikelder等[2]は得 られる解の値,お よび要求 される反復
数の理論的な期待値 を検討 しアル ゴリズムの振 る舞いを示 した。 ここで,
LocalSearchで重要 なファクターであ る近傍構造はTSPで よ く用 い られる
2-opt近傍を採用 して分析 を試みている。 しかし,そ こで必要な確率計算を理
論的に容易 に計算するためにかな り限定 した2-opt近傍 を設定 し理論的な値を
計算 してお り,実際に利用 される近傍 を使用 したアルゴリズムとは異なる値が
導出されるものと考えられる。そこで,本 研究では実際に使 われている2-opt
近傍を反映 したモデルを提唱し,よ り現実に近い理論値の導出を試みる。
2ト ラベ リングセール ス問題
トラベリングセールスマン問題(TSP)は典型的なNP完 全な組合せ最適化
問題であ り,各種のヒューリスティックアルゴリズムの優位性 を比較するため
の試金石的問題である。TSP問題はグラフG(V,E)に対 して,〃 個の都市
(頂点)を おのおの一回訪問する条件のもとで,最 小距離を与える巡回路(ッ
アー)を 発見する問題である。ここで,Vはn個 の都市を表す頂点集合,お
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よびEは 各都市の経路 を表す辺集合 とし,各辺 には都市i,ブ問の距離 コス ト
ゐ が割 り当てられる。すなわち,dijを要素 とする行列Dで 表される完全グ
ラフ上の最小ハ ミル トン閉路を探索する問題である。TSP問題の典型的な応
用 としては,電 子部品のプリント基盤への自動装着システムにおける実装順序
の最適化に利用されている。他にも配送計画,ス ケジュールなど各種の計画問
題への利用が計 られている。
3TSPに 対 す る2-opt近傍 とLocalSearch
TSPに代表 されるNP困 難である離散的最適化問題は一般に以下の ように
与 えられる。
漉 〃 ∫ω
{subjecttoX∈X (1)
ここで,xはn次 元ベ クトルか らなる解 を表わ し,Xは 実行可能解の集合を
表わす離散的な性質を持つ集合を意味する。また,関数∫ω は目的関数 と呼ぶ。
TSPではf(x)の最小化についての問題 を考える。
この 問題 の近似 解導 出 の基 本解 法 としてLocalSearchがあ る。Local
Searchのアルゴリズムの構造は近傍 を基礎 として構築 され,そ の効率は近傍
の構造に強 く依存 していることが経験的に知 られている。実行可能解の集合
Xを 与えたとき,近傍 泥 は以下の写像 と定義される。
N:X→21xt (2)
す なわ ち,実 行 可能解 の集合か ら,そ のべ き集合(部 分 集合の集合)へ の写像
が 近傍 で あ る。 また,実 行 可 能解x∈Xで,f(x)≦f(y),∀.y∈N(x)を満 た
す もの を(近 傍Nに 対す る)局 所最適解(locallyoptimalsolution,localopt)
と呼 ぶ。
本 問題 で 扱 う巡 回 セー ルス マ ン問題 に対 す る代 表 的 なな近 傍 構 造 と して
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2-opt近傍 があ げ られ る。順列rに 対応 す る巡 回路 に含 まれる枝 の集合 を9(r)
と し,Gニ(V,E)のHamilton閉路 の 集 合 を 詔 とす る と,TSPに 対 す る
2-opt近傍 泥・は以下 のよ うに定義 され る。
ノV2ω={〆 ∈ 多『:9(〆)=9(の ＼{θ1,θ2}∪{e3,e4},
θ、,θ2∈St(r),e3,e4∈E＼St(r)} (3)
上記の近傍e/V・に基ず きLocalSearchアルゴリズムを構成する。LocalSearch
アルゴリズムは,何 らかの方法で得 られた可能解 κに対 してその近傍 泥 ω を
定義 し(本 問題では。V・を使用する),泥(κ)中の可能解の中で目的関数値 を改
善できるものがあれば,そ れに置 き換えるという方法によ り解の探索を進め,
改善が得 られな くなる まで反復す るアルゴ リズ ムであ る。LocalSeachは
TabuSearch,SimulatedAnnealingなどの他の発展的 メタヒュー リスティ
ックスの基盤となるアルゴリズムでもある。その一般的アルゴリズムは図1と
なり,以下の関数 伽ρω を用いることによって記述する。ただ し,今 回採用
する移動関数は吻ρω 関数で示されるように近傍の中で最良の ものへ移動す
るものとする。
ProcedureLocalSearch
?
?
?
?
?
?
?
?
begin
end,
x:=someinitialfeasiblesolution;
〆=imp(x);
while!(κり くf(x)thenbegin
κ=κ'
〆 ニimp(x);
end;
図1⊥ocalSearchアル ゴ リズ ム
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imp(X)=Sノ∈ ノV(X):ノo(S!)≦!(S),ノb/allS∈N(X) (4)
こ こで,探 索 が停止 す る と,そ の ときの κは近傍 泥ω 内 に κよ り良い解 が な
い とい う意 味で,局 所最 適解(localoptimalsolution)となる。
4局 所解の確率分布
本章では,TSP(最 小化問題)に 対 して,2-opt近傍構造を用いたローカ
ルサーチアルゴリズムを実現 したときの局所解の評価値における確率分布,お
よび,局 所解 を得るのに要するステ ップ数の確率分布 についてEikelder等が
示 したこと[2]を 要約す る。TSP上の強多峰性の評価値空間(ruggedfit・
nesslandscapes)を解析するために,そ の各点の評価値を確率変数と仮定し,
構造 のモーメン トを導出す ることが適当である。そのために,ま ず グラフ
G(V,珂の各辺のコス トを平均 μ1,分散 σ1の独立な確率変数%と みなすこと
によりグラフ構造を定義する。ただ し,このとき互いに独立であるためにユー
ク リッドの距離の公理系 には従わないのは自明であろう。結果 として,κ 個
の独立 した確率分布%の 総和 がツアー'の コス トと考え られ,か つ同様 に確
率変数 とな りf(t)で表す。中心極限定理 より,f(t)は平均 μ=nPtl,分散 σ2
=nσ1の正規分布をもつ。これに相応する確率密度をCOt。u。と表すことにする。
このグラフ上で,ツ アーtを考えその近傍をtl,_,tbとする。 ここで,bは 近
傍集合 の大 きさであ り,2-optの場合b=n・(n-3)/2である。以後の解析
の計算に必要 となる基本的な確率 として次のステップ確率がある。
9(c。,C)-Pグ{∀i∈{、..わ}∠㈲ 〉 ・lf(t・)=C・} (5>
これ は ツアーtoがコス トCoを持つ ときそ の近傍 のす べ てが コス トcよ り大 で
あ る確 率 を示す。 またg(Co,Co)はツアーtoが局所 解 であ る確 率 に等 しい。 こ
のg(Co,c)の計算 の導出 につ いて は次 章のAR(1)モデルに よ り解析 を試み る。
このg(co,c)を用 い てLocalSearchにも とず く多 くの確 率 が導 出 され る。 ま
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ず,任 意に抽出 したツアーが局所解である確率を五 とすると以下 となる。
五一∫ン(¢・)ω一(畝
これより,局所解がcで ある確率は
A"19(C,C)COtour(C)
(6)
(7)
となる。 次 に,LocalSearchによって コス トcoの解 か らコス トcの 解 へ移 動
す る確 率 について考 えたい。そ こで,まず,コス トCoのツアーがc以 下の ツアー
へ移 動す る分布 関数 を考察す る。 ただ し,初 期 ツアーtoは コス トCoをもち,
その近傍 として ツア・一・tl,_,tbをもつ。 また,S'を 局所 解の集合 とす る。 ここ
で,c<Coに 対 して以下 の式 によ りその分布 関数は計算可 能であ る。
PrIminf(ti)≦cl(プ(to)=CO)〈(to年S')}
　　ヨ　う　 　
十 絵 烏(8)
この分布関数の微分より考えたい確率密度を容易に示せる。それは以下となる。
P(C,C。)一奏P・{贈!(ti)≦ ・1¢(t。)-C。)〈(t。es')}
∂
「 死9¢αo)
=
1-9(c。,c。)(9)
上記 は局 所解 で ない コス トcoを もつ ツ アーが与 え られた と き,LocalSearch
の一反復 後 にコス トcに 達 す る密度 関数 を表現 す る。
さ らに,ん反復後 の局所解 の確 率密度 を再 帰的 に計算 す るこ とに よ り求 め る。
そ こで,い くつか の諸 記号 を定義す る。 まず,ρk(c)を高 々k回 の ステ ップで
コス トcの 局所解 に達す る密度 関数 とす る。 また,ηk(c)をkス テ ップ まで局
所解 に達せ ずk+1ス テ ップで コス トcと なる密 度関数 としよ う。た だ し,上
記で想 定 した ラ ンダムグ ラフ上 で はす べて のcに 対 して ρo¢)=0であ り,ηo
=ω 纏 。とな る。 それぞれ,以 下の再帰式 に よ り表現 され る。
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ρk+1(C)=ρk(C)+9(C,C)η々(C)
ηk・・(・)==f
,男k(・)(1-9(…c・))P(c…)d・
α①
⑪
これらより,最終解の局所解密度が
ρfin=limρk⑫
h→OQ
で計算 される。ただし,1i叫_。ηk=0であり上式は収束され一定の値に近ず
く。最後 に,局所解 に達するステップ数を確率変数stePsと捉えれば,
P・{・妙 ・一 ん}一∫ン(c,・)ηk-・(・)d・ ㈲
となる。
5AR(1)プ ロセスによるステ ップ過程 の解析
Eikelder等は(5)式のステップ確率 を計算するために,実 際の2-opt近傍 を限
定 したモデルを提唱 し導出を試みた。本章ではそれに対 して,TSPの探索過
程におけるAR(1)landscape構造のモデル化の考え[4]を もとに,(5)式のス
テ ップ確率の具体的導出を試みた。以下にその導出の過程を述べる。
すべ ての可能なツアーtの集合 をTと しよう。そ して,与 え られたッアー
か らある基本操作で別のツアーを導出することを移動 と呼び,そ の移動の集合
によって,任 意のツアーに対 して近傍集合が定義できる。各ツアー'に対 して
ツアー'の長 さ,ま たは評価値(コ ス ト)を!ω で表すこととする。その写像
!:Tけ1～をTSPの評価値landscapeと呼ぶ こととする。landscapeとい う言
葉は理論生物学に端 を発 し,組合せ的対象か ら実数値への写像 に関する問題に
広が りつつある。最近,Weiberger[5]は不偏的ランダムウォークの概念
がlandscape構造を調査するための適切な手法であることを示 した。 ここで,
"l
andscapeは統計的にisotropicである"と いう重要な付加的条件を課するこ
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とが必要である。
ランダムに選んだ点(ツアー)を出発点 としてランダムに選ばれた近傍点(近
傍ツアー)に 移動 し,こ の点か ら再びランダムに選ばれた近傍点に移動するこ
となどを繰 り返すことによって得 られた評価値(fitness)の系列を考える。こ
の評価値の系列の統計が,選 ばれた出発点にかかわ らず同じであるとき,考 え
ているlandscapeは統計的に等方的なラン ドスケープ(statisticallyisotropic
landscape)であるという。TSPではこの性質がみたされていると考えられる
ので,こ の考え方を利用 し,TSPラン ドスケープの構造を分析することが可
能である。
我々はまた,1andscapesの集合体(landscapesensemble)に着 目して考察
を進める。TSPの統計的解析 において,平 均について二つの異なるタイプ,
すなわち,各 事例 ごとのランダムウォークによって得 られた時系列上でとられ
るサ ンプル平均 と,異なる多数の事例の上でとられるアンサ ンブル平均がある。
今後の議論では,エ ルゴー ド性が成 り立ち,こ れら二つの平均は一致するもの
と仮定する。この前提のもとに,TSPIandscapeの統計的特性の分析 を試み,
ステ ップ確率g(Co,c)の表示式の導出を目指す。
TSPの探索過程のステ ップtiにおける評価値 ∫㈲ がつ くる時系列 は,あ る
ラ ンダ ム ウ ォー ク の結 果 で あ る と考 え る こ とが で き,定 常 確 率 過 程
(stationaryprocess)[1コを形成す る。定常過程 の定義か ら,!㈲ は定数
の平均値 μと分散 σ2を持つ。すなわち,
E[(7c(tk)j=μforallk(14)
E[if(tk)一μ)2]=ff・rallk㈲
が 成立 す る。 また定 常性 に よ り,Co刀(f㈲,!㈲)は ス テ ップ差li一ブ1にのみ
依存 す る。 共分散 関数(covariancefunction)を
R(h)=Cov(/(th),!(to))=E[げ(th)一μ)(/.(to)一μ)] (16)
により定義すると,
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Cov(f(ち),∠●(ち))-Rdi一 ブ1)
で あ り,ま た 勿 論
1～(0)=Var(/(tk))=σ2
で あ る 。 こ れ よ り 自 己 相 関 関 数(autocorrelationfunction)は
ρ㈲ 一辮
によって定義される。
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(17)
⑱
(19)
定常 確 率 過程 の 一 つ の部 分 タイ プ としてAR(1)プロセス(autoregressive
processoforderone)[5]と呼 ばれ る定 常過程 があ る。 それ は次 の方程 式 を
みたす過程 であ る。
Xt=2LXt-1+Nt㈲
た だ し,Ntは 無 相 関確 率 変 数 の 定 常 系 列 で あ る。Weinberger[5]は,
"AR(1)プロセスが
,N-K問 題 やTSPを 含 め て,landscapeの広 い クラスの
上 で ラ ンダム ウ ォー クの統計 を うま く捕 らえるであ らう と考 え るこ とには十分
納 得 のい く理 由があ る"と 述べ てい る。 また,GaussianかつMarkovであ る
定常確 率過 程は,その 自己相 関 関数 は指数 的な減衰 を持 つ ことが分 かって お り,
更 に,Gaussianprocessがその平 均 と自己相 関 関数 に よって完全 に特 徴付 け
られ る とい う理 由 に よっ て,す べ ての この ようなMarkovprocessはAR(1)で
なけれ ばな らない。
TSPIandscapeの相 関構 造(correlationstructure)を定量化 す るために,我 々
はStadler,P.F等の論 文[4]に な らって,確 率 過程 ノ(tk)は次 の再 帰方程 式
で支配 され るもの とす る。
f(th)=μ+ρ(1)[げ(tk_1)一μ +△ 〈21)
ただ し,△ は平均zero分散d2を もつ 白色雑 音で あ る。便宜上,隣 接 関係 にあ
202商 学 討 究 第51巻 第4号
るツアーの評価値 の相 関係 数 ρ(1)をρで表す ことに し,新 しい確率 変数 ξを
ξ=△+(1一 ρ)μ(22)
によって導入す る と,上 記 方程式⑳ は標 準形 のAR(1)方程 式
!(tk)=ρノ.(tk_1)+ξ(23)
に書 き換 え るこ とがで きる。 この とき擾 乱項 ξの平均 と分散 は,そ れぞれ
E[ξ】=(1一ρ)μ ②の
1ノ召7(ξ)ニ「Var(△)=d2(2s)
であ る。 この よ うなlandscapeをAR(1)landscapeと呼ぶ。 このAR(1)方程式
㈲ か ら今後 必 要 とな るすべ て の統 計 量 を,相 関係 数 ρを含 む形 で,具 体 的 に
導 出す る ことがで きる。主要 な結果 を列 挙す る と,
E嚥)]=μ 一1≒E幽 ・allke6)
Va・if(t・))一♂ 「 呈
ρ鋼 ξ)f・allke7)
共 分 散 関 数(covariancefunction)R(h)につ い て は,
R(h)=Covげ(th-h).f(tk))=σ2ph㈱
R(0)=σ2㈲
頭～(1)=σ2ρ 〈3①
ま た,自 己 相 関 関 数(autocorrelationfunction)ρ㈲ は,
ρ(h)一紹 一ρ(1)h・・exp←h/R)⑳
ρ(1)=ρ([32)
となる。特 に⑳ 式 は,"AR(1)プロセスで は 自己相 関関数 が指 数関数 的減衰 を
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す る"と い う この プロ セ ス固 有 の性 質 を表 して い る。 た だ し,λ は相 関 長
(correlationlength)を表す パ ラメ タであ る。
ここで,更 に過程f(tk)はガウス かつマ ルコフ的(GaussianandMarkovian)
であ る とす る。 この ときf(tk)とf(tk-1)の同時確 率分布 は2変 量 正規分布 に
従 う。 この2変 量正規 分布 はそれぞれ の確 率変数 の平均 と分散 お よび相 関係 数
に よって一 意 に定 ま り,㈲,伽,働 式 よ り,そ れ は
N(Pt,Pt,M,di,ρ) ㈹
と表す ことがで きる。 この2変 量正規分布 と,そ のf(tk-1)に関する周辺分布
を用いて,条 件!(tk.1)を与えたときのf(tk)の条件付確率分布を計算すること
ができる。結果として正規分布1▽(μ。,σわ が導かれる。但し,
μπ=μ+ρ(CO一 μ)
・?n=(1一ρ2)σ2
図
㈲
である。また,こ の確率分布はゐには無関係であることに注意しよう。
この条件付確率分布 を用いて点toの評価値がCoのとき,この点の任意の近
傍点の評価値がcよ り大である確率を求めることがで きる。k=1に対する条
件付分布 の正規分布表現N(μπ,σわ を用いると,求 めようとする確率は次の
ように積分表示で きる。
Pr{f(ti)>clf(t・)-c・}一論 砺 ∫..・ゆ(
ここで,
ξ一 μ"κ=
～悟 σ.
一c一 μπ擢 一 ⑫ σ
π
0一 μ一ρ(CO一μ)
一(ξ一 μ
π)2
⑫ ～r万2σ
lc一 ρCo-(1一ρ)μ
2σ髪
??ー
婦 ・σ
㈲
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と置 くと,こ の積分式は次のように変形できる。
ρ・{∠㈲ 〉・脚 一 ・・}一毒 ∫..ゆ(一無
1=7erfc(x)
一詠(1c・ 一ρCo-(1一ρ)μ　
覆 辱 「●σ)
==S・rfc(K・(6鍔o一μ))(37)
た だ し,
濁一湯σ癖
であり,θ肋 ω は誤差関数を表す。
ここで,こ の㈱式がtoのすべ ての近傍 に対 して独立 して成立す るもの と仮
定 し,Nを ツア・一・toの近傍の大 きさとする。そ うすると,
掴 一レ(K・(鴇o一 μ))]N岡
と求 まる。
次 に,㈲ 式 で用 い られ るP(Co,c)に関 しての計算 を示 してお く。
γ一K・(o揚o一 μ)
とお き,ま た,
舌 ・欄 一老(去 ∫..・一効 一一慨 〆
であ るの で,
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Og(Co,c)
?
???
??
??
?
?
?
?
?????????
?
㈲
と計算 で き,⑪ 式 にお ける(1-g(Co,Co))P(Co,c)を以下の ように記述で きる。
(1-9(Co,Co))P(Co,c)=
?
?
?
(告・rfc(r))N"1・〆 ㈲
6自 己相関関数の導出
AR(1)モデ ルで は自己相 関関数が⑳式 の 関係 を満足 した。以 下 に㈱式 お よび
㈲式 の計算 で必 要 とな るTSPに お ける 自己相 関 関数 の導 出 を示 す。 まず,2
つ の ツアーtとt'を考 え る。 この2つ の ツアーはAR(1)モデル に従 った と き,
ラ ンダム ウォーク上で互 い に1ス テ ップで の移 動の関係 にあ る。 また,bを ツ
アーtとt一で異 なるエ ッジ数 とす る。AR(1)landscpe上におい て,
E〔ズ(t)]=E〔ズ(〆)]=μ
Var(ズω)=Var(/(〆))=σ2
㈲
吻
ρ=ρ(1)
E[(プ(t)一一pt)げ(t')一μ ]
が成立する。
=1一
E[if(t)-f(〆))2]
=1一 ζ
2σ2
∵E[(f'(t)一ノ㈲2]=E[(㈹ 一μ)+μ 一!㈲2]
㈲
一E[(f'(t)-Pt)2]+E[if(〆)一μ)2]-2E[㈹ 一 μ)げ(〆)一μ)コ
=2σ2-2E[び ω 一 μ)(プ(〆)一μ)]
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一方 ,ζ が十分 に小 さい とす る と,
1λ=-1
09ρ
1
109(1一ζ)
一考(1+音+誓+→-1
÷寺(1÷ ・(ζ2))
=1/ζ+0(1)
-
E[2σ2(7c'(t)-f'(t))2]+・(・)㈹
とな る。 さらに,2つ のツ アーtとt'を構 成す る辺 の長 さをそれぞれCkと 砺
とし,そ れ らの独 立性 を考慮す れば,
E[㈹ 一f・(t))2]=E[(S](Ck-。毎))2]一 一k =1
う ゐ
=Σ ΣE[(Ch-o扮(Cl-c'1)2]
k=11=1
-SE[(Ck-c'k)2]
k=1
あ
一霧
1{E[(Ck-Ptl)2]-2E[(・ゼ μ1X・毎 一μ・)]+E[(・毎 一μ〃2]}
ゐ
=Σ2Var(Ck)k=1
=2b・i?㈲
であるので,㈹ 式は次のように求まる。
2σ2n
λ=
2∂㎡+0(1)=万+0(1)㈲
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したが って,
ρ=θ 一÷
=・xp(1
(号+o(1)))
=ゆ(一(9)-1(・+吾・(1))"1)
吻((う)-1(・一吾 ・(1)))
吻(一{号+・尉}) ㈲
となる。
7数 値 計 算
本章では理論値である⑫式の最終解の密度と⑯式の局所解に達するのに必要
なステップ数 を数値的に求め理論値の特性 を明 らかにする。ここで,最 終解の
密度を計算するために必要な⑪式,お よび,⑬ 式などに含まれる積分計算は数
値積分により求めていく必要がある。代表的な数値計算の技法はすでに多 くの
モジュールが存在 しそれを利用すればよい。 しか し,それぞれのモジュールに
おいて一長一短があ り,問題の性質に合わせ適用 し,場合 によってはモジュー
ルの修正が必要 になることが多々ある。数値計算法は過去の研究の多 くの遺産
が存在するが,そ の適用 には,試行錯誤的な労力が要求されることが多い。
特に,今 回の問題の被積分関数は指数関数的な減衰性 を示すなど数値積分的に
扱 うのが困難な関数である。本問題 は離散的に各コス トの確率密度 を求めるた
め,⑪ 式においてそれぞれのコス トに対 して異なる下限値が要求 される。それ
によって,数 値積分の刻み点は変動するので,刻 み点 を固定せず計算できる方
式が望 ましい。そこで,今 回の問題では台形則を基本 とする計算法 を用いるこ
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ととす る。 まず,比 較的精度が高いSimpson則[3]によ り検討 を行 った。
これは3次 の多項式まで厳密な解 を与え,滑 らかな関数などには有用である。
しかし,本 問題の被積分関数では刻み幅を縮小 していく段階で,良 好な解への
収束が保証されなかった。今回扱 う被積分関数が指数関数的な減衰性をもち,
その関数の扱 う範囲が極めて大であるところに起因する。そこで,よ り精度が
高 く,高次な数値積分が可能であるRomberg積分[3]で 対応することとし
た。その特徴 として,大きな刻み幅で精度の高い値が算出できるところにある。
ただし,被積分関数値が0に 近い積分範囲における相対誤差判定基準などに修
正を加え,本 問題 に適するようにした。また,積 分範囲は実際は・・をとってい
るが,扱 う被積分関数においてある下限以下,上 限以上では無視 してよい値で
あるので,積 分の範囲をその下限と上限に設定して計算 している。 さらに,計
算に柔軟性 を持たせるために,中 点則 により刻み点を求めてお り,それにより
良好な結果が得 られている。 また,今 回の密度計算においては再帰計算 による
反復を用いてお り,一反復前の計算値 を離散的な座標点で記憶 しておかねばな
らない。そ して,そ の関数値 を基本 として新たな積分計算 に入る。ただ し,そ
の積分計算 において変動する各刻み点において,被 積分関数の値は記憶 した各
座標点でのデータをもとに補間法[3]に よって求めることとする。ここで用
いた補間法は多項式近似による補間法 を採用 している。および,今 回の数値計
算における座標点は0.1刻み として設定 している。
以上 より求めた理論値を計算 した値 を示 したい。今回,対 象としたグラフは
頂点数10であ り,グ ラフG(V,E)の各辺のコス トを平均0,分 散1の 独立な
確率変数%と みなすことによりグラフ構造 を定義 した。したがって,中 心極
限定理 より,ツアーは平均0,分 散10の正規分布 をもつ。 まず,図2に ⑯式の
局所解に達するのに必要なステップ数の確率密度を示す.これによると,ほぼ,
10数回でLocalSearchにより局所解 に達するものと計算 されている。また,
図3に はLocalSearchにより得 られた最終解の密度を働式よ り導出 した。こ
こでは,図2よ り分かるようにほぼ20回のステップ数で局所解 にほぼ1に 近い
確率で到達す るので,働 式 における・。を20として計算 した。それによると,
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一20前後のコス ト値が平均 してもとまる計算 となった。
8お わ り に
本論文ではEikelder等の限定 された近傍構造のモデルによる理論的な分析
に対 して,通 常の2-opt近傍構造 をAR(1)landscapeの考えからモデル化 しよ
り現実に近い理論推定値を導 出した。すなわち,TSPの構造 を1andscape構
造 と考え,TSPの探索過程の実現値が時系列上の自己相関関数 によって考察
で きることにより,Eikelder等が近傍構造 を限定 しなければ求められなかっ
たステ ップ確率の計算 を可能に している。 ここで求めた値は,LocalSearch
アルゴリズムで求まる解の値,お よび要求 されるステップ数の理論的な期待値
の値 を検討 している。それによりこのアルゴリズムの求めうる値の能力,また,
必要な計算時間の予測が可能 とな り,今後,他 のメタヒューリスティックアル
ゴリズムで同様な値を導出することにより,それ らのアルゴリズムの性能を明
確に分析することが可能 となる。今回は理論的な値の導出のみを行ったが,さ
らに,LocalSearchアルゴリズムにより求まる実際の数値 と今回求めた理論
値 とを比較 し,この理論モデルの正当性を示 したい。 また,他 のアルゴリズム
の性能を明 らかにするため,同 様な理論値を求めるモデルを検討するとととも
に,こ れ らにより得 られた特性からさらに優れたアルゴリズムを展開すること
を試みたい。
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